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lay. However, with the advent of high-speed networks it has now become possible to
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Real-time results are a major goal of the European Union EXPReS development project.
Metsa¨hovi is responsible for the data acquisition system.
This master’s thesis describes the EXPReS development work I carried out at Met-
sa¨hovi. The thesis covers the development of real-time data acquisition and a corre-
sponding suitable data transfer protocol. In addition, it describes a successful interna-
tional real-time demonstration given to the EU.
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Radioastronomiassa voidaan pitka¨kantainterferometrian (VLBI) avulla kuvata ta¨hti-
taivaan kohteiden rakenteita erinomaisella herkkyydella¨ ja kulmaresoluutiolla. VLBI
on myo¨s suosittu mittausmenetelma¨ geodesiassa, astrometriassa ja avaruusluotainten
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postitse seka¨ korrelaattoriaseman rajoitteista. Nopeiden tietoliikenneverkkojen kehitty-
misen myo¨ta¨ on kuitenkin mahdollista lyhenta¨a¨ viiveita¨ huomattavasti – viime ka¨dessa¨
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Kuten klassisen optisen astronomian tutkimusalalla tutkitaan viime vuosisadan alkupuo-
lella Grote Reberin innoittamalla uudella radioastronomian tutkimusalalla ta¨htitaivaan
ilmio¨ita¨ ja kohteita seuraamalla na¨iden la¨hetta¨ma¨a¨ sa¨hko¨magneettista sa¨teilya¨. Optisessa
astronomiassa ka¨yteta¨a¨n radioastronomiaan verrattuna huomattavasti korkeampia taa-
juuksia nanometrien aallonpituuksilla. Na¨kyva¨ valo esimerkiksi sijaitsee taajuusalueella
400—800 THz. Na¨in korkeilla taajuuksilla voidaan astronomiassa soveltaa klassisen optii-
kan menetelmia¨ ja tekniikkaa. Radioastronomiassa taas ta¨lla¨ hetkella¨ tyypilliset taajuudet
sijoittuvat va¨lille 10 MHz—300 GHz, eli alkavat kymmenien metrien aallonpituuksista ja
eteneva¨t aina mikro- ja millimetriaaltoalueille asti. Radioastronomian suhteellisen mata-
lien taajuuksien takia havainnoinnissa sovelletaan alan nimen mukaisesti radiotekniikan
menetelmia¨ ja ka¨yteta¨n radiotekniikan vastaanotinlaitteistoa. Nykya¨a¨n maailmalla on jo
useita kymmenia¨ eri kokoluokan radioteleskooppeja ja radio-observatorioita. Matalin taa-
juusalue on 10—150 MHz, jota tullaan ka¨ytta¨ma¨a¨n Hollannissa rakenteilla olevassa Low
Frequency Active Array -verkostossa (LOFAR). Suurin havainnointitaajuus taas tulee
olemaan Chileen valmistuvassa Atacama Large Millimeter Array alimillimetriaaltoteles-
koopissa (ALMA).
Radioastronomissa ka¨yteta¨a¨n optiseen astronomiaan verrattuna matalampia taajuuksia,
eli pitempia¨ aallonpituuksia. Ta¨ma¨ heijastuu myo¨s radioteleskoopin rakenteiden koossa.
Reflektorirakenteisen teleskoopin kuten tavallisen Cassegrain-teleskoopin erotuskyky θ,
joka vastaa antennin -3dB -keilanleveytta¨, on kaavan 1.1 mukaisesti suoraan verrannollinen












Ka¨ytetyn aallonpituuden kasvaessa radioteleskooppien erottelukyky huononee ja on ka¨y-
tetta¨va¨ suurempaa apertuuria D aiemman erottelukyvyn sa¨ilytta¨miseksi. Optisella alu-
eella 10 cm:n apertuuri mahdollistaa noin kaarisekunnin resoluution, kun taas 22 GHz:n
taajuudella toimivassa radioteleskoopissa sama erottelukyky saavutetaan vasta noin 3
km:n apertuurilla. Ekstragalaktisten kohteiden hienorakenteet ovat alle 1 millikaarise-
kunnin suuruusluokkaa. Vastaava apertuuri 22 GHz radioteleskoopilla pita¨isi olla va¨hin-
ta¨a¨n 3000 km. Ka¨yta¨nno¨ssa¨ rakennustekniikka, kustannukset ja teleskooppirakenteiden
toleranssivaatimukset rajoittavat toteutuskelpoisten reflektoriteleskooppien apertuuriko-
koa niin paljon, etta¨ 100 metria¨ suurempia teleskooppeja ei ena¨a¨ ole kustannustehokasta
eika¨ ja¨rkeva¨a¨ rakentaa. Na¨iden rajoitusten takia on radioteleskoopilla saavutettava reso-
luutio yleensa¨ kaariminuutin luokkaa.
Radioteleskooppien heikon erottelukyvyn takia radioastronomit ovat aiemmin seuranneet
pa¨a¨asiassa auringon pintaa, avaruudesta pilvina¨ lo¨ytyvien alkuaineiden ja molekyylien
kuten esimerkiksi vedyn ja metanolin absorptio- ja emissiospektreja¨, pulsareita, kvasaa-
reita, seka¨ muita radioa¨a¨nekka¨ita¨ tai ison suuruusluokan kohteita. Yksitta¨ista¨ radioteles-
kooppia huomattavasti suurempi erottelukyky saavutettiin 1967 (Algonquin Radio Ob-
servatory, Dominion Radio Astrophysical Observatory), kun nobeloidut A. Hewish ja M.
Ryle ensimma¨ista¨ kertaa sovelsivat silloin jo tutkakniikassa ka¨ytettya¨ vaiheistetun anten-
niryhma¨n menetelma¨a¨ yhteenkytkettyihin radioteleskooppiryhmiin. Ta¨ssa¨ uudessa sovel-
lutuksessa antenneista saadaan muodostettua alkukantainen interferometri summaamalla
yhteen kahden tai useamman, samaa taivaan kohdetta seuraavan teleskoopin antennisig-
naalia ja sa¨a¨ta¨ma¨lla¨ signaalien keskina¨ista¨ viivetta¨ (Tho91). Interferometriin kytkettyjen
antennien muodostamia antennipareja kutsutaan kannoiksi ja kannan antennien va¨lista¨
euklidista eta¨isyytta¨ kannan pituudeksi. Antenneihin saapuva eli pisteitta¨in havainnoi-
tu kohteesta pera¨isin oleva tasoaalto muodostaa interferoinnissa interferenssikuvion sil-
le ominaisilla vyo¨hykkeilla¨ (fringes). Radioastronomiassa kiinnostavimman keskimma¨isen
vyo¨hykkeen leveys x riippuu yhden kannan tapauksessa kaavan 1.2 mukaisesti ka¨ytetysta¨












Vyo¨hykkeen leveys x on suoraan verrannollinen interferometrin kaariasteissa lausuttuun
erottelukykyyn. Vakiotaajuudella keskimma¨inen vyo¨hyke kapenee ja interferometrin erot-
telukyky paranee mita¨ kauempana teleskoopit sijaitsevat toisistaan. Esimerkiksi millimet-
riaaltoalueella saavutetaan erinomainen resoluutio jo parin sadan metrin pituisilla kan-
noilla.
Radioastronomiassa tavallisesti ka¨ytetyilla¨ pitkilla¨ aallonpituuksilla myo¨s kannat ovat pi-
dempia¨, usein tuhansia kilometreja¨. Na¨illa¨ aallonpituuksilla interferometriaa kutsutaan
pitka¨kantainterferometriaksi (Very Long Baseline Interferometry, VLBI). Samasta VLBI-
tekniikasta on joitakin variaatioita, kuten geodeettinen geo-VLBI, tai interferenssikuvion
muitakin vyo¨hykkeita¨ hyo¨dynta¨va¨, laskennallisesti raskaampi laajan kenta¨n wide-field-
VLBI.
Maapallon pyo¨rimisliikkeen ja kiertoradan takia kantaprojektio B′ ja siten myo¨s inter-
ferenssikuvio muuttuu jatkuvasti, jolloin saadaan radiotekniikan apertuurisynteesin ta-
paan interferrenssikuvioiden aikasarja. Radioastronomiassa apertuurisynteesin laskennal-
lista synteesi- eli interferointivaihetta kutsutaan korreloinniksi, viittauksena laskennassa
ka¨ytettyihin signaalien auto- ja ristikorrelaatiohin. Maailmassa on joitakin harvoja korre-
lointipalveluja tarjoavia laitoksia. Euroopassa na¨ista¨ sijaitsevat ainoastaan ta¨htitieteilijo¨i-
hin keskittyva¨ hollantilainen instituutti Joint Institute for Very Long Baseline Interfero-
metry in Europe (JIVE) seka¨ pa¨a¨asiassa geodeettisia VLBI-kokeita korreloiva saksalainen
Max-Planck-Institut fu¨r Radioastronomie (MPIfR).
Era¨s ongelma VLBI:ssa¨ on antennien vastaanottamien signaalien ha¨irio¨to¨n ja ha¨vio¨to¨n
siirto korrelaattorikeskukseen. Lyhyilla¨ va¨limatkoilla voidaan ka¨ytta¨a¨ aaltojohtoja, kuten
esimerkiksi tehda¨a¨n yha¨ Westerborkin antenniryhma¨ssa¨. Pidemmilla¨ eta¨isyyksilla¨ ta¨ma¨
ei kuitenkaan ole ena¨a¨ ka¨yta¨nno¨llista¨, ja signaalit on tallennettava ja siirretta¨va¨ muilla
menetelmilla¨, kuten esimerkiksi fyysisesti kuljettamalla tallennusmediat korrelaattorikes-
kukseen kuten kuvan 1.1 VLBI-asetelmassa. Toinen ongelma on tallennusja¨rjestelmien
rajallinen kaistanleveys ja tallennusnopeus. Ta¨ma¨n takia aiemmin laajakaistainen alku-





Kuva 1.1. VLBI-havainnoinnin toimintaperiaate, tiedonkeruu ja tallenteiden vanha fyysi-
nen siirtotapa korrelaattoriasemalle (HHK03).
kokoiseen kanavajoukkoon kapeita, esimerkiksi alle 32 MHz levyisia¨ kaistoja, jotka perus-
taajuudelle sekoittamisen ja¨lkeen tallennettiin alun perin analogimuodossa magneettinau-
hoille. Analogi-digitaalimuuntimien (ADC) kehittyessa¨ siirryttiin tallentamaan kaistoja
digitaalisessa muodossa VLBI-tarkoituksiin ta¨ysin riitta¨va¨lla¨ 1-4 bitin resoluutiolla. Vuo-
sia myo¨hemmin, kuluttajatietokoneiden kehittyessa¨ ja tavallisten kovalevyjen ohittaessa
magneettinauhat hintaan na¨hden suuremmalla tallennuskapasiteetilla, tallennusnopeudel-
la ja luotettavuudella, VLBI:ssa¨ siirryttiin ka¨ytta¨ma¨a¨n kovalevytallennusta (Whi99). Li-
sa¨a¨ kompaktia historiatietoa USA:n ja sielta¨ myo¨s Eurooppaan rantautuneen pitka¨kan-
tainterferometrian teknillisesta¨ kehityksesta¨ lo¨ytyy Preussin tiivistelma¨sta¨ (Pre02).
Laajakaistaisen spektrin harventaminen kapeisiin osakaistoihin heikenta¨a¨ VLBIhavain-
noinnin herkkyytta¨. Ta¨ma¨n takia on aina tallennustekniikan salliessa pyritty siirtyma¨a¨n
levea¨mpien osakaistojen ka¨ytto¨o¨n. Esimerkiksi NRAO-Cornellin vuonna 1967 kehitta¨-
ma¨ Mark I VLBI-ja¨rjestelma¨ ka¨ytti 300 kHz kaistanleveytta¨ ja sen ajan ensimma¨isia¨
videokasetteja, mutta nelja¨ vuotta myo¨hemmin Mark II -ja¨rjestelma¨ssa¨ ka¨ytettiin jo 2
MHz kaistanleveytta¨. MIT Haystack Observatory -laitoksen kehitta¨ma¨a¨n Mark IV VLBI-
ja¨rjestelma¨a¨n kytkeytyva¨t, maailmalla nykya¨a¨n laajasti ka¨yto¨ssa¨ olevat Haystack Mark5A,
A+, B, B+ ja C tallennusja¨rjestelma¨t ovat vanhan Mark VLBI-ja¨rjestelma¨n ominaisuuk-
sien takia ka¨yta¨nno¨ssa¨ rajoittuneet 32 tai 64 MHz kaistanleveyksiin 64 tai 32 kanavalla,





Kuva 1.2. Esimerkki kaistanleveyden vaikutuksesta VLBI-kuvan RMS signaali-
kohinasuhteeseen (µJy/keila) eri havainnointitaajuuksilla yhden kannan 12 tunnin kokees-
sa. Yhdistetty tiedonsiirtonopeus vastaa kahta aseman tuottamaa 2-bittisten na¨ytteiden
virtaa na¨ytteenottotaajuudella (Phi04).
tanleveyksia¨ yhdella¨ tai usemmalla kanavalla (Whi02; TKN06). Metsa¨hovissa 2001 kehi-
tetty PC-EVN tiedonkeruuja¨rjestelma¨ vuorostaan tukee standardoitua VSI-H va¨yla¨for-
maattia ja myo¨s useita vanhoja formaatteja ja sijoittuu ta¨lla¨ hetkella¨ edellisten va¨limaas-
toon yksitta¨isella¨ PC-EVN -koneella mahdollisella 512 tai 1024 Mbit/s kokonaistallennus-
nopeudella (RiM04; DTW04). Seuraava askel tehda¨a¨n EXPReS -projektissa, jonka era¨s
tavoite on va¨hinta¨a¨n 2048 MHz kokonaiskaistanleveytta¨ vastaavan toimivan 4 Gbit/s tie-
donkeruun laajamittainen ka¨ytto¨ Euroopan radio-observatorioissa seka¨ vuosikymmenen
lopussa 30 Gbit/s nopeuskapasiteettiin siirtyminen (1, 5. C.1.1.1.).
Levea¨mma¨t taajuuskaistat parantavat VLBI:n herkkyytta¨ ja mahdollistavat tarkempien
ja va¨ha¨kohinaisempien karttojen laskemisen. Kuvassa 1.2 on esimerkki VLBI-kuvan odo-
tetusta RMS signaali-kohinasuhteesta (µJy/keila) era¨iden kaistanleveyksien ∆ν ja na¨ita¨
vastaavien tiedonsiirtonopeuksien suhteen eri havainnointitaajuuksilla (Phi04). Kaistan-
leveyden ∆ν vaikutus VLBI:n herkkyyteen eli havaittavaan pienimpa¨a¨n tehotiheyteen Sν












Herkkys Sν paranee myo¨s pidenta¨ma¨lla¨ taivaan kohteen havainnointiaikaa ∆t tai kasvat-
tamalla VLBI-mittaukseen osallistuvien asemien ma¨a¨ra¨a¨ N . Koska tavallisesti pyrita¨a¨n





antenniajan aikana, ∆t pidenta¨minen ei ole toivottava vaihtoehto. Lisa¨ksi osallistuvien
asemien ma¨a¨ra¨a¨ N ei ka¨yta¨nno¨ssa¨ ole helppo kasvattaa. On helpompaa ka¨ytta¨a¨ suurem-
paa ∆ν. Ta¨llo¨in C kanavaa b-bittisesti na¨ytteenottotaajuudella fs = 2∆ν na¨ytteista¨va¨n
tiedonkeruuja¨rjestelma¨n on pystytta¨va¨ va¨hinta¨a¨n kaavan 1.4 mukaiseen Rbit (bit/s) tie-
donkeruunopeuteen:
Rbit = C · fs · b (1.4)
Viela¨ vuonna 2006 tavallisimmin ka¨ytetyt tiedonkeruunopeudet olivat 128, 256 ja 512
Mbit/s. Na¨ma¨ nopeudet ovat huomattavasti pienempia¨ kuin nykyisissa¨ 1 Gbit/s la¨hiver-
kossa ja euroopanlaajuisessa GE´ANT2 10 Gbit/s tutkimusverkossa saavutettavissa ole-
vat tiedonsiirtonopeudet. Era¨s EXRPeS-projektin tavoitteista onkin hyo¨dynta¨a¨ Euroopan
VLBI-verkoston (EVN) asemien tietojen siirrossa nykyista¨ tietoliikennetekniikkaa, aiem-
min ka¨ytetyn hitaan fyysisen kuljetuksen sijaan. Euroopan sisa¨lla¨ ta¨ma¨ on jo tarpeeksi
haastavaa. Lisa¨ksi EVN:a¨a¨n kuuluu useita asemia muilla mantereilla, joiden tiedonsiir-
rossa on ka¨ytetta¨va¨ kansainva¨lisia¨ verkkoyhteyksia¨. Na¨ytteiden keruu ja siirto korrelaat-








Ta¨lla¨ hetkella¨ Euroopan VLBI-verkoston observatorioissa ka¨ytettyjen yksitta¨isten tiedon-
keruuja¨rjestelmien suorituskykyraja on 1024 Mbit/s, era¨ita¨ erikoistapauksia kuten Jodrell
Bank e-MERLIN -antenniryhma¨a¨ lukuun ottamatta. 1024 Mbit/s nopeutta ka¨yteta¨a¨n vie-
la¨ harvoin, la¨hinna¨ millimetri-VLBI -kokeissa. Yleisimpia¨ ovat 512 Mbit/s nopeus astro-
nomisessa VLBI:ssa¨ seka¨ 128 tai 256 Mbit/s nopeudet geodeettisessa¨ VLBI:ssa¨.
Metsa¨hovin PC-EVN ja Haystackin useaan otteeseen ja¨lkikorjattu Mark5 (Mark5A,
Mark5A+, Mark5B, Mark5B+) ovat molemmat selvinneet na¨ytevirtojen kirjoittamisesta
kovalevyja¨rjestelmille na¨illa¨ nopeuksilla; PC-EVN ka¨ytta¨ma¨lla¨ Metsa¨hovissa 2001 kehitet-
tya¨ VSI-liita¨nna¨ista¨ PCI-korttia (VSIB) seka¨ ohjelmallista tai PC:n emolevylle integroitua
laitetason RAID:ia, Mark5 ka¨ytta¨ma¨lla¨ Conduant-yrityksen valmistamaa suhteellisen kal-
lista StreamStor tiedonkeruu- ja kovalevyohjainkorttia erityisessa¨ PC-kokoonpanossa. Yh-
den PC-EVN -koneen 512 Mbit/s nopeusrajoitus voidaan kierta¨a¨ jakamalla 1 tai 2 Gbit/s
na¨ytevirta kahdelle tai nelja¨lle rinnakkain tallentavalle koneelle. Metsa¨hovi demonstroi
Japanin kanssa tehdyssa¨ VLBI-testissa¨ jo vuonna 2003, etta¨ ta¨lla¨ menetelma¨lla¨ voidaan
saavuttaa yhteensa¨ 2 Gbit/s tiedonkeruunopeus paikallisille kovalevyja¨rjestelmille.
Euroopan VLBI-yhteiso¨ssa¨ halutaan kuitenkin va¨hitellen luopua na¨ytteiden paikallisesta
kovalevytallennuksesta. EXPReS-projekti ajaa myo¨s ta¨ta¨ kehitysta¨. Jotta observatorion
levytallennuksesta voidaan pa¨a¨sta¨, ensimma¨inen ja ta¨rkein tavoite on kaikkien observato-
rioiden na¨ytevirtojen siirto korrelaattoriasemalle reaaliajassa verkon yli, eli tulee rakentaa
toimiva reaaliaikainen e-VLBI -havainnointimoodi. Na¨ytteet kulkevat asemalta Euroopan






Seuraava kehitysaskel on reaaliaikaisten na¨ytevirtojen korrelointi reaaliajassa, jolloin kor-
relaattoriasemalla ei ena¨a¨ tarvita suuren tallennuskapasiteetin tiedostopalvelimia. Ai-
noat tiedot jotka tallennetaan ovat korrelointiprosessin lopputulokset, jotka muodosta-
vat murto-osan alkupera¨isesta¨ yhteenlasketusta asemien tietoma¨a¨ra¨sta¨. Koska asemien
tietoja ei missa¨a¨n vaiheessa tallenneta, reaaliaikainen korrelointi soveltuu la¨hinna¨ niihin
VLBI-kokeisiin, joissa korrelointiprosessia ei haluta suorittaa useaan kertaan eri paramet-
reilla.
Ta¨ysin reaaliajassa toimivalla e-VLBI:lla¨ on useita teknisia¨ ja tieteellisia¨ etuja. Eduista
ehka¨ ta¨rkein on se, etta¨ korrelointiprosessi antaa va¨liaikaistuloksia reaaliajassa. Na¨ista¨
pystyta¨a¨n havaitsemaan mahdolliset ongelmat jonkin aseman laitteistossa tai laitteiston
asetuksissa, joilloin ongelmista voidaan ilmoittaa asemalle jo VLBI-kokeen aikana. Jos
taas perinteisella¨ tavalla la¨hetetta¨isiin aseman kovalevypaketteja postissa, vastaavia il-
moituksia jouduttaisiin odottamaan viikkoja. Pahimmassa tapauksessa asema on ta¨lla¨ va¨-
lin jo osallistunut toisiin VLBI-kokeisiin, ilman etta¨ ollaan tietoisia laitteisto-ongelmasta.
Ongelman takia aseman VLBI-kokeiden tiedot saattavat olla vain rajallisesti ka¨ytto¨kel-
poisia. Reaaliaikaisen e-VLBI:n ansiosta ongelmat voidaan teoriassa yritta¨a¨ korjata jo
VLBI-kokeen aikana, jolloin aseman tiedot pysyva¨t ka¨ytto¨kelpoisina, eika¨ VLBI-kokeen
lopullinen herkkyys va¨ltta¨ma¨tta¨ huonone. Toinen reaaliaikaisen e-VLBI:n etu on, etta¨ ai-
na yhden ta¨htitaivaan kohteen havainnoinnin eli skannin ja¨lkeen korrelointitulokset ovat
valmiita ja saatavilla, joten ta¨htitieteilija¨t voivat halutessaan aloittaa jo kokeen aikana
tulosten jatkoprosessoinnin tarkaksi kohteen kuvaksi tai kartaksi. Kolmanneksi e-VLBI:n
eduksi yleensa¨ luvataan, etta¨ ta¨htitieteilija¨ pystyva¨t seuraamaan aiempaa paremmin ta¨h-
titaivaan a¨killisia¨ ja lyhytkestoisia ilmio¨ita¨, esimerkiksi supernovia ja gammapurkauksia.
Aiemmin ta¨ma¨ oli epa¨ka¨yta¨nno¨llista¨ VLBI-kokeiden pitka¨kestoisen aikataulusuunnittelun
ja asemien tiedontallennusja¨rjestelmissa¨ vaadittujen valmistelujen takia.
Euroopan VLBI-yhteiso¨ssa¨ reaaliaikaiseen e-VLBI:hin siirtyminen tapahtuu va¨livaiheit-
ten kautta. Ensimma¨inen vaihe on off-line e-VLBI, jossa tiedot tallennetaan paikallisesti
ja siirreta¨a¨n VLBI-kokeen pa¨a¨dyttya¨ verkon yli korrelaattorille. Esimerkiksi vuoden 2006
alkupuolella niilla¨ harvoilla EVN:n asemilla joilla oli jo nopea verkkoyhteys, yleisin e-
VLBI -havainnointitapa oli tallentaa tiedot ensin Mark5-ja¨rjestelma¨lla¨ erikoisrakenteisille
Mark5-levypaikoille, tai PC-EVN:lla¨ tavallisille kovalevyille. VLBI-kokeen ja¨lkeen skannit






Mark5-ja¨rjestelma¨n tapauksessa off-line e-VLBI ja skannien siirto verkon yli on eri-
tyisen hankalaa, koska Conduant StreamStor -ohjaimeen kytkettya¨ levypakkaa, jolta
skannit tulee lukea ulos, ei voida ka¨ytta¨a¨ tavallisena Linux-tiedostoja¨rjestelma¨na¨. Le-
vypakalla olevat skannit on ka¨sitelta¨va¨ yksi kerrallaan, purkamalla ensin erikoisohjel-
malla skanni levypakalta tavalliseksi tiedostoksi Mark5:en Linux-ja¨rjestelma¨levylle. Siel-
ta¨ tiedosto siirreta¨a¨n tavallisilla FTP- tai bbFTP-ohjelmilla tai Haystackin EGAE-
tiedostonsiirto-ohjelmalla verkon yli JIVE:ssa¨ sijaitsevien Mark5-palvelimien ja¨rjestelma¨-
tai RAID-levyille (bbFTP; FTP; EGAE). Periaatteessa ei ole vaikeaa ottaa jonkin
tiedostonsiirto-ohjelman kuten FTP:n la¨hdekoodi ja muokata sita¨ siten, etta¨ ohjelma ka¨yt-
ta¨isi StreamStor-kutsurajapintaa ja osaisi lukea skannit suoraan levypakalta. Kuitenkaan
kukaan ei ole ymma¨rta¨nyt tehda¨ ta¨ta¨ ohjelmointityo¨ta¨. Lopputuloksena on, etta¨ skannit
puretaan aina ensin ja¨rjestelma¨levylle. Skannien siirtonopeus verkon yli ei ole kovin suuri.
Vaikka JIVE on yksitta¨isissa¨ testeissa¨ saavuttanut 400 Mbit/s siirtonopeuksia, on EVN:n
asemilla nopeus ka¨yta¨nno¨ssa¨ vain 10—100 Mbit/s. Ta¨ma¨ johtuu ka¨ytetysta¨ tiedonsiirto-
ohjelmasta, la¨hetta¨va¨n aseman hitaasta ja¨rjestelma¨levysta¨ seka¨ Mark5-koneiden varsin
vanhasta emolevysta¨ ja prosessorista. Kun skannit on siirretty JIVE:en, JIVE:n henkilo¨-
kunta tavallisesti kopioi skannitiedostot omalta RAID- tai ja¨rjestelma¨levylta¨ asemakoh-
taisille Mark5-levypakoille. Usein na¨ma¨ pakat poistetaan verkkoon kytketyista¨ Mark5-
koneista ja siirreta¨a¨n opiskelijatyo¨voimalla ensin varastohuoneeseen odottamaan MarkIV-
korrelaattorin vapautumista ta¨ta¨ VLBI-koetta varten. Korrelaattorin vapauduttua pakat
ta¨ytyy siirta¨a¨ korrelaattoria syo¨tta¨viin Mark5-koneisiin, jonka ja¨lkeen varsinainen korre-
lointi voidaan viimein aloittaa.
PC-EVN -ja¨rjestelma¨n tapauksessa skannien siirto observatoriosta korrelaattoriasemalle
on yksinkertaisempaa. Havainnoinnin aikana era¨s apuohjelma kirjoittaa VSIB-kortilla kaa-
pattua na¨ytevirtaa RAID-levylle tavallisiin tiedostoihin. Tiedostot voidaan myo¨hemmin
siirta¨a¨ korrelaattoriaseman RAID-levyille esimerkiksi FTP:lla¨. Siirto on huomattavasti
nopeampaa ka¨ytta¨ma¨lla¨ Tsunami UDP -protokollaa, joka on vapaasti saatavilla ylla¨pita¨-
ma¨sta¨ni SourceForge-projektista (Wag06-1). Tsunamilla voidaan helposti saavuttaa 800
Mbit/s siirtonopeuksia 1 Gbit/s Internet-yhteyden yli. Tiedonsiirron pa¨a¨tyttya¨ vaikeu-






Toimivan off-line e-VLBI -moodin ja¨lkeen seuraava vaihe e-VLBI:n kehityksessa¨ on tiedon
siirto observatorioista korrelaattoriasemalle reaaliajassa ja siis ilman va¨litallennusta. Ta¨-
ma¨ vaatii korrelaattoriasemalla hyva¨t verkkoyhteydet ja riitta¨va¨n ma¨a¨ra¨n vastaanottavia
tietokoneita. Jos korrelaattori on viela¨ liian hidas reaaliaikaiseen prosessointiin, asemien
reaaliajassa vastaanotetut tiedot voidaan tallentaa samoin kuin off-line -moodissa ensin
korrelaattoriaseman RAID-levyille ja prosessoida myo¨hemmin. Todella alusta loppuun re-
aaliaikainen e-VLBI vaatii ta¨ssa¨ tapauksessa viela¨ korrelaattorin lisa¨kehitysto¨ita¨. Esimer-
kiksi EVN:ssa¨ JIVE on EXPReS-projektin takia pa¨ivitta¨ma¨ssa¨ laitteistokorrelaattoria ja
tietoliikenneyhteyksia¨, jotta verkko ja korrelaattori selvia¨isiva¨t reaaliajassa 16 observa-
toriosta va¨hinta¨a¨n 512 Mbit/s asemakohtaisella nopeudella, eli itse korrelaattorin tulee
kyeta¨ ka¨sittelema¨a¨n sisa¨a¨ntulevaa tietoa 8 Gbit/s kokonaisnopeudella.
Vuoden 2008 lopussa korrelaattorin tulee lisa¨ksi selvita¨ 4 Gbit/s nopeudella la¨hetta¨vista¨
observatorioista. Ta¨ma¨ vaatii jatkossa myo¨s observatorioissa lisa¨a¨ tiedonkeruuja¨rjestelmi-
en kehitysto¨ita¨. Diplomityo¨ni aikana pa¨a¨tavoite kuitenkin oli reaaliaikasiirtojen kehitta¨-
minen 512 Mbit/s nopeuksille. Vuoden 2006 vaihteessa useat asemat olivat jo joidenkin
VLBI-kokeiden osalta siirtyneet reaaliaikaiseen tiedonsiirtoon korrelaattoriaseman levyil-
le ka¨ytta¨en Mark5- tai jatkokehitettya¨ PC-EVN -ja¨rjestelma¨a¨. Vaikka elokuussa 2007
JIVE:n pa¨ivitystyo¨ oli edennyt jo kuuden aseman 512 Mbit/s reaaliaikakorrelointiin, ka¨y-
teta¨a¨n tavallisissa VLBI-kokeissa yha¨ kovalevytallennusta ja off-line- tai reaaliaikasiirtoja.
Seuraavassa kahdessa kappaleessa esitella¨a¨n tarkemmin Metsa¨hovin PC-EVN -
ja¨rjestelma¨n rakenne ja toiminta, ja esiteta¨a¨n tavallisen EVN:ssa¨ ka¨ytetyn na¨ytteenot-
toja¨rjestelma¨n rakenne yksinkertaistetussa muodossa. Ta¨ma¨ antaa tarpeellisen teknisen
pohjan seuraavassa luvussa 3 kuvatuille kehitysto¨ille, jotka tein EXPReS-projektissa ja joi-
den kautta seka¨ automatisoitu off-line- etta¨ luotettava reaaliaikainen e-VLBI -havainnointi
ovat tulleet mahdolliseksi PC-EVN -ja¨rjestelma¨lla¨.
2.1 Metsa¨hovin PC-EVN -ja¨rjestelma¨
Metsa¨hovin PC-EVN -ja¨rjestelma¨ perustuu kuluttajatietokoneisiin, jotka on rakennet-
tu tavallisista suoraan kaupan hyllysta¨ saatavista (COTS) komponenteista. Tietokone





korttin avulla. Na¨ma¨ ka¨sitteet seliteta¨a¨n alempana tarkemmin. Keskusmuistista eri VSIB-
apuohjelmat voivat kirjoittaa tietoja esimerkiksi tiedostoon kovalevylle.
Kovalevytallennusta varten PC-EVN -koneista lo¨ytyy va¨hinta¨a¨n nelja¨ yhdysrakenteista
serial-ATA -kovalevyliita¨nta¨a¨ (SATA) seka¨ paikka yhdelle parallel-ATA Linux-ja¨rjestelma¨-
levylle. Linuxissa koneen SATA-levyista¨ luodaan tason 0 ohjelmisto-RAID. RAID 0 tar-
koittaa levyjen raidoittamista (striping) ja raitojen lomittamista seka¨ yhdista¨mista¨ yh-
deksi loogiseksi levyksi. Ka¨ytta¨ma¨lla¨ N kappaletta C gigatavun kokoisia levyja¨ saadaan
loogiselle RAID-levylle tallennustilaa yhteensa¨ N ·C. Raitojen lomittamisen kautta saa-
vutetaan samalla N -kertainen luku- ja kirjoitusnopeus yhteen levyyn verrattuna. Nelja¨lla¨
halvalla 250 GB tai 500 GB levylla¨ saadaan na¨in 1—2 TB kokonaiskapasiteetti. Kapasi-
teetti vastaa 512 Mbit/s VLBI-kokeessa 16—32 tunnin kokonaishavainnointiaikaa.
Metsa¨hovissa tehtyjen suorituskykytestien perusteella nelja¨n levyn ohjelmistopohjainen
RAID 0 tavallisella kesa¨n 2006 kuluttajatietokoneella selviytyy helposti 1—2 Gbit/s siir-
tonopeuksista, joten myo¨s 2048 Mbit/s VLBI-kokeen kovalevytallennus on mahdollista
kuluttajatietokoneella (Mol06).
Ulkoisen ja¨rjestelma¨n na¨ytteista¨ma¨ antennisignaali tai tarkemmin eri taajuuskanavien di-
gitaaliset na¨ytevirrat luetaan VSI Board -kortin (VSIB) avulla PC-EVN -koneeseen. VSIB
on Metsa¨hovissa 2002 suunniteltu digitaalinen I/O-kortti joka asennetaan tietokoneen 32-
bittiseen PCI-va¨yla¨a¨n (RiM04) ja kytketa¨a¨n ulkoiseen VLBI Standard Interface -va¨yla¨a¨n
(VSI). Kortin ulkoinen I/O-rajapinta ta¨ytta¨a¨ kansainva¨lisesti sovitun VSI Hardware Inter-
face Specification -standardin vaatimukset. Ta¨ma¨ standardi kuvaa ka¨ytetta¨va¨t liittimet,
VSI-va¨yla¨n signaalit ja va¨yla¨n sa¨hko¨isen rajapinnan (Whi00). Va¨yla¨ kuljettaa 40 ma-
talan ja¨nnitteen differentiaalista sarjaliikennekanavaa (low voltage differential signaling,
LVDS). Liittimina¨ ka¨yteta¨a¨n tiheita¨ 80 pinnin MDR-liittimia¨. LVDS-sarjaliikennelinjoista
32 siirta¨va¨t na¨ytebitteja¨. Muista linjoista yksi on varattu na¨ytebittien datakellolle, yksi
tarkasti joka sekunti la¨hetetta¨va¨lle 1PPS -signaalille ja muut era¨ille lisa¨signaaleille. Kort-
ti itse kykenee 1 Gbit/s luku- ja kirjoitusnopeuteen. Tietokoneen 32-bittinen 32 MHz
PCI-va¨yla¨ sallii periaatteessa 1024 Mbit/s siirtonopeuden, mutta PCI-va¨yla¨n protokol-
lan lisa¨kustannusten kuten muistiosoitteiden siirron takia todellisuudessa saavutettava
siirtonopeus sijoittuu 512—768 Mbit/s va¨lille. Kortti ei tue 64 MHz PCI-va¨yla¨a¨. Tiedon-
keruu on kuitenkin mahdollista myo¨s 1 Gbit/s nopeudella kellotetulta va¨yla¨lta¨ kahden





Kuva 2.1. Vanhan Mark4 Formatter -ja¨rjestelma¨n liitta¨minen PC-EVN -koneeseen VSIC-
konvertterin avulla joko suoraan (katkoviivat) tai ketjuttamalla Mark5-liita¨nta¨levyn kaut-
ta (out#1, out#2). Tietoja voidaan kaapata samanaikaisesti Mark5- ja PC-EVN -
ja¨rjestelmilla¨ (HMW07).
kaikki parilliset ja toinen kaikki parittomat na¨ytteet.
Koska VSIB-kortti on yhteensopiva VSI-H -standardin kanssa, se voidaan liitta¨a¨ kaikkiin
VSI-va¨yla¨a¨ ka¨ytta¨viin ja¨rjestelmiin. Na¨ista¨ na¨ytteenottoja¨rjestelmia¨ ovat ainakin amerik-
kalainen Digital Backend (DBE) seka¨ italialainen Digital Baseband Converter (dBBC).
Monet vanhat mutta yha¨ laajasti ka¨yto¨ssa¨ olevat na¨ytteenotto- tai tiedonkeruuja¨rjestel-
ma¨t eiva¨t tue VSI-va¨yla¨a¨, vaan ka¨ytta¨va¨t omia RS-485 tai RS-232 -sarjaliikenneva¨ylia¨.
Vanhoja va¨ylia¨ on muun muassa Mark4 Formatter -ja¨rjestelma¨ssa¨, jota ka¨ytta¨va¨t Ve-
ry Long Baseline Array (VLBA) Amerikassa seka¨ la¨hes kaikki asemaa Euroopan VLBI-
verkostossa. Myo¨s Metsa¨hovissa on Mark4 -ja¨rjestelma¨. Vanhojen sarjaliikenneva¨ylien
VSI-yhteensopivuutta varten Metsa¨hovissa kehitettiin 2002 VSIB-kortin ohelle VSI-va¨yla¨-
muunninkortti (VSI Converter, VSIC). VSIC sovittaa seka¨ va¨ylien signalointitasot etta¨
kanavien ja niiden na¨ytteiden esitystavan VSI-va¨yla¨lle sopivaksi. Myo¨s konversio toiseen
suuntaan eli VSI-va¨yla¨lta¨ vanhalle va¨yla¨lle onnistuu. Yhteensa¨ VSIC tukee noin kymmen-
ta¨ eri formaattia.





VSI-ulostuloliittimiin voidaan kytkea¨ esimerkiksi PC-EVN. Vanhaan va¨yla¨a¨n voidaan yha¨
liitta¨a¨ aikaisempi tiedonkeruuja¨rjestelma¨ eli Mark5. Na¨in tiedonkeruu onnistuu samanai-
kaisesti vanhalla Mark5- ja uuteen VSI-va¨yla¨a¨n liitetta¨villa¨ ja¨rjestelmilla¨. Periaate on
esitetty kuvassa 2.1. Diplomityo¨n kehitysto¨iden ja¨lkeen useat asemat tekeva¨t na¨in VLBI-
kokeissa; varmuuskopiota tallennetaan vanhalle Mark5-ja¨rjestelma¨lle, ja samanaikaisesti
tehda¨a¨n PC-EVN:lla¨ reaaliaikasiirtoa tai myo¨s kovalevytallennusta.
VSIB-korttia ka¨yteta¨a¨n Linux-ka¨ytto¨ja¨rjestelma¨lle kirjoitettujen ohjelmien avulla. Metsa¨-
hovin A. Mujunen oli kehitta¨nyt kortille ajurin Linux-kernelin versiolle 2.4. Ajuri ka¨ytta¨a¨
M. Welchin luomaa BigPhysArea kernel-patchia ja varaa sen avulla ajurin omaan ka¨yt-
to¨o¨n suuren alueen keskusmuistista, jota ka¨ytta¨a¨ rengaspuskurina (Wel96). VSIB-ajuri
alustaa kortin tekema¨a¨n ketjutettuja DMA-siirtoja VSIB-kortin ja ta¨ma¨n rengaspuskurin
va¨lilla¨. DMA-siirtojen ka¨ynnista¨misen ja¨lkeen VSIB-kortilla oleva PLX Technology PCI-
siltauspiiri (PCI9054) hoitaa itsena¨isesti 32-bittisten sanojen siirron VSI-va¨yla¨lta¨ rengas-
puskuriin tai toisin pa¨in. Tavallisin siirtosuunta on VSI-va¨yla¨lta¨ keskusmuistiin.
VSIB-ajuri toteuttaa lisa¨ksi Linux-merkkioheislaitteen rajapinnan (character device).
Ajuri esitta¨a¨ ta¨ma¨n rajapinnan la¨pi sisa¨isen rengaspuskurin muille ohjelmille jatkuva-
na tiedostona /dev/vsib, joka tukee tavallisia POSIX open, close, lseek -tiedostofunktiota.
Ta¨ma¨ yksinkertaistaa huomattavasti VSIB-kortin ka¨ytto¨a¨ eri ohjelmissa.
Ka¨ytta¨ja¨ voi ajurin parametreissa asettaa rengaspuskurille maksimikoon LV SIbuf tavui-
na. Koko voi olla eninta¨a¨n BigPhysArea:n ennakkovaraaman muistin ma¨a¨ra¨. Ta¨ma¨ taas
on korkeintaan 740 MB ja riippuu tietokoneen keskusmuistin ma¨a¨ra¨sta¨ ja Linux-kernelin
omasta muistinjaosta. Koska aina uuden tiedon saapuessa rengaspuskuriin puskurin kaik-
kein vanhin tieto ylikirjoittuu, puskurin sisa¨lta¨ma¨n na¨ytehistorian aikaikkuna on korkein-





Ta¨ssa¨ RV SI on VSI-va¨yla¨n na¨ytteiden bittinopeus, esimerkiksi 512 Mbit/s. Usein ka¨ytet-
ty puskurikoko on 144 MB eli kyseisella¨ nopeudella noin 2 sekuntia. Puskurin kattama
rajallinen na¨ytehistoria τV SIbuf on era¨s reaaliaikaisessa e-VLBI:ssa¨ esiintyva¨ rajoite, joka
muiden viiveiden ohella vaikuttaa siirron luotettavuuteen, tiedonha¨vio¨o¨n ja vikasietoisuu-





jatkokehitysta¨ kuvaavassa osiossa 3.3.
Nykyinen VSIB-kortti on ominaisuuksiltaan riitta¨va¨ 512–1024 Mbit/s tiedonkeruuseen ja
reaaliaikasiirtoihin. Ta¨ha¨n liittyva¨ kehitystyo¨ esiteta¨a¨n seuraavassa luvussa. Suurempia
nopeuksia varten Metsa¨hovi tulee vuoden 2007 loppupuolella kehitta¨ma¨a¨n ta¨ysin verkko-
pohjaisen 10 Gbit/s tiedonkeruuja¨rjestelma¨n. Siihen mennessa¨ EXPReS-projektissa pa¨a¨-
osa Metsa¨hovin e-VLBI -kehitystyo¨sta¨ on tapahtunut nykyisen PC-EVN -ja¨rjestelma¨n
parissa.
2.2 Na¨ytteenottoja¨rjestelma¨t
Ulkoisen ja¨rjestelma¨n antamia na¨ytteita¨ kera¨a¨vien Mark5- ja PC-EVN -ja¨rjestelmien kan-
nalta ei ole kovin olennaista, mista¨ la¨hteesta¨ na¨ma¨ na¨ytteet ovat pera¨isin. Ta¨rkea¨mpa¨a¨
on na¨ytevirtojen formaatti ka¨ytetylla¨ va¨yla¨lla¨. Koska era¨s diplomityo¨ssa¨ kokeiltu uusi
e-VLBI -siirtomoodi riippuu na¨ytevirran formaatista ja na¨ytteenottoja¨rjestema¨n analogi-
sen puolen ominaisuuksista, kuvataan lyhyesti na¨ytteenottoja¨rjestelma¨, joka on ka¨yto¨ssa¨
monessa EVN:n observatoriossa ja myo¨s Metsa¨hovissa.
Ta¨ma¨ EVN:ssa¨ yleinen na¨ytteenottoja¨rjestelma¨ on pera¨isin NRAO:n kymmenen aseman
Very Long Baseline Array -teleskooppiryhma¨sta¨ (VLBA). Ja¨rjestelma¨a¨n kuuluvia laittei-
ta ovat muun muassa A/D-muunninosa Mark4 Sampler seka¨ na¨ytevirtojen esitystavan
asettava Mark4 Formatter. Ja¨rjestelma¨ on dokumentoitu tarkasti Mark4 Memo Series
-raporttisarjassa (Whi90).
Ja¨rjestelma¨n analoginen signaaliketju alkaa antennista ja sen syo¨tta¨ma¨sta¨ RF-signaalista.
Valitulta taajuudelta sekoitetaan kapea 512 MHz kaista IF-va¨litaajuudelle. 512—1024
MHz kaistalle sijoittuva IF-signaali ka¨sitella¨a¨n edelleen useassa rinnakkaisessa perustaa-
juudelle sekoittavaa ja alipa¨a¨sto¨suodattavaa yksikko¨a¨. Na¨ita¨ ovat joko noin 20 vuotta van-
hat baseband converter -yksiko¨t (BBC) tai hieman uudemmat, toiminnoiltaan BBC:eita
vastaavat videokonvertteri-yksiko¨t (video converter, VC). Seka¨ BBC:ssa etta¨ VC:ssa on
oma taajuusgeneraattori, joka on lukittu aseman maser-kellon antamaan tarkkaan taa-
juusreferenssiin. Taajuusgeneraattori voidaan viritta¨a¨ ka¨yto¨nno¨ssa¨ jollekin 550—980 MHz
va¨lilla¨ olevalle keskitaajuudelle. Asetetun keskitaajuuden sivukaistat (upper sideband,
USB, lower sideband, LSB) sekoitetaan BF-perustaajuudelle. Valituista asetuksista riip-





leveys on joko 1, 2, 4, 8 tai 16 MHz. Muita BBC:n toteuttamia toimintoja ovat automaat-
tinen vahvistuksen sa¨a¨to¨ ja kaistojen kokonaistehon mittaus.
VLBA-ja¨rjestelma¨ssa¨ voidaan ohjata korkeintaan 16 perustaajuudelle sekoittavaa laiteyk-
sikko¨a¨, joista kaikista saadaan USB- ja LSB-kaistat eli yhteensa¨ 32 perustaajuista kaistaa.
Analogisen ketjun pa¨a¨ssa¨ on Mark4 Sampler, joka na¨ytteista¨a¨ kaikki 32 kaistaa rinnak-
kaisilla A/D-muuntimilla kahden bitin resoluutiolla ja maksimissaan 32 MHz na¨ytteenot-
totaajuudella. Ta¨ma¨ tarkoittaa enimmilla¨a¨n 2048 Mbit/s kokonaisnopeutta.
Jokaisen ajanhetken na¨ytteet kaikilta kaistoilta syo¨teta¨a¨n Mark4 Formatter -laitteelle,
jonka tehta¨va¨ on valita halutut kaistat ja ja¨rjesta¨a¨ na¨iden na¨ytebitit jollain tavalla 32-
bittiselle sarjamuotoiselle ulostulova¨yla¨lle, joilta ne voidaan lukea tiedonkeruuja¨rjestel-
ma¨lla¨ kuten nauha-asemalla tai Mark5- tai PC-EVN -koneella. Na¨ytebittien ja¨rjesta¨mis-
tapoja on valitettavasti useita, koska Mark4 ottaa huomioon jo antiikkien nauha-asemien
urakohtaiset luotettavuus- ja tallennusnopeusrajoitukset. Ta¨ma¨n takia Mark4 osaa for-
matoida sarjamuotoiset na¨ytteet eri tavalla seka¨ rinnakkais- etta¨ sarjamuotoon. Tiedot
voidaan myo¨s levitta¨a¨ nauhan eri urille aikajakoisesti uraa vaihdellen. Lopputuloksena
on, etta¨ samaan na¨ytteeseen kuuluvat bitit voivat olla ajallisesti erilla¨a¨n ja sijaita aina
vaihtelevissa kohdissa va¨yla¨lla¨. Lisa¨ksi jokaisen 1PPS -sekuntisignaalin kohdalla format-
teri lisa¨a¨ 32-bittisen ulostulova¨yla¨n jokaiseen bittivirtaan otsaketietoja. Na¨ihin kuuluvat
synkronointisana, aikaleima ja kunkin kanavan numero. Formatteri voi lisa¨ta¨ sarjamuo-
toiseen na¨ytevirtaan myo¨s muita tietoja kuten pariteettibitteja¨.
Ta¨ma¨ Mark4:n nykya¨a¨n ta¨ysin turha nauhayhteensopivuus on johtanut siihen, etta¨
VLBA-na¨ytteenottoja¨rjestelma¨n antama tietovirta on sina¨nsa¨ helppo kaapata Mark5- tai
PC-EVN -ja¨rjestelma¨lla¨, mutta eritta¨in epa¨edullisesti formatoitujen na¨ytetietojen jatko-
ka¨sittely esimerkiksi ohjelmistopohjaisissa korrelaattoreissa, apuohjelmissa tai muissa ana-
lyysityo¨kaluissa on varsin hankalaa.
VSIC-kortti osaa tulkita useita formaatteja, mukaanlukien Mark4:n ka¨ytta¨mia¨ formaat-
teja. Jos sisa¨a¨ntulevalla 32-bit va¨yla¨lla¨ on vain 8 tai 16 hyo¨tybittia¨, VSIC voi yhdista¨a¨
na¨ita¨ vierekka¨in 32-bittiselle VSI-va¨yla¨lle. Bittien formatointia VSIC ei kuitenkaan muu-
ta, joten vaikeusaste yksitta¨isten kanavien purkamiselle VSI-datasta riippuu yha¨ suuresti
formaatista. Varsin yleisesti ka¨ytetyssa¨ formaatissa kanavien purku on kuitenkin suora-





na¨iden ensimma¨iset bitit 32-bittisen sanan ensimma¨isessa¨ ja toiset toisessa puoliskossa.
Ta¨ta¨ helpompaa formaattia ka¨yteta¨a¨n hyva¨ksi myo¨hemmin esitelta¨va¨ssa¨ reaaliaikaisessa
e-VLBI -siirrossa, jossa verkon yli la¨hetetta¨vien kanavien ma¨a¨ra¨a¨ karsitaan ja pa¨a¨sta¨a¨n







Ta¨ssa¨ luvussa esitella¨a¨n ne Metsa¨hovissa tekema¨ni kehitystyo¨t, joita vaadittiin EU
EXPReS -projektissa demonstroimaan PC-EVN e-VLBI:n toimivuus lokakuun 2006
Month7 Demo -testipa¨iva¨na¨. Na¨ita¨ to¨ita¨ olivat erityisesti VSIB-ajurin la¨hdekoodin pa¨i-
vitta¨minen Linuxin uuteen 2.6 ytimeen, valmiiksi asennetun VSIB-ajurin ja PC-EVN
-apuohjelmia sisa¨lta¨va¨n Metsa¨hovi PC-EVN Debian Linux -jakelun luonti, Tsunami-
tiedonsiirto-ohjelmiston reaaliaikaversion jatkokehitta¨minen, seka¨ apuskriptien luominen
joilla voidaan generoida automaattiset e-VLBI -havainnointiskriptit. Kehitysto¨ista¨ saatu-
ja testituloksia ka¨sitella¨a¨n seuraavassa luvussa 4, pa¨a¨asiassa Month7-demonstraation lop-
putuloksia seka¨ joitakin esimerkkeja¨ PC-EVN e-VLBI -havainnoinnin tuotantoka¨yto¨sta¨.
Seuraavassa kuvataan suorittamani kehitysto¨ita¨ tarkemmin.
3.1 VSIB-ajurin la¨hdekoodin pa¨ivitys
Ensimma¨inen Linux-ytimen versio eli kernel 2.6 julkaistiin joulukuussa 2003. Sita¨ seu-
raavan vuoden aikana 2.6-sarjan ytimet syrja¨yttiva¨t vanhat 2.4-kernelit ja siirtyiva¨t pe-
ruskerneleiksi kaikissa suuremmissa Linux-jakeluissa. Metsa¨hovissa A. Mujusen kirjoitta-
ma VSIB-ajuri oli kirjoitettu 2.4-kerneleille. Ytimen versiovaihdoksen yhteydessa¨ kernelin
sisa¨iseen rajapintaan tuli useita muutoksia, joiden takia VSIB-ajuri ei ena¨a¨ ka¨a¨ntynyt
uudessa kernelissa¨. Jotta VSIB olisi ka¨ytto¨kelpoinen muissa observatoriossa asennetta-
vissa uusissa koneissa ja uusissa Linux-jakeluissa, minun oli ensi tyo¨ksi portattava VSIB-
ajurimoduulin la¨hdekoodi 2.6-kernelsarjaan. Tyo¨n alkuvaiheessa en tehnyt ajuriin toimin-





oli muun muassa pa¨ivitetta¨va¨ moduulin headeri- ja parametritietojen ma¨a¨rittely vastaa-
maan uuden kernelin vaatimaa muotoa, kuten module parm eika¨ MODULE PARM, ja
niin edelleen. Myo¨s ISA-va¨yla¨n laitteistokeskeytyksia¨ va¨liaikaisesti sammuttavat ohjel-
marivit oli poistettava. Lisa¨ksi kernelin kutsurajapinta PCI-va¨yla¨n osalta oli muuttunut.
Tarvittavat VSIB-la¨hdekoodimuutokset olivat kuitenkin suoraviivaisesti toteutettavissa,
eiva¨tka¨ vaatineet ajurin uudelleenkirjoittamista. Na¨ma¨ muutokset on esitetty taulukossa
3.1.
Taulukko 3.1. Uuteen 2.6 kernel-versioon portattuun VSIB-ajuriin tehdyt muutokset PCI-
va¨yla¨n rajapinnan osalta.
Kernel 2.4 API Kernel 2.6 API
pcibios present -
pcibios find device(bus, devfn) pci get device(device), configure device
pci dev put
unsigned char bus, devfn struct pci dev* device
pcibios read config byte pci read config byte
pcibios read config dword pci read config dword
pcibios write config byte pci write config byte
pcibios write config dword pci write config dword
check region, request region request region
Kun ajuri oli saatu toimimaan 2.6-kernelissa¨ tein myo¨s joitakin toiminnallisia lisa¨yksia¨.
Alun perin ka¨ytta¨ja¨n oli manuaalisesti luotava ka¨ynnistetylle ajurille Linux-laitenoodi,
esimerkiksi /dev/vsib. Laitenoodin kautta VSIB-korttia pystyy ka¨ytta¨ma¨a¨n kuin tavallis-
ta tiedostoa. Yleensa¨ Linux-kernelin ajureissa on kuitenkin tapana, etta¨ ajurit luovat tar-
vittavat laitenoodit itse. Ta¨ha¨n on periaatteessa kaksi tapaa. Ensimma¨inen on Device File
System -rajapinta (Devfs). Viime vuoden 2006 virallisessa kernel-versiossa 2.6.17 alkaen
ta¨ma¨ rajapinta tosin poistettiin, koska kernel-ylla¨pita¨ja¨t pa¨a¨ttiva¨t Devfs:n jo vanhentu-
neen. Toinen, aiemmin Devfs:n kanssa rinnakkainen mutta nyt siis Devfs:n ta¨ysin korvaava
tapa on ka¨ytta¨a¨ Sysfs-rajapintaa, jonka kautta ajuri voi rekistero¨ida¨ itsensa¨ kuuluvan jo-
honkin uuteen virtuaaliseen laiteluokkaan ja voi kuvata ominaisuuksiaan. Laiteluokan re-
kistero¨imisen ja¨lkeen laitetiedot ilmestyva¨t ka¨ytta¨ja¨tasoon virtuaalisen hakemiston /sys





noodit ka¨ytta¨en ja¨rjestelma¨n ylla¨pita¨ja¨n konfiguroitavissa olevaa udev-rules -sa¨a¨nno¨sto¨a¨.
Sa¨a¨nno¨sto¨o¨n voidaan lisa¨ta¨ VSIB-ajuriluokka, jolle annettujen sa¨a¨nto¨jen pohjalta udev
luo laitenoodin /dev/vsib ja asettaa sille sopivat ka¨ytto¨oikeudet.
Devfs:a¨a¨n verrattuna muutos koostuu siis kahdesta osasta – ensin ajuri on pa¨ivitetta¨-
va¨ ka¨ytta¨ma¨a¨n Sysfs-rajapintaa ja lopuksi udev-sa¨a¨nno¨sto¨o¨n on lisa¨tta¨va¨ uusi rivi ta¨-
ma¨n ajurin laiteluokalle. Aluksi Sysfs-rajapintaan pa¨ivitetta¨ma¨ni VSIB-ajuri luo nyt
VSIB-moduulinimen avulla uuden luokan (class create()) ja lisa¨a¨ ta¨ha¨n uuden laitteen
(class device create()). Vanhan VSIB-ajurin tapaan laite ka¨ytta¨a¨ major-numeroa 254 ja
minor-numeroa 0. Kun ajuri ladataan esimerkiksi tietokoneen ka¨ynnistyksen yhteydes-
sa¨, sa¨a¨nno¨sto¨o¨n /etc/udev/permissions.rules tehdyn lisa¨yksen KERNEL==”vsib”, MO-
DE=”0666”, GROUP=”root” avulla udev luo automaattisesti /dev/vsib noodin, johon
kaikilla ja¨rjestelma¨n ka¨ytta¨jilla¨ on luku- ja kirjoitusoikeus. Koska nyt VSIB-laitenoodi
luodaan aina automaattisesti, on VSIB-kortin ka¨ytto¨o¨notto uudessa ja¨rjestelma¨ssa¨ aiem-
paa yksinkertaisempaa.
Toinen toiminnallinen lisa¨ys oli uusi ioctl()-kutsu, jolla ka¨ytta¨ja¨ voi kysya¨ VSIB-ajurilta
sen ka¨ytta¨ma¨n rengaspuskurin kokoa. Jo alkupera¨isessa¨ versiossa ka¨ytta¨ja¨ pystyi toisella
ioctl()-kutsulla kysyma¨a¨n rengaspuskurin ta¨ytto¨astetta eli siina¨ olevien tavujen ma¨a¨ra¨a¨.
Lisa¨yksen ja¨lkeen ka¨ytta¨ja¨ pystyy laskemaan puskurin prosentuaalisen ta¨ytto¨asteen. Ta¨-
ta¨ ka¨yteta¨a¨n pa¨a¨asiassa Australian Long Baseline Array -observatorioissa (LBA) heida¨n
omissa VSIB-apuohjelmissaan (Phi06).
Uuteen 2.6-kerneliin portatun VSIB-ajurin toimivuus testattiin muun muassa kuormi-
tuskokeessa, jossa kahdella PC-EVN -koneella kera¨ttiin tietoja RAID-levyille 60 tunnin
ajan. Kokeessa testattiin uuden ajurin lisa¨ksi myo¨s RAID-levyja¨ ja sa¨hko¨ista¨ ha¨irio¨alt-
tiutta suojaamattoman, suojatun ja eri pa¨ista¨ maadoitetun suojatun VSI-kaapelin va¨lilla¨,
seka¨ na¨iden vaikutusta VSI-va¨yla¨lta¨ kaapatun testidatan oikeellisuuteen (Mol06).
3.2 10 Gbit/s verkkoyhteyden ka¨ytto¨o¨notto
Metsa¨hovin observatoriossa oli vuoden 2006 alussa viela¨ ka¨yto¨ssa¨ 2 Mbit/s ADSL-
verkkoyhteys. Metsa¨hovissa aikaisemmat e-VLBI -siirtotestit A. Mujunen ja J. Ritaka-





Kuva 3.1. Verkkotopologia Metsa¨hovin 10 Gbit/s yhteydelle
tiedot tallennettiin Metsa¨hovissa RAID-levyille, jonka ja¨lkeen kuljetettiin koko tietoko-
neet autolla CSC:n konehuoneeseen ja kytkettiin runkoverkkoon. Muita siirtotesteja¨ he
ajoivat eta¨na¨ toisten observatorioiden tietokoneilta.
Reaaliaikaista e-VLBI:ta¨ varten Metsa¨hoviin oli kuitenkin saatava suora, va¨hinta¨a¨n 630
Mbit/s verkkoyhteys. Ta¨ma¨ onnistui edullisesti EXPReS-projektin puitteissa – projektissa
EU rahoittaa muun kehitystyo¨n ja laitteiston ohella myo¨s EVN:n teleskooppien kytkenna¨n
Internetiin nopealla kuituyhteydella¨. Ritakarin ja Mujusen tekema¨n laitteistoselvityksen,
avoimen tarjouskilpailun ja verkkosopimusten ja¨lkeen he saivat hankittua Metsa¨hoville
kustannustehokkaan verkkokytkimen kuituoptiikkoineen ja 10 Gbit/s kuituyhteyden FU-
NET:in runkoverkkooon. Muilla observatorioilla oli samaan aikaan korkeintaan 2.5 Gbit/s
yhteydet. Metsa¨hovi oli na¨in maailman ensimma¨inen radio-observatorio 10 Gbit/s yhtey-
della¨ (RiM06).
Kuituyhteys pa¨a¨tyy Metsa¨hovin puolella Extreme Networks Summit X450-24t -
kytkimen 10 Gbit/s ZR Xenpak -kuitumoduuliin. Kytkimessa¨ on kahden 10G Xenpak-
moduulipaikan lisa¨ksi 24 1G Ethernet-porttia, joihin yhdistimme myo¨hemmin useita uusia
PC-EVN -testikoneita. Kytkimen asentaminen ja asetusten tekeminen vei Metsa¨hovin T.
Lindforsilta ja minulta noin kaksi tyo¨pa¨iva¨a¨, testikoneiden rakentaminen ja ohjelmistoa-
sennukset viela¨ jonkin verran kauemmin. Kytkimeen aluksi tehdyssa¨ konfiguraatiossa ja-





pienempiin Virtual LAN (VLAN) -alueisiin. VLAN:eilla on joitakin tietoturvan ja reiti-
tyksen kannalta hyvia¨ ominaisuuksia. Kytkimeen konfiguroitiin useita VLAN:eja eri na¨ihin
lisa¨tta¨vien koneiden eri ka¨ytto¨tarkoituksiin perustuvalla jaottelukriteerilla¨. Yksi kahden
osoitteen VLAN luotiin kuitulinkille, toinen 14 osoitteen VLAN e-VLBI -testikoneille, kol-
mas VLAN sisa¨lsi palomuurin la¨hiverkkoon, nelja¨s julkisen www-palvelimen. Myo¨hemmin
kuitenkin jouduimme toteamaan, etta¨ testikone-VLAN:in oli kera¨a¨ntynyt jo monta konet-
ta ja sen 14 osoitetta olivat alkupera¨isten odotusten vastaisesti ka¨yma¨ssa¨ pian va¨hiin. Ta¨-
ma¨n lisa¨ksi useaan VLAN:iin jakamisen takia 32:sta julkisesta IP-osoitteita kahdeksaa ei
voitu ka¨ytta¨a¨, koska na¨ma¨ olivat VLAN:ien gateway- ja broadcast-osoitteita. Lopullinen
ratkaisu oli luopua muista VLAN:eista ja koota kaikki osoitteet takaisin yhteen VLAN:iin,
johon kuuluvat kaikki testikoneet ja muut palvelimet.
Verkon lopullinen topologia on esitetty kuvassa 3.1. Kuvassa merkinta¨ 2x1G tarkoittaa,
etta¨ kyseisella¨ koneella on kaksi 1 Gbit/s verkkokorttia. Kaikki kuvan PC-EVN -koneet
ovat kuluttajatietokoneita, joissa molemmat verkkokortit ovat emolevylle integroituja,
joko osana piirisarjaa tai erillisena¨ piirina¨. Kortit voidaan Linuxissa yhdista¨a¨ yhdeksi
virtuaaliseksi verkkokortiksi, jolla voidaan teoriassa saavuttaa la¨hes kaksinkertainen no-
peus (link aggregation, IEEE 802.3ad). Toimiakseen ta¨ma¨ vaatii vastaavat asetukset myo¨s
X450-kytkimessa¨, jossa tietokoneen kytkimessa¨ ka¨ytta¨ma¨t portit on lisa¨tta¨va¨ omaan kuor-
matasapainoitusryhma¨a¨n.
Verkkoyhteyden nopeus Metsa¨hovin ja ulkomaailman va¨lilla¨ testattiin lyhyesti iperf-
testiohjelmalla. Iperf on ohjelma, jolla voidaan mitata kahden tietokoneen va¨lisen verk-
koyhteyden nopeus seka¨ TCP- etta¨ UDP-protokollille. Funetilla on oma iperf-palvelin,
jota ka¨ytimme UDP iperf -testissa¨. Testi osoitti, etta¨ yhden Metsa¨hovi-koneen ja Funet-
testikoneen va¨lilla¨ saavutetaan vaivatta la¨hes 1 Gbit/s nopeus.
Vastaavat iperf-testit ajettiin myo¨s niiden testikoneiden va¨lilla¨, joilla oli kaksi verkko-
korttia kytkimen kuormatasapainoitusryhma¨ssa¨. UDP-siirrot toimivat noin 1500 Mbit/s
nopeudella. Na¨in ainakin periaatteessa olisi mahdollista siirta¨a¨ yhdesta¨ tietokoneesta hie-
man yli 1 Gbit/s nopeudella tietoja Internetiin.
Ta¨ytta¨ 10 Gbit/s kapasiteettia ei kuitenkaan testattu, koska ei ollut saatavilla muita
eta¨koneita va¨hinta¨a¨n 1 Gbit/s yhteydella¨ ja iperf-palvelulla. Funet oli myo¨s ilmoittanut
2.5 Gbit/s pullonkaulasta ulkomaille ja antanut luvan korkeintaan 1.5 Gbit/s siirroille.





Metsa¨hovin 10 Gbit/s verkon asentamisen ja¨lkeen.
3.3 Tsunami UDP -protokolla
Tsunami on Indianan Yliopiston Pervasive Technology Labs -tutkimuskeskuksessa kehi-
tetty nopea aggressiivinen tiedostonsiirtoprotokolla, jota voidaan tietyin rajoituksin ka¨yt-
ta¨a¨ myo¨s tiedonsiirtoprotokollana. Tsunami toimii ta¨ysin ka¨ytta¨ja¨ympa¨risto¨ssa¨ tavalli-
sen ka¨ytta¨ja¨n oikeuksilla eika¨ tarvitse muutoksia Linux-kerneliin, toisin kuin TCP/IP-
muunnelmat. Siirretta¨va¨t tiedot la¨heteta¨a¨n UDP/IP-paketeissa, joiden perilletuloa verkko
ei takaa, mutta joiden siirtonopeus on huomattavasti TCP-protokollaa suurempi, erityi-
sesti pitkilla¨ eta¨isyyksilla¨. Kaikille Tsunamin kaltaisille UDP-pohjaisille tiedonsiirtopro-
tokollille on ominaista, etta¨ siirtonopeudet ovat helposti yli kymmenen kertaa suurempia
kuin TCP:lla¨, koska ne pystyva¨t hyo¨dynta¨ma¨a¨n verkon vapaata kaistaa huomattavasti
paremmin. TCP:lla¨ on myo¨s muita puutteita, jotka tekeva¨t sen ta¨ysin sopimattomaksi
mihin tahansa reaaliaikaiseen tiedonsiirtoon. Siirtonopeutta ei voida hallita eika¨ reaaliai-
kasiirtojen aikarajoissa pysyminenka¨a¨n ole mahdollista. Edellisten takia VLBI:ssa¨ reaa-
liaikaka¨ytto¨o¨n on valittava UDP-pohjainen siirtoprotokolla.
Indianan Yliopisto julkaisi Tsunami-ohjelmiston eritta¨in kokeellisen version vuonna
2002 la¨hdekoodimuodossa. Tsunamin etu muihin vastaavanlaisiin UDP-siirtoprotokolliin
(QUANTA, SABUL, UDT) verrattuna ovat sen mukana tulevat palvelin- ja asiakasohjel-
mat, joilla on helppoka¨ytto¨inen FTP:n kaltainen ka¨ytta¨ja¨komentorivi.
Koska Indianan Yliopisto ei ensimma¨isen julkaisun ja¨lkeen ena¨a¨ pa¨ivitta¨nyt Tsunamia,
useat muut tahot ovat tehneet siihen omia lisa¨yksia¨ ja korjauksia. Suurimmat korjaukset
tein osana ta¨ta¨ diplomityo¨ta¨. Nyt ajan tasalla oleva Tsunami on vapaasti ladattavissa
SourceForge-sivustolla ylla¨pita¨ma¨sta¨ni Tsunami UDP -projektista. Projekti sisa¨lta¨a¨ seka¨
uusimman la¨hdekoodin etta¨ uudistetun dokumentaation (Wag06-1).
Seuraavaksi esitella¨a¨n Tsunami-protokollan yleinen toiminta ja alkupera¨isen version oleel-
lisimmat puutteet. Alkupera¨isen Tsunami-protokollan toiminnasta lo¨ytyy tarkempaa tie-
toa M. Meissin julkaisusta (Mei02). Ta¨ma¨n lisa¨ksi joitakin Tsunami-protokollan perus-






Taulukko 3.2. Tsunami-protokollan ominaisuudet.
Yhteys TCP-hallintayhteys asiakkaalta palvelimelle
Sa¨ikeistys asiakassa¨ikeet palvelimessa
Autentikointi MD5-tiiviste (salasana ja palvelimen salt)
Asetusten hallinta asiakasohjelman ma¨a¨rittelee siirron asetukset
Tiedostonsiirto yksisuuntainen GET, tiedosto siirtyy lohkoina
Tiedonsiirtomoodit ha¨vio¨to¨n, aikarajoitettu la¨hes ha¨vio¨to¨n, ha¨vio¨llinen
Tiedonsiirtonopeus UDP-la¨hetysnopeus asiakkaan asetusten ja raporttien mukaan
Ruuhkautumisen hallinta la¨hetysnopeuden asymptoottinen hidastaminen
Sallittu pakettiha¨vio¨ ka¨ytta¨ja¨n asettama, oletusarvo 7%
Ha¨vio¨ikkuna korkeintaan 2048 pakettia, aikaikkuna 50 pakettia tai 350ms
Yhteysraportit yksisuuntainen, asiakas raportoi palvelimelle
Sietokyky pakettiha¨vio¨, monistuneet paketit, uudelleenja¨rjestyminen
Ka¨ytta¨ja¨raportointi ruutuloki, bittikarttatiedosto
Tsunamin perusajatus on siirretta¨va¨n tiedoston pilkkominen isoihin, samankokoisiin loh-
koihin. Lohkoille annetaan ja¨rjestysnumero B0...N . Jokainen lohko la¨heteta¨a¨n erillisen tun-
nistetietokenta¨n kanssa asiakkaalle tietylla¨ tavoitenopeudella, UDP-pakettien muodossa.
Oletusarvoisesti lohkojen koko Lblock on 32 kB ja tavoitenopeus Rtarget 650 Mbit/s. Suori-
tuskyvyn kannalta on huomattava, etta¨ mika¨li lohkon sisa¨lta¨va¨ UDP-paketti ylitta¨a¨ siir-
toreitin suurimman sallitun yksiko¨n (maximum transfer unit, MTU), la¨hetetta¨va¨t UDP-
paketit pilkkoutuvat verkkokortin tai kortin ajurin toimesta siirtoreitin sallimaan MTU-
kokoon. Ta¨ma¨ saattaa kasvattaa prosessorikuormaa. Lohkon kokoasetus on rajoitettu noin
64 kB arvoon, silla¨ UDP/IP protokollan ma¨a¨ritysten mukaan UDP-paketille suurin sallit-
tu koko on 64kB.
Edella¨ mainittu Tsunamin UDP-paketeissa ka¨ytta¨ma¨ tunnistetietokentta¨ koostuu pake-
tin sisa¨lta¨ma¨sta¨ lohkon ja¨rjestysnumerosta ja lohkon tyypista¨. Lohko voi olla tyypilta¨a¨n
joko palvelimen ensimma¨ista¨ kertaa la¨hetta¨ma¨ lohko, uudelleen la¨hetetty lohko tai eri-
koinen siirron pa¨a¨telohko. Lohkon tyyppitietoa hyo¨dynneta¨a¨n erityisesti asiakasohjelman
laatimissa siirtotilastoissa.
Tsunamin yleisrakenne on esitetty kuvassa 3.2. Tiedonsiirron eteneminen ja ha¨vio¨tto¨myys





Kuva 3.2. Tsunami UDP -protokollan asiakas- ja palvelinohjelmien rakenne. Asiakas ja
palvelin kommunikoivat TCP-yhteyden yli (Control). Palvelin la¨hetta¨a¨ kovalevylla¨ (Disk)
olevan tiedoston numeroitujen UDP-pakettien sarjana (Data). Asiakas kirjaa kadonneet
paketit (Retransmission Queue). Tietojen tallentaminen tapahtuu toisessa ohjelmasa¨ikees-
sa¨ (Disk Thread), erilla¨a¨n verkkoliikenteen ka¨sittelysta¨ (Network Thread) jaetun muisti-
puskuria (Ring Buffer) kautta (Mei02).
kojen joukosta UDP-siirrossa kadonneen lohkon eli puuttuvan ja¨rjestysnumeron, asiakas
voi pyyta¨a¨ tai olla pyyta¨ma¨tta¨ palvelinta la¨hetta¨ma¨a¨n puuttuva lohko uudestaan. Toi-
sin kuin TCP:ssa¨, siirrossa ei siis ka¨yteta¨ vastaanottovahvistusta. Na¨in palvelinohjelma
on varsin kevyt eika¨ sisa¨lla¨ esimerkiksi ikkunointia, vuonohjausta tai ruuhkanhallintaa, ja
siirron ominaisuudet voidaan sovittaa ta¨ysin ka¨ytta¨ja¨n tarpeisiin. Ta¨ma¨ ei ole mahdollista
TCP-protokollalla.
Kuvataan seuraavaksi palvelinohjelman toiminta. Tsunamin asiakasohjelma avaa aluksi
TCP-yhteyden palvelinohjelmaan, ja autentikoituu etuka¨teen tunnetulla salasanalla (ole-
tusarvoisesti ”kitten”). Palvelinohjelma tarkistaa salasanan ja vertaa oman ja asiakkaan
protokollarevisioita. Onnistuneen yhdista¨misen ja¨lkeen asiakasohjelma voi aloittaa uuden
tiedostosiirtosession GET-komennolla. Ta¨ssa¨ asiakas va¨litta¨a¨ aluksi palvelimelle kaikki
ka¨ytta¨ja¨asetukset – lohkojen koon, siirtomoodin, tavoitenopeuden, ja muut asetukset –
seka¨ la¨hetta¨a¨ halutun tiedoston nimen. Palvelin palauttaa asiakkaalle siirretta¨va¨n tiedos-
ton pituuden tavuina.
TCP-yhteyden yli tapahtuneen alustuksen ja¨lkeen liikenne palvelimelta asiakkaalle koos-





pakettivirta voidaan mielta¨a¨ kahdeksi eri virraksi, joista ensimma¨isessa¨ palvelin la¨het-
ta¨a¨ tiedoston kaikki lohkot ja¨rjestyksessa¨ asiakkaalle. Toisessa virrassa on asiakkaan sa-
tunnaisesti uudelleen pyyta¨mia¨, ei va¨ltta¨ma¨tta¨ pera¨kka¨isia¨ lohkoja. Ajanhetken t la¨he-
tysnopeus Ractual(t) palvelimen puolella koostuu siis kahdesta osasta Rsequential(t) seka¨
Rretransmissions(t):
Ractual(t) = Rsequential(t) + Rretransmissions(t) (3.1)
Jokaisen la¨htetetyn lohkon ja¨lkeen palvelin ka¨sittelee TCP-yhteyden yli asiakkaalta mah-
dollisesti tulleet palautteet. Na¨ita¨ ovat virheraportit, uudelleenla¨hetyspyynno¨t ja siirron
uudelleenaloituspyynno¨t.
Asiakkaan virheraportti sisa¨lta¨a¨ asiakkaan koostaman yksitta¨isen kertoimen, lohkojen
ajallisesti suodatetun ha¨vio¨prosentin, jonka perusteella palvelin laskee seuraavan la¨hetys-
nopeuden sa¨a¨to¨o¨n ka¨ytetyn kertoimen r(t) (0—1.0). Kerroin pienenee eksponentiaalisesti,
jos ha¨vio¨prosentti kasvaa yli ka¨ytta¨ja¨n salliman ha¨vio¨prosentin. Sa¨a¨to¨kerroin r(t) ka¨ytta¨y-
tyy kuitenkin maltillisemmin kuin TCP-protokollan vastaavat ruuhkanhallintamekanismit
kuten esimerkiksi Reno, Cubic tai BIC. Sen avulla yriteta¨a¨n pita¨a¨ ha¨vio¨prosenttia kor-
keintaan asiakkaan asetuksen mukaisena sa¨a¨ta¨ma¨lla¨ ajanhetken t kokonaissiirtonopeutta
Ractual(t) hitaammaksi tai kasvattamalla sita¨ takaisin kohti tavoitenopeutta Rtarget:
Ractual(t) = Rsequential(t) + Rretransmissions(t) = r(t) ·Rtarget (3.2)
Palvelin rajoittaa la¨hetysnopeutta nopeuteen Ractual(t) odottamalla tarvittava aika





Uudelleenla¨hetyspyynno¨ssa¨ asiakkaan luetteloimat lohkot luetaan uudestaan tiedostosta
ja la¨heteta¨a¨n tyyppin ”uudelleenla¨hetetty”lohkona.
Uudelleenaloituspyynno¨ssa¨ palvelin taas peruuttaa lohkoja¨rjestyksen mukaan eteneva¨ssa¨
UDP-pakettivirrassa takaisin pyynno¨ssa¨ annettuun lohkonumeroon ja aloittaa koko la¨he-





Kaikkien palautetietojen prosessoinnin ja¨lkeen palvelin jatkaa tiedoston seuraavien lohko-
jen pera¨kka¨ista¨ la¨hetta¨mista¨. Lopussa, kun palvelin on la¨hetta¨nyt viimeisen lohkon, se ja¨a¨
la¨hetta¨ma¨a¨n erikoista lopetuslohkoa, kunnes asiakas lopettaa tiedostosiirtosession TCP:n
yli annetulla lopetuspyynno¨lla¨.
Asiakasohjelman puolella tiedostonsiirto etenee seuraavasti. Asiakkaassa on vastaanot-
tosilmukka, jossa odotetaan ja ka¨sitella¨a¨n sisa¨a¨ntulevia UDP-paketteja. Vastaanotetut
UDP-paketit prosessoidaan tuottaja-kuluttaja -periaatteella – pa¨a¨prosessi tuottaa ver-
kosta saadut UDP-paketit rengaspuskuriin, jota ylla¨pita¨a¨ vastaanottosilmukasta erilla¨a¨n
suorittuva I/O-sa¨ie. I/O-sa¨ie lukee rengaspuskuriinsa ilmestyva¨t UDP-paketit ja purkaa
niista¨ lohkonumeron ja hyo¨tydatan. Lohkon ja¨rjestysnumeron perusteella merkita¨a¨n bit-
tikarttaan, etta¨ lohko on jo vastaanotettu eika¨ ena¨a¨ puutu. Lopuksi lohkon tiedot kirjoi-
tetaan ulostulotiedostoon, lohkon numeron ma¨a¨ra¨a¨ma¨a¨n kohtaan.
Asiakasohjelman on huolehdittava siirron ha¨vio¨tto¨myydesta¨, ainakin mika¨li ha¨vio¨to¨n siir-
to vastaa ka¨ytta¨ja¨n tarpeita. TCP-tiedonsiirto on aina ha¨vio¨to¨n, kun taas UDP-pakettien
siirrossa voi ilmaantua tiettyja¨ ongelmia. Pakettien saapumisja¨rjestys voi olla toinen kuin
la¨hetysja¨rjestys, tai UDP-paketit saattavat eri syista¨ kadota kokonaan. Tavallisesti UDP-
pakettien katoamien johtuu odotetun saapumisajan aliarvioimisesta (paketti saapuu peril-
le paljon myo¨hemmin kuin odotettu), verkon ylikuormittumisesta jossakin solmupisteessa¨,
la¨hetta¨va¨ssa¨ pa¨a¨ssa¨ olevan kytkimen vastaanottopuskurin ylivuodosta, johtuen la¨hetta¨-
va¨n koneen mikropurskeisesta liikenteesta¨, tai jopa vastaanottokoneessa liian hitaan asia-
kasohjelman, tietokoneen tai IP-defragmentaation prosessorikuorman takia.
Jotta tavalla tai toisella kadonneet lohkot voidaan pyyta¨a¨ uudelleen, asiakas pita¨a¨ kirjaa
viimeisesta¨ lohkosta, johon asti tiedosto on jo aukottomasti vastaanotettu, ja odottaa ta¨ta¨
seuraavaa lohkoanumeroa next block. Jos vastaanotetun UDP-paketin sisa¨lta¨ma¨ lohkonu-
mero on ta¨ta¨ suurempi, va¨liin ja¨a¨vien lohkojen numerot lisa¨ta¨a¨n uudelleenla¨hetyslistaan.
Lopuksi UDP-paketti siirreta¨a¨n prosessoitavaksi I/O-sa¨ikeen rengaspuskuriin.
Uudelleenla¨hetyslistan maksimipituus Lretxlist on oletusarvoisesti 2048 lohkoa. Va¨hinta¨a¨n
jokaisen 50 vastaanotetun UDP-paketin mutta eninta¨a¨n 350ms aikava¨lin ja¨lkeen asiakas
ka¨y la¨pi ta¨ha¨n mennessa¨ kertynytta¨ listaa. 50 pakettia vastaa 32 kB pakettikoolla ja 512
Mbit/s nopeudella noin 3ms viivetta¨. Listan kera¨a¨misaikaa ennen sen la¨hetta¨mista¨ palve-
limelle merkita¨a¨n myo¨hemmin τRP . Jotta turhilta uudelleenla¨hetyksilta¨ voidaan va¨lttya¨,





ka eiva¨t tosiasiassa kadonneet, vaan saapuivat vain va¨a¨ra¨ssa¨ ja¨rjestyksessa¨ tai eri viiveella¨.
Karsinnan ja¨lkeen listassa olevat lohkonumerot la¨heteta¨a¨n uudelleenla¨hetyspyynto¨na¨ pal-
velimelle.
Jos kuitenkin lista ylitta¨a¨ maksimipituuden Lretxlist, asiakas va¨litta¨a¨ palvelimelle la¨hetyk-
sen uudelleenaloituspyyno¨n.
Na¨illa¨ menetelmilla¨ asiakas pyrkii siis vastaanottamaan tiedosto siten, etta¨ se on tiettyyn
lohkoon Bgapless asti aukoton. Ta¨ma¨n lohkon Bgapless ja viimeisen vastaanotetun lohkon
va¨lissa¨ saa olla aukollista aluetta, jossa on yhteensa¨ korkeintaan Lretxlist eli 2048 puut-
tuvaa lohkoa. Uudelleen la¨hetetta¨vien UDP-pakettien ja eteneva¨ssa¨ ja¨rjestyksessa¨ la¨he-
tettyjen UDP-pakettien lukuma¨a¨rien suhde pysyy ta¨lla¨ tavalla pienena¨. Na¨in uudelleen-
la¨hetysten aiheuttama prosessorikuorma minimoituu ja tiedonsiirto etenee huomattavasti
tehokkaammin.
Tsunami-protokollan alkupera¨isessa¨ versiossa oli useita puutteita. Osa na¨ista¨ oli korjattu
Jamil Zamanin (Australian CSIRO) levitta¨ma¨ssa¨ Tsunami-versiossa, joka tosin ka¨ytta¨a¨
liikaa muistia, sisa¨lta¨a¨ tarpeettoman paljon debug-tulostuksia ja lukuisia uusia virheita¨.
Ritakari oli luonut 2005 molemmista versioista reaaliaikaiset asiakas- ja palvelinohjel-
mat tekema¨lla¨ na¨ihin kaksi lisa¨ysta¨. Ensiksi aidon tiedoston sijaan ka¨yteta¨a¨n VSIB-kortin
merkkioheislaitetta /dev/vsib lohkojen lukemiseen tai kirjoittamiseen. Toiseksi asiakas voi
tiedostonimessa¨ kertoa palvelimelle muun muassa oikean aloitusajankohdan na¨ytteiden
keruulle.
Tsunamin jatkokehitysto¨issa¨ ka¨ytin pohjana na¨ita¨ reaaliaikaversioita ja Tsunamin al-
kupera¨ista¨ Indianan Yliopiston versiota. Tekema¨ni korjaukset ja toiminnalliset lisa¨yk-
set on dokumentoitu tietyssa¨ mielessa¨ tarkemmin SourceForge-projektisivun ChangeLog-
tiedostossa ja CVS la¨hdekoodin historiatiedoissa. Lukuisat korjaukset olivat enimma¨kseen
lyhyita¨, joten niita¨ ei esitella¨ ta¨ssa¨ tyo¨ssa¨ sen tarkemmin. Alla kuvataan laajimmat ja ta¨r-
keimma¨t Tsunami-ohjelmiin tekema¨ni muutokset.
3.3.1 La¨hetysten uudelleenaloitus
Era¨s korjattava ongelma oli Tsunamin la¨hetyksen uudelleenaloitusmenetelma¨n periaat-
teellinen toimimattomuus. Metsa¨hovin 10G testiverkossa ta¨ma¨ ilmeni 950 Mbit/s la¨hes-
tyvilla¨ la¨hetysnopeuksilla. Ta¨ssa¨ koneiden va¨lilla¨ koko tiedostonsiirto saattoi jo pienella¨





tason va¨lille tai ei edennyt ollenkaan. Ta¨ma¨ ilmeni myo¨s huomattavasti hitaammilla siirto-
nopeuksilla tekemissa¨ni pidemma¨n reitin siirtokokeissa muun muassa Kashiman (Japani)
ja Jodrell Bankin (UK) kanssa kesa¨lla¨ 2006. Syyksi paljastui, etta¨ siirtoreitille Tsunami-
yhteyden kiertoviiveen τRTT (round-trip time, RTT) aikana mahtuvien lohkojen ma¨a¨ra¨








Ennen kuin palvelin vastaanottaa ja toteuttaa uudelleenaloituspyynno¨n, verkossa kulkee
joka tapauksessa uudelleenaloituspyynno¨n aiheuttaneen lohkon pera¨ssa¨ useita mahdolli-
sesti viela¨ perille saapuvia lohkoja, joilla on suurempi lohkonumero. Alkupera¨isessa¨ Tsu-
namissa jokainen na¨ista¨ lohkoista aiheutti edelta¨ yha¨ puuttuvien lohkojen takia toistetun
uudelleenaloituspyynno¨n. Ta¨ma¨ tukki palvelimen turhilla uudelleenaloituspyynno¨illa¨ ja
siirto joko hidastui huomattavasti tai pysa¨htyi kokonaan.
Luotettavasti toimiva korjaus onnistui vain kirjoittamalla uudelleenaloitustoteu-
tus osittain uusiksi. Kun uudelleenaloituspyynto¨ laaditaan asiakaspuolella (pro-
tocol.c:ttp repeat retransmit), asetetaan restart pending -lippu ja kirjataan vii-
meisen puuttuvan lohkon numero restart lastidx. Vastaanottosilmukassa (com-
mand.c:command get) restart pending -moodissa rajoitutaan vastaanottamaan vain tie-
doston ensimma¨isen ja restart lastidx -lohkon va¨linen alue ta¨ydellisesti. Ta¨ta¨ uudemmat
linjalla viela¨ kulkevat lohkot ja¨teta¨a¨n prosessoimatta – suoraviivaisin joskaan ei kaikkein
optimaalisin toteutus. Kun viimeinen puuttuva lohko restart lastidx on vastaanotettu,
lippu resetoidaan ja siirto jatkuu tavalliseen tapaan, ilman vastaanottoalueen rajoitusta.
3.3.2 Rinnakkaisten Tsunami-asiakkaiden ajo
Toinen ongelma Tsunamissa oli, etta¨ asiakas merkitsi UDP-socketin uudelleenka¨ytetta¨-
va¨ksi (SO REUSEADDR socket-optio, network.c:create udp socket). Ta¨ma¨ esti usean
rinnakkaisen asiakkaan ka¨ynnista¨misen samalla koneella. VLBI-tiedostonsiirrossa on usein
ka¨teva¨a¨ hakea tiedostot rinnakkain eri observatorioilta, jos vastaanottavan tietokoneen
RAID-levyt ja verkkoyhteyden kapasiteetti ta¨ma¨n sallivat.
Jotta rinnakkainen siirto toimisi, oli ensiksi poistettava SO REUSEADDR optio. En-





voisesti on 46224. Seuraavan asiakasohjelman on ka¨ytetta¨va¨ eri porttia ja aiemmin ka¨yt-
ta¨ja¨ joutui valitsemaan ta¨ma¨n manuaalisesti. Nyt oletusportin avaamisen epa¨onnistuessa
asiakasohjelma yritta¨a¨ varata seuraavasta kuudestatoista portista ensimma¨isen vapaan
ja tulostaa varoituksen etta¨ useita muita, ehka¨ eri ka¨ytta¨ja¨n ka¨ynnista¨ma¨a¨ asiakasohjel-
maa oli jo ka¨ynnissa¨. Jos ka¨yto¨ssa¨ on palomuuri, sen asetuksissa on otettava huomioon
Tsunami-asiakkaan kokeilema laajempi porttialue.
3.3.3 Ka¨ytta¨ja¨raportointi
Asiakasohjelma myo¨s laski esimerkiksi ka¨ytta¨ja¨raporttiin tulostuvat tilastot osittain va¨a¨-
rin. Ta¨ma¨ vaikutti jonkin verran virhekertoimeen, jonka asiakas sa¨a¨nno¨llisesti la¨hetta¨a¨
palvelimelle virheraportin sisa¨lla¨. Asiakkaan virheellisen tilastoinnin vaikutus palvelimen
tekema¨a¨n siirtonopeuden sa¨a¨to¨o¨n oli kuitenkin marginaalinen. Virheelliset ka¨ytta¨ja¨rapor-
tit sen sijaan olivat suurempi haitta, myo¨s koska laatimallani Matlab-ohjelmalla tehdyt
tiedonsiirron eri kuvaajat olivat ta¨sta¨ johtuen virheellisia¨. Korjausta varten kirjoitin ka¨y-
ta¨nno¨ssa¨ koko tilastoinnin uudestaan (protocol.c:ttp update stats).
Laajensin raportointia myo¨s uudella blockdump -asetuksella, jolla siirron pa¨a¨tteeksi kirjoi-
tetaan erilliseen tiedostoon aiemmin mainittu bittikartta, jolla on pidetty kirjaa asiakkaan
vastaanottamista lohkoista. Tavallisessa ha¨vio¨tto¨ma¨ssa¨ siirrossa tallennettavasta bittikar-
tasta ei ole paljon hyo¨tya¨, koska se sisa¨lta¨a¨ vain 1 -bitteja¨. Jos kuitenkin ka¨yteta¨a¨n kap-
paleen 3.4.2 potentiaalisesti ha¨vio¨llista¨ siirtoa, skanneja jatkoka¨sitteleva¨t ohjelmat voivat
tallennetusta bittikartasta tarkistaa helposti, mitka¨ osat tiedostosta puuttuvat. Ta¨ma¨ on
huomattavasti nopeampaa kuin giga- tai teratavun kokoisen tiedoston sisa¨llo¨n tutkimi-
nen.
Toiminnolle ei ole viela¨ lo¨ytynyt ka¨ytto¨a¨, koska la¨hes kaikki VLBI-tiedostojen siirrot ja
reaaliaikasiirrot on ta¨ha¨n mennessa¨ suoritettu ha¨vio¨tto¨mina¨. Lisa¨ksi korrelaattorin yl-
la¨pita¨jien on viela¨ pa¨a¨sta¨va¨ yksimielisyyteen siita¨, milla¨ tavalla ha¨vinneet tiedot tulisi
parhaiten korvata. Bittikartta tullee siis hyo¨tyka¨ytto¨o¨n vasta tulevaisuudessa.
3.3.4 Muut toiminnalliset lisa¨ykset
VLBI-siirroissa asiakasohjelmaa ka¨yteta¨a¨n mieluusti automaattisten skriptien kautta,
mutta alkupera¨ista¨ asiakasta pystyttiin ka¨ytta¨ma¨a¨n ainoastaan sen oma sisa¨a¨nraken-





skripteista¨. Ta¨ma¨n uuden toiminnallisuuden lisa¨a¨minen oli suoraviivaista. Nyt samat
Tsunami-komentorivin komennot voidaan va¨litta¨a¨ ohjelmalle myo¨s kutsuparametreissa
(main.c:main). Ta¨ta¨ ka¨yteta¨a¨n esimeriksi reaaliaikaisen e-VLBI -havainnoinnin skripteis-
sa¨, joita kuvataan tarkemmin kappaleessa 3.5.
Aiemmin salasana jolla palvelin todentaa asiakkaan oli joko kovakoodattu asiakkaaseen
tai asiakasohjelma kysyi salasanaa ka¨ytta¨ja¨lta¨. Tsunami-palvelimen komentoriviparamet-
reissa on mahdollista vaihtaa oletussalasana, joskaan mika¨a¨n asema ei viela¨ ole yritta¨nyt
vaihtaakaan salasanaa. Lisa¨sin asiakasohjelmaan kuitenkin tulevaisuuden varalle uuden
asetuksen, jonka avulla asiakkaan kokeilema salasana voidaan asettaa myo¨s esimerkiksi
automatisointiskripteista¨ ka¨sin.
Tiedostopalvelimessa uusi toiminto ovat komentorivilla¨ annettavat eksplisiittisesti jaet-
tavat tiedostot. Asiakasohjelma voi vuorostaan suorittaa GET * -ka¨skyn ja ladata pe-
ra¨ja¨lkeen kaikki na¨in jaetut tiedostot. Jo J. Zamanin muokkaamassa Tsunami-versiossa
oli vastaava toiminto, mutta se sisa¨lsi useita virheita¨ ja rajoituksia. Esimerkiksi Bonnin
korrelaattoriasema huomasi, etta¨ tavallisen VLBI-kokeen yli tuhannelle skannitiedostolle
yritetty GET * kaatoi asiakkaan. Na¨iden takia kirjoitin toiminnoille ta¨ysin uuden toteu-
tuksen. Lisa¨sin asiakkaaseen myo¨s uuden ka¨skyn DIR, jolla voidaan luetteloida palvelimen
jakamat tiedostot ja na¨iden koot.
3.4 Reaaliaikainen Tsunami-protokolla
Tsunamista on olemassa aiemmin mainittu Ritakarin 2005 laatima versio, joka soveltuu
reaaliaikaiseen VSI-na¨ytteiden siirtoon. Reaaliaikainen palvelin ja asiakasohjelma eroa-
vat tiedostoversioista kahdessa kohtaa. Ensinna¨kin reaaliaikaversiot ka¨ytta¨va¨t kovalevylla¨
olevan tiedoston sijaan VSIB-kortin rengaspuskuria. Toisekseen vaikka siirtopyynno¨issa¨
ka¨yteta¨a¨n yha¨ tiedostonimia¨, varsinaista la¨hetetta¨va¨a¨ tiedostoa ei ole olemassa levylla¨.
Sen sijaan palvelinohjelma voi tulkita tiedostonimesta¨ reaaliaikaisiirrolle toivotun aloi-
tusajankohdan ja keston.
Protokolla jota reaaliaikainen ja tavallinen Tsunami ka¨ytta¨va¨t on sama, minka¨ takia on
mahdollista ka¨ytta¨a¨ ja yleensa¨ ka¨yteta¨a¨nkin molempia versioita ristikka¨in. Eri ka¨ytto¨ta-





ei-reaaliaikainen off-line VLBI ja reaaliaikainen e-VLBI tiedonkeruumoodi, jossa asiakas
kirjoittaa reaaliaikaiset na¨ytteet tiedostoon. Ta¨ysin reaaliaikainen e-VLBI siirto aseman
VSI-va¨yla¨lta¨ verkon yli korrelaatoriaseman VSI-va¨yla¨lle saattaa yleistya¨, kun laitteisto-
pohjaiset korrelaattorit joutuvat tukemaan VSI-va¨yla¨a¨ paremmin Haystack Mark5 VSI-
laiteversioiden yleistyessa¨. Ta¨ssa¨ ajetaan molemmassa pa¨a¨ssa¨ Tsunamin reaaliaikaversio-
ta. Ohjelmistopohjaisissa korrelaattoreissa taas riitta¨a¨ Tsunamin reaaliaikainen palvelin-
versio.
Taulukko 3.3. Tavallisen ja reaaliaikaisen Tsunamin yhteiska¨ytto¨ ja vastaavat VLBI-
tiedonsiirtomoodit.
Asiakas Palvelin: tavallinen reaaliaika
tavallinen tiedostonsiirto, off-line e-VLBI reaaliaikainen e-VLBI tiedonkeruu
reaaliaika e-VLBI tiedontoisto reaaliaikainen VSI-VSI siltaus
Tavallisesti reaaliaikaisuudesta puhuttaessa ma¨a¨ritella¨a¨n mitka¨ ovat aikarajoitteet reaa-
liaikaisuudelle. e-VLBI:ssa¨ ta¨lla¨isia¨ reaaliaikakriteereja¨ ei kuitenkaan ole suoraan annet-
tu. Na¨ma¨ ma¨a¨ra¨ytyva¨t epa¨suorasti vastaanottopuolella suoritettavan laskennan eli kor-
reloinnin kautta, jossa prosessoidaan aina saman ajanhetken na¨ytteet asemilta tulevista
tietovirroista. Asemien tiedonkeruuja¨rjestelmien ja erityisesti verkon tiedonsiirron viiveet
on siis sovitettava asemavirtojen kesken samoiksi joko la¨hetys- tai vastaanottopuolella.
Viiveet ovat kymmenien tai satojen millisekuntien luokkaa. Yleensa¨ sovitus toteutetaan
nopeilla muistipuskureilla korrelointiaseman puolella.
Koska korrelaattoriasemassa puskurointikapasiteetti on aina rajallinen ja tietyn aseman
puskurin ylivuoto tarkoittaa aseman tippumista VLBI-kokeesta, e-VLBI on implisiittises-
ti kovan reaaliajan ja¨rjestelma¨. Toisaalta koska viivesovitusta ei toteuteta observatorioissa
tai tiedonsiirtoprotokollissa, ei reaaliaikaisessa Tsunami-versiossa ainakaan ta¨lla¨ hetkella¨
jouduta ottamaan huomioon viiveiden sovitusta ja sen ongelmia.
Tsunamin reaaliaikaohjelmista yleisimmin ka¨ytetty on reaaliaikapalvelin. Asiakasohjel-
malle on ollut konseptidemonstraatioiden ja¨lkeen tuskin lainkaan ka¨ytto¨a¨, koska laitteis-
tokorrelaattoreita ei ta¨ha¨n mennessa¨ viela¨ pystyta¨ liitta¨ma¨a¨n VSI-va¨yla¨a¨n ja observato-
rioissa tarvitaan tiedonkeruuta eika¨ -toistoa. Myo¨s reaaliaikaisen asiakasohjelman tarvit-
sema toistava versio VSIB-kortista, jossa piirilevylla¨ VSI-va¨yla¨n LVDS-vastaanottopiirit





EXPReS-to¨issa¨ on ka¨ytetty vain reaaliaikaista palvelinta, ei asiakasta, joten ta¨ma¨n kap-
paleen kuvaukset liittyva¨t vain palvelimeen ja tavalliseen VSI-va¨yla¨lta¨ lukevaan VSIB-
korttiversioon.
Toisin kuin kaavan 3.2 tiedostosta luettaessa vaihteleva Rsequential(t), reaaliaikaisessa
Tsunami-palvelimessa na¨iden uusien UDP-pakettien pera¨kka¨inen la¨hetysnopeus rajoit-
tuu automaattisesti VSI-va¨yla¨lta¨ tulevien na¨ytteiden omaan vakionopeuteen RV SI , koska
VSIB-kortin tiedonkeruu on va¨yla¨n kellottama eika¨ na¨ytteita¨ pystyta¨ lukemaan nopeam-
min kuin niita¨ saapuu va¨yla¨lta¨.
Tsunamin ruuhkanhallinta- ja nopeudensa¨a¨to¨mekanismi taas yritta¨a¨ pita¨a¨ UDP-pakettien
la¨hetysnopeutta asiakkaan ma¨a¨ra¨a¨ma¨ssa¨ tavoitenopeudessa Rtarget. Reaaliaikaisuuden pe-
rusteella on valittava asiakkaassa Rtarget-asetukseksi jokin sopiva ja riitta¨va¨sti marginaalia
sisa¨lta¨va¨ Rtarget, Rtarget > RV SI , esimerkiksi asettamalla tavoite 100 Mbit/s verran kor-
keammaksi kuin RV SI . Nopeusmarginaali sisa¨lta¨a¨ uudelleenla¨hetysten UDP-pakettivirran
ja Tsunamin oletusarvoisen 650 Mbit/s tavoitenopeuden kanssa marginaali on ilman lisa¨-
asetuksia riitta¨va¨ myo¨s 512 Mbit/s RV SI siirroille. Vain suuremmilla nopeuksilla ta¨ytyy
muistaa muuttaa oletusarvoa.
Seuraava ero tavallisen tiedostosiirtoon ka¨ytetyn Tsunami-palvelimen ja reaaliaikaisen
palvelimen va¨lilla¨ on tarve va¨litta¨a¨ palvelimelle oikea tiedonkeruun aloitusajankohta ja
kesto. Na¨ma¨ ovat etuka¨teen tunnettuja VLBI-kokeen yhteisesta¨ aikataulusta luoduista
asemakohtaisista havainnointiaikatauluista. Aseman aikataulu sisa¨lta¨a¨ VLBI-kokeen koh-
deluettelon, jonka jokaiselle kohteelle eli skannille on annettu havainnoinnin aloitusajan-
kohta pa¨iva¨ma¨a¨ra¨na¨ ja UTC-aikana seka¨ skannin havainnointiajan pituus. Kaikki ajat on
annettu sekunnin tarkkuudella.
Tsunami-tiedostonsiirtoprotokollassa ma¨a¨ritella¨a¨n ainoastaan siirretta¨va¨n tiedoston nimi
ja sen pituus tavuina, suoraa protokollatason tukea skannien aloitusajankohdille ja pituuk-
sille ei ole. Puuttuva skedulitieto voidaan va¨litta¨a¨ reaaliaikaiselle Tsunami-palvelimelle
useilla tavoilla.
Na¨ista¨ suoraviivaisin on skannin tietojen lisa¨a¨minen palvelimelta pyydetyn tiedoston ni-
meen. Ta¨llo¨in itse protokollaa eika¨ muitakaan ohjelmia tarvitse muuttaa, lukuun otta-
matta reaaliaikaista palvelinohjelmaa. Palvelinohjelmassa tiedot voidaan purkaa helpos-






Laajemman yhteensopivuuden VLBI:ssa¨ takaa se, etta¨ EVN:ssa¨ on jo olemassa standar-
doitu nimea¨miska¨yta¨nto¨ skannitiedostoille. Standardin mukaan tiedostonimi saa sisa¨lta¨a¨
skannin aloitusajankohdan, ja se sallii myo¨s ka¨ytta¨ja¨kohtaiset lisa¨tietokenta¨t osana tie-
dostonimea¨ (HKR04). Esimerkki tyypillisesta¨ EVN-tiedostonimesta¨ on euro84 mh 184-
0150b 2006-10-17T12:25:30 dl=1536000000.vsi. Tiedosto vastaa EURO84 VLBI-kokeessa
asemalla Mh (Metsa¨hovi) tallennettua skannia ta¨htitaivaan kohteesta 184-0150b, jonka
havainnointi alkoi annettuna ajankohtana. Lisa¨tietokenta¨ssa¨ dl=1536000000 reaaliaika-
palvelimelle va¨littyy tieto skannin pituudesta tavuina – ta¨ma¨ on sama kuin tiedoston
pituus Tsunami-siirron lopussa. EVN-tiedostonimeen voidaan siis liitta¨a¨ kaikki reaaliai-
kaisen Tsunamin tarvitsemat tiedot.
Hieman ennen haluttua tiedonkeruun aloitusajankohtaa reaaliaikainen Tsunami-palvelin
ka¨ynnista¨a¨ VSIB-kortin tiedonkeruutilaan. Kortti aloittaa jatkuvan tiedonkeruun VSI-
va¨yla¨n seuraavalla 1PPS pulssilla, jonka ja¨lkeen palvelinohjelma saa kortin ajurilta na¨yt-
teita¨ verkkoon la¨hetetta¨va¨ksi. Na¨in tiedonsiirto tapahtuu reaaliajassa. Reaaliaikaisten
na¨ytteiden siirron lisa¨ksi palvelin voi asiakkaan halutessa kirjoittaa la¨hteva¨n liikenteen
paikallisen tiedostoon, eli voi luoda varmuuskopion kera¨tyista¨ na¨ytteista¨. Varmuuskopios-
ta voi olla hyo¨tya¨ muun muassa jos asiakaskoneen RAID-levy hajoaa. Kopiota voidaan
myo¨s ka¨ytta¨a¨, mika¨li asiakas on tahallisesti valinnut ha¨vio¨llisen tiedonsiirtomoodin eika¨
verkon kapasiteetti ajoittain riitta¨nyt reaaliaikasiirrolle ja siirrossa on kadonnut enemma¨n
kuin hyva¨ksytta¨va¨ osa na¨ytteista¨. Paikalliskopio voidaan siirta¨a¨ myo¨hemmin korrelaatto-
rille Tsunamilla off-line e-VLBI -tiedostosiirtona.
Kun reaaliaikainen palvelin saa asiakkaalta tiedostonla¨hetyspyynno¨n ja pyynto¨o¨n sisa¨lty-
va¨n tiedostonimen, EVN-tiedostonimitulkki yritta¨a¨ ensin purkaa nimesta¨ skannin UTC-
aloitusajankohdan ja pituuden. Jos nimi ei vastaa EVN-standardia, skanni valitaan alka-
maan heti ja sille asetetaan vakiopituus.
Seuraavaksi palvelin odottaa kunnes tietokoneen kello on puoli sekuntia ennen skannille
ma¨a¨ra¨ttya¨ UTC-aloitusajankohtaa. Ta¨ssa¨ kohtaa palvelin asettaa VSIB-kortin tiedonke-
ruutilaan, jossa kortti aloittaa tiedonkeruun heti seuraavalla VSI-va¨yla¨n 1PPS signaalil-
la. 1PPS signaali on johdettu observatorion tarkasta kellosta, joka on tavallisesti GPS-
lukittu vetymaseri. Ta¨ma¨ takaa huomattavasti alle millisekunnin tarkkuuden tiedonke-
ruun aloitusajankohdalle jokaisella sekuntirajalla, mutta palvelimen on viela¨ odotettava





ta¨a¨n verkon yli NTP-synkronoituna NTP-palvelimeen, kuten Mittaustekiikan keskuksen
ja Funet:in tarjoamaan NTP-aikastandardiin. Kun VSIB-tiedonkeruun on lopuksi ka¨yn-
nistynyt tarkasti ma¨a¨ra¨ttyna¨ aloitusajankohtana, palvelinohjelma aloittaa VSIB-ajurin
rengaspuskuriin ilmestyvien na¨ytteiden reaaliaikaisen siirron Tsunami-asiakkaalle.
Reaaliaikainen Tsunami toimi jo vuonna 2005 konseptitoteutuksena suhteellisen hyvin.
Kesa¨lla¨ 2006 Metsa¨hovissa paikallisesti ja verkon yli muiden asemien kanssa tekemieni
reaaliaikaisten siirtokokeiden aikana ilmeni kuitenkin useita virheita¨ ja puutteita, jotka
oli korjattava ennen EXPReS-projektin marraskuista Month7 Demo -esittelytilaisuutta.
Tuotantoka¨ytto¨a¨ varten oli myo¨s joidenkin muiden asemien antamia palautteita ja kehi-
tystoiveita, joista suurimman osan toteutin vuodenvaihteessa.
3.4.1 Yksitta¨isen VLBI-siirron asetusten va¨litta¨minen reaaliaikapalvelimelle
Alkupera¨inen EVN-tiedostonimitulkki ei selvinnyt joidenkin asemien ka¨ytta¨mista¨ vali-
deista EVN-tiedostonimista¨, mahdollisesti koska tulkin yksikko¨testauksen testitapaukse-
na oli vain standardissa annettu yksi esimerkki. Suurin ongelma tulkille olivatkin EVN-
standardin muut aika- ja pa¨iva¨ma¨a¨ra¨formaatit. Tulkissa oli lisa¨ksi joissakin kohdissa ka¨y-
tetty assert() kutsuja virheenka¨sittelyn sijaan. Testi- ja loppuka¨a¨nno¨ksissa¨ na¨ma¨ tietyis-
sa¨ tilanteissa lopettivat tai kaatoivat Tsunami-palvelinohjelman. Korvasin kaikki assert()
kutsut ja loin lisa¨a¨ testitapauksia, jotka kattavat mahdolliset kymmenen eri aikaformaat-
tia ja nimea¨mistapaa (HKR04).
Korjattu tiedostonimitulkki tukee kaikkia aikaformaatteja, desimaalimuotoista esitysta-
paa lukuun ottamatta. Uusi versio pystyy lisa¨ksi ka¨ytta¨ma¨a¨n osittain puutteellisten pa¨i-
va¨ma¨a¨ra¨tietojen kohdalla oletusarvona nykyisen pa¨iva¨ma¨a¨ra¨n vastaavia tietoja. Ka¨ytto¨-
ja¨rjestelma¨ssa¨ voi nyt ka¨ytta¨a¨ muuta kuin UTC aikavyo¨hyketta¨, ilman vaikutusta tiedos-
tonimen UTC-ajan tulkintaan.
Alkupera¨isessa¨ reaaliaikapalvelimessa oli siirretta¨va¨n tiedon pituudeksi asetettu aina 56
GB. Ta¨ma¨ vastaa oletetulla 512 Mbit/s tiedonkeruunopeudella 15 minuutin havainnoin-
tiaikaa. Kuitenkin EVN:n VLBI-kokeissa tiedonkeruunopeudet vaihtelevat. Ka¨yteta¨a¨n
myo¨s yha¨ skanneja ja na¨iden va¨lisia¨ taukoja, joiden pituudet vaihtelevat kokeen tyypis-
ta¨ riippuen parin kymmenen sekunnin ja kymmenien minuuttien va¨lilla¨. Taukojen aikana
antenni voi siirtya¨ kohteesta toiseen. Vaikka seka¨ Mark5 StreamStor-kortti etta¨ PC-EVN





lenneta turhia na¨ytteita¨. Na¨in tehda¨a¨n pa¨a¨asiassa sa¨a¨sto¨syista¨, koska kovalevykapasiteet-
tia vapautuu noin 10-20% hyo¨tyka¨ytto¨o¨n. Toisin kuin Mark5-ja¨rjestelma¨ssa¨, PC-EVN ja
ohjelmistokorrelaattorien tapauksessa lisa¨etuna on myo¨s, etta¨ havainnoituja ta¨htitaivaan
eri kohteita pystyta¨a¨n erillisiin tiedostoihin jaettuna ka¨sittelema¨a¨n paljon ka¨teva¨mmin.
Suoraviivaisin tapa va¨litta¨a¨ palvelimelle tieto skedulin perusteella kera¨tta¨va¨n vaihtelevan-
pituisen tiedon ma¨a¨ra¨sta¨ on EVN-tiedostonimistandardin vapaavalinnaisissa lisa¨tietoken-
tissa¨. Lieva¨ hankaluus on, etta¨ VSIB-kortti kera¨a¨ na¨ytteita¨ VSI-va¨yla¨n kellon mukaan eika¨
VSIB-ajurille tai reaaliaikaiselle Tsunami-palvelinohjelmalle va¨lity tietoa ta¨sta¨ kellosta eli
ulkoisen ja¨rjestelma¨n ka¨ytta¨ma¨sta¨ na¨ytteenottonopeudesta. Skedulissa sekuntiyksiko¨issa¨
annetut skannien pituudet kerrotaan siis samasta skedulista a priori -tietona saatavalla
skannin ajankohtana ka¨ytetylla¨ na¨ytteenottotaajuudella, ja saatu tavuma¨a¨ra¨ va¨liteta¨a¨n
asiakkaalta palvelimelle osana tiedostonimea¨.
3.4.2 Aikarajoitetut uudelleenla¨hetykset
Kaikentyyppisessa¨ reaaliaikaisessa tiedonsiirrossa voi syntya¨ ongelmatilanteita, varsinkin
jos vakio reaaliaikainen siirtonopeus yhdessa¨ verkon muun tietoliikenteen kanssa on la¨hella¨
runkoverkon polun maksimikapasiteettia. Ta¨ma¨ johtaa hetkitta¨in polun ylikuormittumi-
seen, jolloin reaaliaikaiselle UDP-siirrolle saatava kaista voi olla liian pieni ja verkko tiput-
taa kaistanleveyden ylitta¨va¨a¨ liikennetta¨. Tiputtamiseen vaikuttaa eri liikenneluokkien ja
protokollien priorisointi verkossa. Usein kaikki liikenneluokat ka¨rsiva¨t yhta¨la¨isesti.
Jos reaaliaikasiirrolta puuttuva kaistanleveys ruuhkautumisen keston yli integroituna ylit-
ta¨a¨ la¨hetyspuolen puskurointikapasiteetin, ruuhkatilanteen alussa kadonneita tietoja ei
voida ena¨a¨ pyyta¨a¨ uudelleen siirretta¨viksi ja tiedot kadotetaan peruuttamattomasti. Van-
hin tieto katoaa ensimma¨isena¨, koska la¨hetyspuolella ka¨yteta¨a¨n rengaspuskuria. Jos taas
ruuhkautuminen on tarpeeksi lieva¨ tai lyhytkestoinen eika¨ la¨hetyspuolen puskuritila yli-
ty, palvelin voi yritta¨a¨ nostaa la¨hetysnopeutta ja siirta¨a¨ vakionopeuksisen reaaliaikaisen
tiedon lisa¨ksi aiemmin kadonneet tiedot uudestaan. Ta¨ma¨ siirto vaatii polulta enemma¨n
vapaata kaistaa kuin ennen ruuhkautumista. Siksi ruuhkien aiheuttama tiedonha¨vio¨ on
korjattavissa luotettavasti vain, jos siirtoa ha¨iritseva¨ muu liikenne on Pareto- tai Poisson-
jakautunutta ja siten myo¨s ruuhkautumiset purskeisia, jolloin ruuhkautumisten ulkopuo-
lella polun vapaa kaistamarginaali on yha¨ riitta¨va¨n suuri.





Kuva 3.3. Uudelleenla¨hetyksen aikarajoitukset. Palvelimen na¨ytehistoria τV SIbuf , polun
kiertoviive τRTT ja uudelleenla¨hetyspyynto¨jen kera¨a¨misaika τRP ma¨a¨ra¨a¨va¨t pisimma¨n ajan
τR, jonka kuluessa puuttuvan paketin uudelleentoimitus on onnistuttava, jotta siirto olisi
ha¨vio¨to¨n. Ruuhkatilanteessa nopeus putoaa ∆RC ja uudelleenla¨hetyksien vaatima nopeu-
tuminen on ∆RR.
mittumista. Mika¨li palvelintietokoneella on konetta huomattavasti kuormittavia proses-
seja, ka¨ytto¨ja¨rjestelma¨n UDP-la¨hetyspuskuri voi harvinaisissa tilanteissa vuotaa yli ja
aiheuttaa UDP-pakettien ha¨vio¨ta¨. Asiakaspuolella sama pa¨tee ka¨ytto¨ja¨rjestelma¨n UDP-
vastaanottopuskuriin. Jos asiakasohjelma lukee vastaanottopuskuria liian hitaasti, esimer-
kiksi kun tiedostoon kirjoittaminen jostain syysta¨ hidastuu, puskuri voi vuotaa yli ja
UDP-paketteja katoaa.
Tsunamin tiedostosiirroissa kaikki kadonneet UDP-paketit eli tiedoston lohkot voidaan
aina pyyta¨a¨ la¨hetetta¨va¨ksi uudestaan, koska la¨hetetta¨va¨ tiedosto ei katoa eika¨ vanhene.
Reaaliaikaisessa Tsunami-siirrossa siirron ha¨vio¨tto¨myytta¨ ruuhkatilanteissa eniten rajoit-
tavat tekija¨t ovat polun kiertoviive τRTT ja asiakkaan uudelleenla¨hetyspyynto¨jen kera¨a¨-





na¨ytehistorian ajallisen pituuden τV SIbuf , palvelin ka¨sittelisi puuttuvan paketin tietoja
koskevaa uudelleenla¨hetyspyynto¨a¨ vasta tietojen jo kadottua na¨ytehistoriasta. Na¨in ta-
pahtuu erityisesti, jos myo¨s uudelleenla¨hetettyja¨ paketteja katoaa ja niita¨ pyydeta¨a¨n uu-
destaan.
Reaaliaikasiirtoon vaikuttavat aikarajoitukset on havainnollistettu kuvassa 3.3, jossa olete-
taan yksinkertaistettu hetkellinen ruuhkautuminen ja vakionopeuden putoaminen hetkeksi
matalammalle vakionopeudelle. Joko palvelimen tai asiakkaan on huomattava aikarajoi-
tusten mahdollinen ylittyminen eli validien tietojen katoaminen ja on ka¨sitelta¨va¨ ta¨ma¨
tilanne jollain sopivalla tavalla. VLBI:ssa¨ ehdotetaan usein puuttuvan tiedon korvaamista
esimerkiksi ta¨ysin satunnaisella ja korreloimattomalla kohinalla, pelka¨sta¨a¨n nollatavuil-
la tai myo¨s jollakin vakiolla tavukuviolla, jonka korrelaattori voi tunnistaa. Tsunamissa
puuttuvat tiedosto-osat sisa¨lta¨va¨t nollatavuja, mutta blockdump-asetuksen luoman bitti-
karttatiedoston kautta ulkoiset ohjelmat voivat helposti soveltaa puuttuviksi merkittyihin
osiin vaihtoehtoisia na¨ytteiden korvaamistapoja.
Ruuhkatilanteen ja¨lkeen tarpeellinen la¨hetysnopeuden hetkellinen nosto, kuten kuvassa
3.3, toimii Tsunamissa jo itsesta¨a¨n, silla¨ Rtarget tavoitenopeuden oletusarvo on noin 100
Mbit/s korkeampi kuin reaaliaikainen VSIB-lukunopeus 512 Mbit/s. Siksi VSIB-kortilta
luetut vanhat eli uudelleenla¨hetetta¨va¨t tiedot yriteta¨a¨n siirta¨a¨ nopeudella Rtarget,
Koska alun perin Tsunami oli tarkoitettu tiedostojen ha¨vio¨tto¨ma¨a¨n siirtoon, Tsunamissa
ei ollut reaaliaikaisen siirron vaatimia aikarajoja uudelleenla¨hetyksille. Ideaalitapauksessa
tietysti verkko, palvelin- ja asiakaskone eiva¨t koskaan kokisi ruuhkaa tai ylikuormituksia.
Ka¨yta¨nno¨ssa¨ na¨in ei usein ole, kuten myo¨hemmissa¨ aitojen e-VLBI -siirtojen testituloksia
esittelevissa¨ kappaleissa todetaan. Ylla¨tta¨en jopa verkkojen valopolkupalveluja ja taattua
kapasiteettia ka¨ytta¨vissa¨ siirroissa esiintyy samoja ongelmia.
Alustavasti hyva¨ kohta toteuttaa aikarajat on Tsunamin palvelinohjelmassa – ohjelma
tuntee VSIB-rengaspuskurin koon ja ta¨ta¨ kautta puskurista viela¨ lo¨ytyva¨n vanhimman
lohkon ja¨rjestysnumeron. Jos asiakaan uudelleenla¨hetyspyynno¨t sisa¨lta¨va¨t ta¨ta¨ pienem-
pia¨ lohkonumeroita, vastaavien aitoja tietoja sisa¨lta¨vien lohkojen sijaan voidaan asiak-
kaalle palauttaa vakiosisa¨lto¨inen lohko. Toteutuksen etu on, etta¨ se on ta¨ysin la¨pina¨ky-
va¨ asiakasohjelmalle ja vaatii siis muutoksia vain reaaliaikaiseen palvelinohjelmaan eika¨
itse protokollaan. Jos protokollaa muutettaisiin, voidaan paikkauslohkojen vaatima la¨-





paikkauslohkotyyppi, nykyisten kolmen lohkotyypin eli alkupera¨isen, uudelleenla¨hetetyn
tai lopetuslohkon ohelle. Paikkauslohko sisa¨lta¨isi ainoastaan otsaketiedot eika¨ na¨ytetieto-
ja.
Lopuksi lisa¨sin kuitenkin aikarajoitetun siirtomoodin palvelimen sijaan asiakasohjelmaan.
Na¨in voidaan muun muassa va¨ltta¨a¨ verkon kuormittaminen turhilla uudelleenla¨hetyksil-
la¨ eika¨ protokollaa tarvitse muuttaa na¨iden vaatiman kaistan minimoimiseksi. Toisekseen
Tsunami-protkollan periaate sa¨ilyy ja ka¨ytta¨ja¨ seka¨ asiakasohjelma yha¨ hallitsevat koko
tiedonsiirron kulkua. Lisa¨ksi palvelimeen yhdista¨va¨ ka¨ytta¨ja¨ voi nyt asettaa omat aika-
rajansa tai ta¨ysin sammuttaa uudelleenla¨hetykset ja siten myo¨s ruuhkanhallinnan. Koska
Tsunami-protokollasta oli lisa¨ksi asennettu kehitystyo¨n kuluessa jo useita aiempia versioi-
ta eri observatorioiden koneille, toteutuksen yhteensopivuus kaikkien aiempien palvelin-
ja asiakasohjelmaversioiden kanssa oli toivottavaa.
Asiakas voidaan nyt yhden uuden komentoriviasetuksen avulla siirta¨a¨ tavallisesta ha¨vio¨t-
to¨ma¨sta¨ siirtomoodista aikarajoitettuun moodiin. Aikarajan τwindow ka¨ytta¨ja¨ voi muut-
taa 15 sekunnin oletusarvosta millisekunnin tarkkuudella joksikin ja¨rkeva¨mma¨ksi arvok-
si. Sopiva arvo ja¨a¨ pitka¨lti ka¨ytta¨ja¨n estimoitavaksi. Eritta¨in hyva¨ la¨hto¨kohta τwindow
arvolle on VSIB-puskurin τV SIbuf ka¨ytta¨ja¨n tuntemalla siirtonopeudella, va¨hennettyna¨
jokin kieroviiveen τRTT moninkerta. Kiertoviive τRTT voidaan joko mitata Linuxin ping
-verkkotyo¨kalulla tai sen tilalle voidaan yksinkertaisesti sijoittaa eritta¨in pessimistinen
arvo 750 ms.
Kun Tsunami-asiakas vastaanottaa lohkon Bnewest eiva¨tka¨ sita¨ edelta¨neet lohkot saapu-
neet perille, asiakas tarkastaa jokaisen puuttuvan lohkon Bj ∈ {Bgapless+1...Bnewest−1}
kohdalla, ta¨yttyyko¨ sille ka¨ytta¨ja¨n ma¨a¨rittelema¨ aikaraja, eli voidaanko lohko viela¨ pyy-
ta¨a¨ uudelleenla¨hetetta¨viksi. Ta¨ha¨n ka¨yteta¨a¨n epa¨yhta¨lo¨n 3.5 heuristista kriteeria¨. Lohko
lisa¨ta¨a¨n uudelleenla¨hetyslistaan, jos seuraava epa¨yhta¨lo¨ on tosi:
(Bnewest −Bj) ·Lblock · 8 bit
byte
≤ 0.8 ·Ractual(t)τwindow (3.5)
Ta¨ssa¨ oletetaan yhteyden kapasiteetin olevan jatkossa vain 80% nykyisesta¨ Ractual(t) ko-
konaissiirtonopeudesta, ja muunnetaan ta¨ma¨ aikaikkunaan τwindow mahtuvaksi bittima¨a¨-
ra¨ksi. Uusimman vastaanotetun ja puuttuvan Bj -lohkon va¨linen bittima¨a¨ra¨ on oltava





Bnewest va¨lille sijoittuva vanhin lohko Bv joka voidaan viela¨ la¨hetta¨a¨ uudestaan. Kaikki
lohkot ta¨sta¨ lohkosta Bv nykyiseen Bnewest asti lisa¨ta¨a¨n uudelleenla¨hetetta¨va¨ksi. Lopuk-
si hypa¨ta¨a¨n aikakriteerin mukaan kadotettujen lohkojen yli ja siirreta¨a¨n Bgapless arvoa
eteenpa¨in Bv -lohkoon.
Ta¨ma¨ menetelma¨ yhdessa¨ Tsunami-ohjelmiin lisa¨tta¨vien uusien asetusten kanssa vaati
vain noin 15 ohjelmarivia¨, mutta toimii ylla¨tta¨va¨n hyvin. Paikallisverkossa kahden koneen
va¨lilla¨ tehtiin kuormituskoe, jossa siirrettiin reaaliaikaista testidataa 512 Mbit/s nopeudel-
la ja lisa¨ttiin rinnalle ha¨iritseva¨a¨ UDP- ja TCP-liikennetta¨ ajamalla iperf -testiohjelmaa
samojen koneiden va¨lilla¨. Ha¨vio¨tto¨ma¨ssa¨ siirtomoodissa nopeus hidastui alle reaaliaika-
nopeuden ja yli 10% oikeista testina¨ytetiedoista menetettiin rengaspuskurin ylivuodoissa.
Pitka¨lla¨ τwindow = 5000ms aikaikkunalla la¨hetysnopeus vaihteli yha¨ suuren uudelleenla¨-
hetysma¨a¨ra¨n takia palvelimen paljon reaaliaikanopeuden ympa¨rilla¨, mutta tietoja katosi
selva¨sti alle 1%. Pienenta¨ma¨lla¨ aikaikkunaa ha¨vio¨ kasvoi uudelleenla¨hetyspyynto¨jen va¨-
hentyessa¨, mutta palvelimen la¨hetysnopeus pysyi paljon vakaampana.
Jos siis huonolla yhteydella¨ ka¨yteta¨a¨n reaaliaikaisessa siirrossa aikarajoitusta eika¨ tiedos-
tosiirtoihin tarkoitettua ha¨vio¨to¨nta¨ siirtoa, siirto voi pysya¨ yha¨ reaaliaikanopeudessa ja
lopullinen ha¨vinneiden tietojen ma¨a¨ra¨ voi olla pienempi.
Ta¨ha¨n mennessa¨ ka¨yta¨nno¨n yhteydet eiva¨t kuitenkaan ole olleet siina¨ ma¨a¨rin ruuhkaisia,
etta¨ aikarajoitetun ja ha¨vio¨tto¨ma¨n siirtomoodin va¨lilla¨ olisi ollut mita¨a¨n ka¨yta¨nno¨n eroja.
Siirtonopeuksien kasvaessa ta¨ma¨ uusi toiminto tulee ajankohtaisemmaksi, kuten myo¨s
suuremman eta¨isyyden kansainva¨lisissa¨ siirroissa, esimerkiksi Kiinan kautta. Na¨issa¨ run-
koverkkojen kapasiteetti on varsin rajallinen, yhteydet kuljettavat paljon liikennetta¨ eika¨
usean eri kansallisen verkon la¨pi kulkevalle VLBI-liikenteelle ole saatavissa valopolkupal-
veluita pa¨a¨sta¨ pa¨a¨ha¨n asemien va¨lille. Aikarajoitetut siirrot voivat siis tulevaisuudessa
osoittautua varsin hyo¨dyllisiksi.
3.4.3 896 Mbit/s e-VLBI moodi
Tiedonkeruu Mark5-ja¨rjestelmilla¨ tapahtuu vain Mbit/s nopeuksilla, jotka ovat kahden
potensseja, esimerkiksi 512 tai 1024 Mbit/s. Tietoja voidaan teoriassa kera¨ta¨ kaikkien
16 BBC-yksiko¨iden maksimissaan 16 MHz levyisilta¨ USB ja LSB kaistoilta. Tavallisesti





millaan 1024 Mbit/s 16 MHz kaistanleveyksilla¨ tai 512 Mbit/s 8 MHz kaistanleveyksilla¨.
Metsa¨hovin 14 BBC-yksiko¨n kanssa vastaavat maksiminopeudet ovat 1792 Mbit/s ja 896
Mbit/s.
Ennen kuin 10 Gbit/s yhteydet yleistyiva¨t vuonna 2007, EVN:n asemilla oli korkeintaan
yksi 1 Gbit/s kuituyhteys. Mark5 voi siirta¨a¨ 512 Mbit/s tietoja suhteellisen helposti ta¨l-
laisen yhteyden oli. Noin puolet kuidun kapasiteetista ja¨a¨ ka¨ytta¨ma¨tta¨. Oli kiinnostava
na¨hda¨, voidaanko kuidun kapasiteetti hyo¨dynta¨a¨ viela¨ paremmin PC-EVN -ja¨rjestelma¨n
avulla.
Koska tietoliikenteen yhteyska¨yta¨nto¨ vaatii aina oman osan kuidun kapasiteetista, ta¨ytta¨
1 Gbit/s nopeutta ei voida saavuttaa 1 Gbit/s kuidulla. Aiemmin mainituista tiedonke-
ruunopeuksista 896 Mbit/s on la¨himpa¨na¨ 1 Gbit/s kuidun todellista kapasiteettia. Aidoilla
na¨ytteilla¨ ta¨ma¨ nopeus voidaan saavuttaa kahdella eri tavalla. 1024 Mbit/s na¨ytevirras-
ta voidaan poistaa yksitta¨isia¨ kanavia ja jatkaa muiden kanavien la¨hetta¨mista¨ tasaisella
nopeudella. Voidaan myo¨s la¨hetta¨a¨ kaikki kanavat yhteensa¨ 1024 Mbit/s nopeudella ja
aikajakoisesti tiputtaa aina pa¨tka¨ na¨ytteista¨. Ta¨ssa¨ luotetaan siihen, etta¨ ohjelmien tieto-
liikenne puskuroidaan lyhyella¨ aikava¨lilla¨ ka¨ytto¨ja¨rjestelma¨n protokollapinossa ja pusku-
roinnin ja¨lkeen verkkokortilta la¨hteva¨ liikenne olisi ajallisesti keskiarvoistunut hitaamalle
nopeudelle.
La¨hetysnopeuden ajalliseen keskiarvoistumiseen luottamisessa on omat ongelmansa. Yk-
sinkertaisin tapa saada 896 Mbit/s kokonaisnopeus oli kanavien poistaminen. Ta¨ma¨ to-
teutettiin reaaliaikaisessa Tsunami-palvelinohjelmassa. Ta¨ssa¨ 896 Mbit/s saadaan ka¨yt-
ta¨ma¨lla¨ 8 MHz kaistanleveytta¨ ja yhdista¨ma¨lla¨ na¨ytteet kahdeksan BBC:n (512 Mbit/s,
32 na¨ytebittia¨) ja toisen kuuden BBC:n (384 Mbit/s, 24 na¨ytebittia¨) antamilta kanavilta.
Kaikkia nelja¨a¨toista BBC:ta¨ varten tarvitaan kaksi VSI-va¨yla¨a¨. Kuhunkin VSI-va¨yla¨a¨n
on liitetty yksi PC-EVN tietokone. Koneet ovat kiinni samassa 1 Gbit/s kytkimessa¨, joka
on liitetty esimerkiksi 1 Gbit/s valokuidun yli la¨heisimpa¨a¨n Internet-palveluntarjoajaan.
Kahden VSI-va¨yla¨n na¨ytteet vaativat ennen verkkoon la¨hetta¨mista¨ eri ka¨sittelyn. Ensim-
ma¨isen kahdeksan BBC:n na¨ytetiedot kulkevat suoraan ensimma¨isella¨ 32-bittisella¨ VSI-
va¨yla¨lla¨, jolta ne voidaan la¨hetta¨a¨ suoraan verkkoon tavallisella reaaliaikaisella Tsunami-
palvelinohjelmalla.





lukee VSI-va¨yla¨a¨ aina ta¨ydelta¨ 32 bitin leveydelta¨, joten ka¨ytetta¨essa¨ vain viimeista¨ kuut-
ta BBC:ta¨ va¨yla¨n 8 ylinta¨ bittia¨ eiva¨t sisa¨lla¨ aitoja na¨ytteita¨ ja ne on poistettava ohjel-
mallisesti. Ta¨ta¨ varten lisa¨sin palvelinohjelmaan turhia VSI-tavuja poistavan 3/4-moodin,
joka sa¨ilytta¨a¨ yhdesta¨ 32-bittisesta¨ sanasta eli nelja¨sta¨ tavusta vain 3 ensimma¨ista¨ ka¨yt-
to¨kelpoista tavua. Karsitun 512 Mbit/s na¨ytevirran nopeus tippuu 384 Mbit/s nopeu-
teen. Muokattu palvelinohjelma lukee yha¨ VSIB-korttia rengaspuskurin kautta tavallisen
tiedoston tapaan, mutta kun uusi UDP-pakettia kootaan jostain kohtaa ta¨ta¨ tiedostoa,
on tiedostokohtaan osoittava tavuosoitin ensin korjattava kertoimella 1 + 1/3. Korjaus
antaa aidon osoitteen rengaspuskurissa. Korjatun tavuosoittimen ma¨a¨ra¨a¨ma¨sta¨ kohdas-
ta luetaan kaksinkertainen ma¨a¨ra¨ VSIB-tavuja va¨liaikaiseen puskuriin. Hyo¨tytavuja ko-
pioidaan puskurista lopulliseen UDP-pakettiin ottamalla aina korjatun tavuosoittimen
32-bittisesti alignoiduista kohdista kolme tavua ja ja¨tta¨ma¨lla¨ nelja¨s tavu kopioimatta. Sil-
mukassa suoritettu kopiointi lisa¨a¨ palvelinohjelman prosessorikuormitusta jonkin verran,
mutta ensimma¨isten toimivien 384 Mbit/s ohjelmatestien perusteella suurempi kuorma ei
vaikuta haitallisesti siirtonopeuteen.
896 Mbit/s kokonaisnopeus 1 Gbit/s pullonkaulan la¨pi saadaan siis ajamalla obervato-
rion puolella yhdessa¨ PC-EVN-koneessa tavallista reaaliaikapalvelinta ja toisessa konees-
sa uutta 3/4-moodin reaaliaikapalvelinta. Vastaanottopuolella ajetaan kahta tavallista
Tsunami-asiakasta samassa koneessa tai eri koneissa. Jodrell Bankin kanssa testasimme
onnistuneesti 896 Mbit/s siirtomoodin toimivuutta ka¨yta¨nno¨ssa¨. Koeasettelu ja tulokset
on esitetty myo¨hemma¨ssa¨ kappaleessa 4.3.
3.5 Reaaliaikaisen e-VLBI -havainnoinnin automatisointi
Toteutettu menetelma¨, jolla yksitta¨isen reaaliaikaisen skannin siirtoa pyydeta¨a¨n palveli-
melta on reaaliaikaisen e-VLBI -havainnoinnin kannalta va¨ltta¨ma¨to¨n, mutta silla¨ ei saa-
da pyydettya¨ kokonaisen VLBI-kokeen kaikkeja skanneja helposti. Jotta VLBI-kokeen
havainnointi olisi mahdollisimman helppoa, kirjoitin asemakohtaisen aikataulutiedoston
havainnointiskriptiksi muuntavat apuskriptit. Na¨ita¨ generointiskripteja¨ on kaksi, ensim-
ma¨inen luo levytallennukseen tarkoitettuja skripteja¨ ja toinen Tsunami-asiakasskripteja¨
reaaliaikaiselle e-VLBI -havainnoinnille. Ajan tasalla olevat skriptit lo¨ytyva¨t muun muas-






Laatimani automaattisten havainnointiskriptien generointiskriptit lukevat skannien nimet,
kohteet, aloitusajat ja kestot VLBI-koetta vastaavasta FieldSystem-ja¨rjestelma¨n .snap-
tekstitiedosta. FieldSystem on vanha Haystackissa¨ kehitetty ohjelmistopaketti, joka sisa¨l-
ta¨a¨ VLBI-hallintaohjelman ja apuohjelmia. Hallintaohjelma pita¨a¨ huolen havainnointiai-
kataulun suorittamisesta VLBI-kokeen aikana, ja va¨litta¨a¨ aseman muulle laitteistoille ku-
ten antenniohjauksella ja tiedonkeruuja¨rjestelmille oikeat asetukset. Hallintaohjelma ka¨yt-
ta¨a¨ VLBI-kokeen yleisaikataulusta apuohjelmalla luotuja asemakohtaisia .snap ja muita
tiedostoja. Luomani generointiskriptit voivat siis helposti ka¨ytta¨a¨ na¨ita¨ olemassaolevia
FieldSystem-tiedostoja. Snap-tiedostoissa aloitusaika on annettu muodossa vuosi, pa¨iva¨
ja kellonaika. Generointiskriptit tallentavat na¨ma¨ tiedot samassa muodossa generoituun
skriptiin ja muuntavat lisa¨ksi ajat ja kohteet EVN-tiedostonimiksi.
Generointiskriptin luomat levytallennusskriptit ovat rakenteeltaan yksinkertaisia. Skrip-
tit kutsuvat vuorotellen Mujusen aiemmin kirjoittamaa dstart ohjelmaa, joka palaa vasta
sille kutsuparametreissa¨ va¨litettyna¨ skannin UTC-aloitusajanhetkena¨, seka¨ wr kovalevy-
tallennusohjelmaa, joka lukee annetun tavuma¨a¨ra¨n tietoja VSIB-kortilta ja kirjoittaa ne
yhteen tai useaan tiedostoon.
e-VLBI -kokeille generoitu Tsunami-asiakasskripti kutsui ensimma¨isessa¨ toteutusversios-
sa yksinkertaisesti Tsunami-asiakasohjelmaa pera¨ja¨lkeen – aluksi ensimma¨iselle skannille,
skannin siirron pa¨a¨dyttya¨ seuraavalle skannille, ja niin edelleen. Siirtojen skriptityksen
mahdollistaa aiemmin mainittu Tsunami-asiakasohjelmaan tekema¨ni lisa¨ys, jolla yksit-
ta¨isia¨ tai useita pera¨kka¨isia¨ Tsunami-komentoja voidaan va¨litta¨a¨ myo¨s ohjelman kut-
suparametreissa. Jokaisessa asiakasskriptin tekema¨ssa¨ Tsunami-asiakasohjelman kutsussa
asiakkaalle annetaan komennot, joilla asiakas yhdista¨a¨ annettuun palvelimeen, asettaa
maksimisiirtonopeuden, pyyta¨a¨ skannitiedostoa, ja sulkee yhteyden kun tiedosto on vas-
taanotettu.
e-VLBI -skriptin yksinkertaisessa toteutuksessa oli joitakin ongelmia. Esimerkiksi ka¨ytta¨-
ja¨n keskeytta¨ma¨a¨ asiakasskriptia¨ ei voinut suoraan ka¨ynnista¨a¨ uudestaan, muokkaamatta
sita¨ ensin manuaalisesti. Muutoin skripti olisi aloittanut siirtopyynno¨t uudestaan ensim-
ma¨isesta¨ jo vanhentuneesta skannista eika¨ seuraavasta ajankohtaisesta skannista. Useista
syista¨ asiakasohjelma saattaa myo¨s pysa¨htya¨ odottamaan tietoja, joita palvelimelta ei kui-





pa¨a¨asiassa verkkokatkon tai tietyssa¨ kohdassa manuaalisesti keskeytetyn palvelinohjelman
takia.
Na¨ma¨ ongelmakohdat on pyritty ratkaisemaan generoitujen asiakasskriptien uudessa
toteutuksessa. Nyt asiakasskripti hyppa¨a¨ kaikkien menneisyydessa¨ alkavien skannien
yli ja odottaa oletusarvoisesti 15 sekuntia ennen seuraavan skannin aloitusajankoh-
taa. Ta¨ssa¨ kohtaa skripti tarkistaa, onko aikaisemman skannin pyyta¨nyt Tsunami-
asiakasohjelmainstanssi viela¨ ka¨ynnissa¨, ja tarvittaessa lopettaa sen. Seuraavaksi skrip-
ti ka¨ynnista¨a¨ taustalle uuden Tsunami-siirron, ja ja¨a¨ itse odottamaan skannin ma¨a¨ra¨tyn
keston ajaksi. Lopuksi skripti palaa taas odottamaan 15 sekuntia ennen seuraavan skannin
aloitusajankohtaa.
Myo¨hemmissa¨ testeissa¨ ja VLBI-kokeissa skriptien uusi versio ja ta¨ma¨n uudet toiminnal-
lisuudet toimivat luotettavasti. Ainoa muutosten kautta tullut ohjelmallinen lisa¨vaatimus







Seuraavassa esiteta¨a¨n Metsa¨hovissa tekema¨ni e-VLBI -kehitystyo¨n tuloksia. Tuloksiin si-
sa¨ltyva¨t kehitettyjen tai pa¨ivitettyjen ohjelmien toiminnallisuus- ja suorituskykytestit,
seka¨ tulokset julkisista kansainva¨lisista¨ demonstraatioista. Ta¨ssa¨ rajoitutaan vain tuotan-
toka¨yto¨n kannalta kaikkein ta¨rkeimpiin testeihin ja na¨ista¨ saatuihin tuloksiin.
Tsunami-ohjelmiin lisa¨a¨ma¨ni korjaukset ja useat uudet toiminnot testasin kehitystyo¨n
aikana useissa siirtokokeissa Onsalan, Jodrell Bankin, Kashiman ja muiden asemien ys-
ta¨va¨llisella¨ avulla. Lisa¨ykset ovat toimivia, mutta rajoitetun tilan ja luettavuuden vuoksi
na¨ihin testituloksiin ei ta¨ssa¨ paneuduta tarkemmin. Sama koskee useassa asemassa nyt jo
ka¨yto¨ssa¨ olevien e-VLBI -automatisaatioskriptien testausta.
Aluksi kehitystyo¨n tuloksista esiteta¨a¨n pa¨ivitetyn VSIB-ajurin kuormitus- ja taval-
listen toimistokoneiden nopeustestien tulokset. Ta¨ma¨n ja¨lkeen kuvataan ensimma¨inen
kolmen Eurooppalaisen aseman aidon PC-EVN e-VLBI -demonstraation koeasette-
lu ja demonstraation tulokset. Lopuksi esitella¨a¨n 896 Mbit/s siirtokokeen Metsa¨hovi-
maailmanenna¨tys, ja kuvataan lyhyesti, kuinka ta¨ssa¨ tyo¨ssa¨ kehitetty ja¨rjestelma¨ on nyt
siirtyma¨ssa¨ tuotantoka¨ytto¨a¨ geodeettisessa VLBI:ssa¨. Kaikki viitatut kuvaajat lo¨ytyva¨t
liitteesta¨ A.
4.1 Metsa¨hovin sisa¨inen e-VLBI -testaus ja 1 Gbit/s kuitutesti
Kehitysto¨iden alussa, ennen kuin Metsa¨hovi sai 10 Gbit/s kuituyhteyden, testasimme





eta¨na¨ JIVE:ssa¨ ja Jodrell Bankissa sijaitsevien, ysta¨va¨llisesti meida¨nkin ka¨ytto¨o¨n an-
nettujen testikoneitten va¨lilla¨. Tarkoituksena oli selvitta¨a¨, kuinka luotettavasti Tsunami-
siirrot toimivat emolevyjen yhdysrakenteisten 1 Gbit/s verkkokorttien yli. Testitulokset
myo¨s na¨ytta¨isiva¨t, kuinka ka¨ytto¨kelpoisia tavalliset toimistotietokoneet olisivat eVLBI-
siirroissa.
Paikallisissa siirtokokeissa koneet kytkettiin halpaan SMC EZ Switch 8508T 1 Gbit/s
kytkimeen, jota ei liitetty Metsa¨hovin la¨hiverkkoon. Eta¨testeissa¨ liikenne Jodrell Bankin
UKLight-verkkotarjoajan ja JIVE:n Surfnet-verkkotarjoajan va¨lilla¨ siirtyi Jodrell Ban-
kin hankkiman valopolun yli (lightpath). Valopolku on tutkimusverkkojen usein tarjoama
maksullinen lisa¨palvelu, jonka tilaajalle taataan reititys johonkin pa¨a¨tepisteeseen vain ti-
laajan ka¨ytto¨o¨n tulevia kuituja pitkin. Tilaajan liikenne ei ta¨lla¨ reitilla¨ joudu jakamaan
kapasiteettia muun verkon liikenteen kanssa. Siirtotestien aikana polulla ei ollut muuta lii-
kennetta¨. Jodrell Bankin kone voitiin kaapelointia muuttamalla siirta¨a¨ heida¨n 630 Mbit/s
kuidusta toiseen 1 Gbit/s kuituun.
Kirjoitin Tsunamiin pienen lisa¨yksen, jolla palvelimen levylta¨ luku tai asiakkaan levylle
kirjoitus voidaan sammuttaa. Pelkka¨na¨ muistista muistiin siirtona eli ilman levy-I/O:ta
tuloksista voidaan na¨hda¨ verkkokortin suorituskyky. Ta¨ssa¨ verkon yli ei siirry hyo¨tydataa,
vaan ainoastaan alustamattoman muistipuskurin sisa¨lto¨. Toinen lisa¨ys oli, etta¨ asiakkaassa
voidaan sen omalta komentorivilta¨ ma¨a¨ritella¨ siirretta¨vien UDP-pakettien koko.
Koesiirrot olivat aluksi muistista muistiin siirtoja, toisessa vaiheessa muistista levylle siir-
toja. Siirretta¨va¨n tiedon ma¨a¨ra¨ oli aina joko 6.4GB tai 25.6GB. Testikoneet olivat va¨hin-
ta¨a¨n Intel 945 tai nForce4-tason koneita. Metsa¨hovissa ka¨ytettiin kahta Dell:in tavallis-
ta Optiplex GX620 -konetta, joiden hinta oli noin 500eur, ja yhta¨ itse kasattua konetta
nForce4 emolevylla¨. Verkkokorttien MTU-asetuksena oli tavallinen 1500 tavua, jumboke-
hyksia¨ ei ka¨ytetty. Eta¨koneet taas kukin asema oli kasannut itse. Jodrell Bank ka¨ytti 4470
tavun jumbokehyksia¨. Tarkempi kuvaus testikoneiden kokoonpanosta lo¨ytyy koetulosten
verkkoraportista (MoW06).
Aluksi testasimme Tsunamin UDP-pakettikoon vaikutusta levytto¨ma¨a¨n siirtonopeuteen.
Tulokset on esitetty taulussa 4.1. Pakettikoon kasvattaminen ei huomattavasti hidasta-
nut siirtoja, mika¨ johtuu 0% pakettiha¨vio¨sta¨ kaikilla pakettikooilla. Huonolla siirtoreitilla¨
pakettiha¨vio¨ kasvaisi pakettikokoon verrannollisesti - sama Ethernet-kehyksien ha¨via¨mis-





Taulukko 4.1. Pakettikoon vaikutus paikallisessa siirrossa Dell-koneelta toiselle ilman le-
vyja¨. Nopeudet on annettu Mbit/s yksiko¨issa¨ ja pakettiha¨vio¨ prosentteina.
tavoitenopeus 15 kB 32 kB 45 kB 62 kB
512 520.9, 0% - - -
1024 956.9, 0% 947.8, 0% 957.2, 0% 955.1, 0%
Taulukko 4.2. Tsunami-siirto palvelimen muistista asiakkaan RAID-levylle eri tavoite-
nopeuksilla ja UDP-pistokkeen puskurikooilla. Nopeudet on annettu Mbit/s yksiko¨issa¨,
CPU-kuormat prosentteina.
suunta tavoitenopeus puskuri nopeus pakettiha¨vio¨ palvelin asiakas
Dell->nForce4 512 20MB 552.9 0% 99.9% 21%
Dell->nForce4 1000 20MB 862.2 11.7% 99.9% 87%
Dell->nForce4 1000 100MB 850.0 12.0% 99.9% 87%
Dell->nForce4 1000 8MB 850.0 9.0% 99.9% 86%
nForce4->Dell 512 20MB 551.0 0% 70% 22%
nForce4->Dell 1000 20MB 955.2 0.1% 75% 49%
mista kehyksista¨ koostuvilla UDP-paketeilla isomman ha¨vio¨n kuin ka¨ytta¨essa¨ pienempia¨
UDP-paketteja.
Tsunami-ohjelmat kuormittavat prosessoria suhteellisen paljon. Etenkin palvelinohjelmas-
sa la¨htevien pakettien aikava¨lin tarkka sa¨a¨to¨ kiertokyselya¨ ka¨ytta¨va¨lla¨ odotuksella yritta¨a¨
omia koko prosessorin. Ta¨ma¨ voi vaikuttaa samaan aikaan ajettujen muiden ohjelmien
suorituskykyyn. Tekema¨lla¨ Tsunami-siirtoja SMC 1G kytkimen yli palvelimen muistis-
ta asiakkaan RAID-levylle testasimme ohjelmistollisen RAID:in ja Tsunami-siirtojen yh-
teistoimintaa. Molemmissa koneissa oli nelja¨n SATA-levyn RAID 0, jonka raitojen ko-
ko oli vain 16kB (chunksize). RAID:in suorituskykya¨ olisi voinut kasvattaa ka¨ytta¨ma¨l-
la¨ suurempaa raitakokoa. Kokeessa vertailtiin lisa¨ksi valmiin Dell-koneen ja itse kasatun
nForce4-koneen suorituskykyeroja. Myo¨s UDP-pistokkeen puskurikokoa muutettiin 20MB
oletusarvosta. Tulokset on esitetty taulussa 4.2.
Ylla¨tta¨en halpa Dell-toimistokone toimi vastaanotossa RAID-levylle paremmin kuin itse





toimivuuden yli 512 Mbit/s e-VLBI -siirtoja varten. Dell-koneen kokoonpano oli halvem-
masta pa¨a¨sta¨, mika¨ osoittaisi etta¨ mika¨ tahansa tuorehko kotitietokone kelpaa e-VLBI
-siirtoihin.
Lopuksi teimme pidemma¨n eta¨isyyden siirtokokeen Jodrell Bankin ja JIVE:n koneiden
va¨lilla¨ 1 Gbit/s kuituyhteyden yli. Aiemmin ajamani koe samojen koneiden va¨lilla¨ mutta
Jodrell Bankin hitaamman 630 Mbit/s kuidun yli oli jo toiminut 560 Mbit/s nopeudella
ta¨ysin ilman pakettiha¨vio¨ta¨. Ta¨ma¨ osoitti jo 630 Mbit/s kuitujen olevan riitta¨via¨ 512
Mbit/s reaaliaikasiirroille, mika¨li reitilla¨ ei ole muuta liikennetta¨.
1 Gbit/s kuitutestin alussa ilmeni ongelmia MTU-asetusten kanssa, joita emme puuttu-
vien oikeuksien takia pystyneet pa¨ivitta¨ma¨a¨n. Kuituyhteys ka¨ytti tavallista 4470 tavun
MTU:ta, mutta JIVE:n pa¨a¨ssa¨ verkkokortin MTU oli 1500 tavua. Verkon ja ka¨ytto¨ja¨rjes-
telmien ka¨ytta¨ma¨ polun pienimma¨n MTU:n etsimistekniikka (PMTU, path MTU disco-
very) ja siten oikea IP-lohkominen eiva¨t jostain syysta¨ toimineet ta¨lla¨ polulla. Ainoa
mahdollinen la¨hetyssuunta oli JIVE:sta¨ Jodrell Bankiin, koska JIVE:ssa¨ MTU oli pienin.
Kokeissa siirrettiin taas 6.4GB tai 25.6GB tietoma¨a¨ria¨ muistista muistiin, ilman kovalevy-
tallennusta. Tsunami-asiakkaassa muutettiin vain tavoitenopeutta, muut asetukset kuten
UDP-puskurikoko (20MB) ka¨yttiva¨t oletusarvoja. Siirtojen tilastot eri siirtonopeuksilla
on esitetty kuvaajassa A.1.
Kokeesta saatiin useita uusia tietoja. Esimerkiksi Tsunamin nopeuden sa¨a¨to¨ alaspa¨in
ruuhkatilanteissa A.1 toimii vain rajallisesti - jos asiakkaassa valitaan tavoitenopeus, joka
on huomattavasti suurempi kuin mita¨ yhteys tai reitilla¨ oleva pullonkaula pystyva¨t ylla¨-
pita¨ma¨a¨n, aiheuttaa palvelimen la¨hetta¨ma¨ UDP-pakettivirta myo¨s TCP-kontrollikanavan
liikenteen tukkeutumisen. Palvelin ei saa kaikkia asiakkaan siirtotilastoraportteja eika¨ hi-
dasta la¨hetysnopeutta alaspa¨in, joten ei myo¨ska¨a¨n saavuteta asiakkaan antamaa, oletusar-
voisesti 7.5% kohdepakettiha¨vio¨ta¨. Nopeutus- ja hidastumiskertoimia voi muuttaa asiak-
kaan komentorivin kautta, ja esimerkiksi valita nopeutuskerroin loivemmaksi. Ta¨ma¨n ja¨l-
keen la¨hetysnopeus la¨hestyy hitaammin pullonkaulanopeutta ja virheraportit voivat viela¨
pa¨a¨sta¨ palvelimelle. Kokeilujen ja¨lkeen kuitenkin osoittautui helpommaksi testata uuden
siirtoyhteyden tuntematonta maksimikapasiteettia suoraan joko iperf -tyo¨kalulla tai ko-
keilemalla pera¨kka¨isia¨ Tsunami-siirtoja kasvavalla tavoitenopeudella. Kun maksimikapa-
siteetti on selvitetty, riitta¨a¨ jatkossa valita tavoitenopeus siten, etta¨ se ei ylita¨ ainakaan





1 Gbit/s kuidun yli oli kuitenkin helppo saavuttaa 900 Mbit/s nopeus JIVE:en vain 5%
pakettiha¨vio¨lla¨. Nopeus on ta¨ysin riitta¨va¨ 512 Mbit/s e-VLBI:lle. Suuremmat nopeudet
ovat helposti mahdollisia yhdista¨ma¨lla¨ useita 1 Gbit/s kuituja tai hankkimalla 10 Gbit/s
kuitu, ja ka¨ytta¨ma¨lla¨ useita tietokoneita 1 Gbit/s verkkokortilla. Myo¨s 10 Gbit/s PCI-
express verkkokortit ovat mahdollisia.
Toinen kokeista saatu tulos oli, etta¨ tavalliset toimistokoneet RAID:iksi yhdistetyilla¨
SATA-levyilla¨ toimivat eritta¨in hyvin jopa 955 Mbit/s siirtonopeuksiin asti pelka¨lla¨ yh-
dysrakenteisella 1 Gbit/s verkkokortilla ja tavallisella 1500 tavun MTU-asetuksella, ilman
jumbokehyksia¨. Tsunami-ohjelmien aiheuttama prosessorikuorma ei hidastanut ohjelmis-
tollista RAID:ia haittaavasti.
Kokeessa ka¨ytettyja¨ nForce4 ja Intel 9x5-sarjan emolevyja¨ ja kokoonpanoja suositeltiin
myo¨hemmin myo¨s usealle toiselle observatoriolle, jotka olivat hankkineen VSIB-kortin ja
halusivat kasata PC-EVN koneen.
Reaaliaikainen Tsunami ja¨i ta¨ssa¨ kokeessa testaamatta, mutta kokeen tuloksista pystyt-
tiin jo pa¨a¨ttelema¨a¨n, etta¨ siirto VSIB-ajurin muistipuskurista Tsunamilla asiakaskoneen
kovalevylle pita¨isi muistista levylle -siirtojen tapaan toimia ta¨ysin vaivatta va¨hinta¨a¨n 512
Mbit/s nopeuksilla. Myo¨hemmissa¨ siirtokokeissa ja alla kuvattavassa Month7 demonstraa-
tiossa ta¨ma¨ pa¨a¨telma¨ osoittautui oikeaksi.
4.2 Kolmen aseman e-VLBI Month7 EU-demonstraatio
EXPReS-projektissa oli vuoden 2006 lokakuussa tarkistuspiste, jossa oli esitetta¨va¨ Met-
sa¨hovissa tehty e-VLBI kehitystyo¨ ja demonstroitava COTS-komponeinteista PC-EVN-
ja¨rjestelma¨n ka¨ytto¨kelpoisuus reaaliaikaisessa e-VLBI:ssa¨. Alkujaan kokeen tavoitteena
oli siirta¨a¨ reaaliajassa usean aseman na¨ytteita¨ 128 - 512 Mbit/s nopeuksilla JIVE:n korre-
laattoriasemalle (Hollanti), jonka piti toimia siirtojen asiakkaana. JIVE:n verkkoyhteys ja
ka¨yto¨ssa¨ olevat tallentavat tietokoneet olivat tosin riitta¨ma¨tto¨mia¨. Saatavilla oli vain yksi
1 Gbit/s kuituyhteyteen kytketty Mark5 tietokone usealla RAID 5 levylla¨. Metsa¨hovi taas
oli maailman ensimma¨inen observatorio, jolla oli 10 Gbit/s kuituyhteys. Lisa¨ksi meilla¨ oli
5 e-VLBI testikonetta RAID 0 levypakoilla. Month7 e-VLBI -siirtojen asiakkaan rooli pa¨a¨-





ja vastaanottimet, koe pa¨a¨tettiin tehda¨ 5 GHz havainnointitaajuudella Ruotsin Onsalan
(On) ja Englannin Jodrell Bankin (Jb) radioteleskoopeilla. Asemien skannit korreloitiin
JIVE:ssa¨. Korrelointia ei ollut mahdollista suorittaa reaaliajassa, koska JIVE:ssa¨ oli vain
yksi Mark5 tietokone RAID-kovalevylla¨, eika¨ yksi kone riita¨ syo¨tta¨ma¨a¨n JIVE:n laitteis-
topohjaista korrelaattoria kaikkien asemien skanneilla.
Month7-demonstraatio oli jaettu kolmeen havainnointiosaan (A-C). Ennen koetta na¨il-
le osille suunniteltu aikataulu ja osien tavoitteet on luetteloitu alla. Kuten tyypillista¨
VLBI:ssa¨, pa¨iva¨ ennen varsinaista Month7-koetta ja myo¨s kokeen aikana suunnitelmat
pa¨a¨tettiin toteuttaa osittain hieman eri tavalla, pa¨a¨asiassa johtuen aliarvioidusta kapa-
siteetista ja ongelmista JIVE:n pa¨a¨ssa¨. Yksityiskohtia lukuun ottamatta toteutettu koe
kuitenkin eteni perussuunnitelman mukaisesti:
Osa A 0900 -1000 UT. Demonstroidaan off-line e-VLBI -moodi. Havainnoidaan kak-
sitoista 4 minuutin skannia 1 minuutin va¨litauoilla. On ja Jb tallentavat le-
vylle 512Mbit/s nopeudella. Skannitiedostot siirreta¨a¨n myo¨hemmin Tsunami-
protokollalla JIVE:n tietokoneelle ja sielta¨ korreloitavaksi.
Osa B1 1030 - 1110 UT. Demonstroidaan reaaliaikainen e-VLBI -moodi paikallisella var-
muuskopiolla. Havainnoidaan kahdeksan 4 minuutin skannia 1 minuutin va¨litauoil-
la. Jb ja/tai On yritta¨va¨t reaaliaikaista Tsunami-e-VLBI -siirtoa Metsa¨hovin levyil-
le 256 Mbit/s nopeudella. Ka¨yteta¨a¨n varmuuskopio-moodia nauhoittamalla skan-
nit samanaikaisesti myo¨s asemien levyille. Myo¨hemmin osoitetaan siirretyt tiedos-
tot identtisiksi ja e-VLBI siirto ha¨vio¨tto¨ma¨ksi. Seuraavana pa¨iva¨na¨ tiedostot siir-
reta¨a¨n hitaasti FTP:lla¨ JIVE:en korreloitavaksi.
Osa B2 1120 - 1200 UT. Kuten osa B1, mutta 512Mbit/s nopeudella.
Osa C 1230 - 1330 UT. Jb ja/tai On yritta¨va¨t reaaliaikaista e-VLBI -siirtoa JIVE:n
tietokoneelle. Muut asemat tallentavat skannit paikallisesti levylle ja siirta¨va¨t ne
myo¨hemmin JIVE:en. Tiedot konvertoidaan JIVE:ssa¨ korrelointia varten. Havain-
noidaan kaksitoista 4 minuutin skannia 1 minuutin va¨litauoilla.
Onsala ja JIVE laativat havainnointiaikataulun ja valitsivat havainnoitavat ta¨htitieteel-
liset kohteet. Kokeen jokaisessa osassa havainnointi suoritettiin Tsunami- tai kovalevy-
tallennusskriptein avulla automatisoituna. Na¨ma¨ skriptit loin edellisessa¨ kappaleessa 3.5
mainituilla generointiskripteilla¨.





tiin tarpeellisilla VSIB-korteilla ja VSIC-konverttereilla. Asemilla koottiin omat PC-EVN
-koneet hyvissa¨ ajoin ennakkoon. Molemmille asemille la¨hetimme PATA-levyt, jotka sisa¨l-
siva¨t kopion kesa¨lla¨ kokoamastani Debian 3.1 Linux -referenssija¨rjestelma¨sta¨ (Wag06-2).
Ta¨ma¨ ja¨rjestelma¨, johon oli valmiiksi asennettu kaikki tarvittavat VSIB:iin liittyva¨t li-
sa¨ohjelmat, seka¨ verkkodiagnoosissa hyo¨dyllisimma¨t Linux-apuohjelmat, yksinkertaisti
PC-EVN -koneiden ka¨ytto¨o¨nottoa asemilla. Month7-kokeessa kummallakin asemalla oli
ka¨yto¨ssa¨ yksi PC-EVN. Molemmilla asemilla oli Internet-yhteytena¨ 1 Gbit/s valokuitu.
Jodrell Bankin liikenne JIVE:en kulki 1 Gbit/s valopolun yli. Reitti Jodrell Bankista
ja Onsalasta Metsa¨hoviin kulki ilman valopolkupalveluja tavallisten tuotantolinkkien ja
GEANT2:en tavallisten reittien yli. 10 Gbit/s GEANT2 tutkimusverkon reittien kuor-
mitusaste oli myo¨s vuonna 2006 tyypillisesti 5% - 20%, joten e-VLBI -liikenteelle lo¨ytyy
yleensa¨ enemma¨n kuin riitta¨va¨sti vapaata kaistaa. Jodrell Bankin tapauksessa liikenne
Metsa¨hoviin kulki ensin Euroopan-laajuisen GE´ANT2 10 Gbit/s tutkimusverkon kaut-
ta Ruotsiin ja siirtyi sielta¨ yhdessa¨ Onsalan liikenteen kanssa NORDUnet:in ja Funet:in
kautta kulkevaa reittia¨ Metsa¨hoviin. Liikenne Onsalasta JIVE:en ei myo¨ska¨a¨n ka¨ytta¨nyt
valopolkua.
Metsa¨hovissa ka¨ytimme vastaanottoon PC-EVN tietokoneita yhdysrakenteisilla 1 Gbit/s
verkkoliita¨nno¨illa¨. Koneet oli kytketty ExtremeNetworks Summit X450 reitittimen kautta
10 Gbit/s valokuidun taakse. Oli etuka¨teen tiedossa, etta¨ TKK:n kampuksen ja Helsingin
keskustan va¨lilla¨ oli 2.5 Gbit/s pullonkaula.
Asemien yhteenlaskettuna kaikissa viidessa¨ tietokoneessa oli RAID -levypakat, joiden no-
peus oli va¨hinta¨a¨nkin riitta¨va¨ tallentamaan skanneja kokeessa ka¨ytetta¨villa¨ suurilla tie-
donkeruunopeuksilla.
Pari pa¨iva¨a¨ ennen varsinaista koetta varmistin muiden asemien VLBI-henkilo¨kunnan ys-
ta¨va¨llisella¨ avulla, etta¨ kokeen tekniset edellytykset oli ta¨ytetty. Testasin JIVEN:n ja ase-
mien va¨lisia¨ verkkoreitteja¨ ja niiden kapasiteettia iperf -testiohjelmalla. Tarkastin myo¨s
asemien PC-EVN -ja¨rjestelmien suorituskyvyn ajamalla Tsunami-tiedostosiirtoja palve-
limen RAID-levylta¨ asiakkaan RAID-levylle eri siirtonopeuksilla. Lopuksi siirsin viela¨ re-
aaliajassa VSI-H -testidataa Metsa¨hovin PC-EVN koneilta asemille reaaliaikaisella Tsu-
namilla. Muiden asemien ja Metsa¨hovin va¨lilla¨ ajetut yksitta¨iset Tsunami-tiedonsiirrot
toimivat kaikki va¨hinta¨a¨n 720 Mbit/s nopeuksilla. 512 Mbit/s reaaliaikasiirroille oli siis





tin uudestaan Tsunamilla, etta¨ verkkoyhteyksissa¨ ei ollut tapahtunut muutoksia.
Koska ensimma¨isten esikokeiden siirrot toimivat hyvin yli 512 Mbit/s nopeuksilla ja Tsu-
nami raportoi pakettiha¨vio¨ksi 0.0%, pa¨a¨timme Metsa¨hovissa kokeilla lyhytta¨ siirtoa omille
testikoneillemme kahdelta asemalta samanaikaisesti, yhteensa¨ 1.4 - 2 Gbit/s kokonaisno-
peudella, FUNET:ia etuka¨teen varoittamatta. Valitettavasti Helsingin 2.5 Gbit/s pullon-
kaula ei kesta¨nyt ta¨ta¨ kuormaa, ja siirroissa oli jonkin verran pakettiha¨vio¨ta¨ (kuvan A.2
ylempi kuvaaja). Month7-kokeen osaa B2 vastaava yhteenlaskettu 1 Gbit/s liikenne siirtyi
kuitenkin ilman pullonkaulaongelmia.
Esikokeissa ilmeni viela¨ joitakin korjaustarpeita PC-EVN:n asennusdokumentaatiossa ja
ohjeissa. Esikokeiden ja¨lkeen pa¨ivitin myo¨s PC-EVN-tiedonsiirtoon liittyva¨t skriptit pa-
rempaan muotoon, ennen kuin annoin skriptit ja ohjeet eteenpa¨in Onsalan, Jodrell Bankin
ja JIVE:n asemille, joissa skriptien oletusarvoiset asetukset sitten muutettiin asemakoh-
taisesti sopiviksi.
Metsa¨hovin yhteyden 2.5 Gbit/s pullonkaula ei osoittautunut ongelmaksi 1 Gbit/s siirroil-
le, mutta kerroimme FUNET:ille varmuuden vuoksi tulevista Month7 e-VLBI -siirroista
etuka¨teen, jotta yhteys pysyisi koepa¨iva¨na¨ mahdollisimman vapaana.
Asemia olimme jo etuka¨teen opastaneet VSI-kaapeloinnissa ja VSIC-konverttereiden oi-
keissa asetuksissa. Esikokeiden lyhyet reaaliaikasiirtotestit toimivat hyvin, joten asetukset
vaikuttivat olevan kunnossa.
Varsinainen Month7-koe alkoi 20. lokakuuta 2006 ja eteni suunnitellun aikataulun ja osio-
jaon mukaisesti. Kokeen aikana asemat olivat yhteydessa¨ Skype-konferessin kautta. Osioi-
den suoritustapa ja tulokset on esitetty osioittain alla.
Osa A, off-line e-VLBI: ensimma¨iset kuusi skannia tallentuivat onnistuneesti 512 Mbit/s,
jonka ja¨lkeen tallennus keskeytettiin ja asemien ensimma¨inen skanni siirrettiin JIVE:en
korreloitavaksi. Siirto Tsunamilla JIVE:en toimi yli 600 Mbit/s siirtonopeudella. Kor-
relointi ja ensimma¨isten tulosten saaminen viiva¨styi JIVE:n paikallisverkon ja Mark5A-
koneen ongelmien takia - JIVE:n tuli kopioida skannit asiakastietokoneeltaan paikallisver-
kon yli Mark5A-koneelle ja sielta¨ levypakalle.
Osat B1 ja B2, reaaliaikainen e-VLBI paikallisella varmuuskopiolla: ensimma¨isen osan





mitta. Siirtonopeuskuvaajat B1-osan ensimma¨iselle skannille on esitetty kuvissa A.3 ja
A.4. B2-osan skannit siirtyiva¨t myo¨s hyvin, kuten Onsalan era¨a¨n B2-skannin kuvaaja ku-
vassa A.6. Jodrell Bankin siirtonopeudessa oli kuitenkin yhden B2-skannin kuvaajan A.5
mukaisesti enemma¨n vaihtelua kuin B1-osassa. Kokeiden ja¨lkeen selvisi, etta¨ VSIB-ajurin
puskurikokoasetuksen arvosta puuttui yksi nolla, puskuri oli 14.4MB 144MB sijaan.
Osan B2 kolmannen skannin aikana Jodrell Bankin yhteyden keskima¨a¨ra¨inen kapasiteetti
tippui alle 512 Mbit/s nopeudelle. Siirtokuvaaja on esitetty kuvassa A.7. Huonon linkin
takia skannin siirtoaika venyi VSIB-ajurin rengaspuskurin kokoon na¨hden liikaa ja skan-
nin tietoja menetettiin ajoittain. Siirtoaika venyi lisa¨ksi yli skannien va¨lisen 60 sekunnin
tauon, jolloin nelja¨s skanni jouduttiin ja¨tta¨ma¨a¨n va¨liin. Myo¨hemmin pa¨ivitta¨missa¨ni siir-
toskripteissa¨ ta¨ma¨ mahdollisuus otetaan huomioon ja venynyt siirto katkaistaan ennen
seuraavaa skannia.
Onsalan B2 512 Mbit/s -siirrot sujuivat kaikki ongelmitta.
Osa C, Jb ja On reaaliaikainen 512 Mbit/s siirto JIVE:n tietokoneelle: osa oli va¨ha¨lla¨ ja¨a¨-
da¨ aloittamatta, koska osassa A JIVE:n paikallisesti aloittama skannien kopiointi heida¨n
asiakaskoneeltaan Mark5A-koneelle kesti erilaisten ongelmien takia ylla¨tta¨va¨n kauan. Ko-
piointi saatiin kuitenkin pa¨a¨to¨kseen juuri ennen C-osaa. Osa pa¨a¨tettiin toteuttaa hieman
toisin kuin alun perin suunniteltu - Jodrell Bankista ajettaisiin yha¨ reaaliaikasiirtoja JI-
VE:en, mutta lisa¨ksi ka¨ynnistetta¨isiin toinen siirto Onsalasta Metsa¨hoviin. Osa C onnistui
valitettavasti vain osittain. JIVE:ssa oli muutettu A-osan ensimma¨isen skannin paikallista
kopiointia varten useita verkkoasetuksia eika¨ alkupera¨isia¨ asetuksia muistettu palauttaa
ennen C-osaa. JIVE:n korjausyritykset tunnin kesta¨va¨n C-osan aikana eiva¨t onnistuneet.
Va¨a¨ra¨t asetukset johtivat siihen, etta¨ Jodrell Bankista tulevan UDP-liikenteen vastaan-
otto JIVE:ssa¨ ei ena¨a¨ toiminut. Siirrot Onsalasta Metsa¨hoviin toimivat kahta skannia lu-
kuun ottamatta eritta¨in hyvin, mutta ainoastaan Onsalasta saadut skannit eiva¨t riitta¨neet
korrelointiin.
Osien A ja B skannien korrelointi JIVE:ssa¨ onnistui menestyksekka¨a¨sti. JIVE:n useista
tietokoneongelmista johtuen A-osassa ensimma¨isen paikallisesti tallennetun 512 Mbit/s
skannin korrelointitulos oli saatavilla vasta hieman ennen C-osan aloitusajankohtaa. Tu-
loksista lo¨ytyi interferenssikuvio, joten koe oli menestys ja asemien tiedonkeruu seka¨





korrelointitulokset lo¨ytyva¨t alkupera¨isesta¨ Month7 EU-raportista (CWK06). Osasta C
korrelointituloksia ei pystytty laskemaan, koska skanneja saatiin siirrettya¨ vain Onsalan
asemalta.
Month7-demonstraatiossa ylitettiin alkujaan asetetut tavoitteet. Demonstraation perus-
tavoite, lo¨yta¨a¨ kuluttajatietokoneilla tallennetuista skanneista korreloinnin ja¨lkeen inter-
ferenssikuvio eli osoittaa PC-EVN-ja¨rjestelma¨n ka¨ytto¨kelpoisuus VLBI-tiedonkeruuseen,
oli ta¨ytetty jo A-osan ensimma¨isella¨ skannilla.
Molempien radio-observatorioiden ja na¨iden PC-EVN-ja¨rjestelmien seka¨ reaaliaikasiirto-
jen toimivuus vastasi va¨hinta¨a¨nkin tuotantoka¨yto¨ssa¨ olevaa vanhaa Mark5-ja¨rjestelma¨a¨.
Kokeet todistivat UDP-pohjaisen Tsunami-siirron toimivan molemmissa moodeissa, off-
line VLBI tiedostonsiirrossa ja reaaliaikaisessa 256 Mbit/s siirrossa asemalta asiakkaan
RAID-levylle. Osan B2 siirtokokeet osoittivat myo¨s 512 Mbit/s reaaliaikasiirtojen peri-
aatteellisen toimivuuden - ja itse asiassa 512 Mbit/s PC-EVN reaaliaikasiirto oli ensim-
ma¨inen ta¨ma¨n nopeusluokan reaaliaikainen e-VLBI -siirto EVN:ssa¨.
Kokeet osoittivat Tsunami-protokollalla tehdyn UDP-pohjaisen tiedonsiirron toimivan hy-
vin. Useat muut observatoriot testaavat yha¨ TCP-protokollaa ja siita¨ laadittuja muunnel-
mia TCP:n oletetun verkkoysta¨va¨llisyyden takia. TCP:n verkkoysta¨va¨llisyys on tosin risti-
riidassa reaaliaikasiirron nopeus- ja aikarajoitusten kanssa. Ta¨ma¨n takia Metsa¨hovissa seu-
raavaksi kehitetta¨va¨ssa¨ > 1 Gbit/s tiedonkeruuja¨rjestelma¨ssa¨ tullaan ka¨ytta¨ma¨a¨n UDP-
pohjaista tiedonsiirtoa. Myo¨s Haystackin kehitteilla¨ oleva Mark 5C -ja¨rjestelma¨ ka¨ytta¨a¨
UDP-tiedonsiirtoa.
4.3 896 Mbit/s siirtotestin tulokset
Ta¨ma¨ koe suoritettiin hieman Month7-demonstraation ja¨lkeen Jodrell Bankin avulla. P.
Burgess ja S. Casey hoitivat Jodrell Bankin laitteiden asennukset ja peruskonfiguroinnit.
He lainasivat testika¨ytto¨o¨n kaksi testikonetta (pcevn1, pcevn2), jotka molemmat oli kyt-
ketty kuidulle reititta¨va¨n 3Com 1740 -kytkimen taakse. Aseman 1 Gbit/s kuituyhteys
toimi sopivana pullonkaulana, jonka la¨pi pystyi kokeilemaan kirjoittamaani 896 Mbit/s
Tsunamisiirtoa ja hyo¨dynta¨ma¨a¨n koko kuidun kapasiteettia e-VLBI -tiedonsiirroille.





ro 1.8G ja uudempi, itse kasattu kone M2N-E emolevylla¨ ja nForce 570 -piirisarjalla.
Molemmissa koneissa oli VSIB-kortti ajureineen. VSIB:it oli liitetty VSIC-konvertterin
kautta Mark4-formatteriin. Vain yhdessa¨ koneista oli RAID-ja¨rjestelma¨. Toisen koneen
puuttuvan RAID:in takia pa¨a¨tettiin ka¨ytta¨a¨ Jodrell Bankin koneita reaaliaikapalvelimina
ja Metsa¨hovissa kahta RAID-levyllista¨ konetta asiakkaina (Didius, Juliano).
Metsa¨hovissa la¨hiverkossa ajamissani ensimma¨isissa¨ testeissa¨ kaksi palvelin-PC-EVN:a¨a¨
oli kytketty 1 Gbit/s pullonkaulaa simuloivaan SMC-kytkimeen, joka vuorostaan oli kyt-
ketty yhteen Extreme Networks X450 10 Gbit/s -kytkimen vapaaseen 1 Gbit/s porttiin.
Samaan X450-kytkimeen oli liitetty kaksi PC-EVN -asiakastietokonetta.
Na¨issa¨ testissa¨ ilmeni, etta¨ halpa SMC-kytkin ja myo¨s Extreme Networks -kytkin, jota
jopa mainostettiin linjanopeudella toimivaksi, eiva¨t ka¨yta¨nno¨ssa¨ selvinneet purskeisesta
liikenteesta¨. Tietokoneiden verkkokortit la¨hetta¨va¨t tietoja mikropurskeina, eiva¨tka¨ kytki-
met osanneet aggregoida na¨ita¨ kahta purskeista UDP-pakettivirtaa samaan ulostuloport-
tiin ilman ta¨ma¨n portin puskurimuistin ylivuotoa. GEANT2-verkon Performance Emer-
gency Response Team -ryhma¨ vahvisti, etta¨ ta¨ma¨ on tyypillinen ongelma kytkimissa¨.
Parhaaksi ratkaisuksi he ehdottivat kalliimman laitteen hankkimista, jossa olisi enemma¨n
puskurimuistia.
Kertaluontoista 896 Mbit/s siirtodemonstraatiota varten ratkaisin ongelman kuitenkin
eri tavalla, reititta¨ma¨lla¨ Tsunami-palvelinkoneen liikenne la¨pi toisesta palvelinkoneesta,
jossa oli kaksi verkkoliita¨nta¨a¨. 896 Mbis/s kokonaisliikenteen aggregoinnin suoritti siis
tietokone eika¨ kytkin. Kaksi verkkoliita¨nta¨a¨ sisa¨lta¨va¨ kone konfiguroitiin tekema¨a¨n IP-
osoitemuunnos (network address translation, NAT) ja porttiforwardointia. Ensimma¨iseen
verkkokortin taakse oli konfiguroitu oma yksityinen IP-aliverkko. Ta¨ha¨n liitettiin risti-
kytkenta¨kaapelilla ensimma¨inen reaaliaikainen Tsunami-palvelinkone. NAT-kone siirsi ta¨-
ma¨n palvelinkoneen la¨hetta¨ma¨n 384 Mbit/s ja oman la¨hteva¨n 512 Mbit/s liikenteen toisen
verkkokortin kautta yhtena¨ virtana 10 Gbit/s kytkimeen, joka reititti liikenteen eteenpa¨in
Internetiin. Verkon rakenne on havainnollistettu kuvassa A.8. NAT-koneeseen ma¨a¨ritetyn
porttiforwardoinnin ansiosta asiakas voi avata yhteyden aliverkossa sijaitsevaan Tsunami-
palvelinkoneeseen ja voi pyyta¨a¨ tiedonsiirron aloittamista.
La¨hiverkkotesteissa¨ ylla¨ kuvattu toteutus toimi jo varsin hyvin, mutta oikeiden iproute2
reititysasetusten tekeminen ja ja¨lkika¨teen muuttaminen oli suhteellisen hankalaa. Lopul-





man Ethernet-siltauksen. Ensimma¨isen palvelinkoneen yksityinen aliverkko-osoite vaih-
dettiin takaisin julkiseksi IP-osoitteeksi. Linuxin bridge-utils -paketin asentamisen ja¨lkeen
kolme komentoa riitti Ethernet-siltauksen pystytta¨miseen. Siltauskone na¨kyi ta¨ma¨n ja¨l-
keen myo¨s ulkoa julkisessa IP-osoitteessa. Ensimma¨isen koneen IP-osoitteeseen tulevat
tai koneelta la¨hteva¨t paketit reitittyiva¨t siltauksen yli. Kaapelointi pysyi samana kuin
kuvassa A.8.
Jodrell Bankissa henkilo¨kunta kytki kaksi konetta aiemman kuvan A.8 mukaisesti ja suo-
ritti la¨hetta¨ma¨ni konfiguraatioskriptit. Siirrot toimivat heti, ilman lisa¨toimenpiteita¨. Yli
minuutin kesta¨via¨ 896 Mbit/s reaaliaikasiirtoja Tsunamin ha¨vio¨tto¨ma¨ssa¨ siirtomoodis-
sa toistettiin useaan kertaan, jotta siirroista kertyisi tarpeeksi lokitiedostoja. Siirtojen
ja¨lkeen Jodrell Bankin palvelinten ja Metsa¨hovin asiakaskoneiden Tsunami-lokitiedostot
kopioitiin talteen.
Tyypillisia¨ yhden 896 Mbit/s -siirron osakuvaajia ovat kuvan A.9 Didius-koneen 512
Mbit/s ja kuvan A.10 384 Mbit/s Juliano-koneen siirtokuvaajat. Yhdistetyt UDP-
pakettivirrat siirtyiva¨t 1 Gbit/s kuitulinkin yli varsin pienella¨ UDP-pakettien uudelleen-
la¨hetysma¨a¨ra¨lla¨. Testitulokset osoittavat, etta¨ reaaliaikaisia Tsunami-siirtoja 896 Mbit/s
kokonaisnopeudella voidaan suorittaa ilman ongelmia 1 Gbit/s kuidun yli, ja siirtoja voi-
daan harkita jopa tuotantoka¨ytto¨o¨n. Testin pa¨a¨tarkoituksena oli kuitenkin osoittaa, etta¨
Metsa¨hovin PC-EVN-ja¨rjestelma¨lla¨ on myo¨s ka¨yta¨nno¨ssa¨ mahdollista ottaa la¨hes koko
kuidun kapasiteetti hyo¨tyka¨ytto¨o¨n. Samalla Metsa¨hoville tulisi taas uusi maailmanenna¨-
tys VLBI-siirtokokeissa. Siirtotestin kaikki na¨ma¨ tavoitteet onnistuivat yli odotusten.
4.4 Tuotantoka¨ytto¨ geodesiassa
Vuoden 2007 helmikuusta alkaen useat asemat ovat siirtyneet ka¨ytta¨ma¨a¨n Metsa¨hovin
PC-EVN-ja¨rjestelma¨a¨ tiedonkeruuseen geodeettisessa VLBI:ssa¨. Month7-demonstraation
ja¨lkeen Bonnin Max-Planck -instituutissa sijaitseva geo-VLBI -korrelaattorikeskus sai 1
Gbit/s verkkoyhteyden Deutsches Forschungsnetz eV (DFN) ylla¨pita¨ma¨a¨n 10 Gbit/s tes-
tiverkkoon (VIOLA). Bonn korreloi EVN:n geodeettiset havainnot ja on kehitta¨ma¨ssa¨
nopeampaa tulospalvelua. Tavoitteena on saada IVS Rapid -sarjan seka¨ viikoittaisten
IVS Intensive VLBI-havainnointisarjojen tiedot siirrettya¨ verkon yli Bonniin, jotta ase-





pa¨a¨dyttya¨. Na¨in korrelointitulokset tulevat geodeettien ka¨ytto¨o¨n viela¨ samana pa¨iva¨na¨.
Ta¨lla¨ hetkella¨ e-VLBI -siirrot suoritetaan joitakin lyhyita¨ testiajoja lukuun ottamatta ta-
vallisella Tsunamilla, off-line VLBI -moodissa. Skannit nauhoitetaan PC-EVN -koneen
RAID-levylle VSIB-apuohjelmien ja automatisointiskriptien avulla, ja siirreta¨a¨n kokeen
ja¨lkeen Tsunamilla. Bonnin kapasiteetti ei ta¨lla¨ hetkella¨ riita¨ usean aseman reaaliaikasiir-
roille, mutta yhden aseman reaaliaikaiset Tsunami-testiajot ovat tiedonsiirron puolesta
olleet menestyksekka¨ita¨.
Ensimma¨inen Metsa¨hovin ja¨lkeen PC-EVN e-VLBI -havainnointiin siirtynyt asema oli On-
sala Ruotsissa. Varmuuden vuoksi Onsala ka¨ytti ensimma¨iset kuukaudet PC-EVN:n kans-
sa rinnakkain Mark5-ja¨rjestelma¨a¨ ja la¨hetti levypakat Bonniin, mutta siirtyi toukokuus-
sa ta¨ysin PC-EVN:n tuotantoka¨ytto¨o¨n ja e-VLBI -siirtoihin. Saksan Wettzell-asema otti
elokuussa ka¨ytto¨o¨n kaksi PC-EVN-konetta, joilla tallentaa ja siirta¨a¨ nykyisin joka maa-
nantain Intensive-sessiot Bonniin. Samoihin Intensive-sessioihin osallistuvat Ny-A˚lesund
Norjassa ja Tsukuba Japanissa. Na¨iden Mark5- ja tavallisilta RAID PC -koneilta skannit
siirreta¨a¨n Tsunamilla Bonniin.
Bonnin korrelaattoriryhma¨ ylla¨pita¨a¨ omaa e-VLBI -sivustoa, jolle julkaistaan sa¨a¨nno¨lli-
sesti raportteja ja lokitiedostoja Tsunami-siirroista (MPI07). Useat muut EVN:n asemat
ovat vuoden 2007 aikana saaneet 1 tai 10 Gbit/s kuituyhteyden ja ovat osoittaneet kiinnos-
tusta PC-EVN-ja¨rjestelma¨n tai Tsunami-tiedonsiirron ka¨ytto¨a¨ kohti, joten oletettavasti







Ta¨ssa¨ diplomityo¨ssa¨ kuvattiin VLBI:ssa¨ ka¨ytettyjen tiedonkeruuja¨rjestelmien yleisia¨ omi-
naisuuksia, ja esitettiin Metsa¨hovissa vuonna 2003 kehitetyn, mutta sen ja¨lkeen EVN:ssa¨
hetken hiljaiseloa vietta¨neen PC-EVN -ja¨rjestelma¨n perusominaisuudet. Esiteltiin kan-
sainva¨lisen VLBI:n tekninen kehityssuunta ja teknisten tavoitteiden tieteelliset peruste-
lut, seka¨ syyt ka¨ytta¨a¨ tietoverkkoja VLBI-asemien tietojen siirtoon. VLBI:n tietoliiken-
nepuolta edista¨a¨ eurooppalainen EXPReS-projekti.
EXPReS-projektiin liittyviin kehitysto¨ihin sisa¨iltyi VSIB-kortin ajurin ja apuohjelmien
pa¨ivitta¨minen uudenaikaiseen Linux-ja¨rjestelma¨a¨n uudella 2.6-sarjan ytimella¨. Metsa¨ho-
vin aiemmin kokeilema ja kansainva¨lisesti demonstroima Indiana University Tsunami-
tiedonsiirtoprotokolla ja Tsunami-ohjelmisto vaativat suuren ma¨a¨ra¨n virheiden korjauksia
ja yleiska¨ytetta¨vyyden parannuksia, joiden ja¨lkeen tuotantoka¨ytto¨o¨n VLBI:ssa¨ tuli mah-
dolliseksi. Reaaliaikainen e-VLBI vaati Tsunamin reaaliaikatoteutukseen seka¨ korjauk-
sia etta¨ useita uusia ominaisuuksia ja toimintoja. Observatoriot toivoivat myo¨s helppoa
tapaa VLBI-kokeiden tiedonkeruun automatisointiin. Vanhat ka¨sin laadittavasta ja pa¨i-
vitetta¨va¨sta¨ kovalevytallennusskriptit pa¨ivitin uudella sarjalla generointiskripteja¨, jotka
muuntavat VLBI-kokeen aikataulutiedoston kovalevytallennus- tai reaaliaikasiirtoskrip-
teiksi. Na¨iden avulla VLBI-kokeen tiedonkeruu PC-EVN -ja¨rjestelma¨lla¨ toimii pitka¨lti
automatisoituna ja vaatii ka¨ytta¨ja¨lta¨ huomattavasti va¨hemma¨n perehtymisaikaa ja tie-
donkeruun esivalmisteluto¨ita¨.
Vaikka uuden PC-EVN -ja¨rjestelma¨n kokoaminen ja tarvittavien ajureiden seka¨ ohjel-
mien asentaminen on periaatteessa helppoa, useat observatoriot tarvitsivat asennusa-





-referenssijakelun, joka sisa¨lta¨a¨ vaaditut asetukset ja kaikki tarvittavat ohjelmat seka¨ aju-
rit valmiiksi asennettuna. Kirjoitin myo¨s ja¨rjestelma¨n ka¨ytto¨o¨nottoon tarpeellisen doku-
mentaation ja laadin omat asennusohjeet VSIB-kortin pa¨ivitetylle ajurille ja apuohjelmil-
le.
Tsunamiin, VSIB-ajuriin ja automatisointiskripteihin liittyneet kehitystyo¨t mahdollisti-
vat PC-EVN -tiedonkeruuja¨rjestelma¨n ta¨yden menestymisen EXPReS-projektin Month7-
demonstraatiossa. Demonstraatiossa aitoja VLBI-tietoja siirrettiin Tsunamilla eri no-
peuksilla seka¨ off-line- etta¨ reaaliaikamoodeissa. Ta¨ma¨ osoitti EVN:n VLBI-yhteiso¨lle,
etta¨ Metsa¨hovin ja¨rjestelma¨ on enemma¨n kuin ka¨ytto¨kelpoinen off-line -tiedonkeruuseen
ja reaaliaikaiseen e-VLBI -tiedonsiirtoon. Demonstraatiossa jopa ylitettiin EXPReS-
projektissa sille asetetut tavoitteet.
Month7-demonstaation ja¨lkeen lisa¨sin Tsunamiin uusia ominaisuuksia, joista ta¨ssa¨ tyo¨ssa¨
esiteltiin tarkemmin 1 Gbit/s kuidun koko kapasiteetin hyo¨dynta¨va¨ 896 Mbit/s siirto-
moodi. Jodrell Bankin kanssa tehdyssa¨ kokeessa uusi siirtomoodi osoittautui toimivan
eritta¨in hyvin. Koe oli myo¨s maailman ensimma¨inen VLBI-siirto, jonka kokonaisnopeus ei
ollut kahden potenssi. Siirtomoodin toimintaperiaatetta voidaan soveltaa seka¨ vanhoilla
1 Gbit/s etta¨ uusilla 10 Gbit/s kuituyhteyksilla¨.
Ylla¨tta¨va¨a¨ koko kehitystyo¨n tulosten ta¨ma¨nhetkisessa¨ ka¨ytto¨tilanteessa on, etta¨ oikeas-
taan Euroopan ta¨htitieteellista¨ VLBI:n yhteiso¨a¨ varten laadittua ja myo¨s EU EXPReS
-projektissa Metsa¨hovilta vaadittua tiedonkeruuja¨rjestelma¨a¨ ei olla viela¨ todellisesti otet-
tu ka¨ytto¨o¨n kovin monessa EXPReS-projektiin osallistuvassa observatoriossa, ei edes
Month7-demonstraation ja¨lkeen. EVN:n astronomisen korrelaattorin JIVE:n verkkoka-
pasiteetti ja tietokoneja¨rjestelma¨t eiva¨t ole olleet ta¨ha¨n riitta¨via¨. Myo¨s EVN:n poliittinen
tahto on puuttunut. Sen sijaan EXPReS-projektiin vain epa¨suorasti liittyva¨ geodeetti-
nen VLBI-yhteiso¨, johon kuuluu myo¨s joitakin EXPReS-projektiin osallistuvaa asemaa,
on huomannut Metsa¨hovin ja¨rjestelma¨n ja tekema¨ni kehitystyo¨n. Bonnin Max-Planck-
instituutin geodeettisen korrelaattoriryhma¨n myo¨ta¨vaikutuksella useissa na¨ista¨ observa-
torioista on aloitettu PC-EVN-ja¨rjestelma¨n ja Tsunami-siirtojen testaus ja osin myo¨s
tuotantoka¨ytto¨.
PC-EVN-ja¨rjestelma¨n suosio on geodeettien puolella yha¨ kasvussa. Vaikka siis ta¨ma¨n
diplomityo¨n puitteissa tehdyt EXPReS-projektin vaatimat kehitystyo¨t eiva¨t viela¨ ole lo¨y-





tautuneet varsin hyo¨dyllisiksi muualla VLBI:ssa¨.
Ta¨ssa¨ diplomityo¨ssa¨ kuvattu kehitystyo¨ loi osaltaan perustan toimivalle ja helppoka¨yt-
to¨iselle e-VLBI -tiedonsiirrolle ja tiedonkeruulle, joka ka¨ytta¨a¨ ta¨ma¨n hetken PC-EVN -
ja¨rjestelma¨a¨. Na¨in siis e-VLBI:n pa¨a¨tavoite, tiedon siirta¨minen postin sijaan verkon yli
korrelaattoriasemalle, joko reaaliajassa tai off-line moodissa, on saavutettu.
Diplomityo¨n aikana kehittelema¨ni Tsunami-protokolla lo¨yta¨a¨ toivon mukaan uusia so-
vellutusalueita myo¨s VLBI:n ulkopuolella. Tavalliseen TCP-tiedonsiirtoon verrattuna
Tsunami on ylivertainen seka¨ siirtonopeudeltaan etta¨ siirron ka¨ytta¨ytymisen ja aika-
rajojen tarkan hallittavuuden takia. Esimerkiksi hiukkasfyysikoiden tiedonsiirrot, Grid-
laskentaverkot ja reaaliaikaiset Internet-televisiola¨hetykset saattavat hyo¨tya¨ Tsunami-
protokollasta.
VLBI-tiedonkeruuja¨rjestelmissa¨ seuraava askel tulee olemaan nykyisten antennisignaalia
na¨ytteista¨vien ja¨rjestelmien pa¨ivitta¨minen siten, etta¨ levea¨mma¨t RF-taajuuskaistat, pa-
rempi VLBI-ja¨rjestelmien herkkyys ja tarkemmat ta¨htitieteelliset kuvat todella tulevat
mahdollisiksi. Ta¨ta¨ myo¨ten kasvavat tietonopeudet tulevat myo¨s la¨hestyma¨a¨n Tsunamilla
jo nyt mahdollisia korkeita tiedonsiirtonopeuksia.
Metsa¨hovissa tulemme jatkossa keskittyma¨a¨n EXPReS-kehitystyo¨ssa¨ 10 Gbit/s tiedon-
keruuja¨rjestelma¨a¨n, jossa ta¨yden 512 MHz kaistanleveyden sallivan A/D-muunninkortin
antamat na¨ytteet kera¨ta¨a¨n FPGA-kortilla ja siirreta¨a¨n suoraan 10 Gbit/s kupari- tai
kuituyhteydelle. Laitteistoalusta on jo olemassa ja on Berkeley Wireless Research -
tutkimuskeskuksen kehitta¨ma¨, mutta FPGA-ohjelmaan on Metsa¨hovissa tehta¨va¨ useita
muutoksia, jotta laite soveltuisi VLBI-ka¨ytto¨o¨n.
Ja¨rjestelma¨n FPGA-kortille on laadittava muun muassa sopiva tiedonsiirtoprotokolla. Ta¨-
ha¨n voidaan todenna¨ko¨isesti soveltaa ainakin osittain nykyisia¨ Tsunami-protokollan ke-
hitystyo¨n tuloksia ja skriptipohjaista VLBI-kokeen tiedonkeruun automatisointimenetel-
ma¨a¨. Ja¨rjestelma¨ tullee myo¨s ka¨ytta¨ma¨a¨n toimivaksi osoitetun 896 Mbit/s siirtomoodin
toimintaperiaatetta, eli kokonaisla¨hetysnopeus sovitetaan verkon saatavissa olevaan ka-
pasiteettiin tarpeen mukaan karsimalla la¨hetetta¨via¨ kanavia. Kehitystyo¨ tulee alkamaan
2007 lokakuussa. Ta¨rkein Metsa¨hovissa kehitetta¨va¨n ja¨rjestelma¨n ka¨ytta¨ja¨ tulee olemaan
Jodrell Bankin observatorio ja sen e-MERLIN -teleskooppiryhma¨. Myo¨s muut observato-











Kuva A.1. Tsunami-siirtojen tilastot siirroille JIVE:sta¨ Jodrell Bankiin 1 Gbit/s kuidun
yli. 6.4 tai 25.6GB siirrettiin muistista muistiin eri tavoitenopeusasetuksilla. Yhteyden





Kuva A.2. Ylimma¨ssa¨ kuvassa on Metsa¨hovin sisa¨a¨ntuleva liikenne (paketteja sekunnissa,
skaala 0–100000) koepa¨iva¨na¨ 20/10/2006. Liikenteessa¨ na¨kyva¨t aamun kolme siirtoesikoet-
ta ja varsinaiset 256 Mbit/s ja 512 Mbit/s siirtokokeet. Aika on UT+3. Alimassa kuvassa
on FUNET:in Suomeen saapuva liikenne (ylempi ka¨yra¨ piikeilla¨) seka¨ la¨hteva¨ liikenne,








































Kuva A.3. Siirtokokeen B1-osan ensimma¨isen 256 Mbit/s skannin siirtonopeus- ja uudel-
leenla¨hetyskuvaajat Jodrell Bankin siirrolle Metsa¨hoviin. Kuvaajat on luotu Tsunami-
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Kuva A.4. Siirtokokeen B1-osan ensimma¨isen 256 Mbit/s skannin siirtonopeus- ja uudel-
leenla¨hetyskuvaajat Onsalan reaaliaikasiirroille Metsa¨hoviin. Kuvaajat on luotu Tsunami-








































Kuva A.5. Siirtokokeen B2-osan viimeisen 512 Mbit/s skannin siirtonopeus- ja uudel-
leenla¨hetyskuvaajat Jodrell Bankin siirrolle Metsa¨hoviin. Kuvaajat on luotu Tsunami-






















0 50 100 150 200 2500
0.5
1














Kuva A.6. Siirtokokeen B2-osan viimeisen 512 Mbit/s skannin siirtonopeus- ja uudelleen-
la¨hetyskuvaajat Onsalan siirrolle Metsa¨hoviin. Kuvaajat on luotu Tsunami-asiakaslokien







































Kuva A.7. Siirtokokeen B2-osan kolmannen skannin 512 Mbit/s skannin siirtonopeus- ja
uudelleenla¨hetyskuvaajat Jodrell Bankin (alla) siirrolle Metsa¨hoviin. Kuvaajat on luotu
Tsunami-asiakaslokien tilastoista. Siirtonopeudessa on suurta vaihtelua johtuen la¨hetys-






Kuva A.8. Kahden 384 ja 512 Mbit/s UDP-pakettivirran aggregointi Jodrell Bankin
1 Gbit/s kuidulle va¨liin sijoitetun palomuurikoneen avulla. Palomuuri- tai siltaus-PC
(pcevn2) yhdista¨a¨ oman 512 Mbit/s liikenteen toisesta verkkoliita¨nna¨sta¨ tulevan 384





























Kuva A.9. Siirtotilastot 896 Mbit/s muistista levylle siirron ensimma¨iselle asiakasko-
neelle Metsa¨hovissa (Didius, 16GB 512 Mbit/s nopeudella). Kone toimii samalla NAT-




























Kuva A.10. Siirtotilastot 896 Mbit/s muistista levylle siirron toiselle asiakaskoneelle Met-
sa¨hovissa (Juliano, 12GB 384 Mbit/s nopeudella). Ta¨ma¨n siirron palvelinkone sijaitsee
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