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Abstract
Over the past years, shale gas has turned into one of the most significant sources of energy
in the United States. Technological advancements have provided the energy industry with the
necessary tools to allow the economic exploitation of an enormous volume of natural gas trapped
in shale formations. This has boosted the domestic gas production and generated a boom in other
sectors of the economy in the country. However, major challenges are involved in the development
of shale gas resources. A drastic decline of wells’ productivity, the costs involved in the gas
production and distribution facets, and the volatile behavior of the energy market represent some
of the complexities faced by a gas operator. In this context, the utilization of a comprehensive
frameworks to analyze and develop long-term strategies can represent a meaningful supporting
tool for shale gas operators. The main objective of this research work is the development and
implementation a novel techno-economic framework for the optimal exploitation and delivery of
shale gas in the United States.
The proposed framework is based on an interdisciplinary approach that combines data
driven techniques, petroleum engineering practices, reservoir simulations and mathematical
programming methods. Data analysis algorithms are implemented to guide the decision-making
processes involved in the unconventional reservoir and define the predominant trends of certain
exogenous parameters of the system. Petroleum engineering practices and reservoir simulation
models are required for a realistic description of the formations and the proper definition of
strategies to extract the gas from the shale rock. Finally, the mathematical programming is required
for describing the surface facilities design and operations to ensure the allocation of the shale gas
in the different commercialization points. The output of this framework will provide the optimal
operations and infrastructure by maximizing the net present value (NPV).

xiv

To demonstrate the efficacy of the proposed decision-making structure, a case study based
on the liquid-rich region of the Marcellus play is considered in this work. The application of the
proposed framework depicts the influence of reservoir complexities and external factors in
establishing optimal strategic decisions for the exploitation, processing and allocation of shale gas.
The coordination of the different facets including the drilling and completion activities and the
design and operation of the surface facilities has a key role in maintaining the economy of a shale
gas venture above its economic threshold.

xv

1. Introduction
1.1. Background
Natural gas represents one of the most important energy sources in the United States. It
mainly includes a high concentration of methane and low percentages of other hydrocarbons,
hydrogen sulfide, nitrogen, and carbon dioxide. This fossil fuel possesses many qualities that turn
it into an efficient, relatively clean burning, and economical energy source (EIA, 2018). The
inception of natural gas as a preponderant energy source in the United States occurred in 1816,
when the streets of Baltimore, Maryland, were illuminated for the first time by gas lamps (Binder,
1955). Some years later, in 1821, the first successful natural gas well was dug in Fredonia, New
York. The first natural gas company called Fredonia Gas Light Company opened its doors in 1858.
By 1900, natural gas had been already identified in 17 states. Then, during the years following the
World War II, an extensive expansion of the interstate pipeline network occurred, enabling
numerous customers all over the country the access to natural gas services. Today, natural gas is
utilized extensively in residential, commercial and industrial applications (EPA, 2018).
Additionally, natural gas has become a major source of electricity generation through the use in
cogeneration, gas turbines and steam turbines. According to EIA (2010), natural gas-fired
electricity is expected to account for approximately 80% of all added electricity generation
capacity by 2035. Therefore, the prospects of natural gas as major source of energy in the short
and long-term are formidable.
The two sources of natural gas are conventional and unconventional formations. The main
difference between these two sources resides in the method, complexity and cost associated with
the required technology for the extraction and production of natural gas (Mokhatab et al., 2006;
Speight, 2014). Conventional gas is typically free gas trapped in multiple, relatively small, porous
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zones in naturally occurring rock formations such as carbonates, sandstones, and siltstones
(Zendehboudi and Bahadori, 2017). The extraction of conventional natural gas involves a less
complex process when compared to unconventional gas. Unconventional gas resources possess
certain particularities that turn their commercial exploitation into a challenging process.
Unconventional gas resources include shale gas, tight sand gas, coal bed methane and methane
hydrates (Figure 1.1).

Figure 1.1. Conventional and unconventional sources of natural gas (EIA, 2018).
In the particular case of shale formations, they are mature petroleum source rocks where
the high levels of heat and pressure have converted the source rock material to natural gas.
Comparing with conventional reservoirs, shale is a fissile mudstone constituted by silt, 4-60 µm,
and clay-size particles, less than 4 µm, which are mostly minerals particles (Rezaee, 2015). Shale
is characterized by thin, parallel, horizontal layers which are structured as cumulative deposits of
sedimentary rock (sand, silt, mud, decaying plants, animals and microorganisms) compressed over
2

long periods of time (Lee and Kim, 2016). The main characteristics of the shale formations are the
low permeability matrix of about 1 to 100 nd and the porosity of less than 10%. Furthermore, shale
formations are normally extended throughout large geographical areas and present a great deal of
heterogeneity in composition. Therefore, the exploitation of shale gas resources involves a higher
level of complexity than conventional resources. The utilization of specific drilling and stimulation
techniques are required to extract the gas trapped in these formations.
In recent years, numerous technological advances in the petroleum field have provided the
necessary tools for the economic exploitation of the vast volume of shale gas resources captured
in the subsurface of different regions in the United States. Particularly, the development of
extended-reach directional drilling, multi-stage hydraulic fracturing, and biodegradable diverter
technologies has been crucial to unlocking these immense reserves of gas from shale reservoirs.
Extended-reach directional drilling is a practice that allows gas operators to control the direction
of the wellbore to a specific predefined underground target. This technique also presents the
advantage of being able to drill into more complicated faults, to drill around obstructions and to
relieve uncontrolled wells (PetroWiki, 2018). Amidst the different types of directional wells, the
horizontal wells present advantages related to the wellbore length exposed to pay zone, the
pressure drop generated around the wellbore and the drainage pattern among others. The multistage hydraulic fracturing process involves the pumping of large quantities of fluids at high
pressure down a wellbore into the target rock formation. An illustrative scheme of the hydraulic
fracturing process is given by Figure 1.2. The volumes of fracturing fluid vary depending on the
length of the target zones and the geomechanical properties of the producing formation (Forlenza,
2014). This fluid is a combination of proppants such as sand, ceramic pellets and others that hold
open the fractures. The main objective is to create or restore small fractures in a formation in order
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to increase the overall permeability and stimulate the production of the formation. In this context,
the utilization of biodegradable diverters has represented an important technique to avoid the
unevenness of fluid flow by plugging certain holes and perforations and diverting the fluid to other
sections of the well bore. Additionally, the use of these diverters during new completion campaigns
has improved the fracture networks in the reservoir through better sand retention and placement
(Geiver, 2017). These set of technical advances have provoked an enormous shift in the energy
sector in different regions of the United States where the oil and gas production had never occurred
before.

Figure 1.2. Illustrative version of the hydraulic fracturing process (Gao and You, 2017).1
Although the massive exploitation of shale gas resources started in the last decade, the
concept of utilizing highly pressurized water to produce gas from unconventional reservoirs had
been proposed a long time ago. In the 1920s, US engineers Floyd Farris and J.B. Clark suggested

This figure was previously published as Jiyao Gao and Fengqi You, “Design and optimization of
shale gas energy systems: Overview, research challenges, and future directions,” Computer and
Chemical Engineering 106(2) (2017): 699-718. Reprinted from Elsevier.
1
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the hydraulic fracturing technology that became the platform for further researchers and permitted
to get down to practical production of shale gas. Numerous experimental works were performed
by different oil and gas companies and research centers during the 20th century. These research
works included the developments performed by Stanolind Oil and Gas Corporation in 1947 in the
Keppler play, Halliburton in 1949 in the states of Oklahoma and Texas, and the Energy Research
Center in 1976 in Morgantown (Zhiltsov and Semenov, 2016). However, the successful economic
exploitation of shale resources was not achieved until the first test of the directional drilling and
hydraulic fracturing techniques was implemented in the Barnett play. The drilling of wells in this
formation located in the north-central Texas represented the pioneer attempt of turning shale gas
production into a commercial reality. The testing of new methodologies as well as the
improvement of well-known techniques was led by the cooperation between Mitchell Energy and
Development Corporation. In 1980, Mitchell Energy started to experiment alternative methods of
hydraulically fracturing to extract natural gas from the highly non-porous rock. By the 2000, the
company had already developed a hydraulic fracturing technique that was able to produce large
volumes of shale gas in a cost-effective manner. This represented the first step in the large-scale
production of natural gas from shale formations. Following Mitchell Energy experience, other
companies started to develop drilling activities in the Barnett play with a consequent increase of
natural gas production. During 2005, the Barnett formation was producing half trillion cubic feet
of natural gas per year (EIA, 2011). The successful experience of the Barnett shale stimulated gas
producers to expand their operations and develop the oil and gas resources of other shale
formations. This included shale plays such as Fayetteville in northern Arkansas, Haynesville in
eastern Texas and northern Louisiana, Woodford in Oklahoma, Eagle Ford in southern Texas, and
the Marcellus and Utica Shales (Appalachian region) in Ohio, Pennsylvania, West Virginia and
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New York. Figure 1.3 depicts the distribution of the different shale plays in the lower forty-eight
states. Today, the Appalachian region is by far the most productive shale formation for natural gas
with a superlative production of 15972 Mcf per day followed by Haynesville play with a strong
production of 8617 Mcf per day (EIA, 2018). These increasing levels of gas production are not
only observed in these plays but also in the other 5 most productive formations of the country.
This vast production of gas provides an incredible prospective for the energy sector, and it is
expected that shale gas resources gradually replace other conventional sources of natural gas in
the years to come.

Figure 1.3. Map of shale plays in the lower 48 states (EIA, 2015).
Shale gas production, as a percentage of total natural gas production, has experienced a
rapid increase from 10 % to 50 % from 2005 to 2013, and it is expected to grow to approximately
69 % by 2040 (Figure 1.4). As a consequence of this accelerated growth pace of natural gas
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production, the existing energy portfolio of the country has been reshaped. The most dramatic
change has been observed in the US electric power generation industry. Where coal and nuclear
energy sources had previously dominated the growth in share of U.S. electric power generation,
natural gas has become a major player in the electricity sector and regularly competes with coal
for the largest share of total electric generation. The increase of the shale gas production had also
provoked a profound effect on the chemical industry. An abundant and affordable natural gas
caused a rapid growth of chemical plants and manufacturing facilities utilizing this feedstock to
produce key ingredients found in everything from plastics to fertilizer to liquid fuels.

Figure 1.4. U.S. dry natural gas production by source in the Reference Case, 1990-2040 (EIA,
2016).
IHS Global Insight (2012) performed a detailed study about the economic effects of the
shale gas production in the US economy. This study determined that shale gas industry supported
approximately 600,000 jobs in 2010, and it predicts an increase of over 1.6 million by 2035. This
research work also determined that this industry already provided the substantial amount of $18.6
7

billion in governmental tax revenues and royalty payments. This contribution in taxes and royalties
is expected to rise to $933 billion by 2035. Additionally, the capital expenditures made between
2010 and 2035 are expected to reach $1.9 trillion. This demonstrates the important impact of the
“shale gas revolution” in different sectors of the economy. Clearly, shale gas production is not
only having predominant role as source of energy but also as a reinvigorating player in the national
economy. This key role of shale gas industry is expected to continue increasing and generating
even more opportunities for industrial developments in the future.
1.2. Dissertation Motivation
Given the enormous potential of the United States as a worldwide producer of natural gas,
the focus has shifted from recognizing available natural gas resources toward coordinating the
decision-making processes involved in the exploitation/production and delivery of these resources
in the different markets while maximizing the profitability of the development (Chebeir et al.,
2017). Numerous challenges and obstacles are faced by gas producers in their aim of developing
and distributing the shale gas resources in the country. Some of these challenges are described in
more detail in this section of the chapter.
The strong growth in domestic production of shale gas has led to a tremendous oversupply
of gas in the internal energy market with the consequent precipitation of prices. During the last 10
years, the Henry Hub prices of natural gas have experienced a decreasing trend achieving values
even lower than 2 US$ per MMBtu (Figure 1.5). Moreover, the prices can achieve even lower
values in some shale plays with a massive productions of shale gas (EIA, 2018). These prices are
too low in comparison with the shale gas production costs, which are between 4 and 6 US$ per
MMBtu (EIA, 2012). As a result of these price conditions, an enormous pressure has been placed
on the economy of current shale gas developments. This is especially true for ambitious gas
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operators, which acquired both large acreage and debt at a rapid pace during the beginning of the
so called “shale boom”. These price conditions have also caused other gas operators to begin
reevaluating the development and production of new shale assets around the country. In other
words, the current market conditions have turned the exploitation of shale gas resources into an
uncertain and difficult investment.

Figure 1.5. Natural gas spot prices at the national benchmark Henry Hub (EIA, 2017).
Another challenge faced by gas producers is the inherent steep decline in the production
rates of shale wells fracked. According to Wang (2017), some physical mechanisms such as the
adsorption gas, the matrix apparent permeability and its evolution, the fracture networks and
pressure/stress-dependent conductivity and the non-stimulated reservoir volume may be involved
in this rapid production decline observed in shale gas wells. In the case of the Barnett play, the
average rate of decline for the production of a shale gas well is around 60% during the first year
and approximately 73% over the first two years of operation (Guo et al., 2017). Shale wells in
other major plays also present similar rates of production decline during the first years of
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production (Figure 1.6). In this circumstance, gas operators are forced to continue the drilling and
completion of new wells at a high rate in order to maintain the demanded levels of production. In
an economic context in which the prices of oil and gas are not so favorable, maintaining a
continuous supply of capital investment with depressed levels of income generated by each
production unit can represent a colossal task for gas producers.

Figure 1.6. Average production profiles for shale gas wells in major US shale plays by years of
operation (EIA, 2013).
The large capital investments required not only for the drilling and completion operations
but also for the construction of the surface infrastructure represent another significant obstacle for
gas producers. The costs of drilling and completion have suffered a fluctuating behavior during
the last years. In 2015, these costs varied from MMUS$ 4.9 to MMUS$ 8.3 among the different
shale plays in US (EIA, 2016). Even in the same play, the drilling and completion costs can vary
from one region to another (Figure 1.7). The surface infrastructure including pipelines,
compression stations, and processing plants can also involve a substantial capital investment. For
10

example, there is a forecast presented by the Petak et al. (2016) that predicts an upward trend in
the capital cost of gas pipelines and compressors in the US. Therefore, there is an increasing
interest in cost-savings and operational efficiency improvements, which requires a comprehensive
approach of a shale gas development from the extraction at the field to the distribution of final
products to the different consumption points. In this context, the optimal coordination of the
activities in the field and the surface infrastructure design and operation is crucial to ensure the
delivery of the different shale gas products while maintaining the shale gas venture above its
economic threshold.

Figure 1.7. Well cost in different in areas of the Marcellus play (EIA, 2016).
Other challenge faced by the shale gas developments is related to the freshwater demand
and the manipulation of the wastewater generated after stimulation operations and during the life
span of the shale wells. The production of shale gas has an intensive consumption of large amounts
of freshwater during short periods of time. On average, a horizontal well can require approximately
12-20 million liters of water (Le, 2018). Clearly, the utilization of these significant quantities of
water can have a significant impact on the local water systems and the local communities. An
11

optimal plan for acquisition and transportation of freshwater is key to maintain an appropriate
balance between the necessities of the project and the impact on local water consumers. In this
context, the knowledge of the water availability is also critical in the definition of a management
plan for the utilization of the hydrological resources. Another critical issue is the handling and
disposal of the wastewater generated by the different activities in the field. The presence of
contaminants in the water emerged from the surface requires the utilization of certain technologies
for recycle/reutilization and/or final disposal. This also implies a decision-making process related
to the activities of wastewater transportation, treatment, reuse and disposal in order to minimize
the detrimental impact on the local environment.
1.3. Aims and Contribution of Dissertation
The present research work will propose a unique techno-economic framework capable of
providing a robust supporting tool for long-term strategic planning decisions in shale gas
developments. This decision-making system has the aim of helping the different participants of
the energy sector to analysis the interrelation between the different facets of a shale gas venture.
The proposed approach includes a profound study of the different complexities involved in the
exploitation and production of shale gas resources. This is fundamental to generate the most
effective strategies for the development of the reservoir. In addition, this research work has the
aim of defining the most appropriate design and operation of the transportation and processing
infrastructure utilized to move the different products from the site to the different consumption
points. Of course, this also includes the supporting facilities and operations for the handling of
water. In particular, the major innovations incorporated by the proposed decision-making
framework can be summarized as follows:
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 The development of innovative data-driven tools to enhance well established petroleum
engineering practices and define optimal development strategies for the exploitation of the
shale gas formations. This involves the analysis and classification of real data for mature wells
located in the Marcellus play in order to define the most promising candidates for restimulation treatments. In addition, realistic reservoir models are constructed to test and
correct the different pre-established field strategies and determine the corresponding shale gas
reservoir outputs.
 A novel strategic planning model is developed to describe the shale gas supply chain network
based on the implementation of mathematical programming methods. A mixed-integer nonlinear programming (MINLP) formulation is utilized to define the optimal design and
operation of the transportation and processing facilities including the water management
structure. The main objective of the proposed optimization model is the maximization of the
NPV during a pre-established planning horizon for the shale gas venture. This model
encompasses different constraints related to flow balances, capacity constraints, and
operations. Moreover, different financial variables are involved in the determination of the
NPV including capital and operating expenditures, taxes, and royalties among others.
 Sophisticated recurrent neural networks (RNN) are constructed for the prediction of the trends
of different exogenous parameters involved in the shale gas development. Particularly, a longshort term memory (LSTM) neural network is utilized to forecast the natural gas demand in
different consumption points. Similarly, a LSTM neural network with a different structure is
implemented for the prediction of the water availability in different surface sources located
around the field site.
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 An innovative approach is proposed to integrate the subsurface decision processes with the
surface facilities operations in order to determine realistic long-term strategies for a shale gas
development and maximize the possibilities of economic successes of these types of projects.
The arrangement of materials in the rest of the dissertation is done in the form sections and
chapters. The content of each section and chapter is mentioned briefly below.
1.4. Organization of Dissertation
This dissertation is organized into 6 main sections followed by a concluding section and
possible future directions of this research work. Additionally, there is an Appendix A that
summarizes the schedule of the different activities for each field development strategy developed
throughout this work. The Appendix B presents additional information for the proposed technoeconomic framework. This includes the parameters required for the resolution of the MINLP
model, conversion factors, optimization model variations and additional results of data-driven
techniques. An approach to handle the presence of uncertainty in the energy market, with a focus
on product price fluctuations, is presented in the Appendix C. Finally, the Appendix D includes
all the information related to the copyright of material used throughout this dissertation.
This first chapter gives a brief literature background about shale gas production and its
significance in the United States, the current challenges faced by the gas producers in terms of
production and distribution, the main motivation of this dissertation, and the major aims and
contributions of this research work to natural gas industry with a main focus on shale gas.
Chapter 2 analyzes and highlights the necessity for comprehensive approaches to face the
inherent complexities involved in the exploitation and allocation of shale gas resources. In
addition, it is presented the proposed techno-economic framework for the optimal production and
distribution of shale gas and subsequent products such as natural gas, ethane, and other heavier
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hydrocarbons. The different sections of our decision-making framework and their corresponding
features are briefly described in this chapter. The interrelation between the different elements of
the techno-economic framework and the main objective of the proposed approach are also
explained in detail throughout this chapter.
In Chapter 3, a profound analysis of the field development strategies required for the
optimal production of unconventional reservoirs is performed. A novel technique to guide the
selection of the optimal well candidates for re-stimulation techniques is presented. The practical
use of artificial neural networks in the field of petroleum engineering is highlighted in this chapter.
In addition, the procedure to couple machine learning techniques and best petroleum practices to
define the most appropriate field development strategies is described in this section of the
dissertation. Finally, reservoir models are utilized to capture the complexities involved in the
unconventional reservoir, to test and improve the different field development strategies and to
determine the output data of the different shale wells.
Chapter 4 introduces the mathematical methods implemented for the description of the
critical optimization problem involved in the design and operation of the different surface shale
gas facilities. This section of the dissertation provides an extensive literature review of the different
existing approaches to handle the shale gas supply chain. It is also presented and explained the
different parts of the proposed optimization model including the gas production and distribution,
the supporting operations related to the water management and the financial section of the shale
gas development. A commercial global optimization solver is implemented in the optimization
platform GAMS® for the resolution of the proposed formulation.
In Chapter 5 is presented an important section of the proposed framework that involves the
implementation of different machine learning techniques to predict certain exogenous parameters.
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Natural gas demand and water availability in the region are forecasted through the utilization of
different artificial neural network algorithms. In this chapter, a special type of recurrent neural
network called long-short term memory (LSTM) neural network is introduced to define the longterm dependencies observed in the natural gas demand and the hydrological resources. The main
objective is the prediction of these exogenous parameters, which represent an essential input data
for the proposed decision-making framework.
Chapter 6 presents the case study utilized in this research work, which is based on the
Marcellus play. The proposed framework is tested for a specific region of this basin called liquidrich to determine its applicability in a location with an intensive production of shale gas. In
addition, the results obtained by implementing the proposed techno-economic framework are
summarized in this chapter. The optimal design and operation of the shale gas supply chain is
presented throughout this section. This also includes the optimal field development strategy for
the exploitation of the reservoir and the water management structure required. In addition, the
different financial results obtained are analyzed to determine the economic feasibility of these
types of developments in the United States.
Chapter 7 represents the last section of this dissertation and involves some final ideas and
conclusions of this work as well as future directions that this research could take.
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2. Techno-Economic Framework for Shale Gas Developments
2.1. Introduction
The development of shale gas resources represents a multidimensional challenge due to the
numerous complexities involved in each of the facets of these types of projects. A variety of
aspects have to be considered in a shale gas project including the geological characteristics of
formation, the design and operation of the different facilities, and the commercialization of the
different products. This involves a complex interaction between the drilling and completion
activities and the surface facilities. As an example, the gas produced by well-pads has to be
collected and processed by a central processing plant. When the gas is dry and sweet, there is only
a dehydration treatment followed by compression. This situation is completely different if the gas
requires a sweetening process or the content of heavier hydrocarbons is high. Another example is
the construction of the gathering pipelines, they have to be built for low operating pressure given
that this parameter has a positive influence in the production of the field by maintaining a higher
production rates during longer periods (Guarnone et al., 2012). Clearly, there is a strong necessity
for coordinating the numerous decision-making processes involved in the different facets of a shale
gas venture due to the interdependencies among the different activities performed in the subsurface
and surface. In this context, an integrated techno-economic framework can represent a critical
decision-support tool for gas operators in the aim of maximizing the value of a shale gas project.
Based on petroleum engineering fundaments and supported by the computational progress
achieved in the reservoir management practices during the last years, simulations have turned into
a major source of information for analysis, prediction and decision making. Reservoir simulators
are designed to provide information on the behavior of the formation. Typical reservoir models
with different shale wells constructed throughout the formation are depicted by Figure 2.1. One of
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the main practical problems with unconventional stimulation-design optimization is estimating
post-fracturing-treatment decline rates and ultimate recovery. Without a realistic prediction of the
decline resulting from a given completion strategy, it is not possible to define the value of one
completion design over another. Numerical reservoir simulations can effectively model discrete
fracture networks and key physical mechanism that may control the overall performance of
horizontal wells (Mayerhofer et al., 2006; Mayerhofer et al., 2010; Cipolla et al. 2010a; Cipolla et
al., 2010b). This is essential to establish the most appropriate plan for the drilling and stimulation
operations. Several contributions performed economic evaluations of shale gas developments,
mostly focused on design and operation of the wells in the field (Barree et al., 2015; Wilson, 2012;
Wilson and Durlofsky, 2013). Although these approaches provided enormous insight about the
development of optimal field strategies, the interdependencies with other elements of the value
chain such as the surface facilities are not included. Clearly, the exploitation and production of
shale resources encompasses a comprehensive problem that requires a more integrative and
broader scope.

(a)

(b)

Figure 2.1. (a) Compositional model with relative location of different wells; (b) Composition
model with pressure depletion map (Chebeir et al., 2017; Asala et al., 2017a).
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Due to the inherent variability of the energy market and the huge capital investment
required for the surface infrastructure, there is a strong need for establishing long-term strategies
for transportation, treatment, and distribution of the different products generated during the
exploitation of shale gas resources. This implies the delineation of an optimal supply chain network
that involves numerous decision-making processes and inherent complexities. The convoluted
mechanisms and procedures involved in the exploitation of unconventional reservoirs have
numerous interdependencies with the long-term decisions related to the design and operation of
surface facilities. Therefore, a high level of interaction between sub-surface drilling, completion
facilities engineers, economists and surface facility designers and operation schedulers are
required. In this context, a decision-making framework that interrelates the different facets of a
shale gas project can represent an important supporting tool for gas operators.
Previous contributions have remarked the importance of implementing integrated
approaches with rigorous reservoir and surface interconnections models. The work developed by
Startzman et al. (1977) represented one of the first attempts to generate integrated workflows that
incorporated reservoir and surface facilities models. Emanuel and Ranney (1981) proposed a
framework that involved three separate systems for the resolution of the reservoir model, well flow
and surface network equations. An integrated approach based on the coupling of reservoir and
surface/production networks simulations interconnected by a communication interface was
proposed by Hepguler et al. (1997). This integrated system provided a much more complete
description of the field behavior than performing the simulations separately. Floris and Peersmann
(2000) constructed a decision-support system to assist the decision-making processes involved in
the asset management level. The proposed framework encompassed the development and
integration of static and dynamic earth models as well as surface facilities and economic models.
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Wang et al. (2002) integrated oil field reservoir models with mathematical methods to delineate a
comprehensive approach for the problem of simultaneously optimizing the allocation of well rates
and lift-gas rates. In a similar fashion, Davidson and Becker (2003) developed an approach that
coupled oil production predictions obtained by numerical simulations with surface facilities and
well rate allocation. Narayanan et al. (2003) presented an integrated decision-making framework
to assist operators in field development decisions. This workflow accounted for the
interdependencies of underlying uncertainties affecting the decisions across the subsurface, well
locations, well configurations and operations, surface interconnections and economics. More
recently, a workflow coupling a reservoir - network simulator and an optimization framework was
developed by Nwakile et al. (2011) for gas field production. In addition, Tavallali et al. (2014)
proposed a framework that holistically integrated both surface and subsurface sections of an oil
developments and addressed well placement, surface network design and allocation, and
production/injection planning in a field with multiple irregular-shaped reservoirs. All this previous
literature highlights the continuous interest on implementing more integrative methodologies for
the optimization of the different decision processes involved in the exploitation of oil and gas
reservoirs.
2.2. Different Sections of Framework
The present work proposes a novel techno-economic approach for the development and
distribution of shale gas assets in the liquid-rich sub-play located in the Marcellus play (Figure
2.2). As depicted by this figure, this area is mostly located in the western portion of the Marcellus
shale formation. During the last years, this region has concentrated most of the drilling activities
in the play. The wet gas present in this sub-play has received a lot of attention due to the economic
value of its heavier constituents (NGL) in the marketplace. Therefore, this particular region
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represents an illustrative case study to analyze the applicability of the decision-making framework
developed in this work.

Figure 2.2. Location of the Marcellus and its sub-plays (EIA, 2016).
This approach rests on a comprehensive data-driven structure constituted by two main
sections. One part (Section I) of this framework is related to the determination of the potential field
development strategies and their corresponding output data while the other part (Section II)
involves the optimal design and operation of all the surface facilities and the global optimization
of the upstream, midstream and downstream sections of the shale gas supply chain. In other words,
the first section defines critical input data (output of each potential field development strategy)
related to the shale gas reservoir while the second section utilizes this information to perform the
optimization procedure. Of course, this represents an off-line optimization of the entire shale gas
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venture. A schematic representation of the proposed framework and the different components of
each of its sections is depicted by Figure 2.3.

Figure 2.3. Structure of the proposed decision support strategy.
The Section I involves different essential steps for determining the optimal exploitation
strategies for the shale gas resources located in the area of interest (AOI). First, a supervised
machine learning (SML) technique is implemented to define the most promising candidate wells
for performing the re-fracturing (re-frac) operations. Data driven approaches have already
demonstrated a superb performance as a supporting tool for forecasting shale well performances
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and planning re-stimulation operations in shale formations (Fulford et al., 2016; Asala et al.,
2017b; Gu et al., 2016). The SML procedure utilizes a simple feed-forward neural network (FNN)
algorithm (Figure 2.3) that is trained to determine the re-frac feasibility of each shale well.

Figure 2.4. Example of a Simple Feed-Forward Network.
After implementing the SLM procedure, the candidate selection technique is coupled with
current petroleum engineering practices to define different realistic development strategies for the
reservoir. These strategies involve the definition of an appropriate schedule for the operations of
drilling, fracturing, perforation, flowback, production, and re-stimulation. This includes the
determination of shale well designs in pads (i.e. space and number of fracturing stages per well,
characteristics of well completion, horizontal direction of wells, etc.) located in each prospective
production area. Finally, the petro-physical properties (i.e. porosity, permeability, water saturation,
etc.) as well as the physical characteristics of the formation allow the construction of reservoir
models to implement, evaluate and correct the proposed field development strategies. After
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performing subsequent runs, the simulator generates different key reservoir parameters for each
field development strategy implemented such as the raw gas production rate, shale gas
composition, and water production rates among others for each well-pad during the planning
horizon. These results are then incorporated as input data in the Section II of the decision-support
framework.
The Section II of the framework involves three major objectives. The first one is the
selection of the optimal field development strategy for the well-pads in the different production
areas. This implies the determination of the reservoir development strategy that simultaneously
maximizes the cumulative production throughout the planning horizon and better adjusts to the
fluctuating behaviour of different exogenous parameters. The second objective is the
determination of the infrastructure and allocation schedule that define the optimal shale gas supply
chain network. This also includes the supporting facilities related to the operations of water
transportation, treatment, reutilization and disposal. Finally, the last and most critical objective is
related to the economy of the development. An investment plan has to be defined based on the
maximization of the NPV of the shale gas project. These objectives are achieved by implementing
a strategic planning model based on a MINLP formulation. This formulation is constituted by a
main objective function, infrastructure constraints, water resources constraints and financial
constraints. Besides the properties determined in Section I, other input data of the MINLP model
involves parameters such as the market, financial/design and water resources inputs. The market
inputs include the prices of the different energy commodities and the demand of the different
products. These parameters have a significant impact on the economy of a shale gas project and
are key in the proposed approach. In the specific case of the natural gas demand, a particular RNN
called LSTM neural network is utilized in the process of learning historical trends and forecasting
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future values. The gated architectures of the LSTM neural network have the capacity of managing
the presence of vanishing gradients and learn much longer-range dependencies (Bianchi et al,
2017). Thus, this technique allows the utilization of historical trends to affect the data evolution
and generate realistic predictions of gas demand in the region. The design and financial input data
include the processing and transportation capacities and unit costs of the required infrastructure.
Finally, the water resources inputs comprise the water availability in the different freshwater
sources and other water resources including the infrastructure (unit costs and capacities of different
facilities) and the water acquisition, transportation costs and treatment costs. Similar to the case of
natural gas demand, the freshwater availability in the different surface sources is predicted by
implementing a LSTM neural network structure based on realistic data from the region of interest.
2.3. Main Objectives of Proposed Framework
The definition of this techno-economic framework structure encloses numerous objectives
to be achieved in a shale gas project. Among the different goals purchased by a gas operator when
the exploitation of a shale gas formation is planned, the main ones considered for the development
of this approach are summarized as follows:


Definition of optimal field development strategies for the exploitation of shale gas formations.
This implies the definition of field strategies that maximize the economic recovery
performance of a shale gas reservoir during the life spam of a project. This objective is also
related to the necessity of delineating an appropriate plan to drill and fracture each well in the
field following normal practices implemented in the Marcellus play and analyzing data from
current producing wells in the AOI. This includes the utilization of data analytics techniques
to analyze the real data obtained from the field.
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Definition of an optimal infrastructure for a typical shale gas development in the Marcellus
play, which includes all the required facilities. This not only involves the infrastructure
destined to the upstream activities in the field but also all the necessary facilities and equipment
for the operations in the midstream and downstream sections of the supply chain network, i.e.
the gas transportation to different nodes, the transportation and commercialization of the
different shale gas products, and the manipulation of water. This objective is related to the
necessity of ensuring the delivery of the shale gas assets to the different consumption points
while minimizing the costs involved in the different sections of the supply chain network. In
addition, another main purpose is to establish an optimal infrastructure and operations for the
management of freshwater and wastewater.



Analysis of the economic potential of a shale gas development under the current energy market
conditions. This includes an integrated study of the possible design and operating decisionmaking processes in the upstream, midstream and downstream sections of a shale gas supply
chain network and the economic variables of the energy market. The objective is to determine
the influence of these intricate interrelations in the financial performance of a shale gas project
in the United States.
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3. Field Development Strategy
3.1. Introduction
A field development plan should include well type, placement, direction, and spacing
(drainage area). In the particular case of shale formations, some of the current practices used by
gas operators in the process of drilling horizontal wells includes the selection of optimal lateral
lengths (from 3000 to 6000 ft) instead of longer lateral lengths, the drilling of wells in the direction
of minimum horizontal stress, gradual modification of “toe up” drilling approach to drilling the
lateral as flat as possible and perfectly horizontal, and the adaptation of the pad drilling practice
(4-10 wells per pad) with an approximate 60% of US wells using this methodology (Rezaee, 2015).
Of course, the unique characteristics of the shale formations may require a different approach from
play to play and/or from well to well. As stated by Rezaee (2015), the inherent complexities of a
reservoir involve different drilling challenges related to well placement, wellbore stability, higher
torque and drag, inconsistent buildup rates, geological uncertainties, and lost circulation zones
among other important aspects. Therefore, the definition of the most appropriate strategy for
drilling shale wells represents an extremely complex matter that requires the utilization of
geological analysis of the formations as well as the implementation of well-established petroleum
engineering practices.
A field development strategy not only includes the drilling plan but also the hydraulic
fracturing and completion designs. Hydraulic fracture treatments are designed by engineers based
on the data obtained during the drilling operations and from other wells drilled in the same or
similar shale formations. Since the drilling data possess crucial information to define the fracture
jobs design, petroleum engineers and geologists often work to perfect the fracturing fluid and
calculate the hydraulic pressures necessary to fracture the production formation while the casing
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and cement are being installed. As more fracture treatments are performed in the formation, the
designs of future treatments utilize the collected data to improve the performance of future
treatments (ALL Consulting, 2012). Given the great variability of the shale rock properties,
significant variations are observed among the fracturing treatment designs implemented in the
different shale plays. Table 3.1 summarizes the typical characteristics for the hydraulic treatments
of the major shale plays in the United States.
Table 3.1. Fracturing treatments of some of major shale plays. Adapted from Rezaee (2015).
Bakken

Barnett

Eagle
Ford
14,643
9,3992
4,311
270

Average measured depth, ft
17,535
10,873
Average true vertical depth, ft
10,207
7,331
Horiz. Perfed., ft
7,401
2,788
Average ft /stage
550
450
Average borehole pressure,
5,310
4,213
7,550
psi
Average rate, bbl per min
24.8
73.3
81.6
Average number of stages
13
6
16
Average
number
of
3.4
1.9
2.6
stages/days
Amount of proppant per stage,
160,300
286,000 292,6000
lbm
Amount of proppant per well,
1,998,000 1,515,000 4,304,000
lbm

Haynesville

Marcellus

16,566
11,941
4,355
325

10,722
6,937
3,331
275

10,870

7,650

71.2
13.3

83.5
12

1.9

1.5

357,800

399,500

4,675,500

4,425,600

During the fracturing campaigns, the gas operators have to face numerous technical
difficulties. A particular complex challenge in shale formations is the well-to-well interference.
Yu et al. (2016) presented a summary of all the possible mechanisms that could be involved in this
phenomenon. Among the different types of well-to-well interferences that can occur during the
fracturing campaigns, four types are the most relevant including the well-to-well interference
through matrix permeability, hydraulic fracture well-to-well interference, and interference through
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natural fractures, or a combination of all the three mechanisms. A graphical representation of the
different types of interference is depicted by Figure 3.1.

(a)

(b)

(c)

Figure 3.1. (a) well-to-well interference through matrix permeability, (b) hydraulic fracture wellto-well interference, (c) interference through natural fractures. Adapted from Yu et al. (2016).
Possible detrimental outcomes of these well-to-well communication are the loss of
production and mechanical, physical or chemical damage to offset wells. In this context, the
prevention of this phenomenon through the implementation of a mitigation strategy is key in any
field development plan. As stated by Esquivel and Blasingame (2017), several strategies have been
tested including preloading the parent wells with injected water to pressurize the depleted zones,
or "resting" the wells using shut-ins prior to offset (child) well stimulation, or using huff-and-puff
gas injection, or even re-frac parent wells to protect them against the impact of a frac-hit.
The last critical element to be mentioned in the development of shale wells is the
implementation of completion techniques. Three major types of completion methods have been
proven to be the most effective and efficient in US shale plays including plug-and-perf, ballactivated systems, and coiled tubing-activated systems. The plug-and-perf stimulation technique
is employed in wells with cemented liners. This technique includes pumping down a bridge plug
or wireline with perforating guns to a given horizontal location the toe of the well. The plug is set,
and the zone is perforated. The ball-actuated systems are implemented for open-hole completions.
It consists on placing a completion string in the open hole with a series of ball-actuated stages
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isolated by hydraulic set or swellable packers. Finally, the coiled tubing-activated utilizes fracture
sleeves that can be hydraulically opened using coiled tubing and fractured through annuls,
minimizing time between stages and reducing fluid consumption (Bagci et al., 2017). In addition
to the completion techniques implemented in a single well, different multi-well techniques have
been proposed to increase the effectiveness of the stimulations. The batch-concurrent or
simultaneous technique is where parallel wells are stimulated at the same location at the same time,
whereas the sequential or zipper-frac technique employs parallel wells that are stimulated in
staggered locations at the same time. The intention of these two methods is altering either or both
the stress field and the pore pressure field to enhance the shear failure of weak planes and promote
fracture complexity (Wang, 2016). Each of the mentioned techniques has its own particularities
and benefits, so there is not a specific one that can be mentioned as the best practice for a shale
well. As stated by King (2010), each shale formation has its own particular characteristics that turn
its exploitation into a unique case study.
A major element that has to be taken into account in the development of optimal field
development strategies is the implementation of rejuvenation techniques in the shale wells. As
mentioned in Chapter 1, the production rates of shale wells decline rapidly and reach uneconomical
values after only few years of operation. This has turned the implementation of rejuvenation
techniques into a fundamental part of the field development plan. Well re-stimulation via re-frac
received tremendous attention following low oil and gas prices, truncated budgets and
improvements in re-stimulation technologies. Demonstrated by the post re-frac production and
micro-seismic, re-frac operations helps repair conductive pathways, replaces crushed proppant and
extends or magnifies fracture network (Asala et al. 2016). A schematic representation of a
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horizontal shale well before and after implementing the re-stimulation techniques is given by
Figure 3.2.

(a)

(b)

Figure 3.2. (a) Horizontal well after stimulation operations, (b) Horizontal well after re-fracturing
operations (Allison and Parker, 2014).2
As shown by the Figure 3.3, the utilization of stimulation techniques can provoke a sudden
increase in the production rates of horizontal wells that enhance the ultimate recovery of gas in the
shale formation.

Figure 3.3. 2600-foot horizontal Barnett well re-fractured using a four-stage treatment separated
by three diversion stages (Allison and Parker, 2014).2

These figures were previously published as Dave Allison and Mark Parker, “Refracturing Extends
Lives of Unconventional Reservoirs,” American Oil & Gas Reporter (January 2014).
2
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In the particular case of well production depicted by the mentioned figure, the initial
production from the re-fracturing treatment is approximately 72% of the original initial production
five years earlier.
Implementing re-fracs, in some cases, has been deemed a more attractive option than
drilling infill wells given the right combination of conditions. The characteristic 3-year average
productivity decline of shales in the United States varies from play to play. From a technoeconomic standpoint, not all wells are good candidates for re-stimulation, and so candidate
selection criteria must be sound, not cookie cutter and given play-by-play or possibly field level
consideration. For instance, the main mechanism(s) for fracture closure in the Haynesville may
not be the same as that in the Marcellus or other plays. Theoretically speaking, excellent re-frac
candidates will have had poor initial completions (wide well spacing and cluster spacing, poor
diversion strategy, short laterals, no heel fracs) and/or poor initial stimulations (sub-optimal
treatment schedules, screen-outs, incomplete stages, sub-optimal frac fluid/stimulation execution),
and below par frac stage contribution to production. Re-frac techniques should be implemented
for situations of low stimulated rock volumes per well section, drastic production rate declines,
and other technical considerations to be discussed.
In this chapter, different strategies for the development of shale gas resources will be
proposed for the production of natural gas in the liquid-rich region of the Marcellus play. All the
mentioned petroleum practices for the exploitation of shale formations will be considered to
establish appropriate drilling, fracturing and completion development plans. This includes the
utilization of simulation software to recreate the different strategies in the field and predict the
possible outcomes. In addition, the implementation of data analytic algorithms for the
determination of the best candidate wells for re-frac treatments will represent a major feature to

38

enhance the proposed field development plans. In the next sections of this chapter, the different
features utilized to define the optimal field development strategies will be discussed in detail.
Finally, two case studies will be considered to implement the different development strategies.
3.2. Candidate Selection for Re-Stimulation Treatment
When poor completion/stimulation methods give sub-par production results, it becomes
easier to blame the outcome on an erroneous candidate selection. Re-frac candidate selection
should be distinguished from re-frac execution. Production and fracture growth models should be
used to analyze the benefit of protection fracs or the deleterious effects of stress shadows, before
final decisions are made on field development strategies (re-frac and/or infill drilling). The
mechanical integrity of selected wells must be assessed before executing any type of well
rejuvenation. King and Valencia (2016) discussed several damage mechanisms and well integrity
issues that must be analyzed prior to re-frac candidate wells. Re-fracturing is not an attractive
option when it lowers pad level cumulative production due to the generation of frac hits. It is also
an unattractive investment when a considerable acreage is available for drilling, lease expiration
windows are narrow, and there is no established workflow for re-frac candidate selection or
execution. Selecting economically successful candidate wells requires a reliable systematic
workflow to handle the big data associated with completion, stimulation and production activities
- which standard regression models fail to accomplish. Previous authors have considered rate
transient post stimulation analysis (Barree et al. 2018) and coupled numerical modelling with
micro-seismic data (Xu et. al., 2016), for re-frac candidate selection. Machine learning methods
have been applied to quantify reserves uncertainty (Gong et al., 2011) and predict future well
performance (Fulford et. al, 2015) in unconventional liquid rich shale and gas wells. In a shale
analytic study, Mohaghegh et al. (2017) analyzed more than 3000 wells located in the Marcellus,
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Utica, Eagle Ford and Niobrara shales to understand the impact of drilling and completion
parameters on production. From a reservoir engineering standpoint and using synthetic data, Yang
et al. (2016) proposed a method to select re-frac candidates rapidly based on competition between
drainage volume and instantaneous recovery ratios.
In this work, input features for 202-300 wells are used for t-SNE visualization and the
development of a FNN. The neural network model is utilized to determine the probabilities of
classification of fractured well class to refractured well class. The t-SNE visualization is used to
complement the algorithm for determining re-frac candidature. After manual review of candidates,
selected re-frac wells belonging to the operator are used as decision variables during the
implementation of reservoir simulations in the Section 3.3 of this chapter.
3.2.1. Implementation of t-SNE visualization
The t-SNE is a non-linear dimensionality reduction algorithm used for exploring or
visualizing high-dimensional data (Van der Maaten and Hinton, 2008). This technique is used to
picture high-dimensional data mined for a 202-300 case study wells. This technique converts highdimensional Euclidean distances between data points into conditional probabilities that illustrate
similarities. According to this technique, it is first computed the probability of similarity points in
high-dimensional space and the probability of similarity points in low-dimensional space. The
probability of similarity points is otherwise known as joint or conditional probabilities. An
expression for calculating the joint probabilities qij as defined by the t-SNE method is given by
Equation 3.1. qij is a student t-based joint probability distribution.
2

(1 + ‖xi − xj ‖ )−1
qij =
∑k≠1(1 + ‖xk − xl ‖2 )−1

(3.1)

Finally, minimization of the difference between joint probabilities in high-dimensional
space and low-dimensional space is used to map data points in low-dimensional space. The t-SNE
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accomplishes this minimization by minimizing the divergences between two distributions, pij and
qij. The gradient of the Kullback-Leibler (KL) divergence between data point pij and qij is given
by Equation 3.2.
δζ
2
= 4 ∑(pij − qij )(xi − x) (1 + ‖xi − xj ‖ )−1
δxi

(3.2)

j

After the t-SNE maps the data points into low-dimensional space, it looks for patterns in
the data by identifying observed clusters based on similarity of data points with multiple features.
The t-SNE plot for the well data set is shown in the results section. Identifiable patterns from this
plot are complemented with probability predictions from an FNN to identify re-frac candidates.
3.2.2. Application of the FNN architecture
Throughout this section of the chapter, well stimulation, completion, reservoir, operational
and production data are used to derive the major parameters necessary for identifying potentially
successful re-frac candidates. A 300-well data set from the field is reduced to 202 wells after
eliminating frac and re-frac wells with incomplete data and underperforming re-fractured wells in
the AOI. Data that is not available for all wells (such stage spacing) are ignored in the FNN feature
computation. Furthermore, data that does not contribute to training performance, or that have
above a 10% uncertainty are excluded from this analysis. Most of the parameters derived are
manually re-calculated and cross-referenced with Frac focus, Drilling info, IHS databases, and
operator data, in order to improve data quality and accuracy. After data clean up, data preprocessing entails subtracting each feature value from its mean and then normalizing by its
standard deviation. This ensures that the input features are centered around the mean and had unit
standard deviation.
Some stimulation data collated include: frac job service company and job treatment
schedule per pad. Details of each wells stimulation design help collate important parameters like
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frac fluid intensity, frac fluid system, sand intensity, acid volume and amount, quality, size, and
maximum concentration of proppant pumped during treatment. The extent of frac fluid damage
and post re-frac fracture complexity may be characteristic of the stimulation fluid type and can be
linked to individual well productivity. The connectivity of frac network to well can be linked to
productivity by including the sand type, size and proppant conc. pumped at the tail end of job.
Other important derivative parameters included: lb breaker/lb of fluid, and proppant lb/gal.
The potential for fracture stage interference (inter and intra stress shadow effects) is
initially incorporated by inclusion of stage and cluster spacing strategy per well. However, this
input feature (and its derivatives) are excluded for two reasons. It has minimal effects on the
training performance of the FNN and stage spacing is sparse and mostly unreported by lots of
operators as they treat this data as proprietary. It is inferred that this causes the data to be unreliable
and uninformative even when it is available for some wells. The potential for frac hit on a well
section level is estimated after assigning wells to their neighborhoods using global BH
longitudes/latitudes and mid-lateral length XYZ coordinates. Township and well section attributes
as well as completion categorization aid the temporal and spatial assignment of average well
spacing per section.
Completion details are recorded (plug-and-perf or open-hole) and classification into batchconcurrent, batch-sequential, and single is aided by compiling and observing accurate frac/re-frac
start and end dates for wells in a pad or section. Categorization into standalone, parent and
child/sibling wells is based on dates and certain minimum distance between wells. Deliberate
protection frac/re-frac strategies are also observed. “Protected” re-fractured wells have a higher
success rate in the AOI. Wellbore lateral profile (a consequence of drilling) is also important and
is classified as toe-up, toe down or neither. The non-lease allocated production decline curve
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behavior (Qi, b, Di, t) of each well is approximated using decline curve analysis (DCA) by
computing EUR10 and the remaining gas-in-place. EUR10 refers to the estimated-ultimatehydrocarbon recovery for a 10-year period into the future. It is used estimates (using Drilling
information) for the EUR10 and remaining recoverable gas-in-place estimate. Minimum
correlation fit is 0.925. Calculations are also verified manually using Microsoft Excel®. EUR10
is computed for each well by fitting with Arps (1945) decline parameters according to the DCA
described in Appendix B. The remaining recoverable gas-in-place is essentially an estimate of the
“size of the prize” for each well in its stimulated reservoir volume (SRV). The remaining
recoverable gas-in-place per well is computed by subtracting cumulative production from EUR10,
per well. With reliable pressure data, the recoverable remaining-gas-in-place can also be obtained
by extrapolating individual P/Z vs Gp plots. Derived parameters such as: EUR10/lb proppant,
EUR10/perforated lateral length and EUR10/months produced are also calculated.
The metrics used to filter out successful re-fractured wells from the 300-well data set
include: 9-month post-re-frac to pre-re-frac cumulative gas production ratio and remaining
recoverable gas-in-place/gross perforated lateral length (extrapolating only the fractured well
decline trend of the re-fractured wells). Production data used in this analysis are actual historical
production data and not lease allocated.
During the manual review process for selected re-frac candidates, it is applied key criteria
such as those discussed by French et al. (2014) and Barree et al. (2018). The 6 selected re-frac
candidates belonging to the case study operator passed most of the review criteria proposed by
Barree et al. (2018). Other factors that could be considered include wellbore casing integrity,
economics and SRV size after initial hydraulic fracture treatment. Other factors that could be
considered include wellbore casing integrity, economics and SRV size after initial hydraulic
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fracture treatment. Discrete SRV calculation is quite probabilistic and controversial and so is
excluded from our analysis. Stress field evolution is not quantified but is recommended for
consideration. According to Agharazi and Kashikar (2016), wells with appreciable stress
anisotropy may be excellent re-frac candidates if other conducive conditions are met. Enormous
computational power and data will be required to characterize stress field evolution for all operator
wells in the AOI.
Twenty-one parameters are mined based on highly certain and available geology, reservoir,
stimulation, drilling, completion and production data. However, seventeen non-redundant
parameters are utilized in this analysis after data clean up. The procedure to construct the FNN
structure is based on the implementation of a trial and error approach. The network is first
initialized with an input layer, a hidden layer and an output layer. The same number of neurons is
used for the input and hidden layers. In the first (input) layer of the network, the number of neurons
corresponds to the number of input features i.e. 17. It is initialized the hidden layer with 17 neurons
as well, so as not to condense the information received from the input layer. The output layer
utilizes 2 neurons. The output layer also used a softmax or multinomial logistic regression function
for assigning probabilities of frac or re-frac classification. In order to optimize the FNN, the
number of hidden layers as well as the number of neurons in them are increased, while
simultaneously monitoring the validation and training loss function values.
Well data is partitioned into two unequal parts: 60-80% is used for training and 40-20% is
used for testing the neural network. Training data is shuffled between epochs. The neural network
test data classification results and accuracy show no difference between the different training-test
data combinations investigated (60-40, 70-30, and 80-20). Only the results for the 70-30 case are
presented in this work. Training data in all cases exclude the existing fractured wells whose re-
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frac candidature are to be decided. An example of such sampling is shown in Figure 3.4. Red
circles indicate location of training data consisting of 33 re-fractured wells and 107 fractured wells.
Non-circled wells constitute the test data which is made up of 18 re-fractured and 44 fractured
wells. The FNN is trained with 140 wells, and the algorithm is validated with 62 test wells. The
probabilities associated with fractured well classification are presented in Section 3.2.3.

Figure 3.4. Sketch of random selection of training and testing wells located in the AOI.
3.2.3. Results of implementing the FNN
After data clean up, pre-processed data is fed to the FNN for training and validation. An
optimal neural network configuration of 17-23-128-2 was obtained, including two hidden layers
with 23 and 128 neurons. Increasing these number of neurons beyond the optimal values obtained,
did not result in an appreciable increase in FNN performance. The exact number of hidden neurons
is obtained by testing between 16 and 256 neurons for each hidden layer. The order of importance
of each input feature is obtained using the Random Forrest (RF) classifier. Table 3.2 highlights the
importance of each feature. The importance values are expressed as a ratio and they sum up to 1.0.
Fig. 3.5 illustrates the training and testing accuracy of the developed FNN algorithm. A 98% and
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100% testing and training accuracy is obtained, respectively. The use of more than 128 neurons in
the hidden layer does not improve the accuracy of the algorithms prediction and given the number
of wells used in the study, there is no evidence of data overfitting.
Table 3.2. Summary of classification features and their importance based on the RF classifier.
No.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

Classification features
P-50 EUR/perf. Length
Perf. Lat. length
Remaining recoverable reserves
Frac fluid intensity
Well spacing
Average lateral TVD
Completion type classification
Well section #
Proppant intensity
Frac company
Total proppant
Wellbore profile
EUR/months produced
Frac Fluid system
lb breaker/lb of fluid
Reservoir type
Distance between lateral and top/bottom zone

Importance
0.220547
0.113048
0.109979
0.071140
0.063936
0.061338
0.061215
0.056905
0.052531
0.047311
0.046264
0.045079
0.042978
0.007358
0.000171
0.000100
0.000100

Figure 3.5. Training and Testing accuracy vs Number of Neurons in the NN hidden layer.
Since the original dataset is highly imbalanced (more fractured well data than re-fractured
well data), a classifier or SML model may in turn skew test data classification to the majority class
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and this can wrongly result in a high accuracy. The imbalance or data bias problem is tackled using
the synthetic minority over-sampling technique (SMOTE). This technique is described in detail by
Chawla et al. (2002). This approach entails under-sampling the majority class and over-sampling
the minority class in an effort to equalize an abnormal or imbalanced dataset. The minority class
(re-frac dataset) is oversampled by creating synthetic re-frac dataset.
The performance of the FNN in classifying the dataset is compared against two of the
mostly used classifiers: Support vector machine (SVM) and RF. The hyper-parameters of each
model are first optimized before comparing. The F1 score is used as the metric for performance
measurement for each of the individual classifiers. This metric essentially addresses part of the
imbalance problem by penalizing a classifier for wrongly classifying the minority class. The F1
score is a weighted average of precision and recall. It is a more appropriate measure of performance
as opposed to “accuracy”, especially if there is an uneven class distribution. Even though neural
networks are usually called “data-hungry” algorithms, the developed FNN outperforms both SVM
and RF on the small dataset utilized in all runs. Table 3.3 illustrates the optimized hyperparameters
for each model for a random training and test data selection. The FNN shows an F1 score of 0.67
while the F1 scores of the SVM and RF are 0.6 and 0.58 respectively.
Table 3.3. Summary of model parameters for the SVM and RF models, including F1 Score
comparison between ANN, SVM and RF.
Model
FNN
SVM

RF

Parameter
F1 Score
Kernel Function
Kernel Parameter (Gamma)
Penalty Parameter
F1 Score
Number of Trees
Maximum Features per Split
Depth
F1 Score
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Optimal Value
0.67
Radial basis function
0.01
0.1
0.60
200
17
Maximum
0.58

After training, the FNN is used to predict the probability of fractured and re-fractured well
classification. Fractured wells are elected for candidate review jointly based on the t-SNE
visualization and the probability of fractured to re-frac classification. Figure 3-6 shows the t-SNE
visualization of the 202-well data set.

Figure 3.6. t-SNE visualization of the 170 well dataset. Red wells mapped in the closest
neighborhood of the blue wells were prioritized for re-frac candidature review.
The fractured wells (red dots) that clustered very close to the re-fractured wells (blue dots)
show very high attribute similarities with the successful re-frac well-class. Most of these fractured
wells are also observed to have a greater than 5% probability of belonging to the re-fractured class
based on Figure 3.7. The fractured wells that show extremely high (re-frac) probabilities are the
outlier wells of Figure 3.6. Fractured wells with very low (close to zero) re-frac probabilities are
mostly clustered together away from the blue dots. These wells are compared to the failed re-fracs
(excluded from this study), and they have high feature similarities. The probability of re-fractured
class to fractured class is not relevant for re-frac candidate selection. Using this procedure, 43
wells in the AOI are selected for manual review of their re-frac candidature. A number of 10 out
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of the 18-case study “producing” wells qualify for manual review, but only 6wells are
recommended for re-fracturing. These 6 wells have the closest feature similarities to successful refrac wells in the AOI and passed all screening criteria discussed in French el al. (2014) and Barree
et al. (2018).

Figure 3.7. Probability of classification for the class group relevant to re-frac candidate selection.
3.3. Definition of Alternative Field Development Strategies and Reservoir Simulations
3.3.1. Case Study I: Field development with parent and child wells
A schematic representation of the case study considered in this section is depicted by
Figure 3.8, which shows the relative location of the different well-pads split amongst three
production areas in the AOI. Three representative reservoir models (production areas) are
constructed by considering three well-pads in each one and a total of 54 shales wells for the entire
development. The well-pads B, F and H have all producing wells (mature wells). The objective of
modeling each well in the compositional model(s) is to capture the depletion characteristics of
each well in its SRV as well as account for the contribution of shale gas adsorption to production
from each well. In well-pad B of reservoir model I, two neighboring near p-50 wells are selected
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out of the 6 and history matched (HM). The HM is performed by adjusting petrophysical
parameters, fracture half length, compaction tables for fracture and matrix, and relative
permeability curves, to match bottom hole tubing pressures (BHTP) and gas production rates.
Reservoir models II and III are tuned in a similar fashion so that gas and water rate profiles (for
planned wells) are reliable and representative of average field performance in the AOI. Table 3.4
highlights the major input values used for the reservoir simulations. CMG-GEM is utilized for the
construction of the different compositional models. GEM is an Adaptive-Implicit EOS
compositional and GHG simulator, appropriate for modeling multicomponent fluid flow through
porous media.

Figure 3.8. Schematic representation of relative locations of the well-pads in the case study
considered in this section.
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Table 3.4. CMG model parameters for field development with parent and child wells.
Parameters

Value

Lateral Length, ft
Formation Top TVD, ft
Well radius, ft

5000 - 6000
6100 - 7223
0.30

Grid Block size, ft

35 - 200

Initial water saturation, %

25 - 30

Reservoir Temperature, F

189

Rock density, Ib/ft3

120

Compressibility, 1/psi

1.20E-05

EOS

Peng Robinson

Hist. Matched fracture half-length, ft

200 - 270

Conductive Fracture/Re-frac half-length, ft

200 - 250

Min. Bottom Hole pressure, psi

470 - 535

Initial Pressure, psi

4586

Fracture Height, ft (max)

150 - 300

Primary fracture width, ft

0.01 - 0.02

SRV fracture width, ft

0.001 - 0.002

Re-fracture width, ft

0.015 - 0.022

Matrix porosity, %

7.3 - 9.1

Natural Fracture Porosity, %

3.30E-05

Matrix permeability, md (i and j)

0.005 - 0.01

Matrix permeability, 𝜇d (k)

0.5 - 1.0

Natural Fracture permeability, md (i and j)

2.00E-05

Natural Fracture permeability, md (k)

4.00E-05

Natural Fracture Spacing, ft (i and j), ft

50 - 150

Langmuir Adsorption constant, 1/psi (CH4)

0.00125

Maximal adsorbed mass, gmole/Ib (CH4)

0.0873

SRV secondary permeability, md

1300 - 1800

Primary fracture permeability, md

8000 - 10,000

Gas components

H2S, CO2, n-C1 -- C7+

Gas Water Contact Depth, ft

6800 - 7300
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The compositional models developed in this work are two-phase reservoir models having
logarithmically spaced, locally refined dual permeability (LS-LR-DK) grid blocks. Local grid
refinements, 9 x 9 x 1, are used as it best captures the transient responses close to each well. A
dual permeability model is used for an accurate representation of primary permeability in induced
fractures and secondary permeability in the natural fracture system. The shale gas superstructure
containing the well-pads are approximately modelled with 225 x 458 x 9, 32 x 29 x 125 and 80 x
100 x 10 orthogonal corner point grid block systems developed in CMG’s Builder. Three separate
models are built for an accurate representation of the spatial location of all 9 well-pads. Also,
building and running separate models is more computationally efficient than using a single large
model. It is retained the assumption that each of the 6 active and 12 planned wells per model are
far enough and would not be hydrodynamically connected to each of the 18 wells in the other two
models. Figure 3.9 illustrates the shale wells for production area I. Figures 3.10 and 3.11 illustrate
reservoir models II and III with re-fractured parent wells and fractured child wells according to
development strategies II and III, respectively.

Figure 3.9. Reservoir model I showing fractured and re-fractured wells in production area I.
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Figure 3.10. Reservoir model II with fracture and re-fractured wells according to field
development strategy II.

Figure 3.11. Reservoir model III with fracture and re-fractured wells according to field
development strategy III.

53

Wet gas shale reservoirs are characteristic of the case study play and so the reservoir
properties corresponding to this region are utilized in this work. The base compositional fluid
models are created from specific fluid composition and PVT data using CMG’s WINPROP. Single
component Langmuir isotherm parameters were used to model adsorbed shale gas composed of
CO2, H2S, n-C1 to n-C5, i-C4, i-C5, C7+. The composition of CH4 varied slightly between the
three models, and this was taken into account during strategic planning modeling. GEM is an
Adaptive-Implicit EOS compositional and GHG simulator, appropriate for modeling
multicomponent fluid flow through porous media.
The presence of horizontal stress isotropy and natural fractures’ interactions contribute to
the development of complex branched fracture networks during hydraulic fracturing. The optimal
design of completion parameters such as well spacing, stage/cluster spacing will contribute to
maximizing Boe/SRV while minimizing fracture stage interference or well frac hits. The field
development strategies modeled in this section are based on best practice completion/stimulation
strategies potentially applicable to the case study play. All the strategies are designed such that
selected re-frac candidates and/or protection wells are fractured before planned child wells. In this
way, the detrimental effects of frac hits are captured between alternative development strategies
that do not employ protection fracs. Frac hit effects on production are modeled experientially;
adjusting gas and water decline curves appropriately, based on observed effects in the AOI. Several
authors have discussed the occurrence of frac hits and the principles behind its occurrence
(Marongio-Porcu et al., 2015; Lindsay et al. 2016). Miller et al. (2016) examined over 3000 frac
interference cases in 5 major plays in the U.S. The analysis shows that the long-term and shortterm effects of fracture interference differ in wells based on reservoir characteristics.
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The development periods modeled in this work are based on the typical time taken for well
pad site construction till turn in line of wells, for a 4-6 well pad in the Marcellus. On the average,
it involves (i.) 60 days of well pad site construction (ii.) 45 days of top-hole drilling (iii.) 60 days
of Big Rig Drilling (iv.) 45 days of facility installation (v.) 45 days of completions operation (v.)
30 days to turn in line. Re-fractured parent wells (selected based on reviewed output of a trained
neural network and the t-SNE plot) are modeled by improving post production frac conductivity
(for old fractures) and narrowing cluster spacing between old fracs. The best time(s) for refracturing are set based on the average times it takes before successful re-frac wells are refractured. This time is dependent on techno-economic considerations; uneconomic decline rates,
production from neighboring wells, the need for protection fracs, operational logistics of fracturing
other wells, approaching lease expiration for other field assets, short term forecast of natural gas
prices etc.
The four development strategies demonstrated in each reservoir model are given in Table
3.5. Lateral landing placement for 36 infill wells are assumed optimal based on proxy well logs,
and public domain geology data. Building 2-D hydraulic fracture models can also improve lateral
placement decisions. It is assumed absence of stacked pay zone or “sweet spot” heterogeneity in
the AOI. Fracture growth models (i.e. geomechanical finite element models such as Abaqus) can
be implemented to estimate stress shadow effects prior to determining cluster and stage spacing
strategy or perforation design. Optimal well and cluster spacing for infill as well as re-frac wells
should differ from field to field. Geometric completions are employed and the same perforation
strategy (2-ft long clusters, 5spf, 60° phasing) is assumed for all DS. Field development strategies
incorporating re-fracturing should be based on acquiring incremental reservoir recovery on pad
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level, with consideration for the impact of re-fractured wells on parent and planned infill well
production.
Table 3.5. Summary of drilling, stimulation and completion strategies for parent and child wells.

Drilling

Stimulation

Stage/cluster
strategy

Refracturing
strategy

Strategy I
5000-6000-ft
infill well laterals,
batch drilled per
pad, drilled with
660-ft well
spacing (40-acre
spacing).
Sequential
hydraulic
fracturing of all 6
new well-pads.
25-30 stages,
200-ft stage
spacing.
Re-frac 6
candidate parent
wells prior to
fracturing 36
infill wells. 6
additional parent
wells fractured as
part of frac hit
mitigation
strategy. Over 10year horizon, 12
in-fill wells are
re-fractured.

Strategy II
5000-6000-ft
infill well laterals,
batch drilled per
pad, drilled with
660-ft well
spacing (40-acre
spacing).
Batch-concurrent
hydraulic
fracturing of all 6
new well-pads.
22-26 stages,
250-ft stage
spacing.

Only selected
candidate parent
wells are refractured. Over
10-year horizon,
12 in-fill wells
are re-fractured.

Strategy III
5000-6000-ft
infill well laterals,
batch drilled per
pad, drilled with
440-ft well
spacing (17.78acre spacing).
Batch-concurrent
hydraulic
fracturing of all 6
new well-pads.
25-30 stages,
200-ft stage
spacing.
Re-frac 6
candidate parent
wells prior to
fracturing 36
infill wells. 6
additional parent
wells fractured as
part of frac hit
mitigation
strategy. Over 10year horizon, 12
in-fill wells are
re-fractured.

Strategy IV
5000-6000-ft
infill well laterals,
batch drilled per
pad, drilled with
440-ft well
spacing (17.78acre spacing).
Sequential
hydraulic
fracturing of all 6
new well pads.
22-26 stages,
250-ft stage
spacing.

Only selected
candidate parent
wells are refractured. Twelve
in-fill wells are
re-fractured.

The schedules of the different operations for each field development strategy are depicted
in Appendix A. Planned well-pads A and C, D and E, G and I are batch drilled sequentially in all
DS, based on proximity of well-pads and other logistic considerations. Wells in each pad are zipper
fractured in order to increase operational efficiency. Among the 18 producing wells belonging to
the operator, only 6 wells have re-frac candidature status i.e. H-3, B-5, F-5, B-6, H-4, and B-4. For
the purpose of simplicity, it is assumed the same re-frac ratio (0.33) applied to the remaining 36
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planned wells. Therefore, 12 of the planned infill wells will be scheduled for re-fracturing during
the planning horizon. Re-frac times are varied between strategy I and III (2 - 3 years), and strategy
II and IV (3 - 4 years). Figures 3.12 and 3.13 show the plan views of reservoir models I and II after
the first year of planning.

Figure 3.12. Plan view of Reservoir Model I showing re-fractured wells in pad B according to
development strategy III.

Figure 3.13. Plan view of Reservoir Model II, showing re-fractured well in pad F according to
development strategy II.
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3.3.2. Case Study II: “Green” field development
In this case study, it is discussed the field development strategy and planning when new
wells are planned for (drilled, fractured and produced from) without the presence of existing
(parent) wells in a so-called “matured field”. Matured fields are referred to as brown fields while
nascent field are referred to as green. The green field in this case study is assumed to be adjacent
and having very similar geological and geophysical attributes to the brown field described in Case
Study I.
Figure 3.14 represents the schematic developed in RESOLVE® showing the relative
location of 54 wells distributed among 9 different well-pads, according to a planned strategy for
the development of the green field. Figure 3.15 shows a zoomed in view of well-pads 1, 2 and 3
with all 18 wells. RESOLVE is an integrated production modeling (IPM) tool (equipped with
multiple levels of optimization) utilized for solving the mixed integer, non-convex, non-linear
optimization problem posed by upstream oil and gas operations. Data objects such as “PVT” and
“Tight Reservoirs” are defined on the vendor neutral platform - RESOLVE - for performing fast
computationally efficient reservoir simulation. PVT data objects are used to define wet gas
reservoir and compositional hydrocarbon fluid properties, based on core data from the green field.
The tight reservoir data objects are used to define the well, fracture and operational parameters
before exporting to REVEAL® for specialized reservoir simulation. REVEAL is a reservoir
simulator within the PETEX platform that can use existing reservoir simulation models as starting
points for integration studies.
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Figure 3.14. Schematic showing an assembly of the 54 tight reservoir data objects and 7 PVT data
objects on the RESOLVE platform, prior to numerical reservoir simulation.

Figure 3.15. Zoomed in version of the relative locations of wells in well-pads 1, 2 and 3. WellPad 2 and 3 share the same compositional fluid properties and have the same PVT data.
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In this case study, it is proposed that the reservoir simulation models developed for the
adjacent brown field have been used to prescribe and narrow down optimal development strategies
for this new field development. The derivative of which entails prescription of an optimal range of
well and stage spacing that result in minimal well-to-well interference but maximum field or pad
level gas ultimate recovery. Furthermore, natural fractures are assumed to have negligible
contribution to production and so are not modeled in this case. For these reasons, isolated tight
unconventional data objects are used to model neighboring wells in each pad (side-by-side, above
or below) assuming no potential hydrodynamic or pressure communication will exist during
reservoir drainage.
This utilization of this approach eliminates the computationally expensive time and effort
of simulating all the wells in one large superstructure model (see Figure 3.16) as similarly
illustrated in the Figures 3.9, 3.10 and 3.11 of Section 3.3.2. Thus, tight reservoir and shale inflow
responses are captured using REVEAL and multiphase flow (of gas and water) in the shale well.
On the other hand, the complexities involved in the surface networks can be analyzed utilizing
GAP®. The REVEAL sub-surface reservoir simulation may be coupled with a surface model in
GAP for surface network modeling and optimization. GAP is a steady state, multiphase network
optimizer utilized for maximizing production from oil and gas fields. Although GAP allows the
potential for a three-tier optimization (due to its inherent non-linear global optimization
capabilities and the sequential and routing optimization capabilities of RESOLVE), production
results from all 54 wells, over the 10-year planning horizon, are exported to the optimization
platform GAMS (with different non-linear and linear packages) for the resolution of the MINLP
optimization model. Future studies may utilize the RESOLVE platform (including GAP
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functionalities) for complete upstream, midstream and downstream integrated optimization
studies.

Figure 3.16. I-J view of CMG model superstructure illustrating the relative locations of well pads
1 - 9 in the “green” field under development (colored scale in ft).
Each tight reservoir model developed in RESOLVE is exported to a REVEAL reservoir
simulator. In the reveal model, logarithmically spacing and local grid refinement is used to capture
transient responses close to the hydraulic fractures in the near wellbore. Fluid composition and
PVT data are re-verified in the PVT section in reveal. Just as in Case Study I, single component
Langmuir isotherm parameters are used to model adsorbed shale gas composed of CO2, H2S, nC1 to n-C5, i-C4, i-C5, C7+. The composition of CH4 varied slightly between wells in the field
and as can be seen from Figure 3-14 and Figure 3-15, well-pads 1 and 2, and well-pads 7 and 9 are
modeled with the same fluid compositional models.
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Operational data input is verified and updated in the “Wells” section prior to reservoir
simulation. As outlined in Section 3.3.1, the development periods for drilling, fracturing,
production and re-fracturing are modeled in REVEAL based on the typical time taken for wellpad site construction till turn in line of wells, for a 4-6 well pads in the Marcellus. The three
development strategies utilized in this case study are presented in Table 3-6. Lateral landing
placement for 54 wells are determined based on earlier discussed reservoir model optimization
studies. An elliptical fracture geometry is used to model fractures for all wells. A two-month period
spanned the time taken for drilling, fracturing and onset of initial production in pads 2, 6 and 8 for
all development strategies outlines below. This is because shorter horizontal wells are drilled in
these pads and this allowed for quicker turnaround time compared to the other well-pads. The
drilling, fracturing, production and re-fracturing schedules for each field development strategy is
depicted in Appendix A. All well-pads are drilled in batches, based on proximity of well-pads and
other logistic considerations. Drilled wells are fractured either concurrently or sequentially
depending on Table 3.6. Concurrent fracturing utilizes zippers for an increase in operational
efficiency.
Table 3.6. Summary of drilling, stimulation and completion strategies over 10-year planning
horizon for green field development.
Strategy I

Strategy II

Strategy III

Drilling

3750-6000-ft well
laterals, batch
drilled per pad,
drilled with 660-ft
well spacing.

3750-6000-ft well
laterals, batch
drilled per pad,
drilled with 880-ft
well spacing.

3750-6000-ft well
laterals, batch
drilled per pad,
drilled with 880-ft
well spacing.

Stimulation

Batch-concurrent
hydraulic
fracturing of 9
well-pads.

Batch-concurrent
hydraulic
fracturing of 9
well-pads.

Sequential
hydraulic
fracturing of 9
well-pads.

(table cont’d.)
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Strategy I

Strategy II

Strategy III

Stage/cluster
strategy

25-35 stages, 125ft stage spacing.

25-35 stages, 125ft stage spacing.

30-40 stages, 125ft stage spacing.

Re-fracturing
strategy

Based on re-frac selection criteria, 18 parent wells are refractured over the 10-year horizon. No re-frac hit mitigation
strategy is employed.

An FNN - t-SNE-based re-frac candidate selection, implemented in the adjacent brown
field (See Section 3.2 and 3.3.1), revealed that one-third of existing (mature) wells in the AOI can
be selected for re-fracturing. Considering this ratio, it is assumed that 18 wells out of 54 will be
strategically planned for re-fracturing. The decline level and productivity of the 54 wells will be
used for selecting the 18 re-frac candidate wells in this case study. Re-fracturing was modeled in
REVEAL by narrowing cluster spacing - for placement of re-fracs in each well and utilizing an
improved fracture conductivity for the initial fractures. Re-fracture geometries are conservatively
estimated as having the same dimensionless fracture conductivity, FCD, as the initial pre-fracs.
Stress shadow effects cannot be accounted in the REVEAL simulator. No frac hit mitigation
strategy is employed in any of the development strategies as frac hits are assumed to not occur.
Re-frac times are varied between field development strategies; I (~ 4 years), II (~ 2.5 years) and
III (~ 3.25 years). The optimal time for re-fracturing is set based on techno-economic
considerations as discussed in Section 3.3.1. Other relevant fracture and reservoir parameters are
defined in Table 3.7 below.
Table 3.7. Model parameters for “Green” field development.
Parameters

Value

Lateral Length, ft
Formation Top TVD, ft
Well radius, ft
Grid Block size, ft

3750 - 6000
12,590
0.30
450

(table cont’d.)
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Parameters

Value

Initial water saturation, %

22 - 25

Reservoir Temperature, F
Rock density, Ib/ft3
Compressibility, 1/psi
EOS
Fracture half-length, ft
Min. Bottom Hole pressure, psi
Initial Pressure, psi
Fracture Height, ft (max)
Fracture width, ft
Re-fracture width, ft
Matrix porosity, %
Matrix permeability, md
Matrix permeability, ratio
Langmuir Adsorption constant, 1/psi (CH4)
Maximal adsorbed mass, g-mole/Ib (CH4)
Gas components
Gas Water Contact Depth, ft

245
118
1.12E-05
Peng Robinson
200 - 250
450 – 550
6860 - 8443
200 - 250
0.01 - 0.02
0.011 - 0.025
6.2 - 8.9
0.0085 - 0.013
0.1
0.00125
0.0873
H2S, CO2, n-C1 -- C7+
12900 - 13129
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4. Shale Gas Supply Chain Network Design and Operation
4.1. Introduction
A supply chain may be defined as an integrated process wherein a number of various
business entities work together in an effort to acquire raw materials, convert these raw materials
into specific final products, and deliver these final products to markets (Beamon, 1998). In the
specific case of the shale gas production and distribution, the supply chain is represented by a
complex network that encompasses pads where wells are drilled and hydro-fractured, water
management structures to ensure supply of the required fracturing fluids for stimulation activities
in the wells and the treatment of the wastewater generated after the hydraulic fracturing treatments
and during the exploitation of the reservoir, the processing facilities to separate the different
constituents of the shale gas, the storage of the final products, and the selection of the different
consumption points where the final products are supplied including power generation plants,
petrochemical plants, and residential and commercial establishments. Since shale reserves are
frequently located in undeveloped and/or remote geographies, pipeline infrastructure to link
different entities throughout the supply chain also has to be taken into account in the development
of a shale gas project.
A number of contributions have addressed the inherent complexities associated with the
decision-making processes involved in the development and planning of shale gas projects. The
first approach to handle the optimal modelling of a shale gas development was presented by Cafaro
and Grossmann (2014). In this work, a MINLP model was developed for the strategic planning
and design of an optimal shale gas supply chain network. A maximization of pipelines and
equipment utilization was suggested to main the shale gas venture profitable. Although this work
represented the first attempt to develop the necessary tools for optimizing shale gas ventures, the
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intricacies related to the water management for the stimulation activities and the complex
processes involved in the unconventional reservoir exploitation were not addressed in detail. A
meticulous treatment of the optimization problem related to the water management structure
design and operation for shale gas was first presented by Yang et al. (2014) A two-stage mixedinteger linear programming (MILP) model was developed to optimally determine the water
infrastructure required for water acquisition and wastewater disposal and/or treatment/reuse under
uncertain availability of interruptible water sources. Similarly, Lira-Barragán et al. (2016)
presented a two-stage MILP model for the determination of the optimal water management
networks under completion water requirements and flowback uncertainties. Gao and You (2015a)
also addressed the water management optimization problem for shale gas production. Their work
was based on the development of mixed integer linear fractional programing (MINFP) models
with the objective of minimizing freshwater consumption per unit of proﬁt. This approach
considered multiple water management options including disposal, centralized wastewater
treatment (CWT) facilities, and onsite treatment facilities. An investment model was developed by
Yang et al. (2015), based on a MILP formulation, for water acquisition and handling wastewater
to maximize the proﬁt by accounting for the revenue of gas sales and costs, including capital cost
of impoundment, piping, and treatment facility, as well as operating costs including freshwater,
pumping, treatment, and disposal. An extension of this model was utilized by Bartholomew and
Mauter (2016) in order to incorporate more ﬂexibility in the water transportation and storage. This
model also incorporated a functionality to assess the human health and environmental impact.
Even though these works have provided significant insights to shale gas supply chain optimization,
more integrative approaches are necessary to holistically optimize and evaluate shale gas
development enterprises.
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A more comprehensive framework for the development of shale gas resources was first
conceived by Gao and You (2015b). Their work presented a case study about the optimization of
shale gas supply chains as well as the water management network. A multi-objective nonconvex
MINLP model was proposed for the economic and environmental optimization of shale gas
network. Although this work presented a major milestone about decision-making tools for shale
gas developments, the complex non-linear processes involved in shale gas reservoir production
were not included. An interesting approach that focuses on the intricate processes in the field was
presented by Cafaro et al. (2016). In this work, a continuous-time nonlinear programming (NLP)
model was developed to determine whether or not a shale well should be re-fractured and when
the re-fracture has to take place. Then, a MILP formulation is introduced in the proposed
framework to extend the study to multiple re-fracture campaigns in the shale well. The main
disadvantage of this inceptive approach was the lack of reservoir properties considered in the
proposed study. The complexities involved in the interaction between natural and induced
fractures, the propagation of fractures, and the gas flow through the fractures among others
elements with a preponderant influence in the effectiveness of re-fracture treatments were not
considered in this work.
All the above-mentioned literature represented pioneer decision-making approaches for the
design and operation of shale gas developments. However, the complexity involved in
unconventional reservoirs and its impact on the drilling, completion and stimulation activities for
maximizing well performances were not included in those investment models. Guerra et al. (2016)
presented the first attempt to bridge this gap between inherent complexities of unconventional
reservoirs and long-term planning tools for techno-economic evaluations of shale gas
developments. In their work, they leveraged on published reservoir simulation results (Calderon
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et al., 2016) for off-line integration with their MINP model. The main limitation of this work
resided in the oversimplification of the pad designs and unrealistic schedules for wells’
construction. Each pad was constituted by wells with the same design (horizontal length and
number of stages) and their construction was performed during the same time period (restricted
schedule). In addition, the necessity of implementing re-stimulation operations was not addressed
by this approach. Therefore, there is plenty of room for developing more realistic and robust
optimization models for production and distribution of shale gas assets. For instance, the
incorporation of certain elements including realistic reservoir strategies based on petroleum
engineering concepts as well as the utilization of data driven techniques can enhance the realism
provided by an optimization model. Of course, from an economical point of view, all this offers
major challenges and opportunities of improvement for design and coordination of different
activities. In the following section, the optimization model used in the proposed decision-making
framework described in Chapter 2 is introduced.
4.2. Shale Gas Section
The gas section involves the different phases of a shale gas venture including production,
transmission and distribution of natural gas and heavier hydrocarbons (Figure 4.1). The production
phase includes the selection of an optimal field development strategy for the exploitation of the
shale gas resources and the construction and operation of the gathering pipeline network to connect
the different well-pads with the treatment/processing facilities. After stimulation and completion
activities, raw gas starts to flow up to the ground and is fed into the gathering pipeline
infrastructure. This pipeline infrastructure also includes compression stations that pressurize the
gas and allow its transportation to the processing facility. The peak and sudden decline of
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production rates observed in the shale wells turn the selection of the pipeline design and the
remaining surface facilities operation into a critical matter.

Figure 4.1. Different stages of the shale gas throughout the supply chain.
Before transporting the gas to the transmission system, several treatment/separation phases
are required to generate a product gas in accordance to the infrastructure quality requirements.
Table 4.1 depicts a sample of a typical composition required to upgrade the gas to the quality
conditions of the transmission pipelines. Once the raw gas receives a first processing at the wellpad, in which condensation and water separation are produced, a more refined separation is
required to turn the different shale gas constituents into marketable products. A processing plant
is usually built relatively close to the site that shale gas exploration and production is occurring
(Zendehboudi and Bahadori, 2017). This plant includes a preliminary treatment to remove highly
corrosive contaminants such as the carbon dioxide and hydrogen sulfide. Then, the treated gas has
to be dehydrated to minimize the content of water and meet the standard quality of the pipeline
infrastructure. Finally, a separation process can be necessary in case of wet gas to remove heavier
hydrocarbons such as ethane, propane, butanes and natural gasoline and meet the pipeline
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requirements. This process normally involves different units including demethanizer and
fractionators. In the present approach, it is assumed that the treatment cost already covers all the
treatment/separation phases. A schematic representation of the shale gas separation process is
given by Figure 4.2. This facet also involves the construction and operation of feeder lines to move
the resulting natural gas from the processing plants to the transmission system.
Table 4.1. Typical pipeline quality for transported natural gas (Weiland and Hatcher, 2012a, b;
Speight, 2018).
Component
Methane
Ethane
Propane
Carbon
Dioxide
Nitrogen
Hydrogen

Typical Composition (mol%)
95.40
3.89
0.04
2.00
0.08
4*10-6

Figure 4.2. Shale gas separation scheme. Adapted from Al-Douri et al. (2017).
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The transmission phase involves the transportation of natural gas via large-diameter, high
pressure steel transmission pipelines to power plants, storage facilities and local distribution
networks. This facet also comprises the commercialization of the different heavier hydrocarbons
present in the shale gas. Pipeline infrastructure is also required for the transportation of liquid
ethane from the treatment/separation plant to the closest crackers. The other heavier hydrocarbons
such as propane, butanes, and natural gasoline (+C5) are commercialized at the gate of the
separation plant. The trucking of these products is assumed to be covered by the different end
consumers.
In the present approach, the different field development strategies encompass the activities
of drilling, completion and stimulation of the wells in the pads for the exploitation of the
unconventional reservoir. These strategies are pre-defined by the implementation of reservoir
models. From all the potential field development strategies, at most one can be selected for the
development of the shale gas assets. This restriction is depicted by Equation 4.1, as follows:
∑ YSR st ≤ 1

(4.1)

st∈ST

where YSR st is binary variable that equals 1 if a field development strategy st is selected for all the
well-pads in the reservoir. While previous approaches included the individual selection of the wells
(Cafaro and Grossmann, 2014; Gao and You, 2015b), this optimization model takes advantage of
the predefined field development strategies (well-pad designs and operations schedule) to avoid
the high computational costs involved in the previous approaches. Moreover, a more realistic
drilling and fracturing plan can be establish by considering the intricacies present in the reservoir.
In this approach, the number and schedule of re-frac campaigns in the field are also pre-established.
In previous approaches (Chebeir et al., 2017), the selection of candidates for re-fracturing was
decided through the definition of fractured and fractured/re-fractured wells (see Appendix B).
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Through the implementation of the present approach, the pre-established field development
strategies already have defined the wells to be re-fractured.
The production in each well-pad depends on the field development strategy selected, which
is given by:
RGPwp,t = ∑ YSR st ∙ wprwp,st,t

∀ wp ∈ WP, t ∈ T

(4.2)

st∈ST

where RGPwp,t is the raw gas production, in Mm3 per day, at well-pad wp in each time period t.
wprwp,st,t is the production rate in Mm3 per day at well-pad wp when the field development
strategy st is implemented for the exploitation of the reservoir during the time period t. This
parameter is determined by each strategy during the implementation of the reservoir simulations.
Individual component production can be easily obtained by multiplying the composition at
each well-pad by the raw gas production. These individual productions are obtained by Equations
4.3-4.7, as follow:
GPMwp,t = mcwp ∙ RGPwp,t

∀ wp ∈ WP, t ∈ T

(4.3)

GPEwp,t = ecwp ∙ RGPwp,t

∀ wp ∈ WP, t ∈ T

(4.4)

GPPwp,t = pcwp ∙ RGPwp,t

∀ wp ∈ WP, t ∈ T

(4.5)

GPBwp,t = bcwp ∙ RGPwp,t

∀ wp ∈ WP, t ∈ T

(4.6)

GPGwp,t = gcwp ∙ RGPwp,t

∀ wp ∈ WP, t ∈ T

(4.7)

where GPMwp,t , GPEwp,t , GPPwp,t , GPBwp,t , and GPGwp,t are the individual gas production rates
in Mm3 per day of methane, ethane, propane, butanes, and natural gasoline, respectively. mcwp ,
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ecwp , pcwp , bcwp , and gcwp represent the time-averaged volumetric composition of the different
shale gas constituents.
The raw gas produced is then transported to compression stations.
RGPwp,t = ∑ FRCwp,cn,t

∀ wp ∈ WP, t ∈ T

(4.8)

cn∈CN

where FRCwp,cn,t is the raw gas, in Mm3 per day, sent from well-pad wp to compression node cn
during period t.
Individual component flows are also defined for the gas transported to different
compression points. Equations 4.9-4.13 depicts these individual component flows as:
FMCwp,cn,t = mcwp ∙ FRCwp,cn,t

∀ wp ∈ WP, cn ∈ CN, t ∈ T

(4.9)

FECwp,cn,t = ecwp ∙ FRCwp,cn,t

∀ wp ∈ WP, cn ∈ CN, t ∈ T

(4.10)

FPCwp,cn,t = pcwp ∙ FRCwp,cn,t

∀ wp ∈ WP, cn ∈ CN, t ∈ T

(4.11)

FBCwp,cn,t = bcwp ∙ FRCwp,cn,t

∀ wp ∈ WP, cn ∈ CN, t ∈ T

(4.12)

FGCwp,cn,t = gcwp ∙ FRCwp,cn,t

∀ wp ∈ WP, cn ∈ CN, t ∈ T

(4.13)

where FMCwp,cn,t, FECwp,cn,t , FPCwp,cn,t , FBCwp,cn,t , and FGCwp,cn,t are the individual flows, in
Mm3 per day, of methane, ethane, propane, butanes (n-butane and iso-butane), and natural
gasoline, respectively, transported from well-pad wp to compression node cn in time period t.
A flow balance can be also established in each junction node, as follows:
∑ FRCwp,cn,t = ∑ FRPcn,p,t
wp∈WP

p∈P
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∀ cn ∈ CN, t ∈ T

(4.14)

where FRPn,p,t is the raw gas in Mm3 per day transported from compression node cn to processing
plant p in each time period t.
Given the spatial variability of shale gas composition, the component flow balances in the
different compression nodes incorporate bilinear terms into the mathematical model.
FMPcn,p,t = mccncn,t ∙ FRPcn,p,t

∀ cn ∈ CN, p ∈ P, t ∈ T

(4.15)

FEPcn,p,t = eccncn,t ∙ FRPcn,p,t

∀ cn ∈ CN, p ∈ P, t ∈ T

(4.16)

FPPcn,p,t = pccncn,t ∙ FRPcn,p,t

∀ cn ∈ CN, p ∈ P, t ∈ T

(4.17)

FBPcn,p,t = bccncn,t ∙ FRPcn,p,t

∀ cn ∈ CN, p ∈ P, t ∈ T

(4.18)

FGPcn,p,t = gccncn,t ∙ FRPcn,p,t

∀ cn ∈ CN, p ∈ P, t ∈ T

(4.19)

where FMPcn,p,t , FEPcn,p,t , FPPcn,p,t , FBPcn,p,t , and FGPcn,p,t are the individual flows, in Mm3 per
day, for methane, ethane, propane, butane, and natural gasoline, respectively, transported from
each compression node cn to processing plant p in time period t. mccnn,t , eccnn,t , pccnn,t , bccnn,t ,
and gccnn,t are variables that stand for the volume composition of methane, ethane, propane,
butanes, and natural gasoline, respectively, at the outlet of the compressor node cn in time period
t. These equations enforce that flows departing from these nodes have the same composition. Tight
bounds can be established for the gas compositions in each compression node (mixing-splitting
point) to improve the convergence of the model. This is done by implementing a pre-analysis of
the maximum and minimum gas compositions in the field (Drouven and Grossmann, 2016).
In addition, individual component flow balances are incorporated in the model, as follows:
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∑ FMCwp,cn,t = ∑ FMPcn,p,t
wp∈WP

∀ cn ∈ CN, t ∈ T

(4.20)

∀ cn ∈ CN, t ∈ T

(4.21)

∀ cn ∈ CN, t ∈ T

(4.22)

∀ cn ∈ CN, t ∈ T

(4.23)

∀ cn ∈ CN, t ∈ T

(4.24)

p∈P

∑ FECwp,cn,t = ∑ FEPcn,p,t
wp∈WP

p∈P

∑ FPCwp,cn,t = ∑ FPPcn,p,t
wp∈WP

p∈P

∑ FBCwp,cn,t = ∑ FBPcn,p,t
wp∈WP

p∈P

∑ FGCwp,cn,t = ∑ FGPcn,p,t
wp∈WP

p∈P

Flow balances can be established in each processing plant, as follows:
∑ FMPcn,p,t + ∑ (1 − ωp ) ∙ FEPcn,p,t = ∑ FNGIp,ip,t
cn∈CN

cn∈CN

ρeg ∙ ∑ ωp ∙ FEPcn,p,t = ∑ FLEp,e,t
cn∈CN

∀ p ∈ P, t ∈ T

(4.25)

ip∈IP

∀ p ∈ P, t ∈ T

(4.26)

e∈E

ρpg ∙ ∑ FPPcn,p,t = FLPp,t

∀ p ∈ P, t ∈ T

(4.27)

∀ p ∈ P, t ∈ T

(4.28)

∀ p ∈ P, t ∈ T

(4.29)

cn∈CN

ρbg ∙ ∑ FPBcn,p,t = FLBp,t
cn∈CN

ρgg ∙ ∑ FPGcn,p,t = FLGp,t
cn∈CN

where FNGIp,ip,t represents the flow, in Mm3 per day, of natural gas (constituted by methane and
ethane) transported from processing plant p to interconnection point ip in time period t. FLEp,e,t
stands for the flow, in ton per day, of liquid ethane from processing plant p to cracker e in time
period t. FLPp,t, FLBp,t , and FLGp,t represent the flow, in ton per day, of liquid propane, butanes,
and natural gasoline (heavier hydrocarbons such as C5+), respectively, at processing plant p in each
time period t. ωp is a parameter that stands for the ethane recovery in the processing plants. This
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amount may be modified due to an increase of ethane rejection in case of low prices of this
commodity. Of course, the amount that can be rejected is constrained by pipeline integrity issues
and terms of contracts established with distribution companies. ρeg, ρpg, ρbg, and ρgg represent
the densities of the different heavier components of the shale gas. A main assumption, the presence
of inert gases (CO2 and N2) are neglected. In addition, we also assume a 100% recovery of propane,
butanes and natural gasoline (Schulz et al., 2005).
In many cases, only the pre-processing operations (acid gas, mercury and nitrogen removal
processes) and the demethanization are considered for the separation plant. Of course, this reduce
the costs involved in the capital required for the construction of the facility. This approach is
similar to the one implemented in the model of the Appendix C. Then, the Equations 4.25-4.29 do
not apply anymore for the proposed model, and they are replaced by the following expressions:
∑ FMPcn,p,t = ∑ FNGIp,ip,t
cn∈CN

∀ p ∈ P, t ∈ T

(4.30)

∀ p ∈ P, t ∈ T

(4.31)

ip∈IP

ρeg ∙ ∑ FNGLcn,p,t = NGLp,t
cn∈CN

where FNGLcn,p,t is the flow of natural gas liquids from the compression node cn to the processing
plant p. NGLp,t is the amount of natural gas liquid obtained from the demethanization process.
Here, it is assumed 100 % of the NGL are recovered in the demethanizer and sold at the gate of
the processing plant. This modification in the equations also leads to alterations in the expressions
utilized to describe the upstream and downstream sections of the supply chain and the equations
used to determine the revenue generated by the different products.
Once the natural gas reaches an interconnection point, it can be sent to storage and/or final
consumption points.
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∑ FNGIp,ip,t = ∑ FNGMip,m,t + ∑ FNGUip,uf,t
p∈P

where

m∈M

∀ ip ∈ IP, t ∈ T

(4.32)

uf∈UF

FNGMip,m,t stands for the flow, in Mm3 per day, of natural gas transported from

interconnection point ip to customer market m in each time period t. FNGUip,uf,t is the flow, in
Mm3 per day, of natural gas sent from interconnection point ip to underground storage facility uf
in time period t. Once the gas reaches the interconnection points, the transportation occurs through
the utilization of transmission system infrastructure.
A flow balance can be established in each underground storage facility. In addition, the
operating restrictions of each of these facilities are also considered.
∑ FNGUip,uf,t + NGSuf,t−1 = ∑ FUMuf,m,t + NGSuf,t
ip∈IP

∀ uf ∈ UF, t ∈ T

(4.33)

m∈M

NGSuf,t ≤ awgcuf,t

∑ FNGUip,uf,t ≤ icuf,t

∀ uf ∈ UF, t ∈ T

(4.34)

∀ uf ∈ UF, t ∈ T

(4.35)

∀ uf ∈ UF, t ∈ T

(4.36)

p∈P

∑ FUMuf,m,t ≤ wcuf,t
m∈M

where NGSuf,t is the amount of natural gas stored in each underground storage facility uf during
time period t. FUMuf,m,t is the flow, in Mm3 per day, of natural gas transported from the
underground storage facility uf to consumption point m in each time period t. awgcuf,t , icuf,t and
wcuf,t are parameters that constraint the different operations (injection and withdrawal) and storage
capacity of underground storage facilities.
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The amounts of shale gas, methane, and liquid ethane transported from well-pads to
compression nodes, from compression nodes to processing plants, from processing plants to
interconnection points, and from processing plants to crackers are bounded by the pipeline
capacities.
FRCwp,cn,t ≤ ∑ ∑ FCCapwp,cn,rg ∙ YFCwp,cn,t′ −td,rg
t′ ≤t

∈T

∀ wp ∈ WP, cn ∈ CN, t
(4.37)

rg∈RG

FRPcn,p,t ≤ ∑ ∑ FPCapcn,p,rg ∙ YFPcn,p,t′ −td,rg

∀ cn ∈ CN, p ∈ P, t ∈ T

(4.38)

∀ p ∈ P, ip ∈ IP, t ∈ T

(4.39)

t′ ≤t rg∈RG

FNGIp,ip,t ≤ ∑ ∑ FICapp,ip,rg ∙ YFIp,ip,t′ −td,rg
t′ ≤t

rg∈RG

FLEp,e,t ≤ ∑ ∑ FECapp,e,rl ∙ YLEp,e,t′ −td,rl
t′ ≤t

∀ p ∈ P, e ∈ E, t ∈ T

(4.40)

rl∈RL

where FCCapwp,cn,t,rg , FPCapcn,p,t,rg , and FICapp,ip,t,rg are the installed pipeline capacities for gas
transportation from well-pad wp to compression node cn, from compression node cn to processing
plant p, and from processing plant p to interconnection point ip, respectively, with a capacity size
rg. These capacities are determined by Weymonth (1942) and Panhandle formulations for gas
pipelines described below (Equations 4.41 and 4.42). The diameters are based on commercial sizes
of gas pipelines. FECapp,e,rl is the installed pipeline capacity for liquid ethane transportation from
processing plant p to cracker e with a capacity size rl. In this case, it is considered a maximum
fluid velocity for the liquid ethane and commercial sizes of diameters. YFCwp,cn,t,rg , YFPcn,p,t,rg ,
YFIp,ip,t,rg , and YLEp,e,t,rl are binary variables that equal 1 if a installed capacity is selected for
transportation between well-pad wp and compression node cn, between compression node cn and
processing plant p, between processing plant p and interconnection point ip and between
80

processing plant p and cracker e, respectively, in the capacity interval rg (rl for liquid ethane) in
time period t.
The Weymouth equation used for high Reynolds-numbers flows is given as follows:
1/2

2.67

Qg = 1.1d

P12 − P22
[
]
LSZT1

(4.41)

where Qg is the gas flow in MMscf/day, d is the diameter in inches, P1 is the upstream pressure in
psia, P2 is the downstream in psia, L is the length in ft, T1 is the temperature in °R, S is the specific
gravity, and Z is the compressibility factor for gas. Of course, there is a version of this equation
that utilizes the SI system.
The Panhandle equation used for moderate Reynolds-numbers is described by:
0.51

P12 − P22
Qg = 0.028 ∙ E ∙ [ 0.961
]
S
∙ L ∙ Z ∙ T1

∙ d2.53

(4.42)

where E is the efficiency factor (new pipe=1, good operating conditions=0.95, average operating
conditions=0.85). The remaining parameters are the same described in the Weymonth equation.
If a pipeline is established at certain time period, its capacity should be unique (Equations
4.43-4.46).
∑ YFCwp,cn,t,rg ≤ 1 ∀ wp ∈ WP, cn ∈ CN, t ∈ T

(4.43)

rg∈RG

∑ YFPcn,p,t,rg ≤ 1 ∀ cn ∈ CN, p ∈ P, t ∈ T

(4.44)

rg∈RG

∑ YFIp,ip,t,rg ≤ 1 ∀ p ∈ P, ip ∈ IP, t ∈ T
rg∈RG
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(4.45)

∑ YEp,e,t,rl ≤ 1 ∀ p ∈ P, e ∈ E, t ∈ T

(4.46)

rl∈RL

Equations 4.47-4.51 restrict the total flow of natural gas and natural gas liquids that can be
sent to different consumption nodes.
∑ FNGMip,m,t + ∑ FUMuf,m,t ≤ ngdemm,t ∀ m ∈ M, t ∈ T
ip∈IP

(4.47)

uf∈UF

∑ FLEp,e,t ≤ edeme,t

∀ e ∈ E, t ∈ T

(4.48)

p∈P

∑ FLPp,t ≤ pdemt

∀t∈T

(4.49)

∑ FLBp,t ≤ bdemt ∀ t ∈ T

(4.50)

p∈P

p∈P

∑ FLGp,t ≤ gdemt

∀t∈T

(4.51)

p∈P

where mdemm,t is the natural gas demand at consumption point m in time period t. The values of
this parameter are the result of implementing data driven algorithms and data from a real energy
generator located in the region. The parameters edeme,t , pdemt , bdemt , and gdemt represent the
remaining products’ demands.
In the case of the separation plants, Equation 4.52 bounds the amount of shale gas that can
be processed.
∑ FRPcn,p,t ≤ ∑ ∑ PCaprp ∙ YPp,t′ −tp,rp
cn∈CN

t′ ≤t rp∈RP
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∀ p ∈ P, t ∈ T

(4.52)

where PCaprc is the capacity of separation plant p with a size rp. YPp,t,rp is a binary variable that
equals 1 if a installed capacity is selected for processing plant p with a size rp.
For a separation plant, only one size can be selected for the capacity installed in a time
period.
∑ YPp,t,rp ≤ 1 ∀ p ∈ P, t ∈ T

(4.53)

rp∈RP

The total power installed at compression nodes and processing plant outlets must be equal
or greater than the power demanded (Cafaro and Grossmann, 2014), which is expressed by
Equations 4.54-4.57:

∑ ∑ CCaprc ∙ YCCcn,t′ −tc ,rc ≥ kcccn ∙ ∑ FRPcn,p,t
t′ ≤t

rc∈RC

rc∈RC

(4.54)

∀ p ∈ P, t ∈ T

(4.55)

p∈P

∑ ∑ CCaprc ∙ YPCp,t′ −tc ,rc ≥ kcpp ∙ ∑ FNGIp,ip,t
t′ ≤t

∀ cn ∈ CN, t ∈ T

ip∈IP

where YCCcn,t,rc and YPCp,t,rc are binary variables that equal 1 if capacity is installed compression
node cn and the compressor stations located at processing plant p, respectively, in time period t
with a size rc. CCaprc is a parameter that stands for the discrete sizes of the installed capacities.
kcccn and kcpp represent constant parameters for compression stations determined by assuming
fixed pressures in each node and utilizing the equation developed by Duran and Grossmann (1986).
If a compressor station is established, its capacity should be bounded by the corresponding
capacity range; otherwise, its capacity should be zero. The relationships for the different
compressor stations can be modeled by the following inequalities:
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∑ YCCcn,t,rc ≤ 1 ∀ cn ∈ CN, t ∈ T

(4.56)

rc∈RC

∑ YPCp,t,rc ≤ 1 ∀ p ∈ P, t ∈ T

(4.57)

rc∈RC

The expressions utilized for the description of the capacity expansions for different
facilities such as the pipelines, compressor stations and processing plants are based on a linear
formulation of the scale function implemented for the design of different types of infrastructure.
An example of these types of functions for the construction of different facilities is given by the
Figure 4.3. This depicts a graphical representation of the continuous scale functions discretized for
these types of optimization problems.

Figure 4.3. Schematic representation of equipment costs subject to economies of scale utilized in
optimization problems. Adapted from Drouven and Grossmann (2016).
4.3. Supporting Operations Section: Water Management
The Supporting Operations Section (Figure 4.4) is related to the auxiliary facilities and
operations required for the production of shale gas. These operations involve the optimal
management of the freshwater required during the stimulation activities in the field and the
manipulation of the wastewater generated right after these operations and during the entire
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planning horizon of the venture. This includes the different water management options on-site and
off-site for the development.

Figure 4.4. Schematic representation of water management structure. The blue line stands
freshwater and/or water under standard conditions and orange/yellow line stands for wastewater
(Asala et al., 2017).
The water management includes the acquisition and transportation of freshwater as well as
the transportation and management options (treatment/recycle and/or injection) of the wastewater.
Three management options are considered including on-site treatment, off-site treatment, and/or
final disposal. A basic treatment such as filtration is considered in each well-pad without any type
of reduction of TDS concentrations. Filtration techniques can remove coarse suspended solids
from the produced water and enable its utilization in future stimulation campaigns (He et al., 2016).
However, this also implies the necessity of mixing this poor-quality water with freshwater to
achieve reasonable standard conditions (TDS concentrations) for fracturing operations and avoid
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plug-in of pores in the shale rock. The off-site treatment considers the delivery of the wastewater
to CWT facilities for the desalination and posteriori recycle or final disposal. In this work, three
types of technologies are considered for the water treatment including Multi-Stage Flash (MSF),
Multi-Effect Distillation (MED), and Mechanical Vapor Recompression (MVR). Each of these
technologies has operating limitations to maintain an efficient performance. In addition, the
treatment costs also vary regarding the type of technology. The Class II Injection Wells represent
the last management option considered in this work. This option depends on the accessibility of
these facilities in the development area. The transportation of water between the different facilities
in the water management structure can be performed by truck and/or pipelines. In this work, only
trucking is considered for the transportation of freshwater. Given the high content of pollutants in
the wastewater generated, it is assumed that only trucking is possible in the AOI.
In order to perform the stimulation activities in the field, it is necessary to generate the
corresponding hydraulic fluid. The water required for generating the hydraulic fluid is given by:
FWR wp,t = ∑

∑ [fwpwp,wd ∙ YSR st

st∈ST wd∈WD

(4.58)

∙ (nwp,wd,t−tfwp,st,st + nrwp,wd,t,st )]

∀ wp ∈ WP, t ∈ T

where FWR wp,t is the amount of freshwater required at well-pad wp in time period t for stimulation
operations. fwpwp,wd is a parameter that stands for water required during stimulation activities in
well-pad wp for wells of design wd. The same parameter is applied for both stimulation and restimulation operations given that the amount of water required is practically the same. nwp,wd,st,t
and nrwp,wd,st,t represent the number of wells stimulated and the number of wells re-stimulated,
respectively, in each well-pad wp with shale wells of design wd during time period t when field
development strategy st is selected. These parameters defined during the implementation of the
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reservoir simulations explained in Chapter 3. tfwp,st stands for the time interval between the
drilling operations and the stimulation activities in each well-pad wp for field development strategy
st. This parameter depends on the water requirements of shale wells in the AOI.
The wastewater generated in m3 at each well-pad (WWPwp,t ) is constituted by two main
terms, the first one is the flowback and the second one represents the produced water during the
life span of the wells developed in the corresponding well-pad. This is described by the following
equation:
WWPwp,t = fbcwp ∙ FWR wp,t + ∑ (wwcwp,st,t ∙ YSR st ∙ nd)

∀ wp ∈ WP, t ∈ T

(4.59)

st∈ST

where nd is the average number of days in a month. fbcwp is a parameter that stands for the water
recovery after stimulation activities in the well-pad wp. wwcwp,st,t is the produced water (in m3
per day) at well-pad wp for strategy st in time period t. This parameter is also pre-defined by the
reservoir simulations and depends on the field development strategy selected.
Once the wastewater is generated, the different management options available for its
disposal and/or treatment/reutilization are described by the following material balance in each
well-pad:
WWPwp,t = WTPwp,t + ∑ WPCwp,c,t + ∑ WPIWwp,iw,t
c∈C

∀ wp ∈ WP, t ∈ T

(4.60)

iw∈IW

where WTPwp,t is the amount of water treated onsite by a basic treatment technology in well-pad
wp during the time period t. WPCwp,c,t is the wastewater transported from well-pad wp to
centralized wastewater treatment (CWT) facility c in each time period t. WPIWwp,iw,t is the
wastewater transported from well-pad wp to Class II Injection Well iw in each time period t.
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The wastewater generated during the stimulation activities in the field can be treated in
different CWT facilities. A material balance at the inlet of each facility is depicted in Equation
4.61.
CWT
∑ WPCwp,c,t = WTCc,t
∀ c ∈ C, t ∈ T

(4.61)

wp∈WP
CTW
where WTCc,t
is the wastewater to be treated at CWT facility c in each time period t.

A material balance of total dissolved solids (TDS) at the inlet of the treatment facility is
also performed, as follows:
CWT
CWT
PAD
∑ WPCwp,c,t ∙ Cwp
= WTCc,t
∙ Cc,t
∀ c ∈ C, t ∈ T

(4.62)

wp∈WP
CTW
PAD
where Cwp
is the average concentration of TDS (in ppm) at each well-pad. Cc,t
is the inlet TDS

concentration (in ppm) of CWT facility c in time period t. This expression can be extended to other
possible pollutants in the water. Non-convex bilinear terms emerge as a consequence of the product
of wastewater flows and TDS concentrations.
The removal of salts by implementing different types of technologies including multi-stage
flash (MSF), multi-effect distillation (MED), or mechanical vapor recompression (MVR) among
others. Only one technology can be utilized in the CWT facility, which is imposed as follows:
∑ YTw,c ≤ 1 ∀ c ∈ C

(4.63)

w∈W

Equation 4.64 stands for the flow balance in the desalinization technology during time
period.
CWT
∑ WTWw,c,t = WTCc,t
∀ c ∈ C, t ∈ T
w∈W
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(4.64)

where WTWw,c,t is the wastewater treated by technology w at CWT facility c in time period t.
The volumetric capacity of each technology used for the removal of salts in the CWT
facility is given by Equation 4.65. Additionally, Equation 4.66 stands for the limitation of each
technology to treat wastewater with a determined concentration of TDS (Yang et al., 2015).
MAX,CWT
WTWw,c,t ≤ Fw,t
∙ YTw,c ∀ w ∈ W, c ∈ C, t ∈ T

(4.65)

CWT
CWT
Cc,t
≤ ∑ CUw
∙ YTw,c ∀ c ∈ C, t ∈ T

(4.66)

w∈W
MAX,CWT
CWT
where Fw,t
and CUw
are the maximum flow and upper concentration, respectively, of

wastewater to be treated by technology w.
The inequality in the following equation is related to the fact that a portion of the recovered
water can be directly discharged instead of recycled and transported to impoundments and/or wellpads for the fracturing operations.
∑ αw ∙ WTWw,c,t ≥ ∑ WCIc,im,t + ∑ WCPc,wp,t ∀ c ∈ C, t ∈ T
w∈W

im∈IM

(4.67)

wp∈WP

where αw is the fraction of water recovered per wastewater treated by technology w. WCIc,im,t is
the water transported from CWT facility c to freshwater impoundment im in time period t.
WCPc,wp,t is the water trucked from CWT facility c to well-pad wp in each time period t.
Freshwater from different sources is stored together with the water recycled from the CWT
facility in an impoundment prior mixing with wastewater treated onsite. The water collected in the
impoundment is of high quality with a concentration of TDS of 500 ppm. A material balance in
the impoundment is given by:
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IMP
IMP
∑ WCIc,im,t + ∑ FWIfw,im,t + Vim,t−1
= ∑ WIPim,wp,t + Vim,t
∀ im
c∈C

fw∈FW

wpϵWP

(4.68)

∈ IM, t ∈ T
IMP
where Vim,t
is the volume of water collected at impoundment im in time period t. FWIfw,im,t is the

amount of freshwater transported by truck from freshwater source fw to impoundment im in time
IMP
period t. Vim,t
is the volume of water stored at impoundment im in time period t. WIPim,wp,t is the

amount of water transported by truck from the impoundment to the well-pad wp in time period t.
The volume of water in the impoundment is restricted by its capacity, which is given by:
IMP
Vim,t
≤∑
t′ ≤t

∑

ICaprim ∙ YIMim,t′ −ti ,rim

∀ im ∈ IM, t ∈ T

(4.69)

rim∈RIM

where ICaprim is a pre-established capacity rim for the impoundment. YIMim,t,rim is a binary
variable that equals 1 is a capacity rim is installed for an impoundment im in time period t.
Only one capacity size can be selected in each time period, which is depicted as follows:
∑

∑

YIMim,t,rim ≤ 1 ∀ imϵIM, t ∈ T

(4.70)

t∈T rim∈RIM

The amount of freshwater transported from a freshwater source is limited by its availability
during the planning horizon of the shale gas project, as follows:
∑ FWIfw,im,t + ∑ FWPfw,wp,t ≤ FWafw,t ∀ fw ∈ FW, t ∈ T
im∈IM

(4.71)

wp∈WP

where FWafw,t is the amount of freshwater available at each freshwater source fw in each time
period t. This parameter is determined by the implementation of data driven techniques for
different freshwater resources located in the AOI. The methodology to determine this parameter
will be introduced in the next chapter. FWIfw,im,t is the amount of freshwater transported from
freshwater source fw to impoundment im in time period t. FWPfw,wp,t is the freshwater trucked
from freshwater source fw to well-pad wp in time period t.
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Water transported from CWT facilities, impoundments and freshwater sources is mixed
with wastewater treated onsite before their utilization in the fracturing operations. Here, the mixing
is necessary in order to maintain a standard quality for fracturing water maintaining as low as
possible the concentration of TDS that could hinder the development of the crosslinked fluid or
cause scale build-up in wells.
∑ WIPim,wp,t + ∑ WCPc,wp,t + ∑ FWPfw,wp,t + WTPwp,t = FWR wp,t ∀ wp
im∈IM

c∈C

fw∈FW

∈ WP, t ∈ T

(4.72)

Given the necessity of satisfying compositional requirements for the stimulation
operations, the concentration of TDS must be bounded as follows:
PAD
CD ∙ ( ∑ WIPim,wp,t + ∑ WCPc,wp,t + ∑ FWPfw,wp,t ) + Cwp
∙ WTPwp,t
im∈IM

c∈C

fw∈FW

(4.73)

≤ CF ∙ FWR wp,t ∀ wp ∈ WP, t ∈ T

where CD is the standard concentration for water discharge and CF is the standard concentration
required for the stimulation operations.
4.4. Financial Section
The financial section determines the economic feasibility of the shale gas project by
determining the NPV during the entire life of the investment. This section includes the estimation
of different of costs including the capital and operational expenditures of the different facilities
and supporting infrastructure as well as the revenues generated during the production life span of
the shale wells. The royalties to be paid to the mineral rights owner and the state/national taxation
have to be also included.
The revenue generated by the sales of natural gas, liquid ethane, liquid propane, liquid
butanes, and natural during the planning horizon of the shale gas venture is given by:
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Revt = ∑ ∑ nd ∙ ngpt ∙ FNGMip,m,t
ip∈IP m∈M

+ ∑ ∑ nd ∙ ngpt ∙ FUMuf,m,t ∑ ∑ nd ∙ lept ∙ FLEp,e,t
uf∈UF m∈M

p∈P e∈E

+ ∑ nd ∙ lppt ∙ FLPp,t + ∑ nd ∙ lbpt ∙ FLBp,t
p∈P

+ ∑ nd ∙ lgpt ∙ FLGp,t

(4.74)

p∈P

∀t∈T

p∈P

where ngpt , lept , lppt , lbpt , and lgpt are the prices of natural gas, ethane, propane, butanes, and
natural gasoline, respectively, in each time period t. In the case of natural gas, a forecast of the
price (reference case), given in US$ per MMBtu, is utilized for the present planning horizon
(Figure 4.5). It is also considered an average heat content for the natural gas, which accounts for
the different compositions of shale gas in the reservoir and a seasonal factor for the fluctuation of
the price in a year. The ethane price is determined utilizing a price ratio between natural gas and
ethane (EIA, 2018). The remaining products are assumed constant during the entire planning
horizon. This assumption can be avoided by assuming that these heavier hydrocarbons track the
crude oil price (Chebeir et al., 2017).

Figure 4.5. Natural gas price forecast utilized for the planning horizon (EIA, 2018).
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The royalties are calculated based on the revenues generated in each time period t (Hefley
and Wang, 2014).
Croyt = roy ∙ Revt ∀ t ∈ T

(4.75)

where roy represents the fraction of the revenue destined to the payment of royalties.
The capital expenditure related to the infrastructure is constituted by the sum of the
investment in the construction of the shale wells, the pipeline network required for the
transportation of raw gas and final products Cpipe, the water management Cwm, the compressor
stations Ccomp, and the separation plants Csp, as shown in Equation 4.76.
CAPEXt = Cwellt + Cpipet + Cwmt + Ccompt + Cspt ∀ t ∈ T

(4.76)

The costs related to the activities of drilling and stimulating of shale wells are given by:

Cwellt = ∑

∑

∑ [(dcwp,wd + ccwp,wd + pec + scc) ∙ YSR st ∙ nwp,wd,t,st ]

wp∈WP st∈ST wd∈WD

+ ∑

∑

∑ (rfcwp,wd ∙ YSR st ∙ nrwp,wd,t,st )

∀t∈T

(4.77)

wp∈WP st∈ST wd∈WD

where dcwp,wd is the vertical drilling cost at well-pad wp for wells of design wd, ccwp,wd is the
completion cost at well-pad wp for wells of design d, and pec is the average permitting cost (Hefley
and Wang, 2014). scc is the site construction cost defined as the average construction cost per well
by assuming an average number of 6-8 wells per pad in Marcellus (Hefley and Wang, 2014).
rfci,wd is the re-fracturing cost at well-pad wp for wells of design wd. This parameter is assumed
in the range of 25-40% of the original drilling, completion and stimulation cost of each well (Asala
et al., 2016). While the first term accounts for the costs involved in the drilling and stimulation
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activities performed in the different wells, the second term stands for the costs related to the restimulation campaigns in the different well-pads.
The cost associated to gas and liquid pipeline infrastructure is given by:
Cpipet = Cwpcnt + Ccnpt + Cpipt + Cpet ∀ t ∈ T

(4.78)

where Cwpcnt is the pipeline cost from well-pad to junction node, Ccnpt is the pipeline cost from
junction node to processing plant, Cpipt is the pipeline cost from separation plant to
interconnection point, and Cpet is the pipeline cost from separation plant to cracker. Then, each
particular pipeline cost is given by:
Cwpcnt = (1 + CFP) ∙ ∑

∑

∑ WCCost wp,cn,rg ∙ YCCwp,cn,t,rg

∀t∈T

(4.79)

wp∈WP cn∈CN rg∈RG

Ccnpt = (1 + CFP) ∙ ∑ ∑ ∑ CPCost cn,p,rg ∙ YFPcn,p,t,rg

∀t∈T

(4.80)

cn∈CN p∈P rg∈RG

Cpipt = (1 + CFP) ∙ ∑ ∑ ∑ PICost p,ip,rg ∙ YFIp,ip,t,rg

∀t∈T

(4.81)

p∈P ip∈IP rg∈RG

Cpet = (1 + CFP) ∙ ∑ ∑ ∑ LPCost p,e,rl ∙ YLEp,e,t,rl

∀t∈T

(4.82)

p∈P e∈E rl∈RL

where WCCost wp,cn,rg and CPCost cn,p,rg are the capital investments for transportation of shale gas
from well-pad wp to compression node cn and from compression node cn to processing plant p
with installed capacity rg, respectively. PICost p,ip,rg is the capital investment for transportation of
natural gas from processing plant p to interconnection point ip with installed capacity rg.
LPCost p,e,rl is the capital investment for transportation of liquid ethane from processing plant p to
cracker e with installed capacity rl. A maintenance cost is included by the factor CFP (Arsegianto
et al., 2003).
The cost of installing an impoundment for the storage of discharge standard water is given
by:
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Cimt = ∑

∑

IMCrim ∙ YIMCim,t,rim

∀t∈T

(4.83)

im∈IM rim∈RIM

where IMCrim is the cost of installing an impoundment with a capacity im.
Capital expenditure for the compressors is determined by Equation 4.84, as follows:
Ccompt = Ccnt + Ccpt ∀ t ∈ T

(4.84)

where Ccnt is the capital cost of compressor stations located in compression nodes and Ccpt is the
capital cost of compressor stations located in the outlet of the separation plant (Equations 4.85 and
4.86).
Ccnt = ∑ ∑ CCost rc ∙ YCCcn,t,rc

∀t∈T

(4.85)

cn∈CN rc∈RC

Ccpt = ∑ ∑ CCost rc ∙ YPCp,t,rc ∙

∀t∈T

(4.86)

p∈P rc∈RC

where CCost rc is the capital investment for an installed capacity size rc.
Finally, the capital investment for separation plants is given as follows:
Cspt = ∑ ∑ PCost rp ∙ YPp,t,rp

∀t∈T

(4.87)

p∈P rp∈RP

where PCost rp is the capital investment for an installed capacity size rp.
The operating expenditures OPEX t are related to the costs of shale gas production at wellpads Csg t , water acquisition in different freshwater sources Cwat , water pipeline pumping
Cpumpt , water trucking Cwt t , water storage at impoundments Cist , wastewater treatment Cwwt t ,
compressor stations’ operation Ccot , and separation plant operation Cspot .
OPEXt = Csgpt + Cwat + Cwt t + Cist + Cwwt t + Ccot + Cspot + Cgdt ∀ t ∈ T
The shale gas production cost is determined by the following expression:
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(4.88)

Csgpt = ∑ nd ∙ pcwwp,t ∙ RGPwp,t

∀t∈T

(4.89)

wp∈WP

where pcwwp,t is the unit cost for shale gas production at well-pad wp in each time period t.
The cost of acquiring freshwater depends on the amount of freshwater transported by truck.
Cwat = ∑

∑ facfw,t ∙ FWIfw,im,t + ∑

fw∈FW im∈IM

∑ facfw,t ∙ FWPfw,wp,t

∀t

fw∈FW wp∈WP

(4.90)

∈T
where facfw,t is the freshwater acquisition cost at each freshwater source fw in time period t.
The cost of trucking freshwater, discharge water, and wastewater (included salt
concentrated water is described by Equation 4.91 (Yang et al., 2015).
Cwt t = ∑
+ ∑

∑ (TCFW ∙ lfimfw,im ∙ FWIfw,im,t )

fw∈FW im∈IM
FW

∑ (TC

∙ lfwpfw,wp ∙ FWPfw,wp,t )

fw∈FW wp∈WP

+ ∑ ∑ (TCFW ∙ lcimc,im ∙ WCIc,im,t )
c∈C im∈IM

+ ∑ ∑ (TCFW ∙ lcwpc,wp ∙ WCPc,wp,t )
c∈C wp∈WP

+ ∑

(4.91)

∑ (TCFW ∙ limwpim,wp ∙ WIPim,wp,t )

im∈IM wp∈WP

+ ∑ ∑(TCWW ∙ lwpcwp,c ∙ WPCwp,c,t )
wp∈WP c∈C

+ ∑

∑ (TCWW ∙ lwpiwwp,iw ∙ WPDwp,iw,t )

wp∈WP iw∈IW

+ ∑ ∑ ∑ [TCWW ∙ lciwc,iw ∙ (1 − αw ) ∙ WTWw,c,t ]

∀t∈T

c∈C iw∈IW w∈W

where TCFW and TCWW define the unit trucking costs of freshwater and wastewater, respectively.
The first term accounts for the trucking cost of transporting freshwater from different freshwater
sources to impoundments. The second term accounts for the trucking cost of transporting
freshwater from different freshwater sources to well-pads. The third term accounts for the trucking
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cost of transporting freshwater from different freshwater sources to well-pads. The fourth term
stands for the trucking cost of transporting recycled water from CWT facilities to impoundments.
The fifth term stands for the trucking of freshwater from CWT facilities to well-pads. The sixth
term stands for the trucking cost of transporting water from impoundments to well-pads. The
seventh term describes the trucking cost of transporting wastewater from well-pads to injection
wells for disposal. Finally, the eighth term accounts for the trucking cost of transporting
wastewater (salt concentrated water) from CWT facilities to Class II Injection Wells.
The total cost involved in the different management options for the wastewater generated
at each well-pad is represented by Equation 4.92 (Yang et al., 2015), as follows:
WW
Cwwt t = ∑ (OCOWW ∙ WTPwp,t ) + ∑ ∑ (OCCw
∙ WTWw,c,t )
wp∈WP

c∈C w∈W

+ ∑ [ ∑ (OCDS FW ∙ αw ∙ WTWw,c,t ) − OCDS FW
c∈C w∈W

(4.92)

∙ ( ∑ WCIc,im,t + ∑ WCPc,wp,t )]
im∈IM

+ ∑

wp∈WP

∑ (OCDWW ∙ WPDwp,iw,t )

wp∈WP iw∈IW

+ ∑ ∑ ∑ [OCDWW ∙ (1 − αw ) ∙ WTWw,c,t ]

∀t∈T

c∈C iw∈IW w∈W
WW
where OCOWW , OCCw
, OCDS FW , and OCDWW are the coefficient for the operating costs of basic

onsite treatment, CWT facilities, discharge of water from CWT facilities, and injection wells,
respectively. The first term accounts for the onsite treatment cost. The second term stands for the
treatment cost of wastewater at CWT facilities. The third term accounts for the discharging cost of
the water treated at CWT facilities. Here, the amount of water treated at CWT facilities minus the
water that is recycled (sent to impoundment for reutilization) is the actual water discharged. The
fourth term is the cost of injecting the wastewater into the Class II Disposal Wells. Finally, the last
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term accounts for the salt concentrated water (obtained as sub-product of the wastewater treatment
at CWT facilities that is injected into the Class II Disposal Wells.
The compressor stations operating cost is constituted by the corresponding costs of the
stations located at the junction nodes Ccojt and the outlet of the separation plant Ccopt (Equation
4.93).
Ccot = Ccoct + Ccopt ∀ t ∈ T

(4.93)

The operation costs of compressor stations at junction nodes and processing plants are
constituted by electricity cost, maintenance cost, and other costs of the compressor system.
Assuming that electricity is used to operate the compressors, the operating cost can be written as
proportional to electricity cost (Arsegianto et al., 2003). It is assumed 100 % efficiency of the
compressor engine.

Ccoct = ∑ (1 + cop) ∙ (kcncn ∙ ∑ FRPcn,p,t ) ∙ elt ∙ Hy ∀ t ∈ T
cn∈CN

(4.94)

p∈P

Ccopt = ∑(1 + cop) ∙ (kcpp ∙ ∑ FNGIp,ip,t ) ∙ elt ∙ Hy
p∈P

∀t∈T

(4.95)

ip∈IP

where Cop is the fraction of compressor cost (excluding energy cost) and elt is the electricity cost
in each time period t. Hy is the average number of hours that a compressor works per month.
Finally, the operating cost of processing the raw gas is determined by the following
equation:
Cspot = ∑ ∑ ocp ∙ nd ∙ FRPcn,p,t

∀t∈T

cn∈CN p∈P

where ocp denotes the unit processing cost.
Finally, the cost of gas distribution is accounted as follows:
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(4.96)

Cgdt = ∑ ∑ lipmip,m ∙ utcg ∙ nd ∙ FNGMip,m,t
ip∈IP m∈M

+ ∑ ∑ lipuip,uf ∙ utcg ∙ nd ∙ FNGUip,uf,t
ip∈IP uf∈UF

(4.97)

+ ∑ ∑ lumuf,m ∙ utcg ∙ nd ∙ FUMuf,m,t
uf∈U m∈M

+ ∑ ∑ ic ∙ nd ∙ FNGUip,uf,t + ∑ ∑ wc ∙ nd ∙ FUMuf,m,t ∀ t
ip∈IP uf∈UF

uf∈UF m∈M

∈T
where lipmip,m , lipuip,uf , and lumuf,m represent the distances between interconnection point ip
and consumption point m, between interconnection point ip and underground storage facility uf,
and between underground storage facility uf and consumption point m. utcg, ic, and wc are the
unit costs of transportation and storage, respectively, in the existing transmission system.
Operating cash flow CFLOWt is determined from the cash balance expressed in Equation
4.98.
CFLOWt = PROFITt + ∑ Depτ,t ∙ CAPEX τ − TAXt ∀ t ∈ T

(4.98)

τ

where Depτ,t is the depreciation rate in time period t for an investment performed in time period
τ.
The profit of the shale gas project PROFITt is defined as the income from sales minus
royalties, operating expenditures, and depreciation, as depicts in Equation 4.99.
PROFITt = Revt − Royt − OPEX t − ∑ Depwτ,t ∙ CAPEX τ

∀t∈T

(4.99)

τ

To avoid the application of taxes when profits are negative, Equations 4.100 and 4.101 are
presented (Guerra et al., 2016; Calderon et al., 2015).
TAXt ≥ tr ∙ PROFITt ∀ t ∈ T

(4.100)

TAXt ≥ 0 ∀ t ∈ T

(4.101)
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where tr represents tax rate, which is approximately 30% of the profits generated (Lake et al.,
2013).
Finally, the objective function is the maximization of the NPV of the project.
Max NPV = ∑
t∈T

CFLOWt − CAPEX t
(1 + dr)t−1

(4.102)

where dr represents the monthly discount rate of the shale gas project. t − 1 is utilized in order to
apply the discount at the end of each time period.
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5. Natural Gas Demand and Water Availability Prediction for Shale Gas
Applications
5.1. Introduction
A time series represents a sequence of measurements over time, normally obtained at
equally spaced intervals. Forecasting future values of a time series have a fundamental role in
different practical domains related to economics, finance, business, meteorology and
telecommunications. Generally, a time series study is based on searching for patterns in a long
period of time by analyzing the changes of values in moments of time. Then, the future values of
the analyzed data are extrapolated (Kirshners and Borisov, 2011). In other words, forecasting
involves taking models fit on historical data and utilizing them to generate predictions about future
observations. A major aspect of forecasting time series is represented by the size of the horizon
(Bontempi et al., 2013). Two types of approaches can be implemented to forecast time series:
single-step and multi-step. The single-step method is called open-loop forecasting because a
pattern is utilized to determine future values and no feedback is used to continue the predictions.
The multi-step prediction utilizes a closed-loop forecasting approach through an autoregressive
method (Landassuri-Moreno et al., 2013). In this sense, multi-step forecasting is a much more
complex problem due to additional difficulties such as the accumulation of errors, reduced
accuracy, and increased uncertainty (Weigend and Gershenfeld, 1994; Sorjamaa et al., 2007). This
explains the prevalence of single-step modelling approaches in most of the forecasting procedures
implemented in real life problems. Throughout this chapter, the single-step approach will be
utilized for the different structures presented for time series prediction.
Different traditional methodologies have been developed for the prediction of time series.
Yule (1927) first introduced the notion of a time series as a realization of a stochastic process to
describe an observed series of sunspot intensities. This approach represented the inception for
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numerous concepts emerged in the coming years. After the work performed by Box and Jenkins
(1970), research in time series gained further momentum. This was mostly driven by the
development of the autoregressive integrated moving average (ARIMA) model and the BoxJenkins methodology. Although ARIMA models represented a tremendous innovation for the
prediction of time-series, they contained the major limitation of assuming that the series were
generated from linear processes. Therefore, they were not able to efficiently capture nonlinear
stylized facts present in real world applications (Zhang et al., 1998, De Gooijer and Hyndman,
2006). Numerous works attempted to overcome the inherent complexities present in the non-linear
processes. This leaded to a variety of nonlinear time series models including bilinear model
(Granger and Anderson, 1978), threshold autoregressive (TAR) model (Tong and Lim, 1980),
smooth transition autoregressive (STAR) model (Chan and Tong, 1986), autoregressive
conditional heteroscedastic (ARCH) model (Engle, 1982), generalized autoregressive conditional
heteroscedastic (GARCH) model (Bollerslev, 1986), or jump processes (Cox and Ross, 1976),
among others. However, there was a major limitation in these approaches related to the
applicability in different types of problems. These models generally worked well for certain
specific problems, but they did not exhibit a good ability to generalize to other nonlinear modeling
tasks. Clearly, there was a necessity for a new research direction in time series prediction based on
less classical methodologies.
In the last years, machine learning models have received considerable attention for their
broad application in forecasting different types of time series. Moreover, these data-driven models
have turned into serious contenders of the classical statistical methods in the forecasting
community. These types of black-box models are non-parametric non-linear models that only
exploit the historical data to learn the stochastic dependency between the past and the future
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(Aufare and Zimanyi, 2013). The main objective of the different types of machine learning
architectures is the same as the statistical procedures, the improvement of the forecasting accuracy
by minimizing a type of loss function. However, machine learning algorithms rely heavily on the
availability of data and computing power. Rather than make a priori assumptions, machine learning
techniques enable the system to learn from data. Rather than following preprogrammed algorithms,
these methods use the data to build and constantly refine a model for making predictions. Previous
literature has demonstrated that artificial neural networks can outperform classical methods such
as linear regression and Box-Jenkins approaches (Werbos, 1974; Werbos, 1988). Therefore,
machine learning techniques have an enormous potential in different types of forecasting
applications for time series.
In this chapter, different data-driven models will be implemented for the prediction of two
key parameters in the development of shale gas resources, the natural gas demand and the water
availability. Machine learning algorithms based on the implementation of sophisticated RNN
structures will be developed and presented for the prediction of these exogenous parameters. The
results obtained in this chapter will represent critical input data for the techno-economic
framework presented in the Chapter 2 of this dissertation.
5.2. Implementation of Long-Short Term Memory Neural Networks
An important distinction between an RNN and an FNN is that the concept of time series is
inherently absent in the feedforward configuration. An FNN is a network without a directed cycle
between its neurons. This is quite different from the case of a recurrent neural network, which
typically consists of a directed cycle structure (Dong et al., 2013). Typically, an FNN network
works well on the training data since it has the ability to approximate any continuous function on
a compact finite dimensional subset to any desired degree of accuracy (Tikk et al., 2003). However,
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when the network is required to generalize its learning to previously unseen test inputs, it struggles
to replicate its training accuracy since the optimal function does not have a notion of time built
into it. In this case, RNN have a dynamic approach to processing inputs. The elements of the input
array are fed to the network one after the other in chronological order. The output vectors are
generated dynamically in response to both the corresponding input and the state of the network, as
opposed to a more static approach as in the case of feedforward configurations. A major limitation
of the RNN is the inability to look too far back into the past, and this can be attributed to either the
vanishing gradient or the exploding gradient problem. When the weights of the RNN take on large
values during the training phase, the error gradient tends to grow exponentially resulting in the
exploding gradient problem. In other words, the RNNs have major difficulties in learning longrange dependencies (relationship between entities that are several steps apart). Hochreiter and
Schmidhuber (1997) solved the vanishing gradient problem by replacing conventional neurons
with specially designed gated cells that enforce a constant error flow. RNNs with these gated cells
are known as LSTM networks and are widely implemented in modelling sequential data.
LSTM networks are special type of RNN, capable of learning long-term dependencies.
These particular neural networks replace the neuron in a simple RNN with a more complex unit
called memory cell and a gating mechanism that regulates the flow of information across the
network (Figure 5.1). The primary purpose of the memory cell is to ensure a constant error flow
across a large number of time-steps, which is impossible to achieve with a simple neuron. In order
to do this, the cell is equipped with a gating mechanism constituted by three units: input, forget,
and output gate. This mechanism cohesively determines which information to be persisted, how
long is to be persisted, and what it is to be read from the memory cell (Bandara et al., 2017). In
addition to the hidden state and the input vector, the LSTM has a cell state that is updated across
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the time steps. The contents of the cell state represent the short-term memory in an LSTM since
they are compressed representations of recent input events (Hochreiter and Schmidhuber, 1997).
When the cell state passes through a memory cell at a certain time step, it has to be filtered to get
rid of irrelevant past information and updated to add relevant current information. The updates are
performed by a forget gate and an input gate that are placed inside the memory cell. In addition,
the cell also has an output gate that takes in the past hidden state, current input and the current cell
state to produce the current hidden state vector.

Figure 5.1. Schematic representation of LSTM cell. Adapted from Graves et al. (1988).
The processes involved in a LSTM memory block with a one cell architecture can be
formally defined by the following recursive equations:
ft = σ(Wf ∙ [ht−1 , xt ] + bf )

(5.1)

it = σ(Wi ∙ [ht−1 , xt ] + bi )

(5.2)

C̃t = tanh(Wc ∙ [ht−1 , xt ] + bc )

(5.3)

Ct = ft ⨀Ct−1 ⨁it ⨀C̃t

(5.4)

ot = σ(Wo ∙ [ht−1 , xt ] + bo )

(5.5)

ht = ot ⨀tanh(Ct )

(5.6)

where Wf , Wi , Wc , and Wo represent the weight matrices of forget gate, input gate, memory cell
state, and output gates, respectively. The cell possesses three inputs: xt , ht−1 and Ct−1 . xt is the
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input of the current time step. ht−1 is the output from the previous cell unit. Ct−1 represents the
memory of the previous cell unit. ft is the forget gate’s activation vector. it represents the input
gate’s activation vector. C̃t represents a set of new candidate values that could be added to the
state. ot represents the output gate’s activation vector. Biases of the respective gates are bf , bi , bc ,
and bo . The two outputs of the cell unit are ht and Ct , which are the output vector of the LSTM
unit and the memory of the current cell, respectively.
Several minor variants of LSTM algorithm have been proposed for handling the different
intricacies present in numerous processes. One of the most popular is the variant introduced by
Gers and Schmidhuber (2000), which is a LSTM with peephole connections that examine the state
of their memory cell before updating their states. Another variant is presented in the work
developed by Cho et al. (2014), who proposed a simplified version of the LSTM architecture called
Gated Recurrent Unit.
5.3. Case Study I: Natural Gas Demand Prediction for Urban Areas in Pennsylvania
Numerous authors have tried to develop models to uncover the patterns that guide the
fluctuating behavior of the natural gas demand. The accuracy of the forecasting models for these
types of time series is critical for the different decision-making processes involved in a shale gas
venture. The natural gas demand in the consumption points (urban area of Erie County and
surrounding areas of Sharon, Hermitage, Farrell, and Sharpsville cities) is determined by
aggregating the individual demands of the residential, commercial and industrial sectors in the
state of Pennsylvania. These demands are predicted separately by implementing LSTM neural
network algorithms and utilizing some fundamental predictors as input data. Monthly historical
natural gas demand is considered one of the primary predictors of the future gas demand in each
sector. The intuition behind selecting this predictor is that historical patterns of the demand can be
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determined and utilized to predict the future behavior of this parameter. The price of natural gas is
used as another important predictor of the natural gas demand. Increases in gas demand lead to
higher prices, and decreases in gas demand tend to lead to lower prices. In turn, higher prices tend
to moderate or reduce demand and encourage production, and lower prices have the opposite
effects. Thus, the behavior of the natural gas demand and prices are intimately related. The price
of crude oil can be also considered an essential predictor to be incorporated as input data. The
relevance of this energy commodity as a predictor resides on its utilization as a fundamental
economic substitute of natural gas in power generators and by manufacturers. The regional
temperature also has an important effect on the variation of the natural gas demand. Increased
usage of heating devices shoots up demand during cold weather while a rise in temperature during
hot weather suppresses the demand, thereby directly affecting the demand for natural gas. Finally,
the number of natural gas consumers in the region is the last predictor considered for demand
prediction. An increase in number of consumers have a positive impact in the demand growth. The
gas demand has a direct relationship with the increase of population in a state or the country. The
historical data is available for different lengths of time in the case of each selected predictor. Since
the model demands uniformity in the timespan of the predictor variables, the available data is
truncated from January 1991 until September 2017. This data is obtained in equally spaced
intervals consisting of months. The information utilized as input data of the proposed neural
networks is obtained from the EIA (2018).
In the case of residential and commercial demands, the neural network models are
constructed through the utilization of two LSTM layers, followed by a layer (FNN) with sigmoidal
activation and finally a layer (FNN) with linear activation. The layers are comprised of cells/nodes
with a 30-60-1 configuration. The artificial neural network is trained with 90% of the available
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data and then tested on the remaining 10%. During testing, the neural network achieves an
accuracy of 93% with a deviation of +/- 1%. The proposed model is run until the test accuracy
flattened out, which occurred at the 61st epoch. The structure of the neural network utilized for the
prediction of the residential and commercial demands in the state of Pennsylvania is the depicted
by the Figure 5.2.

Figure 5.2. Architecture of the LSTM neural network for residential and commercial gas demands.
A comparison between actual and predicted commercial demands as well as the forecasted
demand are depicted by Figure 5.3. As can be observed in this plot, the predicted demand
determined by the LSTM neural network architecture emulates with an acceptable precision the
real gas demand. The only difference is observed in certain peaks of high demand during certain
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time periods of the planning horizon. The 10-year forecast for the residential natural gas demand
is presented in Appendix B.

Figure 5.3. Comparison between real and predicted commercial demands of natural gas. The 10year demand forecast is also shown.
A different neural network structure is utilized for the prediction of the industrial gas
demand during the same time period. In this case, the neural network model comprises an initial
LSTM layer, followed by two batch norms, a dense layer (FNN) with sigmoidal activation
function, two other batch norms and finally another dense layer (FNN) with linear activation
function. The layers are comprised of cells/nodes with a 40-60-60-1 configuration. The training is
done in the same fashion than the previous neural networks and similar results are obtained. The
structure of the LSTM neural network for the industrial gas demand is the depicted by the Figure
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5.4. The plot of the 10-year forecast for the industrial natural gas demand is depicted in the
Appendix B.

Figure 5.4. Architecture of the LSTM neural network for industrial gas demands.
Once the values of natural gas demand for the different sectors are predicted, the particular
demand of each urban area has to be determined for the case study analyzed in this work. First, the
number of residential, commercial, and industrial customers are considered for each gas
distribution company located in Pennsylvania (Pennsylvania PUC, 2017). Then, a factor based on
total number of customers in each consumption point is defined for the distribution company
located in the region. Finally, the total demand in each consumption point (ngdemm,t ) is
represented by following equation:
ngdemm,t = αm rdt + βm cdt + γm idt

(5.7)

where αm , βm and γm are the residential, commercial and industrial factors, respectively, based
on number of customers in each consumption point m (not included power plants in this analysis).
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rdt , cdt and idt are the forecasted residential, commercial and industrial demands, respectively, in
the state of Pennsylvania.
5.4. Case Study II: Water Availability Prediction for Sources in Pennsylvania
The run-off is that portion of the precipitation (rain or snow) that flows toward rivers and
lakes as surface flow (USGS, 2016). The run-off represents a major concern owing to its direct
impact on the environment, agricultural activities and population (flood potential). In our specific
case study, the determination of the run-off in a watershed is critical to determine the amount of
water available to perform all the activities related to the exploitation of shale gas. Due to the nonlinear characteristics of the run-off time series, the determination of the future trends of this
exogenous parameter represents a complex task. A precise methodology to forecast the run-off in
a particular region is critical to define the water availability and plan an effective utilization of
these hydrological resources. This is especially true for the shale gas developments, which main
particularity is the intensive utilization of freshwater to perform the different stimulation
campaigns in the unconventional gas formations. Data driven models for run-off prediction can
represent a useful alternative to process-based models due to their minimal information
requirements and relatively fast construction and processing times (Adamowski and Prasher,
2012). Previous works have proposed the utilization LSTM-based models for the prediction of
run-off in different real case studies. Kratzert et al. (2018) performed a study to determine the
potential of LSTM architectures to describe the rainfall-run-off behavior of several catchments. In
this work, three experiments were performed utilizing daily discharge and basin averaged
meteorological data of 241 basins from the CAMELS data set. Yuan et al. (2018) proposed a hybrid
LSTM-ALO model to predict the monthly run-off. This model made full use of the major
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advantages of the LSTM model and the ALO algorithm, respectively. The main function of the
ALO algorithm was the optimization of the key parameters of the LSTM model.
In the present approach, a LSTM neural network architecture (Figure 5.5) is constructed
for the prediction of the run-off in different areas of the liquid-rich region located in the Marcellus
play. Then, the water availability in the different freshwater sources (without flow rate
measurements) in the AOI can be determined for a long-term period of 10 years. This allows the
proper coordination of the different resources for trucking, storage and treatment of the water in
order to satisfy the requirements in the field.

Figure 5.5. Architecture of the LSTM neural network for run-off.
As depicted by the figure above, the neural network model used for the prediction of water
run-off is composed of four different layers. Two LSTM layers bounded by two layers with
rectified linear unit (ReLU) activation functions to make up the prediction model. The optimal
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number of nodes in each layer are estimated by brute force analysis to be 40-30-28-1. The artificial
neural network is trained with 75% of the available data and then tested on the remaining 25%.
Data of the different predictors (snowpack, evapotranspiration, precipitation, runoff, soil moisture,
and change in storage) is obtained in equally spaced intervals consisting of months. This
information is provided by the mapping and analysis platform ARCGIS® 10.4.1 (ESRI, 2016),
which is a geographic information system. The predictor variables are then split into batches of
30. The batches are normalized, and their Z-scores are utilized as inputs to the LSTM model.
Normalization is performed to improve the efficiency of the gradient descent algorithm. The model
is then repeatedly run until the loss function flattened out, showing no signs of dropping further,
and this occur at 400 epochs. The R2 value for the predictions is 0.952. Figure 5.6 shows a
comparison between the real data and predicted run-off in Source I and its forecasted run-off.

Figure 5.6. Comparison between real and predicted runoff for freshwater source I. The 10-year
runoff forecast is also shown.
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Once determined the spatial average values of run-off for the watershed of a freshwater
source, the water availability is obtained by multiplying the predicted values of average run-off by
the catchment area. This approach is the same utilized by Milliman et al. (2001) to determine the
annual drainage of different global rivers. This means that the points of water withdrawal
(freshwater sources) are considered the drainage points of different watersheds. In addition, certain
limits in the use of freshwater are established by state regulations and incorporated as factor in the
corresponding formulation (Equation 5.8).
FWafw,t = pft cfrnfw,t Afw

(5.8)

where FWafw,t is the water availability, given in m3, for freshwater source fw during period t.
rnfw,t is the run-off, in mm, determined by data analytics for a freshwater source fw during period
t. Afw is the watershed or catchment area, in m2, corresponding to the freshwater source f. The
areas of the different watersheds are obtained from the mapping system ArcGIS® 10.4.1 (ESRI,
2016). pft is the factor that accounts for the limits in the amount of water withdrawn from the
different sources. cf represents a conversion factor.
5.5. Convolutional Neural Network: An Alternative Technique for Time Series Prediction
Convolutional neural network (CNN) is a class of artificial neural network that utilizes
convolutional layers to filter inputs for useful information. The convolution operation involves
combining input data (feature map) with a convolution kernel (filter) to form a transformed feature
map. The filters in the convolutional layers (conv layers) are modified based on learned parameters
to extract the most useful information for a specific task. Convolutional networks adjust
automatically to find the best feature based on the task. The CNN would filter information about
the shape of an object when confronted with a general object recognition task but would extract
the color of the bird when faced with a bird recognition task. This is based on the CNN’s
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understanding that different classes of objects have different shapes but that different types of birds
are more likely to differ in color than in shape. A detailed explanation of the different features
involved in these types of architectures are presented by Hadji and Wildes (2018). CNN have been
successful in identifying faces, objects and traffic signs apart from powering vision in robots and
self-driving cars. The typical structure of a standard CNN is depicted by Figure 5.7.

Figure 5.7. Illustration of a standard CNN. Adapted from LeCun et al. (2010).
The concept of CNN was first introduced by LeCun et al. (1989), who implemented
backpropagation algorithm to a real-world problem of recognizing the handwritten digits taken
from the US mail. CNN’s have been also applied to sequences for decades (Sejnowski and
Rosenberg, 1987; Hinton, 1990). These types of neural networks were utilized particularly for
speech recognition in the 80s and 90s (Waibel et al., 1989; Bottou et al., 1990). CNN’s were later
implemented to natural language processing (NLP) tasks such as part-of-speech tagging and
semantic role labelling (Collobert and Weston, 2008; Collobert et al., 2011). More recently,
convolutional networks were applied to sentence classification (Kalchbrenner et al., 2014; Kim,
2014) and document classification (Zhang et al., 2015; Conneau et al., 2016). The most recent
applications of convolutional architectures are related to machine translation (Kalchbrenner et al.,
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2016; Gehring et al., 2016), audio synthesis (Van Den Oord et al., 2016), and language modeling
(Dauphin et al., 2017).
Although sequence modelling is intrinsically related to recurrent neural network, recent
results indicate that CNN architectures can outperform recurrent networks for the specific tasks of
audio synthesis and machine translation (Bai et al., 2018). This has opened the door to a new set
of applications of convoluted networks related to time series pattern predictions in different critical
areas such as business operations, budget planning, anomaly detection, customer growth and stock
market trends. In fact, Borovykh et al. (2017) showed the potential of these structures to handle
the forecasting of S&P500 Data and its dependency with the interest rate and volatility index.
Moreover, this work demonstrated that convoluted architectures have turned into strong
competitors of well-documented recurrent structures such as LSTM neural networks. In the future,
it is expected to test and implement these types of artificial neural networks in the prediction not
only of the natural gas demand and water availability but also the forecasting of other exogenous
parameters such as the prices and demands of the different subsequent products of the shale gas
exploitation.
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6. Implementation of Techno-Economic Framework in a Real Case Study
6.1. Case Study: Shale Gas Development in Marcellus Play
In Chapter 2, it was proposed a comprehensive techno-economic framework for the
development and distribution of shale gas resources. In the subsequent Chapters 3, 4 and 5 were
described in detail the different elements of the two main sections of this framework. The next step
is the implementation of the proposed approach in a real case study to test its applicability. The
aim of this chapter is the definition of long-term strategies for an optimal design and operation of
a shale gas network from the field production to the delivery of products in different consumption
points. This approach also includes the determination of the financial viability of a large-scale
shale gas project, and the definition of key elements that turn these types of energy businesses into
a successful venture.
The superstructure for the production and distribution of shale gas (Figure 6.1)
encompasses not only the required infrastructure for raw gas processing and transportation but also
the supporting facilities and operations involved in the water management. The present case study
considers a shale gas development with a distribution system that extends across several counties
in the state of Pennsylvania. To define the optimal field development strategy, it is considered the
Case Study II of Chapter 3, which considers a “green” field development in the region of interest.
This means that the development does not include any possible mature well from previous projects
and/or any type of development in the field. The intention of this work is to consider the reservoir
development from its inception without any well already producing in the area, which represents
a more conservative approach. In addition, the location of the potential surface infrastructure and
facilities as well as the existing natural gas transmission system and its required facilities (i.e.
underground storage facilities) are based on real information from gas operators and gas
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distribution companies located in the Marcellus play. The main objective of this chapter is to
highlight the potential of the proposed techno-economic framework as a decision-making tool
when applied to a realistic case study.

Figure 6.1. Shale gas superstructure including potential and existing infrastructure (ESRI, 2016).
The shale gas section of the superstructure includes: potential well-pads where drilling and
stimulation operations take place (wp ∈ WP), potential compressor stations to move gas from
production pads to processing facilities (cn ∈ CN), possible locations of processing plants for the
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treatment and separation of raw gas (p ∈ P), possible interconnection points in different sections
of the existing transmission system (ip ∈ IP), potential underground storage facilities located in
different sections of the transmission system (uf ∈ UF), different possible consumption points
distributed throughout the existing transmission infrastructure in the region (m ∈ M), and potential
locations of crackers for liquid ethane consumption (e ∈ E). This superstructure also includes the
potential gathering and transmission pipelines to be installed and the infrastructure provided by
transmission system operating in the AOI. Raw gas and natural gas are transported by a pipeline
network throughout the supply chain network. A pre-established constant suction and discharge
pressures are assumed in each node of the superstructure. Other products such as the liquid ethane
are transported from processing plants to ethane crackers by liquid pipelines. The demand of liquid
ethane depends on the present and future consumption of ethane crackers. Heavier liquid
hydrocarbons including propane, butanes (n-butane and iso-butane), and natural gasoline (C5, C6,
and heavier) are commercialized at the gate of the processing plant. The flow direction of the
existing distribution system goes from the south to the north finalizing in the City of Erie. This
implies that certain flow movements are not possible for the gas operator when the gas production
enters into the existing transmission system. The presence of underground storage facilities in the
system provides the sufficient flexibility to overcome the inherent challenges of a highly dynamic
market. Two consumption points for the present case study are urban areas while the third one is
a power plant located in the region. As mentioned in Chapter 5, the natural gas demand in two of
the consumption points is predicted through the utilization of a machine learning architecture. In
the case of the power plant, the gas demand is determined by considering a monthly average
consumption during the last years of operation. Standard fees are considered for the utilization of
the transportation and storage infrastructure of the local natural gas distribution company.
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The water management structure includes: surface sources of freshwater for the stimulation
activities in the field (fw ∈ FW), potential impoundments for the storage of freshwater and treated
water (im ∈ IM), existing Class II Injection Wells for the disposal of wastewater (iw ∈ IW), and
existing CWT facilities (c ∈ C) located at different distances from production areas. The water
transportation is performed by tank trucks throughout the existing road system in the region. As
explained in detail in Chapter 5, the freshwater availability during the planning horizon of the shale
gas venture is forecasted by the utilization of data analytics algorithms (LSTM neural network).
Historical data of watersheds located in the surroundings of the development are obtained by the
Cloud-Based Mapping Platform ArcGis 10.4.1 (ESRI, 2016). It is assumed that water-use plans
are structured in such fashion that allow gas operators to continuously withdraw freshwater from
surface sources with a minimal impact on stream flows. Therefore, a maximum of the low flow is
considered for withdrawals during the summer and fall sessions and a maximum of the high flows
for the water acquisition during the spring and winter sessions (Abdalla and Drohan, 2018). The
wastewater generated during the stimulation campaigns and life span of wells is constituted by
flowback and produced water. The flowback is assumed to represent a fraction of the injected
water during the fracturing operations. On the other hand, the produced water during gas
production is determined by the simulations performed for each development strategy. Only the
presence of total dissolved solids (TDS) is assumed in the water with an average estimated
concentration in each area where the different well-pads are located. The data about the TDS in
the production areas and the characteristics of the different management options to handle the
wastewater are based on the exhaustive work developed by Karapataki (2010). The treatment
technologies (MSF, MED and MVR) used by the CWT facilities present technical limitations
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associated with the TDS concentrations and wastewater flows capable of handling. Information
about the different parameters (financial and non-financial) are included in the Appendix B.
The distances between different nodes in the superstructure are determined by the use of
Cloud-Based Mapping Platform ArcGis and the National Pipeline Mapping System (ESRI, 2016).
The complex alignment of the existing gas transportation infrastructure (transmission pipeline
network) is constructed by interconnecting the multiple paths. For the new pipeline network, a
more simplistic straight-line approach between nodes is accepted unless the path of a potential line
superposes with other potential/existing facilities and/or the presence of geographical impediments
(mountains, lakes, cities, etc.). For the water infrastructure, a realistic network structure is
considered for the water management during the planning horizon of the enterprise. The road
network infrastructure and the determination of distances between facilities are defined in the same
fashion than the existing transmission system. The locations of the different nodes in the region
where the shale gas development takes place are given by Table 6.1.
Table 6.1. Latitude and longitude coordinates of each node in the superstructure.
Latitude Longitude

Well-Pads

Compression Nodes

(table cont’d)
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wp1

40.8724

-80.0812

wp2
wp3
wp4
wp5
wp6
wp7
wp8
wp9
cn1
cn2
cn3

40.8590
40.9300
41.0831
40.8898
40.9216
40.9256
41.2949
40.8886
40.8923
41.0766
40.9371

-80.0989
-80.1500
-79.9203
-79.6136
-79.5862
-79.5449
-79.9345
-79.5392
-80.0448
-79.8608
-79.6602

Processing Plants

p1
p2

Latitude Longitude
40.9887
-79.8740
41.6120
-78.7930

Interconnection Points

p3
ip1
ip2

41.0284
41.2772
40.8341

-79.2606
-80.2732
-80.2533

ip3
uf1
uf2

41.3854
42.0425
41.2957

-79.0492
-80.0627
-79.9933

uf3

41.6890

-78.8606

m1

42.0978

-80.0533

m2
m3
im1
im2
e1

41.2936
41.2277
40.9165
40.8739
40.6626

-79.8067
-80.4711
-79.8253
-80.1243
-80.3393

e2

39.9238

-80.7670

fw1

40.7853

-79.6887

fw2

41.1758

-79.4496

fw3

40.8678

-79.8714

c1
c2
iw1
iw2

40.8144
40.1928
40.7562
40.6259

-79.9408
-79.5774
-80.4436
-80.0487

Underground Storage
Facilities

Consumption Points

Freshwater Impoundments
Crackers

Freshwater Sources

CWT Facilities
Class II Injection Wells

The length of the planning horizon has a major relevance in the success of any type of
organization (Sołoducho-Pelc, 2015). To define the long-term strategies of a shale gas venture, a
typical planning horizon of 10 years is considered in this case study. This time frame is selected
long enough to perform a comprehensive analysis of the long-term strategies without increasing
exponentially the computational costs. Given the dynamics involved during shale gas production
(i.e. rapid production rate decline), the planning horizon is discretized in 120 time periods
(months). In general, shale wells experience a gas-production rate declines at 20-40% per month

128

during the first months and stabilize to 5% per month after 20 months of production (Wang, 2016).
In this context, a monthly discretization seems an insightful manner to capture this rapid
productivity variation. In addition, this approach avoids the detrimental effects on the economy of
the enterprise related to any type of over dimension in the installed infrastructure.
6.2. Computational Results
The MINLP model is formulated in the optimization platform GAMS® with the global
optimization solver BARON (Tawarmalani and Sahinidis, 2005). BARON is a computational
system for solving nonconvex optimization problems to global optimality. Zorn and Sahinidis
(2013) highlighted the performance advantage of BARON over other solvers in applications
related to supply chain. MINOS, SNOPT and CONOPT are implemented in this solver as the nonlinear sub-solvers while CPLEX is used as the default linear solver. The convergence of the
MINLP model is obtained in a total time of 31328.21s of CPU time and 24416.26 CPU seconds
after the local search is done. In addition, the convergence is achieved after 22 iterations and a
relative gap - (best integer solution-best relaxed solution)/best relaxed solution) - of 0.03. The
convergence profile after the local search is depicted by Figure 6.2. Python 3.6 platform is utilized
for the development of the different machine learning algorithms. The convergence of these
models is achieved in a relatively short period of time (minutes). As depicted in Chapter 3, the
reservoir simulations for the Case Study II were run in REVEAL. For each strategy realization, it
is observed an average of 0.2 hour for attaining convergence on each tight reservoir simulation. In
Case Study I, the convergence of the compositional reservoir models took an average of 8 h of
CPU time with a maximum material balance error reported of 2.8113e-5 %. This puts REVEAL
models at less than 11 hours when compared to 24 hours it takes to run CMG models per
development strategy. Material balance error reported by REVEAL simulator is 2.624e-5 %. The
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simulations run in both case studies are developed using an Intel(R) Xeon(R) CPU @ 3.10GHz,
64-bit operating system.

Figure 6.2. Convergence profile for the relative gap after local search.
6.3. Optimal Design and Operation of Shale Gas Supply Chain
The field development strategy III is selected as the optimal for the exploitation of the shale
gas resources. This strategy not only maximizes cumulative production of the reservoir but also
adjusts better to variations of exogenous parameters such as the water availability in the area, the
natural gas demand in the different points of consumption and energy commodities’ prices in the
region. Figure 6.3 depicts the production rates of the well-pads in the field when strategy III is
selected. In addition, Figure 6.4 depicts the total production rate and cumulative production of the
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field. The initialization of the production and re-stimulation operations in each well-pad are in
accordance with the pre-defined schedule of the different activities for this strategy (Appendix A).

Figure 6.3. Production rates of well-pads when field development strategy III is selected.

Figure 6.4. Total production rate and cumulative production of the field when strategy III is
selected.
The locations selected for the different compression stations minimize the capital
expenditure required for the construction of the gathering pipelines to transport shale gas from the
well-pads to the different points of compression. In a similar fashion, the location of the processing
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plant minimizes the capital investment required for the gathering and transmission pipeline
infrastructure. The processing plant p1 is strategically located in the middle of the shale gas
development (surrounded by the production areas) and relatively close to an interconnection point
(ip2) in the existing transmission infrastructure (Figure 6.5). This ensures the minimization of the
distances with the consequent reduction of capital required for the transportation. In comparison
with p1, the other two potential locations for the processing plants are too far from some or even
all the production regions and involve an enormous capital investment for the gas transportation.
From interconnection point ip2, part of the natural gas production is transported to the closest
consumption point (m3) during most of the planning horizon. Other portion of the production is
distributed between the storage facilities uf1, uf2 and uf3 and the consumption points m1 and m2.

Figure 6.5. Supply chain network design for the field development (ESRI, 2016).
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The transportation in the existing transmission system is from the interconnection point ip2
to the three consumption points (m1, m2 and m3) and from the same interconnection point to the
three underground storage facilities (uf1, uf2 and uf3). The storage facilities uf1 and uf3 only
transport natural gas to the consumption point m1 while the other facility, uf2, sent the stored gas
to two consumption points, m1 and m2. This obeys the delivery direction established for the
existing transmission infrastructure (from south to north). These movements of the gas are
illustrated in Figure 6.6, where a schematic representation of the gas distribution is depicted.

Figure 6.6. Distribution of natural gas in the transmission system.
The variations of gas demand, underground gas storage and price are depicted by Figure
6.7. In order to balance the supply and demand in these consumption points and take advantage of
price conditions, the storage is produced during periods of overproduction in the field, depression
in the gas demand and not so favorable gas prices. At the beginning of the planning horizon, an
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oversupply is observed due to the rapid increase of gas production after the stimulation of new
wells. The withdrawal and delivery operations are performed during periods that gas demand and
prices are peaking. Once the productivity rate in different pads suffers a contraction, gas demand
starts to be less significant in the storage decision while gas price remains critical for the gas
venture. The important increase in the amount of gas stored from period 63 to 92 is related to the
increase of production generated by re-frac operations performed in some of the well-pads. Part of
this production is stored and deliver in the later periods when the price conditions are more
favorable.

Figure 6.7. Natural gas demand and storage variation during the planning horizon.
All the three freshwater sources (fw1, fw2, and fw3) have to be utilized for the stimulation
campaigns during the planning horizon of the venture. The freshwater requirement during the
planning horizon of the venture is depicted by Figure 6.8. Here, it is possible to observe an
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intensive utilization of freshwater during the first time periods of the project due to the stimulation
of new wells. The peak of water requirement is achieved during a period of dry season, which
means that the availability of freshwater is low in the different sources. The repercussions of this
situation will be explained in more detail below. A lower level of water requirement is produced
during the period of re-stimulation of wells given that not all the mature wells are selected for refracturing treatments.

Figure 6.8. Freshwater requirement for the stimulation campaigns during the planning horizon.
The selection of the freshwater source is not only based on the closeness of these sources
to the different well-pads but also the water availability during the periods of well stimulation.
Freshwater is trucked from source fw3 to well-pads wp1, wp2, wp3, and wp4, from source fw1 to
well-pads wp4, wp5, wp6, wp7 and wp9, and from source fw2 to well-pads wp4 and wp8. The
water transportation to well-pads wp1, wp2, wp3, wp5, wp7 and wp9 is explained by the necessity
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of minimizing the distance and the consequent transportation costs. In the case of the well-pad
wp4, the water cannot be fully allocated from fw2 due to the lack of water availability in this
source when stimulation operations take place (dry season). Then, the two other sources have to
provide the remaining freshwater during the stimulation campaigns of the new wells. A similar
situation is observed in the well-pad wp6, freshwater source fw1 cannot fully satisfy the water
requirements of this pad. To solve this issue, an impoundment (im1) has to be constructed to store
the water utilized in well-pad wp6, which is initially transported from the closest freshwater source
(fw3). This impoundment is not only built and operated for the storage of freshwater coming from
different sources but also to collect some of the recycled water received from the off-site treatment.
In addition, a minimum amount of water is transported from this impoundment to the well-pads
wp2, wp3, wp7, wp8 and wp9.
The flowback generated after the stimulation campaigns receives a basic (clarification)
treatment on-site and is mixed with freshwater for its use during the different stimulation activities.
The utilization of technology located in the different well-pads is justified by the fact that the
transportation cost of large quantities of wastewater is avoided. A minor proportion of wastewater
constituted by the produced water is transported off-site for its treatment/recycle and/or discharge.
Given the high cost of the MVR technology in comparison to MED, the CWT facility c1 utilizes
this latter technology for the water desalinization. The well-pads wp1, wp2, wp3, wp4 and wp5
utilize the CWT facility c1 for the treatment of part of the produced water during the production
stage of the project. In addition, Class II Injection Wells (wp1, wp2, wp3, wp4 and wp8 utilize iw1
and wp5, wp6, wp7, and wp9 utilize iw2) have to be utilized to handle the wastewater in cases
where the flows cannot be distributed to prevent TDS concentrations above the technical
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limitations of the off-site treatment plant. A schematic representation of the water management
structure is depicted by Figure 6.9.

Figure 6.9. Schematic representation of the water distribution in the shale gas development.
6.4. Financial Results
The economic results reveal an NPV of 205.56 MMUS$ for the development of 54 shale
wells throughout the shale gas reservoir distributed in 9 well-pads. The cost breakdown for the
project is depicted by Figure 6.10. The total capital expenditures (CAPEX) required for the
infrastructure to ensure production, transportation and processing of shale gas (Shale Wells,
Pipeline Infrastructure, Compressor Stations, Processing Plant, and Water Management)
represents 66.35% of the total discounted costs. Among the required infrastructure, the costs
related to the construction of shale wells represents a major outlay with 33.65% of the total
discounted CAPEX and 22.33% of the total discounted costs of the venture. Most of these
expenditures are related to the construction and stimulation of new wells in the field. Re-fracturing
costs only account for 8.61% of the shale well expenditures. This ratifies the importance of
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implementing re-stimulation techniques as a practical strategy to reduce the required shale well
investments and increase the cumulative production of the reservoir. The other main cost of the
venture is related to the construction of the surface infrastructure including the processing plant,
pipeline network, compressor stations and impoundments. The discounted cost associated with the
processing plant is 322.32 MMUS$ and represents 42.88% of the total discounted CAPEX and
28.45% of the total discounted costs of the project. The pipeline infrastructure accounts for a
discounted cost of 156.87 MMUS$, which represents 20.87% of CAPEX and 13.85% of the total
discounted costs. This cost could increase and turn the project economically non-viable if an
existing transmission network would not be available in the region. In comparison with other
surface infrastructure, compression stations’ costs represent a much lower capital investment
(16.16 MMUS$) accounting for only 2.47% of the CAPEX and 1.64% of total discounted costs.
Similarly, the construction of water impoundments involves an extremely low cost (0.89 MMUS$)
accounting for only 0.12% of CAPEX and 0.08% of total discounted costs of the venture.

Figure 6.10. Transportation, processing and water management infrastructure cost breakdown.
As depicted by Figure 6.11, most of the capital investment is occurring at the beginning of
the planning horizon. Most of the CAPEX related to the surface infrastructure occurs during the
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first 3 months. The investment dedicated to new wells in more distributed throughout the first 19
months. No expansion of surface facilities is required throughout the life cycle of the shale gas
project. This is related to the fact that the drilling of the new wells and the peaks of production are
achieved during the first years of the planning horizon (less than 3 years) of the project, which
implies that the capacity is already defined for the maximum production. In addition, it is required
a rapid construction of the surface facilities to ensure the allocation of the different shale gas
products in the market. This expeditious commercialization of natural gas, ethane and heavier
hydrocarbons allows a faster recovery of the project economy and reduce the payback period. The
well-pad costs observed during the period from month 45 to 66 are related to the re-stimulation
campaigns performed in the field.

Figure 6.11. Distribution of the capital investment during the planning horizon of the project.
On the other hand, taxes and royalties collaborate with a significant part of the remaining
expenses (approximately 27.99% of the total discounted costs) throughout the planning horizon.
Each state has its own regulations with specific implications on the shale gas reservoir
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development. This means that any type of variation in state legislations such as increase of tax
rates and/or incorporation of new regulations can have a direct impact on the economy of a shale
gas venture and jeopardize its possibilities of success. Because taxes are charged over the profit
generated (Calderon et al., 2015; Guerra et al., 2016), most of this cost is concentrated in the first
half of the planning horizon when the highest levels of gas production are achieved. The case of
the royalties is different because it is charged over the revenues generated by the gas operator
during the entire life cycle of the project. The operating costs (OPEX) are not as meaningful as
taxes and royalties and account for only 5.65% of total discounted costs. Most of these costs are
related to the well production, processing plant operation, and compression station operation. All
these costs constitute the expenses of a gas operator during the life cycle of the shale gas project.
Figure 6.12 depicts the distribution of these expenses during the planning horizon of the venture.

Figure 6.12. Royalties, taxes and operating costs during the planning horizon of the venture.
Analyzing the variation of the free cash flow during the planning horizon of the shale gas
venture, it is observed a strong impact of the capital investment during the first time periods of the
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planning horizon (from time period 1 to 12). Most of the time the free cash flow is negative or
neutral during these initial months of the project. Of course, there is not production and hence no
revenue generated by the gas operator. These expenditures are related to the construction of the
required infrastructure for transportation (gathering and transmission pipelines), compression and
processing of shale gas and subsequent products. In addition, the drilling and stimulation
campaigns of wells located in pads wp1, wp2, wp3, wp4 and wp5 are taking place during these
first time periods of the planning horizon (from time period 1 to 6). Then, the free cash flow
presents a slight increase pattern after the first stimulation campaigns followed by a profound
depression in time period 12 caused by the investment related to construction of well-pads wp6,
wp7 and wp9. In period 19, there is another depression in the free cash flow related to the
construction of the last pipeline for transportation of gas from well-pad wp9 to compression node
cn2 and the drilling of the last wells in the field. The costs related to the construction of the last
pipeline infrastructure and shale wells do not have so much negative impact on the cash flow given
that the number of wells already producing is high enough to generate a compensatory revenue.
Most of the fluctuations of free cash flow during the rest of the planning horizon are related to the
operations of injection and delivery of natural gas from different underground storage facilities.
This pattern appeases when the productivity in the different pads starts to decline. Given that the
costs associated with the re-stimulation of the mature wells are not as significant as others
investments, there is no visible impact of these expenditures in the cash flow of the project. The
payback period of the shale gas venture is 47 months (3 years and 11 months) of operation of the
gas company in the shale gas field. This period covers the time to reach the break-even point of
the project, which is the point that the gas operator has no net profit or loss. The variations of free
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cash flow and cumulative cash flow during the planning horizon of the project are depicted by
Figure 6.13.

Figure 6.13. Free cash flow and cumulative cash flow variations during the planning horizon of
the shale gas venture.
The fluctuation of the revenues generated by the different constituents of the shale gas
during the planning horizon of the venture are depicted by Figure 6.14. Although an important
fluctuation of the natural gas revenue is observed during the planning horizon of the project, the
other shale gas constituents follow the trend of well-pads’ production. This is mostly the
consequence of the operations of storage and delivery to adjust the supply and demand of natural
gas and exploit the price variability of this commodity. The liquid ethane and the other heavier
hydrocarbons are directly commercialized without any type of speculation of variations in the
market during the next 10 years. In Appendix C, the model proposed by Chebeir et al. (2017)
142

address the issue of stochasticism in the shale gas liquids’ price (market uncertainty) and the
operations of storage and delivery of NGL.

Figure 6.14. Variation of revenue and discounted revenue breakdown for the different products of
the shale gas production.
The total discounted revenues generated by each shale gas constituent as well as the total
development revenue are presented in Table 6.2. The total discounted revenue generated by the
shale gas development during a 10-year planning horizon is 1287.92 MMUS$. A significant
portion of this total discounted revenue is the consequence of the natural gas commercialization
with a percentage of 38.29% of the total discounted revenue. The NGL, on the whole, represent
61.71% of the total discounted revenues, which highlights the importance of producing wet gas
during periods of depressed natural gas prices to turn a shale gas project profitable. Among the
NGL, the propane represents the second most valuable energy commodity obtained from the
reservoirs during the period of operation in the field. Although the propane is the third constituent
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of the shale gas in volumetric composition, its price (higher than liquid ethane price) compensates
its lower production rates in the field and generates 24.38% of the total discounted revenues. This
component is followed by the butanes with the 17.30% of the total discounted revenues generated
at the end of the planning horizon. This is explained by its lower volumetric composition and
similar commercialization price when compared with propane. The revenues generated by the
natural gasoline represent 10.18 % of the total discounted revenue generated by the development.
Finally, the liquid ethane provides the lowest revenues with 9.84% of the total discounted revenues
at the end of the planning horizon. This is a result of the lower commercialization prices of this
energy commodity when compared to other liquids. These low prices are mostly caused by an
oversupply of this energy commodity in the internal petrochemical market. This analysis
demonstrates the preponderant economic role of certain NGL such as the propane and butanes in
the success of shale gas project. On the other hand, others hydrocarbons such as the ethane are
turning into a less relevant sub-product of shale gas. This is also reflected by the ethane rejection
phenomenon observed in many processing plants in the US.
Table 6.2. Individual and total discounted revenues generated by the shale gas development.
Component
Natural Gas
Ethane
Propane
Butanes
Natural Gasoline
Total Discounted Revenue

Discounted Revenue
[MMUS$]
493.21
126.74
314.06
222.78
131.15

Percentage of Project
Revenue [%]
38.29
9.84
24.38
61.71
17.30
10.18

1287.92

To analyze the importance of the NGL in the economy of a shale gas project, a decline of
approximately 7.3% in the price of ethane (20 % above the natural gas price) and 10 % in the
prices of the other heavier hydrocarbons (Price Reduction I) is considered. As can be observed in
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Table 6.3, there is a reduction in the discounted revenues generated by each liquid present in the
shale gas, which implies a significant decrease in the total discounted revenues generated by the
project. Moreover, this reduction in revenues has serious repercussions on the NPV generated by
the development, which is now 154.76 MMUS$. This implies a significant contraction in the
economy of the shale gas venture of approximately 24.71%. The payback period suffers a minimal
impact with an extension from 47 months (Base Case) to 50 months (Price Reduction I) of
operation in the field. Although the effect of prices difference is not as important for the payback,
it makes a significant difference at the end of the planning horizon.
Table 6.3. Discounted revenues generated for different case studies.
NGL
Components

Base Case Study

Case Study - Price
Reduction I

Case Study - Price
Reduction II

Ethane

126.74

117.44

Propane

314.06

282.65

107.66
251.24

Butanes

222.78

200.50

Natural Gasoline

131.15

118.03

Total Revenues

1287.92

1211.54

178.22
104.92
1131.78

The next test involves a reduction of approximately 15.05% in the price of ethane (10%
above the natural gas price) and a 20% in the prices of heavier hydrocarbons (Price Reduction II).
The reduction of the NPV is even higher in this case with a value of 100.01 MMUS$. This implies
a contraction in the economy of the shale gas project of 51.34%. The payback period is extended
even more from 47 (Base Case) to 54 (Price Reduction II) months. In both cases, the effect of
reducing the NGL prices is not only reflected at the end of the planning horizon with a lower
cumulative cash flow but also in the displacement of the payback time. In general, it is possible to
observe that the cumulative cash flow curve is progressively shifted down (decrease of cumulative
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cash flow) and to the right (displacement of break-even point). The variations observed in the
cumulative cash flow are depicted by Figure 6.15.

Figure 6.15. Variation of the cumulative cash flow when the NGL prices decline.
6.5. Conclusions
After describing the proposed techno-economic framework in Chapter 2 and its different
components in Chapter 3, 4 and 5, the results obtained for a typical case study were presented in
detail throughout this chapter. In the first section, a case study considered for the analysis of the
proposed framework was presented and described in detail. Throughout the second section, the
optimal design and schedule of the different operations in the upstream, midstream and
downstream segments of the supply chain were depicted. Finally, the third section showed and
analyzed the financial results obtained with the decision-making tool proposed in this work.
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The field development strategy (strategy III) selected is the one that maximizes the shale
gas recovery and better adjusts to the fluctuating behavior of the different exogenous parameters.
This strategy is the one that better accommodates to the variations observed in the natural gas
demand and water availability in the region. The optimal network design for the transportation and
processing of shale gas minimizes the distances between the different nodes in the structure.
Similarly, the management of freshwater is performed in such fashion that each well-pad receives
water from the closest source. Some particularities are observed in the water transportation due the
scarcity of water in certain sources. Large transportation costs are avoided by treating and
recycling the larger amounts wastewater on-site and treating and disposing the lower quantities
off-site. The most significant costs of the project are related to the construction of the wells and
the surface infrastructure. These capital investments cause a severe impact on the economy of the
project at the beginning of the planning horizon. No capacity expansion is observed during the rest
of the planning horizon of the project. Taxes and royalties can also have a profound impact on the
economy of the shale gas project. In this context, any change in legislation could affect the
perspectives of these types of enterprises.
An optimal coordination of storage and supply of natural gas is generated in a context of
initial depressed price and overproduction of natural gas. It is observed that the influence of the
demand starts to decrease when the production from the field declines. Once the shale gas
production starts its irremediable decline, the focus of the storage turns to the price conditions of
the natural gas. On the other hand, a major role has the selection of the region where the shale gas
development is performed. The revenues generated by the NGLs are key for the economic success
of these types of ventures. When lower prices of NGL were tested, it had a strong impact on the
economy of the project by reducing the NPV and the cumulative free cash flow. In the current
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market situation, the propane and butanes have a preponderant role while the ethane is losing its
main relevance as a profitable sub-product when compared to other hydrocarbon liquids.
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7. Conclusions and Future Directions
7.1. Main Conclusions of the Present Research Work
A techno-economic framework is proposed for the development of shale gas resources in
the liquid-rich region of the Marcellus play. This framework involved different contributions to
the area of shale gas production and distribution. A novel interdisciplinary approach combining
data analytics techniques, petroleum engineering practices, reservoir simulation models and supply
chain management concepts is utilized to develop long-term strategies and face the numerous
complexities involved in the different facets of a shale gas venture. A new procedure based on the
implementation of machine learning techniques, petroleum engineering concepts and numerical
simulations demonstrated its potential to define optimal field development strategies. In this
procedure, artificial intelligence represented a meaningful tool for the selection of the best re-frac
candidate wells for an unconventional reservoir. In addition, the integration between upstream
production planning and design/operation of midstream and downstream facilities unveiled the
significance of the utilization of mathematical programming methods for the resolution of largescale optimization problems. A new MINLP model is utilized for the resolution of this
optimization problem. Finally, new data analytics architectures were proposed for the prediction
of different exogenous variables. These parameters were critical input data of the proposed
framework.
Additionally, Appendix C introduced a MILP model for the resolution of the shale gas
problem with uncertain exogenous parameters including the price of the different energy
commodities. Although this formulation represents an earlier and simpler approach for the
resolution of the supply chain optimization problem, the introduction of stochasticism into the
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model can allows gas operators to gain deeper insight about the impact of the different shale gas
constituents in a shale gas enterprise.
A detailed description of the different results obtained throughout the implementation of
the new techno-economic framework for a realistic case study is given as follows:


The field development strategy selected for the exploitation of the shale gas reservoir is the
one that maximized the shale gas recovery and better adjusted to the variations of the different
exogenous parameters. The strategy III utilized for the development of the field accommodated
better than others to the fluctuating behavior of the natural gas demand, water availability in
the region and gas prices.



Capital investments related to the construction of the wells in the different well-pads and the
entire surface infrastructure (pipelines, compressor stations and processing plants among
others) represented the most significant costs in the production of shale gas resources. These
costs had a severe impact on the economy of the project at the beginning of the planning
horizon. Many large gas operators may be able to overcome this significant investment cause
of their financial capabilities. However, other smaller gas operators may require the acquisition
of debt to overcome these initial investments. In addition, taxes and royalties had an important
impact on the economy of the project. This highlights the importance that legislation changes
could have in the perspectives of these types of ventures.



The commercialization of NGL had a major role in the success of a shale gas development. A
major portion of the revenues were generated by the sales of the different liquids present in the
gas. Among these liquids, the propane and butanes were the most relevant in terms of
generating total discounted revenues. In this context, variations in NGL prices could have a
direct impact on the economy of these types of projects.
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The forecast of exogenous parameters such as the natural gas demand and water availability
was critical to enhance the realism and robustness of the proposed framework. Insight about
the trends of gas demand allowed the definition of essential operations including the gas
storage and transportation to the different points of consumption. The prediction of water
availability in different sources had a critical role in the coordination of the water trucking and
storage during the stimulation operations in the different well-pads.



Water trucking was not only based on the transportation costs but also in the water availability
in the different sources. In some cases, a more collaborative approach was performed and
several sources served the same well-pad. In other cases, the storage of certain amount of water
is required to avoid freshwater scarcity and satisfy the requirements in the field. Therefore,
there was a combination of different strategies to provide the necessary amount of freshwater
to perform the different stimulation campaigns.



In the framework presented in Appendix C, it is observed that the variability of liquids and
natural gas had a major role in the economy of a shale gas project in an environment of
uncertain energy commodity prices. Storage of NGL and natural gas is produced during
periods of low prices while delivery occurs during periods of high prices. As mentioned
previously, the NGL have a more relevant role in the economic success of this types of projects.
The storage costs incurred during the planning horizon of the project were outweighed by the
profits generated by the combination of storage and delivery operations.

7.2. Recommendations for Future Works
While this dissertation emphasis the study of the different facets of a shale gas enterprise
and the possible implementation of long-term strategies, more detailed analysis of particular
aspects can be performed in the future. Future directions of this work can focus on the decision-

151

making processes taking place in the development field and its interaction with the surface
facilities. An integrating approach can be implemented by interconnecting reservoir and process
simulators to establish joint operational strategies. On the other hand, there are numerous
opportunities of improvement in the midstream and downstream sections of the shale gas supply
chain, especially in the operational aspect of the processing plant and the prediction of market
trends. Finally, there is still room for improvement in the supporting operations section of the
supply chain. This includes a more detailed description of the water trucking problem involved in
the water management structure.
A more detailed description of the different directions that this research work could take is
provided in the following paragraphs:


The utilization of comprehensive approaches to integrate the decision-making processes in the
field with the different operations involved in the processing plant. This includes the
development of integrated platforms constituted by reservoir simulators and dynamic process
simulators such as Aspen HySys and/or Aspen Plus. In this study, the effects of the inherent
variations of gas flows coming from different shale well-pads in dynamic mode operation of
the separation plant can be analyzed in order to establish the most appropriate control
strategies. Another interesting possibility is the coupling of the REVEAL sub-surface reservoir
simulator with a surface model implemented in GAP to generate a three-tier optimization
structure. A future approach could include the use the RESOLVE platform with the GAP
functionalities for a complete upstream, midstream and downstream integrated optimization
study.



The development of a comprehensive study of the ethane rejection and its effect on the
economy of a shale gas project. During the past years, the amount of ethane contained in
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domestically produced raw natural gas has exceeded the capacity of consumption and
exportation. This oversupply has maintained the prices of ethane depressed, leading gas
processors to reject the ethane stream by leaving it in the marketed pipeline gas (EIA, 2016).
The inclusion of this feature in the proposed decision-making framework implies the
adaptation of the current MINLP formulation. The incorporation of ethane rejection in our
study is expected to provide insight about the optimal amounts of ethane to be rejected during
the planning horizon in order to maximize the perspectives of economic success of the shale
gas venture.


Given the depressed prices of natural gas caused by the oversupply in the internal market, the
gas operators in the United States are looking for new opportunities in different external
markets. According to EIA (2018), the net natural gas exportation in the first half of 2018 were
more than double the 2017 average. In this context, a possible direction of this research can be
the incorporation of the decision-making processes involved in the exportation of liquefied
natural gas (LNG). Again, the inclusion of this feature involves alterations in the MINLP
model to account for the design and operation of the required infrastructure in order to ensure
the delivery of LNG to external points of consumption. This not only could comprise the longterm strategies involved in the supply chain network but also the short-term operational level
of an LNG plant.



The establishment of optimal operation conditions for a natural gas separation plant in steadystate conditions with a major focus on the NGL recovery unit. A process simulation can be
developed in HySys and coupled with an optimization framework developed in MATLAB or
another optimization platform. Different metaheuristic algorithms can be implemented for the
resolution of this optimization problem. This research work can include the testing of different
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demethanizer technologies such as the conventional ethane recovery, the cold residue recycle
(CRR) process, and the gas sub-cooled process (GSP) under different inlet conditions to
compare the effectiveness of each type of separation unit. Ethane rejection can be also
considered in the process plant simulation.


The dynamic operation of the gas separation plant under variable inlet conditions such as
sudden changes of flowrates and gas compositions is another possible direction of this research
work. This also comprises the definition of optimal control strategies that provide enough
flexibility to the operation of the separation plant. In this context, the utilization of
reinforcement learning algorithms for the establishment of optimal dynamic operations in the
plant can be implemented and tested. To implement this approach, a framework can be
developed by integrating dynamic process simulations based on previous literature (Chebbi et
al., 2010; Luyben, 2013; Kherbeck and Chebbi, 2015) implemented in HySys with
reinforcement learning algorithms constructed in Python.



As mentioned in Chapter 5, the utilization of artificial intelligence as a forecasting tool can be
enhanced by the implementation of other machine learning architectures. In this context,
convolutional neural networks may represent the next step in the prediction of exogenous
parameters involved in a shale gas project. Additionally, machine learning techniques can be
also utilized for the prediction of other time-series comprised of more complex patterns such
as the prices of the different commodities. As an example, the stochastic procedure (GBM)
implemented in Appendix C may be replaced by data driven algorithms such as LSTM neural
networks, convolutional neural networks, and/or other hybrid structures combining traditional
or advanced statistical methods with machine learning architectures (Clemen, 1989; Yang,
2004). Another possible approach is the implementation of methods to decompose the price
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and predict the different components of the exogenous parameter separately. The
decomposition could be done through the implementation of the Hilbert-Huang transform
(Huang et al., 1996, 1998, 1999, 2003), which is based on the disaggregation of the time series
into intrinsic mode functions.


Other possible direction of this research could be focused on the resolution of the freshwater
transportation problem. This involves the resolution of a large-scale combinatorial problem
related to the optimal movements of trucks to satisfy the freshwater requirements in the
different well-pads. Different metaheuristic algorithms such as ant-colony (Dorigo and Stützle,
2003) and artificial bee-colony (Karaboga and Basturk, 2007) could be utilized for the
resolution of this optimization problem.
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Appendix A: Schedule of Different Field Development Strategies
A.1. Schedule of the Different Activities Performed in the Field for Case Study I
Table A.1. Schedule of different activities for development strategy I (Asala et al., 2017).
Operation

Pad A

Pad B

Pad C

Pad D

Pad E

-

01/01/07
B1, B5
01/01/07
B2, B3,
B4, B5

-

-

-

-

04/01/07
B1, B5
02/01/12
B2, B3,
B4, B5

-

-

-

Production

-

05/01/07
B1, B5
04/01/12
B2, B3,
B4, B5

-

-

-

Drilling of
infill wells

04/01/16
A1-A6

-

04/01/16
C1-C6

09/01/16
D1-D6

09/01/16
E1-E6

-

03/01/17
G1-G6

-

03/01/17
I1-I6

Shut-in of
parent wells

-

10/01/16
B1-B6

-

-

-

03/01/17
F1-F6

-

11/01/17
H1-H6

-

-

10/10/16
B4, B5,
B6, B2,
B3

-

-

-

03/10/17
F5, F3,
F6, F4

-

11/10/17
H3, H4,
H6

-

Fracturing,
perforation,
flowback of
infill wells

11/01/16
A1-A6

-

01/01/17
C1-C6

04/01/17
D1-D6

05/01/17
E1-E6

-

12/01/17
G1-G6

-

01/01/18
I1-I6

All wells
production

01/01/17
A1-A6

12/01/16
B1-B6

03/01/17
C1-C6

05/01/17
D1-D6

06/01/17
E1-E6

05/01/17
F1-F6

01/01/18
G1-G6

12/01/17
H1-H6

02/01/18
I1-I6

Shut-in of all
infill wells

01/01/19
A1-A6

-

08/01/19
C1-C6

08/01/19
D1-D6

01/01/20
E1-E6

-

08/01/20
G1-G6

-

02/01/21
I1-I6

01/10/19
A2, A5
only

-

08/10/19
C3, C4
only

08/10/19
D1, D2
only

01/10/20
E3, E5
only

-

08/10/20
G4, G1
only

-

02/10/21
I4, I6
only

02/01/19
A1-A6

-

09/01/19
C1-C6

09/01/19
D1-D6

02/01/20
E1-E6

-

09/01/20
G1-G6

-

03/01/21
I1-I6

Drilling of
existing wells

Fracturing,
perforation
and flowback

Refract of
refract/protect
or frac
candidates,
perforation,
flowback

Refract of
selected infill
refract
candidates,
perforation,
flowback
Production of
all the wells
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Pad F
09/01/09
F1
12/01/09
F3, F5,
06/01/12
F2, F4,
F6
10/01/09
F1
03/01/10
F3, F5,
11/01/12
F2, F4,
F6
11/01/09
F1
04/01/10
F3, F5,
01/01/13
F2, F4,
F6

Pad G

-

-

-

Pad H
11/01/08
H3
03/01/09
H4
08/01/12
H1, H2,
H5, H6
12/01/08
H3
04/01/09
H4
08/01/12
H1, H2,
H5, H6
01/01/09
H3
05/01/09
H4
10/01/12
H1, H2,
H5, H6

Pad I

-

-

-

Table A.2. Schedule of different activities for development strategy II (Asala et al., 2017).
Operation

Pad A

Pad B

-

01/01/07
B1, B5
01/01/07
B2, B3,
B4, B5

-

-

-

-

04/01/07
B1, B5
02/01/12
B2, B3,
B4, B5

-

-

-

Production

-

05/01/07
B1, B5
04/01/12
B2, B3,
B4, B5

-

-

-

Drilling of
infill wells

04/01/16
A1-A6

-

04/01/16
C1-C6

09/01/16
D1-D6

09/01/16
E1-E6

-

03/01/17
G1-G6

-

03/01/17
I1-I6

Shut-in of
parent wells

-

10/01/16
B1-B6

-

-

-

03/01/17
F1-F6

-

11/01/17
H1-H6

-

-

10/10/16
B4, B5,
B6, B2,
B3

-

-

-

03/10/17
F5, F3,
F6, F4

-

11/10/17
H3, H4,
H6

-

11/01/16
A1-A6

-

11/01/16
C1-C6

04/01/17
D1-D6

04/01/17
E1-E6

-

12/01/17
G1-G6

-

12/01/17
I1-I6

All wells
production

01/01/17
A1-A6

11/01/16
B1-B6

01/01/17
C1-C6

05/01/17
D1-D6

05/01/17
E1-E6

04/01/17
F1-F6

01/01/18
G1-G6

12/01/17
H1-H6

01/01/18
I1-I6

Shut-in of all
infill wells

01/01/20
A1-A6

-

03/01/20
C1-C6

11/01/20
D1-D6

05/01/21
E1-E6

-

05/01/21
G1-G6

-

08/01/21
I1-I6

Refract of
selected infill
refract
candidates,
perforation,
flowback

01/10/20
A2, A5
only

-

03/10/20
C3, C4
only

11/10/20
D1, D2
only

05/10/21
E3, E5
only

-

05/10/21
G4, G1
only

-

08/10/21
I4, I6
only

Production of
all the wells

02/01/20
A1-A6

-

04/01/20
C1-C6

12/01/20
D1-D6

06/01/21
E1-E6

-

06/01/21
G1-G6

-

09/01/21
I1-I6

Drilling of
existing wells

Fracturing,
perforation
and flowback

Refract of
refract/protect
or frac
candidates,
perforation,
flowback
Fracturing,
perforation,
flowback of
infill wells

Pad C

Pad D
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Pad E

Pad F
09/01/09
F1
12/01/09
F3, F5,
06/01/12
F2, F4,
F6
10/01/09
F1
03/01/10
F3, F5,
11/01/12
F2, F4,
F6
11/01/09
F1
04/01/10
F3, F5,
01/01/13
F2, F4,
F6

Pad G

-

-

-

Pad H
11/01/08
H3
03/01/09
H4
02/01/12
H1, H2,
H5, H6
12/01/08
H3
04/01/09
H4
08/01/12
H1, H2,
H5, H6
01/01/09
H3
05/01/09
H4
10/01/12
H1, H2,
H5, H6

Pad I

-

-

-

Table A.3. Schedule of different activities for development strategy III (Asala et al., 2017).
Operation

Pad A

Pad B

-

01/01/07
B1, B5
08/01/11
B2, B3,
B4, B5

-

-

-

-

04/01/07
B1, B5
02/01/12
B2, B3,
B4, B5

-

-

-

Production

-

05/01/07
B1, B5
04/01/12
B2, B3,
B4, B5

-

-

-

Drilling of
infill wells

04/01/16
A1-A6

-

04/01/16
C1-C6

09/01/16
D1-D6

09/01/16
E1-E6

-

03/01/17
G1-G6

-

03/01/17
I1-I6

Shut-in of
parent wells

-

10/01/16
B1-B6

-

-

-

03/01/17
F1-F6

-

11/01/17
H1-H6

-

-

10/10/16
B4, B5,
B6, B2,
B3

-

-

-

03/10/17
F5, F3,
F6, F4

-

11/10/17
H3, H4,
H6

-

Fracturing,
perforation,
flowback of
infill wells

11/01/16
A1-A6

-

11/01/16
C1-C6

04/01/17
D1-D6

04/01/17
E1-E6

-

12/01/17
G1-G6

-

12/01/17
I1-I6

All wells
production

01/01/17
A1-A6

12/01/16
B1-B6

01/01/17
C1-C6

05/01/17
D1-D6

05/01/17
E1-E6

05/01/17
F1-F6

01/01/18
G1-G6

12/01/17
H1-H6

01/01/18
I1-I6

Shut-in of all
infill wells

01/01/19
A1-A6

-

06/01/19
C1-C6

08/01/19
D1-D6

12/01/19
E1-E6

-

08/01/20
G1-G6

-

01/01/21
I1-I6

Refract of
selected infill
refract
candidates,
perforation,
flowback

01/10/19
A2, A5
only

-

06/10/19
C3, C4
only

08/10/19
D1, D2
only

12/10/19
E3, E5
only

-

08/10/20
G4, G1
only

-

01/10/21
I4, I6
only

Production of
all the wells

02/01/19
A1-A6

-

07/01/19
C1-C6

09/01/19
D1-D6

01/01/20
E1-E6

-

09/01/20
G1-G6

-

02/01/21
I1-I6

Drilling of
existing wells

Fracturing,
perforation
and flowback

Refract of
refract/protect
or frac
candidates,
perforation,
flowback

Pad C

Pad D
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Pad E

Pad F
09/01/09
F1
12/01/09
F3, F5,
06/01/12
F2, F4,
F6
10/01/09
F1
03/01/10
F3, F5,
11/01/12
F2, F4,
F6
11/01/09
F1
04/01/10
F3, F5,
01/01/13
F2, F4,
F6

Pad G

-

-

-

Pad H
11/01/08
H3
03/01/09
H4
02/01/12
H1, H2,
H5, H6
12/01/08
H3
04/01/09
H4
08/01/12
H1, H2,
H5, H6
01/01/09
H3
05/01/09
H4
10/01/12
H1, H2,
H5, H6

Pad I

-

-

-

Table A.4. Schedule of different activities for development strategy IV (Asala et al., 2017).
Operation

Pad A

Pad B

-

01/01/07
B1, B5
08/01/11
B2, B3,
B4, B5

-

-

-

-

04/01/07
B1, B5
02/01/12
B2, B3,
B4, B5

-

-

-

Production

-

05/01/07
B1, B5
04/01/12
B2, B3,
B4, B5

-

-

-

Drilling of
infill wells

04/01/16
A1-A6

-

04/01/16
C1-C6

09/01/16
D1-D6

09/01/16
E1-E6

-

03/01/17
G1-G6

-

03/01/17
I1-I6

Shut-in of
parent wells

-

10/01/16
B1-B6

-

-

-

03/01/17
F1-F6

-

11/01/17
H1-H6

-

-

10/10/16
B4, B5,
B6, B2,
B3

-

-

-

03/10/17
F5, F3,
F6, F4

-

11/10/17
H3, H4,
H6

-

11/01/16
A1-A6

-

01/01/17
C1-C6

04/01/17
D1-D6

05/01/17
E1-E6

-

12/01/17
G1-G6

-

01/01/18
I1-I6

All wells
production

01/01/17
A1-A6

11/01/16
B1-B6

03/01/17
C1-C6

05/01/17
D1-D6

06/01/17
E1-E6

04/01/17
F1-F6

01/01/18
G1-G6

12/01/17
H1-H6

02/01/18
I1-I6

Shut-in of all
infill wells

01/01/20
A1-A6

-

05/01/20
C1-C6

11/01/20
D1-D6

06/01/21
E1-E6

-

05/01/21
G1-G6

-

09/01/21
I1-I6

Refract of
selected infill
refract
candidates,
perforation,
flowback

01/10/20
A2, A5
only

-

05/10/19
C3, C4
only

11/10/20
D1, D2
only

06/10/21
E3, E5
only

-

05/10/21
G4, G1
only

-

09/10/21
I4, I6
only

Production of
all the wells

02/01/20
A1-A6

-

06/01/20
C1-C6

12/01/20
D1-D6

07/01/21
E1-E6

-

06/01/21
G1-G6

-

10/01/21
I1-I6

Drilling of
existing wells

Fracturing,
perforation
and flowback

Refract of
refract/protect
or frac
candidates,
perforation,
flowback
Fracturing,
perforation,
flowback of
infill wells

Pad C

Pad D
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Pad E

Pad F
09/01/09
F1
12/01/09
F3, F5,
06/01/12
F2, F4,
F6
10/01/09
F1
03/01/10
F3, F5,
11/01/12
F2, F4,
F6
11/01/09
F1
04/01/10
F3, F5,
01/01/13
F2, F4,
F6

Pad G

-

-

-

Pad H
11/01/08
H3
03/01/09
H4
02/01/12
H1, H2,
H5, H6
12/01/08
H3
04/01/09
H4
08/01/12
H1, H2,
H5, H6
01/01/09
H3
05/01/09
H4
10/01/12
H1, H2,
H5, H6

Pad I

-

-

-

A.2. Schedule of the Different Activities Performed in the Field for Case Study II
Table A.5. Schedule of different activities for development strategy I.
Operation

Pad 1

Pad 2

Pad 3

Pad 4

Pad 5

Pad 6

Pad 7

Pad 8

Pad 9

Drilling of
infill wells

10/01/17
1A-1F

05/01/18
2A-2F

10/01/17
3A-3F

03/01/18
4A-4F

03/01/18
5A-5F

09/01/18
6A-6F

09/01/18
7A-7F

04/01/19
8A-8F

09/01/18
9A-9F

Fracturing,
perforation,
flowback of
infill wells

05/01/18
1A-1F

06/01/18
2A-2F

07/01/18
3A-3F

10/01/18
4A-4F

10/01/18
5A-5F

10/01/18
6A-6F

06/01/19
7A-7F

05/01/19
8A-8F

06/01/19
9A-9F

All wells
production

07/01/18
1A-1F

07/01/18
2A-2F

09/01/18
3A-3F

11/01/18
4A-4F

11/01/18
5A-5F

11/01/18
6A-6F

07/01/19
7A-7F

06/01/19
8A-8F

07/01/19
9A-9F

Shut-in of all
infill wells

07/01/22
1A-1F

06/01/22
2A-2F

11/01/22
3A-3F

11/01/22
4A-4F

12/01/22
5A-5F

9/01/22
6A-6F

11/01/23
7A-7F

03/01/23
8A-8F

09/01/23
9A-9F

Re-frac of refrac
candidates,
perforation,
flowback

07/10/22
1B, 1D
only

06/10/22
2D, 2E
only

11/10/22
3B, 3C
only

11/10/22
4A, 4C
only

12/10/22
5B, 5F
only

09/10/22
6A, 6B
Only

11/10/23
7A, 7B
only

03/10/23
7C, 7F
only

09/10/23
9D, 9F
only

Production of
all the wells

08/01/22
1A-1F

07/01/22
2A-2F

12/01/22
3A-3F

12/01/22
4A-4F

01/01/23
5A-5F

10/01/22
6A-6F

12/01/23
7A-7F

04/01/23
7A-7F

10/01/23
9A-9F

Table A.6. Schedule of different activities for development strategy II.
Operation

Pad 1

Pad 2

Pad 3

Pad 4

Pad 5

Pad 6

Pad 7

Pad 8

Pad 9

Drilling of
infill wells

10/01/17
1A-1F

04/01/18
2A-2F

10/01/17
3A-3F

03/01/18
4A-4F

03/01/18
5A-5F

09/01/18
6A-6F

09/01/18
7A-7F

04/01/19
8A-8F

09/01/18
9A-9F

Fracturing,
perforation,
flowback of
infill wells

05/01/18
1A-1F

05/01/18
2A-2F

05/01/18
3A-3F

10/01/18
4A-4F

09/01/18
5A-5F

10/01/18
6A-6F

06/01/19
7A-7F

05/01/19
8A-8F

06/01/19
9A-9F

All wells
production

08/01/18
1A-1F

06/01/18
2A-2F

08/01/18
3A-3F

12/01/18
4A-4F

12/01/18
5A-5F

11/01/18
6A-6F

07/01/19
7A-7F

06/01/19
8A-8F

07/01/19
9A-9F

Shut-in of all
infill wells

08/01/20
1A-1F

07/01/20
2A-2F

01/01/21
3A-3F

03/01/21
4A-4F

07/01/21
5A-5F

06/01/21
6A-6F

02/01/22
7A-7F

10/01/21
8A-8F

03/01/22
9A-9F

Re-frac of refrac
candidates,
perforation,
flowback

08/10/20
1B, 1D
only

07/10/20
2D, 2E
Only

01/10/21
3B, 3C
only

03/10/21
4A, 4C
only

07/10/21
5B, 5F
only

06/10/21
6A, 6B
only

02/10/22
7A, 7B
only

10/10/21
7C, 7F
only

03/10/22
9D, 9F
only

Production of
all the wells

09/01/21
1A-1F

08/01/20
2A-2F

02/01/21
3A-3F

04/01/21
4A-4F

08/01/21
5A-5F

07/01/21
6A-6F

03/01/22
7A-7F

11/01/21
7A-7F

04/01/22
9A-9F
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Table A.7. Schedule of different activities for development strategy III.
Operation

Pad 1

Pad 2

Pad 3

Pad 4

Pad 5

Pad 6

Pad 7

Pad 8

Pad 9

Drilling of
infill wells

10/01/17
1A-1F

03/01/18
2A-2F

10/01/17
3A-3F

03/01/18
4A-4F

03/01/18
5A-5F

09/01/18
6A-6F

09/01/18
7A-7F

04/01/19
8A-8F

09/01/18
9A-9F

Fracturing,
perforation,
flowback of
infill wells

05/01/18
1A-1F

04/01/18
2A-2F

07/01/18
3A-3F

10/01/18
4A-4F

10/01/18
5A-5F

10/01/18
6A-6F

06/01/19
7A-7F

05/01/19
8A-8F

06/01/19
9A-9F

All wells
production

07/01/18
1A-1F

05/01/18
2A-2F

09/01/18
3A-3F

11/01/18
4A-4F

11/01/18
5A-5F

11/01/18
6A-6F

07/01/19
7A-7F

06/01/19
8A-8F

07/01/19
9A-9F

Shut-in of all
infill wells

07/01/21
1A-1F

06/01/21
2A-2F

11/01/21
3A-3F

05/01/22
4A-4F

12/01/22
5A-5F

07/01/21
6A-6F

11/01/22
7A-7F

01/01/23
8A-8F

03/01/23
9A-9F

Re-frac of refrac
candidates,
perforation,
flowback

07/10/21
1B, 1D
only

06/10/21
2D, 2E
only

11/10/21
3B, 3C
only

05/10/22
4A, 4C
only

12/10/22
5B, 5F
only

07/10/21
6A, 6B
only

11/10/22
7A, 7B
only

01/10/23
7C, 7F
only

03/10/23
9D, 9F
only

Production of
all the wells

08/01/21
1A-1F

07/01/21
2A-2F

12/01/21
3A-3F

06/01/22
4A-4F

01/01/23
5A-5F

08/01/21
6A-6F

12/01/22
7A-7F

02/01/23
7A-7F

04/01/23
9A-9F
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Appendix B: Additional Information for Techno-Economic Framework
B.1. Non-Financial and Financial Parameters
The non-financial and financial parameters as well as the parameters utilized for the
development of reservoir models are depicted in Tables B.1 and B.2.
Table B.1. Non-financial parameters for the proposed case study.
Parameter

Unit

Value

Description

Reference

wprwp,st,t

Mm3
day

0.8-1.035

Shale gas production rate at wellpad wp for field development
strategy st during time period t

Defined for case study

mcwp

unitless

0.742-0.88

Time-averaged volumetric
composition of methane in shale gas
produced at well-pad wp

Defined for case study

ecwp

unitless

0.058-0.156

Time-averaged volumetric
composition of ethane in shale gas
produced at well-pad wp

Defined for case study

pcwp

unitless

0.036-0.056

Time-averaged volumetric
composition of propane in shale gas
produced at well-pad wp

Defined for case study

0.25-0.28

Time-averaged volumetric
composition of butane (iso-butane +
n-butane) in shale gas produced at
well-pad wp

Defined for case study

Defined for case study

bcwp

unitless

gcwp

unitless

0.001-0.021

Time-averaged volumetric
composition of natural gasoline
(C5 , C6 , … ) in shale gas produced at
well-pad wp

ωp

unitless

0.93-0.95

Ethane recovery at processing plant
p

(Lake et al., 2013)

1272.4

Ethane density in gas mixture

Defined for case study

1866.1

Propane density in gas mixture

Defined for case study

2459.3

Butane density in gas mixture

Defined for case study

3363.9

Natural gasoline density in gas
mixture

Defined for case study

ρeg
ρpg
ρbg
ρgg

tn
Mm3
tn
Mm3
tn
Mm3
tn
Mm3

(table cont’d)
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Parameter

Unit

Value

Description

Reference

awgcuf,t

Mm3
day

20

Available working gas in the
underground storage facility uf in
each time period t

(NATFUEL, 2018)

icuf,t

Mm3
day

8.83

Gas injection capacity in the
underground storage facility uf in
each time period t

(NATFUEL, 2018)

wcuf,t

Mm3
day

11.77

Gas withdrawal capacity in the
underground storage facility uf in
each time period t

(NATFUEL, 2018)

ngdemm,t

Mm3
day

m1=2.48-9.01
m2=0.06-0.41
m3=0.70-2.52

Natural gas demand at consumption
point m in time period t

Defined by data
analysis

edeme,t

tn
day

e1=2739.7
e2=4109.5

Liquid ethane demand at cracker e
in time period t

(NATFUEL, 2018)

pdemt

tn
day

1000

Liquid propane demand in time
period t

(Cafaro and
Grossmann, 2014)

bdemt

tn
day

1000

Liquid butane demand in time
period t

(Cafaro and
Grossmann, 2014)

gdemt

tn
day

1000

Natural gasoline demand in time
period t

(Cafaro and
Grossmann, 2014)

658.56

Compression parameter for
compression node cn

Defined for case study

658.56

Compression parameter for
compression node p

Defined for the case
study

Amount of freshwater required at
each well-pad wp for a well of
design wd

(Ali, 2015)

kcccn
kcpp

kW
[Mm3 ⁄day]
kW
[Mm3 ⁄day]

fwpwp,wd

m

wd1=15104
wd2=16312
wd3=18125
wd4=21145

fbcwp

unitless

0.10

Ratio of water recovered over
water injected at well-pad wp

(Vidic et al., 2013)

nd

days

30.5

Number of days in a time interval

Average number of
days

PAD
Cwp

ppm [1 ppm
= 1g/m3

90000250000

Time-averaged TDS composition at
well-pad wp

(Karapataki, 2012)

m

w1=305000
w2=18300
w3=18125

Maximum flow capacity of
treatment technology w in time
period t

CWT
CUw

ppm

w1=40000
w2=100000
w3=200000

Maximum TDS concentration
capacity of treatment technology w
in time period t

αw

unitless

w1=0.2
w2=0.435
w3=0.5

Water recovery of each treatment
technology w

MAX,CWT
Fw,t

3

3

(table cont’d)
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(Karapataki, 2012; AlKaraghouli and
Kazmerski, 2013; All
Consulting, 2018)
(Karapataki, 2012; AlKaraghouli and
Kazmerski, 2013; All
Consulting, 2018)
(Gao and You, 2015)

Parameter

Unit

Value

Description

Reference

FWa f,t

m3

f1=0-2.56
f2=0-10.35
f3=0-2.53

Freshwater availability at source f in
time period t

Defined by data
analysis

CD

ppm

500

Standard discharge TDS
concentration

(Karapataki, 2012)

CF

𝑝𝑝𝑚

50000

Standard TDS fracturing fluid

(Karapataki, 2012)

Mm3
day

rp1=0
rp2=2
rp3=4
rp4=6
rp5=8
rp6=10

Capacity of size rp for processing
plants

Defined for the case
study

Mm3
day

rc1=0
rc2=800
rc3=1600
rc4=2400
rc5=3200
rc6=4000

Capacity of size rc for compression
stations

(Cafaro and
Grossmann, 2014)

Mm3
day

rg1=0.00
rg2=0.04-0.11
rg3=0.24-0.8
rg4=0.72-2.35
rg5=1.54-5.07
rg6=2.71-9.19

Capacity of size rg for pipelines
between well-pads wp and
compression stations cn

(Cafaro and
Grossmann, 2014)

Mm3
day

rg1=0.00
rg2=0.2-0.6
rg3=0.14-0.47
rg4=0.42-1.39
rg5=0.91-3.00
rg6=1.65-5.43

Capacity of size rg for pipelines
between compression stations cn
and processing plants p

(Cafaro and
Grossmann, 2014)

Mm3
day

rg1=0.00
rg2=0.07-0.14
rg3=0.44-0.60
rg4=1.30-2.76
rg5=2.80-5.95
rg6=5.0710.79

Capacity of size rg for pipelines
between processing plants p and
interconnection points ip

(Cafaro and
Grossmann, 2014)

rl1=0.00
rl2=143.42
rl3=573.69
rl4=1290.80
rl5=2294.75

Capacity of size rl for liquid
pipelines between processing plants
p and crackers e

(Cafaro and
Grossmann, 2014)

PCaprp

CCaprc

FCCapwp,cn,rg

FPCapcn,p,rg

FICapp,i,rg

FECapp,i,rg

3

Mm
day
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Table B.2. Financial parameters for the proposed case study.
Parameter

Unit

Value

Description

Reference

ngpt

MMUS$
Mm3

0.10-0.14

Natural gas price in each time
period t

(EIA, 2017)

lept

MMUS$
tn

1.79 x 10-4-2.58 x 10-4

Liquid ethane price in each time
period t

(EIA, 2017)

lppt

MMUS$
tn

4.28 x 10-4-7.32 x 10-4

Liquid propane price in each time
period t

(EIA, 2017)

lbpt

MMUS$
tn

3.99 x 10-4-6.82 x 10-4

Liquid butane price in each time
period t

(EIA, 2017)

lgpt

MMUS$
tn

4.79 x 10-4-8.20 x 10-4

Natural gasoline price in each time
period t

(EIA, 2017)

roy

unitless

0.125

Ratio between the royalties paid and
the total revenues generated

(Hefley and Wang,
2014)

dcwp,wd

MMUS$
well

wd1=1.5
wd2=1.55
wd3=1.63
wd4=1.75

Drilling cost at well-pad wp for
shale wells of design wd

(Gao and You,
2015)

ccwp,wd

MMUS$
well

wd1=2.5
wd2=2.70
wd3=3.0
wd4=3.5

Completion cost at well-pad wp for
shale wells of design wd

(Gao and You,
2015)

pec

MMUS$
well

1.0075 x 10-5

Average permitting cost for shale
wells

(Hefley and Wang,
2014)

scc

MMUS$
well

6.67 x 10-2

Average site cost for shale wells

(Hefley and Wang,
2014)

rfcwp,wd

MMUS$
well

wd1=1.60
wd2=1.70
wd3=1.85
wd4=2.10

Re-fracturing cost at well-pad wp
for shale wells of design wd

(Asala et al., 2016)

cfp

unitless

0.2

Maintenance factor of pipelines

(Arsegianto et al.,
2003)

pcwwp,t

MMUS$

4 x 10-4

Production cost at well-pad wp
during time period t

(Cafaro and
Grossmann, 2014)

facfw,t

MMUS$
m3

0.15-0.20

Freshwater acquisition cost at
source fw during time period t

(Vidic et al., 2013)

TC FW

MMUS$
m3

1.11 x 10-7

Freshwater transportation cost

TC WW

MMUS$
m3

1.48 x 10-7

Wastewater transportation cost

(table cont’d)
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(Yang et al., 2015;
Bartholomew and
Mauter, 2016)
(Yang et al., 2015;
Bartholomew and
Mauter, 2016)

Parameter

Unit

Value

Description

Reference

lfimfw,im

km

11.15-97.94

Distance between freshwater source
fw and impoundment im

Defined for case
study

lfwpfw,wp

km

21.35-101.27

Distance between freshwater source
fw and freshwater impoundment im

Defined for case
study

lcimc,im

km

21.61-142.29

Distance between CWT facility c and
freshwater impoundment im

Defined for case
study

lwpcwp,c

km

32.27-170.04

Distance between well-pad wp and
CWT facility c

Defined for case
study

limwpim,wp

km

5.54-91.97

Distance between freshwater
impoundment im and well-pad wp

Defined for case
study

lcwpc,wp

km

32.27-170.04

Distance between CWT facility c and
well-pad wp and

Defined for case
study

lwpiwwp,iw

km

54.22-123.41

Distance between well-pad wp and
class II injection iw

Defined for case
study

lciwc,iw

km

29.38-192.65

Distance between CWT facility c and
class II injection iw

Defined for case
study

On-site treatment cost

(Yang et al.,
2015;
Bartholomew and
Mauter, 2016)

WW

OCO

MMUS$
m3

2.51 x 10

WW
OCCw

MMUS$
m3

w1=1.20 x 10-6
w2=1.01 x 10-6
w3=1.88 x 10-5

Treatment cost at CWT facility

OCDS FW

MMUS$
m3

4.19 x 10-5

Desalinated water discharge cost of

OCDFW

MMUS$
m3

1.88 x 10-4

Wastewater injection cost

cop

unitless

0.75

Factor accounting for the total
operating cost excluding electricity
cost

(Arsegianto et al.,
2003)

elt

MMUS$
kW h

6.98 x 108-7.56 x 10-8

Electricity cost

(Arsegianto et al.,
2003)

Hy

h
month

732

Number of operating hours per month
of compressor station

(Arsegianto et al.,
2003)

ocp

MMUS$
Mm3

1 x 10-3

Operating cost of processing plant

(Cafaro and
Grossmann, 2014)

-5

(table cont’d)
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(Yang et al.,
2015;
Bartholomew and
Mauter, 2016)
(Yang et al.,
2015;
Bartholomew and
Mauter, 2016)
(Yang et al.,
2015;
Bartholomew and
Mauter, 2016)

Parameter

Unit

Value

Description

Reference

utcg

MMUS$
Mm3 km

1.52 x 10-5

Unit transportation cost of gas

(NATFUEL,
2018)

uic

MMUS$
Mm3 km

1.39 x 10-3

Unit injection cost of gas

(NATFUEL,
2018)

uwc

MMUS$
Mm3 km

1.39 x 10-3

Unit withdrawal cost of gas

(NATFUEL,
2018)

Depτ,t

unitless

1.67 x 10-2

Depreciation rate for investments in
time period τ during period t

(Calderon et al.,
2015)

tr

unitless

0.3

Taxes paid on profits generated

(Lake et al., 2013)

dr

unitless

1 x 10-2

Discount rate

(Cafaro and
Grossmann, 2014)

MMUS$

rp1=0.00
rp2=166.73
rp3=252.71
rp4=322.32
rp5=383.04
rp6=437.92

Cost of capacity size rp for processing
plants

Defined for the
case study

Cost of capacity of size rc for
compression stations

(Cafaro and
Grossmann, 2014)

Cost of capacity of size rc for
compression stations

(Cafaro and
Grossmann, 2014)

MMUS$

rg1=0.00
rg2=3.51-38.16
rg3=5.32-57.84
rg4=6.78-73.77
rg5=8.06-87.66
rg6=9.22-100.22

Cost of capacity of size rc for
compression stations

(Cafaro and
Grossmann, 2014)

MMUS$

rg1=0.00
rg2=9.56-43.35
rg3=14.49-65.70
rg4=21.68-83.80
rg5=21.97-99.58
rg6=25.11-113.85

Cost of capacity of size rc for
compression stations

(Cafaro and
Grossmann, 2014)

MMUS$

rl1=0.00
rl2=10.84-47.69
rl3=16.43-72.28
rl4=20.96-92.19
rl5=24.91-109.56

Cost of capacity of size rc for
compression stations

(Cafaro and
Grossmann, 2014)

PCost rp

CCost rc

MMUS$

WCCost wp,cn,rg MMUS$

CPCost cn,p,rg

PICost p,ip,rg

LPCost p,e,rl

rc1=0.00
rc2=166.73
rc3=252.71
rc4=322.32
rc5=383.04
rc6=437.92
rg1=0.00
rg2=1.23-14.06
rg3=1.86-20.10
rg4=2.37-27.19
rg5=2.82-32.31
rg6=3.22-36.94
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B.2. Conversion Factors
The SI metric conversion factors are given in the following table:
Table B.3. SI metric conversion factors.
ft × 3.048*

E − 01 = m

lbm × 4.536

E − 01 = kg

acre × 4.0468

E + 03 = m2

MMcf × 2.8316

E + 04 = m3

gal × 3.78

E − 03 = m3

ppm × 1.0*

E − 03 = kg/ m3

psi × 6.8947

E + 03 = Pa

d × 9.86692

E − 13 = m2

(°F−32)/1.8

= °C

hp × 7.46043

E − 01 = kW

*Conversion factor is exact.
B.3. Alternative Approach to Select the Number of Wells to be Fractured and Re-Fractured
The constraints required for the selection of number of wells, design and type of operation
are:
∑

∑

∑ ∑ YWwp,n,wd,q = 1 ∀ tϵT

(B.1)

wpϵWP nϵNT wdϵWD qϵQ

Nwp,wd,q,t = ∑ nYWwp,n,wd,q

∀ wpϵWP, wdϵWD, qϵQ, tϵT

(B.2)

nϵNT

where YWwp,n,wd,q is a binary variable that equals 1, if a specific number of wells n with design
wd is selected when operation q (q1: drilling and fracturing, q2: drilling, fracturing, and refracturing) developed at well-pad wp in each time period t. Nwp,wd,q,t is the total number of wells
at well-pad wp with design wd and operation q developed in time period τ.
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The production at each well-pad is given by equation B.3. It also states that shale gas
produced in each well-pad is transported to junction nodes where potential compressor stations
can be installed.
t−1

∑ ∑ ∑ Nwp,wd,q,τ ∙ sprwp,wd,q,t−τ = ∑ FRCwp,cn,t ∀ wϵWP, tϵT
wdϵWD qϵQ τ=1

(B.3)

cnϵCN

where sprwp,wd,q,t−τ accounts for the shale gas production rate of each well of design wd at wellpad wp for operation q in each time period t − τ (age of well). This parameter is determined by
the reservoir simulation. FRCwp,cn,t is the flow of raw gas from well-pad wp to compression node
cn in each period t.
All these equations are based on the work developed by Chebeir et al. (2017) and Asala et
al. (2017).

B.4. Decline Curve Analysis (DCA)
Depending on the decline rate of the well, a hyperbolic (Equation B.4), exponential
(Equation B.5) or combined hyperbolic/exponential (Equation B.6) fit is used. When a combined
hyperbolic/exponential fit is utilized, EUR10 is first obtained using a hyperbolic fit, until a
terminal decline rate is reached that is better approximated with an exponential fit.
NEUR10

Qbi
(1−b)
(1−b)
=
(Qi
− Qt
)
Di (1 − b)
NEUR10 =

NEUR10 =

Qe − Qt
De

Qbi
Qe − Qt
(1−b)
(1−b)
(Qi
− Qe
)+
Di (1 − b)
De

(B.4)
(B.5)

(B.6)

where b, Di, 𝑄𝑖 and 𝑄𝑡 represent hyperbolic exponent, initial decline rate, initial production rate
and production rate at time t10, respectively. 𝑄𝑒 represents an initial exponential production rate.
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B.5. Forecast of Residential and Industrial Gas Demands
The following figure depicts the 10-year forecast of the industrial and residential natural
gas demands for the state of Pennsylvania.

Figure B.1. 10-year forecast of residential and industrial natural gas demands.
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Appendix C: Shale Gas Development under Market Uncertainty3
C.1. Proposed Model Formulation
In this study, the optimization problem for the long-term planning, development, design,
and operations of the shale gas supply chain under fluctuation of final products’ prices is
formulated as a two-stage stochastic programming model. The scenario-based method is utilized
to represent the uncertain parameters of the model. This method is an approximation approach
implemented to transform an intractable stochastic problem into a tractable one. The main idea is
to address only a finite number of selected realizations in the optimization. Each possible
realization represents a scenario with a unique probability of occurrence. This allows the
transformation of the proposed model into a deterministic equivalent model with different possible
scenarios for the uncertain prices. More detailed information about the determination of each
possible scenario is given in the following section.
In the proposed model, production as well as design variables are modelled as first stage
here-and-now decisions. These decision variables, which are taken by considering the price
expectations at the beginning of the time period, include the determination of the number of wells
to be drilled and fractured, shale gas production at each well-pad, amount of water required in each
well-pad, amount of wastewater generated, treated, and reused, capacity of processing plants, and
capacity of different pipelines throughout the supply chain. The second-stage decisions or logistic
operations can be performed much faster. These decision variables can be fine-tuned in a waitand-see setting after the prices of final products are revealed at the beginning of the time periods.

3

The information in this appendix was previously published as Jorge Chebeir, Aryan Geraili and
Jose Romagnoli, “Development of Shale Gas Supply Chain Network under Market Uncertainties,”
Energies 10(2) (2017): 246. Reprinted from MDPI Open Access Journals.
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The second stage variables to be determined by the proposed optimization model correspond to
the activities related to transportation of shale gas and inventory/supply of final products. These
variables include the amounts of shale gas transported from each well-pad to processing plant,
amounts of natural gas transported and stored in each underground reservoir, amounts of NGL
stored, and amounts of natural and NGL supplied to different markets. Therefore, the model is
partitioned into first stage and second stage equations with an objective function combining terms
that captures the effects of decisions taken in both stages.
C.1.1. Assumptions
The main assumptions considered for the proposed model can be summarize as follows:
1.

The composition of the shale gas is a known constant and independent of the wells’ location.
This assumption differs from some previous approaches, which considered variability of
composition in different well-pads (Cafaro and Grossmann, 2014; Drouven and Grossmann,
2016; Guerra et al., 2016);

2.

The number of wells that can be drilled and hydro-fracture in a well-pad in each time period
is bounded. Moreover, the maximum number of wells that can be drilled in each well-pad
throughout the planning horizon is also known beforehand;

3.

Multiple wells in the same well-pad can be drilled, hydro-fractured, and completed in the same
period;

4.

A quarterly discretization is considered for the planning horizon of the shale gas project;

5.

Well productivity rate is formulated based on the well age;

6.

Flowback water represents a fraction of the fracking water utilized during the hydraulic
operations in each well-pad;

7.

Produced water in different well-pads is proportional to the shale gas production in that site;
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8.

Different management options can be utilized to handle the wastewater generated in each
well-pad due to the fracking activities.

9.

Well-pads are located in a region without the necessary pipeline and processing infrastructure.
Therefore, gas producer is not only responsible for exploiting the shale reservoir but also for
providing the sufficient processing capacity;

10. Processing plant separates natural gas from NGL considering certain efficiency. Storage
capacity for NGL is considered in the processing plant.
11. Only one processing plant is contemplated for processing the shale gas due to the limited
number of well-pads considered in the case study.
12. Power functions are utilized for the determination of the capital cost for the shale and natural
gas pipeline infrastructure and processing plant infrastructure.
13. Natural gas and NGL prices follow the trend of crude oil price. Fixed relationships are utilized
to relate these commodities’ prices. Randomness of prices is represented by a continuous-time
stochastic process. More detailed explanation is given in the next section.
14. Maximum and minimum demands of natural gas and NGL are constant throughout the
planning horizon of the shale gas project.
C.1.2. Mathematical Model
The mathematical formulation for the shale gas supply chain network and operations is
presented next. Information about the model is given including first and second stage equations
and objective function.
The determination of the number of wells drilled, hydro-fractured, and completed at each
well-pad wp in each time period t is obtained through the implementation of Equations C.1-C.3
(Cafaro and Grossmann, 2014; Gao and You, 2015).
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ntwp

∑ YWwp,n,t = 1
n=0

∀ wp ∈ WP, t ∈ T

(C.1)

ntwp

NWwp,t = ∑ n ∙ YWwp,n,t ∀ wp ∈ WP, t ∈ T

(C.2)

n=0

∑ NWwp,t ≤ Nmaxwp ∀ wp ∈ WP

(C.3)

t∈T

Equation C.1 establishes that only a specific number of wells can be drilled in each time
period t. nt wp denotes the maximum number of wells that can be drilled and hydro-fractured at
well-pad wp per time period. YWwp,n,t is a binary variable that equals 1 when a number n of wells
is selected to be drilled at well-pad wp in time period t. Equation C.2 determines the total number
of wells drilled and hydro-fractured at well-pad wp in time period t. Equation C.3 bounds the total
number of wells to be drilled and hydro-fractured in a well-pad wp over the planning horizon.
Nmaxwp is the maximum number of wells that can be drilled at each well-pad wp throughout the
planning horizon.
The gas production of the different well-pads is given by Equation C.4. In this equation,
gas production at well-pad wp in each time period t equals the sum of that from different wells.
Index θ is the age of a shale well such that θ = t − t̂, and t̂ is the time period when a specific well
is drilled and hydro-fractured. pswp,t−t̂ is the production profile of a well drilled in time period t̂
at well-pad wp in time period t.
t−t̂

RGPwp,t = ∑ NWwp,t̂ ∙ pswp,t−t̂

∀ i ∈ I, t ≥ 2

(C.4)

t̂=1

The amount of gas produced in different well-pads equals the total amount of gas
transported to processing plants, as stated by:
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RGPwp,t = ∑ TSPwp,p,t,s

∀ wp ∈ WP, t ∈ T, s ∈ S

(C.5)

p∈P

where TSPwp,p,t,s is the shale gas transported from well-pad wp to processing plant p in each time
period t.
The total amount of natural gas and NGL produced at processing plants (TSGp,t,s and
TSLp,t,s, respectively) are represented by Equations C.6 and C.7 (Gao and You, 2015). The total
methane produced is equal to the methane composition cg wp multiplied by the total shale gas
transported from different well-pads. The amount of NGL produced is equal to the NGL
composition clwp multiplied by the total shale gas transported from different well-pads. The
parameter ppeff accounts for the efficiency of the processing plant.
∑ TSPwp,p,t,s ∙ ppeff ∙ cg wp = TSGp,t,s

∀ p ∈ P, t ∈ T, s ∈ S

(C.6)

∀ p ∈ P, t ∈ T, s ∈ S

(C.7)

wp∈WP

∑ TSPwp,p,t,s ∙ ppeff ∙ clwp = TSLp,t,s
wp∈WP

The relationship between the total amounts of NGL produced, stored, and sold at
processing plant is described by the following equation:
TSLp,t,s + TLSp,t−1,s = TPSp,t,s + TLSp,t,s

∀ p ∈ P, t ≥ 2, s ∈ S

(C.8)

Here, TLSp,t,s is the amount of NGL stored at processing plant p in each time period t for
the scenario s. TPSp,t,s represents the amount of NGL sold at processing plant p in each time period
t for the scenario s.
The flows of natural gas from processing plants to customer markets and underground
reservoirs are given by Equation C.9. The total amount of natural gas separated at processing plant
must equal the amounts sold at different markets and sent to underground reservoirs.
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TSGp,t,s = ∑ STGMp,m,t,s + ∑ STGUp,uf,t,s
m∈M

∀ p ∈ P, t ∈ T, s ∈ S

(C.9)

uf∈UF

Here, STGMp,m,t,s is the amount of natural gas transported from processing plant p to
customer market m in each time period t for each possible scenario s. STGUp,uf,t,s is the amount of
natural gas transported from processing plant p to underground storage facility uf in each time
period t for each possible scenario s.
At each underground reservoir, the relationship between the amount of natural gas
received, stored, and sold to different customer markets is given by the following equation:
∑ STGUp,uf,t,s + NGSuf,t−1,s = ∑ STUMuf,m,t,s + NGSuf,t,s ∀ p ∈ P, t ≥ 2, s
m∈M

∈S

uf∈UF

(C.10)

where NGSuf,t,s is the amount of natural gas stored at underground storage facility uf in each time
period t for each possible scenario s. STUMuf,m,t,s is the amount of natural gas transported from
underground storage facility uf to customer market m in each time period t for each possible
scenario s.
For different underground storage facilities, Equations C.11-C.13 (Gao and You, 2015)
describe the constraints for the amounts of natural gas stored, injected, and withdrawn,
respectively.
NGSuf,t,s ≤ awgcuf,t ∀ uf ∈ UF, t ∈ T, s ∈ S

(C.11)

∑ STGUp,uf,t,s ≤ icuf,t ∀ uf ∈ UF, t ∈ T, s ∈ S

(C.12)

p∈P

∑ STUMuf,m,t,s ≤ wcuf,t ∀ uf ∈ UF, t ∈ T, s ∈ S

(C.13)

m∈M

The amount of shale gas processed is bounded by the production capacity of processing
plants as expressed by Equation C.14.
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∑ TSPwp,p,t,s ≤ PPp

∀ p ∈ P, t ∈ T

(C.14)

wp∈WP

where PPp is the processing plant capacity for each processing plant p. This capacity is also
constrained as follows:
ppcapl ∙ XPPp ≤ PPp ≤ ppcapu ∙ XPPp

∀ p ∈ P, t ∈ T

(C.15)

where ppcapl and ppcapu are the minimum and maximum capacity of processing plants. XPPp is
a binary variable that equals 1 if processing plant p is selected.
A single processing plant condition, which is stated by Equation C.16, is incorporated in
the model in order to force the optimizer to select only one location. This constraint allows the
optimal configuration of shale gas network to be much closer to real industrial practices.
∑ XPPp ≤ 1

(C.16)

p∈P

The amount of NGL stored at processing plant cannot exceed the storage capacity, which
is given as:
TLSp,t,s ≤ XPPp ∙ lscapp

∀ p ∈ P, t ∈ T, s ∈ S

(C.17)

where lscapp is the storage capacity of NGL at processing plant p
In the case of transportation of gas from well-pads to processing plants, the amount transported
is bounded by the pipeline capacity as stated by Equation C.18.
TSPwp,p,t,s ≤ TCPwp,p

∀ wp ∈ WP, p ∈ P, t ∈ T

(C.18)

where TCPwp,p is the capacity of pipeline transporting shale gas from well-pad wp to processing
plant p. This shale gas pipeline capacity is also constrained as follows:
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tsgcapl ∙ XSGwp,p ≤ TCPwp,p ≤ tsgcapu ∙ XSGwp,p

∀ wp ∈ WP, p ∈ P

(C.19)

where tsgcapl and tsgcapu are the minimum and maximum capacity of shale gas pipeline.
XSGwp,p is a binary variable that equals 1 if a pipeline is installed.
In the case of transportation of natural gas from processing plants to customer markets and
underground reservoirs and from underground reservoirs to customer markets, the amount
transported is bounded by the capacity of the pipelines as follows:
STGMp,m,t,s ≤ TCGMp,m

∀ p ∈ P, m ∈ M, t ∈ T, s ∈ S

(C.20)

STGUp,uf,t,s ≤ TCGUp,uf

∀ p ∈ P, uf ∈ UF, t ∈ T, s ∈ S

(C.21)

∀ uf ∈ UF, m ∈ M, t ∈ T, s ∈ S

(C.22)

STUMuf,m,t,s ≤ TCUMuf,m

where TCGMp,m , TCGUp,uf , and TCUMuf,m are the capacities for the transportation of natural gas
from processing plant p to customer market m, from processing plant p to underground storage
facility uf, and from underground storage facility uf to customer market m, respectively. At the
same time, these capacities are constrained as follows:
tgcapl ∙ XGMp,m ≤ TCGMp,m ≤ tgcapu ∙ XGMp,m

∀ p ∈ P, m ∈ M

(C.23)

tgcapl ∙ XGUp,uf ≤ TCGUp,uf ≤ tgcapu ∙ XGUp,uf

∀ p ∈ P, uf ∈ UF

(C.24)

tgcapl ∙ XUMuf,m ≤ TCUMuf,m ≤ tgcapu ∙ XUMuf,m

∀ uf ∈ UF, m ∈ M

(C.25)

where tgcapl and tgcapu are the minimum and maximum capacity of natural gas pipeline.
XGMp,m , XGUp,uf, and XUMuf,m are binary variables that equal 1 if pipelines are installed.
The amount of freshwater required at each well-pad is satisfied by the total amount of water
acquired at different freshwater sources (nearby rivers, lakes, and underground water among

181

others) plus the water recovered onsite through the implementation of different technologies
including multistage flash (MSF), multi-effect distillation (MED), and reverse osmosis (RO)
(Karapataki, 2010). This flow balance of freshwater is described by Equation C.26.
∑ ∑ FWPfw,wp,k,t + ∑ rfoo ∙ WWOwp,o,t−1 = FWR wp,t ∀ wp ∈ WP, t ∈ T
fw∈FW k∈K

(C.26)

o∈O

where total water required at each well-pad wp in each time period t (FWR wp,t ) is satisfied by the
total water acquired in the different freshwater sources fw transported to well-pad wp by the
transportation mode k in each time period t (FWAfw,wp,k,t ) and the water treated at well-pad wp by
onsite treatment unit o in the previous period t − 1 (WWOwp,o,t−1). Parameter rfoo is the recovery
factor, which represents how much of the wastewater is recovered as freshwater in the onsite
treatment unit o.
Equation C.27 determines that the total amount of water required at each well-pad. It equals
to the standard amount of water required to drill and fracture a single well multiplied by the number
of wells developed at each well-pad.
FWR wp,t = tfwwp ∙ NWwp,t ∀ wp ∈ WP, t ∈ T

(C.27)

where tfwwp is the standard value of water required to drill and fracture each single well.
To satisfy the reuse specification of water, the blending ratio of freshwater and treated
water from onsite treatment is given by Equation C.28 (Gao and You, 2015).
∑ rfwo ∙ rfoo ∙ WWOwp,o,t−1 ≤ ∑ ∑ FWPfw,wp,k,t
o∈O

∀ wp ∈ WP, t ∈ T

(C.28)

fw∈FW k∈K

The wastewater that comes back out of shale wells after fracturing activities is made of
fluids from two different sources: flowback and produced water. In this model, the determination
of the amounts of wastewater generated from different sources is given by the following equations:
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FBWwp,t = rdfwp ∙ tfwwp ∙ NWwp,t ∀ wp ∈ WP, t ∈ T

(C.29)

PWwp,t = csgwwp ∙ RGPwp,t ∀ wp ∈ WP, t ∈ T

(C.30)

Equation C.29 determines the amount of wastewater produced as flowback due to hydrofracturing operations. Equation C.30 describes the amount of produced water during the shale gas
production, which is the water that was already present in the shale formation. rdfwp and csgwwp
are the fraction of water recovered from fracturing and the correlation factor between water
produced and gas production at well-pad wp.
Wastewater from different sources including flowback and produced water must equal the
total amount of water treated onsite or transported to the different wastewater management options
located offsite, as stated by:
FBWwp,t + PWwp,t
= ∑ ∑ WWCwp,c,k,t + ∑ ∑ WWDwp,iw,k,t
c∈C k∈K

iw∈IW k∈K

(C.31)

+ ∑ WWOwp,o,t ∀ wp ∈ WP, t ∈ T
o∈O

where WWCwp,c,k,t is the amount of wastewater transported with transportation mode k from wellpad wp to CWT facility c in each time period t. WWDwp,iw,k,t is the amount of wastewater
transported with transportation mode k from well-pad wp to Class II injection well iw in each time
period t. WWOwp,o,t is the amount of wastewater treated at well-pad wp by onsite treatment unit
o in each time period t.
Freshwater resources normally have a maximum amount of water that can provide for all
the operations related to development of wells at well-pads (Cafaro and Grossmann, 2014). As a
result, Equation C.32 establishes that the transportation of freshwater from freshwater sources fw
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to different well-pads wp utilizing different transportation modes k in each time period t must not
exceed the available water in those sources.
∑ ∑ FWPfw,wp,k,t ≤ FWafw,t ∀ fw ∈ FW, t ∈ T

(C.32)

wp∈I k∈K

For the case of transportation of freshwater to different well-pads, capacity constraints for
each transportation mode are established by Equation C.33.
FWPfw,wp,k,t ≤ tcapffw,wp,k ∙ XFIfw,wp,k ∀ fw ∈ FW, wp ∈ WP, k ∈ K, t ∈ T

(C.33)

where tcapffw,wp,k is the transportation capacity for transportation mode k from freshwater source
fw to well-pad wp. XFIfw,wp,k is a binary variable that equals 1 when transportation mode k is
selected to transport freshwater from freshwater source fw to well-pad wp.
Equations C.34-C.36 stand for the capacity constraints of each of the options for managing
the wastewater including CWT facilities, disposal wells, and onsite treatment units, respectively.
In the specific case of disposal wells, there might be limitations in terms of maximum allowable
injection rate or maximum allowable build-up pressure depending on local regulations to avoid
seismicity issues and its consequences (Hall et al., 2015).
∑ ∑ WWCwp,c,k,t ≤ cwtcapc,t ∀ c ∈ C, t ∈ T

(C.34)

wp∈WP k∈K

∑ ∑ WWDwp,iw,k,t ≤ dcapiw,t ∀ iw ∈ IW, t ∈ T

(C.35)

wp∈WP k∈K

WWOwp,o,t ≤ YOwp,o ∙ ocapo ∀ wp ∈ WP, o ∈ O, t ∈ T

(C.36)

Here, cwtcapc,t , dcapiw,t are the capacities of CWT facility c and Class II injection well
iw, respectively, in each time period t. YOwp,o is a binary variable that equals to 1 when a specific
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onsite treatment unit o is selected at well-pad wp. ocapo is the maximum capacity of onsite
treatment technology o.
Only one type of onsite wastewater treatment unit can be selected in each well-pad, which
is given by the following constraint:
∑ YOwp,o ≤ 1

∀i∈I

(C.37)

o∈O

For the case of transportation of wastewater to CWT facilities and disposal wells, capacity
constraints for each transportation mode are established by Equations C.38 and C.39.
WWCwp,c,k,t ≤ tcapicwp,c,k ∙ XWCwp,c,k ∀ wp ∈ WP, c ∈ C, k ∈ K, t ∈ T

(C.38)

WWDwp,iw,k,t ≤ tcapidwp,iw,k ∙ XWDwp,iw,k ∀ wp ∈ WP, iw ∈ IW, k ∈ K, t ∈ T

(C.39)

where tcapicwp,c,k denotes the transportation capacity for transportation mode k from well-pad wp
to CWT facility c. XWCwp,c,k is a binary variable that equals 1 if transportation mode k is selected
to transport wastewater from well-pad wp to CWT facility c. tcapidwp,iw,k denotes the
transportation capacity for transportation mode k from well-pad wp to Class II injection well iw.
XWDwp,iw,k is a binary variable that equals 1 if transportation mode k is selected to transport
wastewater from well-pad wp to Class II injection well iw.
The amounts of natural gas and NGL sold must be within the minimum and maximum
demands existing in different customer markets. Equations C.40 and C.41 describe the constraints
for the amounts of natural gas and NGL sold, respectively.
dgminm,t ≤ ∑ STGMp,m,t,s + ∑ STUMuf,m,t,s ≤ dgmaxm,t ∀ m ∈ M, t ∈ T, s
p∈P

uf∈UF

(C.40)

∈S
dlmint ≤ ∑ TPSp,t,s ≤ dlmaxt ∀ t ∈ T, s ∈ S
p∈P
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(C.41)

where dgminm,t and dgmaxm,t are the minimum and maximum demands of natural gas,
respectively, at customer market m in each time period t. dlmint and dlmaxt are the minimum and
maximum demands of NGL, respectively, in each time period t.
The objective function of this optimization problem is the maximization of NPV. This
function is constituted by terms that represent costs involved throughout the shale gas supply chain
and incomes generated by final products’ sales.
The cost involved in the shale gas operations such as drilling and fracturing of different
shale wells, Cprod, can be calculated as follows:
Cprod = ∑ ∑
wp∈WP t∈T

csgdwp,t ∙ NWwp,t
csgpwp,t ∙ RGPwp,t
+ ∑ ∑
t
(1 + dr)
(1 + dr)t

(C.42)

wp∈WP t∈T

where csgdwp,t and csgpwp,t are the drilling and production costs, respectively, at well-pad wp in
each time period t.
The cost of freshwater, Cf, includes the costs related to the acquisition from the different
freshwater sources, Cacq, and transportation to the different well-pads Ctf.
Cf = Cacq + Ctf

(C.43)

The cost of acquisition of freshwater from different sources is given by:
Cacq = ∑

∑ ∑∑

fw∈FW wp∈WP k∈K t∈T

cwfw,t ∙ FWAfw,wp,k,t
(1 + dr)t

(C.44)

where cwfw,t is the unit cost of freshwater acquisition at freshwater source fw in time period t.
The cost of transportation of freshwater from different sources to well-pads is given by:
Ctfw = ∑

∑ ∑ ∑ (cliffw,wp,k ∙ lfifw,wp ∙ XFIfw,wp,k

fw∈FW wp∈WP k∈K t∈T

cfwt k ∙ lfifw,wp ∙ FWAfw,wp,k,t
+
)
(1 + dr)t
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(C.45)

where cliffw,wp,k is the capital cost of transporting freshwater from freshwater source fw to wellpad wp by transportation mode k. lfifw,wp is the distance between freshwater source fw and wellpad wp. cfwt k is the unit transportation cost of freshwater at freshwater source fw in each time
period t.
The cost involved in the management of the wastewater generated in different well-pads,
Cw, is the result of the confluence of the costs related to the wastewater transportation and the
operation of the different management option.
transp

Cw = Ccwt

transp

treat
+ Ccwt
+ Cdisp

inj

treat
+ Cdisp + Consite

(C.46)
transp

The transportation cost when wastewater is transported to CWT facility, Ccwt

, can be

determined as:
transp

Ccwt

= ∑ ∑ ∑ ∑ (clicwp,c,k ∙ licwp,c ∙ XWCwp,c,k
wp∈WP c∈C k∈K t∈T

cwwt k ∙ licwp,c ∙ WWCwp,c,k,t
+
)
(1 + dr)t

(C.47)

where clicwp,c,k is the capital cost of transporting wastewater from well-pad wp to CWT facility c
by transportation mode k. licwp,c is the distance between CWT facility c and well-pad wp. cwwt k
is the transportation cost of transportation mode k.
treat
The treatment cost in CWT facilities, Ccwt
, is given as follows:

treat
Ccwt
= ∑ ∑∑∑
wp∈WP c∈C k∈K t∈T

ccwt c ∙ WWCwp,c,k,t
(1 + dr)t

(C.48)

where ccwt c is the unit cost of wastewater treatment at CWT facility c.
The transportation cost involved in the movement of wastewater from the well-pads to the
transp

different disposal wells, Cdisp , is determined as:
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transp

Cdisp

= ∑

∑ ∑ ∑ (clidwp,iw,k ∙ lidwp,iw ∙ XWDwp,iw,k

wp∈WP iw∈IW k∈K t∈T

(C.49)

cwwt k ∙ lidwp,iw ∙ WWDwp,c,k,t
+
)
(1 + dr)t

where clidwp,iw,k is the capital cost of transporting wastewater from well-pad wp to Class II
injection well iw by transportation mode k. lidwp,iw is the distance between Class II injection well
iw and well-pad wp.
inj

The cost of injecting wastewater in the different disposal wells, Cdisp , is
inj

Cdisp = ∑

∑ ∑∑

wp∈WP iw∈IW k∈K t∈T

cdiw ∙ WWDwp,iw,k,t
(1 + dr)t

(C.50)

where cdiw is the unit cost for the injection of waste water at Class II injection well iw.
treat
The cost of the wastewater treatment, Consite
, is determined as:

treat
Consite
= ∑ ∑∑
wp∈WP o∈O t∈T

cot o ∙ WWOwp,o,t
(1 + dr)t

(C.51)

where cot o is the unit cost of wastewater treatment at onsite treatment unit o.
For both freshwater and wastewater, the transportation costs (Equations C.45, C.47 and
C.49) are constituted by capital and operating costs. Capacities of different transportation modes
k (trucks and pipelines) are established based on maximum values that are defined as parameters
(tcapffw,wp,t, tcapicwp,c,t and tcapidwp,iw,t) in the model. Therefore, capital costs are only function
of distance between nodes (Bartholomew and Mauter, 2016) and the type of transportation.
Equations C.48, C.50, and C.51, are only based on operational costs since the facilities are already
established.
The cost related to the processing plants Cprocs is described by the following equation.
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Cprocs = Ccproc + Csprocs + Csgtps

(C.52)

The capital cost Ccproc is given as:
PPp sfp pcipp
Ccproc = ∑ rcp ∙ ( ) ∙ (
)
rpc
rpcipp

(C.53)

p∈P

The operating cost, Csprocs , is:
Csprocs = ∑ ∑ ∑
wp∈WP p∈P t∈T

pcsg ∙ TSPwp,p,t,s
(1 + dr)t

(C.54)

where pcsg is the unit processing cost of shale gas.
The shale gas transportation cost, Csgtps , can be determined as follows:
TCPwp,p sft pcipl
Csgtps = ∑ ∑ rccpsg ∙ (
) ∙(
) ∙ lipwp,p
rcpsg
rpcipl
wp∈WP p∈P

tcpsg ∙ lipwp,p ∙ TSPwp,p,t,s
+ ∑ ∑∑
(1 + dr)t

(C.55)

wp∈WP p∈P t∈T

where lipwp,p is the distance between well-pad wp and processing plant p.
In transportation cost of natural gas, Ctg s , the capital and transportation cost for each
possible scenario s are considered for the pipeline infrastructure.
pm

Ctg s = Ctg s

pu

+ Ctg s + Ctg um
s

(C.56)

Equations C.57-C.59 describe the costs involved in the transportation of natural gas from
pm

processing plants to different customer markets, Ctg s , from processing plants to different
pu

underground reservoirs, Ctg s , and from underground reservoirs to different customer markets,
Ctg um
s , respectively.
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pm
Ctg s

TCGMp,m sft pcipl
= ∑ ∑ rccpsg ∙ (
) ∙(
) ∙ lpmp,m
rcpsg
rpcipl
p∈P m∈M

tcpsg ∙ lpmp,m ∙ STGMp,m,t,s
+∑ ∑ ∑
(1 + dr)t

(C.57)

p∈P m∈M t∈T

TCGUp,uf sft pcipl
pu
Ctg s = ∑ ∑ rccpsg ∙ (
) ∙(
) ∙ lpup,uf
rcpsg
rpcipl
p∈P uf∈UF

tcpsg ∙ lpup,uf ∙ STGUp,uf,t,s
+∑ ∑ ∑
(1 + dr)t

(C.58)

p∈P uf∈UF t∈T

TCUMuf,m sft pcipl
Ctg um
=
∑
∑
rccpsg
∙
(
) ∙(
) ∙ lumuf,m
s
rcpsg
rpcipl
uf∈UF m∈M
tcpsg ∙ lumuf,m ∙ STUMuf,m,t,s
+ ∑ ∑∑
(1 + dr)t

(C.59)

uf∈UF p∈P t∈T

where lpmp,m , lpup,uf , and lumuf,m are the distances between processing plant p and customer
market m, processing plant p and underground storage facility uf, and underground reservoir u and
customer market m, respectively.
Non-linearities in Equations C.53, C.55, and C.57-C.59 introduce a high degree of
complexity in the optimization problem. In order to simplify the resolution of the proposed model,
a linearization of different capital cost functions is required. A quite common technique
implemented in oil and gas production and infrastructure planning models is the piecewise
linearization method (Gunnerud and Foss, 2010; Gupta and Grossmann, 2012). This is the
approach implemented in our proposed model.
Considering that we have the tabular data of a scalar function y = f(x) for an interval x ∈
[x lo , x up ], the piecewise linear approximation of the function is given by:
X = ∑ λj ∙ x̅j

(C.60)

j

Y = ∑ λj ∙ y̅j
j
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(C.61)

∑ λj = 1

(C.62)

j

λj ≥ 0

(C.63)

x lo ≤ X ≤ x up

(C.64)

where the set of grid points is indexed by j. (x̅j , y̅j ) is the tabular data corresponding to prespecified grid points. λj are variables that form a “Special Order Set” of Type 2 (SOS2). In a SOS2
set only two adjacent variables of the set can assume non-zero values. Equation C.60 is known as
the reference row. Equation C.61 is known as the function row, and Equation C.62 is the convexity
row.
The cost of storing natural gas in underground reservoirs and NGL in the different
processing plants for each scenario s, Cst s , is given by:
∑p∈P icuruf ∙ STGUp,m,t,s + ∑uf∈UF wcuruf ∙ STUMuf,m,t,s
(1 + dr)t
m∈M t∈T
scl ∙ TLSp,t,s
+∑∑
(1 + dr)t

Cst s = ∑ ∑

(C.65)

p∈P t∈T

where icuruf and wcuruf are the unit costs of natural gas injection and withdrawal, respectively.
scl is the unit cost of storage of NGL.
The income resulting from sales of natural gas and NGL for each possible scenario s, Is , is
given as follows:
Is = ∑ ∑
p∈P t∈T

plt,s ∙ cf ∙ TPSp,t,s
(1 + dr)t
pg t,s ∙ (∑p∈P STGMp,m,t,s + ∑uf∈UF STUMuf,m,t,s )
+ ∑∑
(1 + dr)t

(C.66)

m∈M t∈T

where plt,s and pg t,s are the NGL and natural gas prices, respectively, in each time period t for
each possible scenario s. cf is a conversion factor for the amount of NGL.
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The expected net present value, E[NPV], is considered as the objective function of the
strategic optimization model to be maximized, which is given as follows:
E[NPV] = ∑(probs ∙ Is ) + ∑(probs ∙ Cst s ) + ∑(probs ∙ Ctg s )
s∈S

s∈S

s∈S

+ ∑(probs ∙ Cprocs ) + Cprod + Cf + Cw

(C.67)

s∈S

where certain terms are independent of the different possible scenario realizations and other terms
are represented by the average of all the possible scenario outcomes.
A detailed description of the different variables and parameters involved in this
mathematical formulation and their corresponding values are given in Chebeir et al. (2017).
Although some variables and parameters in this model and the one described in Chapter 4 have
the same definition, their values are completely different in most of the cases.
C.1.3. Uncertainty in final products’ prices
In a problem where time and uncertainty play an important role, the decision model should
be designed to allow the user to adapt a decision policy that can respond to events as they unfold
(Escudero et al., 1993). To describe the inherent randomness of the natural gas and NGL prices or
even regulations throughout the planning horizon of the shale gas enterprise, it is assumed that the
crude oil price variation has a determinant impact on the fluctuation of these exogenous
parameters. In the case of natural gas, the price movements generally track those of crude oil. A
possible justification for this trend is that crude oil refined products and natural gas are close
substitutes. Advances in technology nowadays allow industry and power generators to switch
between fuels. If the price of one energy source rises, there is a movement to the other source of
energy. This generates an increase of demand and the consequent rise of price. Due to the existent
relationship between these commodities, market behaviour suggests that crude oil is the dominant
factor. The main reason of this is that crude oil prices are determined by the world market while
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natural gas remains confined to regional segments (Villar and Joutz, 2006). This means that the
crude oil price can be assumed as the driven force of the natural gas price variations during the
shale gas project. In the case of NGL, their price has also been closely linked to crude oil price
(EIA, 2014). Since many products made from NGL are closely tied to the crude oil price, the
movements of the NGL price normally follow the movements of the crude oil price. Therefore, as
in the case of the natural gas price, NGL price movements can also be considered to be shaped by
the crude oil price throughout the life cycle of the shale gas project.
Because both natural gas and NGL prices are assumed to be primarily impacted by the
movements of the crude oil price, it is first necessary to describe the possible variation of crude oil
price during the course of the shale gas enterprise. In this article, the crude oil price trend or
movements are represented by a Geometric Brownian Motion (GBM) or exponential Brownian
motion. A GBM is a continuous-time stochastic process in which the logarithm of the randomly
varying quantity follows a Brownian motion or Wiener process. Two main properties are
characteristic of a Brownian motion process, firstly commodity price changes in each time period
follow a similar distribution in comparison to other periods, and secondly prices change in each
time period are independent over the previous periods (Shafiee and Topal, 2010). Therefore, the
past trend or movement of stock price cannot be utilized to predict its future movement, and they
follow a Markovian process.
A stochastic process is said to follow a GBM if it satisfies the following stochastic
differential equation:
dPt = μPt dt + σPt dWt

(C.68)

The analytical solution of the stochastic differential equation is given as follows:
Pt = Pt−1 e

(μ−

σ2
)∆t+σ√∆twt
2
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(C.69)

where Pt represents the random asset price at time t, wt is the underlying uncertainty driver as a
random number with unit standard deviation and zero mean, μ is the drift coefficient, and σ is the
volatility. Considering Equation C.69, the sequential realization of random price of crude oil will
lead to a multistage programming framework that could be solved by introducing the probabilistic
scenarios or scenario-based approach (Mirkhani and Saboohi, 2012).
The generation of each discrete scenario is possible by discretising the GBM through the
utilization of the Cox et al. (1979) option pricing method. The resulting binomial tree can be
thought as a time varying probability tree with binary nodes that result from discrete, known
movements of the crude oil price (Sharma et al., 2013). The crude oil price moves up (u) and down
(d) sequentially over time with an estimated probability (pup and pdown ). These movements and
their corresponding probabilities are determined by the following equations:
u = eσ√∆t , d = 1⁄u
p

up

eμ∆t − d
=
u−d

pdown = 1 − pup

(C.70)
(C.71)
(C.72)

where the coefficient μ of the stock price is the risk-free rate considering a risk-neutral world. The
coefficient μ and the volatility of the crude oil are obtained through the utilization of market
information such as the historical data of crude oil prices.
Having the values of crude oil price and probability of any node at any time period t, the
following upward and downward values of price and probability, respectively, is determined as:
up

Pt+1 = Pt u with probability pup

(C.73)

down
Pt+1
= Pt d with probability pdown

(C.74)

A qualitative representation of the binomial tree obtained for the discretized stochastic
process is given in Figure C-1. Beginning with the initial value or base price P of crude oil,
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all the possible movements can be defined and consequently all the realizations of the
stochastic price, which are represented by certain number of potential scenarios.

Figure C.1. Schematic representation of the binomial tree containing each possible price scenario.
Historically, it was thought that the prices of West Texas Intermediate (WTI) crude oil and
natural gas delivered at the Henry Hub (HH) maintained a 10-1 relationship, so that one barrel of
WTI crude oil priced at roughly 10 times 1 million British thermal units (MMBtu) of natural gas.
In recent years, this relation declined by about 40% to 6-1, which was close to thermal parity
(Hartley et al., 2008). Although the energy industry has long used these types of simple rules of
thumb, more complex relationships have been established between prices based on cointegration
analysis. Different works including Villar and Joutz (2006), Bachmeier and Griffin (2006), Brown
and Yücel (2008), Hartley et al. (2008), and Ramberg and Parson (2012) among others have found
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evidence that natural gas and crude oil prices are cointegrated. This allows the determination of
different pricing relationships to link the natural gas and crude oil prices. Based on those previous
works, the fundamental relation between HH natural gas and WTI crude oil prices utilized in this
article is given by:
PHH = −0.0333 + 0.468PWTI

(C.75)

This logged linear equation allows the determination of the natural gas price for each node
of crude oil price in the binomial tree. The prices of natural gas are given in U.S. dollars per
millions of British thermal units (US$/MMBtu) while the crude oil price is given in U.S. dollars
per barrel (US$/bbl).
As noticed in several of the mentioned works (Loungani and Matsumoto, 2012; Brigida,
2014), the relationship between natural gas price and crude oil prices has shifted over time due to
different factors including technological and economical among others. In the United States, many
times the prices of crude oil and natural gas broke away for certain period and later recovered their
link establishing a new relationship. Of course, the consideration of this possibility involves a
degree of complexity that is not considered in this work. It is assumed that the fundamental tie
between prices is maintained stable and does not suffer any type of shifting due to external forces
during the life of the shale gas enterprise.
For the case of the NGL price, a much simpler relationship is utilized to establish its linkage
with the crude oil price. Although NGL has been historically traded as 65-70 % of the crude oil
price in US$/bbl, recently this relation has moved to approximately 45 % of the crude oil price. A
possible explanation for this shift in the NGL-crude oil relationship might be the production
increase of ethane and propane, the primary constituents of NGL, generated by the shale gas boom
e.g. in Marcellus and Eagle Ford areas. The higher production of these components has driven
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down their prices and consequently the NGL price (Pirog and Ratner, 2015). For the proposed
model, the value of 45 % is assumed fixed for the NGL-crude oil relation during the life cycle of
the shale gas project and utilized as a rule of thumb for the determination of the NGL price that
correspond to each node of the binomial tree. Thus, the corresponding binomial tree of NGL prices
is completely determined by the binomial tree of the crude oil prices. The framework for the
discretization of the stochastic problem is depicted by Figure C.2.

Figure C.2. Framework for discretization of stochastic optimization problem.
C.2. Case Study
The case study under consideration involves three potential well-pads with the
possibility of developing a maximum of two wells per time period. Moreover, a maximum of
sixteen wells is assumed throughout the planning horizon of the project. Each well has a
productivity that obeys a decreasing function of the well age pswp,t = a tb. There are two possible
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locations for processing plants (only one is selected) with storage capacity for NGL. Two possible
underground storage facilities to store gas, three potential sources of water, one possible onsite
wastewater treatment unit per well-pad, three possible CWT facilities, five potential Class II
injection wells, and two possible customer markets to deliver the natural gas are also assumed. The
distances between different entities are fixed, represented in Cartesian coordinates in Table C-1.
Table C.1. Cartesian coordinates of different nodes in the network superstructure.
x [miles]
0.0
0.0
0.0
18.6
15.5

y [miles]
0.0
-18.6
-28.0
-12.4
-21.7

i1
i2
i3
p1
p2

62.1
43.5
31.1
62.1
15.5
9.3
9.3
-9.3
21.7
20.5
28.0
28.0
-6.2
-15.5
-12.4

31.1
31.1
-77.7
-62.1
49.7
15.5
-24.9
-24.9
-3.1
-24.9
-6.2
-21.7
0.0
-62.1
-9.3

iw1
iw2
iw3
iw4
iw5
c1
c2
c3
uf1
uf2
m1
m2
fw1
fw2
fw3

Well-Pads

Processing Plants

Class II Injection Wells

CWT Facilities
Underground Storage Facilities
Natural Gas Markets

Freshwater Sources

Pipeline infrastructure is required to transport shale gas from well-pads to processing plant,
from processing plant to different markets, freshwater from different sources to well-pads, and
wastewater from well-pads to different wastewater management options. Water transportation can
also be performed through the use of the conventional trucking. The network superstructure
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comprising all the potential entities of the optimal shale gas supply chain is depicted by Figure
C.3.

Figure C.3. Shale gas network superstructure for optimization problem resolution.
Due to the issue of space limitation, real distances cannot be shown in the figure, but it can
offer a general picture of all the potential entities that could be involved in the optimal design of
the shale gas supply chain. Required information about different parameters related to processing
plants and their storage capacity, different wastewater treatment units, underground reservoirs,
disposal wells, customer markets, and pipeline infrastructure and transportation are based on the
data utilized by previous works (Cafaro and Grossmann, 2014; Gao and You, 2015). The planning
horizon considered for the shale gas enterprise is ten years with a time discretization of a quarter.
Through the implementation of the binomial option pricing method mentioned in the previous
section, 512 different paths or branches in the binomial trees are obtained for each different energy
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commodity. Figure C.4 represents the scenario tree for crude oil with the prices obtained for
different nodes and the scenarios distribution. Although depicting all the possible price nodes and
scenarios of the binomial tree is not possible due to the space limitations, it is still possible to
observe the wide range of prices obtained throughout the planning horizon.

Figure C.4. Number of scenarios and price (per bbl) variation in crude oil binomial tree.
The number of scenarios can be related to the number of stages T through the exponential
relationship 2T-1. Of course, this represents a significant number of scenarios to be considered if it
is assumed that each stage represents a time period of the model. Instead, the proposed approach
assumes that each stochastic stage includes four time periods (quarters). For example, the first
stage includes the time periods (quarters) 1, 2, 3, and 4. In other words, a yearly discretization is
assumed to implement scenario-based approach, but a quarterly discretization is considered for the
dynamics of shale gas production and operations throughout the supply chain. Therefore, each
stochastic stage incorporates 4 time periods with the same possible realizations, which still enables
working the present optimization problem with a manageable number of possible scenarios.
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C.3. Results and Discussion
Results are determined by implementing the optimization model in the modelling system
GAMS 24.4.6 utilizing CPLEX 12.6.2 linear solver on a PC with Intel Core i7-2600K CPU @3.40
GHz and 16 GB RAM, running Windows 7 Enterprise, 64-bit operating system.
C.3.1. Configuration of Shale Gas Supply Chain
Figure C.5 represents the optimal configuration of the shale gas supply chain under the
presence of uncertain market parameters. This network is constituted by three well-pads (WellPads 1, 2 and 3), which receive water from two of the three possible sources of freshwater
(Freshwater Sources 1 and 3) for the drilling and primary fracturing operations.

Figure C.5. Optimal shale gas supply chain network under market uncertainty.
The criteria utilized by optimizer for the selection of the freshwater sources is based on
their distances to the different well-pads. The transportation of water to different well-pads is
preferred to be performed through the utilization of a pipeline instead of conventional trucking.
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Although the use of trucks is the predominant method to transport water to well sites in shale gas
projects, the gas drilling industry started to adopt the utilization of pipelines as a practice to reduce
the heavy truck traffic (Kappel et al., 2013; Jian et al., 2014). So, the utilization of pipeline can be
seen not only as a valid method for water transportation but also a recommendable practice to
avoid the common land and wildlife disturbances produced by the continuous movement of trucks
in this type of projects. Wastewater generated during the fracturing operations is transported to
different management options outside the field. In the case of Well-Pad 1, wastewater is
transported to closest disposal well facility (Class II Disposal Well 5) for injection. For Well-Pad
2 and Well-Pad 3, the wastewater is transported to the closest CWT facilities for treatment (CWT
facility 3 and CWT facility 2, respectively). Since the amount of water generated is not as
important as the water required by the wells, it is preferred to utilize the traditional transportation
method by trucks. Moreover, trucking has the main advantage of a lower capital investment
required in comparison to pipelines. Then, shale gas produced in different sites is transported
through pipeline infrastructure to Processing Plant 1 for its separation into natural gas and NGL.
The location of the processing plant is selected taking into account the distance to both markets.
Given the high fluctuation in the amounts of natural gas to take advantage of the price conditions
(moving from high values to low values and vice versa), which requires high capacity of
transportation, the optimizer tries to reduce the distance to decrease the infrastructure costs. NGL
can be stored in the storage facility located in the processing plant or sold in a close customer
market. Detailed results of the optimal combination of storage and amount of NGL is presented in
the following section. Natural gas is transported through a pipeline infrastructure to the two
possible customer markets. A portion of the production is directly delivered from Processing Plant
1 to Customer Markets 1 and 2. However, a significant part of the production is also sent to
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Underground Reservoirs 1 for its storage and later delivery to Customer Market 1. Several factors
such as prices, amounts delivered, and distances play an important role in the strategy utilized for
the distribution of natural gas. A more detailed explanation is provided when the natural gas
allocation is analyzed later in section C.3.4.
C.3.2. Drilling and Fracturing Strategy for Different Well-Pads

The optimal planning strategies for the drilling and fracturing operations for deterministic
(base case) and stochastic cases are shown in Figure C.6. For both cases, the necessary activities
involved in the development of wells including the drilling and hydro-fracturing of shale
formations are performed during the first time periods of the planning horizon, where an intense
drilling process is observed.

(b)

(a)

Figure C.6. (a) Optimal drilling and fracturing plan for deterministic case; (b) Optimal drilling
and fracturing plan for stochastic case.
Results show a main difference between the deterministic and stochastic cases related to
the time that wells are put online to produce. In the stochastic approach the wells are drilled and
fractured sooner given the necessity of having enough product downstream to store and deliver
when price conditions change. Of course, this provides more flexibility to allocate the different
products and take advantage of the possible price scenarios.
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Drilling and fracturing operations for shale gas production require significant amounts of
water. Since there is a direct relationship between number of wells drilled and hydro-fractured and
amount of water required, there is an intense utilization of water during the first time periods of
the planning horizon for both deterministic and stochastic approaches (Figure C.7). For the
stochastic approach, the decrease in the utilization of water begins later and finalize sooner than
in the deterministic case. This is again related to the necessity of putting the wells online to produce
as soon as possible in order to provide more flexibility to allocate products in the downstream
section of the supply chain.

Figure C.7. Amount of water required in well-pads for deterministic and stochastic cases.
C.3.3. Economic Analysis of Shale Gas Supply Chain
An economical comparative study between deterministic and stochastic cases is performed
in order to demonstrate the potential of the developed approach. In Table C.2, the profitability as
well as the changes in comparison to the base case for the deterministic and the stochastic cases
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are presented. High-Price and Low-Price cases are based on the maximum and minimum prices of
final products in the stochastic case throughout the planning horizon (Figure C.8).
Table C.2. Comparison of deterministic and stochastic cases.

High-Price Case
Deterministic Base Case
Low-Price Case
Stochastic

Net Present Value
[MMUS$]
693.9
145.2
26.9
222.5

% Change from Base
Case
377.7
0.0
-81.4
53.2

Figure C.8. Variation of crude oil, NGL, and natural gas prices during the planning horizon.
As shown in Table C.2, planning and design for maximum products’ prices (High-Price
Case) would result in a significant increase of about 377.7% of profitability regarding the base
case, whilst assuming the minimum products’ prices (Low Price Case) would reduce the
profitability by about 81.4%. Such important deviations in profitability demonstrate that planning
and design under uncertain market pricing environment is extraordinary risky. In the case of the
stochastic approach, there is an important improvement in the profitability of the supply chain
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(53.2%). Of course, this important improvement is obtained as a consequence of more intelligent
decisions in the network design and coordination of operations, which are based on the
consideration of possible fluctuations of prices throughout the planning horizon of the shale gas
enterprise.
In Table C.3, it can be observed that the increase of profitability in the stochastic case is
the consequence of an increase of revenues at the expense of an extra cost due to storage and
pipeline infrastructure. An increment of 8.6% is observed in the total revenues of the enterprise,
which has a determinant impact on the higher value created by the enterprise in the stochastic
model. Of course, this is attached with a storage cost of MMUS$1.2. As will be explained in more
detail later in the next section, it is required to pay the costs of storage to take advantage of final
products’ prices fluctuations in order to maximize sales’ revenues. There is also an increase of
natural gas transportation cost from MMUS$4.1 to MMUS$6.3. This is associated to the pipeline
infrastructure with higher capacity required to allocate natural gas in underground reservoirs and
markets according to the market conditions. In the case of processing and production costs, the
slightly higher values obtained in the stochastic model are mainly related to the sooner drilling and
fracturing of wells. Of course, this generates higher amounts of shale gas to be transported and
processed during certain time periods. The remaining costs including freshwater and wastewater
management are similar in both cases. Freshwater costs are practically the same given that the total
number of wells drilled does not differ between the two cases. In the case of wastewater
management, an increase of approximately 0.4% in the cost involved on transportation and
treatment of water generated during drilling and fracturing operations is observed in the stochastic
case. Given that wells at pads 1 and 3 are put online sooner in the stochastic case, there is an impact
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in wastewater production. A slightly higher cumulative production of wastewater is obtained,
which is reflected in the increase of wastewater management cost.
Table C.3. Income and costs obtained in deterministic (base case) and stochastic cases.
Revenues
[MMUS$]

Storage
[MMUS$]

Natural Gas
Transportation
[MMUS$]

Processing
[MMUS$]

Shale Gas
Production
[MMUS$]

Freshwater
[MMUS$]

Wastewater
[MMUS$]

Base case

994

0

4.1

507.1

321.6

5.4

10.3

Stochastic

1079.3

1.2

6.3

510.9

322.4

5.4

10.4

Figure C.9 illustrates the wide range of net present values (NPVs) determined by different
scenarios through the implementation of the binomial option pricing approach in the proposed
model. Also, the cumulative probability distribution function is depicted in the figure, which can
be used in financial risk management by determining the probability of occurrence of unfavorable
scenarios (scenarios with NPV’s less than desired value defined by the decision maker).

Figure C.9. Histogram and cumulative probability function for two-stage stochastic model.

207

C.3.4. Comparative Analysis of Sales and Storage in Deterministic and Stochastic Cases
In addition to comparing the NPVs and different costs throughout the supply chain between
the deterministic and stochastic cases, the variation of total amount of NGL sold during the
planning horizon can also be analyzed as shown in Figure C.10.

Figure C.10. Comparison of NGL sold for stochastic and deterministic case studies.
Additionally, Figure C.11 depicts the fluctuation of NGL stored, and Figure C.12 shows
the percentage of demand fulfilment for both approaches. In the case of the deterministic model
(base case), the initial increase of the amount of NGL sold to the market is directly related with
the initial increase of wells' production. During the first time periods, when the drilling and
fracturing operations of wells are more intense, the amount of NGL sold achieves a peak in the
eighth time period. Then, the amount of NGL sold decreases throughout the rest of the planning
horizon following the decreasing pattern of productivity in the well-pads. This is also reflected in
the continuous decrease of the percentage of demand fulfilment observed until the last time period
(Figure C.12). Since the price of NGL is assumed to be constant in the deterministic model, there
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is no storage of product due to speculation and the entire production from processing plant is sold
at gate.

Figure C.11. Variation of NGL stored for deterministic and stochastic cases.

Figure C.12. Variation of % of demand fulfilment for NGL for deterministic and stochastic cases.
In the case of the stochastic model, NGL price fluctuates over the planning horizon of the
shale gas project (Figure C.8). Results in this case show an increase in the amount of NGL sold
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during the first six time periods, which is again associated with the intense drilling and fracturing
operations (Figure C.10). However, during the seventh and eighth time periods a storage of NGL
is generated in the processing plant (Figure C.11) and the amount of NGL sold decreases. As can
be observed in Figure C.8, a lower value for NGL price is obtained during the second year (quarters
5–8) of the project. Because of that, part of the production is stored during the last two quarters of
that year with a decrease of the demand fulfilment (Figure C.12) in order to deliver the product
when better price conditions emerge. This happens in the next year during the quarters 9 and 10,
where a higher amount of NGL is sold by utilizing what was stored previously plus the current
production. This pattern is observed throughout the rest of the planning horizon. Cleary, there is a
trade-off between storage and delivery of NGL according to the revealed price. During the years
of low prices, last quarters are utilized to store NGL (minimum percentage of demand fulfilment)
in order to deliver the products at the first quarters of the years with better price conditions
(maximum percentage of demand fulfilment). Moreover, as wells get aged and their production
declines even more, this trade-off between storage and delivery trend to be even more important.
Of course, lower production levels put a major emphasis on speculative tools in order to maintain
the shale gas project over its economic threshold. Results show that speculative tools that take into
account fluctuations of prices have a main role in maintaining a healthy economy of the shale gas
enterprise. Consequently, a more flexible and effective decision process for operations is generated
by considering the randomness of prices over the life cycle of the shale gas project. A similar
situation is observed when natural gas is delivered to different customer markets during the
planning horizon of the shale gas project (Figures C.13 and C.14). In the deterministic case is
possible to observe that the amount delivered to Market 1 is smaller during the entire planning
horizon given the larger distance involved between the processing plant and the mentioned market.
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Given these lower amounts transported, the maximum percentage of demand fulfilment is never
achieved (Figure C.15).

Figure C.13. Total amount of natural gas sold in Market 1 for deterministic and stochastic cases.

Figure C.14. Total amount of natural gas sold in Market 2 for deterministic and stochastic cases.
The amount of natural gas delivered to Market 2 follows the trend of production. A peak
is achieved during the eighth and ninth time periods due to limitations in the total amount that can
211

be transported to that market. Part of the production is stored at Underground Reservoir 2 to avoid
an overstock in that market. This storage is not related to any type of price fluctuations’ influence.
The percentage of demand fulfilment achieves a peak when the production in the field is maximum
and then decreases following the declining trend of production. Clearly, no speculation is observed
in the deterministic case and the storage and delivery of products are driven by the production of
wells and delivery limitations of the system.

Figure C.15. % of demand fulfillment in Market 1 for deterministic and stochastic cases.
In the stochastic approach, the price fluctuations play, like in the case of NGL, a key role
in the determination of the optimal operations in the downstream section of the supply chain. The
possibility of storing natural gas in underground reservoirs allows a more flexible schedule of
operations in order to take advantage of market conditions. For years of low prices, storage of
natural gas in Underground Reservoir 1 is produced during the last quarters of those years and the
deliveries to Markets 1 and 2 decrease in the same periods. During the years of high prices, the
amounts stored in Underground Reservoirs 1 decrease during the first quarters of those years and
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the deliveries to Markets 1 and 2 increase (Figures C.13 and C.14). There is coordination of
operations between the amounts allocated in Underground Reservoir 1 and the deliveries to Market
1 and 2. The delivery to Market 2 is generally higher than the one to Market 1. However, part of
the production that should be sent to Market 2 is stored during unfavorable conditions and then
utilized to increase the amount delivered in Market 1 when conditions improve. Again, there is a
trade-off between storage and delivery during the planning horizon. Lower prices imply more
storage and less delivery while higher prices involve less storage a more delivery. Moreover, this
is also reflected in the percentage of demand fulfilment for each market (Figures C-15 and C-16).
High percentages of demand fulfilment (approximately 85.5% for Market 1 and 50.6%–85.3% for
Market 2) are achieved when the delivery of natural gas increase in the case of both markets while
the percentage of demand fulfilment reaches extremely low values (as low as 0.22% in Market 1
and 1.78% in Market 2) during periods where storage increases. Therefore, speculative tools are
also utilized in the case of natural gas to maximize the profitability of the shale gas project.
Although natural gas has a lower value in comparison to NGL, it still exerts a substantial role on
the economic success of the shale gas project.
C.4. Conclusions
A two-stage stochastic model is proposed and implemented to address the relevant problem
of the optimal design and operation of a shale gas supply chain network under the presence of
uncertain market parameters such as the prices of natural gas and NGL. The stochastic conditions
of these parameters are captured through the utilization of a scenario-based approach, which
attempts to represent the uncertainty by describing it in terms of a specific number of discrete
realizations. In order to determine the possible realizations, a GBM is first implemented to simulate
the stochastic characteristic of the crude oil price. Then, this continuous-time stochastic process is
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discretized by the implementation of an option pricing model, which allows the determination of
the scenario tree for the crude oil price. Since the crude oil price and final products of shale gas
production are assumed to fluctuate in tandem, different relationships between the prices of these
commodities are utilized to determine the required scenario trees for the natural gas and NGL.
Finally, the scenario trees are incorporated into the stochastic model to obtain a deterministic
representation of the optimization problem. This work is intended to provide a decision-making
support for the development of a shale gas supply chain. The mathematical framework presented
in this article can represent a useful tool for economic development agencies as well as national
and international oil and gas companies to evaluate and implement the necessary strategies to avoid
the possible detrimental effects of uncertain market events and generate an economic plan for the
development of a successful shale gas enterprise.
The analysis of results reveals that the stochastic case offers a more profitable design and
operations for the shale gas supply chain when compared with the deterministic approach (base
case). It is observed that the variability of the NGL and natural gas prices has a significant impact
on the determination of the optimal design and, more specifically, the different operations in the
shale gas supply chain network. The coordination of operations related to the supply of NGL and
natural gas (post-production operations) such as storage and delivery to different markets can be
of extreme importance for the improvement of the economics of a shale gas project. An increase
of sales’ revenues is produced at the expense of an increment of certain costs, which has a
determining effect on the higher profitability obtained in the stochastic approach. Clearly,
speculative tools have a key role in the development of a smarter and more profitable design and
scheduling of activities of the shale gas supply chain.
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