Abstract. Anthropogenic changes in atmosphere-ocean and atmosphere-land CO 2 fluxes have been quantified extensively, but few studies have addressed the connection between land and ocean. In this transition zone, the coastal ocean, spatial and temporal data coverage is inadequate to assess its global budget. Thus we use a global ocean biogeochemical model to assess the coastal ocean's global inventory of anthropogenic CO 2 and its spatial variability. We used an intermediate resolution, ) is absorbed by the global coastal ocean, i.e., 10 less than its 7.5% proportion of the global ocean surface area. Coastal uptake is weakened due to a bottleneck in offshore transport, which is inadequate to reduce the mean anthropogenic carbon concentration of coastal waters to the mean level found in the open-ocean mixed layer.
The land-ocean aquatic continuum includes inland waters, estuaries, and the coastal ocean, i.e., the succession of active physical-biogeochemical systems that connect upland terrestrial soils to the open ocean . Our focus here is on the coastal ocean, which plays an inordinately large role relative to the open ocean in terms of relative productivity and carbon export. Although the coastal ocean covers only 7-10% of the global ocean surface area, it accounts for up to 30% of 5 oceanic primary production, 30-50% of oceanic inorganic carbon burial, and 80% of oceanic organic carbon burial (Gattuso et al., 1998; Longhurst et al., 1995; Walsh, 1991) ; moreover, the coastal ocean supplies about half of the organic carbon that is delivered to the deep open ocean (Liu et al., 2010 ).
Yet less is known about coastal-ocean air-sea CO 2 exchange (Laruelle et al., 2014) , particularly the anthropogenic component.
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To date, few studies have distinguished anthropogenic carbon uptake by the global coastal ocean.
The first used a 2-box model (Shallow-water Ocean Carbonate Model, SOCM) that separated the coastal ocean into surface waters and sediment pore waters Mackenzie et al., 2004) . They estimate that the preindustrial coastal ocean was a source of CO 2 to the atmosphere, but that the anthropogenic increase in atmospheric CO 2 has caused or will cause it to switch to of anthropogenic carbon from the atmosphere . The second study, using coarse-resolution global-ocean models and observations, estimated a similar uptake of 0.18 Pg C yr
by extrapolating open-ocean air-sea fluxes of anthropogenic CO 2 into the coastal zone (Wanninkhof et al., 2013) . A 20 third study combined estimates from the same SOCM model for the preindustrial coastal zone with observational estimates of the contemporary flux to deduce a corresponding anthropogenic carbon uptake of 0.5 Pg C yr −1 for the 1990s (Liu et al., 2010) .
In addition, there exist 3-D regional circulation-biogeochemistry-ecosystem models that have been used to study other aspects of coastal ocean carbon cycling as summarized by Hofmann et al. (2011) . 25 Typically, such models have been implemented in regions where sufficient measurements are available for model validation, e.g., the Middle Atlantic Bight (eastern U.S. coast) (Fennel et al., 2008; Fennel, 2010) , the California Current System (Fiechter et al., 2014; Turi et al., 2014; Lachkar and Gruber, 2013) , and the European shelf seas (Artioli et al., 2014; Phelps et al., 2014; Wakelin et al., 2012; Allen et al., 2001; Cossarini et al., 2015; Prowe et al., 2009 ). Because of their limited regional 30 domains, such models are typically able to make simulations with horizontal resolutions of 10 km or less, which remains a challenge for global circulation-biogeochemical models. The reduced computational requirements of regional models also allows biogeochemistry and ecosystem components to be more complex. Unfortunately, joining together a network of regional models to allow efficient simulations that cover all parts of the global coastal ocean remains a technical challenge (Holt et al., 2009 ).
The alternative of using a global model is computationally more challenging because few of them have adequate resolution to properly simulate many critical coastal-ocean processes (Griffies et al., 2010; Holt et al., 2009 ). Coarse-resolution global models fail to adequately resolve the coastal 5 bathymetry, which substantially alters coastal ocean circulation (Fiechter et al., 2014) as well as mesoscale dynamics, upwelling, and coastal currents, all of which are thought to strongly affect the variability of air-sea CO 2 fluxes along ocean margins (Borges, 2005; Lachkar et al., 2007; Kelley et al., 1971) . Global models also typically lack a benthic component, i.e., early diagenesis in sediments, that in some regions is likely to affect simulated coastal ocean biogeochemistry of overlying 10 waters. Moreover input of carbon and nutrients from rivers and groundwater is usually lacking. And even in models such as ours where that input is imposed as boundary conditions (Aumont et al., 2015) , temporal variability and trends are neglected (Bauer et al., 2013; Cotrim da Cunha et al., 2007) .
Nonetheless, coarse-resolution models are no longer the state of the art. Recently, there have been 15 improvements in spatial resolution of global ocean models and the spatiotemporal resolution of surface forcing fields (Brodeau et al., 2010) , thereby improving the representation of bathymetry and ocean processes in the highly variable coastal zone (Capet, 2004; Hofmann et al., 2011; McKiver et al., 2014) . In any case, models currently provide the only means to estimate coastal uptake of anthropogenic carbon due to the lack of data-based estimates.
20
Here our aim is to estimate the air-to-sea flux of anthropogenic CO 2 into the coastal ocean and how it varies from region to region across the globe. To do so, we rely on an eddying version of the global NEMO circulation model (Madec, 2008) , which also includes the LIM2 sea-ice model and is coupled to the PISCES biogeochemical model (Aumont and Bopp, 2006) . More precisely, we use the ORCA05 eddy-admitting resolution, which ranges from 0.2
• (i.e., 20 to 50 km). Although 25 this resolution does not fully resolve coastal ocean bathymetry and dynamics, it does provide a first step into the eddying regime and a starting point upon which to compare future studies that will model the coastal ocean, globally, at higher resolution.
Methods

Coupled physical-biogeochemical model
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For this study, we use version 3.2 of the ocean model known as NEMO (Nucleus for European Modelling of the Ocean), which includes (1) the primitive equation model Océan Parallélisé (OPA, Madec (2008) ), (2) the dynamic-thermodynamic Louvain-La-Neuve sea-ice model (LIM, Fichefet and Morales Maqueda (1997) ), and (3) the Tracer in the Ocean Paradigm (TOP), a passive tracer module that in this case is connected to version 1 of the ocean biogeochemical model PISCES (Pelagic Interaction Scheme for Carbon and Ecosystem Studies) (Aumont and Bopp, 2006) . For the NEMO model, we use a global-scale configuration from the DRAKKAR community (see Barnier et al. (2006) and Timmermann et al. (2005) ). Namely, we use the ORCA05 global configuration, (Fig. 1) . Vertically, ORCA05 is discretized into 46 levels with thicknesses that range from 6 m at the surface to 250 m for the deepest ocean level (centered at 5625 m). Model bathymetry is computed from the 2' bathymetry file ETOPO2 from the National Geophysical Data Center. The numerical characteristics of our ORCA05 configuration follow the 10 lead of Barnier et al. (2006) for the ORCA025 configuration with resolution-dependent modifications for the horizontal eddy diffusivity for tracers modified to 600 m . To simulate the advective transport driven by geostrophic eddies, our ORCA05 simulation uses the eddy parameterization scheme of Gent and McWilliams (1990) applied with an eddy diffusion coefficient of 1000 m 
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The biogeochemical model PISCES includes four plankton functional types: 2 phytoplankton (nanophytoplankton and diatoms) and 2 zooplankton (micro-and meso-zooplankton). PISCES also uses a mixed quota-Monod approach where (1) phytoplankton growth is limited by 5 nutrients (nitrate, ammonium, phosphate iron and silicate) following Monod (1949) and (2) elemental ratios of Fe, Si and Chl to C are prognostic variables based on the external concentrations of the limiting nu-20 trients. In addition PISCES assumes a fixed C:N:P Redfield ratio set to 122 : 16 : 1 from Takahashi et al. (1985) for both living and non-living pools. Similar to Geider et al. (1998) , the phytoplankton Chl:C ratio in PISCES varies with photoadaptation. Furthermore, PISCES includes nonliving pools, namely a pool of semi-labile dissolved organic matter and two size classes of particulate organic matter. PISCES also explicitly models biogenic silica and calcite particles. In PISCES, the 25 sediment-water interface is treated as a reflective boundary condition where mass fluxes from particles are remineralized instantaneoulsy, except that small proportions of particle fluxes of organic matter, calcite, and biogenic silica escape the system through burial. Those burial rates are set to exactly balance inputs from rivers and atmospheric budgets. Thus global budgets of alkalinity and nutrients are balanced. For further details, we refer readers to Aumont and Bopp (2006) .
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To simulate carbon chemistry and air-sea carbon fluxes, the model follows the protocol from phase 2 of the Ocean-Carbon Cycle Model Intercomparison Project (OCMIP, Najjar and Orr (1999) ) protocol. The sea-to-air CO 2 flux FCO 2 is computed using the following equation: is transferred from the ocean to the atmosphere. The piston velocity k is based on equation (3) of Wanninkhof (1992) as:
5 where u w is the wind speed at 10 m, Sc is the CO 2 Schmidt number, and f ice is the ice fraction.
Simulations
The dynamic model was started from rest and spun up for 50 years. Initial conditions for temperature and salinity are as described by Barnier et al. (2006) . Initial biogeochemical fields of nitrate, phosphate, oxygen and silicate are from the 2001 World Ocean Atlas (Conkright et al., 2002) , whereas 10 preindustrial dissolved inorganic carbon (DIC) and total alkalinity (Alk) come from the GLODAP gridded product (Key et al., 2004) . Conversely, because data for iron and dissolved organic carbon (DOC) are more limited, both those fields were initialized with model output from a 3000-year spinup simulation of a global 2
• configuration of the same NEMO-PISCES model (Aumont and Bopp, 2006) . All other biogeochemical tracers have much shorter time-scales; hence, they were initialized 15 to globally uniform constants.
After the 50-year spin up, we launched 2 parallel simulations: the first was a historical simulation run during 1870 to 2012 (143 years), and forced with a spatially uniform and temporally increasing atmospheric mole fraction of CO 2 (from which PISCES computes atmospheric pCO atm 2 following OCMIP2) reconstructed from ice-core and atmospheric records (Le Quéré et al., 2014) ; the second 20 simulation is a parallel control run, where the 143-year simulation is identical except that it is forced with the preindustrial level of atmospheric mole fraction of CO 2 (287 ppm, constant in time). The air-sea CO 2 flux computed with the first (historical) simulation is for total carbon, whereas that from the second (control) simulation is for natural carbon. The corresponding flux of anthropogenic CO 2 is computed as the total minus natural fluxes.
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All simulations were forced identically, with atmospheric fields from the DRAKKAR Forcing Set (DFS, Brodeau et al. (2010) Boundary conditions are also needed for biogeochemical tracers, i.e., besides the atmospheric-CO 2 connection mentioned already. The model's lateral input from river discharge of DIC and DOC are taken from the annual estimates of the Global Erosion Model (Ludwig et al., 1996) , constant in time. The DOC from river discharge is assumed to be labile and is directly converted to DIC upon its delivery to the ocean. Inputs of dissolved iron (Fe), nitrate (NO , as computed from Meybeck (1982) for C:N, from Takahashi et al. (1985) for N:P, from de Baar and de Jong (2001) for Fe:C, and from Treguer et al. (1995) for Si:C. River discharge assumes no seasonal variation. Atmospheric deposition of iron comes from Tegen and Fung (1995) . by Jacobson et al. (2007) . That difference is partly due to the strategy for our simulations, which were initialized with data and spun up for only 15 50 years because of the computational constraints to make higher resolution simulations (ORCA05).
At lower resolution (ORCA2), after a spin-up of 3000 years, there is 0.26 Pg C yr
greater globally integrated sea-to-air flux, relative to results after only a 50-year spin up. Nearly all of that enhanced sea-to-air CO 2 flux due to the longer spin up comes from the Southern Ocean.
Defining the global coastal ocean
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To sample the global coastal ocean area, the model grid cells were selected following the Margins and Catchments Segmentation (MARCATS) of Laruelle et al. (2013) , hereafter LA13. The outer limit of the coastal ocean is defined as the maximum slope at the shelf break, while the inner limit is taken as the coastline, thus excluding the proximal zone of the coastal ocean ( which is 8% less than the original value from Laruelle et al. (2014) . Here, the model's total coastal ocean surface area represents 7.5% of the total area of the global ocean. Subsequently we refer to the individual MARCATS regions using the terminology of LA13.
Evaluation dataset
To evaluate the air-sea flux of total CO 2 simulated by the model (historical simulation), we compare . The data-based FCO 2 estimate for the Sea of Okhotsk is not taken into account due to the extremely poor data coverage of this region and its strong divergence with the local literature (LA14). Here, we do not evaluate the simulated annual cycle of flux of total carbon because few MARCATS regions provide adequate temporal coverage. Finally, the coastal air-sea CO 2 fluxes estimates in the LA14 global database further account for the reduction in air-sea CO 2
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exchange due to sea-ice cover along coasts; hence it is directly comparable to our model results.
Besides the coastal data-based estimates of air-sea CO 2 fluxes from LA14, we also compare our model results to those for the open ocean from Takahashi et al. (2009) and Landschützer et al. (2014) .
Both the global and coastal observational estimates are compared to the average modeled air-sea CO 2 fluxes over the last 20 years (1993-2012) of the historical simulation. For the coastal com-
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parison, simulated air-sea fluxes of total CO 2 are spatially averaged over each MARCATS regions.
In addition, the model's interannual variability over 1993-2012 is compared to uncertainties in the observational estimates. 
Revelle factor calculation
To assess how the capacity of the coastal ocean to absorb anthropogenic carbon differs from openocean surface waters, we computed the Revelle factor (R f , Sarmiento and Sundquist (1992) ) using the CO2SYS MATLAB algorithm (Van Heuven et al., 2011) . CO2SYS was used using the simulated sea-surface temperature, salinity, alkalinity, and DIC for model years 1993-2012 with the total pH 5 scale, the K 1 and K 2 constants from Lueker et al. (2000) , the K SO4 constant from Dickson (1990) and the formulation of the borate-to-salinity ratio from Uppström (1974) .
Results
Global ocean fluxes
The simulated global-ocean uptake of anthropogenic carbon increases roughly linearly from 1950 to The simulated uptake of total carbon by the coastal ocean averages 267 Tg C yr as carbon sources to the atmosphere (Table 2) , i.e., only 14% of the global coastal-ocean surface area, together losing 16 Tg C of carbon to the atmosphere every year. The mean annual carbon loss per square meter in these MARCATS regions is usually relatively weak, less than 1.5 mol C m
).
When grouped into MARCATS classes (see Table 3 ), all classes are carbon sinks, absorbing from 0.06 to 1.66 mol C m
. By class, the largest specific fluxes occur in the Western Boundary , respectively. More generally, the tropical MARCATS regions act as carbon sources and the mid-to-high latitude regions act as carbon sinks (Fig. 4) . The same trend is also apparent in the zonal-mean distribution (Fig. 5) .
A comparison of the simulated vs. observed FCO 2 estimates for each MARCATS region is re-15 ported in Table 2 and on Fig. 6 . The Pearson correlation coefficient R is 0.7 for specific fluxes, but only 0.5 for area-integrated fluxes. In the model, 79% of the MARCATS regions act as carbon sinks, whereas that proportion is 64% for LA14. After aggregating the specific flux estimates into the different MARCATS classes (Table 3 and . That amounts to 4.5% of the simulated global anthropogenic carbon uptake, substantially less than the 7.5% pro- , which is 4.4% of the rate for the global ocean increase in anthropogenic carbon uptake over the same period (Fig. 2) .
All MARCATS regions absorb anthropogenic carbon at rates ranging from 0.01 mol C m for the South Greenland region (Table 2) . By class, the strongest specific fluxes of anthropogenic carbon into the ocean occur in the boundary current re- , respectively (Fig. 7) . The same lack of correlation between anthropogenic and total flux patterns still appears clearer in the zonal mean distributions (Fig. 5 ). For instance, the specific fluxes of anthropogenic carbon into the coastal ocean between 55 , which falls within the range of previous data-based estimates of 0.2-0.4 Pg C yr −1 Cai et al., 2006; Chen and Borges, 2009; Laruelle et al., 2010; Cai, 2011; Chen et al., 2013; Laruelle et al., 2014) . Out of those, estimates provided since 2011 gather closer to the lower limit, e.g., the estimate of 0.2 Pg C yr −1 from LA14, as is also the case for our model-based estimate. Some aspects of the LA14 data-based approach are shared by our model-based approach, i.e., 30 the same reference period, essentially the same definition of the coastal ocean, the same correction for the effect of sea-ice cover on air-sea CO 2 fluxes.
Biogeosciences Discuss., doi:10.5194/bg-2016 Discuss., doi:10.5194/bg- -57, 2016 Using a box model, Andersson and Mackenzie (2004) and Mackenzie et al. (2004) estimated the global coastal ocean acted as a carbon source to the atmosphere prior to industrialisation; however, they also estimate that industrialisation has led or will lead to a reversal in the sign of this flux (the global coastal ocean will become a carbon sink) sometime between 1950 and 2100. In contrast, our model simulations indicate that the preindustrial coastal ocean was already a carbon sink, and that 5 that sink has strengthened over the industrial period. This discrepancy appears to be explained by different definitions of the coastal ocean. Both the box model and our 3-D model include the distal coastal zone, but only the box model includes the proximal coastal zone (bays, estuaries, deltas, lagoons, marine wetlands, and banks). That proximal zone is known generally as a strong source of carbon to the atmosphere (Rabouille et al., 2001 ). 
Anthropogenic flux
The strongest specific fluxes of anthropogenic carbon into the ocean occur in the boundary current regions, namely the EBC and WBC. Indeed, these regions show significant vertical and lateral mixing features such as filaments and eddies from the strong adjacent western boundary currents and upwelling from Eastern Boundary Upwelling Systems (EBUS). Those physical processes lead for the global coastal ocean (Fig. 8) is about half that found by Wanninkhof et al. (2013) for a similar period.
The latter study estimates coastal anthropogenic CO 2 uptake by extrapolating specific air-sea CO 2 20 fluxes from the adjacent open ocean into coastal areas, exploiting coarse-resolution models and data.
To compare approaches, we applied the Wanninkhof et al. (2013) extrapolation method to our model output; we found the same result as theirs for global coastal ocean uptake of anthropogenic CO 2 (0.18 Pg C yr ) and nutrients during the industrial era, which promotes organic carbon production, some of which is buried in the coastal zone (up to 0.15 Pg C yr 
Coastal vs. open ocean
Patterns in our simulated air-sea flux of total CO 2 in the coastal ocean generally follow those for the 10 open ocean, with net carbon sources in the low latitudes and carbon sinks in the mid-to high-latitudes (Fig. 5) . The same tendency was pointed out by when discussing the LA14 data-based fluxes. The patterns in our simulated total CO 2 flux are mainly driven by patterns in the natural CO 2 flux both in the coastal and open oceans (Fig. 5) . ) is half the previous estimate (Wanninkhof et al., 2013) . Unlike in that study, our for the 1993-2012 average). Although the coastal ocean surface area is 7.5% that of the global ocean, it absorbs only 4.5% of the globally integrated flux of anthropogenic carbon into the ocean.
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Our estimate for coastal ocean uptake of anthropogenic carbon is ten times smaller than the 1 Pg C yr −1 estimate by Tsunogai et al. (1999) associated with his proposed continental shelf pump (CSP). However, Tsunogai's CSP is based on contemporary measurements and thus concerns total carbon, not the anthropogenic change. That nuance is critical because contemporary estimates 12 Biogeosciences Discuss., doi :10.5194/bg-2016-57, 2016 Manuscript under review for journal Biogeosciences Published: 22 February 2016 c Author(s) 2016. CC-BY 3.0 License. of fluxes are not directly comparable to anthropogenic fluxes nor global budgets of carbon from the IPCC and the Global Carbon Project, both focused on the anthropogenic change. Unfortunately Tsunogai et al. (1999) prompted confusion by stating that their total carbon flux into the coastal ocean was equivalent to half of the global-ocean uptake of anthropogenic carbon. The same confusion prompted Thomas et al. (2004) to emphasize that the coastal ocean contributes more to the from . This accumulation rate of anthropogenic carbon in the coastal ocean contrasts with the lower simulated proportion that remains in the mixed layer of the global ocean.
Using a coarse-resolution global model, Bopp et al. (2015) showed that on average for the global 30 ocean, only ∼10% of the anthropogenic carbon that crosses the air-sea interface accumulates in the seasonally-varying mixed layer. The CSP hypothesis from Tsunogai et al. (1999) assumes that much of the 1 Pg C yr −1 of total carbon absorbed by the coastal ocean is exported to the deep ocean. Also assuming that the CSP operates equally in all shelf regions across the world, Yool and Fasham (2001) used coarse-resolution global model to estimate that 53% of the coastal uptake is exported to the 
Conclusions
We have estimated the flux of anthropogenic carbon flux from the atmosphere to the coastal ocean, , equivalent to 4.5% of global-ocean uptake of anthropogenic CO 2 , an amount less than expected based on the surface area of the global coastal ocean (7.5% of the global ocean). Furthermore, our estimate is only 10 about half of that estimated by Wanninkhof et al. (2013) , whose budget was based on extrapolating adjacent open-ocean data-based estimates of the specific flux into the coastal ocean. We attribute our lower specific flux of anthropogenic into the global coastal ocean mainly to the model's associated offshore transport of carbon, which is not strong enough to reduce surface levels of anthropogenic DIC (and thus anthropogenic pCO 2 ) to levels that are as low as those in the open ocean (on average).
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Whether or not our model provides a realistic estimate of offshore transport at the global scale is a critical question, however, that demands further investigation.
Clearly, our approach is limited by the extent to which the coastal ocean is resolved. Our model's horizontal resolution does not allow it to fully resolve some fine-scale coastal processes such as tides, which affect air-sea CO 2 fluxes at tidal fronts (Bianchi et al., 2005) . Model resolution is also 20 inadequate to fully resolve mesoscale and sub-mesoscale eddies and associated upwelling. Moreover, in the mid-latitudes with a water depth of 80 m, the first baroclinic Rossby radius (the dominant scale affecting coastal processes) is around 200 km but it falls below 10 km on Arctic shelves Nurser and Bacon, 2014) . Thus the higher latitudes need much finer resolution Holt et al. (2009) .
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Yet all model studies must weigh the costs and benefits of pushing the limits toward improved realism. Our approach has been to use a model that takes only first step into the eddying regime in order to be able to achieve long physical-biogeochemical simulations with atmospheric CO 2 increasing from preindustrial levels to today. It represents a step forward when compared to studies with typical coarse resolution ocean models (typically around 2 • horizontal resolution), which may 30 be considered to be designed exclusively for the open ocean. In the coming years, increasing computational resources will allow further increases in spatial resolution and a better representation of the coastal ocean in global ocean carbon cycle models.
14 Biogeosciences Discuss., doi :10.5194/bg-2016-57, 2016 Manuscript under review for journal Biogeosciences Published: 22 February 2016 c Author(s) 2016. CC-BY 3.0 License. Improvements will also be needed in terms of the modeled biogeochemistry of the coastal zone.
Most global-scale biogeochemical models neglect river input of nutrients and carbon. Although that is taken into account in our simulations, the river input forcing is constant in time (Aumont et al., 2015) . Seasonal and higher frequency variability in carbon and nutrient river input (e.g., from floods and droughts) is substantial as often are anthropogenic trends. For simplicity, virtually all global-5 scale models neglect sediment resuspension and early diagenesis in the coastal-zone. Those processes in some coastal areas may well alter nutrient availability, surface DIC, and total alkalinity, which would affect air-sea CO 2 fluxes. In addition, in the coastal zone, one must eventually go beyond the classic definition of anthropogenic carbon, i.e., the change due only to the direct influence of the anthropogenic increase in atmospheric CO 2 on the air-sea CO 2 flux and ocean carbonate chem- but with large uncertainty .
To improve understanding of the critical land-ocean connection and its role in carbon and nutrient 
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