Interference is identified as a critical issue for satellite communication (SATCOM) systems and services. There is a growing concern in the satellite industry to manage and mitigate interference efficiently. While there are efficient techniques to monitor strong interference in SATCOM, weak interference is not so easily detected because of its low interference to signal and noise ratio (ISNR). To address this issue, this paper proposes and develops a technique which takes place on-board the satellite by decoding the desired signal, removing it from the total received signal and applying an Energy Detector (ED) in the remaining signal for the detection of interference. Different from the existing literature, this paper considers imperfect signal cancellation, examining how the decoding errors affect the sensing performance, derives the expressions for the probability of false alarm and provides a set of simulations results, verifying the efficiency of the technique.
INTRODUCTION
Interference is identified as a critical issue for the satellite communications industry, especially for the satellite owners/operators [1]- [2] . The proper management of interference can be carried out at different steps (interference monitoring, detection, classification, localisation and mitigation) [3] . However, in this paper, we focus on the detection of interference, particularly On-Board Interference Detection (OBID) by introducing a dedicated spectrum monitoring unit (SMU) within the satellite payload. Nevertheless, we should note that the developed techniques can be used for on-ground interference detection, as well. The advantages of OBID with respect to ground-based solutions are summarized as follows: i) simplification of the ground based stations in multi beam systems ii) faster reaction time and iii) avoidance of the additional downlink noise and possible distortions related to the satellite transponder [3] - [4] .
One method for OBID is proposed in [4] , where the adopted detection approach is the conventional Energy Detector (CED) [5] - [9] . This is an efficient technique, especially for strong interference scenarios. However, it faces challenges for the detection of weak interference because in this case, the ED is much more sensitive to the noise and desired signal power uncertainties, as well to the number of available samples. To overcome this issue, the idea of "ED with signal cancellation" is proposed in [10] by exploiting the frame structure and pilot symbols of the standards. This technique provides Thi s work was supported by the National Research Fund, Luxembourg under the CORE projects SATSENT and SEMIGOD. e-mail: {christos.politis, sina.maleki, christos.tsinos, symeon.chatzinotas, bjorn.ottersten}@uni.lu reliable detection of weak interfering signals under the assumption of adequate number of samples, namely pilots. However, sometimes the detection at low values of ISNR may require more samples than the number of pilots supported by the standard.
To address these concerns, in this paper, we propose a detection scheme based on the concept of "ED with signal cancellation", which does not require pilots symbols. It focuses on the data domain, decoding the desired data signal, removing it from the total received signal and applying an ED in the remaining signal for the detection of interference. There are similar works [11] - [14] , nevertheless, [11] assumes perfect signal decoding, [12] considers a system which knows when the decoding is successful and only then it cancels the signal, while [13] and [14] assume that the remaining signal, after the signal or interference cancellation, follows a Gaussian distribution.
The contributions of this paper are summarized as follows: i) we propose a reliable scheme for the detection of weak interference applied on-board the satellite, based on the decoding and cancellation of the desired signal and ii) we examine how the imperfect signal cancellation, due to the decoding errors, affects the interference detection performance and derive analytical expressions for the probability of false alarm (PF A). The latter expressions are based on the actual deterministic values of the remaining signal and not on their approximations by Gaussian distribution, as in [13] - [14] .
The rest of this paper is organized as follows. Section 2 presents the system model. In Section 3, the derivation of the PF A is described.
Section 4 depicts the numerical results, and Section 5 concludes the paper. Notation: Bold-face lower case letters are used to denote vectors.
The superscript (.? represents the transpose of (.). 11 · 11 declares the standard vector norm, while 1·1 is the absolute value. E {-} and V {-} denote the expectation and the variance of {-} , respectively
and R {.} and I {.} represent the real and the imaginary part of {.}, respectively.
SYSTEM MODEL

Signal Model
We consider a common satellite communication system, where the satellite, the desired Earth Station (ES) and the interferer are equipped with one antenna. Our goal is to detect the uplink radio frequency interference. Hence, the detection problem can be formulated as the following binary hypothesis test, which is a baseband symbol sampled model:
where h denotes the scalar flat fading channel from the desired ES to the satellite, which is assumed to be known at the satellite receiver ctor, referred to as the total received signal at the satellite.
Proposed algorithm
In this subsection, the various steps of the proposed algorithm are described. We should note that this technique needs a partially regenerative satellite (at least for the SMU), where the received signal can be demodulated.
Algorithm: ED with imperfect signal cancellation (EDISC)
Step 1: Decode the transmitted signal by the desired ES: § denotes the decoded or estimated signal.
Step 2: Remove this estimated signal from the total received signal at the satellite: y' = y -h §.
Step 3: Apply the ED in the remaining signal as shown in (3) where c: is a proper selected threshold responsible for the decision of presence/absence of interference.
This algorithm can be applied for any modulation scheme supported by DVB-S2X [15] standard (QPSK, 8PSK, 16APSK, ... ), but in this paper, we focus on QPSK modulated signals. However, for simplicity, we start our analysis considering a BPSK signal, which as shall be shown later, can be easily extended to QPSK scenario.
Applying the first and second step of our algorithm under the BPSK case, the hypothesis test of (1)- (2) can be reformulated as follows:
where n = 0,1 , ... , N -1, the index B denotes the BPSK scenario, HOO B and HlO B represent the hypothesis when the received signal is decoded correctly and the interference is absent and present, respectively, while HOI B and Hll B correspond to the wrong decoding case when the interference is absent and present, respectively.
Then, the final step is to use the ED of (3) in order to decide if the interference exists or not. We should mention that our detector is designed based on Neyman-Pearson criterion [16] , hence, the detection threshold c: is calculated through the P F A , which represents the scenario when we decide wrongly that the interference is present, while it is absent in the reality. Therefore, in the rest of this paper, we focus on the hypothesis Ho for the derivation of the PF A.
PROBABILITY OF FALSE ALARM
As mentioned earlier, the performance of our proposed detector is examined through the P F A. Hence, in this section we derive the PFA, first for the BPSK and then for the QPSK scenario.
Probability of false alarm for BPSK signals
In this subsection, we derive the P F A under the BPSK scenario as described by Theorem 1.
Theorem 1: Consider a satellite with one receive antenna, which collects a large number of samples N . The satellite receiver decodes the received samples, removes them from the total received signal and applies an ED in the remaining signal. Then, the P F A B is given by (6) where k denotes the number of wrong decoded bits, P eB is the probability of bit error for BPSK [I7J and Pk B is the probability offalse alarm for the case that k bits are decoded wrongly which can be approximated as follows
where J-l1l. oB and V1I. o B are the mean and variance of the test statistic T (y' IHoB ), respectively, which are also related to k as we show in the following proof Proof: Considering the fact that the number of wrong bits ranges from ° to N, the first part of the theorem, can be proved by applying the concept of Binomial di stribution [18] . For the second part, the probability of false alarm P kB of the ED of (3) is determined by • Hence, we need to find the mean and variance for T (y' IHoOB ) and T (y' IHoI B ). However, first, we should introduce the following three lemmas, which will be used in the calculation of these parameters. 
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where d = a -M and F x, f x denote respectively the cdf and pdf of the normal distribution. Proof: The proof of Lemma 1, 2 and 3 is not presented in thi s paper due to lack of space, but they can be proved following the definition of truncated distributions ( [23] - [25] ).
• and P eB is the probability of correct decision for BPSK. Proof: The proof is given in Appendix A.
We can now develop Theorem 2 for the derivation of M1-l oo B ' M1-l01B ,V1-loo B and V1-l01 B '
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• All the parameters of (6) have been defined. However, the calculation of the detection threshold 10, through (6), may be complicated, particularly as the number of samples increases. Nevertheless, the probability of false alarm can be approximated by
where the index Ba denotes approximation under the BPSK scenario, and hence, this equation approximates and simplifies (6), based on the fact that for a large number of samples, the expected number of correct and wrong decoded bits is N(! -PeB ) and NPeB , respectively. Now, the calculation of the threshold 10 is straightforward, based on the inverse function of the P F A B a ( . ).
Probability of false alarm for QPSK signals
In the previous subsection, we derived the probability of false alarm under the BPSK scenario. Now, the extension of (6) to QPSK case is straightforward and it is given as follows:
where PkQ = PkB and P eQ = P eB . Hence, the only difference with (6) is the factor 2, due to the fact that a QPSK signal constitutes of two orthogonal BPSK ones. From the other side, the approximated PF A of (18) can be expressed as follows:
where a = (1 -P eQ )2 , b = (1 -P eQ ) P eQ , C = P;Q' the index Q denotes the QPSK scenario, P eQ is the probability of bit error for QPSK and is the same as for BPSK, 1-looQ denotes that both the real and imaginary part are decoded correctly, 1-l01 Q means that the real part is decoded wrongly and the imaginary part is decoded correctly, 1-l02Q means that the real part is decoded correctly and the imaginary part is decoded wrongly, while 1-l03Q denotes that both the real and imaginary part are decoded wrongly. 
NUMERICAL RESULTS
In this section, we present a numerical result to show the detection performance of the proposed detection scheme, namely EOISC. We will compare this scheme with CED and with "ED with perfect signal cancellation (EOPSC)" as both given in [4] . For simplicity, throughout this section, we assume that the interference follows a
Gaussian distribution with zero mean and variance eTT, while the transmitted signal from the desired ES is QPSK modulated. 10000
Monte Carlo simulations are carried out, the detection threshold is set such that PF A = 0.1 and the channel power is taken as unit.
Figures 1 depicts the probability of detection versus the ISNR comparing the aforementioned three techniques: i) CEO, ii) EOPSC and iii) EDISC. We can notice that the proposed EO presents a sightly degraded detection performance than the one of the EOPSC approach, but significantly better that the one of the CEO approach, because this desired signal cancellation concept improves the ISNR and thus, enhances the detection reliability of the system. Furthermore, we can see that the detection performance, based on a threshold determined through the approximated PF A, performs closely to the more accurate one, verifying the reliability of (20).
CONCLUSION
In this paper, we proposed an interference detection scheme based on the EO with imperfect signal cancellation in the data domain, assuming a perfectly known channel and we examined how the decoding errors affect the detection performance measures. Furthermore, we derived the theoretical expressions for the probability of false alarm, considering digitally modulated signals (i.e. BPSK, QPSK). Finally, the numerical results showed that our proposed technique outperforms the conventional EO, verifying the efficiency of the proposed technique. Future works include extension of the technique to higher 
A. APPENDIX DERIVATION OF THE MEAN /LHoo B
The derivation of the mean /LHoo B is based on the law of the total expectation [26] and it can be written as follows E { ly' 1 2 11-l o0B } = E { ly' 12ls = +ffs , 8 + E { ly' 12l w ~ fft} P (w ~ +fftIcB) , (23) where P (-VI'{ ::; w ::; VI'{ ::; VI'{ ICB ) = pC -~:SW:SvPt) CB and P (w ~ +VI'{ ICB ) = pC Wj;vPt) according to Bayes' The-CB orem [27] . Then, after some manipulations, (23) takes its final shape, which is given by (14) .
The same methodology can be used for the proof of /LH OI B ' VH oo B and VH OI B . Note that the proof of the variances is based on the law of total variance [26] .
