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Abstract
The acceleration technique introduced by Nesterov for gradient descent is widely
used in machine learning, but its principles are not yet fully understood. Recently, sig-
nificant progress has been made to close this understanding gap through a continuous-
time dynamical systems perspective associated with gradient methods for smooth and
unconstrained problems. Here we extend this perspective to nonsmooth and linearly
constrained problems by deriving nonsmooth dynamical systems related to variants
of the relaxed and accelerated alternating direction method of multipliers (ADMM).
We introduce two new ADMM variants, one based on Nesterov’s acceleration and the
other inspired by Polyak’s heavy ball method, and derive differential inclusions mod-
elling these algorithms in the continuous-time limit. Using a nonsmooth Lyapunov
analysis, we obtain rate-of-convergence results for these dynamical systems in the con-
vex and strongly convex setting that illustrate an interesting tradeoff between Nesterov
and heavy ball acceleration.
1 Introduction
Accelerated gradient based methods A popular method to accelerate the convergence
of gradient descent was proposed in the seminal paper [1]. In the convex case, accelerated
gradient descent attains a convergence rate of O(1/k2) in terms of the error in the objective
function value, with k denoting the iteration number. This rate is known to be optimal in
the sense of worst case complexity [2]. Another accelerated variant of gradient descent was
introduced in [3], called the heavy ball method, which is known to have a convergence rate
of O(1/k) for convex functions and linear convergence for strongly convex functions [4, 5].
Nonetheless, the mechanisms by which momentum speedup optimization algorithms are still
not very well-understood.
Recently, there has been significant progress in better understanding acceleration by an-
alyzing a differential equation modeling the continuous-time limit of Nesterov’s method [6].
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Followup work has brought a larger class of accelerated methods into a Hamiltonian for-
malism [7] thus giving opportunities for analysis through the lens of continuous dynamical
systems. For example, analyses based on Lyapunov’s theory were explored for both contin-
uous and discrete settings [8–11]. However, such connections have been limited mostly to
gradient descent based methods for minimizing unconstrained differentiable functions.
A simple example illustrating the interplay between discrete and continuous approaches
is the gradient descent method,
xk+1 − xk = −∇Φ(xk), (1)
which can be seen as a discretization of the gradient flow
X˙(t) = −∇Φ(X(t)), (2)
where  > 0 is the discretization stepsize, X(t) is a continuous function of time such that
xk = X(t) with t = k, and X˙ ≡ dXdt . Interestingly, this connection was known to Cauchy
[12] since a long time ago. It is not hard to show that the differential equation (2) has a
convergence rate of O(1/t), which matches that of gradient descent (1).
A second example is the heavy ball method [3],
xk+1 − xk − 1 (xk − xk−1) = −2∇Φ(xk), (3)
which is a discretization of
X¨(t) + a1X˙(t) = −a2∇Φ(X(t)), (4)
where 1, 2 > 0, a1 and a2 are constants, and X¨ ≡ d2Xdt2 .
A third example is Nesterov’s accelerated gradient descent [1], whose updates are given
by
xk+1 − xˆk = −∇Φ(xˆk), (5a)
xˆk+1 − xk = kk+3(xk+1 − xk). (5b)
Only recently has its continuous limit been obtained as the differential equation [6]
X¨(t) + 3
t
X˙(t) = −∇Φ(X(t)). (6)
This differential equation has a convergence rate of O(1/t2) for a convex function Φ [6],
which matches the optimal O(1/k2) rate of its discrete counterpart (5). Further convergence
properties of (6) over Hilbert spaces were considered in [10].
Recently, some extensions of this continuous-time perspective to nonsmooth optimization
problems started to emerge. For instance, convergence of the dynamical system (6) with ∇Φ
replaced by a regularized monotone operator was considered in [13]. Also in the context of
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minimizing f + g, where f is differentiable but g can be non-smooth, consider the following
differential inclusion
X¨(t) + 3
t
X˙(t) +∇f(X(t)) ∈ −∂g(X(t)), (7)
where ∂g is the subdifferential of g. A forward-backward Euler discretization of (7) leads to
the accelerated proximal gradient method, which is a proximal version of Nesterov’s method
(5) [11,14]. Convergence rates of forward-backward proximal algorithms were also considered
in [15].
Accelerated ADMM The alternating direction method of multipliers (ADMM) [16–18]
is an important algorithm for linearly constrained problems, which is well-known for its ease
of implementation, scalability, and applicability in many important areas of machine learning
and statistics. In the convex case, ADMM converges at a rate of O(1/k) [19, 20], while in
the strongly convex case, it converges linearly [21]. Many variants of ADMM exist including
one that uses a relaxation strategy, which empirically is known to improve convergence in
some cases [22, 23]. However, few theoretical results are known for relaxed ADMM when
compared to vanilla ADMM, except for the fact that it has linear convergence for strongly
convex functions [24–27].
The first accelerated version of ADMM was proposed by [28], called fast ADMM (here
we call it accelerated ADMM, or A-ADMM for short). For a composite objective function
f(x)+g(x) with f and g both strongly convex, and g quadratic, it was shown that A-ADMM
attains a convergence rate of O(1/k2) [28]; we are not aware of any other convergence rates.
Numerical experiments [28] show that A-ADMM may outperform Nesterov’s method (5) in
some cases.
Very recently, the continuous limit of A-ADMM was considered [29], which generalizes
previous results such as (6). It was also shown that the corresponding dynamical system
has a convergence rate of O(1/t2) under a mere convexity assumption. However, both f and
g were assumed to be differentiable and the constraint matrix A was assumed to have full
column rank (see (8)). In this paper, we analyze a more general ADMM framework in the
fully nonsmooth case and provide analyses that complement the results of [29] in several
aspects.
Paper contributions We propose new variants of accelerated ADMM for solving the
general problem1
min
x∈Rn
{Φ(x) ≡ f(x) + g(Ax)} , (8)
1 Our results can be extended to the common formulation minx,z {f(x) + g(z) |Ax+Bz = c} provided
B is invertible [20,25,27]. Since z −B−1c = −B−1Ax one can easily redefine A to cast the problem into a
similar form as (8).
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convex strongly convex
ADMM O
(
σ21(A)
t
)
O
(
κ(A)e−µt/(2σ
2
1(A))
)
A-ADMM† O
(
(r−1)2σ21(A)
t2
)
O
(
(rσ1(A))2r/3
µr/3
1
t2r/3
)
R-ADMM† O
(
(2−α)σ21(A)
t
)
O
(
κ(A)e−µt/(2(2−α)σ
2
1(A))
)
R-A-ADMM‡ O
(
(2−α)(r−1)2σ21(A)
t2
)
O
(
((2−α)1/2rσ1(A))2r/3
µr/3
1
t2r/3
)
R-HB-ADMM‡ O
(
r(2−α)σ21(A)
t
)
O
(
(2− α)r2σ21(A)e−2rt/3
)
Table 1: Convergence rates of the dynamical systems related to relaxed and accelerated
variants of ADMM proposed in this paper; see (16)/(17), (18)/(19) and (20)/(21), which
apply to solving problem (8). The relaxation parameter is α ∈ (0, 2), µ is the strong
convexity constant (see (11)), and r > 0 is a damping constant. Algorithms marked with †
are known, but with previously unknown convergence rates, e.g., for A-ADMM both rates
(convex/strongly convex) are unknown while for R-ADMM the O(1/t) rate for the convex
case seems to be unknown. Those marked with ‡ indicate a new family of algorithms.
where f : Rn → R and g : Rm → R can both be nonsmooth functions, and A ∈ Rm×n
with m ≥ n. We consider the known family of relaxed ADMM (R-ADMM) algorithms, and
introduce two accelerated variants to the R-ADMM scheme: one follows Nesterov’s approach,
which we refer to as relaxed and accelerated ADMM (R-A-ADMM), and the other is closer to
Polyak’s heavy ball method, which we call relaxed heavy ball ADMM (R-HB-ADMM). To the
best of our knowledge, this is the first time that acceleration and relaxation are considered
jointly.
After introducing these new families of algorithms, we turn our attention to deriving
their continuous limits. Since f and g in (8) are nonsmooth, we obtain differential inclusions
instead of differential equations. We then obtain rates of convergence for these nonsmooth
dynamical systems by constructing appropriate Lyapunov functions in both the convex and
strongly convex settings; our results are summarized in Table 1. The results of [29] only
consider the smooth and convex setting (we consider the nonsmooth, convex and strongly
convex settings) and their results correspond to one particular instance of our framework
(specifically, the first column for ADMM and A-ADMM in Table 1). Our results in Table 1
show that by adding relaxation an improved constant in the complexity bound is attained.
Also, the proposed R-HB-ADMM recovers linear convergence in the strongly convex case,
which contrasts with R-A-ADMM. We thus see an interesting tradeoff between Nesterov
and heavy ball type of acceleration in the convex versus strongly convex settings. Note also
that the linear constraint matrix A is reflected in the convergence rates of Table 1, which
may improve convergence depending on its singular values. We note that these rates are
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attained for the continuous dynamical systems, which suggests that the same rates hold for
the discrete algorithms although we do not formally establish them. Nevertheless, most of
the rates shown in Table 1 are new and will serve as a guide for establishing the same rates
in the discrete case in future research.
Preliminaries and notation Given x, y ∈ Rn we let ‖x‖ =
√
xTx denote the norm of x
and 〈x, y〉 = xTy denote the inner product between x and y. Given a matrix A ∈ Rm×n, we
denote the largest and smallest singular values of A by σ1(A) and σn(A), respectively. The
induced matrix norm of A is denoted as ‖A‖ = σ1(A) and the condition number of A is
written as κ(A) ≡ σ1(A)/σn(A).
Consider a function f : Rn → R∪ {+∞} with effective domain dom f ≡ {x | f(x) <∞}.
Its subdifferential at the point x ∈ dom f is defined [30] as
∂f(x) = {ξ ∈ Rn | f(y)− f(x) ≥ 〈ξ, y − x〉 ∀y} . (9)
The subdifferential set ∂f(x) is always closed and convex, and if f is convex it is also
nonempty. Convex and strongly convex functions [30] are defined as follows.
Definition 1 (Convex function). We say that the function h : Rn → R∪{+∞} is convex if
and only if
h(y) ≥ h(x) + 〈ξ, y − x〉 (10)
for all x, y ∈ domh and all ξ ∈ ∂h(x).
Definition 2 (Strongly convex function). We say that the function h : Rn → R ∪ {+∞} is
strongly convex if and only if there exists a constant µ > 0 such that
h(y) ≥ h(x) + 〈ξ, y − x〉+ µ
2
‖y − x‖2 (11)
for all x, y ∈ domh and all ξ ∈ ∂h(x).
The following assumption is used in this paper.
Assumption 3. The function Φ : Rn → R∪ {+∞} in (8) is proper, lower semicontinuous,
convex, and satisfies 0 ∈ int(dom g −A dom f).
An important consequence of Assumption 3 is that the subdifferential of two functions f
and g composed with a linear map A satisfies ( [31, Theorem 3.3.5])
∂(f + g ◦A)(x) = ∂f(x) +AT∂g(Ax), (12)
because otherwise it would only hold as an inclusion.
Let us mention two basic relations involving the continuous limit. Let X = X(t) ∈ Rn
where t ≥ 0 denotes the continuous-time variable. The corresponding state of an algorithm
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at discrete-time k = 0, 1, . . . will be denoted by xk ∈ Rn. Let xk = X(k) for some small
enough  > 0. Then, in the limit → 0, it holds that [32–34]
(xk±1 − xk) /→ ±X˙(t), (13)
(xk+1 − 2xk + xk−1) /2 → +X¨(t). (14)
Finally, consider a first order differential inclusion2
X˙(t) ∈ F (X(t); t) (15)
where F : Rn×R⇒ Rn is a multi-valued map. By a solution or a trajectory of (15) we mean a
function ϕ : I → Rn with I ⊆ R+, such that ϕ is absolutely continuous and ϕ˙(t) ∈ F (ϕ(t); t)
for almost every t ∈ I in the Lesbegue measure sense. If F is lower semicontinuous, closed
and convex, then existence of at least one continuously differentiable solution ϕ : I → Rn
is guaranteed [35]. In more general cases, for instance if F is unbounded or nonconvex,
existence of solutions of differential inclusions can be a delicate issue; see, e.g., [36–38] and
references therein. Fortunately, in this paper where F = −∂Φ and under Assumption 3, the
differential inclusion (15) has a unique solution [35].
2 Variants of ADMM as Dynamical Systems
We first consider the family of R-ADMM algorithms along with two new accelerated vari-
ants. We then present nonsmooth dynamical systems that model these algorithms in the
continuous limit. The family of ADMM algorithms is developed for problem (8) by introduc-
ing the variable z = Ax and considering the (scaled) augmented Lagrangian Lρ(x, z, u) =
f(x) + g(z) + ρ〈u,Ax − z〉 + ρ
2
‖Ax − z‖22, where u ∈ Rm is the Lagrange multiplier vector
and ρ > 0.
2.1 Relaxed ADMM
Let us start with the R-ADMM framework [18] for problem (8) whose updates are given by
xk+1 ← arg minx
{
f(x) + ρ
2
‖Ax− zk + uk‖2
}
, (16a)
zk+1 ← arg minz
{
g(z) + ρ
2
‖αAxk+1 + (1− α)zk − z + uk‖2
}
, (16b)
uk+1 ← uk + αAxk+1 + (1− α)zk − zk+1. (16c)
The relaxation parameter α ∈ (0, 2) is introduced to speedup convergence [22, 23], and the
standard ADMM is recovered when α = 1. We now state the continuous limit of the updates
(16), and note that the derivation is shown in Appendix A.
2Every higher order system can be written in first-order form.
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Theorem 4. Consider the R-ADMM updates (16) for solving problem (8) under Assump-
tion 3. Then, the continuous limit of such updates, with time scale t = ρ−1k, is given by the
differential inclusion
(2− α)(ATA)X˙(t) ∈ −∂Φ(X(t)) (17)
with initial condition X(0) = x0.
Note that if both functions f and g are differentiable (thus ∂Φ(x) = ∇f(x)+AT∇g(Ax)),
A = I, and α = 1, then (17) reduces to the differential equation (2). In general, however,
even in the smooth case, the presence of ATA in (17) can make the stability properties and
rate of convergence of this system different from those for (2).
2.2 Relaxed and Accelerated ADMM
Motivated by [1] we introduce new variables uˆ ∈ Rm and zˆ ∈ Rm to obtain an accelerated
version of R-ADMM. The resulting algorithm, called R-A-ADMM, is defined by the following
updates:
xk+1 ← arg minx
{
f(x) + ρ
2
‖Ax− zˆk + uˆk‖2
}
, (18a)
zk+1 ← arg minz
{
g(z) + ρ
2
‖αAxk+1 + (1− α)zˆk − z + uˆk‖2
}
, (18b)
uk+1 ← uˆk + αAxk+1 + (1− α)zˆk − zk+1, (18c)
uˆk+1 ← uk+1 + γk+1 (uk+1 − uk) , (18d)
zˆk+1 ← zk+1 + γk+1 (zk+1 − zk) , (18e)
where γk+1 ← k/(k+ r) with r ≥ 3. The above algorithm has not been considered in the lit-
erature and is a relaxation of A-ADMM [28],3 which is recovered by setting α = 1 and r = 3.
It is also worth noting that even for relaxed ADMM (16) (without acceleration) the existing
theoretical results are sparse compared to standard ADMM. Regarding the continuous limit
of updates (18), we obtain the following result, whose proof is in Appendix A.
Theorem 5. Consider the R-A-ADMM updates (18) for solving problem (8) under Assump-
tion 3. Then, the continuous limit of such updates, with time scale t = ρ−1/2k, is given by
the differential inclusion
(2− α)ATA
(
X¨(t) +
r
t
X˙(t)
)
∈ −∂Φ(X(t)) (19)
with initial conditions X(0) = x0 and A
TAX˙(0) = 0.
Remark 6. Theorem 5 still holds without assuming that 0 ∈ int(dom g − A dom f) (see
Assumption 3), although in this case (12) becomes an inclusion, which results in ∂f+AT∂g◦
A replacing the right-hand side of (19).
3 Strictly speaking, [28] and [1] uses the parametrization γk+1 = θk−1/θk+1 with the recursion θ0 = 0 and
θk+1 = (1 +
√
1 + 4θ2k)/2. However, asymptotically this is the same as γk+1 = k/(k + r) with r = 3.
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The differential inclusion (19) reduces to the differential equation (6) when A = I,
α = 1, r = 3, and both f and g are smooth. Thus, (19) is more general and results related
to (17) automatically hold for (6) as a special case. We show in Section 3 that the relaxation
parameter α and the matrix A in (19) allow for refined convergence results.
2.3 Relaxed Heavy Ball ADMM
Another acceleration scheme for gradient descent is the heavy ball method introduced by [3].
Motivated by this approach we now introduce another accelerated variant of relaxed ADMM
that we call relaxed heavy ball ADMM (R-HB-ADMM). The updates are essentially the
same as those in (18), which we repeat below for convenience, except for the choice of γk.
Specifically, we have:
xk+1 ← arg minx
{
f(x) + ρ
2
‖Ax− zˆk + uˆk‖2
}
, (20a)
zk+1 ← arg minz
{
g(z) + ρ
2
‖αAxk+1 + (1− α)zˆk − z + uˆk‖2
}
, (20b)
uk+1 ← uˆk + αAxk+1 + (1− α)zˆk − zk+1, (20c)
uˆk+1 ← uk+1 + γ (uk+1 − uk) , (20d)
zˆk+1 ← zk+1 + γ (zk+1 − zk) , (20e)
where γ = 1 − r/√ρ, with r > 0. Compared to (18) the only difference is that γk = γ is a
constant that depends on the penalty parameter ρ. This choice is inspired by the continuous
limit but is otherwise not obvious.
Theorem 7. Consider the R-HB-ADMM updates (20) for solving problem (8) under As-
sumption 3. Then, the continuous limit of such updates, with time scale t = ρ−1/2k, is given
by the differential inclusion
(2− α)ATA
(
X¨(t) + rX˙(t)
)
∈ −∂Φ(X(t)). (21)
Assuming the algorithm is initialized with zˆ0 = z0, uˆ0 = u0 and z0 = Ax0 the initial
conditions are X(0) = x0 and A
TAX˙(0) ∈ √ρATu0 − (1/√ρ)∂f(x1).
The comments in Remark 6 also apply to Theorem 7.
The differential inclusion (21) is closely related to (19). The key difference is that different
dissipation terms lead to different stability properties in the dynamical systems, which are
reflected in the different behavior observed between algorithms (18) and (20); see Table 1
and Section 5.
The difference between the dynamical systems (19) and (21) lies in the type of dissipation.
In the former, the damping vanishes asymptotically, thus for large time the system may
exhibit strong oscillations, while in the latter the damping is constant, which helps attenuate
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oscillations and improve stability. This has been observed empirically, and it can also be
shown that (21) is asymptotically stable for isolated minimizers while (19) is only stable.
Note that the dual variables uk and uˆk have no continuous counterpart in the dynamical
systems (17), (19) and (21). The reason is that these dynamical systems capture only the
leading order behaviour of the discrete algorithm in the limit of large ρ. The corresponding
U(t) and Uˆ(t) appear only in higher-order corrections to these differential inclusions.
3 Convergence Rates of the
Nonsmooth Dynamical Systems
We provide convergence rates for the previous dynamical systems when Φ is convex or
strongly convex (see Table 1 for a summary). These results are established through a non-
smooth Lyapunov analysis [35, 37–39]. In what follows, we provide the statements of the
results and refer the reader to Appendix B for formal proofs.
3.1 Convergence of Relaxed ADMM
We first consider the dynamical system (17) associated with R-ADMM given by (16). We
obtain the following.
Theorem 8. Consider the dynamical system (17). Let x? ∈ arg min Φ(x) 6= ∅, Φ? ≡ Φ(x?),
and X(t) be a trajectory of the system with initial condition X(0) = x0.
(i) If Φ is convex, then for all t > 0 it holds that
Φ(X(t))− Φ? ≤ (2− α)σ
2
1(A)
2t
‖x0 − x?‖2. (22)
(ii) If Φ is µ-strongly convex, then with η ≡ µ
2(2−α)σ21(A) and for all t > 0 it holds that
‖X(t)− x?‖ ≤ κ(A)‖x0 − x?‖e−ηt. (23)
Some remarks are appropriate:
• The rate (22) matches the O(1/k) rate of standard (non relaxed) ADMM in the convex
case [19,20]. We believe that the analogous result for relaxed ADMM presented in (22)
is new in the sense that this rate is unknown in the discrete case.
• The exponential rate in (23) is consistent with the linear convergence of relaxed ADMM
when Φ is strongly convex [27].
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• It is interesting, although not surprising, that the relaxation parameter α appears in
the convergence rates. The results (22) and (23) suggest an improved performance
when over-relaxation is used (i.e., when α ∈ (1, 2)). This is especially prominent in the
strongly convex setting since α is under an exponential.
• It may seem desirable to choose α ≈ 2. However, one must be careful to avoid di-
vergence in the Lyapunov functions used to establish Theorem 8 (e.g., see (65) in the
Appendix). In the extreme case of α = 2 there are no dynamics in (17). These obser-
vations are consistent with the empirical guideline α ∈ (1.5, 1.8) suggested by [22, 23].
The choice α ≥ 2 should be avoided because (17) would follow the (sub)gradient ascent
direction, which is consistent with results of [27].
3.2 Convergence of Relaxed and Accelerated ADMM
For the dynamical system (19) related to R-A-ADMM as given by (18), we obtain the
following rates.
Theorem 9. Consider the dynamical system (19). Let x? ∈ arg min Φ(x) 6= ∅, Φ? = Φ(x?),
and X(t) be a trajectory of the system with conditions X(0) = x0 and X˙(0) = 0.
(i) If Φ is convex and r ≥ 3, then for all t > 0 we have
Φ(X(t))− Φ? ≤ (2− α)(r − 1)
2σ21(A)
2t2
‖x0 − x?‖2. (24)
(ii) If Φ is µ-strongly convex, then there exists C > 0, independent of parameters, such
that for all t > t0,
‖X(t))− x?‖2 ≤
[
r(2− α)1/2σ1(A)
]2r/3
µ1+r/3
C
t2r/3
(25)
where t0 ≥ σ1(A)3
√
2r(2r−6)(2−α)
µ
.
Note that α and A in (24) can improve the constant in the O(1/t2) bound. Another
important observation is that the dynamical system (19) may not attain linear convergence
in the strongly convex case according to (25).
3.3 Convergence of Relaxed Heavy Ball ADMM
We now turn to the dynamical system (21) associated with the R-HB-ADMM updates (20).
The reader should compare the rates of the next theorem with those of Theorem 9.
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Theorem 10. Consider the dynamical system (21). Let x? ∈ arg min Φ 6= ∅, Φ? ≡ Φ(x?),
and X(t) be a trajectory of the system with initial conditions X(0) = x0 and X˙(0) = 0. Then,
there exists a constant C > 0, that is independent of parameters, such that the following holds:
(i) If Φ is convex, then for all t > 1/r we have
Φ(X(t))− Φ? ≤ r(2− α)σ21(A)
C
t
. (26)
(ii) If Φ is µ-strongly convex, then with r ≤ 3
2σ1(A)
√
µ
2−α and for all t > 0 we have
‖X(t)− x?‖2 ≤ r2(2− α)σ21(A)µ−1Ce−2rt/3. (27)
Some remarks regarding Theorems 9 and 10 are noteworthy.
• Over-relaxation α ∈ (1, 2) improves convergence in some cases more than others. In
the convex cases (24) and (26) the improvement is linear in α, while in the strongly
convex cases (25) and (27) α appears raised to a power and inside an exponential,
respectively.
• Although the term t−2r/3 in (25) seems to indicate faster convergence for larger values
of r, one should remember that the constant grows as r2r/3.
• Although R-HB-ADMM attains an exponential convergence rate in (27), the damping
constant r must be below a certain threshold. In contrast, R-A-ADMM achieves only
a sublinear rate in (25), but r is unconstrained. In our experiments we observed that
R-HB-ADMM outperforms R-A-ADMM in most cases for appropriate values of r in
the strongly convex setting.
• Theorem 10 applies to the heavy ball method (4) as a special case for which an O(1/k)
rate was obtained in a Cesa`ro average sense [4], which contrasts (26). In the strongly
convex case, linear convergence of heavy ball is known [4,5] but not in the form (27).
• Comparing Theorem 9 and Theorem 10 we see an interesting tradeoff between the
two types of acceleration, Nesterov versus heavy ball, in convex versus strongly con-
vex settings. Nesterov’s acceleration can achieve the optimal O(1/t2) rate in convex
settings, however only the power law O(t−2r/3) for strongly convex settings. On the
other hand, heavy ball type of acceleration has O(1/t) for convex but recovers linear
convergence O(e−2rt/3) in strongly convex settings. This suggests that in settings of
higher curvature of Φ, heavy ball type of acceleration might be preferable.
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4 Hamiltonian Formulation
Both (19) and (21) admit (at least two) Hamiltonian representations. This is important
because there specific discretization schemes suited to Hamiltonian systems, such as sym-
plectic integrators [40] which preserve some geometric structures of a Hamiltonian system.
In the next section, we will use symplectic integrators to simulate the dynamical systems
and compare with the associated variant of ADMM.
In this formalism, the system is described by a Hamiltonian function H = H(X,P ; t),
where (X,P ) ∈ R2n are the canonical position and momentum variables. The equations of
motion are given by [41]
X˙ = ∇PH and P˙ = −∇XH. (28)
A generalization of the Hamiltonian formalism to nonsmooth differential inclusions was pro-
posed in [42–45], which allows us to replace the equalities in (28) by inclusions, and the
gradients by subdifferentials. We use this approach to formulate a Hamiltonian representa-
tion of (19) and (21).
Let us consider the (explicit time dependent) Hamiltonian
H ≡ 1
2
e−η(t)
〈
P,M−1P
〉
+ eη(t)λΦ(X), (29)
where M ∈ Rn×n is a “mass matrix” and λ is a “coupling constant” measuring the strength
of the potential Φ. The Hamiltonian (29) is a generalization of the one associated to the
damped harmonic oscillator that dates back to [46, 47]. Therefore, using (29) and taking
into account the nonsmooth version of (28) we obtain
X˙ = e−ηM−1P and P˙ ∈ −eηλ∂Φ(X). (30)
After differentiating P ≡ eηMX˙, the two first-order differential equations are equivalent to
the second-order system
1
λ
M
(
X¨ + η˙X˙
)
∈ −∂Φ(X) (31)
Notice that (19) and (21) are particular cases of (31) with M = ATA, λ = 1/(2− α), and4
η =
{
r log t for (19),
rt for (21).
(32)
Physically, the entries in ATA play the role of particle masses and the relaxation parameter
α controls the coupling constant. It is interesting to see how these parameters have an
intuitive interpretation through the dynamical system (29)/(31). A large entry in ATA
would be like a heavy particle whose inertia would make it difficult to be slowed down close
4 Only in this section, we assume that M = ATA is invertible.
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to a minimum (thus creating oscillations), or difficult to accelerate in a flat region. The
relaxation parameter α affects convergence since it can strengthen or weaken the amount of
movement in the direction of subgradients.
A second Hamiltonian representation with friction is described by the equations [48]
X˙ = ∇PH and P˙ ∈ −∂XH − η˙P. (33)
Here, consider the (explicit time independent) Hamiltonian
H ≡ 1
2
〈
P,M−1P
〉
+ λΦ(X). (34)
This is the classical Hamiltonian of the (nonlinear) harmonic oscillator [49]. From the defi-
nition in (34), it now follows from (33) that
X˙ = M−1P and P˙ ∈ −λ∂Φ(X)− η˙P. (35)
This pair of systems may be written equivalently as the second-order system (31), which
means that it is also equivalent to (19) and (21) under the identification (32). Of particular
interest is the case η = rt in (32) (i.e, when heavy ball acceleration is used) so that the system
is conformal Hamiltonian5 [48], that is to say that the Hamiltonian is explicit time indepen-
dent and the friction term in (35) is a constant times P . Conformal Hamiltonian systems are
interesting since they have a well-defined symplectic structure and a (conformal) symplectic
integrator preserves the phase portrait of the flow map. Thus, such a discretization preserves
the dissipative properties of the system exactly.
With representations (30) and (33) in hand, we can apply a symplectic integrator to
obtain discretizations [40]. For instance, the leapfrog method (sometimes called the Sto¨rmer-
Verlet method) when applied to (33) (the derivation is provided in Appendix C) takes the
form
pk+1/2 ← e−∆η(tk)pk − (/2)λ∂Φ(xk), (36a)
xk+1 ← xk + M−1pk+1/2, (36b)
pk+1 ← pk+1/2 − (/2)λ∂Φ(xk+1), (36c)
where ∆η(tk) = η(tk+1) − η(tk) with η given by (32), and recall that tk+1 = tk +  with
tk = k. Note that one subgradient computation is needed per iteration (except for the
first). We note that any symplectic method can also be applied to (30). In our numerical
experiments (see Section 5) we verified that both approaches give similar results, although
(36) has a simpler form. Our goal in introducing (36) is to compare numerical solutions to
the continuous dynamical systems with the variants of ADMM algorithms.
5 Recently, this formulation was considered in the context of optimization [50].
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Figure 1: Quadratic problem (37) (where g = 0). (a) Convex problem with Q < 0. (b)
Strongly convex problem with Q  0. R-ADMM converges slowly due to large ρ = 104.
5 Numerical Experiments
We provide experiments verifying our theoretical results that show agreement between algo-
rithms and simulations of the dynamical systems. First, consider a quadratic problem
min
x
1
2
〈x,Qx〉 subject to z = Ax (37)
where A ∈ R60×60 iid∼ N (0, 1) with σ1(A) = 50 and σ60(A) = 1, and Q ∈ R60×60 is a
random symmetric and positive-semidefinite matrix. Note that g(z) = 0 and A still enters
the updates. In Figure 1 we solve (37) with R-ADMM (16), R-A-ADMM (18) and R-HB-
ADMM (20), as well as the dynamical systems (19) and (21) through the leapfrog method
(36) (dashed lines with markers). For the convex case (Figure 1a) we choose eigenvalues
λi(Q) = 0 for i = 1, . . . , 50 and λi(Q)∼unif([0, 1]) otherwise. For the strongly convex
case (Figure 1b) we choose λi(Q)∼unif([1, 2]) for i = 1, . . . , 60. We fix ρ = 104, r = 3,
α ∈ [0.5, 1.5] (thin lines with thick lines corresponding to α = 1). For (36) we use a
stepsize  = 1/
√
ρ. The lines corresponding to α > 1 are below the solid line and improve
convergence, while lines corresponding to α < 1 are above. We thus verify the predictions
of Theorems 8, 9, and 10, and in particular the tradeoff between Nesterov and heavy ball
acceleration. Note also the agreement between the algorithms and the dynamical systems
simulations. The reason R-ADMM is converging very slowly is because of the large penalty
parameter.
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Figure 2: Regression problems. (a) Elastic net regression problem (38). (b) Logistic re-
gression problem (39). In both cases the convergence of R-ADMM is slow due to a large
ρ = 104.
Next, consider a linear regression problem with elastic net regularization [51,52]:
min
x
1
2
‖y −Mx‖2 + ‖x‖1 + 12‖x‖22. (38)
We use the same setup of [51], which was also used by [28]. We thus have y = Mq +
N (0, 0.1I), where q ∈ R40 with entries qi = 3 for i = 1, . . . , 15 and qi = 0 otherwise. We
sample three normal vectors v1, v2 and v3 in R50 to form the matrix M ∈ R50×40 with
columns Mi = v1 +N (0, 0.1I) for i = 1, . . . , 5, Mi = v2 +N (0, 0.1I) for i = 6, . . . , 10, Mi =
v3 +N (0, 0.1I) for i = 11, . . . , 15, andMi∼N (0, I) for i = 16, . . . , 40. The results are shown
in Figure 2a, with parameters ρ = 104,  = 1/
√
ρ, r = 5, and α ∈ [0.5, 1.5]. Again, note
the agreement between algorithms and their associated dynamical systems simulations. In
particular, the leapfrog method (36) applied to (21) shows larger oscillations compared to R-
A-ADMM, which indicates that algorithm (20) introduces a spurious dissipation not present
in the continuous system. This is a common feature in explicit/implicit discretizations. Note,
however, how the maxima and minima of the curves coincide.
Finally, consider the sparse logistic regression problem
min
x∈R100
50∑
i=1
log
(
1 + e−yi〈x,di〉
)
+ ‖x‖1 (39)
for data points di sampled from a 100 dimensional Guassian mixture, di ∼ (1/2)N (−1, I) +
(1/2)N (+1, I), with respective labels yi ∈ {−1,+1}. Solutions to (39) are in Figure 2b,
15
where ρ = 104,  = 1/
√
ρ, r = 5 and α ∈ [0.5, 1.5]. Note that the simulation of (19)
does not match R-A-ADMM for large time, while simulations of (21) remain close to R-HB-
ADMM. We believe this effect has to do with the fact that R-HB-ADMM is a conformal
system, thus the leapfrog method preserves the same dissipation, while R-A-ADMM is not
conformal. Again, this suggests that R-A-ADMM has a spurious dissipation compared to
the the continuous system, typical of implicit discretizations.
6 Conclusion
We introduced two new families of relaxed and accelerated ADMM algorithms. The first
follows Nesterov’s acceleration approach and is given by the updates in (18). The second is
inspired by Polyak’s heavy ball method and is given by updates in (20). We then derived
differential inclusions (nonsmooth dynamical systems) modelling the leading order behaviour
of these algorithms in the continuous-time limit. This extends prior work by accounting for
nonsmooth problems and allowing for linear constraints (see Theorems 4, 5 and 7). More-
over, we obtained rates of convergence for the continuous dynamical systems in convex and
strongly convex settings through a nonsmooth Lyapunov analysis; see Theorems 8, 9 and
10. The complexity results obtained in this paper are summarized in Table 1, most of which
are new to the best of our knowledge, and all proofs are presented in the Appendix. To
verify numerically our theoretical results we introduced a (conformal) Hamiltonian formu-
lation for the second-order dynamical systems (see Section 4) that allowed us to construct
a symplectic discretization. The proposed algorithms were compared to simulations of their
associated continuous dynamical systems, showing an excellent agreement for small stepsize
(large penalty parameter).
These results strengthen the connections between optimization and continuous dynamical
systems. The proof techniques in continuous-time may shed light in obtaining analogous rates
in discrete-time, which is more challenging. The tradeoff between Nesterov versus heavy ball
acceleration also deserves a more thorough investigation. In many numerical experiments
the latter seems to have benefits. Once provided with appropriate continuous systems, a
natural direction is to consider other discretizations. Symplectic integrators offer a potential
alternative. Finally, an interesting extension would be to consider continuous dynamical
systems that include more general nonlinear constraints.
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A Continuous Limit
In this section we derive the differential inclusions modelling the variants of ADMM consid-
ered in this paper. The derivation of (16) is considerably simpler compared to that of (19),
thus we provide a short proof of Theorem 4 and in the sequence we provide a detailed proof
of Theorem 5.
Proof of Theorem 4. Analogously to (44) the optimality conditions for the proximal opera-
tors in the updates (16) can be combined into
∂f (xk+1) +A
T∂g (zk+1) + ρA
T
(
(1− α)Axk+1 + zk+1 − (2− α)zk
) 3 0. (40)
Let (xk, zk, uk) = (X(t), Z(t), U(t)) where t = k. Choosing  = ρ
−1, from (40) we have
∂f(xk+1) +A
T∂g(zk+1) + (1− α)ATAxk+1 − zk

+AT
zk+1 − zk

3 0. (41)
From the last update in (16), U(t+ ) = U(t) +αAX(t+ ) + (1−α)Z(t)−Z(t+ ). Using
the Mean Value theorem on each component of this equation allows us to conclude that
0 = αAX(t) + (1−α)Z(t)−Z(t) +O(). Thus, in the limit → 0 we obtain AX(t) = Z(t),
which replaced in (41) yields
(2− α)ATAX˙(t) ∈ −∂f(X(t))−AT∂g(Z(t)). (42)
By assumption 0 ∈ int(dom g −A dom f) so that relation (12) holds with equality and we
thus obtain (17). This is a first order system whose dynamics is specified by one initial
condition such as X(0) = x0.
Proof of Theorem 5. The respective optimality conditions for the subproblems (18a) and
(18b) are given by
∂f(xk+1) + ρA
T (Axk+1 − zˆk + uˆk) 3 0, (43a)
∂g(zk+1)− ρ
(
αAxk+1 + (1− α)zˆk − zk+1 + uˆk
) 3 0. (43b)
These two equations can be further combined into
∂f(xk+1) +A
T∂g(zk+1) + ρ(1− α)AT (Axk+1 − zˆk) + ρAT (zk+1 − zˆk) 3 0. (44)
We now consider each term separately. From (18e) we have zk+1 − zˆk = zk+1 − (1 + γk)zk +
γkzk−1. By adding zk − zk + zk−1 − zk−1 = 0 to the right hand side, and then reorganizing,
we obtain
zk+1 − zˆk = (zk+1 − 2zk + zk−1) + (1− γk)(zk − zk−1). (45)
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Let (xk, zk, uk, zˆk, uˆk) = (X(t), Z(t), U(t), Zˆ(t), Uˆ(t)) at t = k. Furthermore, let us choose
ρ = 1/2. According to (14), ρ times the first term on the right hand side of (45) gives
ρ (zk+1 − 2zk + zk−1)→ Z¨(t) as → 0, while according to (13), ρ times the second term on
the right hand side of (45) satisfies
1− γk

zk − zk−1

=
r
t+ (r − 1)
zk − zk−1

→ r
t
Z˙(t)
(46)
as → 0. Therefore,
ρ(zk+1 − zˆk)→ Z¨(t) + r
t
Z˙(t) (47)
as → 0. We now focus on the third term of (44). By adding zk+1− zk+1 + zk − zk + zk−1−
zk−1 = 0, and then reorganizing, we obtain
Axk+1 − zˆk = (Axk+1 − zk+1) + (zk+1 − 2zk + zk−1) + (1− γk)(zk − zk−1). (48)
Considering (18d), and noting that γk+1 =
k
k+r
= k
k+r
, it follows that
uˆk+1 − uk+1 − γk+1(uk+1 − uk) = Uˆ(t+ )− U(t+ )− t
t+ r
(U(t+ )− U(t)) = 0. (49)
In the limit  → 0 this implies that Uˆ(t) = U(t). Combining this last result with (18c)
allow us to conclude that AX(t) = Z(t), which in turn implies that AX˙(t) = Z˙(t) and
AX¨(t) = Z¨(t). Therefore, upon using (13) and (14), equation (48) gives
ρ (Axk+1 − zˆk)→ Z¨(t) + r
t
Z˙ (50)
as  = 1/
√
ρ→ 0. From (44) we thus conclude that, in this limit, the updates (18) correspond
to
(2− α)ATA
(
X¨(t) +
r
t
X˙(t)
)
∈ −∂f(X(t))−AT∂g(Z(t)). (51)
By assumption, 0 ∈ int(dom g −A dom f) so that relation (12) holds with equality and we
finally obtain the differential inclusion (19).
For the initial conditions, one can choose X(0) = x0 where x0 is the initial estimate of a
solution to (8). Next, using the Mean Value Theorem we have X˙j(t) = X˙j(0) + tX¨j(ξ) for
some ξ ∈ [0, t] and for all components j = 1, . . . , n. Combining this with (19) yields
(2− α)
∑
j
(ATA)ij
(
X˙j(t)− X˙j(0) + rX˙j(ξ)
)
∈ −t∂iΦ(X(ξ)) (52)
where we denote by ∂iΦ the ith component of each vector in the subdifferential set ∂Φ.
Letting t ↓ 0, which also forces ξ ↓ 0, we have ∑j(ATA)ijX˙j(0) = 0 since α 6= 2 and r 6= 0.
Since this holds for each component i = 1, . . . , n, we conclude that (ATA)X˙(0) = 0.
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Proof of Theorem 7. Obtaining the differential equation follows exactly the same steps as
the proof of Theorem 5 above, and is therefore ommited. The only change is in the initial
conditions.
The first is obviously X(0) = x0. For the velocity, consider (43b), i.e. ∂f(x1)+ρA
TAx1 +
ρAT (uˆ0 − zˆ0) 3 0. Assuming the algorithm is initialized such that zˆ0 = z0, uˆ0 = u0 and
z0 = Ax0, and recalling that 
2 = 1/ρ is the stepsize, we have
ATA
(
x1 − x0

)
+ −1ATu0 ∈ −∂f(x1), (53)
thus ATAX˙(0) ∈ √ρATu0 − (1/√ρ)∂f(x1).
B Convergence Rates
In this section we derive the convergence rates summarized in Table 1. We first introduce
some basic concepts; we refer the reader to [35,38,39] for more details.
For a nondifferentiable function f , the directional derivative of f at point x ∈ dom f in
the direction v ∈ Rn is defined as [31]
Df(x)(v) ≡ lim
↓0
f(x+ v)− f(x)

. (54)
We have the following result connecting the directional derivative to the subdifferential
set defined in (9).
Theorem 11 (Max formula [31]). If f is convex, then for any x ∈ dom f and any v ∈ Rn
we have
Df(x)(v) = max
ξ∈∂f(x)
〈ξ, v〉. (55)
Note that if f is differentiable then ∂f(x) = {∇f(x)} and (55) becomes Df(x)(v) =
〈∇f(x), v〉, which is the projection of the gradient in the direction v.
Consider the (autonomous) differential inclusion
X˙(t) ∈ F (X(t)), X(0) = x0, (56)
where we recall that by a solution we mean a function X(t) that is absolutely continuous and
obeys (15) for almost every t. We recall that with F = −∂Φ (and under Assumption 3) then
X˙(t) is also continuous and a unique solution to (56) exists [35]. Solutions to (56) obeying
E(X(t))− E(X(ξ)) +
∫ t
ξ
W (X(s), X˙(s))ds ≤ 0, (57)
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for t ≥ ξ ≥ 0, are called monotone trajectories, where E : domF → R+ and W : graphF →
R+. The function E is said to be a Lyapunov function with respect to W if for all x ∈ domF
there exists some v ∈ F (x) such that
DE(x)(v) +W (x, v) ≤ 0, (58)
where DE is the directional derivative (54)6. If W = 0 then E is simply called a Lyapunov
function.
Theorem 12 (see [35]). Let domF ⊂ Rn be compact and F : domF → Rn an upper semi-
continuous map with a nonempty and convex image. Let W : graphF → R+ be continuous
and a convex function of v. Let E : domF → R+ be a continuous Lyapunov function with
respect to W , defined by (58). Then, for every x0 ∈ Rn, there exists T > 0 and a mono-
tone trajectory X : [0, T ) → Rn of the differential inclusion (56). If domF is closed and F
bounded then we can take T = +∞.
This theorem implies that the existence of a Lyapunov function is sufficient to guarantee
monotone trajectories. In the case where F = −∂Φ (under Assumption (3)) the conditions
for F in Theorem 12 are obeyed. From (55) we have
DE(x)(v) = max
ξ∈∂E(x)
〈
ξ, v
〉
. (59)
If E is differentiable, choosing x = X(t) and v = X˙(t) this reduces to E˙ ≡ d
dt
E = 〈∇E(X), X˙〉,
i.e., the familiar notion of time derivative. In this section we will abuse notation and
denote by E˙ the generalization of time derivative to nonsmooth cases as well, i.e., E˙ ≡
DE(X(t))(X˙(t)) for all X˙(t) ∈ F (X(t)). All the results mentioned above naturally extend
to nonautonomous systems as well [35]. For the Lyapunov functions considered below, the
only source of nonsmootheness in our derivations comes from Φ in problem (8). To account
for this we use the following.
Lemma 13. Let F = −∂Φ in the differential inclusion (56) where Φ is lower semicontinuous,
proper and convex. Then, for almost every t ∈ R+, it holds that
d
dt
(Φ ◦X)(t) = 〈ξ, X˙(t)〉 for all ξ ∈ ∂Φ(X(t)). (60)
Proof. By definition of subdifferential (9) we have
Φ(X(t))− Φ(X(t+ )) ≥ 〈ξ,X(t)−X(t+ )〉 (61)
for all ξ ∈ ∂Φ(X(t+ )). By assumption, Φ is convex thus it is locally Lipschitz. Moreover, a
solutionX(t) of (56) is absolutely continuous. Thus, from Rademacher’s theorem d
dt
(Φ◦X)(t)
6All the statements mentioned in this section hold for more general notions of directional derivatives
(which are meaningful even for nonconvex functions). However, for a function which is lower semicontinuous
and convex, such as in Assumption 3, these more general directional derivatives coincide with (54).
20
exists for almost every t. Under the assumptions on Φ the differential inclusion (56) also
have a (unique) solution so that X˙(t) exists for almost every t as well. Hence, dividing (61)
by  and taking the limit  ↓ 0 we obtain
d
dt
Φ(X(t)) ≤ 〈ξ, X˙(t)〉 (62)
for all ξ ∈ ∂Φ(X(t)). By definition of subdifferential we also have that
Φ(X(t+ ))− Φ(X(t)) ≥ 〈ξ,X(t+ )−X(t)〉 (63)
for all ξ ∈ ∂Φ(X(t)). Hence, by the same argument above we conclude that
d
dt
Φ(X(t)) ≥ 〈ξ, X˙(t)〉. (64)
Thus, (62) and (64) imply (60).
In the following proofs we consider a Lyapunov function E (with W = 0 in (58)) and we
use (60) to account for the nonsmoothness of Φ. For simplicity of notation we also ommit
the explicit time dependence on X = X(t) and other quantities.
B.1 Proof of Theorem 8
Theorem 8 (i). Consider
E ≡ t
2− α (Φ(X)− Φ(x
?)) +
1
2
‖A (X − x?)‖2 (65)
where X = X(t) is a trajectory of (17). Note that E ≥ 0 for any X ∈ Rn. Differentiating
(65) with respect to time and noticing that d
dt
Φ(X(t)) exists for almost every t,
E˙ = t
2− α
d
dt
Φ(X) +
Φ(X)− Φ(x?)
2− α +
〈
X − x?,ATA X˙〉. (66)
Using (17) and the convexity relation (10), the second and third terms above yields
Φ(X)− Φ(x?)− 〈X − x?, ξ〉
2− α ≤ 0 (67)
for all ξ ∈ ∂Φ(X). Therefore, using (60), we conclude that
E˙ = t
2− α
d
dt
Φ(X) ≤ t
2− α〈ξ, X˙〉 (68)
for all ξ ∈ ∂Φ(X). Using (19) once again we conclude that
E˙ ≤ −t‖AX˙‖2 ≤ 0. (69)
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Thus, E|t ≤ E|t=0. Combining this with the definition (65) we obtain the upper bound
Φ(X)− Φ(x?) = (2− α)
t
(E|t − 12‖A(X − x?)‖2)
≤ (2− α)E|t=0
t
. (70)
Note that E|t=0 = 12‖A(x0 − x?)‖2 ≤ 12σ21(A)‖x0 − x?‖2, finally yielding (22).
Theorem 8 (ii). Since Φ is strongly convex, let us (11) to conclude that, for every ξ ∈ ∂Φ(X),
it holds that
〈X − x?, ξ〉 ≥ µ
2
‖X − x?‖2 + Φ(X)− Φ(x?)
≥ µ
2
‖X − x?‖2
≥ µ‖A(X − x
?)‖2
2‖A‖2
(71)
for all X ∈ Rn, and where x? the unique minimizer of Φ. Consider
E ≡ 1
2
‖A(X − x?)‖2 ≥ 0. (72)
Taking its total time derivative, and letting X = X(t) be a trajectory of the dynamical
system (17), thus X˙ exists for almost every t, we have that for every ξ ∈ ∂Φ(X),
E˙ = 〈X − x?,ATAX˙〉
= −〈X − x
?, ξ〉
2− α
≤ −µ ‖A(X − x
?) ‖2
2(2− α)‖A‖2 ,
(73)
where we used (71) in the last passage. From (72) we can write this last relation as
d
dt
‖A(X(t)− x?)‖2 ≤ −2µ‖A(X(t)−X
?)‖2
2(2− α)‖A‖2 . (74)
From Gro¨nwall’s inequality we thus conclude that ‖A(X(t) − x?)‖2 ≤ ‖A(x0 − x?)‖2e−2ηt,
where η ≡ µ
2(2−α)‖A‖2 . After taking the square root of this last inequality we also have
σm(A)‖X(t)− x?‖ ≤ σ1(A)‖x0 − x?‖e−ηt (75)
where σm(A) and σ1(A) are the smallest and largest singular values of A, respectively. To
obtain (23), recall that κ(A) ≡ σ1(A)
σm(A)
is the condition number of A.
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B.2 Proof of Theorem 9
Theorem 9 (i). Consider
E(X, X˙, t) ≡
(
t
r − 1
)2
1
2− α (Φ(X)− Φ(x
?)) +
1
2
∥∥∥A(X − x? + t
r − 1X˙
)∥∥∥2 (76)
over a trajectory X = X(t) of (19). Taking the total time derivative we have
E˙ = 2t
(r − 1)2
1
2− α (Φ(X)− Φ(x
?)) +
(
t
r − 1
)2
1
2− α
d
dt
Φ(X)
+
〈
X − x? + t
r − 1X˙,A
TA
(
r
r − 1X˙ +
t
r − 1X¨
)〉
.
(77)
Using (19) in the last term and noticing that relation (60) holds for any ξ ∈ ∂Φ(X) we can
simplify the above expression into
E˙ = 2t
(r − 1)2
1
2− α
(
Φ(X)− Φ(x?)− r − 1
2
〈X − x?, ξ〉
)
. (78)
Since Φ is convex, Φ(X)− Φ(x?) ≤ 〈ξ,X − x?〉 for all X ∈ Rn and for all ξ ∈ ∂Φ(X), thus
E˙ ≤ − t(r − 3)
(r − 1)2(2− α) (Φ(X)− Φ(x
?)) ≤ 0, (79)
provided r ≥ 3. To conclude the proof, note that (79) implies that E|t ≤ E|t=0, therefore(
t
r − 1
)2
1
2− α (Φ(X)− Φ(x
?)) ≤ E|t=0, (80)
which gives (22) uppon replacing E|t=0 = 12‖A(x0 − x?)‖2 ≤ 12σ21(A)‖x0 − x?‖2.
Theorem 9 (ii). Consider
E ≡ t
λ
2− α (Φ(X)− Φ(x
?)) +
tλ−2
2
‖A(λ(X − x?) + tX˙)‖2 (81)
where λ = 2r/3 and x? is the unique minimizer of Φ. Let X = X(t) be a trajectory of (19).
Note also that E ≥ 0 for all t ≥ 0. Taking the total time derivative of (81), and noting that
d
dt
Φ(X(t)) exists for almost every t, we obtain
E˙ = λt
λ−1
2− α (Φ(X)− Φ(x
?)) +
tλ
2− α
d
dt
Φ(X) +
(λ− 2)tλ−3
2
∥∥A(λ(X − x?) + tX˙)∥∥2
+ tλ−2
〈
λ(X − x?) + tX˙,ATA((λ+ 1)X˙ + tX¨)〉. (82)
Using (60) in the second term and (19) in the last term allow us to write
E˙ = λt
λ−1
2− α (Φ(X)− Φ(x
?)) +
tλ
2− α〈ξ, X˙〉+
(λ− 2)tλ−3
2
∥∥A(λ(X − x?) + tX˙)∥∥2
+ tλ−2
〈
λ(X − x?) + tX˙, (λ+ 1− r)ATAX˙ − t
2− αξ
〉
.
(83)
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for all ξ ∈ ∂Φ(X). Note that the second term and the part of the last one cancels out, thus
E˙ = λt
λ−1
2− α (Φ(X)− Φ(x
?)) +
(λ− 2)tλ−3
2
∥∥A(λ(X − x?) + tX˙)∥∥2
+ λ(λ+ 1− r)tλ−2〈X − x?,ATAX˙〉− λtλ−1
2− α
〈
X − x?, ξ〉+ (λ+ 1− r)tλ−1∥∥AX˙∥∥2. (84)
Expanding the second term above and simplifying,
E˙ = λt
λ−1
2− α (Φ(X)− Φ(x
?)) +
λ2(λ− 2)tλ−3
2
∥∥A(X − x?)∥∥2
+ λ(2λ− 1− r)tλ−2〈X − x?,ATAX˙〉− λtλ−1
2− α
〈
X − x?, ξ〉
+
(
λ+ 1− r + λ− 2
2
)
tλ−1
∥∥AX˙∥∥2.
(85)
Note that the coefficient in the last term vanishes since λ ≡ 2r/3, thus
E˙ = λt
λ−1
2− α (Φ(X)− Φ(x
?)) +
λ2(λ− 2)tλ−3
2
∥∥A(X − x?)∥∥2
+ λ
(
λ
2
− 1
)
tλ−2
〈
X − x?,ATAX˙〉− λtλ−1
2− α
〈
X − x?, ξ〉. (86)
Since Φ is strongly convex, according to (11) we have
〈X − x?, ξ〉 ≥ Φ(X)− Φ(x?) + µ
2
‖X − x?‖2
≥ Φ(X)− Φ(x?) + µ
2
‖A(X − x?)‖2
‖A‖2 .
(87)
Using (87) in the last term of (86) and simplifying,
E˙ ≤ λt
λ−3
2
(
λ(λ− 2)− µt
2
(2− α)‖A‖2
)∥∥A(X − x?)∥∥2
+ λ
(
λ
2
− 1) tλ−2〈X − x?,ATAX˙〉. (88)
Finally, defining
t0 ≡
√
λ(λ− 2)(2− α)‖A‖2
µ
(89)
the first term in (88) is negative for all t ≥ t0, therefore
E˙ ≤ λ
2
(
λ
2
− 1
)
tλ−2
d
dt
‖A(X − x?)‖2 (90)
for all t ≥ t0.
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The strategy now is to integrate (90) directly to obtain an upper bound on E|t, which by
the form of (81) automatically provides a bound on Φ(X) − Φ(x?). Thus, integrating (90)
from t0 to t, and using integration by parts on the right hand side, i.e.,∫ t
t0
sλ−2
d
ds
∥∥A(X(s)− x?)∥∥2ds = tλ−2∥∥A(X(t)− x?)∥∥2 − tλ−20 ∥∥A(X(t0)− x?)∥∥2
− (λ− 2)
∫ t
t0
sλ−3
∥∥A(X(s)− x?)∥∥2ds, (91)
we obtain
E|t − E|t0 + λ2
(
λ
2
− 1){tλ−20 ∥∥A(X(t0)− x?)∥∥2
+ (λ− 2)
∫ t
t0
sλ−3
∥∥A(X(s)− x?)∥∥2ds} ≤ λ
2
(
λ
2
− 1) tλ−2∥∥A(X(t)− x?)∥∥2. (92)
Dropping two positive terms on the left hand side of (92) we can also write
E|t ≤ E|t0 + λ2
(
λ
2
− 1) ‖A(X(t)− x?)‖2 . (93)
From the definition (81), and neglecting the positive quadratic term, we thus find
1
2− α (Φ(X(t))− Φ(x
?)) ≤ E|t0
tλ
+
λ
2
(
λ
2
− 1
)
1
t2
‖A(X(t)− x?)‖2
≤ E|t0
tλ
+
λ
2
(
λ
2
− 1
)
1
t20
‖A(X(t)− x?)‖2
(94)
where in the last passage we used the fact that t ≥ t0. From the strong convexity relation
(87), with X and x? interchanged, we also have that
‖A(X − x?)‖2 ≤ 2‖A‖
2
µ
(Φ(X)− Φ(x?)) , (95)
which replaced in the last term of (94) yields(
1
2− α −
λ
2
(
λ
2
− 1
)
2‖A‖2
µt20
)
(Φ(X(t))− Φ(x?)) ≤ E|t0
tλ
. (96)
Recalling the definition of t0 in (89), and also that λ = 2r/3, we finally obtain
Φ(X(t))− Φ(x?) ≤ 2(2− α)E|t0
tλ
(97)
for all t ≥ t0.
The above result (97) already shows that the convergence rate of the objective function
is O
(
t−2r/3
)
. However, there are dependencies on the parameters r, µ and ‖A‖ inside the
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constant E|t0 . To extract these dependencies we now bound E|t0 . From the definition (81)
we have
E|t0 ≤
tλ0
2− α (Φ(X(t0))− Φ(x
?)) +
λ2tλ−20
2
‖A(X(t0)− x?)‖2 + t
λ
0
2
‖AX˙(t0)‖2. (98)
Using (95) in the second term above we obtain
E|t0 ≤ tλ0
(
1
2− α +
λ2‖A‖2
µt20
)
(Φ(X(t0))− Φ(x?)) + t
λ
0
2
‖AX˙(t0)‖2. (99)
Using the definition (89) this simplifies to
E|t0 ≤
tλ0
2− α
{(
1 +
λ
λ− 2
)
(Φ(X(t0))− Φ(x?)) + 2− α
2
‖AX˙(t0)‖2
}
. (100)
Note that λ
λ−2 =
(
1− 2
λ
)−1
= 1 +O
(
1
λ
)
, therefore
E|t0 ≤
tλ0
2− α
{
2 (Φ(X(t0))− Φ(x?)) + ‖AX˙(t0)‖2
}
. (101)
This implies that there is some constant C > 0, independent of r, µ or α, such that (97)
becomes
Φ(X)− Φ(x?) ≤ t
λ
0C
tλ
∼ λ
λ(2− α)λ/2‖A‖λ
µλ/2tλ
, (102)
which implies (25) upon replacing λ = 2r/3. Moreover, from strong convexity we have that
‖X − x?‖2 ≤ 2
µ
(Φ(X)− Φ(x?)), thus we conclude convergence of the trajectories as well,
‖X − x?‖2 ∼ λ
λ(2− α)λ/2‖A‖λ
µ1+λ/2tλ
. (103)
B.3 Proof of Theorem 10
Theorem 10 (i). Consider
E ≡ t
2− α (Φ(X)− Φ(x
?)) +
r
2
‖A(X − x?)‖2 + t
2
‖AX˙‖2 + 〈X − x?,ATAX˙〉. (104)
where x? is a minimizer of the convex Φ, and let X = X(t) be a trajectory of (21). Taking
its total time derivative,
E˙ = Φ(X)− Φ(x
?)
2− α +
t
2− α
d
dt
Φ(X) + r
〈
X − x?,ATAX˙〉+ t〈X˙,ATAX¨〉
+
〈
X − x?,ATAX¨〉+ ‖AX˙‖2. (105)
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Using (21) in the terms containing X¨ and also (60) in the second term we can simplify this
expression to obtain
E˙ = 1
2− α
(
Φ(X)− Φ(x?)− 〈X − x?, ξ〉)+ (1− tr)‖AX˙‖2. (106)
From convexity of Φ, i.e., relation (10), the first term in parenthesis is negative. Regarding
the second term, we define t0 ≡ 1/r to conclude that E˙ ≤ 0 for all t ≥ t0.
It remains to show that E ≥ 0. To this end, consider writing (104) in the following form:
E = t
2− α (Φ(X)− Φ(x
?)) + E˜ (107)
where
E˜ ≡ r
2
‖A(X − x?)‖2 + 〈X − x?,ATAX˙〉+ t
2
‖AX˙‖2. (108)
Note that we can further write E˜ in matrix form,
E˜ = 1
2
vTMv, M = M1 ⊗ I2m, M1 ≡
[
r 1
1 t
]
, v =
[
A(X − x?)
AX˙
]
, (109)
where I2m is the 2m × 2m identity matrix and ⊗ denotes the Kronecker product. It is
well-known that for arbitrary matrices A ∈ RnA×nA and B ∈ RnB×nB the eigenvalues of
A⊗B have the form λi(A)λj(B) for i = 1, . . . , nA and j = 1, . . . , nB. In our case, λj(B) =
λj(I2m) = 1 for all j = 1, . . . , 2m, thus the matrix M have only positive eigenvalues if and
only if the eigenvalues of M1 are posivite. In other words, it is sufficient to show that M1 is
positive semidefinite, which can be done by showing that there exists a matrix N1 such that
M1 = N
T
1 N1. This is indeed the case which can be verified by direct computation with
N1 =
[
t−1/2 t1/2
(r − 1)1/2t−1/2 0
]
. (110)
Therefore, E˜ ≥ 0 for all t ≥ 0, which also implies that E ≥ 0 for all t ≥ 0. Since E˙ ≤ 0
for all t ≥ t0, where we recall that t0 ≡ 1/r, it implies that E|t ≤ E|t0 for all t ≥ t0. Thus,
after dropping the positive term E˜ in (107), we conclude that
Φ(X)− Φ(x?) ≤ (2− α)E|t0
t
. (111)
To remove the dependency on r and ‖A‖ from the constant E|t0 note that
Et0 = r ‖A (X(t− 0))− x?)‖2 +
1
2r
‖AX˙(t0)‖2 + 1
r(2− α) (Φ(X(t0))− Φ(x
?))
+
〈
X(t0)− x?,ATAX˙(t0)
〉
.
(112)
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The only term that grows with r is the first term. The remaining ones decay or remain
constant. This allows us to conclude that there exists some constant C > 0, which does not
depend on r or other parameters, such that
Φ(X)− Φ(x?) ≤ r(2− α)σ
2
1(A)
t
C, (113)
which finishes the proof.
Theorem 10 (ii). Consider
E ≡ e2rt/3
{
Φ(X)− Φ(x?)
2− α +
r2
9
‖A(X − x?)‖2 + 1
2
‖AX˙‖2 + 2r
3
〈A(X − x?),AX˙〉
}
(114)
where x? is the unique minimizer of Φ and we denote X = X(t) a trajectory of the dynamical
system (21). Taking the total time derivative of (114), replacing (21) in terms containing
X¨, and using (60), after straightforward simplifications we obtain
E˙ ≤ 2re
2rt/3
3(2− α)
(
Φ(X)− Φ(x?)− 〈X −X?, ξ〉)+ 2r3e2rt/3
27
‖A(X −X?)‖2, (115)
where ξ ∈ ∂Φ(X). Since Φ is strongly convex, from (11) we have
Φ(X)− Φ(x?)− 〈ξ,X − x?〉 ≤ −µ
2
‖X − x?‖2 ≤ −µ‖A(X − x
?)‖2
2‖A‖2 . (116)
Replacing (116) into the first term of (115) we conclude that
E˙ ≤ re
2rt/3
3
(
2r2
9
− µ
(2− α)‖A‖2
)
‖A(X − x?)‖2. (117)
Defining
rµ ≡
√
9µ
2(2− α)‖A‖2 (118)
we thus have E˙ ≤ 0, provided r ≤ rµ.
We still need to show that E ≥ 0. Using (116) with X and x? interchanged, so that
0 ∈ ∂Φ(x?) = 0, it implies that (114) is lower bounded as
E ≥ e2rt/3
{
c1‖A(X − x?)‖2 + 12‖AX˙‖2 + 2c2
〈
A(X − x?),AX˙〉} (119)
where
c1 =
(
µ
2(2− α)‖A‖2 +
r2
9
)
, c2 =
r
3
. (120)
We can re-write (119) in matrix form,
e−2rt/3E ≥ vTMv, M = M1 ⊗ I2m, M1 =
[
c1 c2
c2
1
2
]
, v ≡
[
A(X − x?)
AX˙
]
. (121)
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By the same argument following (109), it suffices to show that M1 is positive semidefinite,
which can be done by finding an N1 such that N
T
1 N1 = M1. Such a matrix indeed exists,
as one can check by direct computation with
N1 =

rµ
3
r
2rµ +
√
2
√
r2µ + r
2
r
3
2r2 + rµ
√
r2µ − r2
2(r2µ + r
2)
 , (122)
where we recall that rµ is defined in (118).
Since E˙ ≤ 0 for all t ≥ 0 we have E|t ≤ E|t=0, and therefore every term in inside the
square brackets of (114) is decaying as e−2rt/3. However, in this form we cannot isolate the
convergence rate of the objective function in a convenient manner. A simple trick, which
enforces a slightly stronger constraint, allows us to circumvent this. Consider splitting the
term Φ(X)−Φ(X?) = (1
2
+ 1
2
)
(Φ(X)− Φ(X?)) in (114). Then, we obtain the equivalent of
inequality (119) as
e−2rt/3E ≥ Φ(X)− Φ(x
?)
2(2− α) +
(
c˜1‖A(X − x?)‖2 + 12‖AX˙‖2 + 2c2
〈
A(X − x?),AX˙〉) (123)
where
c˜1 =
(
µ
4(2− α)‖A‖2 +
r2
9
)
. (124)
Thus, exactly the same argument used in (121)–(122) applies to the second term in square
brackets of (123), allowing us to conclude that such a term is positive if we replace r2µ 7→
r˜2µ ≡ 12r2µ. Therefore, for r ≤ r˜µ, we conclude that
e2rt/3
Φ(X)− Φ(x?)
2(2− α) ≤ E|t ≤ E|t=0 =
Φ(x0)− Φ(x?)
2− α +
r2
9
‖A(x0 − x?)‖2, (125)
finally yielding
Φ(X)− Φ(x?) ≤ (2− α)r2e−2rt/3C (126)
for some constant C independent of α or r. Note that this result combined with the fact that
Φ is strongly convex, thus ‖X−x?‖2 ≤ 2
µ
(Φ(X)− Φ(x?)), automatically implies exponential
convergence of the trajectories as well.
C Symplectic Integration
We provide a derivation of the discretization method (36) used to simulate the dynamical
systems (19) and (21). Note that for any ∇˜f(X(t)) ∈ ∂Φ(X(t)) we can write Hamilton’s
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equations (33) in the form(
X˙
P˙
)
=
(
0 M−1
−λ∇˜Φ −η˙
)(
X
P
)
=
[(
0 M−1
−λ∇˜Φ 0
)
+
(
0 0
0 −η˙
)](
X
P
)
.
(127)
Starting at instant s, the above equation defines a flow map Ψt : (X(s), P (s)) 7→ (X(s +
t), P (s + t)). Note, however, that we cannot integrate (127) directly. Thus, the idea is to
approximate Ψt by splitting (127) into two separate parts:
Ψ
(1)
t : X˙ = M
−1P, P˙ = −λ∇˜Φ(X) (128)
and
Ψ
(2)
t : X˙ = 0, P˙ = −η˙P. (129)
Note that the flow Ψ
(2)
t can be integrated exactly, i.e.,
Ψ
(2)
t
(
X(s)
P (s)
)
=
(
X(s)
e−η|
t
sP (s)
)
. (130)
For the flow Ψ
(1)
t , note that this is the Hamiltonian systems of a conservative system. Thus we
can immediately apply the leapfrog method to this part, which is a symplectic integrator [40].
Then, we consider the composition
Ψˆ ≡ Ψ(1) ◦Ψ(2) . (131)
It is possible to show that (131) is a conformal symplectic integrator. Moreover, this method
is second order accurate (the global error on a finite interval t = k is O(2)). Now, setting
s = tk, where tk = k, we obtain
pk+1/2 ← e−∆η(tk)pk − (/2)λ∇˜Φ(xk), (132a)
xk+1 ← xk + M−1pk+1/2, (132b)
pk+1 ← pk+1/2 − (/2)λ∇˜Φ(xk+1), (132c)
Note that according to (32) we have ∆η(tk) = η(tk+1)− η(tk) = r for the dynamical system
(21), while ∆η(tk) = r log(tk+1/tk) = r log(1 + /tk) for the dynamical system (19). Note
that the above updates require only one computation of the subdifferential per iteration,
since the last one can be reused in the next iteration. Note also these updates are explicit
and thus cheap.
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