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AN EXPLICIT RATIONAL STRUCTURE FOR REAL
SEMISIMPLE LIE ALGEBRAS
HOLGER KAMMEYER
Abstract. We construct a convenient basis for all real semisimple Lie algebras
by means of an adapted Chevalley basis of the complexification. It determines
rational and in fact half-integer structure constants which we express only in
terms of the root system and the involution that defines the real structure.
1. Introduction
Let g be a complex semisimple Lie algebra with Cartan subalgebra h ⊂ g and
Killing form B. Denote the root system by Φ(g, h) ⊂ h∗. Given a root α ∈ Φ(g, h),
let gα ⊂ g be its root space and let tα ∈ h be the corresponding root vector which
is defined by B(tα, h) = α(h) for all h ∈ h. Set hα =
2tα
B(tα,tα)
and for a choice of
simple roots ∆(g, h) = {α1, . . . , αl} ⊂ Φ(g, h), set hi = hαi .
Definition 1.1. A Chevalley basis of (g, h) is a basis C = {xα, hi : α ∈ Φ(g, h), 1 ≤
i ≤ l} of g with the following properties.
(i) xα ∈ gα and [xα, x−α] = −hα for each α ∈ Φ(g, h).
(ii) For pairs of roots α, β ∈ Φ(g, h) such that α + β ∈ Φ(g, h), let the constants
cα,β ∈ C be determined by [xα, xβ ] = cα,βxα+β . Then cα,β = c−α,−β.
This definition appears in [8, p. 147]. In 1955 C.Chevalley constructed such a
basis and showed that the structure constants are integers [3, The´ore`me 1, p. 24].
Theorem 1.2. The structure constants of a Chevalley basis C are as follows.
(i) [hi, hj] = 0 for i, j = 1, . . . , l.
(ii) [hi, xα] = 〈α, αi〉xα for i = 1, . . . , l and α ∈ Φ(g, h).
(iii) [xα, x−α] = −hα and hα is a Z-linear combination of the elements h1, . . . , hl.
(iv) cα,β = ±(r + 1) where r is the largest integer such that β − rα ∈ Φ(g, h).
As is customary we have used the notation 〈β, α〉 =
2B(tβ ,tα)
B(tα,tα)
∈ Z with α, β ∈
Φ(g, h) for the Cartan integers of Φ(g, h). The Z-span g(Z) of such a basis is
obviously a Lie algebra over Z so that tensor products with finite fields can be
considered. Certain groups of automorphisms of these algebras turn out to be
simple. With this method Chevalley constructed infinite series of finite simple
groups in a uniform way. For g exceptional he also exhibited some previously
unknown ones [2, p. 1].
But Theorem 1.2 states way more than the mere existence of a basis with integer
structure constants. Up to sign, it gives the entire multiplication table of g only in
terms of the root system Φ(g, h). The main result of this article will be an analogue
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of Theorem 1.2 for any real semisimple Lie algebra g0. To make this more precise,
let g0 = k⊕p be a Cartan decomposition of g0 determined by a Cartan involution θ.
Let h0 ⊂ g0 be a θ-stable Cartan subalgebra such that h0∩p is of maximal dimension.
Consider the complexification (g, h) of (g0, h0). The complex conjugation σ in g with
respect to g0 induces an involution of the root system Φ(g, h). We will construct
a real basis B of g0 with (half-)integer structure constants. More than that, we
compute the entire multiplication table of g0 in terms of the root system Φ(g, h)
and its involution induced by σ. For the full statement see Theorem 4.1.
The idea of the construction is as follows. We pick a Chevalley basis C of (g, h)
and for xα ∈ C we consider twice the real and twice the negative imaginary part,
Xα = xα + σ(xα) and Yα = i(xα − σ(xα)), as typical candidates of elements in
B. It is clear that σ(xα) = dαxασ for some dα ∈ C where ασ denotes the image
of α under the action of σ on Φ(g, h). But to hope for simple formulas expanding
[Xα, Xβ] as linear combination of other elements Xγ we need to adapt the Chevalley
basis C to get some control on the constants dα. A starting point is the following
lemma of D.Morris [12, Lemma 6.4, p. 480]. We state it using the notation we
have established so far. Let τ be the complex conjugation in g with respect to the
compact form u = k⊕ ip.
Lemma 1.3. There is a Chevalley basis C of (g, h) such that for all xα ∈ C
(i) τ(xα) = x−α,
(ii) σ(xα) ∈ {±xασ ,±ixασ}.
In fact Morris proves this for any Cartan subalgebra h ⊂ g which is the complex-
ification of a general θ-stable Cartan subalgebra h0 ⊂ g0. With our special choice
of a so-called maximally noncompact θ-stable Cartan subalgera h0, we can sharpen
this lemma. We will adapt the Chevalley basis C to obtain σ(xα) = ±xασ (Proposi-
tion 3.1) and we will actually determine which sign occurs for each root α ∈ Φ(g, h)
(Proposition 3.5). By means of a Chevalley basis of (g, h) thus adapted to σ and τ
we will then obtain a version of Theorem 1.2 over the field of real numbers (Theo-
rem 4.1). We remark that a transparent method of consistently assigning signs to
the constants cα,β has been proposed by Frenkel-Kac [5].
A notable feature of the basis B is that part of it spans the nilpotent algebra
n in an Iwasawa decomposition g0 = k ⊕ a ⊕ n. In fact, a variant of B is the
disjoint union of three sets spanning the Iwasawa decomposition (Theorem 4.3).
For all Iwasawa n-algebras we obtain integer structure constants whose absolute
values have upper bound six. Invoking the classification of complex semisimple Lie
algebras, we improve this bound to four (Theorem 4.2).
The outline of sections is as follows. Section 2 fixes notation and recalls the basic
concepts of restricted roots and the Iwasawa decomposition of real semisimple Lie
algebras. Section 3 carries out the adaptation procedure for a Chevalley basis
as we have indicated. In Section 4 we prove the Chevalley-type theorem for real
semisimple Lie algebras and outline the applications to Iwasawa decompositions.
The material in this article is part of the author’s doctoral thesis [10].
2. Restricted roots and the Iwasawa decomposition
Again let g0 be a real semisimple Lie algebra with Cartan decomposition g0 =
k ⊕ p determined by a Cartan involution θ. There is a maximal abelian θ-stable
subalgebra h0 ⊆ g0, unique up to conjugation, such that a = h0 ∩ p is maximal
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abelian in p [7, pp. 259 and 419–420]. The dimension of a is called the real rank of
g0, rankR g
0 = dimR a. Given a linear functional α on a, let
g0α =
{
x ∈ g0 : [h, x] = α(h)x for each h ∈ a
}
.
If g0α is not empty, it is called a restricted root space of (g
0, a) and α is called a
restricted root of (g0, a). Let Φ(g0, a) be the set of restricted roots. The Killing
form B0 of g0 restricts to a Euclidean inner product on a which carries over to
the dual a∗. Within this Euclidean space the set Φ(g0, a) forms an abstract root
system. Note two differences to the complex case. On the one hand, the root
system Φ(g0, a) might not be reduced. This means that given α ∈ Φ(g0, a), it may
happen that 2α ∈ Φ(g0, a). On the other hand, restricted root spaces will typically
not be one-dimensional.
Now choose positive roots Φ+(g0, a). Then define a nilpotent subalgebra n =
⊕ g0α of g
0 by the direct sum of all restricted root spaces of positive restricted roots.
We want to call it an Iwasawa n-algebra. The real semisimple Lie algebra g0 is
the direct vector space sum of a compact, an abelian and a nilpotent subalgebra,
g0 = k⊕ a⊕ n. The possible choices of positive restricted roots exhaust all possible
choices of Iwasawa n-algebras in the decomposition. Their number is thus given by
the order of the Weyl group of Φ(g0, a). Let g = g0
C
be the complexification. Then
h = h0
C
is a Cartan subalgebra of g. It determines the set of roots Φ(g, h) ⊆ h∗. Let
B = B0
C
be the complexified Killing form. Let hR ⊂ h be the real span of the root
vectors tα for α ∈ Φ(g, h). It is well-known that the restriction of B turns hR into a
Euclidean space with orthogonal decomposition hR = a⊕ i(h
0 ∩ k). In what follows,
we will need various inclusions as indicated in the diagram
a
i

k
{{①①
①
①
①
①
①
// g0
l

hR
j
// h // g.
The compatibility l∗B = B0 is clear. Let Σ = {α ∈ Φ(g, h) : i∗α 6= 0} be the set of
roots which do not vanish everywhere on a. The terminology “restricted roots” is
explained by the following two facts [7, pp. 263 and 408].
(i) We have Φ(g0, a) = i∗Σ.
(ii) For each β ∈ Φ(g0, a), we have g0β = (
⊕
i∗α=β
α∈Σ
gα) ∩ g0.
Statement (i) says in particular that each α ∈ Σ takes only real values on a. In
fact, j∗Φ(g, h) is a root system in h∗
R
and the restriction map i∗ translates to the
orthogonal projection k∗ onto a∗.
3. Adapted Chevalley bases
Recall that σ and τ denote the complex anti-linear automorphisms of g given by
conjugation with respect to g0 = k⊕p and the compact form u = k⊕ ip, respectively.
Evidently θ = l∗(στ) so that στ is the unique complex linear extension of θ from g0
to g which we want to denote by θ as well. Since σ, τ and θ are involutive, σ and τ
commute. Choose positive roots Φ+(g, h) such that i∗Φ+(g, h) = Φ+(g0, a)∪{0} and
let ∆(g, h) ⊂ Φ+(g, h) be the set of simple roots. For α ∈ Φ(g, h) let hα =
2
B(tα,tα)
tα
and set hi = hαi for the simple roots αi ∈ ∆(g, h) where 1 ≤ i ≤ l = rankC(g).
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Let ασ, ατ , αθ ∈ h∗ be defined by ασ(h) = α(σ(h)), ατ (h) = α(τ(h)) and αθ(h) =
α(θ(h)) where α ∈ h∗, h ∈ h. If α ∈ Φ(g, h) and xα ∈ gα, then
[h, σ(xα)] = σ([σ(h), xα]) = σ(α(σ(h))xα) = α(σ(h))σ(xα)
so that σ(xα) ∈ gασ and similarly for τ and θ. Thus in this case ασ, ατ and αθ
are roots. Since hR = a⊕ i(h0 ∩ k), we see that ατ = −α for each α ∈ Φ(g, h). We
adopt a terminology of A.Knapp [11, p. 390] and call a root α ∈ Φ(g, h) real if it is
fixed by σ, imaginary if it is fixed by θ and complex in all remaining cases. Note
that ασ = −α if and only if α is imaginary. A real root vanishes on h0 ∩ k, thus
takes only real values on h0. An imaginary root vanishes on a, thus takes purely
imaginary values on h0. A complex root takes mixed complex values on h0. The
imaginary roots form a root system ΦiR [7, p. 531]. The complex roots ΦC and the
real roots ΦR give a decomposition of the set Σ = ΦC ∪ ΦR which restricts to the
root system i∗Σ = Φ(g0, a). Let ∆0 = ∆(g, h) ∩ΦiR be the set of simple imaginary
roots and let ∆1 = ∆(g, h) ∩ Σ be the set of simple complex or real roots.
Recall Definition 1.1, Theorem 1.2 and Lemma 1.3 of the introduction. Our goal
is to prove the following refinement of Lemma 1.3.
Proposition 3.1. There is a Chevalley basis C={xα, hi :α ∈ Φ(g, h), 1 ≤ i ≤ l} of
(g, h) such that
(i) τ(xα) = xατ = x−α for each α ∈ Φ(g, h),
(ii) σ(xα) = ±xασ for each α ∈ Φ(g, h) and
σ(xα) = +xασ for each α ∈ ΦiR ∪∆1.
Remark 3.2. A.Borel [1, Lemma 3.5, p. 116] has built on early work by F. Gant-
macher [6] to prove a lemma which at least assures that σ(xα) = ±xασ for all
α ∈ Φ(g, h). But Borel’s method only works for a maximally compact θ-stable
Cartan subalgebra h0 of g0, which is one that has intersection with k of maximal
dimension. We have made the opposite choice of a maximally noncompact θ-stable
Cartan subalgebra h0 that has intersection with p of maximal dimension.
We will say that a Chevalley basis C is τ-adapted if it satisfies (i) and σ-adapted
if it satisfies (ii) of the proposition. We prepare the proof with the following lemma.
Lemma 3.3. There is a unique involutive permutation ω : ∆1 → ∆1 and there are
unique nonnegative integers nβα with α ∈ ∆1 and β ∈ ∆0 such that for each α ∈ ∆1
(i) αθ = −ω(α)−
∑
β∈∆0
nβαβ
(ii) nβ ω(α) = nβα and
(iii) ω extends to a Dynkin diagram automorphism ω : ∆(g, h)→ ∆(g, h).
Part (i) is due to I. Satake [16, Lemma 1, p. 80]. As an alternative to Satake’s orig-
inal proof, A. L.Onishchik and E.B.Vinberg suggest a slightly differing argument
as a series of two problems in [14, p. 273]. We will present the solutions because
they made us observe the additional symmetry (ii) which will be important in the
proof of Proposition 3.1. Part (iii) can be found in the appendix of [13, Theorem 1,
p. 75], which was written by J. Sˇilhan.
Proof. Let C be an involutive (n×n)-matrix with nonnegative integer entries. It
acts on the first orthant X of Rn, the set of all v ∈ Rn with only nonnegative
coordinates. We claim that C is a permutation matrix. Since C is invertible, every
column and every row has at least one nonzero entry. Thus we observe |Cv|1 ≥ |v|1
AN EXPLICIT RATIONAL STRUCTURE FOR REAL SEMISIMPLE LIE ALGEBRAS 5
for all v ∈ X . Suppose the i-th column of C has an entry cji ≥ 2 or a second
nonzero entry. Then the standard basis vector εi ∈ X is mapped to a vector of
L1-norm at least 2. But that contradicts C being involutive.
Let α ∈ ∆1. Then αθ is a negative root, so we can write
αθ = −
∑
γ∈∆1
nγαγ −
∑
β∈∆0
nβαβ
with nonnegative integers nγα and nβα. Consider the transformation matrix of
θ acting on h∗ with respect to the basis ∆(g, h). In terms of the decomposition
∆(g, h) = ∆1 ∪∆0 it takes the block form(
−nγα 0
−nβα 1
)
with 1 representing the |∆0|-dimensional unit matrix. The block matrix squares
to a unit matrix. For the upper left block we conclude that (nγα) is a matrix C
as above and thus corresponds to an involutive permutation ω : ∆1 → ∆1. This
proves (i). For the lower left block we conclude that nβα =
∑
δ∈∆1 nβδnδα = nβω(α)
because (nδα) is the aforementioned permutation matrix, so nδα = 1 if δ = ω(α)
and nδα = 0 otherwise. This proves (ii). 
Proof. (of Proposition 3.1.) Pick a Chevalley basis C of the pair (g, h). The proofs
of Lemma 1.3 (i) by Borel and Morris make reference to the conjugacy theorem
of maximal compact subgroups in connected Lie groups. We have found a more
hands-on approach that has the virtue of giving a more complete picture of the
proposition: The adaptation of C to τ is gained by adjusting the norms of the xα.
Thereafter the adaptation of C to σ is gained by adjusting the complex phases of
the xα.
From Definition 1.1 (i) we obtain − 2tα
B(tα,tα)
= [xα, x−α] = B(xα, x−α)tα, thus
B(xα, x−α) < 0 because B(tα, tα) > 0. But also B(xα, τxα) < 0. Indeed, (xα +
τxα) ∈ k whereB is negative definite, so B(xα+τxα, xα+τxα) < 0 and B(xα, xβ) =
0 unless α+β = 0. If constants bα ∈ C are defined by τxα = bαx−α for α ∈ Φ(g, h),
we conclude that the bα are in fact positive real numbers. Moreover, b−α = b−1α
because τ is an involution. We use Definition 1.1 (ii) to deduce bα+β = bαbβ from
[τxα, τxβ ] = τ([xα, xβ ]) whenever α, β, α + β ∈ Φ(g, h). In other words and under
identification of α and tα, the map b defined on the root system j
∗Φ(g, h) extends
to a homomorphism from the root lattice Q = Z(j∗∆(g, h)) to the multiplicative
group of positive real numbers. We replace each xα by
1√
bα
xα and easily check that
we obtain a Chevalley basis with unchanged structure constants that establishes
(i).
Now assume that C is τ -adapted. It is automatic that σ(xβ) = +xβσ = x−β
for each β ∈ ΦiR because for each imaginary root β the root space gβ lies in k⊗ C
[7, Lemma 3.3 (ii), p. 260]. But k⊗C is the fixed point algebra of θ, so the assertion
follows from (i) and σ = τθ. We define constants uα ∈ C by θ(xα) = uαxαθ for
α ∈ Φ(g, h). As we have just seen, uα = 1 if α is imaginary. In general, the
τ -adaptation effects σ(xα) = uαxασ and uα = u−α because σ = τθ = θτ . Note
−uαu−αhαθ = [uαxαθ , u−αx−αθ ] = [θ(xα), θ(x−α)] = −θ(hα) = −hαθ ,
so u−α = u−1α and |uα| = 1. From θ
2(xα) = xα we get uαθ = u
−1
α = u−α (∗). Next
we want to discuss the relation of uα and uω(α) for α ∈ ∆1. First assume that for
a given two-element orbit {α, ω(α)} the integers nβα of Lemma 3.3 vanish for all
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β ∈ ∆0. A notable case where this condition is vacuous for all α ∈ ∆1, is that of
a quasi-split algebra g0 when ∆0 = ∅. From nβα = 0 we get ω(α)θ = −α. Thus
uω(α) = u−ω(α)θ = uα by means of (∗). Now assume there is β0 ∈ ∆0 such that
nβ0α > 0. From Lemma 3.3 (i) and (ii) we get that −ω(α)
θ = α +
∑
β∈∆0 nβαβ
is the unique decomposition of −ω(α)θ as a sum of simple roots. It is well-known
that this sum can be ordered as −ω(α)θ = α1 + · · ·+ αk such that all partial sums
γi = α1+ · · ·+αi are roots. Thus x−ω(α)θ =
∏k−1
i=1 c
−1
αi+1,γi
ad(xαk ) · · · ad(xα2)(xα1 ).
For one i0 we have αi0 = α and the remaining αi are imaginary. Hence by (∗)
uω(α)x−ω(α) = θ(x−ω(α)θ ) =
k−1∏
i=1
c −1αi+1,γi uα ad(xαθk ) · · · ad(xαθ2 )(xαθ1 ) =
=
k−1∏
i=1
c
αθ
i+1
,γθ
i
cαi+1,γi
uα x−ω(α) = ±uαx−ω(α).
Here we used that cα,β = ±cαθ,βθ by Theorem 1.2 (iv) because θ induces an auto-
morphism of the root system Φ(g, h). It follows that uω(α) = ±uα and the sign
depends on the structure constants of the Chevalley basis only. We want to achieve
uω(α) = +uα. So for all two-element orbits {α, ω(α)} with uα = −uω(α), replace
xω(α) and x−ω(α) by their negatives. This produces a new τ -adapted Chevalley ba-
sis {x′α, hi : α ∈ Φ(g, h)} though some structure constants might have changed sign.
Set θ(x′α) = u
′
αx
′
αθ
for all α ∈ Φ(g, h). We claim that u′
ω(α) = u
′
α for all α ∈ ∆1.
The only critical case is that of an α ∈ ∆1 with nβ0α > 0 for some β0 ∈ ∆0. But
in this case we deduce from Lemma 3.3 that neither −αθ nor −ω(α)θ is simple, yet
only vectors xω(α), x−ω(α) corresponding to simple roots ω(α) with uω(α) = −uα
have been replaced. So still u′
ω(α) = u
′
α if we had uω(α) = uα. If uω(α) = −uα, the
replacement is given by x′
αθ
= xαθ and x
′
ω(α)θ = xω(α)θ as well as x
′
α = xα whereas
x′
ω(α) = −xω(α). Thus,
u′αx
′
αθ = θ(x
′
α) = θ(xα) = uαxαθ = uαx
′
αθ and
u′ω(α)x
′
ω(α)θ = θ(x
′
ω(α)) = θ(−xω(α)) = −uω(α)xω(α)θ = −uω(α)x
′
ω(α)θ .
It follows that u′
ω(α) = −uω(α) = uα = u
′
α. Since ∆(g, h) is a basis of h
∗, there
exists h ∈ h such that eα(h) = u′α and (−i)α(h) ∈ (−pi, pi] for all α ∈ ∆(g, h). From
u′β = 1 for each β ∈ ∆0 we get h ∈
⋂
β∈∆0 ker(β) and from u
′
ω(α) = u
′
α we get
α(h) = ω(α)(h) for each α ∈ ∆1. Thus by Lemma 3.3 we have for each α ∈ ∆1
αθ(h) = −α(h).
We remark that since α(θh) = α(−h) holds true for all α ∈ ∆(g, h), it follows θ(h) =
−h, so h ∈ ia. Let x′′α = e
−α(h)2 x′α for each α ∈ Φ(g, h). Then Definition 1.1 (i)
and (ii) hold for the new x′′α. But so does Proposition 3.1 (i) because α(h) is purely
imaginary for each α ∈ Φ(g, h) and because τ is complex antilinear. For α ∈ ∆1 we
calculate
θ(x′′α) = e
−α(h)2 θ(x′α) = e
−α(h)2 u′αx
′
αθ = e
α(h)
2 e
αθ(h)
2 x′′αθ = x
′′
αθ .
From now on we will work with the basis {x′′α, hi : α ∈ Φ(g, h)} and drop the
double prime. We have θ(xα) = xαθ for each α ∈ ΦiR ∪ ∆1. It remains to show
θ(xα) = ±xαθ for general α ∈ Φ(g, h). First let α ∈ Φ(g, h)
+ be positive and
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let α = α1 + · · · + αk be a decomposition as a sum of simple roots such that for
1 ≤ j ≤ k the partial sums γj = α1 + · · ·+ αj are roots. Then we have
xα =
k−1∏
i=1
c −1αi+1,γi ad(xαk) · · · ad(xα2 )(xα1 ).
Thus
θ(xα) =
k−1∏
i=1
c −1αi+1,γi ad(xαkθ) · · · ad(xα2θ )(xα1θ) =
k−1∏
i=1
c
αi+1
θ,γθ
i
cαi+1,γi
xαθ = ±xαθ .
Finally we compute
[θ(x−α),±xαθ ] = [θ(x−α), θ(xα)] = θ(hα) = hαθ = [x−αθ , xαθ ],
hence θ(x−α) = ±x−αθ . We conclude θ(xα) = ±xαθ and σ(xα) = ±xασ for all
α ∈ Φ(g, h). 
The constructive method of proof also settles two questions that remain. Which
combinations of signs of the cα,β can occur for a σ- and τ -adapted Chevalley basis
{xα, hα}? And if we set σ(xα) = sgn(α)xασ for α ∈ Φ(g, h), how can we compute
sgn(α) ∈ {±1}? We put down the answers in the following two propositions.
Proposition 3.4. A set of Chevalley constants {cα,β : α+β ∈ Φ(g, h)} of g can be
realized by a σ- and τ-adapted Chevalley basis if and only if for each two-element
orbit {α, ω(α)} of roots in ∆1 with nβ0α > 0 for some β0 ∈ ∆0 we have
k−1∏
i=1
c
αi+1
θ,γθ
i
cαi+1,γi
= 1
where −ω(α)θ = α1 + · · · + αk with αi ∈ ∆(g, h) and γi = α1 + · · · + αi ∈ Φ(g, h)
for all i = 1, . . . , k.
Proof. If the condition on the structure constants holds, take a Chevalley basis
of (g, h) which realizes them and start the adaptation procedure of the proof of
Proposition 3.1. Thanks to the condition, the replacement xα 7→ x′α in the course
of the proof is the identity map. The other two adaptations xα 7→
1√
bα
xα and
x′α 7→ x
′′
α leave the structure constants unaffected. Conversely, if cα,β are the
structure constants of a σ- and τ -adapted Chevalley basis, we compute similarly as
in the proof of Proposition 3.1 that for each such critical α ∈ ∆1 we have
x−ω(α) = θ(x−ω(α)θ ) =
k−1∏
i=1
c
αi+1
θ,γθ
i
cαi+1,γi
x−ω(α). 
In particular, for all quasi-split g0 as well as for all g0 with ω = id∆1 all structure
constants of any Chevalley basis of (g, h) can be realized by a σ- and τ -adapted
one. To compute sgn(α) first apply σ to the equation [xα, x−α] = −hα to get
sgn(α)sgn(−α)[xασ , x−ασ ] = −hασ , so sgn(α) = sgn(−α) for all α ∈ Φ(g, h). More-
over, we get the recursive formula
sgn(α+ β) = sgn(α)sgn(β)
cασ ,βσ
cα,β
for all α, β ∈ Φ(g, h) such that α + β ∈ Φ(g, h). This follows from applying σ to
the equation [xα, xβ ] = cα,βxα+β . Since sgn(α) = 1 for α ∈ ∆(g, h) the following
absolute version of the recursion formula is immediate.
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Proposition 3.5. Let {xα, hα} be a σ- and τ-adapted Chevalley basis of (g, h). If
α ∈ Φ(g, h)+, let α = α1+ · · ·+αk with αi ∈ ∆(g, h) and γi = α1+ · · ·+αi ∈ Φ(g, h)
for all i = 1, . . . , k. Then
sgn(α) =
k−1∏
i=1
cαi+1σ,γ
σ
i
cαi+1,γi
.
It is understood that the empty product equals one. Also note that cασ ,βσ =
c−ασ,−βσ = cαθ,βθ . For completeness we still need to comment on how to find a
choice of signs for the cα,β in Theorem 1.2 (ii) as to obtain some set of Chevalley
constants to begin with. This problem has created its own industry. One algorithm
is given in [15, p. 54]. A similar method is described in [2, p. 58], introducing the
notion of extra special pairs of roots. A particularly enlightening approach goes back
to I. B. Frenkel and V.G.Kac in [5, p. 40]. It starts with the case of simply-laced root
systems, which are those of one root length only, then tackles the non-simply-laced
case. An exposition is given in [9, Chapters 7.8–7.10, p. 105] and also in [4, p. 189].
In this picture the product expression appearing in Propositions 3.4 and 3.5 can be
easily computed.
4. An explicit rational structure
Pick a σ- and τ -adapted Chevalley basis C of (g, h). Set Xα = xα + σ(xα) and
Yα = i(xα − σ(xα)) for α ∈ Φ(g, h). Let H1α = hα + hασ and H
0
α = i(hα − hασ).
In other words, Xα, H
1
α are twice the real part and Yα, H
0
α are twice the negative
imaginary part of xα, hα in the complex vector space g with real structure σ. Let
Zα = Xα + Yα. Let Φ
+ ∗
C
be Φ+
C
with one element from each pair {α, ασ} removed
and set Φ∗
C
= Φ+ ∗
C
∪ −Φ+ ∗
C
. Here, as always, the plus sign indicates intersection
with all positive roots. Pick one element from each two-element orbit {α, ω(α)} in
∆1 and subsume them in a set ∆
∗
1. Consider the sets
BR = {Zα : α ∈ ΦR}, BiR = {Xα, Yα : α ∈ Φ
+
iR}, BC = {Xα, Yα : α ∈ Φ
∗
C},
H1 = {H1α : α ∈ ∆1 \∆
∗
1}, H
0 = {H0α : α ∈ ∆0 ∪∆
∗
1}
and let B be their union. Note that for α ∈ ΦR we have Zα = Xα if sgn(α) = 1
and Zα = Yα if sgn(α) = −1. We agree that cα,β = 0 if α+ β /∈ Φ(g, h) and xα = 0
thus Xα = Yα = Zα = 0 if α /∈ Φ(g, h). Since 〈β, α〉 is linear in β, we may allow
this notation for all root lattice elements β ∈ Q = ZΦ(g, h).
Theorem 4.1. The set B is a basis of g0 and the subsets H1 and H0 are bases of
a and h0 ∩ k. The resulting structure constants lie in 12Z and are given as follows.
(i) Let α, β ∈ Φ(g, h). Then [Hiα, H
j
β] = 0 for i, j ∈ {0, 1} and
(ii) [H1α, Xβ] = 〈β + β
σ, α〉Xβ , [H1α, Yβ ] = 〈β + β
σ, α〉Yβ ,
[H0α, Xβ ] = 〈β − β
σ, α〉Yβ , [H
0
α, Yβ ] = −〈β − β
σ, α〉Xβ.
(iii) Let α ∈ ΦR. Then
[Zα, Z−α] = −sgn(α)2H1α
and H1α is a Z-linear combination of elements in H
1.
(iv) Let α ∈ Φ+iR. Then
[Xα, Yα] = H
0
α
and H0α is a Z-linear combination of elements H
0
β for β ∈ ∆0.
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(v) Let α ∈ Φ∗
C
. Then
[Xα, X−α] = −H1α, [Xα, Y−α] = −H
0
α, [Yα, Y−α] = H
1
α
where H1α and 2H
0
α are Z-linear combinations in H
1 and H0, respectively.
(vi) Let α, β ∈ Φ(g, h) with β /∈ {−α,−ασ}. Then
[Xα, Xβ] = cα,βXα+β + sgn(α)cασ ,βXασ+β ,
[Xα, Yβ ] = cα,βYα+β + sgn(α)cασ ,βYασ+β,
[Yα, Yβ ] = −cα,βXα+β + sgn(α)cασ ,βXασ+β.
In (vi) there is no reason to prefer α over β. By anticommutativity we have
sgn(α)cασ ,βXασ+β = sgn(β)cα,βσXα+βσ and similarly sgn(α)cασ ,βYασ+β = −sgn(β)cα,βσYα+βσ .
Of course the basis 2B has integer structure constants.
Proof. By construction the set B consists of linear independent elements and we
have |B| = dimC g = dimR g0. So B is a basis. Moreover, θ(Hjα) = (−1)
jHjα for all
α ∈ Φ(g, h) so that H1 ⊂ a and H0 ⊂ h0 ∩ k. Since dimR a = |∆1| − |∆∗1|, these
subsets generate. We verify the list of relations. Part (i) is clear. Part (ii) is an
easy calculation using 〈βσ, ασ〉 = 〈β, α〉. Let α ∈ ΦR. Then Zα = Xα if sgn(α) = 1
and Zα = Yα if sgn(α) = −1. In the two cases we have [Xα, X−α] = [2xα, 2x−α] =
−4hα = −2H
1
α and [Yα, Y−α] = −4[xα, x−α] = 2H
1
α so we get the first part of (iii).
We verify that H1α is a Z-linear combination within H
1 for general α ∈ Φ(g, h).
Under the Killing form identification of h with h∗ the elements tα ∈ h correspond
to the roots α ∈ h∗. The elements hα ∈ h correspond to the forms 2αB(α,α) ∈ h
∗
which make up a root system as well, namely the dual root system of Φ(g, h) with
simple roots {hβ : β ∈ ∆(g, h)}. We thus have
hα =
∑
γ∈∆1
kγhγ +
∑
β∈∆0
kβhβ
with certain integers kγ , kβ which are either all nonnegative or all nonpositive. Since
βσ = −β for β ∈ ∆0, we have
H1α = hα + hασ =
∑
γ∈∆1
kγ(hγ + hγσ) =
∑
γ∈∆1
kγH
1
γ .
From Lemma 3.3 we see γ + γσ = ω(γ) + ω(γ)σ and B(ω(γ), ω(γ)) = B(γ, γ), so
H1γ = hγ+hγσ =
2tγ
B(γ,γ)+
2tγσ
B(γσ,γσ) =
2tγ+γσ
B(γ,γ) =
2tω(γ)+ω(γ)σ
B(ω(γ),ω(γ)) = hω(γ)+hω(γ)σ = H
1
ω(γ)
and it follows that
H1α =
∑
γ∈∆1\∆∗1
((1 − δγ,ω(γ))kω(γ) + kγ)H
1
γ
with Kronecker-δ. This proves the second part of (iii). Let α ∈ ΦiR. Then
[Xα, Yα] = [xα + x−α, i(xα − x−α)] = 2ihα = H0α.
Since the elements hα for α ∈ ΦiR form the dual root system of ΦiR, we see that
H0α is a Z-linear combination of elements H
0
β = 2ihβ with β ∈ ∆0. This proves
(iv). To prove (v) note first that for each α ∈ Φ(g, h) the difference α − ασ is
not a root. Indeed, if it were, then from the recursion formula on p. 7 we would
get sgn(α − ασ) = sgn(α)sgn(−ασ)
cασ,−α
cα,−ασ
= −1 contradicting Proposition 3.1 (ii)
because α−ασ = α+αθ ∈ ΦiR. With this remark the three equations are immediate.
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It remains to show that H0α is a
1
2Z-linear combination within H
0. From the above
decomposition of hα as a sum of simple dual roots we get
H0α = i(hα − hασ ) =
∑
γ∈∆1
kγH
0
γ +
∑
β∈∆0
kβH
0
β .
We still have to take care of H0γ for γ ∈ ∆1 \∆
∗
1. From Lemma 3.3 we conclude
hγσ =
2
B(γ,γ)tγσ = hω(γ) +
∑
β∈∆0
nβγ
B(β,β)
B(γ,γ)hβ
and the numbers mβγ = nβγ
B(β,β)
B(γ,γ) are integers. We thus get
H0γ = i(hγ − hγσ) = i(hγ − hω(γ) −
∑
β∈∆0
mβγhβ) =
= −H0ω(γ) − 2i
∑
β∈∆0
mβγhβ = −H
0
ω(γ) −
∑
β∈∆0
mβγH
0
β .
If ω(γ) ∈ ∆∗1, this realizes H
0
γ as a Z-linear combination in H
0. If ω(γ) = γ, we
obtain H0γ = −
1
2
∑
β∈∆0
mβγH
0
β and this is the only point where half-integers might
enter the picture. Part (vi) is an easy application of the recursion formula. 
We construct a slight modification of the basis B. It is going to be the union of
three sets spanning the fixed Iwasawa decomposition g0 = k ⊕ a ⊕ n. We start by
discussing the Iwasawa n-algebra. The observation σ(gα) = gασ allows us to state
the decomposition in (ii) on p. 3 more precisely as
g0β =
⊕
α∈Φ∗
C
: i∗α=β
(gα ⊕ gασ ) ∩ g
0
⊕
α∈ΦR : i∗α=β
gα ∩ g
0
for each β ∈ Φ(g0, a). It follows that the set
N =
{
Xα, Yα, Zβ : α ∈ Φ
∗+
C
, β ∈ Φ+
R
}
⊂ B
is a basis of n. The structure constants are given in Theorem 4.1 (vi) so they are
still governed by the root system Φ(g, h).
Theorem 4.2. Every Iwasawa n-algebra has a basis with integer structure constants
of absolute value at most four.
Proof. From Theorem 4.1 (vi) we obtain 2|cα,β| as an upper bound of the absolute
value of structure constants. Theorem 1.2 (iv) and the well-known fact that root
strings are of length at most four, tell us that cα,β ∈ ±{1, 2, 3}. The Chevalley
constants cα,β = ±3 can only occur when g contains an ideal of type G2. But G2 has
only two real forms, one compact and one split. A compact form does not contribute
to n. For the split form divide all corresponding basis vectors in N by two. Let α
be the short and β be the long simple root. Then we have just arranged that the
equation [Z2α+β , Zα] = ±3Z3α+β gives the largest structure constant corresponding
to this ideal. If g0 happens to have an ideal admitting a complex G2-structure,
then g has two G2-ideals swapped by σ. In that case the corresponding two G2
root systems are perpendicular. So one of the two summands in every equation of
Theorem 4.1 vanishes and the ideal in g0 does not yield structure constants larger
than three either. 
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Now we consider the maximal compact subalgebra k. For α ∈ Φ(g, h) let Uα =
Xα + τXα = Xα + X−α and similarly Vα = Yα + τYα = Yα − Y−α as well as
Wα = Zα + τZα = Uα + Vα. By counting dimensions we verify
K = H0 ∪
{
Uα, Vα, Xβ , Yβ ,Wγ : α ∈ Φ
∗+
C
, β ∈ Φ+iR, γ ∈ Φ
+
R
}
is a basis of k. Thus K ∪H1 ∪N is a basis of g0 = k⊕ a⊕ n. The elements Uα, Vα,
Wγ are by construction Z-linear combinations of elements in B. Conversely, the
only elements in B which do not lie in K ∪H1 ∪ N are X−α, Y−α for α ∈ Φ∗+C and
Z−β for β ∈ Φ+R . But for those we have X−α = Uα −Xα, Y−α = −Vα + Yα and
Z−α = sgn(α)(Wα − Zα). It follows that the change of basis matrices between B
and K ∪H1 ∪ N both have integer entries and determinant ±1. Theorem 4.1 thus
gives the following conclusion.
Theorem 4.3. The set K ∪H1 ∪ N is a basis of g0 spanning the Iwasawa decom-
position k⊕ a⊕ n. The structure constants lie in 12Z.
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