Abstract-In this paper, we present a comprehensive study on sensor-assisted video encoding (SaVE) schemes for video capturing on mobile devices in real-world environments. Our purpose is to reduce the computational complexity of video encoding by leveraging sensors that are increasingly available on mobile devices, e.g., accelerometers and digital compasses. Motion estimation is a key component of video encoding. In this paper, SaVE calculates the rotational movement of a camera (on mobile devices) and then infers the global motion in the camera imager. SaVE subsequently employs the estimated global motion as predictors to simplify motion estimation algorithms for state-of-the-art H.264/AVC video coding. We have constructed a prototype of SaVE and evaluated its performance with a pair of accelerometers, a digital compass, and their combination. Our experimental results show that SaVE can significantly reduce the computations of motion estimation while achieving equal or better video quality. Our results also show that SaVE has a strong noise-resistant capability. Therefore, it can be practically employed in real-world environments.
estimation. Motion estimation seeks to identify blocks from neighboring video frames that match each other and subsequently eliminate the redundancy. In modern video coding standards such as H.264/AVC, motion estimation may examine a video frame for block matching from multiple reference frames and using multiple block sizes [1] . Not surprisingly, the power and computational cost of motion estimation in H.264/AVC is posing a significant challenge to video capturing on mobile devices. Our solution toward addressing this challenge is sensor-assisted video encoding (SaVE). SaVE leverages low-power sensors to estimate camera movement and subsequently apply the estimated camera movement to significantly simplify motion estimation.
SaVE is motivated by the following observations. First, the motion of an object in a video frame can be decomposed to global motion introduced by the camera movement and local motion introduced by the movement of the object itself. In many video sequences, particularly in amateur-captured video clips, global motion due to camera movement, particularly rotation, is very common. Second, modern mobile devices have embraced ultra-low-power and low-cost sensors including digital compasses and accelerometers, e.g., HTC G1 [2] and Nokia 5140 mobile phones [3] . These sensors can provide accurate information regarding the camera movement.
In this paper, we conduct a comprehensive study of SaVE in real-world environments and present solutions that significantly improve motion estimation in such environments. Fig. 1 shows the system structure of SaVE (an H.264/AVC encoder incorporated with the proposed encoding scheme). SaVE employs three combinations of sensors (as shown in Table I ) to estimate camera rotation. Using these estimations, SaVE infers the global motion in the subsequent frames and then utilizes the estimated global motion as "SaVE predictors" in motion estimation.
We have built a prototype of SaVE using custom and commercial sensors attached to a commercial camcorder. Extensive experiments on the prototype have been conducted with different sensor combinations in various conditions, considering external interference in particular. Our experimental results show that, even with the simple prototype, SaVE can reduce the complexity of the unsymmetrical-cross multi-hexagon-grid search (UMHS) [4] , [5] and enhanced predictive zonal search (EPZS) [1] , [6] motion estimation algorithms by up to 27% while achieving even better video quality. To the best of our knowledge, SaVE is the first publicly reported attempt in using sensors to improve video encoding. It embodies a new research direction in multimedia processing that explicitly employs physical information obtained from sensors. Our previous papers [7] , [8] presented earlier results on employing sensors to improve motion estimation for MPEG2 and H.264/AVC. In particular, [8] employed a noise-sensitive digital compass but had not evaluated SaVE's resilience to the external noise. This paper presents a complete evaluation of SaVE and, in particular, the following new contributions over our previous paper.
1 ) We discovered that the selective application of SaVE predictors provides a strong noise-resistant capability, confirmed by extensive evaluations. This enables SaVE to be practically employed in real-world environments. 2) We demonstrated the effectiveness of intelligently switching between SaVE-based methods for camera movement estimation, i.e., switching between the digital compass and the accelerometers. This method allows more utilization of the detected global motion even if the digital compass is interfered. 3) We conducted intensive evaluations on the different methods of utilizing SaVE predictors (i.e., predictor insertion strategies) and justified their effectiveness. The rest of this paper is structured as follows. In Section II, we outline the background information and related work in video coding. In Section III, we describe our method for camera movement estimation. The technical details of utilizing the estimated global motion with SaVE are explained in Section IV. In Section V, we describe the constructed prototype of SaVE. The experimental results based on the prototype implementation are shown in Section VI. We discuss the limitations and future work of SaVE in Section VII and conclude in Section VIII.
II. Background and Related Work
In this section, we provide background information and discuss related work.
A. Motion Estimation

1) Traditional Motion Estimation Algorithms:
The simplest motion estimation algorithm, namely, naïve Full Search, will exhaust all candidate blocks for identifying a matched block. While the Full Search algorithm provides highest block matching accuracy, it is extremely slow. Extensive research has been conducted in exploring fast motion estimation algorithms. Some algorithms attempt to reduce the number of searching positions in block matching, e.g., three-step search [9] , new three-step search [10] , four-step search [11] , diamond search [12] , [13] , cross-diamond search [14] , kite cross-diamond search [15] , and others. Some others seek to reduce the number of pixels used in the matching distortion calculations, e.g., partial distortion search (PDS) [16] , alternative sub-sampling search algorithm [17] , normalized PDS [18] , adjustable PDS [19] , dynamic search window adjustment [20] , and others. There are also some hybrid methods combining multiple techniques, e.g., motion vector field adaptive search technique (MVFAST) [21] , predictive MVFAST [22] , UMHS [4] , [5] , and EPZS [1] , [6] . In particular, UMHS and EPZS can reduce the computational cost of Full Search by 90% while maintaining a fairly good rate distortion performance [1] , [4] . In this paper, we have used the implementation of UMHS and EPZS in JM version 14.2 H.264/AVC reference software as the "host" of our SaVE scheme and also as baselines for evaluation.
2) Predictive Motion Estimation: An emerging feature of state-of-the-art video encoding algorithms, such as UMHS and EPZS, is predictive motion estimation. Instead of exhausting all candidate blocks within a search range, predictive motion estimation initially attempts a few promising predictors, and applies simplified search patterns around the predictor with a early-termination criterion [4] , [6] . For example, the predictors used in UMHS and EPZS include median predictor, corresponding block predictor, UPLayer predictor, and others [4] , [6] . Among these predictors, the median predictor is believed to be more reliable [6] . A median predictor refers to the median motion vector of the top, left, and top-right (or top-left) neighbor blocks of the current block, which is frequently used as the initial search predictor and also for motion vector prediction encoding [6] . However, the predictors used in UMHS and EPZS are only estimated according to the spatial and temporal correlations between adjacent blocks and successive frames. These predictors have no knowledge about the real camera movement, thus the global motion is caused.
3) Global Motion Estimation and Compensation: Some video encoding algorithms have also considered the global motion introduced by the camera movement with the employment of global motion estimation and compensation (GMEC). GMEC usually describes the global motion in parametric motion models. It is to be noted that GMEC would require extra computations, e.g., the GMEC employed in MPEG4 [23] . There is a considerable amount of low-complexity GMEC methods proposed, e.g., [24] and [25] only use a small subset of pixels in motion estimation and calculating motion model parameters; [26] allows fast estimation of model parameters from coarsely sampled motion vector field. Moreover, there are some other methods employed GMEC for predictive motion estimation, e.g., [27] [28] [29] . However, H.264/AVC has not adopted GMEC in the standard due to its suboptimal rate-distortion performance [30] and increased complexity [30] (while [31] proposed a much simpler method that offers better overall rate-distortion performance). SaVE takes advantage of the concept of traditional GMEC but obtain the real global motion introduced by camera in a new way, i.e., by using reliable sensors. This renders SaVE being able to achieve even better results than original H.264/AVC, reported in Section VI later.
B. Low-Power Video Coding
According to [32] , the methods for reducing the video encoding complexity for H.264/AVC can be classified into three categories: 1) reducing the number of search points in motion estimation, e.g., the fast motion estimation and predictive motion estimation we mentioned in Sections II-A1 and II-A2; 2) reducing the number of candidate encoding modes for a given macroblock, e.g., [33] [34] [35] ; and 3) applying efficient mode selection by improving the optimization cost function, e.g., [32] itself proposed a simplified Lagrange multipliers cost function for reducing the number of operations in mode selection. A particular benefit of the third category, as claimed by [32] , is that any reduction achieved by this category can also be applied on the top of the other two categories. Our proposed SaVE scheme falls into the first category so it can be combined with other low-power video encoding schemes, e.g., [32] , to achieve further complexity reductions.
C. Sensors
1) Related Work on Sensors-Assisted Applications:
Some sensor-based work has been done in the areas of vehicle movement detection and computer vision. For example, the European patent application EP1921867 presented the idea of using vehicle movement information detected by sensors to assist video compression [36] . The authors of [37] proposed a method for estimating autonomous vehicle movement by using cameras together with inertial sensors. However, [36] and [37] focused on detecting vehicle movement and vehicle-mounted cameras. Moreover, [38] proposed a method for object shape and camera motion recovery by using a gyro sensor, focusing on applications in the area of computer vision. To the best of our knowledge, no research has been done on SaVE for handheld devices except our work.
2) Sensors in SaVE: SaVE employs low-power and lowcost sensors to estimate camera rotation. Assuming negligible linear acceleration of the camera, a single tri-axis accelerometer can provide the vertical angle of the camera with respect to ground. Two accelerometers placed apart can measure rotational acceleration, both horizontally and vertically. However, accelerometers are unable to provide the absolute angle of the device. In contrast, a tri-axis digital compass can directly measure both horizontal and vertical angles. In this paper, SaVE uses readings from a single accelerometer for the vertical angle. For the horizontal angle, we have implemented SaVE to use either absolute angle readings from single digital compass or a pair of accelerometers. It is important to note that, compared to accelerometers, digital compasses are easily subject to external influence from nearby magnets and ferromagnetic objects, and radio interference (e.g., from mobile phones). Therefore, care must be taken when employing the digital compass in SaVE. This problem is addressed in Section IV.
3) Power Consumptions of Sensors: The power consumption of digital compasses and accelerometers is very small in comparison to the power required for video encoding by processor. For example, the commercial digital compass board with an embedded tri-axis accelerometer used in our prototype consumes 66 mW [39] . According to our measurements, our custom sensor with a pair of accelerometers consumes 15 mW (without Bluetooth). Furthermore, much of the power is consumed by components that will be obsolete when the sensors are properly integrated into the camera or mobile device. For example, the Honeywell HMC6042/1041Z tri-axis compass solution consumes a total of 23 mW [40] , [41] , and each of the KXM52 tri-axis accelerometers used in our custom Orbit Platform sensor board [42] consumes less than 5 mW [43] . Such power overhead is negligible compared to that of a H.264/AVC encoder, which is typically over a Watt [44] .
D. Summary
In this section, we have discussed related concepts in video coding and sensor technology that can be summarized as follows. The traditional GMEC methods are suboptimal in their rate-distortion performance and they would also increase the encoding/decoding complexity. The existing predictive motion estimation methods have no knowledge about the real camera movement, thus the global motion is caused. The increasing availability of sensors in mobile devices brings us an emerging opportunity to reduce video encoding complexity in a new way-SaVE. SaVE naturally combines the concept of GMEC and predictive motion estimation; it detects the real camera movement by reliable sensors, infers global motion in the camera imager, and subsequently employs the inferred global motion as predictors to simplify motion estimation. We next introduce SaVE's global motion estimation procedure in Section III and describe how SaVE predictors are applied in Section IV.
III. Proposed Global Motion Estimation
The global motion of a camera is contributed by two kinds of motion: 1) intended camera motion, e.g., panning, and 2) unwanted camera motion, e.g., hand jiggles. While [45] reported a method that integrates a digital stabilizer for dealing with unwanted camera motion, we present in this paper a new approach to handle the intended camera motion. The intended global motion of a camera is caused by linear movement and rotational movement. Linear movement, i.e., translational movement, is introduced by the camera location change, while rotational movement is introduced by tilting or panning the camera. It is worth noting that there are currently no sensor technologies for reliable estimating linear movement. Therefore, SaVE addresses rotational movement only. In this paper, the global motion to be detected by sensors is described by a global movement vector (GMV ), which specifies both vertical and horizontal movements of objects between two successive frames due to camera rotation.
A. Rotational Change Estimation
In this paper, we have used two physical sensor boards, defined as Sensor Combination 1 (SC1) and Sensor Combination 2 (SC2), as shown in Fig. 2 . Both SC1 and SC2 are attached to the camcorder used in our prototype. We have also employed an additional "logical" sensor combination, defined as Sensor Combination 3 (SC3), which uses the sensor readings of the digital compass of SC2 and the two accelerometers of SC1 for estimating the camera motion. All of the three sensor combinations use single accelerometers to estimate the vertical camera rotation, but use different sensors to estimate the horizontal rotation as described in Table I. 1) Vertical Rotation Estimation: By measuring the static gravity acceleration, a single accelerometer is sufficient to obtain the vertical angle, the camera or mobile device is tilted at with respect to the earth [7] . For example, let a x , a y , and a z denote the earth's gravity on acceleration measurement in three axes, a x will increase and a z will decrease when the camera rolls down from the illustrated position in Fig. 2 . As a result, SaVE calculates the vertical angle V n at the video frame F n as follows:
The vertical rotational change θ v for two successive video frames F n and F n−1 is then calculated as follows:
The above approach is adopted in all of SC1, SC2, and SC3.
2) Horizontal Rotation Estimation: SaVE can calculate the horizontal rotation by using two accelerometers (SC1), a digital compass (SC2), or a digital compass plus two accelerometers (SC3), as shown in Table I . a) Using Two Accelerometers (SC1): A single accelerometer cannot provide the horizontal angle, but two accelerometers placed apart from each other, as for SC1, can measure the angular acceleration of the device. According to [7] , we can calculate the angular acceleration (ω) of the device in the horizontal direction using measurements from the two accelerometers as follows:
where S 0y and S 1y are the acceleration measurements in the y direction of the two sensors, respectively. Let θ h denote the horizontal rotational change, assuming the time between two subsequent frames is t, for frame n we have
So we have
Therefore, by using the two accelerometers, we can calculate the horizontal movement of each video frame according to [7] . b) Using Digital Compass (SC2): With the digital compass used in SC2, SaVE can directly obtain the horizontal angle of the camera with respect to the magnetic north. Therefore, the horizontal rotational movement θ h between frame F n and F n−1 can also be easily obtained as follows:
where H n and H n−1 are the horizontal angles at frame F n and F n−1 from the compass readings. c) Using Digital Compass and Accelerometers (SC3): SC3 uses either a digital compass or two accelerometers to estimate the horizontal rotation, depending on whether the digital compass readings are affected by external interference, i.e., SC3 use the compass (of SC2) as the default sensor to estimate camera rotation, but will switch to using accelerometers (of SC1) when the compass readings are affected by external noise. The details of this switching procedure will be given in Section IV-C.
B. GMV Estimation
In this section, we describe how we convert the estimated camera rotation (from SC1, SC2, or SC3) to the pixel movements in the camera's imager.
1) From Rotational Change to Global Movement: When a camera rotates, the projection of an object in the view to the camera image sensor also moves, as illustrated in Fig. 3 . The projection movement can be described by the GMV. To calculate the GMV, we must understand the camera characteristics and build an optical model. In Fig. 3(a) and (b), O denotes the optical center of the camera image sensor, f denotes the focal length, and l denotes the distance between the object to the camera lens; B is a point in the object. In Fig. 3(a) , the projection P of point B on the image sensor is located at a distance of d from O; θ is the angle between the line BP and the perpendicular bisector of the camera lens. The situation when the camera is turned by θ is shown in Fig. 3(b) , where the new projection P' is located at d' from O. The movement for projections of point B can be calculated as 
Hence, the projection movement d can be calculated as follows:
As θ is usually very small between two successive frames of a video clip, we have
Thus, we can obtain d as follows:
Typically, θ ranges between zero and half of the field of view of the lens. Hence, for all camera lenses except for extreme wide-angle and fisheye ones, θ is reasonably small and d can be further reduced to
From the above formulas, we have that f and θ are adequate to calculate the movement. We can then convert the movement in pixels (denoted by f') by dividing the calculated distance by the pixel pitch of the image sensor. In this paper, f is obtained by using available calibration tools based on MATLAB from [46] to [48] . It is to be noted that the calibration is not part of SaVE motion estimation, and will not be required by real applications.
2) GMV Per Reference Frame: Having the horizontal and vertical rotation θ h and θ v , we can calculate the GMV for two successive frames F n and F n−1 as follows:
where d h and d v are the movement of the projection along the horizontal and vertical directions, respectively. Multiple reference-frame motion vector prediction is an important feature of H.264/AVC. For a video frame F n , a single GMV calculated for merely its previous reference frame F n−1 is inadequate to obtain accurate predictors in other reference frames. To address this problem, SaVE dynamically calculates the reference-dependant GMV s. For example, when using F n−k as the reference frame, the vector GMV k n for the frame F n can be calculated as follows:
IV. SaVE Motion Estimation A. SaVE Predictor
To improve motion estimation, we can use the calculated GMV ( d h , d v ) in UMHS and EPZS as a SaVE predictor (SPx, SPy), where SPx = x + d h and SPy = y + d v , x and y are the horizontal and vertical coordinates of the current block to be encoded. Fig. 4 demonstrates the benefits of using GMV -based SaVE predictor; Fig. 4(a) shows, for a given block (gray), the original predictor has no knowledge of global motion and, therefore, it may require a fairly large search window to identify the best matching block (black). In contrast, the SaVE predictor based on GMV will only need a much smaller search window, as shown in Fig. 4(b) . This will be confirmed in our experimentation, reported in Section VI later.
It is important to note that the SaVE predictor obtained from sensors may not be absolutely accurate in all cases and there are exceptions, e.g., when encoding a region with extensive local motion, or when the compass is interfered by external noise (as mentioned in Section II-C2). In these cases, the original predictors in UMHS or EPZS may achieve better results than SaVE. Therefore, we selectively apply SaVE predictors as follows.
B. Selective Application of SaVE Predictors
1) MCOST-Based Application:
The most straightforward selective application is to use SaVE predictors only when they lead to reduced motion encoding cost (MCOST) (block distortion plus the cost of encoding motion vectors) than the original predictors defined in UMHS and EPZS, as shown in Fig. 5 .
2) Location-Based Application: We have also found that where in a frame to apply a SaVE predictor is important. We next examine two basic strategies to decide where in a frame to apply a SaVE predictor. The first, called arbitrary strategy, is adopted in our preliminary work for MPEG2 reported in [7] . The arbitrary strategy employs the SaVE predictor as the only predictor for all blocks in a video frame, so its drawback is that it excessively emphasizes on the detected global motion while ignoring the local motion and the spatial correlation of adjacent blocks.
We next devise selective strategies that consider both the global and local motion. As mentioned in Section II-A2, since the median predictor (usually used as the initial predictor) in UMHS and EPZS highly relies on the top and left neighbors of the current block, it can "spread" the current motion vector tendency to the remaining blocks in the lower and right part of the video frame. We have examined a number of selective strategies, i.e., attempting the insertion with different number of blocks and in different locations of the video frame. For example, Fig. 6 shows that we have inserted SaVE predictors in the blocks located at the top two boundaries and left two boundaries of the frame. When a SaVE predictor is inserted into a block, the SaVE predictor is attempted for motion estimation first before attempting those original predictors in UMHS or EPZS. Consequently, selective strategies can spread the estimated global motion from sensors to the entire frame by using a mixture of the SaVE predictor and the original predictors. Intensive evaluations of the insertion strategies are presented and analyzed in Section VI-B.
We have also discovered that the selective applications (both MCOST-based and location-based) of SaVE predictors provide particular benefits under strong external interference, i.e., a SaVE predictor will be only attempted into a few locations in a frame, and it will be only adopted if it produces a smaller MCOST than the original predictors. Our experimental results showed that the selective application of SaVE predictors provide good noise-resistant capability of SaVE, confirmed by our experiments presented in Section VI-D1.
C. Switching Between Accelerometers and Compass (SC3)
In addition to the selective application of SaVE predictors, we also propose another optional method that is able to utilize the detected camera rotation even if the compass is interfered, based on SC3 as described in Section III-A2(c).
Basically, SC3 will use the compass of SC2 as the default sensor to calculate the horizontal rotation, but will switch to using the two accelerometers of SC1 when the compass is interfered. For example, when an abnormal reading is detected from the compass (indicating the compass is interfered), SaVE will discard the compass data and use the accelerometer data as substitutions. In this paper, we have adopted a simple yet effective detection method for abnormal compass readings, which utilizes the coherence between the GMV s calculated by the compass and by the accelerometers at the same frame, and the coherence between the GMV s of the compass at two successive frames. This means that we consider a compass reading is abnormal if the current GMV calculated by the compass is significantly different from the corresponding GMV calculated by accelerometers, as well as the neighbor GMV calculated by the compass. We experimentally determined that the threshold is 60 for detecting the abnormal GMV of compass. The evaluation and analysis of this SC3-based method is given in Sections VI-D2 and VI-D3.
V. Prototype Implementation
A. Hardware Implementation
To evaluate SaVE, we implemented a prototype using a consumer-grade camcorder and two physical sensor boards ( Figs. 2 and 7) as mentioned in Section III-A. One sensor board (SC1) was custom-designed and carries two triaxis accelerometers. The other board (SC2), the OceanServer Technology OS5000 [39] , is a commercial tri-axis digital compass with an embedded tri-axis accelerometer. It is to be noted that the SC3 described in Sections III-A2(c) and IV-C is not a physical sensor board but a logical combination of SC1 and SC2. Our custom sensor (SC1) outputs raw accelerometer readings and we perform the necessary calculations offline. The commercial sensor (SC2) computes and reports the absolute horizontal and vertical angles using its tri-axis compass and tri-axis accelerometer, respectively. We firmly attach both sensor boards to the camcorder as shown in Fig. 7 .
B. Data Collection and Synchronization
While it is straightforward to synchronize video and sensor readings on an integrated hardware implementation, e.g., commercial mobile devices, our hardware prototype is limited in that the video and its corresponding sensor data are collected separately; video were captured directly by the camcorder and the sensor data were captured by the digital compass or accelerometers but stored by a laptop. Thus, we have to manually synchronize them. The synchronization between accelerometer data and video clips has been introduced in [7] . We have used a similar approach to synchronize the compass data and the video clips.
C. Overhead
SaVE is implemented in approximately 260 lines of C code in addition to the H.264/AVC JM software. Such simplicity makes it easy to be incorporated into practical encoding systems.
VI. Experimental Evaluation
A. Experimental Setup and Design
To evaluate SaVE, experiments were carried out using the standard H.264/AVC reference software (JM version 14.2), which implements up-to-date UMHS and EPZS algorithms. The test clips were encoded at a frame rate of 25 f/s and a bitrate of 1.5 Mb/s, using Baseline profile, variable block sizes, and five reference frames on a personal computer with 2.66 GHz Intel Core 2 CPU. Rate-distortion optimization was turned on. Intra period was set to 10. Peak signal-to-noise ratio (PSNR) was used as an objective measurement of the encoded video quality. We have systematically captured 20 test clips (namely, Clip01-Clip20) with a resolution of 720 × 576. They fall into two categories. The first category, namely, "normal cases," contains 14 clips (Clip01-Clip14) with different combinations of global (camera) and local (object) motion. The second category, namely, "difficult cases," includes six clips (Clip15-Clip20) captured under external interference. The descriptions of these clips are shown in Tables II and III (the detailed descriptions are given in the remaining sections later).
Using the techniques proposed in Section IV, we have implemented and tested three SaVE-enhanced methods with the three sensor combinations presented in Table I . The first method, denoted as SaVE/SC1, uses SC1 to calculate and utilize the SaVE predictor according to Sections IV-A and IV-B. The second method, denoted as SaVE/SC2, uses the techniques described in Sections IV-A and IV-B as well but it employs SC2 to calculate the SaVE predictor. The third method, denoted as SaVE/SC3, will use SC2 as default but will switch to SC1 for horizontal rotation estimation in certain conditions, as described in Section IV-C. When the above SaVE-enhanced methods are applied to UMHS or EPZS, they are denoted as UMHS+SC1, UMHS+SC2, EPZS+SC3, and so on. Our experiments are divided into three parts: 1) we first examine the insertion strategies we presented in Section IV-B2; 2) we next evaluate SaVE's performance in "normal cases," where there are different kinds and levels of global motion introduced; and 3) we finally test SaVE in "difficult cases," where significant external interference is introduced.
B. Insertion Strategies
We have tested a number of insertion strategies according to Section IV-B2. This evaluation is based on UMHS using SaVE/SC2. The tested insertion strategies are described in Table IV . Fig. 8 presents their PSNR performance (vertical axis) for Clip11 and Clip12 based on UMHS. The search window size (SWS) used in the encoding ranges from ±3 to ±32 (horizontal axis).
We have observed that the SaVE predictor is very effective with the help of the median predictor as described in Section IV-B2, e.g., it will achieve a noticeable amount of PSNR gains over UMHS even if we insert it into only one block ("1-block" strategy). However, we observed decreased PSNRs compared to UMHS when there are too many SaVE predictors inserted, e.g., "5-row/col." strategy, "10-row/col." strategy, and arbitrary strategy. This is because that these strategies are increasingly eliminating the existing local motion and spatial correlations of adjacent blocks while introducing overmuch global motion. We have observed that the "2-row/col." strategy achieves the best tradeoff in this regard as shown in Fig. 8 . We believe the "2-row/col." strategy particularly improves UMHS due to the following two reasons. On one hand, it benefits from a reasonable use of SaVE predictors that reflect the global motion estimated from sensors. On the other hand, it respects the local motion and spatial correlation of adjacent blocks by using the original UMHS predictors. We have observed similar results of the "2-row/col." strategy for EPZS and for other test clips. Therefore, this strategy is adopted in the remaining of the experiments.
C. Normal Cases: Clip01 to Clip14
In the evaluation for normal cases, we test the improvement of SaVE with UMHS and EPZS over original algorithms. The global motion in Clip01-Clip14, as described in Table II , was introduced by the camera movement while the local motion was introduced by walking pedestrians (a snapshot of the captured videos is shown in Fig. 11 ). Top one boundary blocks and left one boundary blocks 2-row/col.
Top two boundary blocks and left two boundary blocks (as shown in Fig. 6 ) 3-row/col.
Top three boundary blocks and left three boundary blocks 5-row/col.
Top five boundary blocks and left five boundary blocks 10-row/col.
Top ten boundary blocks and left ten boundary blocks Arbitrary strategy All blocks in the video frame
Figs. 9 and 10 show the PSNR improvement achieved by SaVE in comparison to the original UMHS and EPZS. For Clip06, Clip07, and Clip11, we show the results for SWS ranging from ±3 to ±32. For other clips, we only show SWS = ±3 to ±20, as the current prototype of SaVE will not provide gains over this range. We also present the results regarding the computation reduction realized by SaVE in Table V (for clips with vertical movement only) and Fig. 12 (for clips that contain horizontal movement). We measure the computation load of encoding with the motion estimation time.
1) Still Camera: Clip01 and Clip02: Clip01 and Clip02 were captured with the camera held still. As expected, the SaVE-enhanced algorithms cannot achieve higher PSNR over the original UMHS and EPZS (Fig. 9) , since there is almost no camera movement. Nevertheless, SaVE will not deteriorate the performance.
2) Vertical Movement: Clip03 to Clip06: For Clip03-Clip06, as all of SaVE/SC1, SaVE/SC2, and SaVE/SC3 use a single accelerometer to calculate the vertical rotation, we only present in Fig. 9 the results obtained by using SaVE/SC2. The results show that UMHS+SC2 and EPZS+SC2 achieve higher PSNR (up to 2.59 dB) than original UMHS and EPZS. Table V shows, for Clip03-Clip06, the speedup the UMHS+SC2 and EPZS+SC2 achieved over the originals while obtaining equal or even higher PSNRs. We have selected a very small SWS (= ±3) and a relatively large SWS (= ±11) for comparison. It is apparent that UMHS+SC2 with SWS = ±3 (or SWS = ±11) can usually obtain a higher PSNR than original UMHS with SWS = ±7 to ±9 (or SWS = ±13 to ±19). This results in up to 27% time saving over the original algorithms (since we can apply a very small SWS with SaVE to achieve good video quality).
3) Horizontal Movement: Clip07 to Clip10: For clips of "normal cases" that contain horizontal movements, we show the results of SaVE/SC1 and SaVE/SC2 only, as according to our results, SaVE/SC3 will obtain the same results with SaVE/SC2 since there is no external interference introduced. As shown in Fig. 10 , both SaVE/SC1 and SaVE/SC2 can obtain significant PSNR gains over the originals. It is apparent that SaVE/SC2 outperforms SaVE/SC1 since the digital compass is more accurate in estimating the horizontal movement. 4) Irregular Movement: Clip11 and Clip12: Again, Fig. 10 shows that SaVE can achieve considerable PSNR gains over the original algorithms. When medium SWSs are used, the PSNR gains are typically from 0.4 dB to 1.6 dB.
5) Extensive Local Motion: Clip13 and Clip14: Clip13 and Clip14 were captured in a busy crossroad with significant local motion introduced by fast moving vehicles and slow moving pedestrians at various distances to the camera. As shown in the figure, SaVE/SC2 can still outperform the original algorithms, although not as much as Clip03-Clip12. The improvement is less in SaVE/SC1 because it partially relies on the movement of its previous frame [7] . The reduction in improvement is expected because SaVE only provides extra information about the global motion.
For Clip07-Clip14, we found that in some cases the SaVE with SWS = ±3 (or SWS = ±11) can achieve higher PSNR than the original algorithms with SWS = ±10 (or SWS = ±20). In Fig. 12 , we present and compare the speedups achieved by SaVE/SC1 and SaVE/SC2 while achieving 0.01-0.42 dB higher PSNR over the original algorithms. The figure shows that the speedups are up to 24 .78%. It also shows that using the digital compass is more efficient than the two accelerometers overall. For Clip13 and Clip14, SaVE/SC1 will not achieve speedup, however, we found that it can improve the PSNR by up to 0.75 dB while consuming the same computation. Fig. 11 (a) and (b) shows a sample frame (frame 76) of Clip11 decoded by EPZS (27.01 dB) and EPZS+SC2 (31.42 dB) with same SWS (= ±11). Due to the camera movement, the picture decoded by EPZS is blurred (as EPZS has no knowledge about the global motion). It is obvious that the picture decoded by EPZS+SC2 has much better quality than EPZS. Fig. 11(c) and (d) shows, for the same clip, the distributions of motion vector residuals produced by EPZS and EPZS+SC2 (SWS = ±11) compared to a 64 × 64 Full Search (SWS = ±32). Assuming that the 64 × 64 Full Search has produced very accurate motion vectors (Section II-A1), the figures show that the resulted motion vectors of EPZS+SC2 are closer to the Full Search compared to original EPZS, and therefore EPZS+SC2 can yield higher PSNRs than EPZS.
D. Difficult Cases: Clip15 to Clip20
In this evaluation, we first test the noise-resistant capability of SaVE/SC1 and SaVe/SC2 based on EPZS in Section VI-D1. In Section VI-D2, we further evaluate SaVE/SC3 and compare it with SaVE/SC2 since it is based on SaVE/SC2. In this evaluation, we intended to see SaVE's performance in realistic environments, in particular under external interference, e.g., a phone call comes when the user is capturing a clip with his or her mobile phone. Specifically, Clip15-Clip20 were taken with various sources of external interference introduced. These clips are described in Table III . We placed a mobile phone (that was receiving calling signals) closely to the compass while capturing Clip15 and Clip16. When capturing Clip17 and Clip18, interference was introduced by waving a metal object around the compass. We captured Clip19 and Clip20 next to a microwave oven to test the SaVE/SC2 with microwave interference.
1) SaVE/SC1 and SaVE/SC2 with Selective Use of SaVE Predictors: As an example, Fig. 13 shows the horizontal GMV s calculated by accelerometers of SaVE/SC1 and the digital compass of SaVE/SC2 for Clip16 and Clip19. We can see that the GMV s calculated by the compass are significantly affected by the external interference. This is not surprising, since the compass is a magnetic sensor designed to measure the earth's weak magnetic field. Therefore, the compass of SC2 is more easily affected by nearby ferromagnetic objects and electromagnetic interference. On the contrary, the accelerometers of SC1 are relatively immune to this interference.
Fig. 14 compares the average PSNR obtained by original EPZS and by the selective application of SaVE predictors (SWS = ±11), as described in Section IV-B. To show the benefits of the selective application, we have also shown in the figure the results of SaVE without the selective application as a reference, i.e., SaVE predictor is inserted into all blocks (arbitrary strategy) and without comparisons to the original predictors in EPZS, denoted by EPZS+SC2*. We discovered that the performance of EPZS+SC2* is below EPZS+SC1 and EPZS+SC2, and even the original EPZS. On the contrary, EPZS+SC2 (with the selective application of SaVE predictors) still can outperform the original EPZS, especially when there is global motion introduced (Clip16, Clip18, and Clip20). For clips without global motion (Clip15, Clip17, and Clip19), EPZS+SC2 can still obtain the same average PSNR as the original EPZS. As explained in Section IV-B, the resulted SaVE predictor is only attempted in selected positions of a video frame and it will only be adopted when it is "better" than the original predictors (i.e., when it produces smaller MCOST). This explains why the performance of SaVE is always above the original algorithms, even under significant interference.
As an example, Fig. 15 shows the PSNRs of two segments of Clip16 (frames 40-100, and frames 160-230). The compass readings of SC2 for these two segments are particularly affected by the interference (refer to Fig. 13) . It shows that EPZS+SC2 may obtain lower PSNRs than EPZS+SC1 in some cases, e.g., from frames 80 to 100 (marked with Portion A in Fig. 15) , and from frames 210 to 230 (marked with Portion B in Fig. 15 ) since the accuracy of the SaVE/SC2's predictor is somewhat affected by the interference. But at least EPZS+SC2 will obtain the similar PSNR as the original EPZS. Besides, EPZS+SC2 can still provide benefits for other portions without, or with less interference. As a result, EPZS+SC2 can still slightly outperform EPZS+SC1 overall, as shown in Fig. 14. 
2) SaVE/SC3 (Logical Sensor Combination):
In this section, we have tested SaVE/SC3 described in Section IV-C. Due to space limitations, here we only present the results of Clip16 as an example (while we observed similar results for other test clips).
From Fig. 15 , we have observed that in many cases SaVE/SC2 can obtain at least similar PSNR to original EPZS, even under very strong interference, e.g., from frames 175 to 200 (refer to Fig. 13 ). This is because that SaVE/SC2 is able to discard significantly interfered compass readings and use the original predictors in EPZS as substitutions in such cases. In some other cases, the slightly interfered compass readings can still provide partial knowledge of global motion, e.g., the PSNRs of EPZS+SC2 is slightly higher than the original EPZS in Portion A and in Portion B as shown in Fig. 15 . However, this improvement of EPZS+SC2 in Portion A and Portion B is smaller than that of EPZS+SC1 (since the accelerometer is not interfered thus providing more knowledge of global motion). Fig. 16 shows the results of SaVE/SC3, which is expected being able to utilize more detected global motion, and compares its performance to SaVE/SC2 (since it is based on SaVE/SC2). According to our results, the overall improvement of SaVE/SC3 over SaVE/SC2 is not much (around 0.03 dB). For example, Fig. 16(a) shows that the PSNR of EPZS+SC3 is similar to EPZS+SC2 for most frames. The small amount of overall improvement is expected because SaVE/SC3 and SaVE/SC2 process most video frames in the same way. However, for some other frames, SaVE/SC3 is able to provide noticeable gains, especially in portions where EPZS+SC2 is somewhat interfered by insignificant noise, e.g., results of Portion A displayed in Fig. 16(b) and results of Portion B displayed in Fig. 16(c) . We have also observed similar results for other tested clips. Therefore, we believe SaVE/SC3 can be served as an attractive option to SaVE/SC1 and SaVE/SC2 when sufficient sensors are available.
3) Summary: According to the results shown in the above two sections, our analysis and conclusion can be summarized as follows. a) Due to the hardware features of SC1, SaVE/SC1 is not sensitive to external interference. In some cases, SaVE/SC1 is able to obtain better results than SaVE/SC2 for certain frames. b) SC2 is easily subject to external interference. However, SaVE/SC2 is able to use original predictors in UMHS or EPZS when SC2 is significantly interfered. Due to the better estimation for horizontal camera rotation, SaVE/SC2 still can slightly outperform SaVE/SC1 overall. c) In some cases, SaVE/SC3 is able to utilize more global motion detected by sensors than SaVE/SC2 by switching between SaVE/SC1 and SaVESC2. Such being the case, SaVE/SC3 can provide gains in some frames over SaVE/SC2, though the overall improvement is not much. d) We believe all of the three SaVE-based methods, i.e., SaVE/SC1, SaVE/SC2, and SaVE/SC3, can be employed in real-world environments due to their robust noise-resistant capabilities. In particular, SaVE/SC2 and SaVE/SC3 can obtain better overall results than SaVE/SC1, but they would require integration of two types of sensors, i.e., both accelerometer and digital compass. In most cases, we believe SaVE/SC2 is good enough to deal with the external interference and also it requires fewer sensors than SaVE/SC3. 
VII. Limitations and Discussions
A. Limitations and Future Work
While we show that SaVE can reduce video encoding complexity, we acknowledge that our paper is limited in the following aspects.
First, our paper is limited in the manually synchronization of video frames and sensor data (Section V-B). This will of course introduce considerable amount of errors and noise and therefore deteriorates SaVE's performance. However, an industrial implementation of SaVE will readily solve this problem with access to built-in digital sensors.
Second, SaVE cannot handle the linear movement (including zooming) adequately at this moment (Section III). Thus, more sophisticated algorithms or more sensors, e.g., gyroscope, may be required to accurately separate linear motion from rotation.
Third, we have only used a translational model for global motion estimation. In our future work, we will attempt to build an affine or perspective model to estimate the global motion. However, we expect these advanced models would require extra computations. The tradeoff between the model complexity and power consumptions will be studied in our future work as well.
B. Discussions
1) Sensors in Mobile Devices:
As is apparent from Section VI, the digital compass-based SaVE implementation (SaVE/SC2) performs better than the accelerometer-only implementation (SaVE/SC1), in particular when horizontal camera rotation dominates. However, accelerometers are cheaper and lower-power than digital compasses because of advancement in micro-electro-mechanical systems (MEMS) technologies. Apart from digital compasses and accelerometers, a number of phones, e.g., iPhone4, are becoming equipped with low-power MEMS gyroscopes, which could also be well utilized in video encoding on mobile devices by employing a similar scheme to SaVE.
2) Applications of SaVE: In the consumer electronics industry, sensors are increasingly integrated into mobile devices for multiple purposes. For video phones that already have the sensors, e.g., HTC G1, SaVE would not impose any additional hardware overhead or power overhead (since the sensors are consuming power even if without SaVE). SaVE simply utilizes the information already available from preexisting sensors for another purpose-video encoding. As another example, many cameras utilize accelerometers and/or a compass to calculate camera angle changes for image stabilization. Given this context, we can consider SaVE as a "free lunch" for video capturing on sensor-rich mobile devices.
VIII. Summary and Conclusion
We reported a novel video encoding scheme, SaVE, that utilizes sensors to improve H.264/AVC motion estimation on mobile devices. We built a prototype of SaVE and conducted extensive evaluations on it with different sensor combinations and various predictor insertion strategies. We showed that SaVE is able to significantly reduce computational costs required by video capturing on mobile devices, which can be readily achieved by using a voltage/frequency scalable processor to save energy and prolong the battery life. We also demonstrated that SaVE has a strong noise-resistant capability when employed with particular predictor insertion strategies. Therefore, SaVE can be practically employed in real-world environments even if there exists external interference.
SaVE improves global motion estimation, i.e., motion due to a moving video camera. The handheld video capturing devices, intended for user-created, amateur video capturing, inherently experience significant camera motion. Due to the explosive growth in video-enabled small devices such as video phones, the creation of video by amateur users is increasingly popular. The phenomenal success of portals such as YouTube has demonstrated such a social trend. It was one of the motivations of our research and also attests the practical significance and broader impact of our work.
Our paper has shown that the system-level computational complexity thus energy consumption can be effectively reduced by leveraging the synergy between different modalities, acceleration, angular rotation, and vision in our case. We believe that there is plenty of redundant computation in a multi-component multimedia device such as a video phone, which could be removed by exploiting a similar methodology presented in this paper.
