In this work we consider Problem 17.41 from "Kourovka notebook" [9] :
Problem 2. Let H be a solvable subgroup of finite group G and G does not contain nontrivial normal solvable subgroups. Are there always exist five subgroups conjugated with H such that their intersection is trivial?
Let The problem is reduced to the case when G is almost simple in [11] : 
Theorem 3. Let G be a group and let
{e} = G 0 < G 1 < G 2 < . . . < G n = G -
Then, for every maximal solvable subgroup H of G we have b H (G) ≤ k.
In [1] the author prove the inequality Re g H (G, 5) ≥ 5 is proved for almost simple groups with socle G 0 isomorphic to alternating group A n , n ≥ 5. Fix a prime number p and q = p f , where f is a positive integer. Denote a finite field with q elements by F q and its multiplicative group by F × q . Denote by GL ǫ n (q) groups GL n (q) and GU n (q) ≤ GL n (q 2 ) for ǫ equal to + and − respectively. Groups SL The definition of non-standard action is given in [7, Definition 1.1] . If the simple socle of an almost simple group G is isomorphic to P SL ǫ n (q), then an action is non-standard if the point stabilizer in P SL ǫ n (q) is not parabolic, i.e. does not lie in Aschbacher's class C 1 .
If a solvable subgroup of G lies in a maximal subgroup M and the action of G on G/M is nonstandard, then using Theorem 4 we obtain that Re g H (G, 5) ≥ 5. Therefore, it is necessary to study the case when solvable subgroup lies in a maximal subgroup M such that the action of G on G/M is standard. In the present paper we consider the case when a solvable subgroup H lies in a maximal subgroup of GL ǫ n (q) from the Aschbacher's class C 1 and either H is completely reducible or H contains a Sylow p-subgroup, where p is the characteristic of the field F q . In the first case we consider groups Sin ǫ n (q) which are cyclic subgroups of GL ǫ n (q) of order q n − (ǫ1) n . In case ǫ = + the subgroup Sin n (q) = Sin + n (q) is a well known Singer cycle, so we will call the Sin ǫ n (q) Singer cycle in general case. The subgroup Sin ǫ n (q) is a maximal torus of GL ǫ n (q) (see [2, G] for the definition) and N GL ǫ n (q) (Sin ǫ n (q))/Sin ǫ n (q) is a cyclic group of order n [10, Lemma 2.7] . Also the well known fact is that Sin + n (q) ∪ {0} is isomorphic to a finite field F q n , so the set Sin + n (q)∪0 is closed under addition and multiplication. If n is odd then Sin − n (q) is a subgroup of Sin + n (q 2 ) and if n is even then Sin
lies in an algebra which is isomorphic to F q n × F q n . Moreover, if the Hermitian form corresponding to the unitary group has the form 0 E E 0 then Sin − n (q) is conjugate to the group consisting of matrices of the form
is the field automorphism of F q 2 of order 2. The normalizer
and n is odd. The main result in this case is the following theorem: Theorem 6. Let G = GL n (q)⋊〈τ〉, where q = 2 or q = 3, n is even, τ is an automorphism which acts by τ : A → (A −1 ) T for A ∈ GL n (q). Let H be the normalizer in G of P ≤ GL n (q), where P is the stabilizer of the chain of subspaces:
In the forthcoming papers we plan to use considered cases as a base to prove the statement in general case.
PRELIMINARY RESULTS

Definition 7.
If a group G acts on a set Ω then define C Ω (x) to be the set of points in Ω fixed by an element x ∈ G. If G and Ω are finite then we define the fixed point ratio of x ( denote it by fpr(x)), to be the proportion of points in Ω fixed by x, i.e. fpr(x) = |C Ω (x)|/|Ω|.
The following result is known and we give its proof here for completeness.
Lemma 8. If G acts on a set Ω transitively and H is the stabilizer of a point then
Proof. Let {1 = g 1 , g 2 , . . . , g k } be a right transversal of G by H . The action is transitive, so {H , H g 2 , . . . , H g k } contains stabilizers of all points. Then
On the other hand, |Ω| = |G :
and the lemma follows.
The papers [3] [4] [5] [6] are devoted to the study of the fixed point ratio in classical groups, and we will use the notation from these papers. Recall some elementary observations from [3] . Let a group G acts on the set Ω of right cosets of a subgroup H of G. Let Q(G, c) be the probability that a randomly chosen c-tuple of points in Ω is not a base for G, so G admits a base of size c if and only if Q(G, c) < 1. Of course, a c-tuple in Ω fails to be a base if and only if it is fixed by an element x ∈ G\H G (here H G = ∩ g ∈G H g ) of prime order, and we note that the probability that a random c-tuple is fixed by x is at most fpr(x)
c . Let P be the set of elements of prime order in G\H G , and let x 1 , . . . , x k be a set of representatives for the G-classes of elements in P. Since G is transitive, fixed point ratios are constant on conjugacy classes and it follows that
Suppose that there exists ξ such that for any prime order element x ∈ P we have fpr(
Definition 9. Let C be the set of conjugacy classes of prime order elements in G\H G . For
Proof. We follow the proof of [7, Proposition 2.1] . Let x 1 , ..., x k be representatives for the Gclasses of prime order elements in G, and let Q(G, c) be the probability that a randomly chosen c-tuple of points in Ω is not a base for G. Evidently, G admits a base of size c if and only if Q(G, c) < 1. By (2.1) we obtain that
and the result follows since η G (t ) < 1 for all t > T G .
It is proven in [7, Proposition 2.2] that if G is an almost simple group of Lie type and n ≥ 6 then T G < 1/3. It is easy to see that
and cξ − 1 ≥ 1/3 > T G and there is a base of size c. First consider the case when G is isomorphic to GL n (q) and the point stabilizer H is conjugate to Si n n (q) ⋊ 〈ϕ〉 ≃ F × q n ⋊ Z n , where Si n n (q) is a Singer cycle of GL n (q) and ϕ is an element from GL n (q) inducing a field automorphism of Si n n (q) ≃ F × q n such that ϕ : g → g q for g ∈ Si n n (q).
Since Si n n (q) ⋊ 〈ϕ〉 is isomorphic to F × q n ⋊ Z n , it is convenient to express an element of H in the form (λ, j ), where λ ∈ F × q n and j ∈ Z n . Now we discuss how an element h = (λ, j ) ∈ H acts on V = F n q . Let θ be a generating element of F × q n then a vector space F n q can be identified with elements of a field F q n . Furthermore, a nonzero element of F q n can be written in the form θ s for suitable s ∈ Z q n −1 . Using this identification it is possible to define action of (λ, j ) on
and r is prime then r j ≡ 0 (mod n). Thus either y ∈ F × q n or r divides n. Note that for n even Sin n/r −1) , r j ) for some j 1 .
Lemma 11. Denote by θ a generating element of F
Proof. We start the proof with case ǫ = +.
Choose t so that the identity λ = θ t holds. Since |y| = r , it follows that y r = (1, 0) in the above
Since r divides n, there is some j 2 < n such that j = n j 2 /r and therefore 
and add the second number to the first, we have
since q n/r and q n/r − 1 are co-prime. After m iterations we have
after mr iterations we obtain (r, q n/r − 1).
So the greatest common divisor can be equal to either 1 or r . Notice that q nm(r −1)/r + . . . + q nm/r + 1 ≡ 1 (mod r ), therefore we obtain the statement of the lemma.
The statement of the lemma is true for ǫ = − since if n is odd then H is a subgroup of Sin
, and if n is even then it is sufficient to replace q by (−q) in the proof above. Proof. We start the proof with case ǫ = +. Let y ∈ H be an element of prime order r , where r divide n and v · y = v where v = θ i ∈ F q n .
As we explain above, y can be written as (λ, j ), λ ∈ F × q n , j ∈ Z n . By Lemma 11 we can write y = (θ
Indeed, it is easy to check that
So, the congruence (2.4) is equivalent to
\ and we can take the first argument from the second\
where +. . .+1)) are changing according to the Euclid's algorithm for r and j 2 , so
for suitable t and d = ( j 2 , r ). If d = 1 then it is obvious that the initial congruence (2.4) have solutions if and only if
and we have the unique solution modulo
. Therefore there are
solutions for 0 ≤ i < q n −1. Thus an element of H of prime order r can have a subspace of fixed points of dimension either 0 or n/r. The statement of the lemma is true for ǫ = − since if n is odd then H is a subgroup of Sin
, and if n is even then it is sufficient to replace q by (−q) in the proof above.
Proposition 13. If y is an element of Sin
Proof. Let y be an element of Si n ǫ n (q) of prime order r not dividing n and y g lies in Proof. First observe that the minimal polynomial µ(t ) of x is irreducible over F q . Assume the contrary that
) is a nontrivial x-invariant proper subspace that contrary with irreducibility of x. Since e = e(r, q) is the multiplicative order of q in Z r we obtain that x q e − x = 0. For the spectrum of x this means that Spec(x) ⊆ F q e . Then for irreducible µ(t ) it is true that
Since µ(t ) is the minimal polynomial, for a nonzero vector v we have
is an x-invariant subspace. Thus n = e and {v,
Structure of element of prime order r = p in general follows from Lemma 15. Indeed, it follows by the Maschke's theorem that x is completely reducible. Thus x consist of several cells of size e and a cell which is an identity matrix.
Note that x is always diagonalizable for r = 2 = p, so we have that e = 1 in this case.
PROOF OF THEOREM 5
We use some calculations in GAP [14] . Programs and logs can be found by the link: goo.gl/gI6nna
We begin the proof of Theorem 5 by assuming that G = GL n (q). By the structure of element of prime order r = p (2.5) we have
where n = ke + t . Thus
and we obtain that log q (|x
Proof. It is enough to verify inequality (2.2) for an element x ∈ H \H G of prime order and c = 2 to obtain the statement. Let n be equal to ek + t , where t is exactly the dimension of C V (x), so by Lemma 12 we have t ≤ n/r ≤ n/2, where r = |x| .
Case 1. (|x| = p)
Assume first that e ≥ 2 and k ≤ n/2. The inequality (2.2) takes the form
in our case. If x ∈ Si n n (q) and (|x|, n) = 1 then by Proposition 13 it is enough to verify the inequality
Obviously, this inequality holds for q ≥ 2 and n ≥ 6.
Now let x ∈ H and |x| divide n. Then
Consider the left-hand side of inequality (3.2)
Thus (2.2) holds if
Direct calculation shows that inequality (3.3) holds for q ≥ 2 and n > 20. Now consider the cases n = 6, . . . , 20. It is routine to check that inequality (
for all possible decomposition n = ke + t (such that e = e(r, q), r divide n and t is equal to 0 or n/r ) in cases n = 7, . . . , 20. Consider more carefully the case n = 6. First, we find a stronger estimate for |x is only two elements of order 3 in Sin 6 (q). In total we get 2(q 4 + q 2 + 2) elements of order 3,
Now we verify inequality (3.2) for this case. For r = 3 there are three cases
2)e = 3, k = 2, t = 0;
3)e = 2, k = 3, t = 0.
For the first two cases inequality |x
Now let e = 1, i.e. x is conjugate with diagonal matrix. Denote the dimension of a maximal eigenspace of x by d . Let α be the corresponding eigenvalue. Recall that H = Sin n (q) ⋊ 〈ϕ〈, so we write x as x = aϕ j , where a ∈ Sin n (q), j < n. Consider the element α
which lies in H , because the set Sin n (q)∪{0} is an algebra over F q and closed under the multiplication by scalar. Obviously, the order of the element α −1 x is also equal to r , and dimension of subspace of fixed points also have to be n/r by Lemma 12. Thus d = n/r. Let : GL n (q) → PGL n (q) be the canonical homomorphism. Consider x as an element of the algebraic groupĜ = PGL n (F q ) over the algebraic closure F q of the field F q . Let s = s(x) be the co-dimension of maximal eigenspase of x. In our case we have s = n − d ≥ n/2. Let n be not prime, i.e. r ≤ n/2. Then by [4, Proposition 3 .38] we obtain that
The inequality
holds for n ≥ 8 and q ≥ 2 if r = p. Now let r = p and s = n − 1. Then by [4, Proposition 3 .38] we obtain that
holds for n ≥ 7 and q ≥ 2. Let n = 6. Each element x of order 2 can be written 
and (q n − 1) 3 n 3 < |x G | holds for q ≥ 2 and n ≥ 9. For n = 8 this inequality holds for q ≥ 3, the case q = 2 can be checked by GAP. If n = 7 then (q n − 1) 3 n 3 < holds for all q ≥ 2.
Consider now the case when G = GU n (q) ≤ GL n (q 2 ). We want to obtain the estimate on |x G | similar to previous case. Let x be a prime order element of G. Then C G (x) ≤ GU k (q e )×GU t (q).
Now to get the estimate for Π 1 we have to remove from the product q · q · q 3 · q 3 . . . the multipliers which are corresponding to i = me, m ≤ k.
If e is even, we have i =me,m≤k
If e is odd, we have i =me,m≤kis even
k is even;
For Π 2 we have
t is even;
So, after all, we obtain l og q (|x
Proof. It is enough to verify (2.2) for an element x ∈ H \H G of prime order and c = 2 to obtain the statement. Let n be equal to ek +t , where t is exactly the dimension of C V (x), so t ≤ n/r ≤ n/2 by Lemma 12.
in our case. Denote |x| by r. If x ∈ Si n n (q) and (|x|, n) = 1 then by Proposition 13 it is enough to verify the inequalities
Obviously, this inequality holds for q ≥ 2 and n ≥ 6. Now let x ∈ H and |x| divide n. Then
Consider the left-hand side of inequality (3.4)
Thus the statement of the lemma is true if
Direct calculation shows that inequality (3.5) holds for q ≥ 2 and n > 20. Now consider cases n = 6, . . . , 20. It is routine to check that inequality (q
holds for all possible decomposition n = ke + t (such that e = e(r, q 2 ), r divide n and t is equal to 0 or n/r ) in cases n = 7, . . . , 20. Consider more carefully the case n = 6. First, we find stronger estimate for |x
If r = 2 then e = 1 and we consider this case beneath. is only two elements of order 3 in Sin 6 (q). In total we get 2(q 4 + q 2 + 2) elements of order 3,
Now we verify inequality (3.4) for this case for all possible decompositions n = ek + t with e > 1. For r = 3 there are two cases e = 2, k = 2, t = 2, and e = 2, k = 3, t = 0. The inequality |x
2 ) holds for q > 3, for q = 2 the statement of the lemma can be checked by GAP. Now let e = 1, i.e. x is conjugate with diagonal matrix. Denote the dimension of a maximal eigenspase of x by d . Let α be the corresponding eigenvalue. If n is odd then x ∈ Si n + n (q 2 ) ⋊ 〈ϕ〉. We write x as x = aϕ j , where a ∈ Sin + n (q 2 ), j < n. Consider the element
an algebra over F q 2 and closed under the multiplication by scalar. Note, that if n is even then Sin − n (q) ∪ {0} is also closed under the multiplication by the stracture of Sin − n (q) described in the introduction, so in this case α −1 x lies in Si n − n (q) ⋊ 〈ϕ〉. Obviously, the order of the element α −1 x is also equal to r , and so the dimension of subspace of fixed points also have to be n/r by Lemma 12. Thus d = n/r. Let : GU n (q) → PGU n (q) be the canonical homomorphism. Consider x as an element of the algebraic groupĜ = PGU n (F q ) over the algebraic closure F q of the field F q . Let s = s(x) be the co-dimension of maximal eigenspase of x. In our case we have s = n − d ≥ n/2. Let n be not prime, in particular r ≤ n/2. Then by [4, Proposition 3 .38] we obtain that
holds for n ≥ 8 and q ≥ 2 if r = p. Now let n be a prime and s = n − 1. Then by [4, Proposition 3 .38] we obtain that
holds for n ≥ 7 and q ≥ 2. Let n = 6 and (λ, j ) ∈ F × q n ⋊ Z n be chosen so that (λ, j ) 
for q > 3, the case q = 2 can be checked by GAP.
Case 2. (|x| = p)
Let : GU n (q) → PGU n (q) be the canonical homomorphism. Consider x as an element of the algebraic groupĜ = PGU n (F q ) over the algebraic closure F q of the field F q . Let s = s(x) be the codimention of maximal eigenspase of x. Thus s = n −t because x is unipotent. Therefore s ≥ n/2 by Lemma 12. So, by [4, Proposition 3.38]
and (q n − (−1) n ) 3 n 3 < |x G | holds for q ≥ 2 and n ≥ 9. For n = 8 this inequality holds for q ≥ 3, the case q = 2 can be checked by GAP. If n = 7 then (q n −(−1) n ) 3 n 3 < 1 2 q n 2 /2−1 holds for q ≥ 13, so since r = p = 7 we obtain s = 6 and by [4, Proposition 3 .38] we have (q
If n = 6 there are two possibilities: r = 3 and r = 2. Let r = 3 then s = 4 and by [4, Proposition 3 .38] we obtain (q
, where m = 1, . . . , (q 3 + 1). Thus
and we need to verify that (q 3 + 1)
holds for all q ≥ 2.
Proof. The statement follows from [7, Proposition 4.1].
Lemma 19. Let S be a Singer cycle Sin
Proof. It is well known that S is irreducible and primitive linear group. Since S is abelian, 〈g 〉 is normal in S. By Clifford's theorem we obtain that 〈g 〉 is completely reducible and
. . . . We know that S contains all scalar matrices and S ∪ {0} is closed under addition, so g − α 1 E ∈ S ∪ {0}, but this matrix is degenerative, so g − α 1 E = 0 and g is scalar. 
Proof of Theorem 5. Denote Sin
Moreover, if there are i 0 , . . . , i l such that n i j = 1; 0 ≤ j ≤ l then up to conjugation in G we can assume that {i 0 , . . . ,
(q)). So, we can define x and y as x 1 · . . . · x k−l +1 · u and y 1 · . . . · y k−l +1 respectively. Then we obtain than in g α k−l = . . . = α k .Therefore without loss of generality we can assume that there is only one Singer cycle of degree 1 and n k = 1. It is sufficient to find z ∈ G such that for every g lying in K and in H z we have
We start the proof with the case G = GL n (q). Let z be the permutation matrix (1, 2, . . . , n). If g ′ = s · ϕ 1 , s ∈ Si n n (q) then for an element g ∈ Si n n (q) we obtain
Also, g ′2 ∈ Sin n (q) but g ′2 is diagonal, so it is scalar by Lemma 19. Thus without loss of generality we can assume that if α 1 = α 2 then g ′2 = 1, so α 
Let θ be a generating element of F q 2 , consider the matrix U = θ 0 0 θ −1 . Without loss of generality we can assume that Sin
If g ′ ∈ Sin − 2 (q) then the element (1+α)(1+α)α 1 +(1−α)(1−α)α 2 = (α+α)α 1 −(α +α)α 2 must be equal to 0. The element (α + α) can not be equal to 0 because then αα = −α 2 and α 2 = 1,
then the diagonal elements of matrix g ′ are equal to 0.
Take a sum of that two equations and get 4α 1 +4α 2 = 0. So α 1 = −α 2 . Substituting this solution in the first equation of the system (3.7) we obtain that α + α = 0 but, as we already know, this is not true. Therefore the system (3.7) does not have solutions and g ′ is not an element from
The same arguments show that for all n i = 2; i = 1 . . . k α i equals α i +1 . This yields that α i = α j for all i , j = 1 . . . k, and we obtain that g is a scalar matrix. Now, let p = 2. The proof is the similar as proof when p is add with different matrix D. In this case
, where β is an element of F q 2 such that ββ = 1 (such element always exist, for example if
We still assume that Sin
From the first equation we obtain that α 2 = α 1 β q−1 and using the first equation we obtain that β q−1 = 1. That is a contradiction. The same arguments show that for all n i = 2; i = 1 . . . k α i equals α i +1 . This yields that α i = α j for all i , j = 1 . . . k, and we obtain that g is a scalar matrix.
PROOF OF THEOREM 6
Let G = GL n (q) ⋊ 〈τ〉 where q = 2 or q = 3, n is even, τ is an automorphism which acts by τ : A → (A −1 ) T for A ∈ GL n (q). Let H be the normalizer in G of subgroup P ≤ GL n (q), where P is the stabilizer of the chain of subspaces: with GL 2 (q)-boxes on the diagonal in the basis {v 1 , v 2 , . . . , v n }. Since P = N GL n (q) (P ), we obtain that H ∩GL n (q) = P. Consider the intersection
where x and y are permutation matrices corresponding to permutations (1, n)(2, n−1) . . . (n/2, n/2+ 1) and (1, 2, . . . , n) respectively. If g ∈ P ∩ P x ∩ (P ∩ P x ) y it is clear that g is diagonal. Indeed, the group P ∩ H P x stabilize subspaces 〈v n , v n−1 〉, 〈v n−2 , v n−3 〉, . . . , 〈v 2 , v 1 〉.
Meanwhile, the group (P ∩ P x ) y stabilize subspaces 〈v 1 , v n 〉, 〈v n−1 , v n−2 〉, . . . , 〈v 3 , v 2 〉.
So, GL n (q) ∩ H ∩ H x ∩ (H ∩ H x ) y stabilize 〈v i 〉 for i ∈ {1, 2, . . . , n}. Obviously, τ is not in H because it does not normalize P . Let g τ be an element of K . Then g τ have to normalize P . If P g τ = P then P g = P τ = P T , so g maps upper triangular matrix to lower triangular matrix.We know that x also maps upper triangular matrix to lower triangular matrix thus P g x = P and g x lies in N GL n (q) (P ) furthermore g x ∈ P because P is selfnomalizing in GL n (q). It means that g ∈ P x and Also g τ must normalize P ∩ P x because g τ ∈ H ∩ H x . It is easy to see that τ normalizes P ∩ P x therefore g ∈ N GL n (q) (P ∩ P x ) = GL 2 (q) ≀ S n/2 . From these and (4.1) we obtain In other words, v
