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Zusammenfassung
Es wird zunehmend die Ansicht vertreten, dass tragbare Computer und Sensoren neue Anwen-
dungen in den Bereichen Gesundheitswesen, personalisierte Fitness oder erweiterte Realita¨t
ermo¨glichen werden. Die am Ko¨rper getragenen Gera¨te sind dabei mithilfe eines Wireless
Body Area Network (WBAN) verbunden, d.h. es wird drahtlose Kommunikation statt eines
drahtgebundenen Kanals eingesetzt. Der drahtlose Kanal ist jedoch typischerweise ein eher
instabiles Kommunikationsmedium und die Einsatzbedingungen von WBANs sind besonders
schwierig: Einerseits wird die Kanalqualita¨t stark von den physischen Bewegungen der Person
beeinflusst, andererseits werden WBANs ha¨ufig in lizenzfreien Funkba¨ndern eingesetzt und sind
daher Sto¨rungen von anderen drahtlosen Gera¨ten ausgesetzt. Oft beno¨tigen WBAN Anwendun-
gen aber eine zuverla¨ssige Datenu¨bertragung.
Das erste Ziel dieser Arbeit ist es, ein besseres Versta¨ndnis dafu¨r zu schaffen, wie sich die
spezifischen Einsatzbedingungen von WBANs auf die intra-WBAN Kommunikation auswirken.
So wird zum Beispiel analysiert, welchen Einfluss die Platzierung der Gera¨te auf der Oberfla¨che
des menschlichen Ko¨rpers und die Mobilita¨t des Benutzers haben. Es wird nachgewiesen, dass
wa¨hrend regelma¨ßiger Aktivita¨ten wie Laufen die empfangene Signalsta¨rke stark schwankt,
gleichzeitig aber Signalsta¨rke-Spitzen oft einem regula¨ren Muster folgen. Außerdem wird ge-
zeigt, dass in urbanen Umgebungen die Effekte von 2.4 GHz Radio Frequency (RF) Interferenz
im Vergleich zu den Auswirkungen von fading (Schwankungen der empfangenen Signalsta¨rke)
eher gering sind. Allerdings fu¨hrt RF Interferenz dazu, dass ha¨ufiger Bu¨ndelfehler auftreten,
d.h. Fehler zeitlich korrelieren. Dies kann insbesondere in Anwendungen, die eine geringe
U¨bertragungslatenz beno¨tigen, problematisch sein.
Der zweite Teil dieser Arbeit bescha¨ftigt sich mit der Analyse von Verfahren, die poten-
tiell die Zuverla¨ssigkeit der Kommunikation in WBANs erho¨hen, ohne dass wesentlich mehr
Energie verbraucht wird. Zuna¨chst wird der Trade-off zwischen U¨bertragungslatenz und der
Zuverla¨ssigkeit der Kommunikation analysiert. Diese Analyse basiert auf einem neuen Paket-
Scheduling Algorithmus, der einen Beschleunigungssensor nutzt, um die WBAN Kommunika-
tion auf die physischen Bewegungen der Person abzustimmen. Die Analyse zeigt, dass un-
zuverla¨ssige Kommunikationsverbindungen oft zuverla¨ssig werden, wenn Pakete wa¨hrend vor-
hergesagter Signalsta¨rke-Spitzen gesendet werden. Ferner wird analysiert, inwiefern die Ro-
bustheit gegen 2.4 GHz RF Interferenz verbessert werden kann. Dazu werden zwei Verfahren
betrachtet: Ein bereits existierendes Verfahren, das periodisch einen Wechsel der U¨bertragungs-
frequenz durchfu¨hrt (channel hopping) und ein neues Verfahren, das durch RF Interferenz ent-
standene Bitfehler reparieren kann, indem der Inhalt mehrerer fehlerhafter Pakete kombiniert
iii
wird (packet combining). Eine Schlussfolgerung ist, dass Frequenzdiversita¨t zwar das Auftreten
von Bu¨ndelfehlern reduzieren kann, dass jedoch die statische Auswahl eines Kanals am oberen
Ende des 2.4 GHz Bandes ha¨ufig schon eine akzeptable Abhilfe gegen RF Interferenz darstellt.
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Abstract
There is a growing belief that wearable computers and sensors will enable new applications
in areas such as healthcare, personal fitness or augmented reality. The devices are attached
to a person and connected through a Wireless Body Area Network (WBAN), which replaces
the wires of traditional monitoring systems by wireless communication. This comes, however,
at the cost of turning a reliable communication channel into an unreliable one. The wireless
channel is typically a rather unstable medium for communication and the conditions under which
WBANs have to operate are particularly harsh: not only is the channel strongly influenced by
the movements of the person, but WBANs also often operate in unlicensed frequency bands and
may therefore be exposed to a significant amount of interference from other wireless devices.
Yet, many envisioned WBAN applications require reliable data transmission.
The goals of this thesis are twofold: first, we aim at establishing a better understanding
of how the specific WBAN operating conditions, such as node placement on the human body
surface and user mobility, impact intra-WBAN communication. We show that during periodic
activities like walking the received signal strength on an on-body communication link fluctuates
strongly, but signal strength peaks often follow a regular pattern. Furthermore, we find that in
comparison to the effects of fading 2.4 GHz Radio Frequency (RF) interference causes relatively
little packet loss — however, urban 2.4 GHz RF noise is bursty (correlated in time), which may
be problematic for applications with low latency bounds.
The second goal of this thesis is to analyze how communication reliability in WBANs can
be improved without sacrificing a significant amount of additional energy. To this end, we first
explore the trade-off between communication latency and communication reliability. This analy-
sis is based on a novel packet scheduling algorithm, which makes use of an accelerometer to
couple WBAN communication with the movement patterns of the user. The analysis shows that
unreliable links can often be made reliable if packets are transmitted at predicted signal strength
peaks. In addition, we analyze to what extent two mechanisms can improve robustness against
2.4 GHz RF interference when adopted in a WBAN context: we analyze the benefits of channel
hopping, and we examine how the packet retransmission process can be made more efficient
by using a novel packet combining algorithm that allows to repair packets corrupted by RF
interference. One of the conclusions is that while frequency agility may decrease “burstiness”
of errors the static selection of a channel at the upper end of the 2.4 GHz band often already
represents a good remedy against RF interference.
v
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Chapter 1
Introduction
The past decade has seen the rise of a technology that promises to join the physical with the
virtual world. Tiny computers with sensing capabilities are now able to collect information about
real objects with an unprecedented detail and pervasiveness. As the miniaturization of electronic
components continues and computing capacity becomes evermore cheaper we may soon see tens
of billions of these devices connected to the Internet. By interconnecting real-world sensing
with the massive computational and storage capabilities in the cloud many new possibilities will
emerge (as well as great challenges to protect our privacy): we may, for example, be able to
better understand and control the traffic on the roads, the status of equipment and industrial
machinery or the micro-climate on farms.
Connecting sensors to the Internet often involves wireless communication, because it fa-
cilitates rapid deployments even at hard-to-reach locations and enables mobile sensors. The
possibilities of mobile sensing have lately brought people and their behavior into focus. Human-
mounted sensors may, for examples, assist people in their interaction with objects, services or
persons in their environment. They also enable mobile health monitoring, which is of key impor-
tance given that population ageing, an increasing number of chronic diseases and a prevalence
of unhealthy lifestyles pose significant challenges for current and future societies [9]. The tech-
nology that is expected to pave the path towards these new possibilities are Wireless Body Area
Networks (WBANs).
1.1 Wireless Body Area Networks
A WBAN is composed of several small untethered devices, which are attached to, or even im-
planted in, the human body. Each device includes some sensor(s) that may capture physiological
parameters of the human body such as heart rate, blood pressure or Electrocardiography (ECG),
and/or characteristics of the environment such as the ambient air quality or the proximity of
certain objects. The sensor data are collected and possibly (pre)processed by a Micro-Controller
Unit (MCU). With the help of short-range wireless transmission they are then often transferred
from the sensor devices to a more capable device, a central controller such as the user’s cell
phone. There the data may be analyzed and presented to the user or transmitted via the Internet
to a remote server for storage, processing and analysis.
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WBANs are often regarded a special type of Wireless Sensor Network (WSN). WSNs also
consist of sensors that enable wireless monitoring of environmental conditions. But while “clas-
sical” WSNs are static, deployed over some geographic area, WBANs are attached to a mobile
human body. WBANs thus have the potential to facilitate the treatment of chronic diseases,
reduce visits to doctors and hospitals and to help in post-operative monitoring [1]. They may
also support elderly people in daily routines and medical conditions [10]. Other WBAN usage
scenarios go beyond personalized health-care: WBANs can monitor and support firefighters or
policemen in hazardous situations [11] as well as soldiers in the battlefield [12]; they may be
used for sports and personal fitness monitoring [13], in multimedia applications or even interact
with virtual objects in augmented reality scenarios [14].
Traditional health monitoring systems are bulky and use wired connections. Consequently
the person’s comfort and mobility are often severely constrained. WBANs enable less obtrusive
monitoring by replacing the wires by wireless communication. This, however, comes at the cost
of turning a reliable communication channel into an unreliable one: the wireless channel is an
unstable medium for communication and it becomes even more dynamic when the nodes are
mobile.
Yet, many envisioned WBAN applications require reliable data transmission. Especially
in medical applications data loss is problematic, because it may lead to wrong or late diag-
nosis [15]. The reliable delivery of data is therefore considered one major requirement for
WBANs [16, Chapter 1]. While non-functional properties such as privacy/security, standard-
compliance or scalability, may be equally important in certain application scenarios, an over-
arching requirement in WBANs is energy-efficiency: one consequence of replacing the wires
by wireless communication is that a WBAN device must have its own energy source. WBANs
are therefore typically battery-powered. In many scenarios the batteries have to last for sev-
eral weeks or months, and consequently, in addition to reliable communication, energy-efficient
operation is one major design goal.
WBAN devices therefore consist of extremely low-power hardware components. For exam-
ple, the MCU may contain only a 8- or 16-bit processor and a few kilobytes of memory. The
largest fraction of the overall energy budget is, however, usually spent by the wireless transceiver
as it typically consumes orders of magnitude more energy than the MCU. The transceiver must
therefore not only consist of extremely low-power hardware components, but communication
protocols must also use it efficiently, e.g. by shutting off the radio whenever possible. While this
is also true in other low-power wireless networks, such as “classical” WSNs, communication
in WBAN is faced with an additional characteristic: the mobility of the user, which as stated
by Dutta and Culler “invalidates many assumptions implicit in today’s low-power, static sensor
network designs” [17].
In WBANs wireless communication occurs along and through the human body, communica-
tion quality is therefore strongly influenced by the posture (changes) of the person. Furthermore,
since WBANs are mobile and often operate in unlicensed frequency bands they may temporarily
be exposed to a significant amount of interference from other co-located wireless communication
technologies. This often results in rather harsh and dynamic conditions for the WBAN commu-
nication processes. To compensate for the harsh conditions it may be tempting to simply increase
the radio’s transmission power. Unfortunately, this approach is often ill-suited for WBANs, be-
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cause higher transmission power not only results in higher energy consumption, but WBAN
devices should also “transmit lower power when possible in order to reduce interference to other
devices and systems” (IEEE 802.15.4 Standard [18, Sect. 6.9.5]). High transmission power is
also problematic, because it leads to greater absorption of electromagnetic energy by the hu-
man body, which is particularly crucial for implanted sensors. Reconciling the requirement of
reliable data transmission and low-power wireless communication under the harsh channel con-
ditions experienced in WBANs results in a set of challenges that are quite unique in comparison
to those experienced in other wireless networks.
1.2 Goals of the Thesis
WBANs are a relatively new field of research and the first commercial solutions have only re-
cently become available. In comparison to the amount of research that has been conducted in
the WSN domain, there are relatively few experimental studies investigating the characteris-
tics of wireless communication in a WBAN. Yet it is clear that the WBAN channel behaves
quite differently from a WSN channel: in a WBAN the nodes are attached to a person who
may change posture and move around in different indoor/outdoor (interference) environments,
whereas WSNs typically consist of nodes that are spread over some geographic area and remain
static once the network has been deployed. Since the conditions under which WSN and WBAN
communication protocols operate are quite different many approaches that have been developed
for WSNs may not be directly applicable in the WBAN domain. Instead, approaches that take
the specific WBAN conditions into account are expected to be more suitable.
The goals of this thesis are twofold: first, we aim at establishing a better understanding
of how the specific WBAN operating conditions, such as node placement on the human body
surface and user mobility, impact intra-WBAN communication. This analysis relates to the
intended communication among WBAN devices as well as the impact of interfering signals
from other co-located devices. The investigation is important, because the harsh and dynamic
conditions under which WBAN communication must operate are not well-understood.
The second goal of this thesis is to analyze how communication reliability in WBANs can
be improved without sacrificing a significant amount of additional energy. To this end, we
first explore the trade-off between communication latency and communication reliability. This
analysis covers a novel packet scheduling algorithm, which couples the WBAN communication
with the movement patterns of the user. Afterwards, we analyze to what extent two existing
mechanisms can improve robustness against Radio Frequency (RF) interference when adopted
in a WBAN context: we analyze the trade-offs of channel hopping, and we examine how the
packet retransmission process can be made more efficient by using a novel packet combining
algorithm that allows to repair packets corrupted by RF interference.
1.3 Contributions
Conceptually, the challenges addressed in this thesis can be mapped to the components of a well-
known communication model that describes the quality of a wireless communication link with
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its Signal to Interference plus Noise Ratio (SINR). The SINR model states that a sufficiently
high — the actual threshold depends on hardware characteristics — SINR value leads to a very
high probability of correctly detecting an incoming bit on the receiver side. Thus the SINR
directly determines the quality of a wireless communication link. The SINR consists of three
components:
SINR =
PSignal
PInterference + PNoise
(1.1)
PSignal is the power of the (intended) received signal, PInterference represents the sum of the
power of any interfering (unintended) signals and PNoise is the noise power. In wireless systems
PSignal and PInterference may fluctuate significantly, sometimes over very short time intervals.
In WBANs, however, these two parameters are generally more dynamic than in other wireless
networks due to the user’s mobility. Essentially, this thesis aims at (a) establishing a better un-
derstanding of the characteristics of PSignal and PInterference in realistic WBAN scenarios and
(b) providing an analysis of protocol mechanisms that can “improve” these parameters in order
to increase communication reliability without consuming a significant amount of additional en-
ergy. To this end the first part of this thesis concentrates on PSignal in the numerator in Eq. 1.1,
and the second part deals with the PInterference parameter in the denominator (the PNoise com-
ponent in Eq. 1.1 is not addressed in thesis, because it depends on the electronic components of
the receiver radio circuitry and is mainly influenced by thermal noise).
Signal Propagation (PSignal): We have conducted a large number of experiments with Commer-
cial-Off-The-Shelf (COTS) WBAN hardware attached to various body positions of different sub-
jects moving in realistic urban indoor and outdoor environments. Through careful experiment
design we were able to focus only on the (intended) received power of an intra-WBAN com-
munication link, i.e. only on the PSignal parameter. In line with previous work we found that
although the distances between WBAN nodes are small the wireless signal experiences severe
attenuation through the human body. We also found that changes in the posture can result in
significant fluctuations in received signal power. The main focus of our experiments, however,
is on the impact of human mobility on received signal power. To this end we equipped different
subjects with eight WBAN devices and monitored the behavior of PSignal while a subject was
walking. Our results show that the magnitude of PSignal fluctuation is rather strong and that the
received signal power exhibits correlation with the movements (step frequency) of the subject.
A major contribution of this thesis is to analyze to what extent the PSignal dynamics may be
considered in balancing communication reliability and latency. We show that by deferring com-
munication until PSignal is “stronger than average” a WBAN can indeed significantly improve
the chances of successful communication and thus increase communication reliability. However,
this approach comes at the cost of an increase in communication delay. To better understand this
trade-off we analyzed a novel packet scheduler algorithm, that adapts the WBAN communica-
tion to the movement pattern of the user. It utilizes information from motion sensors to detect
quasi-periodic user movements and applies this knowledge in the process of scheduling com-
munication. An extensive experimental evaluation involving seven different subjects shows that
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by introducing an average delay of about 0.7 s this mechanism can indeed significantly increase
intra-WBAN communication reliability while spending only little additional energy.
RF Interference (PInterference): Due to cost reasons, WBANs often operate in unlicensed
communication bands. The majority of commercial WBAN systems use the popular 2.4 GHz
band, which is also shared with, for example, Wireless Local Area Network (WLAN). One con-
sequence of using unlicensed bands is that WBANs are exposed to RF interference from other
co-located wireless technologies. Interfering signals may disturb WBAN communication and
thus degrade the reliability of the data transmission. In the WSN domain there have been several
proposals to make communication robust against RF interference [19–22]. In WBANs, however,
user mobility results in a quite different perception of RF interference, since the user often passes
by many interfering sources within short time. Unfortunately, the impact of RF interference on
WBAN communication in realistic environments is not well-understood. Therefore we have
conducted one of the first experimental studies on how urban RF interference affects WBAN
communication performance. Our results indicate that the overall impact of RF interference
on WBAN communication reliability is small, but urban RF noise is generally “bursty” (corre-
lated in time). In particular in applications with low latency bounds RF interference mitigation
techniques may therefore be advisable.
To better understand how the effects of RF interference can be mitigated we have analyzed
the applicability of two well-known techniques: packet combining and channel hopping. One
widely-used approach to increase communication reliability is to simply send an additional copy
of a packet in case the previous transmission was unsuccessful. Such retransmissions come at
the price of increased resource usage, in particular energy. In this thesis we investigate how the
retransmission process in WBANs can be improved in the presence of RF interference. To this
end we introduce and analyze a packet combining algorithm that is able to reduce the energy
consumption of the retransmission process, which in effect allows to increase reliability given
a fixed energy budget. Finally, we analyze the applicability of channel hopping in WBANs.
Channel hopping mitigates the effects of RF interference by continuously changing the com-
munication frequency. An interfering source that affects only some frequencies will thus only
temporary degrade communication performance. Channel hopping has by now been introduced
in many low-power wireless networks, although its benefits are are debatable ( [23] vs. [24]).
The topic has, however, not received much attention in the context of WBANs. The final contri-
bution of this thesis is therefore to better understand to what extent channel hopping can improve
communication reliability in WBANs.
To analyze the above-mentioned mechanisms one option is to use analytical models or net-
work simulators. A generic analytical model for WBAN communication, however, does not
exist, because WBAN operating conditions are too diverse and the model would need to take a
large number of parameters into account. Instead, sometimes empirical data is used to construct
distributions from which a simulator may perform probabilistic sampling. Unfortunately, this
implies that the simulation is not able to accurately model temporal dependencies. Our mea-
surements, however, show that when the user is mobile (walking) there is a significant amount
of temporal correlation in the PSignal and PInterference signal.
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For many years the WSN community has been acknowledging that experimental research is
of key importance when dealing with wireless communication. The construction of the many
experimental test facilities [25–28] gives evidence of this trend. These facilities have enabled
many empirical WSN studies on wireless communication [29–31] and the impact of interfer-
ence [21, 23, 24]. They have also fueled a growing consensus that wireless systems require
experimental evaluation, which has lately manifested in the trend to experimentally evaluate
WSN protocols in multiple testbeds [32–34]
In WBANs the channel conditions are often harsher than in many WSN scenarios. There-
fore, rather than relying on a particular model, the main evaluation method in this thesis is
based on experiments with real WBAN hardware involving several subjects in various realistic
indoor/outdoor environments. Furthermore, we adopt the method of “replaying” the results that
we have collected in our measurements in a simulator. The advantage is that we can repeat an
analysis under identical, realistic conditions. The disadvantage is that there are only a limited
number of simulation runs possible, because the number of experimentation scenarios is limited
(which is also the main drawback of performing experiments in the first place).
1.4 Outline
The rest of this thesis is structured as follows: first some background information on WBAN
applications and related network technologies is provided; then the scope and limitations of the
thesis are discussed; and in the following four chapters the above research questions are an-
swered, each chapter focusing on one question. The thesis completes with a conclusion chapter
that summarizes the main results and provides directions for future research. This is detailed in
the following overview:
• Chapter 2 – Background: An introduction to WBAN applications, sensors, platforms
and protocol architectures is provided. The characteristic properties of wireless on-body
communication are discussed. Recent standardization efforts such as IEEE 802.15.6,
IEEE 802.15.4e and Bluetooth low energy are introduced. Finally, our IEEE 802.15.4
Medium Access Control layer (MAC) implementation “TKN15.4” is introduced. The
latter has been published in [35–37].
• Chapter 3 – Scope of the Thesis: A motivation for the research questions addressed in
this thesis is given. The goals of this thesis are detailed and the methods of achieving them
are explained.
• Chapter 4 – The Wireless On-Body Channel During Walking: This chapter studies
the impact of human mobility on on-body communication. Results from an experimental
study involving eight different node positions and five different subjects are compared.
Parts of this work have been published in [38].
• Chapter 5 – Opportunistic Packet Scheduling: Based on the finding in the previous
chapter a packet scheduling algorithm is proposed that exploits periodic mobility for on-
body communication. The algorithm utilizes the output from motion sensors to schedule
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communication events. It also optimizes channel access by computing non-overlapping
schedules using a linear programming technique. The chapter includes an extensive ex-
perimental performance evaluation of the proposed solution. The algorithms presented
in this chapter have previously been published in [38] and the initial idea was introduced
in [39].
• Chapter 6 – The Impact of External RF Interference on On-Body Communication:
In this chapter we report on an extensive measurement study that captured urban 2.4 GHz
RF noise in several different realistic environments. We also analyze the impact of con-
trolled as well as uncontrolled urban RF interference on an WBAN communication link.
Parts of this work have been published in [40] and [41].
• Chapter 7 – RF Interference Mitigation: Based on the findings in the previous chapter
two interference mitigation strategies are investigated in this chapter. First, the potential
benefits of channel hopping are evaluated via a trace-driven simulation, which involves a
large dataset of urban RF noise measurements. Second, we investigate how a receiver can
detect RF interference during packet reception and by closely monitoring received signal
strength estimate the bit error positions in corrupt packets. We propose a packet combining
extension to the IEEE 802.15.4 MAC that retransmits only corrupted bits to save energy
and communication bandwidth. Parts of this work have been published in [42].
• Chapter 8 – Conclusions: The thesis is concluded by a short review of the proposed
solutions and a summary of the major contributions. In addition, directions for future
research are provided.
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Chapter 2
Background
This chapter provides background information that facilitates the understanding of the following
chapters. We start with an overview of WBAN applications and sensors and report on current
WBAN hardware platforms and protocol architectures. Afterwards we review the characteris-
tics of wireless on-body communication and discuss current WBAN channel models. The last
part of this chapter is dedicated to WBAN communication protocols with a particular focus
on recent standardization efforts such as IEEE 802.15.6, IEEE 802.15.4e and Bluetooth Low
Energy (BLE).
2.1 Wireless Body Area Networks
WBAN applications allow to measure physiological parameters of the human body. This makes
it possible to assess the general health situation or monitor special medical conditions; to under-
stand body reactions during sports and personal fitness activities; or to monitor the body status
in hazardous situations. WBAN applications may also involve monitoring the behavior or lo-
cation of a person, for example, to assist the person in his/her activities and daily routines; and
WBANs can monitor the person’s immediate environment to identify certain interesting events
(or threats) or to assist the person in his/her interaction with the environment. In order to under-
stand what amount of data WBAN applications produce and, correspondingly, what traffic rates
the communication processes must support the following sections review representative WBAN
applications and give an overview of the sensors that these applications use. By analyzing the
typical sampling rates and precision of sensor data types we derive the data rates that these appli-
cations produce. Afterwards we report on current WBAN platforms and protocol architectures
to contrast the data rates with the capabilities of current systems.
2.1.1 Applications
WBAN application scenarios can be classified into medical, assisted living, personal fitness, dis-
aster relief and augmented reality scenarios, although a single application may belong in multi-
ple categories. While some (medical or sports) applications are already available in commercial
products today, many of the applications described below are in research/prototype stadium.
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WBAN medical applications, are often categorized into clinical and at home (or outdoor)
scenarios. Applications belonging to the first category assist in the monitoring of patients in
hospitals in order to detect deterioration of their health status. Such checks are currently often
performed manually by medical personnel and WBAN are envisioned to greatly facilitate tasks
such as postoperative nursing care. For example, critical events in hospitals that require to dis-
place a patient after operation to intensive care are rare, but when they occur they are typically
preceded by changes in vital signs that can be observed several hours earlier [43]. A WBAN can
be used to monitor body parameters such as heart rate, ECG or blood oxygen saturation levels to
detect deteriorations in advance. Several WBAN prototypes have been deployed in hospital sce-
narios in the past [44–46] and these pilot studies clearly indicated the benefits of using WBANs
for real-time monitoring in clinical settings.Medical applications are also used in the context of
home care or outdoor mobile monitoring. One application is continuous cardiac monitoring for
high risk patients. For example, Zhou et al. [47] have developed a WBAN system that allows
real-time continuous ECG monitoring. Their system uses a 4-lead ECG and is capable of car-
diac arrhythmia detection. The data are transmitted wirelessly to a local server (laptop or mobile
phone) and/or forwarded to a remote server for inspection by medical personnel. Other medical
applications are a seizure monitor for Epilepsy patients [48], estimation of the motor complica-
tions in patients with Parkinson’s disease [49] or the detection of walking gait impairment with
an accelerometer to identify injuries after surgery [50].
There are also several applications envisioned to support (elderly) people in their daily rou-
tines. These assisted living applications aim at improving personal safety and social contact or
increasing the independence of elderly people. For example, mobility may be used as an indica-
tor of the activity and health status of an elderly person. Woods et al. have proposed a system
that uses motion sensors to monitor the behavior of a person [51]. Their system exploits the
fact that most people have behavioral trends that follow a 24 h cycle. Whenever the person’s
behavior deviates from this rhythmic behavioral pattern, the system detects these changes, and
may generate an appropriate alarm to caregivers. A similar system is proposed by Fernandez et
al. [52], which additionally includes environmental sensors, such as magnetometers that detect
opening of doors. Motion sensors are also used for wearable sports and personal fitness appli-
cations, which have lately received increasing attention from industry. These applications allow
to monitor the status of the body during workout with the help of, for example, heart-rate belts
or pedometers.
WBANs are also envisioned to help in hazardous situations or mass casualty events. For
example, Wilson et al. have developed a system to support firefighters involved in industrial
firefighting and emergency response scenarios [11]. With their system temperature, smoke, and
carbon monoxide may be monitored to identify dangerous situations. Sensor nodes are also
used to localize people and find safe routes. To this end they are either pre-installed inside the
building, or firefighters drop sensor nodes “as they go, creating a smart breadcrumb trail that can
be followed to escape danger zones” [11]. George at al. proposed a similar disaster response
system that includes audio sensors to reconstruct audio signals, such as human voice, using a
distributed low-frequency sampling approach [53]. Yet another set of WBAN applications is
related to military scenarios: by providing remote real-time access to physiological data and
enabling faster assessment of medical conditions WBANs can help to support soldiers in the
10
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Sensor Sampling rate (Hz) Precision (bits) Data rate (bps)
ECG (6 leads) 1000 12 72000
EEG (12 leads) 350 12 50000
EMG 20000 16 320000
Heart rate 4 12 48
Body temperature 15 8 120
Blood oxygen saturation 1 12 12
Galvanic skin response 32 12 384
Blood pressure 100 12 1200
Blood glucose 0.003 12 0.04
Accelerometer 20 12 240
Gyroscope 20 12 240
Magnetometer 5 12 60
Air quality (ozone) 0.2 12 2.4
Table 2.1: Characteristics of common WBAN sensors, sources: [1–7].
battlefield [12] or categorize injured soldiers by urgency [54].
Finally, Barrie et al. describe how they use WBANs as an interface for interaction with
the environment [14]. They use body motion sensors to identify user gestures and map them to
certain pre-defined commands, such as regulating the volume of an audio player. They also en-
vision scenarios that realize mixed reality situations for gaming or human-to-human interaction.
Closely connected to this topic is the area of location-based services, which have lately gained
increasing popularity: these services identify the geographic location of a person and help to
discover persons or objects in the environment. For example, theses services may help to find
a nearby Automated Teller Machine (ATM) or restaurants but also request assistance in case of
an medical condition. Currently these services use mobile phones equipped with Global Posi-
tioning System (GPS), however, WBANs may also support similar applications in an Ad-Hoc
fashion.
2.1.2 Sensors
WBAN sensors measure a physical quantity and convert it into a signal that can be processed
by the WBAN node, typically involving an Analog-to-Digital Converter (ADC). In this section
we give an overview of sensors that are commonly used in WBAN applications. Since the focus
of this thesis is on WBAN communication we concentrate on the involved sampling and data
rates, because they define the communication traffic. This information is also summarized in
Table 2.1.
ECG sensors measure the electrical activity of the of the heart. This allows to determine
the rate and regularity of heartbeats and thus diagnose heart abnormalities. The amount of ECG
electrodes involved may vary, for example, there are 3-lead, 5-lead or 12-lead ECGs. ECG data
rates are comparably high, because the signal bandwidth is rather large and data are captured on
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multiple electrodes in parallel. Electroencephalography (EEG) sensors measure the electrical
activity of the brain. Typically electrodes are placed on a person’s scalp at distinct locations.
EEG can, for example, be used to determine the epileptic activity of a person. Similar to ECG
sensors, EEG sensors result in a high data rate, because multiple electrodes are involved, but
signal bandwidth is typically lower than for ECG. Electromyography (EMG) sensors measure
the electrical activity of muscles. EMG is used to analyze movements, muscle activation level
and medical abnormalities. EMG helps to detect neuromuscular diseases and disorders of motor
control. The data rates are high, because the signal bandwidth can be up to 10 kHz [1].
Heart rate may be monitored to determine medical conditions, i.e. abnormalities such as
unnaturally fast or slow heart rate or rhythmic deviation. It is typically measured in beats per
minute. Heart rate monitoring does not involve high data rates, because sampling once every
few seconds is sufficient. Body temperature can be analyzed to detect a possible medical condi-
tion. Lately thermometers that measure the temperature near the eardrum have become popular,
because this point reflects the body core temperature very well. Measuring body temperature
involves rather low data rates and WBAN temperature sensors may be small and inexpensive.
Blood pressure is a principal vital sign that describes the systemic arterial pressure and is typ-
ically measured at a person’s upper arm. Abnormal blood pressure can indicate the risk of
cardiovascular disease, often the heart’s output or the blood vessels’ resistance. The involved
data rates may be several hundred bits per second.
Blood oxygen saturation (SpO2) is related to hemoglobin, which is the protein in the blood
that can carry oxygen. SpO2 describes the ratio of hemoglobin that is saturated with oxygen to
unsaturated hemoglobin. Pulse oximetry is the method that allows determining SpO2, for exam-
ple by measuring the amount of light that is absorbed at translucent part of the body during the
cardiac cycle. Pulse oximetry is part of standard monitoring during intensive care, but nowadays
also used during mountain climbing or aviation to detect altitude sickness. The data rate is very
low, because signal bandwidth is rather small. Galvanic Skin Response (GSR) sensors measure
the electrical conductance of the skin, which is influenced by moisture level (sweat). Because
sweat glands are controlled by the sympathetic nervous system, GSR sensors may be used de-
termine psychological or physiological arousal. Significant changes of GSR may be expected
on the order of hundreds of milliseconds, therefore data rates are low. Blood glucose monitoring
is particularly important for people affected by diabetes mellitus. Typically access to blood is
required, but new technologies based on ultrasound or dielectric spectroscopy could enable non-
invasive long-term monitoring. Taking a sample every few minutes is more than sufficient, thus
the data rates for measuring blood glucose are low.
Motion sensors are common in many WBAN applications. An accelerometer can be used
to measure acceleration of body parts, which may be used to identify a movement pattern or
body posture. Accelerometers are low-cost and have a small form-factor, therefore tri-axial
accelerometers are often integrated in many WBAN platforms. Gyroscopes measure orientation
and rotation and allow a more accurate recognition of movement within a 3D space. Finally,
magnetometer may also be used to measure orientation relative to the earth surface. When
(only) human mobility is involved the signal of motion sensors typically has a bandwidth of
not much more than 20 Hz. Air quality sensing with WBANs has lately attracted increased
attention. Air pollution is a serious health problem in many urban areas, especially in developing
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Figure 2.1: Functional decomposition of a WBAN node architecture.
countries. Traditionally, air quality is measured with stationary units, but recently integration of
small air quality sensors into cell phones or WBAN nodes has been suggested by the research
community [7, 55, 56]. Air quality sensors may, for example, measure the exposure to carbon
monoxide (CO), nitrogen dioxide (NO2), or ozone (O3). A sampling interval of 5 seconds is
sufficient [7], therefore the resulting data rates are rather low.
The typical sampling and data rates are summarized in Table 2.1. Note, however, that these
values may differ depending on how that data are actually used by the application. For example,
an ECG sensor must be sampled with 1000 Hz to measure heart rate variability only in certain
risk situations (e.g. after heart transplant), but for healthy persons a sampling rate of 125 Hz
is usually sufficient [57]. Similarly, if only the envelope of an EMG signal is required, then a
sampling rate of 100 Hz is sufficient [58].
With respect to latency medical monitoring applications have rather diverse requirements:
the acceptable time between collection and processing/visualization of data may span from
50 ms for capsule endoscopes [59] over 500 ms for ECG sampling [60] to several minutes for
blood glucose monitoring [61]. For vital signs (temperature, blood pressure, pulse or respi-
ratory rate) several tens of seconds up to minutes may suffice [46]. However, in general the
quality of the medical care delivery is expected to improve as vital signs can be monitored in
real-time [62, 63].
Table 2.1 allows to draw an interesting conclusion: there is a small number of sensors/applications
that require very high sampling and data rates (ECG, EEG and EMG) while the other sensors
produce data on the order of 100 byte or less per second. The latter is true, for example, for the
collection of vital signs which is in general satisfied with low data rates [46]. The corresponding
traffic rates are therefore low enough to be supported by current WBAN platforms as explained
in the following section.
2.1.3 Hardware Platforms
WBAN platforms may be composed of COTS components or based on a custom design. The
first approach has the advantage that development of the platforms is relatively fast and cheap.
Custom designs take longer to develop but can be tailored to the application thus often have a
more convenient form factor and lower power consumption. The majority of WBAN devices are
composed of the five functional parts depicted in Fig. 2.1. The core component is a processing
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element, which is powered by an energy source — typically a battery1 — and interfaces to
the sensors, for example, via an ADC. The processing element may be a low-power power
MCU, such as the 16-bit TI MSP430 [65], that is capable of performing basic data processing
at a few MHz of processing frequency. The processing element is also connected to a wireless
communication device, the wireless transceiver. The transceiver (or “radio”) is used to transmit
or receive data in the WBAN. In certain WBAN applications the radio may not be fast enough to
transmit all data while they are being collected. In this case some data may need to be stored on
persistent storage, for example on the Flash memory of a micro Secure Digital (SD) card. Even
if all data are transmitted over the radio, applications may keep a backup on the local storage
element of a node.
When developing a WBAN hardware platform one design goal is to minimize its power
consumption in order to maximize the lifetime of the application. The hardware modules on a
WBAN platform consume different amounts of power. For example, Table 2.2 provides some
information for the modules on the Shimmer2r [8] platform, which is a representative WBAN
platform described in more detail below. It can be seen that the MCU typically consumes con-
siderably less power than the radio chip and therefore efficient wireless communication is an
important requirement in WBAN. Storing data on an external SD card may also consume a sig-
nificant amount of power, possibly more than transmitting the data via the radio. The table also
shows that the power consumption of WBAN sensors may differ by several orders of magnitude.
However, the information provided in the table has to be interpreted in light of the fact that in
practice most components will be duty-cycled. Therefore a component’s startup time as well as
the conversion time for sensor readings must be considered as well, when assessing the power
consumption of a WBAN platform.
Various WBAN hardware platforms have been developed by the research community and
recently the first WBAN devices have also become available commercially. Furthermore, in
many academic studies multi-purpose sensor nodes, such as the popular Telos [66], have been
used as WBAN platform. Except for the medical sensors a “multi-purpose” platform like Telos
often consist of similar hardware components as COTS WBAN nodes and it often also allows to
attach additional hardware. For example, the Telos node has a 10-pin expansion connector which
has been used to connect an ECG board and other medical sensor boards [67]. In the following
we will first describe the platforms that have been used to evaluate some of the aspects described
in this thesis; afterwards we will provide an overview of some alternative WBAN platforms.
The majority of experiments performed within the scope of this thesis involved a popu-
lar and representative WBAN platform: Shimmer2 [8]. A small number of experiments were
also conducted with the more generic WSN platform Telos [66]. The two platforms are in
fact quite similar as they use the same MCU and radio. The MCU is a Texas Instruments
MSP430F1611 [68], which belongs to the MSP430 family of MCUs. MSP430 MCUs are
specifically designed for ultra-low-power applications and incorporate a 16-bit Reduced Instruc-
tion Set Computing (RISC) Central Processing Unit (CPU), peripherals and a clock system.
The MSP430F1611 has 48 KB Flash, 10 KB of Random-Access Memory (RAM) and a flexible
clock system sourced by an internal Digitally Controlled Oscillator (DCO) and/or two external
1Although lately the topic of energy harvesting has received an increasing interest in the research community [64],
the vast majority of current WBAN platforms relies on batteries as an energy source.
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Hardware Operating Sleep MCU
component current (mA) current (mA) interface
MCU (MSP430F1611) @ 8 MHz 5 0.02 -
IEEE 802.15.4 Radio (CC2420) 20 < 0.03 SPI
Bluetooth Radio (RN-42) 45 − SPI
SD card 47 0.15 SPI
Magnetometer 0.8 < 0.05 ADC
Accelerometer 0.5 0.003 ADC
ECG (3-lead) 0.18 − ADC
EMG (2-lead) 0.18 − ADC
GPS < 48 0.015 I2C
GSR 0.06 − ADC
Barometric pressure 0.7 0.0001 I2C
Table 2.2: Current consumption of Shimmer2r hardware components at regulated voltage of
3 V, source: Shimmer [8] datasheets.
oscillators. It also contains a 12-bit ADC, two independent timers and two Universal Asyn-
chronous Receiver/Transmitters (USARTs). Both, Telos and Shimmer2, are equipped with the
IEEE 802.15.4-compliant Texas Instruments CC2420 wireless transceiver [69]. The CC2420
operates in the 2.4 GHz Industrial Scientific and Medical (ISM) band, it uses Offset Quadrature
Phase-Shift Keying (O-QPSK) modulation and has a data rate of 250 kbps. A detailed overview
of the IEEE 802.15.4 standard [18] is provided below in Section 2.3.2. The Telos platform is
available in different variants. The variant used for this thesis (Tmote Sky) allows to run the
CPU clock at 8 MHz. It includes a temperature, light and humidity sensor and has an additional
external Flash memory of 1 MB capacity. Like all Telos platforms the Tmote Sky has a MSP430
MCU, CC2420 radio and is powered by a pair of AA batteries.
Like the Telos platform, Shimmer2 integrates the Texas Instruments MSP430 MCU and the
CC2420 transceiver [69]. However, its form factor, enclosure and the availability of various
medical sensorboards make the Shimmer platform a more suitable WBAN platform. The Shim-
mer2 platform also incorporates a Bluetooth radio, which can be used as an alternative to the
IEEE 802.15.4 radio. In addition, each Shimmer2 node has an integrated 3-axis accelerometer
(Freescale MMA7260Q [70]), which can, for example, be used to detect posture changes of the
person monitored by the WBAN. Shimmer also provides a micro SD card slot and in our experi-
ments each Shimmer2 nodes is always equipped with a 2 GB micro SD card, which is sufficient
to store any traces that we collect during any of our measurements. The additional sensorboards
that can be plugged into the Shimmer2 platform are ECG, EMG, GSR, magnetometer or GPS
boards. The Shimmer2r is powered by a 450 mAh rechargeable Li-ion battery.
The research community has developed several other WBAN hardware platforms. Like
the Telos platform the so-called BSN (Body Sensor Network) platform, designed by Lo and
Yang [71], uses an MSP430 MCU and a CC2420 Radio. It can be extended by ECG and SpO2
sensorboards and has an on-board Flash memory with a capacity of 512 KB. The Eco node
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developed by Park et al. is a wearable ECG platform [72], which is composed of sensors that do
not require direct contact to the skin. The platform is based on a Nordic VLSI nRF24E1 chip
which integrates a 2.4 GHz RF transceiver core with a data rate of 250 kbps and a 8-bit 8051-
compatible CPU. The MITes (MIT Environmental Sensors) platform developed a few years
earlier at Massachusetts Institute of Technology (MIT) uses the same nRF24E1 chip [73]. MITes
includes an accelerometer and is designed to monitor people’s interaction with objects in the
environment. The Berkeley Tricorder [74] is a WBAN platform that is intended for ambulatory
health monitoring. It allows to measure ECG, EMG, SpO2, Respiration, and motion. Like
the Shimmer2 platform the Berkeley Tricorder is equipped with an MSP430 MCU and can store
data on an micro SD card. The Berkeley Tricorder transmits data via a Bluetooth radio. The Epic
family designed by Dutta et al. allows to decompose sensor network platforms into “modules”,
which consist of one or more packaged Integrated Circuits (ICs), and “carriers” that connect
modules with application-specific sensors [75]. Epic has been used to create badges that allow
to people to collect and analyze environmental data with the help of air quality sensors; Epic has
also been used to create a platform that can be used for motion detection. The Epic core module
is built on a MSP430 MCU and CC2420 radio. The examples given so far indicates that WBAN
research platforms typically include either a IEEE 802.15.4 or Bluetooth radio and a low-power
MCU, and that the combination MSP430 MCU and CC2420 radio seems to be wide-spread. An
more thorough overview of platforms is provided in [16, Chapter 6] and [15, Appendix A].
Some of the described platforms (for example, Shimmer2, Telos or Epic) are commercially
available, but primarily target the research community. There exist a few commercial wireless
systems that are intended for operation in hospital: the Welch Allyn Micropaq device [76] inte-
grates wireless ECG or SpO2 sensors that communicate via WLAN with a central monitoring
station. The system logs data and provides an audible alarm when it detects a deterioration in
patient or equipment conditions (such as low battery status). The company also provides an
ECG monitor that uses Bluetooth communication. Corventis is a company that has developed
a wireless device to monitor heart rate (variability), respiration, posture and ECG [77]. The
device is small and can be attached to the body like a plaster. Data is transmitted to a central
station using a proprietary communication protocol. In the domain of sports and personal fitness
lately body-worn pulse and heart rate wireless monitoring devices have become available com-
mercially. These devices may communicate via with a user’s mobile phone or wrist-worn watch
via Bluetooth [78] or the ANT+ protocol designed for fitness applications [79]. While “clas-
sical” Bluetooth may often consume a significant amount of energy (c.f. Table 2.2), BLE is a
promising new radio technology whose power consumption is comparable to IEEE 802.15.4 (see
Sect. 2.3.2). Unfortunately, so far there exist no WBAN platforms that use BLE communication.
A comparison of WBAN sensor sampling rates and the capabilities of current WBAN plat-
forms allows to draw the conclusion that the data rates of current low-power radios (around
250 kbps with IEEE 802.15.4 and Bluetooth low energy) are suitable to support the majority of
sensors (at least 10 out of 13 sensors shown in Table 2.1). In these applications a node is expected
to transmit on average no more 150 byte of data per second (c.f. blood pressure monitoring in
Table 2.1). Applications that involve high-frequency sampling (ECG, EEG and EMG) require
faster radios — in this case “classical” Bluetooth may be an option as it provides a data rate of
1 Mbps (which can in Bluetooth 3.0 + HS (High Speed) even be extended up to 24 Mbps). In
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Figure 2.2: WBAN network topologies.
this thesis, however, we concentrate on applications with low data rate of no more than 150 byte
per second. For these applications the data rates provided by IEEE 802.15.4 or Bluetooth low
energy are sufficient.
2.1.4 Topologies and Protocol Architectures
WBAN communication can be classified into on-body and off-body communication. On-body
communication refers to communication among nodes attached to the (same) human body and
is also called intra-WBAN communication. When a body-worn node exchanges data with a
communication peer in the environment, for example, a stationary gateway, this is referred to
as off-body (or extra-WBAN) communication. Communication among two WBAN nodes at-
tached to different persons is a special case of off-body communication sometimes referred to
as body-to-body communication. When a WBAN enables both, off-body and on-body com-
munication, different communication technologies may be involved, for example, intra-WBAN
communication may be based on IEEE 802.15.4 while off-body communication may involve
cellular networks [80]. In the following we concentrate on on-body communication, because it
is the type of communication that we focus on the remaining chapters of this thesis.
WBAN on-body communication is often realized as a logical star: among the N nodes in
the network there exists one special node referred to as “coordinator” (or “hub” or “controller”),
with whom the remaining N-1 devices may communicate. Direct communication among the
remaining N-1 devices does not occur, even though it may physically be possible. Sometimes a
star topology is augmented with relayer nodes, which are capable of forwarding a packet to the
coordinator on behalf of the relayed node. When there is a maximum of one relayer involved
between a device and a coordinator then the topology is sometimes called a “two-hop extended
star topology” (IEEE 802.15.6 standard [81]). When two or more intermediate nodes are chained
such that a packet may travel more than two hops to reach the destination the network forms a
multihop topology.2 A multihop network may enable peer-to-peer communication among the
2The distinction between a star topology extended by relaying capabilities and a multihop network is fuzzy —
conceptually the first is realized in the link layer and the latter in the network layer.
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Architecture On-body Off-body Body-to-body
communication communication communication?
MobiHealth [80] IEEE 802.15.4 or BT 3G no
CodeBlue [85] IEEE 802.15.4 IEEE 802.15.4 + MultiHop yes
WHMS [83] IEEE 802.15.4 or BT 3G or WLAN no
SMART [44] - IEEE 802.11 no
ALARM-NET [86] IEEE 802.15.4 IEEE 802.15.4 + MultiHop no
MEDiSN [45] - IEEE 802.15.4 + CTP no
Table 2.3: WBAN architectures (research prototypes).
devices. The described topologies are visualized in Figure 2.2.
The selection of the network topology has implications for the protocol architecture. For ex-
ample, in a network that realizes a star topology the physical and data link layer are required, but
a routing protocol does not have to be present. This is also true for a two-hop extended star topol-
ogy using relayers, because the relaying functionality is part of the link layer [81]. While there
seems to be an agreement that (extended) star topology is a “common choice” [82] in WBANs
(e.g. [83, 84]) there currently exists no well-established protocol architecture for WBANs. The
lower two layers of the Open Systems Interconnection (OSI) reference model (Data Link and
Physical layer) are typically realized by one of three IEEE 802.15 standards. IEEE 802 describes
a set of communication standards for personal, local and metropolitan area networks, which all
cover the Physical Layer (PHY) and MAC layer. The IEEE 802.15 standards target Wireless
Personal Area Networks (WPAN), and the most relevant standards for WBAN communication
are IEEE 802.15.1 (Bluetooth), IEEE 802.15.4 and IEEE 802.15.6. Section 2.3.2 provides an
overview of these standards.
Above the link layer a common protocol architecture for WBANs is not yet well-established.
There have been proposals for dedicated WBAN network layer protocols [87] or the adoption of
existing WSN protocols such as ZigBee [88]. The protocol architecture may also involve mid-
dleware that provides additional services to the application, e.g. definition and serialization of
data structures as well as providing services that allow the application to communicate using the
published/subscribe interaction pattern [85]. Several research projects such as MobiHealth [80],
CodeBlue [85], Wearable Health Monitoring Systems (WHMS) [83], ALARM-NET [86] or
MEDiSN [45] have developed their own WBAN protocol architectures, which are typically
adapted to a particular usage scenarios (a comparison is shown in Table 2.3).
In the WSN domain during the past years there has been a growing trend towards enabling
Internet Protocol (IP)-connectivity [89], which allows to establish interoperability with a large
number of other devices and to leverage many existing tools and protocols. The author of this
thesis expects that the same trend will catch on in the WBAN domain. To this end WBANs may
implement the IPv6 over Low power WPAN (6LoWPAN) protocol [90], which is an adapta-
tion layer that can be used to transmit Internet Protocol version 6 (IPv6) packets over 802.15.4
links. One possible alternative for the upper layers is the Internet Engineering Task Force (IETF)
Constrained Application Protocol (CoAP) [91] on top of the of User Datagram Protocol (UDP).
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CoAP implements an interaction model similar to the client/server model of Hyper Text Trans-
fer Protocol (HTTP), but it interchanges messages asynchronously over unreliable UDP rather
than Transmission Control Protocol (TCP). Its low overhead makes it very useful for Machine
to Machine (M2M) communication. For example, Jacobsen et al. have proposed such a CoAP-
and IP-based protocol architecture for the WBAN domain [92]. Figure 2.3 visualizes such a
generic protocol architecture.
2.2 Wireless On-Body Communication
The previous Section 2.1.4 introduced the concepts of on-body, off-body and body-to-body com-
munication. In the following we provide a more detailed description of the wireless on-body
channel. We first discuss the frequency bands available for WBAN communication, then we
provide a brief revision of the wireless propagation mechanisms and finally we focus on the
particular characteristics of the wireless on-body channel and corresponding channel models.
There exist several books on wireless communication, the following overview in Section 2.2.2
is based on the book by Rappaport [93], whenever no other reference is given. Therefore, for
detailed information please refer to the original book. Note also that in the following we restrict
ourselves to an explanation of the propagation channel, which means that impact of antennas or
RF circuits are ignored.
2.2.1 Frequency Bands
The electromagnetic spectrum is a limited resource, at least the portion that is practically en-
visioned for WBAN communication (up to 60 GHz [94, 95]). The national regulation agencies
(in Germany: “Bundesnetzagentur”, in US: U.S. Federal Communications Commission (FCC).)
manage the frequency allocation and spectrum usage. The vast majority of the radio spectrum is
reserved, e.g. for military or public safety, or sold/leased to a specific user. Only a small portion
is unlicensed, also called license-free, spectrum. For the unlicensed spectrum, users do not have
to apply individually, instead anyone can use it under certain conditions related to, for exam-
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ple, maximum output power, use of spread spectrum techniques or duty cycles.3 Because they
are often shared by many users and technologies the main disadvantage of license-free bands is
that there may be RF interference deteriorating the communication quality. An exclusive user
of a licensed bands does not have (or can control) this problem with proper frequency planning.
However, the exclusive acquisition of licensed spectrum can be quite costly and time-consuming.
On the other hand, there exist licensed bands that are available for certain users or applica-
tions, sometimes for only a small registration fee. For example, the FCC has recently opened
the 2360− 2400 MHz band for medical WBANs, which are defined as “medical body-worn de-
vices all of which transmit or receive non-voice data or related device control commands for the
purpose of measuring and recording physiological parameters and other patient information or
performing diagnostic or therapeutic functions via radiated bi- or unidirectional electromagnetic
signals” [96]. However, as this spectrum was previously assigned to the aeronautics industry,
medical WBANs may only use it on a secondary basis. This means they not only have to accept
RF interference from the primary users (commercial test pilots), but are also responsible to not
cause any interference to the primary. As this example shows, some licensed bands are therefore
not exclusive; but since the pool of users is typically smaller than in unlicensed bands, these
bands are still quite attractive. One may therefore classify RF bands in:
1. licensed: (a) the band can be used exclusively by a certain user who has purchased/leased
it from the national agency; (b) the band may be used by a certain group of users under
certain conditions after authorization (e.g. registration for a nominal fee) at the national
agency.
2. unlicensed: the band can be used by anyone with certified equipment and under certain
conditions (but without prior registration)
A frequency band that is licensed in one country may be unlicensed in another and therefore
practically only a small number of unlicensed bands are available world-wide. For mobile net-
works, such as WBAN, that may be “traveling” through different regulatory domains this may
pose a problem.
Licensed Bands
Table 2.4 lists some licensed frequency bands that may be used by medical WBAN applications.
The Medical Implant Communication Service (MICS) allows communication with electronic
implants, for example, pacemakers. The amount of radiated energy is very low (Equivalent
Isotropically Radiated Power (EIRP) of 25µW) and the bandwidth of a channel is rather small
(the maximum usable bandwidth is 300 kHz). The majority of WBAN applications described in
Section 2.1.1 use non-invasive sensors, and will thus not be able to communicate in MICS bands.
The MICS band are the core of the Medical Device Radiocommunications Service (MedRadio)
bands, which specifies further “wing” bands as additional adjacent spectrum (401-402 MHz and
405-406 MHz).
3Unlicensed bands are not unregulated: the transceivers must have been certified by the appropriate regulatory
authorities.
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Band Frequency range (MHz)4 Availability Application example
MICS 402-405 world-wide medical implants
WMTS 608-614, 1395-1400, 1427-1432 US respiration monitoring
MBAN 2360 - 2400 US ECG monitoring
Table 2.4: Licensed bands for medical applications.
The Wireless Medical Telemetry Service (WMTS) bands are reserved for medical teleme-
try devices. The bands were allocated in the year 2000 by the FCC in response to a more
intensive use of certain television channels, which had until then been used by medical wire-
less telemetry on a secondary basis. The WMTS bands are divided in three separate blocks
and available only in the US. Some of these frequencies are shared with other users, and on
some frequencies the WBAN has to operate on secondary basis (which may even change from
city to city). The allocation of WMTS bands has been criticized, because the total bandwidth
is rather small (13 MHz) and not contiguous, and bands partially suffer from (legal) adjacent
channel interference. In practice, rather than using WMTS devices, several hospitals have been
using IEEE 802.11 networks for healthcare applications, some people claiming these networks
already meet the requirements for supporting life-critical applications [97].
In late 2012 the FCC allocated a new band (Medical Body Area Network (MBAN)) that
allows medical WBANs (as defined above) to operate in the 2360-2400 MHz band. Most of the
spectrum, however, overlaps with spectrum allocated for the aeronautics industry and MBANs
have to operate on secondary basis. Healthcare providers will have to register their equipment
at FCC (this process is envisioned to start around mid-2013). Currently the MBAN band is
only available in the US, but the European Telecommunications Standards Institute (ETSI)) is
considering to suggest adopting it in Europe [98]. However, there exist certain disadvantages
of using MBAN bands for WBAN application, which we discuss below, after introducing the
unlicensed bands.
Unlicensed Bands
Several unlicensed bands may be used for WBAN communication. An overview of the most
common bands is provided in Table 2.5. Although they are available world-wide the 13,56 MHz,
27 MHz and 40.6 MHz ISM bands will likely not be attractive for most WBAN applications due
to their limited available bandwidth. The 433 MHz ISM is available world-wide, has sufficient
bandwidth to achieve data rates of up to 200 kbps [99] and good signal propagation characteris-
tics due the comparably low frequency. For example, free-space path loss at 433 MHz is about
15 dB smaller than at 2.4 GHz (Eq.2.1). On the other hand, the 433 MHz band may require
large antennas (a 1/4 wavelength monopole antenna would be 16 cm long); furthermore, the
band may already be quite crowded in some areas due to recent standardization efforts such as
DASH7 [99]. A successful pilot study with 433 MHz transceivers attached to human body have
4Note that for bands that are available “world-wide”, the frequency range may differ by country and the table
shows the German frequency range.
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Frequency range (MHz)4 Availability Technology example
13.553−13.567 world-wide Radio-Frequency Identification (RFID)
26.957−27.283 world-wide babyphones
40.66−40.70 world-wide wireless remote controls
433.05−434.79 world-wide DASH7 [99] devices
868−8705 EU wireless thermometer
902−928 US remote metering
2400−2483.5 world-wide WLAN, IEEE 802.15.4
5725−5875 world-wide WLAN
6000−85006 world-wide UWB
Table 2.5: Unlicensed communication bands.
been reported by Kim et al. [100].
The 915 MHz and 868 MHz ISM band offer several megahertz of bandwidth and the an-
tenna sizes are acceptable for many WBAN applications. Low-power transceiver modules are
available commercially and signal propagation characteristics are quite good. A drawback of the
868 MHz band is its fragmentation into several small sub-bands, which have different restric-
tions regarding transmit duty cycle or operating modes. The main disadvantage, however, is that
the bands are not available world-wide: the 868 MHz band is not unlicensed in the US, while
915 MHz may not be used without license in the Europe. For WBAN applications that target a
specific location (e.g. hospital), this is unproblematic; however, applications with unrestricted
user mobility would be unfeasible in practice.
The 2.4 GHz ISM band is available world-wide and offers a contiguous bandwidth of more
than 80 MHz. Antennas can be very small and the regulatory restrictions with respect to output
power are more relaxed than in the sub-GHz bands. However, body shadowing may become a
problem, because in the 2.4 GHz band path-loss is more pronounced than in the 868/915 MHz
bands (c.f. also Section 2.2.3). Furthermore, the 2.4 GHz band is shared with several other
wireless technologies, notably WLAN (IEEE 802.11b/g/n) and consequently RF interference
can become a severe problem. Yet, the majority of current WBAN systems use this band and
the emergence of several low-power 2.4 GHz RF communication standards (Section 2.3.2) in-
dicates that this band will continue to remain one of the prevalent frequency bands for WBAN
communication.
In comparison to the 2.4 GHz band the 5 GHz band is (currently) less likely congested.
However, path loss is significantly higher and due to smaller wavelengths signals do not pene-
trate well through solid objects, including the human body. Therefore the 5 Ghz is mainly used
by WLAN (IEEE 802.11a/n), but has hardly been considered for WBAN communication: the
low transmission power of WBAN transceivers can often not compensate for the high path loss
and at higher frequency the creeping wave effect (Section 2.2.3) is less pronounced. Finally,
5The 868 MHz band is not contiguous, but segmented into several small chunks.
6In Germany the maximum power can be emitted by Ultra-Wideband (UWB) devices between 6 GHz and
8.5 GHz, but more (in fact the entire) spectrum can be used if power is sufficiently low [101].
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UWB has been considered a promising technology for WBANs. UWB transceivers spread the
signal over a very large bandwidth, > 500 MHz or 20% of the arithmetic center frequency (FCC
definition). This results in a tiny rise in the noise floor of narrowband transceivers, i.e. the in-
terference for the latter should practically be negligible. UWB systems may, for example, use
short burst of energy shifted in time to convey information. UWB is capable of achieving high
data rates (several hundred Mbps) and is robust against multipath fading, because it covers a
large bandwidth. In 2002 the FCC opened the 3.1-10.6 GHz spectrum for UWB technologies
under certain conditions such as maximum power spectral density of -41.3 dBm/MHz. Europe
adopted similar rules a few years later. In practice, however, radio chips have data rates far
below the theoretical estimations, which caused many UWB vendors to stop operation. Fur-
thermore, progress in the standardization has been slow, e.g. the IEEE 802.15.3a task group
addressing UWB communication in WBANs was dissolved.7 However, if low-power UWB
chips are becoming available commercially, UWB may become an interesting technology for
WBAN applications. A thorough overview of UWB for WBANs is provided in [16, Chapter
16].
Discussion
Licensed frequency bands are favorable, because the amount of RF interference is typically
greatly reduced. Of the three licensed bands introduced above, the MICS and WMTS bands will
likely only satisfy a small number of WBAN applications described in Section 2.1.1. However,
the MBAN band seems attractive, because it provides substantial contiguous bandwidth. Also
standards from the 2.4 GHz ISM band, such as IEEE 802.15.4, can be adapted easily by re-
tuning radios, which is expected to be rather cost effective [98]. On the other hand, there exist
several reasons, why the MBAN band may not be suitable for several WBAN applications:
first, not all WBAN applications are used for “diagnostic or therapeutic functions”, but several
WBAN applications are envisioned for non-medical purposes (c.f. Section 2.1.1); these WBAN
applications cannot use the MBAN bands. Second, the operation in the 2360-2390 MHz range
are restricted to indoor operation in health care facilities only. This will limit the number of
WBAN applications considerably. Third, operation on secondary basis is mandatory, which
means communication will always include overhead for detecting primaries; furthermore, when
a primary is present communication may have to be disabled completely. Finally, the network
has to be implemented as a star topology and off-body (including body-to-body) communication
is not allowed. Instead, a separate telecommunications system must be used to transmit data
from the body to an external entity. This requirement means that most of the envisioned network
architectures introduced in Section 2.1.4 are unsuitable.
It is therefore rather likely that in the foreseeable future a significant number of WBAN
applications will continue to use unlicensed bands. UWB may become an important technology
for WBAN applications; at the moment, however, this remains unclear, because interest from
industry has decreased significantly over the last few years. Therefore, the 2.4 GHz ISM band
7The IEEE 802.15.4a standard also covers an impulse UWB PHY, but it is intended mainly for ranging application
and thus unsuitable for WBAN applications. Furthermore, Wireless Universal Serial Bus (USB) (Universal Serial
Bus) is based on UWB, but the power consumption would be to high for most WBAN applications.
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will likely continue to play an important role, due to its world-wide availability, large bandwidth
and acceptable on-body propagation characteristics. On the other hand, as explained in Chap. 6
RF interference is a serious problem for 2.4 GHz WBAN devices. An important question that is
addressed by this thesis in Section 7.2 and Section 7.3 is therefore on mechanisms that mitigate
the effects of 2.4 GHz RF interference in WBANs.
2.2.2 Wireless Communication Basics
Typically, the propagation of the electromagnetic wave propagation is modelled on two levels of
abstraction: large-scale fading (path loss) models describe how average received signal strength
decays with distance. And small-scale fading models describe the fast signal strength variations
over small distances or time intervals. Note that in this thesis we use the term fading to describe
the aggregate effect of both, large- and small-scale fading. The effect that signal strength de-
cays logarithmically with distance is called large-scale fading or path loss. When there exists
a line-of-sight path in free space with no obstacles in the environment that could affect sig-
nal propagation, then the free space propagation model may be used to predict signal strength
between a transmitter and receiver separated by d meters:
Pr(d) = Pt
(
λ
4pid
)2
(2.1)
where Pr(d) is the received signal power at distance d, Pt is the transmitted power and λ is the
wavelength in meters. The underlying assumption is that energy is emitted isotropically; thus,
at a given distance d the energy will be uniformly distributed over the surface of a sphere with
radius d (whose area is 4pid2). In practice, however, path loss will be influenced by objects in the
propagation environment, which may attenuate signal strength. In this case the average received
signal strength is often modeled as
Pr(d)[dBm] = Pt[dBm]− PL(d0)[dB]− 10 α log
(
d
d0
)
(2.2)
where Pt is the transmitted power, PL(d0) is the average path loss, measured at a close reference
distance d0, α is the path loss exponent, which defines how fast path loss increases and d is the
transmitter-receiver separation. Typically, α is derived by curve fitting a set of field measurement
results; alternatively, an α value may be adopted if it was measured in a similar environment.
For example, α values between 3 and 5 are common for rural to urban environments (with
higher values are for urban environments) [102, Chapter 3]. Even in the same propagation
environment path loss for a given transmitter-receiver distance may vary as it depends on the
particular type, amount and configuration of intermediate/surrounding objects. Eq. 2.2 does not
take this into consideration, instead it always predicts the same path loss for a fixed transmitter-
receiver separation. Therefore, Eq. 2.2 is often extended by a normally distributed (normal in
dB) random variable, that represents random shadowing effects:
Pr(d)[dBm] = Pt[dBm]− PL(d0)[dB]− 10 α log
(
d
d0
)
+Xσ (2.3)
24
2.2. WIRELESS ON-BODY COMMUNICATION
where Xσ is log-normally distributed random variable with standard deviation σ. For example,
in mobile communications σ typically takes values between 5 dB to 12 dB [103, Chapter 1].
Eq. 2.3 has been considered as the basis for modelling the large-scale fading effects in on-body
communication, which we will discuss in Section 2.2.4. In addition, there exist various more
specific large-scale propagation models for outdoor/indoor and urban/rural propagation environ-
ments based on a certain terrain or building structure; details can be found in [93, Chapter 3].
In addition to path loss, which is responsible for average signal strength variations over larger
distances, signal strength may undergo fast variations over small distances or time intervals.
These characteristics are described by fading models. The basis for fading models are three
physical phenomena: electromagnetic waves travelling from a transmitter to a receiver may be
reflected from various objects in the environment. Furthermore, when a wave encounters an
obstacle it may bend around the object creating secondary waves which may, for example, reach
a receiver on a Non-Line-Of-Sight (NLOS) path. Finally, the wave may hit a rough surface or
object which is small compared to the wavelength and this interaction may scatter the wave and
diffuse its energy in various directions.
These three propagation mechanisms - reflection, diffraction and scattering - may cause
multiple versions of the signal to arrive at the receiver at slightly different time offsets as they
may take different paths. One consequence is that the signal copies may interfere with each
other and as a result the magnitude of the received signal can vary rather drastically. This
phenomenon is called multipath fading, small-scale fading or simply fading. In a multipath
fading channel, many signal copies may reach the receiver and each copy of the signal taking
a path i with distance di will yield a certain delay dic (with c being the speed of light), which
corresponds to a specific phase shift and attenuation. The fluctuation of the delays of all signal
copies is described by the channel-specific delay spread, which may range from a few tens of
nanoseconds (indoor) to tens of microseconds (outdoor). At the receiver the set of multipath
components combine through superposition (linearly) into the received signal. This process
may, for example, involve destructive interference: when two frequency components have a
phase difference of pi they interfere destructively and may even cancel each other out in case
they have similar magnitude. Therefore, the specific physical arrangement and environment has
large impact on the received signal strength, because it determines the delay values, phase offsets
and thus amount of interference among the multipath components. If the transmitter, receiver
and all objects in the environment are static the channel is time-invariant, implying that received
signal does not change over time. Only as the transmitter, receiver or objects in the environment
start to move, the channel becomes time-variant: then the phase and magnitude of the multipath
components may change over short time scales and the received signal strength will show fast
variation over time. In addition, if the distance between transmitter and receiver changes -
for example, when a mobile receiver passes by a fixed transmitter - the velocity contributes to
a change in the carrier frequency (Doppler shift). Therefore the received spectrum will have
components in a larger spectrum than the transmitted signal (the amount of spectral broadening
depends on the wavelength and speed is described by the Doppler spread). Then, with a rate of
change proportional to the velocity of transmitter or receiver, multiple signal copies arrive each
having an individual delay, magnitude, phase and Doppler shift.
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First Order Statistics
If one had detailed knowledge of the path lengths of the signal copies one might attempt to com-
pute the impact of attenuation and phase shift for the individual multipath components; the su-
perposition (i.e. sum) of these components could then be used to determine the received signal.8
Practically, this is often not possible. Instead, the behavior of the received signal is often char-
acterized through the statistical description of a fading model. For example, the Rayleigh fading
model is based on the assumption that there exist multiple paths and none of them is dominant
(no Line-Of-Sight (LOS) path). Then one may assume that the phase offsets of the signal copies
are independent and uniformly distributed (between 0 and 2pi). When a large number of signal
copies arrive over different paths the central limit theorem can be applied and it can be shown
that the received signal strength follows a Rayleigh distribution. When there is a dominant path
(LOS), then the Ricean fading model is more applicable. As described in Section 2.2.4 both,
Rayleigh and Ricean, have been used to model fading in WBANs. According to these models
fading can result in rather drastic deep fades. For example, a practical Rayleigh fading margin
of 20-30 dB should be assumed [104]. This is particular problematic if no movement is present,
because then a longer-lasting deep-fade can occur.
Second Order Statistics
The amount of time over which the channel is assumed to be stable is called coherence time. Dif-
ferent definitions for this metric exist, for example coherence time may represent the time over
which the amplitudes of two signals have a correlation above 0.5 [93, Chapter 4]. Coherence
time is inversely proportional to Doppler spread (both are are based on the speed of the receiver
/ transmitter). Therefore practical approximations, such as TC ≈ 916pifm , have been derived to
determine the coherence time TC given the maximum amount of Doppler shift fm [93, Chap-
ter 4]. The maximum Doppler shift can be derived from speed v and wavelength λ via f = vλ .
Thus, for example, at 2.4 GHz transmission frequency and human walking speed of 1 ms the
mentioned approximation results in a coherence time of 22 ms. As reported by several empirical
WBAN studies a value of 20 ms is indeed a realistic bound for the coherence time in WBANs
scenarios when the subject is in motion (c.f. [105, 106]). To better characterize how the signal
behaves in time second order statistics may be used. Two popular techniques, also applied in
the context of WBANs, are Level-Crossing Rate (LCR) and Average Duration of Fades (ADF).
LCR is the average rate at which the signal crosses a certain signal level threshold. And ADF
represents the average duration that the signal level lies below a certain threshold. Analytical
expressions have been derived that describe LCR and ADF for some of the well-known fading
distributions, such as Rayleigh fading [93, Chapter 4].
Noise and Interference
Path-loss, shadowing and fading are multiplicative effects: the transmitted signal is multiplied
with the superposition of the effects described above. At this level of abstraction the propagation
8Ray tracing techniques built on this approach, however, such techniques require detailed knowledge of the envi-
ronment and are very computation-intensive.
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Figure 2.4: Signal strength measurements for a subject performing a sit-stand-sit movement.
channel is typically symmetric, i.e. the signal will undergo the same effects in both directions.
In addition to these multiplicative effects, the signal may be affected by additive effects, mainly
noise and interference. These effects make the channel asymmetric, as they may have different
characteristics at transmitter and receiver. Thermal motion of particles is present in all matter
and inside the components of the receiver circuitry it creates noise which distorts the signal.
Such noise is often modelled as spectrally flat, which is then referred to as white noise. In
addition to noise induced by the receiver components the signal may be affected by interference.
Interference describes unwanted signals in the same portion of the spectrum as the carrier of
the intended signal. Interference may be caused by electrical phenomena in the atmosphere
(e.g. lightning) or be of cosmic origin (e.g. the sun). However, the occurrence of these natural
interference sources is normally much less troublesome than artificial or so-called man-made
interference. The latter stems from electrical equipment in the proximity of the receiver. The
source of man-made interference may be electrical motors or digital electronic equipment that
is badly shielded. But the most frequent interference source are typically the signals of other
transmitters.
All effects discussed so far – path-loss, shadowing and fading as well as noise and inter-
ference – impact the quality of a communication link. The SINR model introduced in the
previous Chap. 1 combines these effects relating received signal power to the noise and in-
terference effects: the nominator in Eq. 1.1 represents the signal after it has been affected by
the multiplicative effects and the denominator is the sum of additive components, i.e. noise
and interference. The SINR is an important metric, because it determines the probability of cor-
rectly decoding a symbol during the process of converting the analog signal to a digital sequence
of symbols (demodulation). Analytical expressions exist that describe for several well-known
modulation schemes the relationship between SINR and symbol error probability, typically un-
der the assumption of white noise with a constant spectral density. For details refer to Proakis et
al. [107, Chapter 4].
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2.2.3 Channel Characteristics
The principles of wireless communication described in the previous Section 2.2.2 are naturally
also valid in the context of WBANs, after all the underlying physical principles do not change.
Yet the channel characteristics of WBANs are quite unique, due to the following reasons:
• In WBANs the inter-node distances are small, but the relative change in distance may
be large. Furthermore, in WBANs movement of the human body may result in frequent
alternation between LOS and NLOS communication, and thus introduce rather dynamic
shadowing. This can translate into large path-loss variation as can be seen in Fig. 2.4: this
figure shows a 15-second signal strength trace measured by WBAN nodes in an office en-
vironment. The nodes were attached to chest, left hand and right foot (receivers) while the
sender was located in the right trouser pocket (Shimmer2r platform using 0 dBm output
power9). During the 15-second interval the subject was first sitting still on a chair, then
standing up and then sitting down again. It can be seen that the path loss can vary by up
to 20 dB among the different postures and that during the transition phases (standing up
/ sitting down) the variation is very agile. This is in line with the theoretical explanation
given above in Section 2.2.2: for example, consider two WBAN nodes with an inter-node
distance of 20 cm and assume the log-distance path loss model Eq. 2.2 with a path loss
exponent of α = 3. If, through a change in body posture the distance extends to 50 cm, the
increase in path loss will be about 12 dB.10 To make an analogy: in the world of cellular
networks such an increase in path loss is comparable to a mobile located at 20 m from a
basestation and moving to a distance of 50 m (under the same model assumptions).
• The distance between the antenna and the body surface has a rather large impact on the
path loss of an on-body communication link. For example, Roelens et al. have shown
for half-wavelength dipole antennas that an antenna height between 0.5 to 5.0 cm may
result in path-loss variation up to 20 dB [110]. When the body is in motion (and espe-
cially when the nodes are not tightly fixed to the body surface) this effect can result in
a rather dynamic path loss. Furthermore, in practice antenna radiation patterns are not
perfectly omnidirectional, thus a change in the angle between sender and receiver antenna
(introduced by turning a limb) may cause fluctuation in signal strength.
• Signal reflections and scattering from body parts and nearby objects in the environment
contribute to multipath fading. Due to human mobility the (propagation) environment may
be quite dynamic. Reflections from the ground often have a significant contribution to
fading [111]. The amount of energy being reflected is determined by the material specific
reflection coefficient [112, Chapter 8]. As the person moves the material of the ground (as
well as other objects in the environment) changes and thus the amount of signal reflection
can vary.
9The center frequency was set at a non-standard value of 2483 MHz, which is also sufficiently spaced apart from
WLAN/Bluetooth and thus rather interference-free
10A path loss exponent of α = 3.3 between torso and arm has been reported by Reusens et al. [108]. However, this
value may be optimistic: the IEEE 802.15.6 channel modeling subcommittee has adopted a path loss model based on
α = 6.6 [109]. With α = 6.6 the example would result in an increase in path loss of 26 dB.
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• In WBANs the diffraction components is often significant: finite-difference time-domain
simulation has shown that waves that are diffracted around the human body can represent
a rather strong signal component [113]. Such a diffracted signal component is commonly
also referred to as creeping wave or surface wave. Creeping waves do not imply that
more energy is present at the boundary; rather diffraction on the curved boundary guides
the wave such that it can extend beyond edges or curves [114]. The magnitude of the
diffraction component depends on the wavelength and characteristics of the diffracting
object. In WBANs creeping waves may self-interfere, for example when waves travel
clockwise and counter-clockwise around the torso [113].
• Finally, one consequence of human mobility is that WBANs may be exposed to a range
of different RF interference environments. Especially in the license-free ISM bands this
is a serious problem. For example, as shown in this thesis, co-located WLANs can lead
to drastic deterioration of 2.4 GHz WBAN communication performance. Since WBAN
are mobile but many interferers (such as WLAN Access Points (APs)) are often static the
quality of RF interference in WBANs is often different from traditional networks: a mo-
bile WBAN may experience gradual increase in RF interference as the person approaches
the interference source with a peak at the closest distance and afterwards a decrease as the
person withdraws from the interferer.
These effects result in significant spatio-temporal signal strength variations, which are quite
unique. In the next section we will give an overview on how these effects have influenced the
development of WBAN channel models.
2.2.4 Channel Models
Since the WBAN channel has some properties which are quite different from other wireless
channels, the research community has started to investigate how to better model these channels.
As the operating conditions of WBAN are diverse it is difficult to establish generic analyti-
cal models. Instead, models are often developed for a specific environment (e.g. indoor vs.
outdoor) or human activity. In addition, WBAN channel models are typically developed for a
certain frequency range, because the wavelength has large impact on the signal propagation. For
example, scattering is especially pronounced in the 60 GHz band, where wavelengths are short
and thus surfaces appear rougher [115]. While there also exist models for off-body [116] and
body-to-body [117] communication, in this thesis we focus on narrowband on-body signals at a
frequency around 2.4 GHz. Therefore, in the following we will describe only models that match
these criteria, if not stated differently.
Fading Distributions
A common approach is to model the WBAN channel with the help of statistical distributions
that describe the signal amplitude. As such distributions abstract from any time dependency or
temporal correlation in the signal, this approach assumes that the channel is wide-sense station-
ary process. Various authors have derived WBAN fading distributions, typically by determining
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Figure 2.5: Empirical CDF and fading distributions.
the best fit out of well-known distributions like Ricean or Lognormal with their empirical data.
For example, after having conducted on-body propagation measurements in four different en-
vironments Nechayev et al. [118] concluded that Ricean fading represents the best fit for their
data. Others have reported Rayleigh [119], Nakagami [120], and yet others Weibull [106] or
Lognormal [121] distributions. An overview is provided by Cotton et al. [122]. The latter also
conclude their survey by explaining that there is currently no consensus in the literature on one
model for signal strength distributions; rather, certain models seem to be the best choice for
certain transmitter-receiver arrangements and usage scenarios.
For example, Fig. 2.5 shows the distribution of signal strength measured by us over several
minutes on a WBAN node attached to the chest (receiver) with a sender located in the right
trouser pocket of a person performing office work in front of a Personal Computer (PC). We
used Maximum Likelihood Estimation (MLE) to determine the parameter estimates for different
fading distributions that maximize the probability of the empirical data. In this particular case,
the Weibull and Lognormal distributions are good fits.
Fading distributions are sometimes complemented by path-loss models. For example, one
indoor path-loss model that the IEEE 802.15.6 channel modeling subcommittee has adopted is
the standard log-distance path loss model with log-normal shadowing shown in Eq. 2.3; they
suggest a rather high path loss exponent of α = 6.6 for an indoor hospital scenario [109]. On
the other hand, Fort et al. have compared different path-loss models and concluded that, based
on their empirical data, this model is a rather bad choice [119]. Instead, the authors suggest the
following path-loss model, which has also been adopted by the IEEE 802.15.6 channel modeling
subcommittee [123]:
PL(d)[dB] = −10 log
(
P0 e
−m0·d + P1
)
+Xσ (2.4)
where P0 represents average losses close to the transmitter antenna, P1 is the “average attenu-
ation of components in an indoor environment radiated away from the body and reflected back
towards the receiving antenna”, and m0 is the average decay rate in dB/cm of the creeping wave
that diffracts around the body [119].
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One less common approach to model the WBAN channel is based on the Finite Difference
Time Domain (FDTD) concept, which has, for example, been used by Ryckaert et al. [113].
FDTD is based on numerical analysis to find solutions for Maxwell’s equations by calculat-
ing the E and H fields in space. This requires the material of objects in the environment to
be precisely specified in terms of their permittivity and conductivity. For example, the body
shape may be represented by a set of simple geometric objects, such as elliptical cylinders or
by detailed human phantom. The permittivity and conductivity parameters for body skin, fat
or muscles may be used to describe the body structure. Once an anatomic model of the human
body has been created FDTD simulation can be used to determine path-loss or more detailed
information, such as delay spread, between arbitrary positions on the human body. It has also
been suggested to combine FDTD with animation software to better understand the impact of
human movements [124]. However, due to its computational complexity FDTD simulation is
quite time-consuming and rarely used.
Modelling Temporal Variations
The fading and path-loss models described in the previous paragraph have an obvious shortcom-
ing, namely they do not consider the temporal correlation of the channel. In mobile scenarios
this is not realistic as explained in Section 2.2.3). In fact, even when a person is standing still
wide-sense stationarity may not be given, because the breathing often creates noticeable peri-
odic signal strength patterns [125]. The following gives an overview of techniques that have
been used to model temporal variation (second order statistics) in WBANs.
One metric to describe the temporal variability of the wireless channel is coherence time,
which was introduced in Section 2.2.2. Several authors have experimentally investigated WBAN
coherence time. For example, Smith et. al have conducted an empirical study with subjects
walking and running [106]. Based on their measurement results they concluded that the channel
coherence time (defined as a correlation coefficient above 0.7) is “36 to 73 ms for walking,
with a mean of 48 ms, and from 23 to 66 ms, with a mean of 31 ms for running” [106]. Fu
et al. performed similar experiments and measured a coherence time (defined as a correlation
coefficient above 0.5) of 125 ms for walking and 27 ms for jogging scenarios (and 381 ms when
standing still) [105].
Two commonly used second-order characteristics are LCR and ADF (Section 2.2.2). LCR
describes the expected rate at which the signal crosses a certain threshold, and for many fading
distributions analytical closed-form expressions for LCR have been derived. Similarly, closed-
form expressions for ADF, which is the expected time the signal stay below a certain signal level,
have been derived. An overview of the analytical models is given in [122]. An empirical study
that has measured LCR and ADF in several WBAN scenarios is presented by Hall et al. [126].
The authors selected a threshold of 10 dB below the link’s mean signal strength and reported an
LCR between 0.2 Hz and 0.8 Hz and an ADF of 60 ms to 250 ms when the subject was walking
in different indoor and outdoor environments.
LCR and ADF are not able to describe channel periodicities. Yet, even by simple visual
inspection of the WBAN signal in the time-domain it is sometimes obvious that the wireless
channel exhibits periodic fluctuations when the subject performs repetitive patterns, such as
walking (c.f. [127, Fig.17] or [122, Fig.11.2]). Others have analyzed the Autocorrelation Func-
31
CHAPTER 2. BACKGROUND
tion (ACF) and revealed periodicities that match a subject’s cyclical movement pattern [111].
Lately, there has been an increasing interest to better model such channel periodicities. Cai et
al. have derived a channel model that captures signal strength variation during walking [128].
They suggest to model the WBAN channel — between hip and wrists — by two states, which
represent the closest and farthest transmitter-receiver distance (and thus smallest and largest path
loss). Each of the states is represented by a log-normal distribution of signal amplitudes; fur-
thermore, the time period that describes a full cycle through both states is also log-normally
distributed. More recently, Roberts et al. have studied temporal correlation of signal strength
when the subject is walking [129]. They suggest to complement the traditional path loss model
shown in Eq. 2.3 or Eq. 2.4 by an additional term that captures channel periodicity as follows:
PL(t)[dB] = PL(d) + 2σPL · sin(2pi · fPL · t) (2.5)
where PL(d) is the path loss calculated by Eq. 2.3 or Eq. 2.4, σPL is the standard deviation
of the signal fluctuation and fPL is the frequency of the movement pattern (e.g. inverse of the
subject’s step or stride period). Note that the independent variable is now in the time domain,
i.e. parameter d is now time-dependent. The authors suggest to derive fPL by representing
the “amount of user movement” with a value between 0 and 1, for which they provide basic
examples; and σPL based on the relative movement among two sensors again with a value
between 0 and 1 in conjunction with fitting empirical data.
Finally, Tselishchev et al. [130] have proposed to apply the popular Gilbert-Elliot channel
model [131] to capture the channel dynamics in WBANs. This model represents the channel
by a Markov chain with two states: a “good” state which has a Bit Error Rate (BER) of (close
to) 1 and “bad” state, with BER of 0.5. In [130] the authors derived transition probabilities
from a large pool of experiment traces and used the model to compare different slot assignment
techniques standards, which is explained in more detail in Section 2.3.1
WBAN Network Simulators
Although several WBAN channel models have been proposed in the past, network simulators
that support on-body communication are rare. Extending existing simulators with WBAN fading
distributions (c.f. Section 2.2.4 and Section 2.2.4) is not sufficient, because these distributions
do not consider temporal correlation of the channel. Since human movements largely determine
the channel dynamics, accurate modelling of the human mobility may in fact be considered
a prerequisite to modelling the on-body communication channel. The effect of mobility on
(relative) arrangement of the nodes on the body could then, for example, be used to apply a
path-loss model with (varying) inter-node distance or shadowing.
Many network simulators have been extended by mobility models that assume uncorrelated
node mobility. Random Walk Mobility Model (RWMM) [132] is one popular example. When
modelling on-body communication such models are inappropriate, because WBAN nodes are
attached to the same body and thus their movements are correlated. Group mobility models have
been proposed, but they are often based on the assumption that there is a one-to-one relationship
between nodes and persons; group mobility models then try to model the movement of these
individuals based on, for example, a certain social behavior that governs the movement of the
32
2.3. PHYSICAL AND DATA LINK LAYER PROTOCOLS
people. Such models are also not directly applicable for WBAN. Only recently, Nabi et al. have
developed a mobility model for WBAN that supports mobility of multiple nodes attached to the
same body [133]. It is designed as an add-on to the MiXiM framework [134] of the OMNeT++
network simulator [135]. Their model allows to specify a sequence of postures, where each
posture is characterized by a set of parameters such as relative node position and the velocity of
movement of a node within a given sphere.
Another approach was recently proposed by Boulis et al., who suggest to model temporal
changes with the help of conditional probabilities derived from WBAN experiment traces [121].
They assume that the channel does not change within 10 ms, it is highly correlated up to 50 ms,
it is partially correlated between 50 ms and about 1-2 s and it is completely independent if the
time interval is larger than 5 s. After quantizing the empirical data, they compute a set of condi-
tional distributions which can be used to determine current signal strength given a certain value
was observed at a given time in the past (if the time interval is larger than 5 s they simply sample
from the ensemble fading distribution). This model has recently been integrated in the WSN
simulator Castalia [136], which is a WSN and WBAN simulator based on the OMNeT++ net-
work simulator. The WBAN network simulator extensions described above have, however, been
available only recently it remains to be seen how the community adopts these tools.
2.3 Physical and Data Link Layer Protocols
As explained in Section 2.1.4 intra-WBAN communication is often based on a logical star topol-
ogy. Therefore the lower two protocol layers (Physical and Data Link) of OSI the model are re-
quired, but network and transport layers are often omitted. This section provides an overview of
WBAN communication protocols that realize the lower two layers of the OSI reference model.
We first discuss MAC protocols that have been proposed by academia and then provide an
overview of PHY/MAC communication standards applicable in the WBAN domain.
2.3.1 MAC Protocols
Since wireless communication occurs in a broadcast medium a method is needed to share the
medium among the different transmitters in order to avoid collisions. The task of a MAC proto-
col is to regulate access to the channel. In energy-constrained networks, such as WSNs, the MAC
should also minimize additional “sources of inefficiency” [137]: apart from avoiding collisions a
MAC protocol should reduce the amount of idle listening (the receiver’s radio is enabled, but no
transmission is ongoing) and overhearing (a packet for a different destination is received). In ad-
dition, control overhead, such as the number of control bits added to a packet in form of a MAC
protocol header, should be minimized. These four goals — minimizing collisions, idle listen-
ing, overhearing and control overhead — are also valid for WBAN MAC protocols and have to
be addressed in light of the general application requirements of energy efficiency, transmission
reliability and latency. Depending on the particular WBAN application, additional requirements
such as low jitter and non-functional properties like security may also have to be considered by
the MAC protocol.
Over the past ten years the academic community has developed a myriad of MAC protocols
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for WSN (for an overview refer to recent survey papers [138, 139]). Some of these protocols
have also been considered for use in WBANs. However, the particular application requirements
and operating conditions of WBANs imply that some design decisions may be unsuitable. For
example, WBANs often realize a star topology, while WSN MAC protocols are typically de-
signed to support multi-hop networks. WSNs often consist of identical sensors, whereas WBAN
nodes may incorporate different sensors with individual traffic characteristics; furthermore, the
core of a WBAN is typically a more capable (and less energy-restricted) node, possibly inte-
grated in the user’s cell phone. Also, the number of nodes in a WSN may greatly exceed the
number of WBAN nodes and a WBAN may have tighter constraints with respect to reliability
or delay when medical data are involved. Furthermore, in contrast to some WSNs that generate
rather sporadic traffic (e.g. a few packets per hour in an environmental monitoring application),
WBAN applications may often generate substantial (continuous) traffic (c.f. Table 2.1). Last but
not least, due to mobility the wireless channel in a WBAN may have rather different character-
istics than a WSN channel as elaborated in Section 2.2.3. Therefore, the research community
has lately proposed several MAC protocols specifically targeting the WBAN domain. In the
following we provide a brief overview of these protocols.
MAC protocols are often classified according to the following basic channel access methods:
Time Division Multiple Access (TDMA) splits time into (periodic) slots and assigns a subset of
the slots to a certain user for exclusive access; Carrier Sense Multiple Access (CSMA) requires a
transmitter to check whether another transmission is in progress before trying to send; Frequency
Division Multiple Access (FDMA) allocates one or several frequency bands (channels) to a cer-
tain user so that users do not interfere when they transmit concurrently; and Code Division Mul-
tiple Access (CDMA) requires a transmitter to apply a code to (spread) the information, which
allows multiple transmissions to be multiplexed over the same channel. In practice, however, a
communication protocol (stack) is often a hybrid mix like the latest revision of the IEEE 802.15.4
MAC standard (c.f. Section 2.3.2): with Direct-Sequence Spread Spectrum (DSSS) the physical
layer involves concepts related to CDMA, channel access is slotted into distinct time intervals,
some of which are exclusive (TDMA) while others require contention-based access (CSMA);
and transmissions may be scheduled on different non-overlapping frequencies (FDMA) in order
to avoid collisions.
The IEEE 802.15.4 MAC has also been the source of inspiration for several WBAN MAC
protocols. For example, Yun et al. propose OD-MAC (on-demand MAC) [140], which allows to
dynamically modify the superframe structure of the IEEE 802.15.4 MAC. The beacon interval is
adapted based on the currently required bandwidth, packet delivery ratio and energy efficiency.
Taking the requirements of all nodes into account a new superframe structure is defined that
maps real-time traffic to the TDMA portion of the 802.15.4 MAC and the remaining traffic to
the CSMA interval. The authors show simulation results that indicate that in comparison to
the standard 802.15.4 MAC their approach can cut the energy consumption in half. Similarly
to OD-MAC, BodyMAC [141] is a TDMA-MAC protocol that dynamically adapts bandwidth
to support different traffic (e.g. burst or periodic) patterns and utilizes the gateway compute a
TDMA schedule. BodyMAC has been compared to the IEEE 802.15.4 MAC in a simulation
study and the results show that it can outperform the standard in terms of delay and energy
efficiency. Zhang et al. have also proposed a MAC protocol that modifies the IEEE 802.15.4 su-
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perframe structure to support different traffic classes [142], which are mapped to different time
intervals to support control and bursty or periodic data traffic. These proposals are representa-
tive for a class of WBAN MAC protocols that try to support different types of WBAN traffic or
packet priorities by (dynamically) structuring time into different contention-free or contention-
based intervals and mapping certain traffic classes onto them. One main shortcoming of these
proposals is, however, that they do not take the specific WBAN operating conditions — in partic-
ular the unique channel characteristics and RF interference environments — into account. Since
the protocols are often evaluated with standard (WSN) simulators that do not model these effects
it is not entirely clear how they would perform in real-life scenarios.
Some MAC protocols are more closely tailored to the WBAN domain: H-MAC [143] is
a TDMA protocol that uses the heartbeat pattern of the subject wearing the WBAN nodes to
perform the necessary time synchronization. The authors report that with their protocol periodic
control packets (beacons) are unnecessary, because sensors (ECG, blood pressure or SpO2)
can extract timing information from a common time source: the heart. In a simulation study
based on real-world ECG and blood pressure data, they show that their approach can extend
network lifetime due to the lack of explicit control traffic. Su et al. have also proposed a TDMA
MAC for WBANs that regulates channel access by taking into consideration the properties of
the battery, channel conditions, and packet queues [144]. The authors propose a duty-cycling
approach in order leverage the battery’s recovery process and thus improve lifetime of a node.
They also suggest to use an adaptive modulation scheme to take channel conditions (based on a
Nakagami-m model parameterized for WBANs) into account. Time is structured in “periodical
frame periods” bounded by beacons, which contain an active (TDMA) and an inactive (radio is
off) phase, similarly to the IEEE 802.15.4 standard. With a customized event-driven simulator
that integrates a battery discharge model they show that their protocol can outperform other
protocols such as the IEEE 802.15.4 MAC in terms of energy efficiency.
Like the proposals described in the paragraph before, the last two protocols have not been
evaluated experimentally. What has become accepted practice in the WSN domain, namely
the experimental evaluation of protocols in realistic environments (testbeds), is often often not
the state-of-the-art for WBAN protocol evaluation. Unfortunately the WBAN domain shows a
shortage of experimental protocol evaluation. This is problematic, because network simu-
lators are often not capable of capturing the channel and interference characteristics unique to
WBANs. Boulis et al., who have performed a large number of WBAN channel measurements at
NICTA, argue that an efficient WBAN MAC protocol must take the unique channel characteris-
tics into account when assigning dynamic time slots or selecting a retransmission policy [145],
which is non-trivial because “the movement of the human body has a dramatic effect on the
strength of the received signal” [145]. In another study the authors have evaluated several vari-
able packet scheduling strategies based on the popular Gilbert-Elliot channel model, which rep-
resents the channel by a Markov chain with two states (“good” and “bad”). The authors derived
transition probabilities from a large pool of experiment traces and used the model to compare
different slot assignment techniques. Depending on the amount of knowledge that the scheduler
(coordinator in a star topology) has, a simple greedy schedule or a “flipping” strategy (inverting
the order of the previous schedule) is performing best.
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2.3.2 Communication Standards
The analysis in Sect. 2.1.3 has shown that many envisioned WBAN applications generate low
data rates of no more than 150 byte per second (c.f. Table 2.1). In this section we review
three low-power communication standards that match this requirement. There also exist several
proprietary WBAN communication solutions [76, 78, 79], which are typically not interoperable.
Communication standards, however, enable interoperability and often represent a major step
towards greater adoption of a technology.
IEEE 802 describes a set of communication standards for personal, local and metropoli-
tan area networks, which all cover the lower two layers (Data Link and Physical) of the OSI
reference model. The IEEE 802.15 standards most relevant for WBAN communication are
IEEE 802.15.1 (Bluetooth), IEEE 802.15.4 and IEEE 802.15.6. In this section we provide an
overview of these standards. Bluetooth low energy and IEEE 802.15.6, however, are comparably
new standards and so far no commercially available WBAN platforms uses these technologies.
Bluetooth Low Energy
Bluetooth is a standard for wireless short-range (up to 10 m) communication. Bluetooth specifi-
cations are managed by the Bluetooth Special Interest Group (SIG), which has several thousand
member companies. In 2002 the first release of the IEEE 802.15.1 was published standardizing
Bluetooth v1.1 and in 2005 the IEEE 802.15.1 group released the IEEE 802.15.1-2005 [146],
which is a standard adaptation of the v1.2 specification. Since then the Bluetooth SIG has re-
leased further Bluetooth specifications up to the current v4.0.
Bluetooth supports a range of applications and has traditionally been used to connect key-
boards, head-sets or printers to computers or cell phones.11 The Bluetooth SIG has specified
several variants of Bluetooth, all of them having the following properties in common: a Blue-
tooth network, also called piconet, realizes a star topology and consists of one master and one or
more slave nodes;12 the channel access method is TDMA; communication occurs in the 2.4 GHz
ISM band based on Frequency-Hopping Spread Spectrum (FHSS) over an 80 Mhz bandwidth;
and Bluetooth can achieve theoretical data rates of 1 Mbps or more.
The Bluetooth variant most suitable for WBAN applications is likely BLE. BLE has evolved
from Nokia’s WiBree, and is a part of the Bluetooth v4.0 specification, which was published in
2010. In the following we provide a technical overview of BLE, and explain how it differs
from the traditional, Enhanced Data Rate (EDR) Bluetooth.13 Bluetooth includes upper layer
protocols and application profiles, but we focus on the lower protocol layers (Data Link and
Physical), because only they are relevant to this thesis.
BLE splits the 2.4 GHz ISM band into 40 non-overlapping channels, each with a channel
width of 2 MHz (previous Bluetooth variants: 79 channels with a width of 1 MHz). Out of
the 40 channels 3 are used for device discovery and connection establishment and 37 for data
11Bluetooth was originally created by Ericsson with the intention to wirelessly connect their cellular phones with
other devices
12A Bluetooth star topology can be extended to a multihop network, but this is beyond the Bluetooth specification.
13BLE and classic Bluetooth are incompatible, however, dual-mode devices are available that implement both
variants in one device.
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Figure 2.6: Two consecutive Bluetooth low energy connection events.
transmission. This considerable increase connection times to a few ms, which is much faster than
“classical” Bluetooth that used 16 or 32 advertising channels. The physical layer uses Gaussian
Frequency Shift Keying (GFSK) and provides a data rate of 1 Mbps. BLE uses frequency-
hopping, but rather than a constant hopping frequency (800 or 1600 Hz in previous versions
of Bluetooth), BLE stays on a single channel for an entire connection event. As indicated in
Fig. 2.6 a connection event is a periodic time interval, during which a sequence of packets
can be exchanged between a master and slave. Since TDMA is used for channel access, these
packets must fit into the slot assigned by the master to the slave device. Within a connection
event packets are exchanged until neither master nor slave have any data left (indicated by a flag
the packet header), or the reception of two consecutive packets has failed. In either case, further
data transmission will happen in the subsequent connection event on a different channel. An
Adaptive Frequency Hopping (AFH) algorithm is used to select the next channel; the algorithm
can decide to temporarily skip certain channels in case they are interfered, which it can measure
periodically.
A slave has to be active only within its own connection event. The time between two con-
secutive connection event (connInterval, c.f. Fig. 2.6) can be configured between 7.5 ms and
4 s; and an additional parameter defines the number of connection events that a slave can skip
(keep the radio off) after a previously successful connection event. Due to these mechanism
BLE can achieve significantly lower power consumption than classic Bluetooth. BLE devices
have only recently become commercially available, but studies already indicate that with proper
parametrization BLE can achieve network lifetime of several years [147]; other measurements
indicate that power consumption of BLE devices is comparable to that of IEEE 802.15.4 de-
vices [148]. This is mainly because (a) both protocols allow very low duty cycles, (b) due to its
TDMA approach BLE does not require a radio to perform a Clear Channel Assessment (CCA)
before tranmission, which saves energy, and (c) BLE radios theoretically provide 4 times higher
data rate than IEEE 802.15.4 transceivers but consume comparable amount of current [148]. On
the other hand, application throughput of BLE has been reported to be often much lower than
theoretical limits (well below 100 kbps [147, 149]). Nonetheless, BLE is a promising candidate
technology for WBAN applications, which has also been demonstrated through pilot projects
performing glucose monitoring [150] or ECG monitoring [151] with BLE devices.
IEEE 802.15.6
In 2012 the Institute of Electrical and Electronics Engineers (IEEE) 802.15 Task group 6 re-
leased the IEEE 802.15.6 standard [81] specifying “short-range, wireless communications in the
vicinity of, or inside, a human body (but not limited to humans)” with data rates up to 10 Mbps.
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Figure 2.7: The IEEE 802.15.6 superframe structure.
The standard covers three different physical layers: (1) a narrowband PHY that supports dif-
ferent licensed bands such as the MICS (420 MHz to 450 MHz) or MBAN bands (c.f. Table 2.4)
but also the unlicensed 868 MHz, 915 MHz, or 2.4 GHz ISM band. (2) An UWB PHY using
either impulse radio UWB and wideband frequency modulation, with a channel bandwidth of
about 500 MHz in one of 11 channels either low-band (3-5 GHz) or high-band (6-10 GHz). And
(3) a Human Body Communications (HBC) PHY based on capacitive coupling (electric field
communication) at a center frequency of 21 MHz.
An IEEE 802.15.6 WBAN forms a star topology with one central controller (called hub)
and zero or more nodes. In addition, a two-hop extended star topology is supported, which
allows the hub and another WBAN node to exchange packets via a relayer WBAN node. The
802.15.6 MAC supports several different modes of operation. There exists a beacon mode and
a non-beacon mode. In beacon mode the hub transmits periodic beacons which mark time in-
tervals called superframe (beacon period). A superframe is subdivided into several different
(partially optional) intervals which allow certain types of channel access: either random channel
access based on CSMA with Collision Avoidance (CSMA/CA) or slotted ALOHA, or scheduled
(contention-free) access or so-called “improvised and unscheduled” access based on polling (hub
uses data request messages to obtain messages from devices) or posting (hub sends a notification
messages to devices). Furthermore, the MAC supports 4 different types of acknowledgement
policies including the use of cumulative acknowledgements. In non-beacon mode either a su-
perframe structure is used or not. In the first case the hub transmits Timed (T-Poll) frames to
inform devices about superframe timing.
Fig. 2.7 visualizes the superframe structure in the IEEE 802.15.6 beacon mode. Each su-
perframe begins with the transmission of a beacon frame by the hub, which is followed by an
Exclusive Access Phase (EAP) reserved for high-priority traffic such as “emergency or medical
implant event report” 2.7. The EAP is followed by a Random-Access Phase (RAP) which can
be used for the remaining traffic. Channel access in both, EAP and RAP, is based on CSMA/CA
or slotted ALOHA (defined by a MAC sublayer parameter). The RAP is followed by a Managed
Access Phase (MAP), which is used for scheduled, improvised or unscheduled channel access.
In the MAP the hub controls the devices by either reserving slots for devices or by sending
poll or post packets to request device data or distribute information to devices, respectively. As
can be seen in Fig. 2.7 the EAP/RAP/MAP cycle is repeated once and followed by yet another
optional beacon and a Contention Access Phase (CAP). The CAP allows to send any traffic
based on CSMA/CA or slotted ALOHA channel access. The narrow band PHY (optionally)
also supports channel hopping. In this case the hub defines a pseudo-random hopping pattern,
which it uses to switch the communication channel after staying on a channel for a fixed number
of superframes. A parameter defines the minimum number of channels separated between two
consecutive hops.
38
2.3. PHYSICAL AND DATA LINK LAYER PROTOCOLS
B Inactive PeriodCAP CFP
IEEE 802.15.4-2006 superframe
radio is off
contention-
based
contention-
free
Figure 2.8: The IEEE 802.15.4-2006 superframe structure.
Although for a low-power wireless standard the IEEE 802.15.6 can be quite complex it
is widely regarded a promising technology to enable intra-WBAN communication. So far no
commercially available IEEE 802.15.6 transceivers exist, but recently a 802.15.6 transceiver
was published which is reported to consume very low power (only 5 mW in Rx/Tx state) [152].
IEEE 802.15.4
In 2003 the task group 4 of the IEEE 802.15 working group released the first edition of the
IEEE 802.15.4 standard [153] to enable wireless connectivity between “ultra-low complexity,
ultra-low cost, ultra-low power consumption, and low data rate” devices. The standard has at-
tracted strong interest in industry and academia and has been complemented by several other
solutions, such as ZigBee [88], IETF 6LoWPAN [154] or Wireless Highway Addressable Re-
mote Transducer Protocol (WirelessHART) [155].
Following the general IEEE 802 policy the standard covers PHY and MAC sublayer. The
PHY services are structured into a data and management plane. The PHY data service al-
lows to transport MAC Protocol Data Units (MPDUs) between peer MAC sublayer entities;
the PHY management service allows to control the internal operating state of the transceiver (re-
ceive/transmit/off), to perform CCA, energy detection measurements within the current channel
and to set PHY-specific attributes like the RF channel or transmit power. The standard specifies
four PHYs in the 868/915/2450 MHz ISM bands with different modulation techniques. In the
popular 2.4 GHz band the DSSS PHY achieves a data rate of 250 kbps using offset quadrature
phase-shift keying (O-QPSK). One 4-bit symbol is mapped to a 32-chip sequence and chips are
transmitted at a nominal chip rate of 2 Mchip/s resulting in a symbol rate of 62.5 ksymbol/s.
The transmit power of a 802.15.4 transceiver is typically around 0 dBm.
The MAC services are structured into a data and management plane. The data service al-
lows to transfer a MAC Service Data Unit (MSDU) to a peer device, which may include an
acknowledgement from the peer device and/or several retransmissions. The management ser-
vice is responsible for device configuration, periodic transmission of and synchronizing to bea-
cons, enabling Personal Area Network (PAN) association and disassociation, employing security
mechanisms and handling the Guaranteed Time Slot (GTS) mechanism.
The MAC sublayer supports different configurations and operating modes. One commonal-
ity is that every network has exactly one PAN coordinator, which is the primary controller re-
sponsible for PAN identifier and device address assignment and device synchronization. 802.15.4
PANs can either be nonbeacon-enabled or beacon-enabled. In a nonbeacon-enabled PAN frames
are transmitted according to an unslotted CSMA/CA algorithm (nonpersistent CSMA): if the
channel is detected idle the transmission can start immediately otherwise the device defers the
transmission for a random time period uniformly drawn from an exponentially increasing back-
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off interval. The destination device(s) either have to always listen or achieve synchronization
with schemes beyond the scope of the standard.
In beacon-enabled mode coordinators periodically transmit beacons which mark the begin-
ning of a superframe as depicted in Fig. 2.8. A beacon carries information about pending data
and the current network configuration. Immediately after the beacon follows the CAP. Dur-
ing the CAP devices use a slotted variant of the CSMA/CA algorithm: a device must sense an
idle channel twice before it may transmit and both, channel sensing and transmission must be
performed on backoff slot boundaries. The CAP is followed by an optional Contention-Free
Period (CFP), which is portioned in so-called GTS. GTSs are allocated dynamically and the
corresponding time interval can be used exclusively to transmit packets in a contention-free
fashion. The CFP is followed by an optional inactive period in which all nodes can sleep to
preserve energy and achieve low duty cycles.
The initial IEEE 802.15.4 standard has been revised in 2006 with minor enhancements and
clarifications [18], and once more in 2011 mainly with editorial changes to encompass additional
PHY layers that have been specified in previous amendments, for example an UWB or Chirp
Spread Spectrum (CSS) PHY in IEEE 802.15.4a-2007 [156]. In 2012 an amendment of the
MAC was published as IEEE 802.15.4e [157] with the goal to “enhance and add functionality
to the IEEE 802.15.4 MAC to better support the industrial markets”. One of these extensions
was the Timeslotted Channel Hopping (TSCH) mechanism, which is based on a pseudo-random
hopping sequence: time is divided in a set of discrete time slots, which are large enough to
exchange one data and acknowledgement frame between a pair of devices, respectively. A slot
is associated with a directed link between two devices as well as certain channel (communication
frequency). When a device has data to send to another device, it has to wait until the respective
slot is active. Multiple slots are contained in one slotframe, and a slotframe continuously repeats
in time. More details on TSCH are provided in Section 7.2.1.
The IEEE 802.15.4 standard has been considered a candidate for WBAN communication for
many years. In the following section we discuss its role for WBAN applications.
Discussion
The three communication standards introduced in the previous sections are all considered can-
didates for WBAN communication. The IEEE 802.15.4 standard has received most attention
so far, because the BLE and IEEE 802.15.6 standards have only recently been published (and
BLE chips have recently started entering the markets, but commercially available IEEE 802.15.6
transceivers do not yet exist).
Previous studies have shown that IEEE 802.15.4 is well-suited for many WBAN applica-
tions [158–160], and several WBAN research projects described in Section 2.1.4 have success-
fully been building on IEEE 802.15.4 technology. Since it is also one of the most mature and
applied low-power communication standards, the IEEE 802.15.4 standard has also been used to
evaluate several algorithms presented in this thesis. The ideas these algorithms are built upon
are, however, often not IEEE 802.15.4-specific, but exploit the characteristic operating condi-
tions of a WBAN. Nonetheless the IEEE 802.15.4 has played an important role in the design
and evaluation of our solutions, and therefore in the following we describe this implementation
in more detail.
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2.3.3 The TKN15.4 Implementation
The evaluation of the algorithms presented in this thesis is based on experiments that involve
IEEE 802.15.4 hardware (PHY). A stable, open-source software 802.15.4 MAC implementa-
tion was, however, not available for our platform (and any other hardware) platform. Yet, some
of our algorithms required modifications of MAC core functions. Therefore we implemented
the IEEE 802.15.4-2006 MAC in the TinyOS 2 operating system. Our implementation is by
now part of the official TinyOS 2 core, accessible via the project source code [161, $TOS-
ROOT/tos/lib/mac/tkn154]. It covers the MAC functionality and includes the interfaces towards
the layer above (e.g. network layer) and below (radio driver). The design and implementation
of the radio driver (PHY), however, is platform/chip specific and thus not part of the implemen-
tation. In the following we briefly introduce the TinyOS 2 operating system and then describe
the MAC implementation, which is also known as TKN15.4. More detailed information on the
implementation can be found in [35–37].
TinyOS 2
TinyOS [162] is an operating system for wireless embedded sensor networks. It consists of a set
of components and the nesC language [163] allows to combine these components to create an
application. TinyOS 2 [164] is the second generation of the operating system that keeps many
of the basic ideas of its popular predecessor while pushing the design in several key areas.
TinyOS 2 improves system reliability and robustness by redefining some of the basic TinyOS
1.x abstractions and policies such as initialization, the task queue, resource arbitration and power
management. For example, in TinyOS 2, every task has its own reserved slot in the task queue
and can be posted only once. These semantics lead to greatly simplified code (no need for task
reposting on error) and more robust components. The same principle of compile-time allocation
and binding is applied to many other aspects of the system: components allocate all of the state
they might possibly need; and the invariants are explicitly reflected by the components and their
interfaces, rather then being checked at runtime. This design principle limits the flexibility, but
makes many Operating System (OS) behaviors deterministic.
TinyOS 2 supports code reusability and portability in several ways. It is based on a nesC
version that uses the concept of generic components, which, similar to object-oriented program-
ming, can be used to create multiple component instances, but instantiated at compile-time. It
also supports network types at the language level: programs can declare data structures and
primitive types that follow a cross-platform (1-byte aligned, big- or little-endian) layout and en-
coding. This allows services to specify platform independent packet formats without resorting
to macros or explicit serialization. Finally, it uses a three-layer Hardware Abstraction Archi-
tecture (HAA) [165] that decomposes the functionality of an individual subsystem, for example
timers, into three distinct layers. The HAA achieves code portability through platform inde-
pendent interfaces at the top layer, but at the same time allows the applications to access a sub-
system’s full capabilities through the chip-specific second layer, if performance requirements
outweigh the need for portability.
There are two main TinyOS-specific challenges for a platform independent 802.15.4 MAC
implementation: first, TinyOS is not a real-time operating system, yet in beacon-enabled mode
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Figure 2.9: Architecture of the IEEE 802.15.4 MAC implementation TKN15.4.
some operations need to be accurately timed. TKN15.4 solves this problem by pushing most
time-critical operations from the MAC to the chip-specific radio drivers, because the drivers
typically operate in a asynchronous (interrupt) context and may better exploit the particular
hardware characteristics, for example hardware-generated acknowledgements. Second, TinyOS
2 MAC protocols are traditionally implemented for a particular radio chip. TinyOS provides
the Active Message layer to multiplex access to the radio above the link layer, but there exist no
hardware abstractions for the lower layers. Since there are no established interfaces or guidelines
in TinyOS 2 on how the radio hardware should be exposed or how MAC protocols are to be
structured, one contribution of our work was the proposal of a set of platform independent radio
interfaces to be provided by an IEEE 802.15.4-compliant radio chip abstraction in TinyOS 2.
Implementation
Fig. 2.9 provides an architectural overview of the TKN15.4 implementation, its main compo-
nents and the interfaces that are used to exchange MAC frames between components. While this
figure abstracts from the majority of interfaces and some configuration components, it illustrates
one important aspect, namely how access to the platform specific radio driver (PHY) is struc-
tured. For the purpose of explanation, the MAC can be subdivided into three sub-layers. In the
following we explain the components and interfaces on these layers, starting from the bottom.
On the lowest level (dark gray boxes), the RadioControlP component manages the access to
the radio: with the help of an extended TinyOS 2 arbiter component it controls, which of the
components on the level above is allowed to access the radio at what point in time. The use of
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a TinyOS resource arbiter avoids inconsistencies in the radio driver state machine and is in line
with the standard TinyOS 2 resource usage model: before a component may access a resource it
must first issue a request; once it is signaled the corresponding granted() event by the arbiter the
component can use the resource exclusively; and after usage the resource must be released.14
The TKN15.4 implementation extends this model by allowing a component that owns the radio
resource to dynamically transfer the ownership to a specific other component. This is necessary,
because two properties make the standard arbiters suboptimal for beacon-enabled PANs: (1) the
transition of the resource ownership from one component to another may take an arbitrary time,
because it typically involves posting a task (the Resource.granted() event is signaled in a sep-
arate task) and (2) the resource arbitration model is based on the assumption that clients are
independent components and arbitration is based on a fixed queuing policy (e.g., round robin or
first-come-first-serve). The first is suboptimal, because an IEEE 802.15.4 superframe is repre-
sented by multiple components (c.f. Fig. 2.8) and as there is a continuous transition between the
different intervals of a superframe the access to the radio should be transferred immediately be-
tween the involved components. For example, on a coordinator node immediately after a beacon
has been transmitted the radio should be switched to receive mode. If the component responsi-
ble for managing the CAP is granted access to the radio too late (because there are other tasks
served by the operating system before), then incoming frames may be lost. The second assump-
tion property is unsuitable, because a superframe is dynamic and some parts of it are dependent
on others. For example, a beacon defines whether the following CFP is present and missing an
incoming beacon means that the entire superframe cannot be used by the device. Consequently
the components that represent the superframe should be able to decide cooperatively at what
time which of them should be active. Instead of treating them as independent clients that com-
pete for access to the radio chip, it is more natural to let the parts of a protocol coordinate when
and in what order they access the radio. Therefore we extend the standard Resource interface
by a single command and a single event that enables immediate transfer of the resource from
one client to another. The transfer does not involve posting a separate task and may override the
default queuing policy.
Most of the components on the second level of Fig. 2.9 (medium gray boxes) represent the
different time intervals in an 802.15.4 superframe: the BeaconTransmitP and BeaconSynchro-
nizeP components are responsible for transmission/reception of the beacon frame, the Dispatch-
SlottedCsmaP component manages frame transmission and reception during the CAP and the
CoordCfpP and DeviceCfpP components are responsible for the CFP. In nonbeacon-enabled
mode a superframe structure is not used and these components are replaced by the DispatchUn-
slottedCsmaP component, which is then responsible for frame transmission and reception in
nonbeacon-enabled mode.
The CSMA/CA algorithm requires one (unslotted) or two (slotted) CCA to be performed
one or two back-off slot boundaries before the actual transmission. Moreover, in case of a CCA
failure the transmission has to be delayed for a random time period of 0 to 255 back-off periods
(equals 0 µs to 5100 µs in the 2.4 GHz band). The transmission of an acknowledgements must
start between 12 symbols (equals 192 µs in the 2.4 GHz band) and 32 symbols (512 µs in the 2.4
GHz band) after the reception of the last symbol of the previous data or MAC command frame.
14http://github.com/tinyos/tinyos-main/blob/master/doc/txt/tep108.txt
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Since on a typical mote platform, these requirements can practically not be met by a platform
independent MAC protocol [166], rather they should be pushed from the MAC to the PHY,
ideally to hardware. For these reasons, TKN15.4 does not include the CSMA/CA algorithm:
the DispatchSlottedCsmaP and DispatchUnslottedCsmaP components are only responsible for
the initialization of the CSMA/CA parameters, but the CSMA algorithm is implemented and
executed in the platform specific radio driver. In either beacon- or non-beacon-enabled mode
the ScanP and PromiscuousModeP components are providing services for channel scanning and
enabling/disabling promiscuous mode, respectively. The radio arbitration mechanism is used
to coordinate the activities of the components on this level so that they do not overlap in time:
typically a component is active only while it has exclusive access to the radio resource. It
then performs a certain task (e.g., transmission of a beacon or performing a channel scan) and
afterward either releases the resource or passes it on to some other component. This mechanism
avoids race conditions when accessing the radio hardware. This pattern is supported by the
extended arbiter component described above.
The components on the top level of Fig. 2.9 (white boxes) implement the remaining MAC
data and management services, for example, PAN association or requesting (polling) data from
a coordinator. These services typically utilize data and command frame transmission/reception
based on the (un)slotted CSMA/CA algorithm and consequently the components are wired via
a send queue, DispatchQueueP, to either DispatchSlottedCsmaP (in beacon-enabled PANs) or
DispatchUnslottedCsmaP (in nonbeacon-enabled PANs). A component on this level typically
provides a certain MAC MAC Sublayer Management Entity (MLME)/MAC Common Part Sub-
layer (MCPS) primitive to the next higher layer, it is responsible for assembling the particular
data or command frame and it accepts and processes incoming frames of the same type. For
example, the DataP component provides the MCPS-DATA primitive to the next higher layer
to send a frame to a peer device. On receipt of the MCPS-DATA.request primitive DataP
will assemble the data frame and enqueue it in the send queue DispatchQueueP. The Dis-
patch[Un]SlottedCsmaP component will eventually dequeue the frame, and manage its trans-
mission, e.g. whenever the CAP has become active. Afterwards, it will signal a completion
event to the DataP component, which in turn propagates a MCPS-DATA.confirm event back to
the next higher layer including an appropriate status code that denotes whether the transmission
was successful or not.
The next higher layer accesses all MAC services either via the TKN154BeaconEnabledP
component (in beacon-enabled PANs) or via the TKN154NonBeaconEnabledP component (in
non-beacon-enabled PANs). These configuration components are nesC facades [167] responsi-
ble for wiring the MAC components together, respectively. They allow to disable/remove certain
MAC functionality by specifying empty placeholder [167] components.
The 802.15.4-2006 standard specifies 17 MAC and 6 PHY primitives. The TKN15.4 im-
plementation slightly adapts the MAC primitives to better match TinyOS 2 design principles.
TinyOS 2 does not support dynamic memory allocation, instead most allocation and binding is
pushed to compile time, which makes code more robust and predictable. This also holds for
the allocation of message buffers: a component that wants to send a packet is responsible for
allocating a message t buffer, which is the TinyOS 2.x message buffer abstraction that is used by
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protocols on network layer and above (cf. TinyOS Enhancement Proposal (TEP) 11115). Con-
sequently the implementation adapts the MAC primitives to support message t and the TinyOS
buffer swapping semantics. This is relevant for two MAC primitives, MCPS-DATA and MLME-
BEACON-NOTIFY, which have to be slightly revised to pass message t instead of pointers to the
payload. Additionally and in contrast to the primitives specified in the IEEE 802.15.4 standard,
these interfaces do not transport control information (source/destination address of the frame,
etc.) explicitly. Rather, this information is already contained in a message t and can be config-
ured/retrieved via suitable accessory functions, which is in line with the TinyOS 2 concept of
treating message t as abstract data type. A drawback of using message t, however, is that a mes-
sage buffer always consumes the maximum MAC payload plus header size, which frequently
results in suboptimal memory usage. All other MLME/MCPS primitives are adopted one-to-
one from the 802.15.4 specification, with one exception: because it is usually more convenient
for the caller the MLME GET/SET primitives consist of single commands (are non-split-phase),
and the beacon payload for an outgoing superframe on a coordinator is accessed not via PAN
Information Base (PIB), but through a separate interface.
To better meet the tight timing constraints in the beacon-enabled mode the PHY (radio
driver) interfaces had to be modified. The MAC requires the radio driver to provide interfaces
that push many time-critical operations from the MAC to the radio driver, because the latter can
include platform- and chip-specific code and is thus in a better position to meet the tight timing
constraints in beacon-enabled PANs. The MAC specifies the initial CSMA/CA parameters but
the algorithm itself is implemented and executed in the radio driver. Also, the radio driver is re-
sponsible for performing any random back-offs and for the transmission of acknowledgements.
TKN15.4 Impact
The TKN15.4 implementation currently supports three hardware platforms — Telos [66], Shim-
mer2(r) [8] and MICAz [168] — and the implementation has been successfully used in several
research projects beyond the work presented in this thesis: for example, TKN15.4 has been
used to implement wireless process control loops [169], a wireless ECG System [170] or asyn-
chronous network discovery techniques [171]. Others have extended TKN15.4 with a GTS
service [172] and security features [173]. Basmer et al. have compared TKN15.4 to other
IEEE 802.15.4 MAC implementations and found that it is “the most efficient implementation in
case of runtime” [174]. Furthermore, often authors have reported that the implementation meets
their expectations (e.g. “simulation and experimental curves exhibit the same trend and are very
close to each other” [175], “nodes behave exactly as they are supposed to do” [176]).
15https://github.com/tinyos/tinyos-main/blob/master/doc/txt/tep111.txt
45
CHAPTER 2. BACKGROUND
46
Chapter 3
Scope of the Thesis
There is a growing belief that many processes will become more (cost-)efficient once the context
of physical objects becomes machine-accessible. This relates to processes not only in produc-
tion, logistics or agriculture, but also in the healthcare sector. Due to the continuous minia-
turization of electronic components and sensors it is already possible to accurately capture the
physiological parameters of a person with tiny wearable devices. The devices must, however,
be connected to a system that can store, process and present the data, because their own mem-
ory and computational resources are usually not sufficient. WBANs enable the communication
infrastructure to deliver sensor data along the body to a more powerful device such as a cell
phone. However, WBANs are a relatively new field of research and it is unclear if they can
meet the stringent quality of service (QoS) requirements that some applications have. In par-
ticular, the reliable delivery of data is considered one of the most challenging tasks in WBAN
applications [16, Chapter 1].
Communication Reliability — The wireless channel is an inherently unreliable transmission
medium. Within fractions of a second the strength of the electromagnetic signal may drop by a
factor 100 or more. Furthermore, other co-located wireless systems may emit interfering signals
that can degrade communication performance. In WBANs, however, the situation is particu-
larly harsh, because user mobility leads to very dynamic channel conditions. The movement of
human limbs may result in significant variation in inter-node distance within short time. This
will translate into varying path-loss (Sect. 2.2.2) and thus average received signal strength may
change over short time. Furthermore, human limbs may (temporarily) block the path between
sender and receiver causing shadowing and thus reducing signal strength. Antenna-to-body sur-
face separation also has an impact: as the person moves the distance between the antenna and
the body surface may change with often substantial impact on received signal strength [110].
Furthermore, in practice antenna radiation patterns are never perfectly omnidirectional, thus a
change in the angle between sender and receiver antenna (e.g. introduced by turning a limb) may
cause signal strength fluctuation. Moreover, the effects of multipath propagation may be signifi-
cant: as the person moves the amount of signal components that are reflected and scattered from
the environment (ground) and human body may vary strongly and the shape of the body may
promote the existence of surface waves. In addition, interference from other co-located devices
may be substantial: WBANs often operate in the unlicensed 2.4 GHz communication band,
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which is also shared by other popular wireless communication technologies, notably WLAN,
and in WLANs the transmission power may be 100 times higher than in WBANs. Yet, the in-
terference situation in WBANs is different than in static networks: on the one hand, a WBAN
may experience gradual increase in RF interference as the person approaches an interference
source and a gradual decrease as the person withdraws from the interferer. On the other hand,
it may happen that due to body shadowing the WBAN may (temporarily) be “shielded” from
an interferer. These effects collectively influence the WBAN channel and thus reception qual-
ity. The latter is often expressed by the Packet Reception Rate (PRR), which is the ratio of the
number of successfully (error-free) received packets to the number of transmitted packets. PRR
thus reflects the fraction of error-free communication between two direct communication peers
(i.e. without intermediate nodes), and it therefore represents a good notion of communication
reliability on the level of the MAC. Since our focus is on the lower layers of the WBAN com-
munication protocol stack, in this thesis we consider PRR the main metric for communication
reliability.
Energy Efficiency — Often, a simple solution to improve PRR is to increase the radio’s trans-
mission power. However, not only does this result in higher levels of interference for co-located
devices, it also increases energy consumption. The lack of wires implies that a WBAN devices
are usually battery-powered. In many scenarios the batteries have to last for several weeks or
months, the radio must therefore not only consist of extremely low-power hardware components,
but the transmission power must be low as well (low transmission power is also desirable in order
to “reduce interference to other devices and systems” IEEE 802.15.4 Standard [18, Sect. 6.9.5]).
Since energy-efficiency is one central design goal in WBANs, energy is the second metric we
consider in this thesis. More precisely, we focus on the energy that is spent for the delivery of
packets originating from the next higher (with respect to the MAC) layer on the sender until they
are signalled to the corresponding layer on the receiver side.
Latency — Applications may require that the time between collection and processing/visuali-
zation of data is bounded. For example, in health care applications this period may span from
50 ms for capsule endoscopes [59] over 500 ms for ECG sampling [60] to several minutes for
blood glucose monitoring [61]. The latency of the delivery of a packet from sender to receiver
is therefore last main performance metric we consider in this thesis. In the scope of this thesis
latency is the time that elapses between the next higher layer passing the packet to the MAC
layer on the sender side and the time the packet is signalled to the corresponding layer on the
receiver side. Note, that we do not consider the latency of corrupt frames, but only of packets
that are signalled to the next higher layer on the receiver side.
3.1 Goals
The previous metrics are often in conflict: increasing the radio’s transmission power may im-
prove reliability but also increase energy consumption; retransmitting packets based on an Auto-
matic Repeat reQuest (ARQ) scheme may improve reliability but translate packet losses into
latency. Within this thesis, we consider PRR as the core metric we seek to investigate/optimize;
at the same time our solutions should not “considerably” deteriorate energy consumption or
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Figure 3.1: The CC2420 SINR/PRR relationship from TOSSIM.
latency. PRR is primarily related to the SINR. Recall that that the SINR is defined as:
SINR =
PSignal
PInterference + PNoise
(3.1)
The SINR is important, because it determines the probability of correctly decoding a symbol
during the process of converting the analog signal to a digital sequence of symbols (demodula-
tion). For example, the 2.4 GHz IEEE 802.15.4 PHY specification states that an SINR of 5 dB
to 6 dB should typically be sufficient for good packet reception [18, Section E.3.2]. For the pop-
ular IEEE 802.15.4-compliant CC2420 radio [69] several authors have independently confirmed
this statement through experiments [177, Figure 4] [29, Figure 12] [178, Figure 1]. For exam-
ple, the empirical relationship between SINR and PRR reported by [29], which is also used in
the TinyOS simulator TOSSIM [179], is shown in Figure 6.20. The function is monotonic and
an SINR of 6 dB indeed results in high probability of successfully decoding a received packet.
Therefore, essentially PSignal and PInterference are the parameters that influence the reliability
of intra-WBAN communication on the level of abstraction considered in this thesis (the PNoise
component in Eq. 3.1 is not addressed in thesis, because it depends on the electronic components
of the receiver radio circuitry and is mainly influenced by thermal noise). The two effects that
govern the dynamics of PSignal and PInterference in a wireless system are (large and small scale)
fading and interference, respectively. Fading represents the amount of attenuation the signal ex-
periences at a given point in time due to path-loss, shadowing and multipath propagation, and
interference represents any unwanted signals in the same portion of the spectrum as the carrier
of the intended signal (Section 2.2.2).
Unfortunately, the fading and interference conditions under which WBANs have to operate
are not well-understood: in contrast to the large body of empirical work that has been carried out
in the WSN domain (e.g. [21,23,24,29–31]), not many experimental studies have focused on the
WBAN channel characteristics. However, “an understanding of radio propagation is essential
for coming up with appropriate design, deployment, and management strategies for any wire-
less network” [180]. The first goal of this thesis is therefore to gain a better understanding of
the WBAN fading and RF interference characteristics by experimentally analyzing the PSignal
and PInterference dynamics in different realistic WBAN scenarios. We focus on the 2.4 GHz
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Chapter 4: Channel measurements
}
FadingChapter 5: Packet scheduling
Chapter 6: Channel measurements
 RF InterferenceChapter 7: Channel hopping &Packet combining
Table 3.1: Overview of the following technical chapters.
band, because for the foreseeable future this band is expected to continue playing a major role
in the WBAN domain (Sect. 2.2.1). Based on the previous findings the second goal of this the-
sis is to investigate how communication reliability in WBANs can be improved by exploiting
certain fading and RF interference characteristics. This analysis makes use of the three perfor-
mance metrics introduced above. The topics we address are summarized in Table 3.1 and briefly
explained in the following.
3.1.1 Analysis of Fading Characteristics
WBANs exhibit unique PSignal dynamics (fading conditions), because “the movement of the
human body has a dramatic effect on the strength of the received signal” [145]. The dynamics are
influenced by the particular activity of the person, who is carrying the WBAN. In Chapter 4 we
study the fading effects on different 2.4 GHz on-body communication links while the person is
walking. Walking is an important activity in the context of WBANs as it is part of many medical,
sports and personal fitness applications. We attach eight COTS WBAN nodes to a person and
measure the fading effects on a millisecond-scale while the person is walking. We analyze the
magnitude of PSignal fluctuation, and in particular the regularity of PSignal dynamics among
subsequent gait cycles. Furthermore, we determine if the effects are influenced by changing
the node position or attaching nodes to a different subject — we conduct experiments with
five different subjects and consider eight different node locations. Our analysis shows that the
magnitude of PSignal fluctuation is often significant; it also reveals that while a person is walking
PSignal peaks follow a regular pattern. The effects that govern this are large-scale effects due to
path-loss and shadowing, since small scale (multipath) effects are rather irregular.
3.1.2 Exploiting Periodic Fading Effects
In Chapter 5 we explore an approach that exploits the regularity of PSignal oscillation within
the WBAN communication protocol stack. The idea is to leverage signal strength dynamics by
predicting when received signal strength is at (close to) its peak. Such packets will exhibit a
higher SINR than packets sent at arbitrary points of time and thus render more reliable commu-
nication. To predict signal strength peaks our approach captures user mobility with the help of
accelerometers. Through a large set of experiments involving multiple subjects, we show that
when packets are transmitted at predicted signal strength peaks, outdoors unreliable links can
often be turned into reliable links with PRR values well above 90 %. The gains in reliability
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come at the cost of an increase in latency by on average one step period, but the additional
energy spent by the devices is negligible.
3.1.3 Analysis of RF Interference Characteristics
WBANs often operate in unlicensed frequency bands and are therefore exposed to RF interfer-
ence from other wireless technologies. To study the impact of realistic 2.4 GHz RF interference
on WBAN communication, in Chapter 6 we introduce a custom measurement setup made of
COTS WBAN nodes attached to five different body positions. Our setup enabled us to collect
about half a billion RF noise samples in various urban environments. A statistical analysis of
the dataset shows that — in comparison to the effects of fading — the overall impact of RF
interference on WBAN link reliability is low. However, urban RF noise is about one order of
magnitude more “bursty” (correlated in time) than random, i.e. uniformly distributed over time,
RF noise. Therefore, even if average spectrum occupation is low, it may be necessary to apply
RF interference mitigation techniques, in particular in applications with low latency bounds.
3.1.4 Mitigating the Effects of RF Interference
Several techniques to mitigate the effects of RF interference have been proposed in the past.
In Chapter 7 we focus on two well-known strategies: we analyze to what extent channel hop-
ping can reduce packet loss and in particular error burstiness, due to RF interference. We also
analyze a packet combining approach that allows to recover an original packet from multiple
copies that have been corrupted by RF interference. We find that, even when blacklisting noto-
riously busy channels, channel hopping can hardly beat a very simple strategy: static selection
of IEEE 802.15.4 channel 26. We also show that packet combining can result in practical sav-
ings of 5-10 % of energy for intermediate (PRR below 0.9) WBAN links if only corrupted bits
retransmitted.
3.2 Methods
Over the past years there has been a growing consensus in the WSN community that research
involving wireless communication requires empirical evaluation. For example, the popular tree-
routing protocol in TinyOS 2 has been evaluated in 12 different testbeds [32]. Empirical eval-
uation is necessary, because the propagation and interference characteristics are influenced by
a large number of environment-specific parameters (layout and physical properties of objects,
mobility of persons/objects, spectrum activity of co-located networks, etc.), which are hard to
capture in models. This is especially true for WBANs, where the conditions are particularly
dynamic and not well-understood. Therefore in this thesis the main method of evaluation is
through experiments.
Our experiments are performed in realistic urban outdoor and indoor scenarios. To this end,
we attach COTS WBAN hardware to various body positions of different subjects while they are
performing common activities like walking along an urban shopping street. Our experiments can
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Figure 3.2: WBAN platforms (from left to right): TMote Sky, Shimmer2 and Shimmer2r.
be grouped into two sets: one set of experiments measures the PSignal and PInterference param-
eters to better understand the fading and interference conditions. A second set of experiments
evaluates approaches that exploit certain fading and interference characteristics.
While this thesis puts a strong focus on experiments, it also relies on a few analytical and
simulation models: for example, we derive a time-homogeneous discrete-time Markov chain
model to estimate the performance gains of our packet combining algorithm before performing
experiments (Sect. 7.3). And we formulate the task of finding a non-overlapping packet schedule
as a Linear Programming (LP) problem (Sect. 5.4). These steps help us in properly designing
our algorithms, while any performance evaluation of the algorithms is afterwards still performed
through experiments. There is, however, one exception: we use the OMNET++/Castalia simu-
lator [136] to evaluate the channel hopping algorithms described in Sect. 7.2. This is necessary,
because the gains of a channel hopping algorithm are largely determined by the characteristic
interference activity. In order to study these gains we need reproducible interference environ-
ments, but since we deal with uncontrollable urban environments reproducibility is not given.
Therefore in this thesis channel hopping algorithms are evaluated in simulation, but the RF
interference environment in the simulator is reproduced based on our PInterference data (“trace-
driven simulation”). This allows us to compare channel hopping algorithms under identical RF
interference conditions. The rest of this section describes our methods and a set of general
assumptions in more detail.
3.2.1 Platforms and Node Positions
We consider a WBAN that consists of a set of body-worn nodes, which use IEEE 802.15.4 ra-
dios to communicate in the 2.4 GHz ISM band. IEEE 802.15.4 is one of the most mature and
applied low-power communication standards and previous studies have shown its suitability for
WBAN applications (Sect. 2.3.2). Our experiments are mainly conducted with the Shimmer2(r)
platform [8], but a small number of experiments also involve the Tmote Sky platform [66]. The
platforms are depicted in Fig. 3.2. They are quite similar in terms of hardware, as they use the
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Figure 3.3: Properties of the WBAN under consideration.
same MCU (MSP430F1611 [68]) and IEEE 802.15.4-compliant radio (CC2420 [69]). However,
Tmote Sky has an inverted-F microstrip antenna while Shimmer2r uses an Surface-Mount De-
vice (SMD) antenna. Also, Shimmer2r has a smaller form factor and compact native enclosure
and therefore the antenna-to-body surface distance is smaller than for the Tmote Sky, which
also has a larger battery pack. The main reason why two different platforms were used is that
the Tmote platform has been available for many years, but the Shimmer2 platform had become
available only after the first study described in this thesis had been already conducted. Our
experiments reveal, however, that although the platforms use the same radio chip, the wireless
communication performance differs, which we attribute to different antennas and form factor
(Sect. 6.2). The two platforms are described in more detail in Sect. 2.1.3.
In our experiments we use a maximum of 8 nodes that are attached to the human body
at the positions shown in Fig. 3.3a: the wrist position is commonly used for measuring blood
oxygen saturation, EMG, galvanic skin response or blood pressure (sometimes the electrodes are
attached to a finger, but the node itself typically is located at the wrist) [181,182]. The ankles are
one of the positions for attaching motion sensors [183, 184]. The position at the back has been
used to measure walking/running speed or detecting behavioral patterns [185,186] and the chest
is the preferred position to measure ECG or heart rate [72,187]. Finally, the position next to the
hips are suitable for attaching motion sensors to detect activity or posture changes [183, 188].
All nodes that are not carried in the pocket are strapped tightly to the body, either using adhesive
tape or a sweatband.
In our configuration the nodes described so far all take the role of IEEE 802.15.4 devices.
There is one additional node that takes the role of an IEEE 802.15.4 coordinator. This node is
located in the right trouser pocket. We assume that in a real application this node is integrated
in the user’s cell phone, where the data may be analyzed or transmitted via the Internet to a
remote server for storage, processing and analysis. The cell phone is, however, not part of our
setup/investigation, because we are only interested in the intra-WBAN communication.
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3.2.2 Network Topology and Traffic Pattern
In this thesis we assume that the coordinator represents the only node with whom all remaining
WBAN devices communicate. The WBAN thus forms a star topology as depicted in Fig. 3.3b.
As explained in Sect. 2.1.4 this is the most prevalent network topology in WBANs. The devices
are responsible for data collection and transmission of the data to the coordinator, the application
traffic is therefore uplink (devices → coordinator). The analysis in Sect. 2.1.3 has shown that
many envisioned WBAN applications generate low data rates of no more than 150 byte per
second (c.f. Table 2.1). Since a IEEE 802.15.4 packet has about 100 byte of application payload,
we assume that a WBAN device generates no more than 1 or 2 packets per second. Since
the majority of sensors shown in Table 2.1 are typically sampled periodically, we assume that
application data is generated periodically.
3.2.3 Protocol Architecture
Apart from performing channel measurements in this thesis we analyze three mechanisms that
are located either within the MAC layer or between MAC and next higher layer, respectively,
as indicated by the dark gray boxes in Fig. 3.3c. One of our components represents a packet
scheduler that can seamlessly be inserted between the MAC and the next higher layer. This
component does not require a specific MAC protocol, it only requires that the next higher layer
can control the transmission time of packets on the order of a few tens of milliseconds. Our
second component defines a novel packet combining approach that extends the retransmission
policy within a stop-and-wait ARQ scheme. This component requires modifications to a MAC’s
ARQ mechanism and tight control over the PHY (radio chip) during packet reception. It there-
fore needs to be integrated within the MAC protocol. Finally, we investigate a standard channel
hopping technique for its suitability to mitigate the effect of RF interference in WBANs. This
component must be able to control the selection of the radio channel for a radio event (packet
reception/transmission) and is therefore integrated within the MAC. The three components are
independent of each other and do not rely on a particular MAC protocol as long as the above
stated requirements are met. Also, our components do not make any assumptions about the next
higher layer (above the MAC). In our system the IEEE 802.15.4-2006 MAC nonbeacon-enabled
mode (c.f. Sect. 2.3.2) is selected as the reference MAC protocol, because it is well-known and
fulfills the above requirements. In practice, we use the TKN15.4 implementation described in
Sect. 2.3.3.
3.2.4 Experiment Scenarios
We use two sets of scenarios to conduct our experiments: the first set involves a person walking
outdoors on the sidewalk of an urban street or indoors along a corridor of an office building. The
related experiments are used to study the fading characteristics in a WBAN while the subject is
physically active (Chapter 4) and to investigate the trade-offs between communication reliability
and latency (Chapter 5). The experiments involve between 3 and 7 different subjects.
The second set of scenarios includes 12 different urban environments, in which the person
carrying the WBAN is performing common activities. The environments allow for a number of
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representative human activities as the experiments are conducted in: a park, a residential area
(4x), a shopping street (4x), a university campus (2x), and an urban transportation system. In
some of the scenarios the person is mobile (e.g. walking), in others the person is rather static,
e.g. sitting at home in front of a television. Each experiment last on average around 60 minutes.
The data are used to study the characteristics of urban RF interference (Chapter 6) and the results
are also used in a simulator to investigate interference mitigation techniques (Chapter 7).
3.2.5 Channel Measurement Parameters
The main performance metrics used in this thesis have been introduced in the beginning of this
chapter. However, these metrics are not applicable when performing channel measurements
(Chapter 4 and Chapter 6). The goal of our channel measurements is to capture PSignal and
PInterference to study fading and external RF interference, respectively. Unfortunately in prac-
tice with our hardware we cannot directly measure PSignal, instead we use Received Signal
Strength Indication (RSSI) provided by the radio hardware. RSSI represents the power of the
received signal (in dBm) averaged over the last 8 symbol periods (128 ms) [69]. When a sig-
nal is received while no interfering signals are present RSSI is indeed identical to PSignal (plus
PNoise introduced by the electronic components in the receiver circuitry — however, PNoise is
comparably low and can safely be ignored). When a signal is received while interfering signals
are present RSSI represents the sum of PSignal and PInterference (plus PNoise). When we mea-
sure PSignal characteristics we therefore verify that no significant amount of RF interference
is present by using the upper frequencies in the 2.4 GHz which are not overlapping with any
standard IEEE 802.15.4 or IEEE 802.11 channels, and by monitoring the RF environment with
a spectrum analyzer during an experiment.
PInterference is the sum of the power of any interfering signals. In this thesis we focus
on external RF interference (environmental RF noise), i.e. signals that are emitted by devices
external to the WBAN. To this end we only need to measure RSSI while no WBAN device
is transmitting a packet. Note that technically what we measure is therefore not interference
(there is no WBAN communication that can be interfered at that moment), but in this case
RSSI represents the environmental RF noise power averaged over the last 8 symbol periods
(128 ms) [69], or — whenever no interfering signals are present — the noise floor of the radio.
In order to eliminate the chances of measuring internal RF interference generated by our own
WBAN devices we apply synchronization mechanisms (by introducing a dedicated wired control
channel in our measurement setup).
In order to characterize the fading and RF interference effects, we design a set of additional
measures on top of the “raw” radio parameters:
• As a first indicator of the variability of the received signal strength we use the Interquartile
Range (IQR), i.e. the distance between 25th and 75th percentiles, of the PSignal samples
collected during an entire experiment. The IQR holds 50% of the data centered around
the median, this interval is therefore helpful to understand the magnitude of fading effects
over larger timescales (Section 4.3).
• We define a new measure PSignal-gain(w), which is applicable for periodic human activ-
ities such as walking. It describes the difference between the mean PSignal per activity
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period and the mean PSignal calculated over a window with size w, centered at the sig-
nal strength peak of the same period. It thus allows to describe the signal fluctuation on
a per-period basis. By analyzing the corresponding distributions we can, for example,
understand the magnitude of signal peaks on a smaller time scale. We can also derive
a practical upper bound for how much can be gained by transmitting packets at signal
strength peaks (Section 4.4).
• In order to describe the regularity of fading effects during periodic activities, we introduce
a technique that allows to detect whether PSignal peaks consistently occur at fixed offsets
within the activity period, which is detail in Section 4.4.2.
• To quantify the amount of external RF interference in a WBAN, we use the empirical prob-
ability of PInterference being larger or equal than a threshold THR, i.e. P(PInterference
> THR). For example, we can set THR to a value of 5 dB below the sensitivity threshold
of the radio, in this case only those interfering signals that may practically harm WBAN
communication are considered (Section 6.3).
• We introduce a metric that captures the correlation of RF interference activity in the fre-
quency domain: we use the conditional probability of PInterference being larger or equal
than a threshold THR, given that the PInterference of a neighbouring channel (±1 channel)
was larger or equal than that threshold at the same time, i.e.
P(PInterference≥THR | PInterference@Ch-1>THR or PInterference@Ch+1>THR),
where PInterference@Ch-1 and PInterference@Ch+1 represent the interference value mea-
sured on the channel above or below the channel on which PInterference was measured,
respectively (Section 6.3).
• Finally, we introduce two additional metrics that capture the correlation of RF interference
in the time and space domain. Analogous to the previous metric, these metrics make use
of conditional probabilities (Section 6.3).
3.2.6 Assumptions and Limitations
We assume that the coordinator is less energy-constrained than the remaining WBAN devices,
because it is integrated in the user’s cell phone and may access the battery of the phone. The
coordinator is also less constrained in computational and memory resources, because some of
its tasks may be executed on the CPU of the cell phone. One central design goal is therefore to
push the resource-expensive tasks in terms of energy, computation and memory to the WBAN
coordinator and minimize the resource usage on the WBAN devices. This approach extends the
lifetime of the devices and thus the overall lifetime of the WBAN. Furthermore, although adap-
tive transmission power schemes are a promising way of leveraging excessive link budget [189]
(which some of the mechanisms analyzed in this thesis can generate), these techniques remain
out of scope of this thesis. Instead, we assume that the transmission power is fixed, but we
consider different values between 0 dBm and -25 dBm, which is in line with the IEEE 802.15.4
standard which states that “a transmitter shall be capable of transmitting at least -3 dBm. De-
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vices should transmit lower power when possible in order to reduce interference to other devices
and systems.” [18, Sect. 6.9.5].
There are naturally a few limitations to this thesis. First of all, we focus on a single com-
munication technology and frequency band. Signal propagation characteristics change when
the communication frequency is altered, and the use of a different physical layer such as UWB
may considerably impact communication reliability. Nonetheless we believe that our findings
in Chapter 4 and 5 are also applicable for other narrowband 2.4 GHz physical layers, because
they are primarily based on the on-body propagation characteristics of 2.4 GHz signals. This
also includes the newly allocated MBAN bands, which are located just below the 2.4 GHz ISM
band (c.f. Table 2.4) and can be expected to have similar propagation characteristics. On the
other hand, the occurrence of RF interference is largely determined by the particular wireless
systems occupying the spectrum. While the results in Chapter 6 are likely not representative for
other bands, we believe that the experimental setup and measurement methods are still a valu-
able contribution. The interference mitigation algorithms studied in Chapter 7 are, however, also
applicable in other frequency bands, especially our packet combining approach is not limited to
the 2.4 GHz interference characteristics, but also applicable in other contexts. Finally, a natural
limitation of conducting experiments is uncertainty due to limited data. Within our possibilities
we have tried to reduce this uncertainty: we have covered a large set of scenarios, node positions
and involved different subjects in our experiments.
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Chapter 4
The Wireless On-Body Channel
During Walking
In this chapter we study the fading effects on 2.4 GHz on-body communication links while the
person is walking. Walking is an important activity in the context of WBANs as it is part of
many medical, sports and personal fitness applications. Daily routines also involve significant
amount of walking: according to Harvard Medical School on average adults take 6,000 to 7,000
steps daily [190], which corresponds to about 1 hour of walking per day (obviously there is a
large variation over different types of people and professions). 10,000 steps per day is often
considered a healthful level of physical activity and for children values between 11,000 and
13,000 steps per day are common (for details refer to [191]).
To characterize the on-body channel during walking the traditional methods that rely on
fading distributions (Section 2.2.4) are ill-suited. During regular activities such as walking the
distance, the amount of body shadowing and relative antenna orientation between a WBAN
transmitter and receiver pair change quasi-periodically — periodic on a small scale of a few
(tens of) seconds but less predictable at larger scale. The signal strength of an intra-WBAN com-
munication link is therefore also expected to exhibit some kind of temporal correlation. Previous
studies have, however, rarely focused their analysis on the time domain, but rather quantified the
magnitude of body shadowing due to certain posture changes or analyzed summary statistics like
fading distributions derived over long time intervals (several minutes or hours). An assessment
of the fading effects on a smaller time scale (milliseconds) as a function of the user’s movements
is, however, important: it allows to better understand the channel conditions and adapt the cor-
responding mechanism in the WBAN communication protocol stack. On the other, it is more
challenging to develop a measurement setup on top of commercial WBAN hardware that has the
required fidelity.
The questions this chapter addresses are: how does walking affect the received signal strength
pattern on a millisecond-scale and is this effect influenced by changing the node position or at-
taching nodes to a different subject? What is the magnitude of signal peaks and how regular do
the peaks occur within a stride period (a stride period denotes the time from initial contact of
one foot to the following initial contact of the same foot)? In our analysis we put an extra focus
on the stride period, because it corresponds to the fundamental frequency of the user activity.
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To answer the above questions we designed a measurement setup that allows us to capture
both, the human walking pattern (with the help of motion sensors) and the low-level metric
PSignal defined in Section 3.2.6 with high resolution. This allowed us to analyze the temporal
behavior of PSignal for several subjects and node positions in relation to their movement. Note
that the methods and analysis have also been published in the following two articles: [38, 192].
4.1 Related Work
Several studies have focused on the effects of human body shadowing on RF communication.
One common method is to evaluate the attenuation caused by people crossing a communication
link between a stationary transmitter-receiver pair: for example, Kara and Bertoni examined the
effects of body shadowing caused by people crossing a 2.4 GHz band link between an RF signal
generator and spectrum analyzer and showed that the human body can result in attenuation of up
to 20 dB [193]. Similar shadowing effects have been reported in [194] for 802.11 radios, and the
authors also conclude that the influence of body shadowing is higher than other factors such as
the type of ground. In the 10 GHz band the attenuation caused by human obstruction has been
reported to reach 25 dB, depending on the distance between human body and transmitter [195].
At higher frequencies the effects of human shadowing are typically stronger, for example, a study
comparing the 900 MHz and 60 GHz bands shows a difference of approximately 10 dB [196].
Bahillo et al. have come to a similar conclusion when comparing the cellular Global System for
Mobile Communications (GSM)-900 band with transmissions at 100 MHz and 1800 MHz [197].
While these studies are based on a stationary transmitter-receiver pair, other authors have
investigated scenarios where at least one node is carried on the body (all following references
related to the 2.4 GHz band): for example, Miluzzo et al. focused on IEEE 802.15.4 person-to-
person communication and showed that not only can the body result in severe attenuation, but
the placement of the node on the body also “has a significant effect on the performance of the
communications system” [116]. For on-body communication (sender and receiver are attached
to the same person) others have investigated the impact of the distance between antenna and
body surface and shown that a difference of 4.5 cm can translate in signal strength variations
of up to 20 dB [110]. Once communication alternates between LOS and NLOS, for example
when the person changes the posture, the signal strength for on-body propagation typically ex-
periences significant variations (> 10 dB [198]). On-body channel measurements performed by
D’Errico and Ouvry indicate that the slow fading component is to a large extent influenced by
the amount of body shadowing [199] and propose a relaying strategy to mitigate channel time
variations [200]. Miniutti et al. conducted an extensive measurement campaign in an office envi-
ronment and showed that the on-body channel is mainly characterized by slow, flat fading [201].
Depending on the subject’s activity the variation in path loss ranged from 7.1 dB (standing
still) up to 46.8 dB (running). Path loss was particularly dynamic when communication alter-
nated between LOS and NLOS and the variation was “repetitive and consistent with the speed
of movement of the test subject” [201].
The last study indicates that regular human movements may manifest in quasi-periodic on-
body signal strength behavior. The main limitation of the previous studies is, however, that this
relationship is not explored in detail. The measurement setups used in these studies allowed to
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capture on-body channel characteristics with high fidelity, but they typically did not allow to
precisely track the human movement. In the following we present an experimental setup that
allows to measure both, human movement (with the help of motion sensors) as well as on-body
signal strength fluctuation (with the help of COTS WBAN radios).
4.2 Setup and Scenario
Our WBAN setup consists of eight Shimmer2r [8] nodes, which integrate the Texas Instruments
MSP430 MCU and the IEEE 802.15.4-compliant CC2420 transceiver [69] (Section 2.1.3). In all
experiments the eight nodes were positioned on the body as described in Chapter 3 and depicted
in Figure 3.3a. One node had the role of the transmitter, the other nodes set their radios to
receive mode. The transmitter was located in the right trouser pocket of the subject, because in
real life this node might be integrated in the user’s cell phone, which is typically carried in the
pocket. The receiver nodes were placed on the left and right ankle, in the left trouser pocket,
on the left and right wrist, in the center of the chest, and in the center of the back. Nodes
were strapped tightly to the body, either using adhesive tape or a sweatband resulting in a body
surface-to-antenna separation of about 1 cm.
Instead of exchanging packets the transmitter was emitting a continuous IEEE 802.15.4 mod-
ulated carrier signal using a transmission power of 0 dBm. Emitting a continuous carrier signal
is one of the testing features of the CC2420 radio, it allows to send random data in an infinite
transmission [69]. The other seven nodes were passively measuring PSignal (RSSI) at a sam-
pling frequency of 1000 Hz.1 In addition to emitting a continuous carrier signal, the transmitter
node periodically measured its 3-axial accelerometer with a sampling frequency of 200 Hz. In
each experiment the subject that carried the WBAN was continuously walking outdoors on the
sidewalk of an urban street, i.e. a typical pedestrian footpath in a downtown urban area. Sub-
jects were walking at regular walking speed of approximately 100 steps/min. Five different
male subjects aged between 23 and 35 years each performed an experiment of approximately 15
minutes and collected a total of about 30 million PSignal samples.
We took careful precaution to minimize the influence from external RF interference on our
setup. Our transmission frequency was set to 2482 MHz, which is at the upper end of the
2.4 GHz ISM band. This frequency does not overlap with any of the standard IEEE 802.15.4
channels and it is also spaced sufficiently far apart from the highest available IEEE 802.11 cen-
ter frequency, which was WLAN channel 13 at center frequency 2472 MHz. Before performing
the experiments, we verified with a USB spectrum analyzer attached to a laptop that this part
of the spectrum was not used on our path. During each experiment a subject was carrying an
additional sniffer node which was sampling PInterference at a channel 5 MHz below the coordi-
nator’s transmission frequency. Since IEEE 802.15.4 has a channel width of 2 MHz the sniffer
could not detect energy from our transmitter, but it would detect energy from other interfering
1As explained in Section 3.2 we assume that application data is sent in the device→ coordinator direction. In this
section we measure signal strength only on the coordinator→ device link, because measuring PSignal in the reverse
direction with 1000 Hz would require tight (out-of-band) time synchronization between the devices and a very short
(not IEEE 802.15.4-compliant) packet format. Instead we assume that links are reciprocal, i.e. instantaneous signal
strength is comparable in both directions.
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Figure 4.1: Ten seconds of the acceleration (top) and RSSI signal (others) while subject 1 was
walking outdoors.
sources, such as a strong IEEE 802.11 sender on channel 13. After each experiment we checked
the data from the sniffer, which confirmed that normally less than 0.2 % of the samples were sig-
nificantly high, i.e. larger or equal than the radio sensitivity threshold of -94 dBm (only in one
experiment the sniffer reported 0.85 % RF noise). Thus, we believe that the impact of external
RF interference on our results is negligible.
4.3 Signal Strength Variation
Figure 4.1 and Figure 4.2 show a 10-second snapshot of PSignal during the experiments per-
formed by subject 1 and subject 2, respectively. The figure also shows the 200 Hz acceleration
time series collected on the transmitter node located in the right trouser pocket (top graph, re-
spectively). It can be seen that the acceleration graphs have a period of about 1.2 s, which
matches the stride period of the subject. The PSignal time series at the left and right wrist
resemble a noisy sine curve with a peak-to-peak amplitude of nearly 30 dB and 15 dB, respec-
tively. Interestingly, the “left wrist” position of subject 2 (Figure 4.2) shows two peaks within
one stride period, which likely correspond to the position in front and at the back of the torso.
The PSignal graphs for the other node positions are noisier and have a smaller, but still substan-
tial, range. All PSignal graphs exhibit a period identical to the subject’s stride period as can be
seen by the solid gray lines overlaid on the individual PSignal graphs: these lines represents a
simple (unweighted) moving average over a 500 ms window. The smoothed curves for the left
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Figure 4.2: Ten seconds of the acceleration (top) and RSSI signal (others) while subject 2 was
walking outdoors.
and right wrist have an offset of roughly 1/2 period, and the smoothed signals captured on the
left pocket and chest are almost in phase. The shape of the curves (number of peaks and range)
as well as the amount of noise is an individual characteristic of the subject. But for all subjects
the period of the smoothed PSignal signal generally matched the stride period extracted from the
acceleration signal. The PSignal of the nodes located on the back and in the left pocket, however,
showed smaller fluctuations and it was also noisier than other nodes.2
Figure 4.3 summarizes the results of two 15-minute experiments performed by the two sub-
jects in a boxplot, respectively. The edges of the boxes represent the 25th and 75th percentiles
and the central red mark corresponds to the median PSignal value. A box thus represents the
IQR which holds 50 % of the data. It can be seen that there there is often a large fluctuation
(IQR) of more than 10 dB for the nodes on the extremities and a smaller spread for the nodes on
the chest or in the left pocket. The node located on the back, however, shows little variance and
many readings are close to the noise floor. The results for the other three subjects (not shown)
are similar.
As explained in Section 2.2.4 the on-body wireless channel is often modeled with the help of
statistical distributions that describe the signal amplitude. Various authors have derived WBAN
fading distributions, typically by determining the best fit out of well-known distributions like
Lognormal or Weibull with their empirical data [122]. For comparison we have determined the
parameter estimates for different fading distributions based on MLE for our measurements. The
2Note that the noisiness of the signal is also influenced by how well nodes are fixed to the body - recall that in our
case they were tightly attached using adhesive tape or a sweatband.
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Figure 4.3: Summary of the PSignal fluctuation captured during a 15-minute walking experiment
for two subjects.
Lognormal Weibull Gamma Mean
Position (σ) (λ, k) (k, θ) (dBm)
left ankle 1.69 2.41,0.59 0.47,8.16 -87.80
right ankle 1.47 1.86,1.11 0.99,1.82 -78.88
left wrist 2.77 4.20,0.37 0.26,61.03 -83.85
right wrist 2.48 3.44,0.45 0.33,23.81 -85.39
left pocket 1.34 1.88,0.91 0.87,2.25 -76.01
back 0.19 1.11,3.31 25.52,0.04 -95.97
chest 1.51 1.97,0.91 0.82,2.50 -78.67
Table 4.1: MLE parameter estimates for different fading distributions based on our outdoor
walking experiments.
results for one representative subject are summarized in Table 4.1.3 Since the fading distributions
abstract from temporal correlation in the signal, we will, however, not consider them any further
in this thesis.
4.4 Signal Strength Peaks
Figure 4.1 suggests that when a person is walking PSignal features some kind of regularity and
Figure 4.3 indicates that for several node positions the magnitude of PSignal fluctuation is quite
significant. In this section we analyze this more systematically. But rather than applying tech-
niques like auto-correlation, LCR or ADF (Section 2.2.4) on the whole dataset we partition the
data into intervals corresponding to the fundamental frequency of the user’s movement pattern,
i.e. the stride period. Furthermore, we focus our analysis on evaluating how a real system might
3Note that for the analysis we have normalized the data by removing the local mean and report it in a separate
column — this implies that µ parameter for lognormal distribution is zero.
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Figure 4.4: Magnification of the “left ankle” graph from Figure 4.1.
benefit from the aforementioned effects. The largest gains can generally be expected when
packets are transmitted while PSignal is high relative to the link’s average PSignal. In this case
packets are more likely to arrive without errors as they have a larger margin towards the radio’s
sensitivity threshold, and they are less susceptible to environmental RF interference. In other
words, the SINR of such packets is higher and the transmission will more likely be successful.
We therefore focus our analysis on the properties of the PSignal peaks. Note that at this stage the
basis for our analysis is the PSignal metric (we will focus on higher layer metrics in Chapter 5).
In the following we address two questions: how much can practically be gained by transmit-
ting packets at PSignal peaks rather than at random points in time? And how regular are PSignal
peaks, or stated differently: given some knowledge about the past behavior of PSignal, how well
can the time of future PSignal peaks be estimated? In this analysis we assume perfect knowledge
about the walking pattern, i.e. the beginning and duration of the last stride is always known (we
derive this information from the acceleration signal in our traces using a technique explained in
Chapter 5.3).
4.4.1 Magnitude
To get an indication of the potential PSignal gain that can be achieved by sending packets at
PSignal peaks during a stride, we compared the mean PSignal per stride period to an unweighted
moving average of PSignal computed over the same interval. We call the maximum difference
PSignalgain(w). This concept is illustrated in Figure 4.4. PSignalgain(w) thus represents
the average increase in PSignal we can expect if a system is able to send a packet (uniformly
distributed) within an interval of ±w/2 centered at the time of the PSignal peak of the smoothed
signal, where w is the size of the moving average window. We consider a smoothed signal rather
than the actual PSignal, because in practice a system will hardly be able to accurately predict the
time of the PSignal peak within the upcoming stride period: PSignal in a WBAN may be noisy
and the stride period may change, because the subject slows down or speeds up. Furthermore,
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Figure 4.5: Normalized histograms of PSignal gain if a packet is sent within ±25 ms of the
PSignal peak.
packet transmission time may not be controlled precisely.4 And a packet transmission will take
some time, for example, the airtime of maximum-sized IEEE 802.15.4 DATA frame (133-byte
PHY Protocol Data Unit (PPDU)) is 4.256 ms, the airtime of an Acknowledgement Message
(ACK) frame is 352µs and the radio turnaround time is typically 192µs. Therefore, practically
PSignal should be stable at high level for at least 15 ms.
In short, a future PSignal peak may not be reached exactly, but only within an interval of
±w/2. To account for this fact we explored two values, w = 500,ms and w = 50 ms. We first
segmented our traces into stride periods (we used the algorithm described in Chapter 5 to derive
the stride period from the acceleration signal). Afterwards for each node and each experiment
we calculated the per-stride PSignalgain(w). The corresponding distribution represents the
increase in PSignal we expect to experience if a packet transmission had occurred at a time
±25 ms and ±250 ms (uniformly distributed) around the PSignal peak, respectively.
Figure 4.5 and Figure 4.6 show the results: each graph represents a histogram of PSignal
gain for one node position. The histograms are normalized to display the relative frequencies
of PSignalgain(w), with the total area equaling 1, respectively. The nodes located on the
wrists and the left ankle show the highest gain, between 10 dB and 20 dB for w = 50 ms and
between 5 dB and 15 dB for w = 500 ms. For w = 50 ms even the locations chest, right
ankle and left pocket show an average PSignalgain(w) of at least 5 dB (at w = 500 ms,
however, the gain for these positions is often below 5 dB). The node located on the back of the
subject always shows the least PSignalgain(w), because signal strength hardly ever exceeds
the radio’s noise floor. The results indicate that when packets are transmitted within ±25 ms of
the PSignal peak, the PSignalgain(w) is often substantial. This gain could, for example, be
leveraged by reducing radio output power: on our platform a reduction from 0 dBm to -10 dBm
4CSMA protocols like the IEEE 802.15.4 MAC typically allow the next higher layer to control the transmission
time quite accurately, on the order of 10 ms.
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Figure 4.6: Normalized histograms of PSignal gain if packet is sent within ±250 ms of the
PSignal peak.
translates into transmitter energy savings of 35 % [69]. Alternatively, the gain might translate
into better packet reception rates (which we explore in Chapter 5).
4.4.2 Regularity
Our notion of regularity is related to the time of the PSignal peak within the stride period. Reg-
ularity is present if the occurrence of the PSignal peaks follows a certain “rule”. Theoretically
this “rule” may be arbitrary complex. In the following we propose a simple algorithm that pre-
dicts PSignal peaks based on a set of past PSignal observations and the duration of the current
stride period. By showing that this algorithm can indeed consistently estimate PSignal values
significantly above a link’s average PSignal we show that PSignal peaks are indeed regular.
Our algorithm estimates a future PSignal peak by adding (integer multiples of) the current
stride period duration to the time of the last-known PSignal peak.5 One option to approximate the
latter is to let the sender transmit a chain of probing packets or emit a continuous carrier signal
for the duration of a stride period. During this time other devices could sample PSignal and
afterwards derive the peak using a maximum identification algorithm. However, this approach
is rather inefficient, because it consumes a significant amount of energy as the radios need to be
enabled for an entire stride period. Instead, we assume that in a practical system N observations
are made by sampling PSignal quasi-regularly with a frequency
1
p
(
1
N + 1
) (4.1)
where p is the person’s stride period. For each PSignal sample we convert the sampling
time to the current offset within the subject’s stride period as illustrated in Figure 4.7 (in this
5We explain in Chapter 5 how we derive the stride period from the acceleration signal.
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Figure 4.7: Approximating PSignal by mapping samples onto the stride period interval.
example the subject’s walking speed was about 1.2 m/s). This assumes that the subject’s walking
pattern is quasi-periodic and the stride period and phase offset are known. As the number of
samples increases a more comprehensive representation of PSignal per stride (Figure 4.7 bottom)
may be approximated. The PSignal peak then simply corresponds to the maximum value in the
approximated signal. Since time is expressed relative to the duration of the stride period the
approach adapts to de/acceleration in the subject’s step frequency.6
The number of samples used to approximate the shape (and thus peak) is a parameter that
likely influences the prediction performance of our algorithms. To analyze this relationship we
processed the traces from our five subjects as follows: we considered N = 1..30 consecutive
strides to extract N PSignal samples using the quasi-uniform sampling process described previ-
ously and visualized in Figure 4.7.7 From the N PSignal samples the maximum was identified
and the respective phase offset within the stride was used to predict the PSignal peak in stride
N+1. We then compared the mean PSignal in a ±25 ms window around the predicted PSignal
peak time with the mean PSignal in a ±25 ms window around the optimum PSignal of stride
N+1. Like in Section 4.4.1 a window of 50 ms was selected to account for the fact that in a
practical system the time of transmission may not be controlled precisely. We call the difference
between the two values estimation error. Based on our traces we calculated the estimation error
for N = 1..30 per node over all strides and all subjects.
Figure 4.8 shows the mean estimation error for one subject. With a single PSignal sample the
error may be as large as 18 dB, because the sample is uniformly distributed over stride period
6One question is what approximation (interpolation) function should be used to estimate the shape (and thus
peak) of the comprehensive per-stride representation of PSignal (Figure 4.7 bottom). We considered approximation
of PSignal by piecewise linear interpolation and by polynomials of different degrees using least squares fitting.
However, once we discovered that polynomials up to degree 7 generally resulted in worse predictions (larger error,
see below) we selected the piecewise linear interpolation method shown in Figure 4.7 (bottom). This reduces the task
of detecting the PSignal peak to finding the maximum PSignal value in the sample space.
7Note that we added a small random offset (uniformly from 0..p/N , where p = stride period duration) to each
sample time to avoid systematic overlap with the beginning of the gait cycle.
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N+1. With two samples the estimation error may still reach up to 9 dB and the variance is
often quite large (σ ≈ 5 dB, omitted from Figure 4.8). With more than 10 samples the error
reduces to at most 4 dB with σ ≤ 3 dB. Interestingly, increasing the number of PSignal samples
beyond 10 decreases the error only marginally; also the variance of the error does not decrease
significantly. We attribute this to the fact that in two consecutive strides the human gait cycle
never exhibits a perfect match. Small differences in limb movement or transient de/acceleration
translate into non-identical PSignal patterns. A prediction based on past observation therefore
always include some residual error. We found that in our experiments this residual error was
always reached after no more than 10-15 PSignal samples independent of the particular subject
and node position. One important intermediate result is therefore that our algorithm needs to
collect no more than 15 PSignal samples before estimating future peaks.
The estimation error based on 15PSignal samples for all subjects and node positions is shown
in Figure 4.9. The mean estimation error, over all subjects and node positions, is 2.48 dB, the
corresponding standard deviation is 2.38 dB. For some positions such as the left wrist position
the error can be as low 0.6 dB, while for the left pocket position the estimation errors are often
as large as 5 dB, because the corresponding PSignal fluctuates quickly and is quite noisy.
Since the estimation error is defined relative to the optimum PSignal gain, this does not allow
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Figure 4.10: Difference between the optimum PSignal gain and estimation error (“practical
PSignal gain”).
to draw immediate conclusions about the regularity of PSignal peaks. Recall that regularity
means that the occurrence of a PSignal peak — or at least PSignal value significantly above
a link’s average PSignal — follows a certain “rule”. To this end we define a metric which
represents the difference between the PSignal peak predicted by our algorithm and the mean
PSignal of the corresponding stride and call this metric “practical PSignal gain”. Figure 4.10
shows the expected practical PSignal gain for all subjects and node positions (combining the
results shown in Figure 4.5 and Figure 4.9). The values range between 0.4 dB and 18.4 dB with
a mean of 7.35 dB. For all subjects the node located at the back of the subject shows values of
around 1 dB only, because at this position the PSignal signal is usually close to the PSignal noise
floor. However, most node positions render substantial gains above 5 dB. These results indicate
that while a person is walking PSignal peaks indeed follow a regular pattern. The effects that
govern this are large-scale effects due to path-loss and shadowing, since small scale (multipath)
effects are typically rather irregular.
4.5 Summary
In this chapter we have investigated the fading effects on a 2.4 GHz on-body communication link
while the person is walking. Several factors are responsible for the large PSignal fluctuations we
have measured:
• changes in relative node distance affecting path-loss,
• the amount of shadowing introduced by the body and the alternation between LOS and
NLOS,
• changes in antenna-to-body surface distance (c.f. [110]),
• multipath fading (scattering, reflections from ground or body surface, diffraction on body
parts),
• relative node orientation, which in conjunction with the imperfect antenna radiation pat-
tern may result in different signal strength levels at the same distance.
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Our evaluation showed that while a person is walking the magnitude of PSignal fluctuation is
position-dependent, but often significant. With the sender located in the right trouser pocket, we
observed PSignal IQRs ranging from 0-2 dB for the node located on the back of the subject, to
10 dB for the ankles up to 25 dB for a wrist node. These results match previous results obtained
with other mote platforms [192] [202].
In a further analysis we partitioned our dataset into intervals that match the fundamental
frequency of the user’s movement pattern, i.e. stride period. Our analysis showed that the
magnitude of PSignal changes during a stride is similar to the fluctuation we had observed on
larger time scale. It also revealed that while a person is walking PSignal oscillates and peaks
follow a regular pattern. The effects that govern this are large-scale effects due to path-loss
and shadowing, since small scale (multipath) effects are rather irregular. The regularity implies
that past observations allow to estimate future peaks (assuming the user continues the activity).
Our analysis showed that 15 uniformly-spaced PSignal samples are typically sufficient to predict
a PSignal peak and more samples do not decrease the estimation error. There may be a small
residual estimation error, but with this approach substantial PSignal gain of on average 7.5 dB
can be expected in practice. An exception is the node located on the back, whose PSignal was
typically too close to the radio noise floor to render any practical gains.
From the results it is, however, not immediately clear how PSignal fluctuations affect higher-
level metrics like packet reception rate (PRR). Figure 4.3 indicates that during a stride period
the absolute PSignal values may drop to the noise floor of the radio, where even a small change
in PSignal translates into a substantial difference in packet delivery performance: “a variation
in RSSI as small as 1.5 dB can change a good link to a bad one if the link is operating near the
noise floor” [29]. Therefore, if a system is able to transmit packets close to the PSignal peaks a
significant increase in packet delivery performance may be possible. In the following Chapter 5
we explore this question in detail.
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Chapter 5
Opportunistic Packet Scheduling
The previous chapter has shown that while a person is walking the received signal strength on
a 2.4 GHz on-body communication link often fluctuates significantly. Instantaneous received
signal strength may be noisy, but the peaks of the smoothed signal often follow a regular pattern
that corresponds to the fundamental frequency of the user’s movement pattern, i.e. the stride
period. In this chapter we explore an approach that exploits this phenomenon within the WBAN
communication protocol stack. The idea is to leverage signal strength fluctuations by transmit-
ting packets when received signal strength is at (close to) its peak. These packets will exhibit a
higher SINR than packets sent at arbitrary points of time and thus more reliable communication
can be achieved.
In the following, after discussing related work, we introduce the software architecture of our
packet scheduler. Afterwards we describe how we track the movement pattern of the person with
the help of accelerometers. In combination with the algorithm described in Section 4.4.2 this
information allows us to estimate received signal strength peaks per device→ coordinator link.
In order to avoid packet collision among different links within the same WBAN we formulate the
task of finding a non-overlapping packet schedule as a LP problem and show that it can be solved
on a sensor node within short time (<100 ms). Finally we explain the design and implementation
of our packet scheduler and present results from an extensive experimental evaluation.
5.1 Related Work
Sensor network communication protocols usually do not take human mobility directly into ac-
count. For example, state-of-the-art sensor network MAC protocols may utilize sophisticated
probing of the communication peer (such as A-MAC [203]) or adjust to dynamic external RF
interference environments (such as BuzzBuzz [204]), but they are not designed to exploit the ef-
fects of regular channel fluctuations. Rather, these MAC protocols are often configured with con-
stant values for the listening (sender-initiated Low-Power Listening (LPL) protocols) or probing
(receiver-initiated Low-Power Probing (LPP) protocols) periods. As explained in Section 2.3.1
also WBAN MAC protocols typically do not consider periodic movement patterns; instead a
common design goal is to support different types of WBAN traffic or packet priorities by (dy-
namically) structuring time into different contention-free or contention-based intervals and map-
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ping certain traffic classes onto them. These time slots are, however, allocated independent of
the channel conditions (Section 2.3.1).
Opportunistic scheduling exploits the time-varying channel conditions of communication
links. Cellular Orthogonal Frequency Division Multiplexing (OFDM) systems are an example
for opportunistically scheduling users to frequencies and time slots. Regarding the spatial di-
mension, opportunistic selection of the next node on a multi-hop path can mitigate the effects
of varying channel conditions [205]. In this chapter, however, we focus exclusively on the time
domain. In this context opportunistic schemes have been proposed for sensor networks: for ex-
ample, some protocols estimate coherence time and exploit link burstiness by sending packets
back-to-back as long as channel conditions are good [206]; others chose routes that minimize
worst case burst lengths [207]. While these approaches exploit temporal correlation in link
quality, they do not directly target periodicities caused by, for example, human mobility.
Mobility has been exploited in the domain of delay tolerant networks, where continuous
end-to-end connectivity cannot be assumed. For example, Jain et al. have proposed a system
where mobile nodes act as forwarding agents as they move through a field of sensors [208]. Bar-
tendr [209] is a recent proposal that builds on the observation that the variations in cellular sig-
nal strength can result in significant short-term differences in energy consumption. The authors
suggest to defer mobile phone data communication while the signal is weak and demonstrate
significant performance gains. The approach is similar to the one we present in this chapter: like
our approach, but unlike many other opportunistic schemes, the channel state is predicted rather
than reacted upon. Bartendr tries to forecast time intervals that yield high PSignal values based
on the user’s location and direction of travel (e.g. relative to the cell phone tower). It works on a
larger time scale than our approach and it is based on the characteristics of the cellular handover
process as it assumes communication between a mobile peer and a stationary basestation.
The general idea of leveraging excessive link budget in WBANs has been the focus of stud-
ies on adaptive power control in WBANs [210–212]. Their goal is to reduce the transmission
power and thus energy consumption of on-body communication in order to maximize network
lifetime. After probing the communication link any excessive link budget is leveraged through
the reduction of output power. Since the proposals do not specifically target periodic changes,
this requires either continuous probing and adaptation with high control overhead, or may re-
sult in sub-optimal power allocation and packet loss if path-loss variations are not detected
in time. Others have investigated how power control can reduce RF interference: Kazemi et
al. [213] propose a machine-learning approach to discover the RF environment and derive the
best policy to reduce energy consumption. Their approach is evaluated in simulation based on
the IEEE 802.15.6 channel model, which shows the algorithm’s potential to increase network
lifetime. Smith et al. [214] propose to couple a channel prediction algorithm that considers the
partial periodicity of a WBAN channel with adaptive power control. Their evaluation is based on
empirical data from several WBAN channel sounder experiments and indicates that their scheme
can improve reliability and power consumption in comparison to transmission policies without
channel prediction.
The approach we describe in this chapter is different: we perform context-based prediction
of the WBAN channel state. The prediction is based on “out-of-band” (with respect to commu-
nication) information from a tri-axial accelerometer. This is effective, because the acceleration
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Figure 5.1: Scheduler architecture.
signal quickly reflects human movements, which in turn have significant impact on the state of
the WBAN channel. Accelerometers are low-cost and have a very small form-factor, therefore
they are often available on many WBAN platforms (Section 2.1.2). Furthermore, the sampling
process consumes only a very small amount of energy.
5.2 Scheduler Architecture
The task of a scheduler is to coordinate access to a shared resource. This may involve different
dimensions such as the time or frequency dimension. In our case the shared resource is the wire-
less channel and to coordinate means to decide when packets are transmitted, i.e. in this chapter
we focus on the time domain. The goal of our scheduler is to control the packet transmission
time per device→ coordinator link so that packets arrive when received signal strength is at (or
close to) the peak.1
Traditionally, a packet scheduler is part of a communication protocol, e.g. integrated within
the MAC protocol. This ensures tight control over the transmission process. However, this inte-
gration makes the design inflexible: the scheduler cannot be easily transferred to a system that
uses a different MAC protocol. Therefore our scheduler represents a small software component
that is located between the MAC and next higher layer protocol as shown in Figure 5.1. The
advantage is that our scheduler implementation works on top of different MAC protocols — on
the other hand, we require that the packet processing jitter within the MAC is no more than about
50 ms as explained below.
1Recall that our network model consists of a set of devices connected via star topology to a central coordinator
node. The coordinator takes the role of the sink (receiver) and the devices represent the data sources (senders).
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On the transmit path our scheduler component intercepts packets from the next higher layer
to queue and possibly defer their transmission to some later time. On the receive path it snoops
on received packets and extracts metadata statistics (RSSI and timestamps) before they are for-
warded to the next higher layer. Our scheduler can be realized in different variants: nodes may
either make all decisions regarding packet scheduling autonomously, based on their local obser-
vations. Or nodes cooperate and exchange information (like the current stride period), to avoid
redundant signal processing or to agree on a global collision-free packet schedule. In the latter
case nodes need to exchange some small amount of control traffic, which may either be piggy-
backed on existing traffic (e.g. beacons, DATA packets or ACKs) or transmitted as separate
control packets.
There are four main scheduler states as shown in Figure 5.1. Initially and whenever no pe-
riodic mobility has been detected the scheduler is in Idle state. In this state the scheduler is
inactive and its queue is always empty. Once periodic mobility is detected (either locally or
remotely and signalled via control information), the scheduler leaves the Idle state and enters
the RSSI Collection phase in which it collects RSSI information to capture signal strength fluc-
tuations and derive the PSignal peak. The previous Section 4.4.2 showed that about 15 RSSI
samples (uniformly-spaced in time) are sufficient to perform this task. Once 15 RSSI samples
have been collected, the scheduler may enter the Local Schedule state. In this (optional) state
the scheduler computes the optimal transmission time based on the locally available RSSI in-
formation. Packets on the transmit path are now delayed until a point in time that promises
higher than average signal strength from a local perspective. Finally, the scheduler may enter
the Global Schedule state. This state assumes that one entity (typically the coordinator) has ob-
tained RSSI information for each device → coordinator link and calculated a non-overlapping
packet schedule for all devices.
Recall that our scheduler is only one of three components in our overall system model (Fig-
ure 3.3c) and that the scheduler is decoupled from the other two components, which will be
introduced in later chapters of this thesis. However, the scheduler must be able to queue packets
and influence the packet transmission time. To this end we assume that the transmit primitive
of the MAC layer may introduce some jitter before a packet is transmitted, but we require it to
be reasonably low (around 50 ms based on our observations in Section 4.4.1). We believe in
practice this is often feasible. For example, in our implementation we use the IEEE 802.15.4
MAC and configure the number of retransmissions and CCA backoffs to zero, which reduces
the packet transmit operation to 2.56 ms plus a few ms CPU processing time.
The architecture shown in Figure 5.1 is still quite generic. In Section 5.5 we explain how we
instantiate this architecture in a concrete implementation. But beforehand we describe the tasks
that are performed by the scheduler in more detail.
5.3 Gait Monitoring
The state transitions within our scheduler are related to the mobility of the subject (Figure 5.1).
While a subject is mobile our scheduler must be able to track the stride period and its phase,
because packet scheduling is performed relative to the beginning of a stride (recall that the stride
period denotes the time from initial contact of one foot to the following initial contact of the
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Figure 5.2: The acceleration signal while walking outdoors and the corresponding AMDF.
same foot). In the following we explain how our scheduler derives this information from an
accelerometer signal.
5.3.1 Mobility and Stride Period Detection
Several algorithms for human stride frequency detection based on an accelerometer signal have
been proposed and evaluated in the past [215, 216]. We adopted one that is based on an ACF
analysis, because in comparison with other approaches the computational complexity is accept-
able [216]. However, inspired by previous work on pitch detection in human speech, and in
order to further reduce computational complexity, we use a variation of the ACF called Average
Magnitude Difference Function (AMDF) [217], which, in contrast to the ACF, has no multiply
operation in the summation. The AMDF is defined as:
R(τ) =
1
L
L∑
j=1
|Sj − Sj−τ | (5.1)
where L is the length of the segment of the sampled acceleration signal (within the portion
of a sufficiently large analysis window), Sj are the accelerometer samples, τ = τmin, τmin +
1, . . . τmax is the delay value and τmin and τmax represent the minimum/maximum delay shift.
We select τmin = 200 ms and τmax = L = 2 s as the minimum detectable stride period,
i.e. these values represent the upper and lower stride periods we consider, respectively. Before
we calculate the AMDF we always apply a moving average filter with a window of 100 ms
to smooth the signal.2 From the resulting AMDF the stride frequency can then be derived by
locating the minimum. For example, Figure 5.2 shows the AMDF computed over the x-axial
acceleration signal. Here the AMDF shows a local minimum at about 1.2 s, which our algorithm
would select as the current stride period. We use two criteria to decide if the there is relevant
2We considered other filters, such as a 2nd order Butterworth lowpass filter but rejected it when our implementa-
tion revealed that it is computationally too expensive for our hardware.
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periodic behavior at all: before performing the AMDF computation the range of the acceleration
time series must be above a certain threshold (depending on hardware characteristics such as
accelerometer sensitivity) and the AMDF minimum must be smaller than 50 % of the AMDF
maximum. Both criteria were selected via trial-and-error in experiments with several subjects
(further details on the parameterization for our platform are reported below).
5.3.2 Stride Period and Phase Tracking
Once mobility has been detected and the initial stride period has been calculated with the tech-
nique described in the previous section a peak in received signal strength has to be found. In this
chapter we use the term Opportune Transmission Window (OTW) to describe a time interval that
yields high PSignal values relative to the average PSignal of a WBAN link, for example, the time
interval of 0.1 s to 0.4 s for the left wrist position in Fig. 4.1. Intuitively, an OTW corresponds
to a certain time interval within the human gait cycle, for example, a period of temporary LOS
connection between left foot and right pocket when the foot has swung to the front.
To measure the first OTW we adopt the technique introduced in Section 4.4.2, i.e. we pe-
riodically obtain RSSI samples by exchanging packets with a rate defined in Equation 4.1 (this
concept is illustrated in Figure 4.7). Note that rather than exchanging dedicated control packets
our scheduler uses application traffic to obtain RSSI samples (the details are explained in Sec-
tion 5.5). In order to perform this task (and afterwards be able to estimate future RSSI peaks)
the phase offset within the subject’s stride (or relative to some other reference point within the
gait cycle) has to be known. Tracking the gait cycle over longer time based using periodic
computation of the AMDF is error-prone, because its precision is bounded by the acceleration
sampling frequency and an analysis has shown that small errors can accumulate to unaccept-
able drift within a few tens of seconds. Instead, we suggest to track the phase offset and stride
duration by performing periodic pattern matching between the current acceleration signal and
the acceleration signal obtained during a previous stride. The technique described in the pre-
vious Section 5.3.1 is thus only used to detect relevant mobility and then bootstrap the pattern
matching algorithm described in the following with the initial stride period value.
An inspiring class of solutions from the area of speech processing is based on Dynamic Time
Warping (DTW). DTW is an algorithm that evaluates how similar two sequences are, assuming
that the sequences can vary in speed and accelerations and decelerations may occur. Given two
sequences, R (of length n) and Q (of length m), the DTW algorithm constructs an n-by-m matrix,
where each element (i,j) represents the Euclidean distance d(i,j) between the two points ri and
qj . A warping path is a set of matrix elements that defines a mapping between R and Q given
some constraints are met (the explanation on DTW follows [218]):
• Boundary conditions: the warping path starts at element (1,1) and finishes at the opposite
corner of the matrix at element (n,m)
• Continuity: the path consists of adjacent cells (including diagonally adjacent cells)
• Monotonicity: the path must be monotonic in time, i.e. if element (i2,j2) follows element
(i1,j1) then i2 − i1 ≥ 0 and j2 − j1 ≥ 0.
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From all possible warping paths W = w1, w2, ..., wk, ..., wK with max(m,n) ≤ K ≤
m+ n+ 1 the path with the least cost is sought:
DTW (R,Q) = min

√√√√ K∑
k=1
wk/K (5.2)
To find this path dynamic programming can be used to evaluate a recursive function that
defines the cumulative distance γ(i, j) as the distance d(i,j) found in the current elements plus
the minimum of the cumulative distances of the valid adjacent elements:
γ(i, j) = d(ri, qj) +min {γ(i− 1, j − 1), γ(i− 1, j), γ(i, j − 1)} (5.3)
An example of a cumulative distance matrix for two acceleration sequences is shown in
Figure 5.3. Our task could be solved as follows: let the reference sequence R represent the ac-
celeration signal captured during the initial stride period computed with the technique described
in Section 5.3.1. The sequence R thus represents the acceleration signal for one full gait cycle.
Assume that Q represents the acceleration signal immediately following sequence R. For any
sample in Q the warping path represents a mapping into the reference sequence R (the warping
path does not represent a bijection, i.e. some interpolation may be necessary). The path can
thus be used to determine the current phase offset with respect to the gait cycle. The point in
time where the warping path first reaches the last row of the matrix defines the beginning of the
next acceleration sequence Q. It also corresponds to the current stride period. By continuously
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sampling subsequent versions of Q we can thus always map the current time onto the gait cycle.
To account for gradual changes in walking speed we may also replace R by Q and thus achieve
better adaptability to de/acceleration. However, DTW has a time complexity of O(nm) and re-
quires n ·m matrix elements, which exceeds the RAM resources of our nodes by about a factor
ten.
Instead of computing the full matrix we suggest to consider only a set of N anchor (extreme)
points in the reference sequence R at associated time ∆1,∆2, ...∆N , e.g. the two extrema at
∆1 = 250 ms and ∆2 = 625 ms in graph R in Figure 5.3. We propose to select only those
extrema in R which have large distances to the adjacent extrema (e.g. at least 10 % of the stride
period). Given an anchor in R at ∆i we extract from Q the data in a small interval around ∆i,
e.g. Q[∆i ± 100 ms]. For each sample in this interval we then compute the Euclidean distance
to the respective anchor value in R. In the resulting vector we localize the minimum value. If
the minimum occurs at the center of the vector the stride period has not changed. Otherwise the
offset to the center of the vector represents the current increase or decrease in the stride period.
Figure 5.3 shows this approach on an example: we have selected the two extrema at ∆1 =
250 ms and ∆2 = 625 ms of R in Figure 5.3 as anchors. We use a window of ±100 ms and
thus compute the Euclidean distance between Q[150..350] and the first anchor value R[∆1]; and
between Q[525..725] and the second anchor value R[∆2]. As shown in Figure 5.4 the vector
resulting from the first operation has a minimum at about -5 ms, indicating a slight increase in
walking speed, i.e. decrease in stride period. The second vector has a minimum at its center,
indicating that the stride period has not changed with respect to R.
Initially, we (arbitrarily) select one anchor in R and consider it the beginning of the gait
cycle (although it may not represent the actual beginning of the person’s stride). We predict
the next anchor by adding to the anchor in R the current stride period. We then compute the
distance between the anchor in R and a certain interval around the predicted next anchor. We
adjust the predicted anchor in time such that we achieve minimum distance to the anchor in R
(Figure 5.4). The time difference between the two anchors is then considered the new stride
period. Finally, we replace the old anchor in R by the new predicted anchor and let the process
repeat after the next stride period. Whenever we need to map the current time onto the gait
cycle we count the time elapsed since the beginning of the current gait cycle (last anchor) and
divide it by the current stride period. Since we continuously update the current stride period
our approach adapts to de/acceleration in walking speed. The approach will, however, fail if
the increase or decrease in speed per stride period is larger than the (implementation-specific)
interval we place around the predicted anchor; or, in case the acceleration signal is distorted by
sudden movements or signal artifacts. Our solution is to use additional (intermediate) anchors to
increase the algorithm’s robustness, e.g. by applying a majority vote over the results from a set
of anchors. Finally, we use the following criteria to decide when to stop tracking and return to
idle state (Section 5.3.1): (a) one (or more) distance vectors (Figure 5.4) do not have a minimum
within the considered interval, or (b) the range of the values in Q drops below a certain threshold
(depending on hardware characteristics such as accelerometer sensitivity).
The acceleration sampling rate, the type of filter applied to the acceleration signal, the num-
ber of anchor points and the size of the window sampling are implementation-dependent param-
eters. Based on experiments with our hardware platform we found the following configuration
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Figure 5.5: Fraction of OTW overlap per stride period when OTWs are computed on a per-link
basis.
suitable: 200 Hz acceleration sampling frequency, applying a moving average filter with a win-
dow size of 100 ms, 1 anchor per stride period, and an acceleration window size corresponding
to 30 % of the stride period.3 This configuration was used in the analysis reported in Section 4.4
and in our implementation described in Section 5.5.
5.4 Non-Overlapping Packet Scheduling
We have so far ignored the case that the OTWs of different WBAN links may overlap in time.
Since OTWs are defined relative to the gait cycle, if the OTWs belonging to two different devices
have a similar phase offset (as nodes “left ankle” and “right wrist” in Figure 4.1), packets from
these devices will always have a high chance to collide. In the following we analyze this problem
and propose a global packet scheduling algorithm that avoids intra-WBAN packet collisions.
5.4.1 Overlap Analysis
In the evaluation reported in Section 4.4.2 we had used our traces to compute the time that our
algorithm would select as OTW per stride and node position. As explained in Section 4.2 before
each experiment the nodes had exchanged control packets to achieve clock synchronization. By
comparing the predicted OTWs for the 7 different node positions we are thus able to analyze to
what degree OTWs overlapped in time.
The amount of overlap depends on the duration of the OTWs: for an OTW lasting 10 ms the
fraction of overlap in our experiments was around 3 % as shown in Figure 5.5. At 50 ms OTW
duration the value increases to 15 % and when OTWs are lasting 250 ms we can expect 75 %
overlap (recall that the results are based on 7 receiver nodes). We also compared the results with
an abstract scenario in which the packet transmission time for 7 nodes are uniformly distributed
over the interval of a 1200 ms stride period (graph “synthetically generated” in Figure 5.5). In-
terestingly, the amount of collision matches the amount of packet collisions in our system; the
gait seems to naturally spread the signal strength amplitudes over the stride period. There is,
3Note that in our implementation the acceleration signal does therefore not need to sampled continuously, but
only during a ±15 % interval around the next predicted anchor.
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however, an important difference: in a system with randomized transmissions, collisions will
(on average) affect all devices equally. Instead, in our system packet collision will continuously
affect the same devices: since OTWs are defined relative to a global event (gait cycle), if two
OTWs overlap once, they will always overlap. In this case the corresponding nodes will continu-
ously suffer from a collision probability that is significantly higher than in a system with random
transmission time. Therefore, in this section we propose a mechanism that resolves overlapping
OTWs.
5.4.2 Centralized Packet Scheduling
We formulate the task of finding a non-overlapping packet schedule based on the RSSI samples
that nodes have obtained during the RSSI collection phase as a LP problem. To this end we
assume that stride periods are divided into equally-sized time slots. We also assume that a
packet transmission (DATA+ACK) fits within the boundaries of a single slot. Let N be the
number of WBAN devices, and let T be the number of slots available per stride period. Let Wn
be the number of slots per stride period that should be reserved exclusively to node n, depending
on its individual bandwidth requirement. Let xnt be a binary variable that defines if node n
(1 ≤ n ≤ N ) may use slot t (1 ≤ t ≤ T ) for its packet transmission or not:
xnt =
{
1 if node n may transmit a packet in slot t
0 otherwise
(5.4)
xnt are the decision variables of our LP program. Let rnt be the RSSI value that node n has
measured in slot t during the RSSI collection phase and note that in the following we use rnt
as dimensionless quantity. We obtain the values for those slots which have not been sampled
during the probing phase by means of (linear) interpolation. We define the objective function of
our linear programming problem as follows:
Maximize
N∑
n=1
T∑
t=1
f(rnt)xnt (5.5)
f(x) is a function that converts rnt to a positive value (e.g. f(x) = x+100, assuming -99 is
the lowest practical RSSI value), otherwise the solution is an empty schedule. There are two sets
of constraints in our LP program. Every node should be able to transmit all its packets during
the stride period, thus
T∑
t=1
xnt ≤Wn (n = 1 · · ·N ), (5.6)
and we do not consider schedules in which any two transmissions overlap:
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N∑
n=1
xnt ≤ 1 (t = 1 · · ·T ). (5.7)
Note that with f(x) = x + 100 our objective function maximizes cumulative RSSI, inde-
pendent if links are strong (high RSSI) or weak (low RSSI). Yet, our primary optimization goal
may be to achieve high reliability (high PRR) on the weak links, because strong links (high
RSSI) tend to be more reliable in the first place [219]. Only as a secondary goal we may want
to maximize RSSI among the strong links. A weak link should then be assigned a slot that im-
proves the RSSI of the link, even if the same slot would yield bigger relative improvements for
a stronger link. Let ∆ be the boundary between weak and strong links, for example, ∆ may be
set to -85 (corresponding to a threshold of -85 dBm). Let Pmin represent the minimum RSSI
value of a packet, for example, we may set Pmin to -100 (note that Pmin, ∆ and rnt are all used
as dimensionless quantity and we assume rnt < 0). We may then define f(x) as follows:
f(x) =

|Pmin| if x = Pmin
f(x− 1) + |x| if Pmin < x ≤ ∆
f(|∆|) + x−∆ otherwise
(5.8)
The first part of the equation turns any RSSI reading that equals Pmin into its absolute value.
This ensures that the objective function coefficients can be used in a maximum problem. The
second and third part of Equation 5.8 make sure that any improvement of a weak link (< ∆) will
yield larger cumulative gain in the objective function Equation 5.5 than any improvement of a
stronger link (≥ ∆). Note that Equation 5.8 may in practice be realized by a small (precomputed)
lookup table and in particular Equation 5.8 does not change the quality of our problem.
The constraint matrix of our LP problem, i.e. the coefficients on the left side of the two
constraint set, has dimension (N+T )×(NT ) and represents a classical assignment problem. It
has the nice combinatorial property of being totally unimodular. To see this, note that a matrix
is totally unimodular when ( [220]):
1. all coefficients aij ∈ {+1,−1, 0},
2. each column contains at most two nonzero coefficients, and
3. there exists a partition of the set of rows such that (i) if a column has two entries of the
same sign their rows are in different sets; and (ii) if a column has two entries of different
sign their rows are in the same sets.
Our constraints use either 0 or 1 as coefficients. Furthermore, the left hand side of coeffi-
cients from Equation 5.6 result in a matrix with columns that have exactly one 1 as entry. Equa-
tion 5.7 results in a set ofN identity matrices of dimension T ×T joint horizontally. Thus, every
column has exactly two entries with a value of 1 and a partition that satisfies above requirement
lies between the two constraint sets. Therefore our matrix is totally unimodular.
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x11 x12 x13 x21 x22 x23
s1 1 1 1 0 0 0 W1
s2 0 0 0 1 1 1 W2
s3 1 0 0 1 0 0 1
s4 0 1 0 0 1 0 1
s5 0 0 1 0 0 1 1
-32 -38 -31 -23 -18 -21 0
⇓
x11 s4 x13 x21 x22 x23
s1 1 -1 1 0 -1 0 W1 + 1
s2 0 0 0 1 1 1 W2
s3 1 0 0 1 0 0 1
x12 0 1 0 0 1 0 1
s5 0 0 1 0 0 1 1
-32 38 -31 -23 20 -21 38
Table 5.1: Two simplex tableaux demonstrating the effect of a pivot operation around the circled
entry for a configuration N=2, T=3, r11 = −68, r12 = −62, r13 = −69, r21 = −77, r22 = −82,
r23 = −79.
Since the constraint matrix is totally unimodular our linear program has only integer solu-
tions [220] and may be solved with the simplex algorithm [221], a popular method for solving
LP problems. Before using the simplex algorithm a problem is first turned into standard form
by adding for each inequality constraint a new slack variable si to turn the constraint into an
equality constraint. Then a simplex tableau can be created. And afterwards the simplex method
consists of applying a sequence of pivot operations, which change the linear program from one
feasible solution to another feasible solution by substituting one of the independent with a de-
pendent variable, until an optimum solution is found (if one exists).
An illustrative example of a simplex tableau for our LP problem is shown in Table 5.1 for
a configuration N=2 nodes T=3 time slots. The examples assumes node 1 has sampled RSSI
in the three slots with values -68 dBm, -62 dBm and -69 dBm; and node 2 has obtained values
-77 dBm, -82 dBm and -79 dBm. Using f(x) = x + 100, the objective function is thus to
maximize 32x11 + 38x12 + 31x13 + 23x21 + 18x22 + 21x23. After adding slack variables si
the five constraints are: sn +
∑T
t=1 xnt = Wn for n = 1, 2 and s2+t +
∑N
n=1 xnt = 1 for
t = 1, 2, 3. The problem can be written in tableau form as shown at the left side of Table 5.1
(refer to [222] for a compact introduction to the simplex algorithm and tableau construction).
The pivot operation consists of replacing one of the independent variables xnt by the dependent
variables si, and substituting the value of xnt into the other equations. For example, in Table 5.1
we have replaced x12 by s4. The rules for the pivot operation are [222]: the pivot element turns
into its reciprocal; entries in the same row as the pivot element are divided by the pivot element;
entries in the same column as the pivot element change sign and are divided by the pivot element;
and from all other elements we subtract the value of the product of the corresponding entries in
the same row and column as themselves and the pivot, divided by the pivot.
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The selection of the pivot element is to some degree arbitrary. In our implementation we
select the column that corresponds to the largest objective function coefficient, i.e. the smallest
value in the last row of the tableau. If the value is not negative the algorithm has found the
solution and terminates, assuming there exists a solution that is feasible and bounded. Otherwise,
from all positive matrix entries in the same column we select the row that yields the lowest value
in the vector corresponding to the right hand side of the equation system (minimum ratio test,
refer to [222] for details on the update rules). At least one such entry must exist, otherwise the
problem is unbounded feasible.4
In our scenario a typical configuration may be N=7 nodes and T=40 slots, resulting in a
total of 13160 matrix entries. If an entry is represented by a signed 8-bit integer, the matrix’
memory requirements would exceed the 10 kB RAM available on our platform. However, pivot
operations preserve the matrix’ property of being totally unimodular [223]. Thus every entry in
the constraint matrix can be encoded by only 2 bits. In this case the RAM requirements of the
matrix in our example configuration reduces to a manageable 3290 byte.
The pivot operation may require updating a considerable number of matrix entries (in the
worst case all matrix entries except one row). If the pivot operation rules listed above were
applied iteratively to each matrix element the computational costs for the platforms we target
(8 MHz 16-bit CPU) are prohibitive. However, since the simplex algorithm always selects a
non-zero pivot element (which must therefore be 1 in our case) the rules stated above become
simpler: entries in the same row as the pivot element remain unchanged; entries in the same
column as the pivot element change sign; and for all other entries depending on whether the
corresponding element in the pivot column has a value of 1, 0, or -1 the (corresponding entry
in the) pivot-row is subtracted, the row remains unchanged, or the (corresponding entry in the)
pivot-row is added, respectively. Practically, the last set of rules may still be rather inefficient,
because CPUs typically do not natively support signed 2-bit integer operations. Therefore, we
suggest to replace the constraint matrix by two matrices that represent the positive/negative sign
of the matrix element as bits, respectively. As a consequence the set of addition/subtraction op-
erations, can be expressed by a combination of basic boolean algebra operators, on conjunction
∧, disjunction ∨ and complement function ¬, as explained in the following.
Let x ∈ {+1,−1, 0} be a matrix element encoded by two bits, xp and xn, as follows:
xp =
{
1 if sgn(x) = 1
0 otherwise
xn =
{
1 if sgn(x) = −1
0 otherwise
(5.9)
where sgn is the sign function defined as
sgn(x) =

1 if x > 0
0 if x = 0
−1 if x < 0
(5.10)
Let x be one of the matrix elements we would like to update with the pivot operation and let
the pivot element be located at a different row and column than x. Let c be the matrix element
4Our problems are always feasible and bounded as long as the configuration is consistent.
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located at the same column as the pivot element, and at the same row as x. Let r be the matrix
element located at the same row as the pivot element, and at the same column as x. The pivot
operation is identical to the following statement: if c = 1 then x := x − r; else if c = −1 then
x := x+ r; otherwise do nothing. This is equivalent to the following two assignments:
xp :=

(xp ∧ ¬rp) ∨ (¬xn ∧ rn) if cp = 1
(xp ∨ rp) ∧ (¬xn ∧ ¬rn) if cn = 1
xp otherwise
(5.11)
xn :=

(xn ∧ ¬rn) ∨ (¬xp ∧ rp) if cp = 1
(xn ∨ rn) ∧ (¬xp ∧ ¬rp) if cn = 1
xn otherwise
(5.12)
The equivalence is demonstrated by the truth tables shown in Table 8.1 and Table 8.2 in
Appendix A. The advantage of using Equation 5.11 and 5.12 is that we can apply the pivot
operation to as many entries in parallel as the CPU data registers are wide (16 on our platform).
As a consequence our class of LP problems can be solved by a sensor node within 100 ms as
reported in Section 5.5.2.
5.5 Implementation
In Section 5.2 we introduced our scheduler architecture and explained that the scheduler may be
instantiated in different ways. For example, not all states shown in Figure 5.1 must be imple-
mented on all devices: the coordinator may compute a global schedule based on the incoming
application traffic, thus devices transition immediately from Idle to Global Schedule state. Al-
ternatively, only a subset of devices might implement a scheduler variant that calculates a local
schedule based on the RSSI in ACK packets and their own local accelerometer (note that such
devices could seamlessly integrate into any CSMA-based WBAN MAC). Our suggestion is to
assign most signal processing tasks to the coordinator, because we assume that the coordinator
has more energy resources than the devices. For example, the coordinator may be integrated
in the user’s cell phone with access to a larger battery capacity; or it may have more resources
allocated due to its prominent role of connecting the WBAN to the distribution network. Thus
we envision the coordinator (sink node) to perform most of the communication and signal pro-
cessing tasks and distribute the information in its network, e.g. via beacons or as ACK packet
payload. Therefore only the coordinator is required to have an accelerometer, but none of the
devices.
We call our reference design Centralized Opportunistic Packet Scheduler (COPS). COPS
initially sets the scheduler components on all nodes to Idle state (Figure 5.1). Once the coordi-
nator has detected periodic mobility it enters the RSSI Collection state, which is signalled via a
customized ACK to the devices. The ACK payload includes the stride period and the beginning
of the gait cycle, expressed relative to the packet transmission time. The scheduler instances on
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the devices then also transition to the RSSI Collection state and start to control the DATA trans-
mission time to achieve uniform transmissions over the stride period as shown in Figure 4.7.
Once the coordinator has received enough DATA packets (RSSI samples) it starts computing the
global schedule using our variant of the simplex algorithm described in Section 5.4.2. COPS
splits a stride period into 40 equally-spaced slots and once the coordinator has received from
a device at least one sample in every third slot it begins to compute the global schedule (this
corresponds to at least 13 quasi-uniform samples, which rendered good results in Section 4.4.2).
The global schedule is then distributed to the devices via the ACK payload and their scheduler
instances enter the Global Schedule state. To account for lost ACK packets, a global schedule
is sent to a device as long as the device has not set a flag in its DATA packet that acknowledges
the adoption of the schedule. If the coordinator has not received at least 2 packets from a device
during the RSSI collection phase, the device will not be assigned a slot in the global schedule
(but use random transmission times). As long as the coordinator detects periodic mobility it con-
tinuously distributes the stride period and beginning of the gait cycle in its ACK packets. Once
the coordinator detects the end of periodic mobility, it enters the Idle state and distributes this
information to all devices by sending standard ACKs (without payload). When devices receive
such an ACK (or when they have not received an ACKs for a certain number of DATA packets),
their scheduler enters the Idle state.
We have implemented our reference design COPS in the TinyOS 2 [164] operating system.
As MAC protocol we have selected the TinyOS 2 IEEE 802.15.4 MAC protocol [35, 36] in
nonbeacon-enabled mode, because it represents a classical CSMA protocol. In order to have
maximum control over the transmission time we configured the number of retransmissions and
CCA backoffs to zero, which reduces the packet transmit operation to 2.56 ms plus a few mil-
liseconds of CPU processing time. In our system the task of the MAC protocol essentially
reduces to transmitting and receiving DATA/ACK packets: the devices send DATA packets and
the coordinator radio is set to receive mode unless it transmits an ACK packet. We make one
modification to the standard IEEE 802.15.4 DATA transmission primitive: we allow the next
higher layer (our scheduler) to add a payload to ACK packets. The scheduler component on the
coordinator node uses this primitive to insert the current stride period and beginning of the gait
cycle (expressed relative to the ACK timestamp) into the ACK packets.
5.5.1 Scheduler Components
Our TinyOS 2 implementation consists of the following components:
• the scheduler core component that manages the transmit queue and controls the packet
transmission time;
• a component responsible for sampling the acceleration signal at 200 Hz and applying a
moving average filter with a window size of 100 ms;
• a component for AMDF calculation and acceleration pattern matching;
• our variant of the simplex algorithm described in Section 5.4.2;
• helper components for heap memory management and data logging on the SD card.
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Component Flash (B) RAM (B)
Scheduler core 4682 192
Acceleration signal sampling and filtering 746 203
AMDF calculation 888 47
Acceleration signal pattern matching 4922 40
Management of RSSI probing results 4284 287
Simplex algorithm 1638 36
Memory management 48 6779
Table 5.2: Memory footprint of the main system components.
As explained above the acceleration signal processing and simplex algorithm components
are only required on the coordinator node. The device implementation essentially consists of a
scheduler core component. The implementation of the coordinator almost exhausts the 10 kB
RAM resources of our platform. The reason is that multiple seconds of the 3-axial acceleration
signal are kept in memory to compute the stride period based on the AMDF. In addition the
simplex algorithm required a large portion of the RAM. However, since the AMDF component
and simplex algorithm component were never active at the same time we implemented a simple
heap manager that dynamically assigned RAM to these components as needed (TinyOS does
not include heap management). The memory footprint of our main system components is shown
in Table 5.2. In case the coordinator is integrated in a mobile cell phone, significantly more
RAM will be available. The additional memory could be used to to optimize the gait monitoring
process by storing the history of the acceleration signal. On the other hand, our current imple-
mentation only involves one operating system, which makes the approach easier to implement.
5.5.2 Simplex Algorithm
As explained in Section 5.4.2 for our class of problems the pivot operation of the simplex algo-
rithm can be executed very efficiently using a combination of basic boolean algebra operators.
As a consequence our LP problem can typically be solved by a sensor node below 100 ms. Fig-
ure 5.6 shows the results of a set of experiments we conducted with one Shimmer2 sensor node
attached to a laptop. Over the USB connection we periodically injected random excerpts of the
RSSI traces we had obtained in the measurements described in Chapter 4. The node used the
data to construct the matrix coefficients, and then executed the simplex algorithm. As can be
seen in Figure 5.6 the LP problem was typically solved within 50 ms (80 ms maximum). With
the same setup we also validated the correctness of our simplex implementation: while the LP
problem was being solved on the Shimmer2 node, it was in parallel also solved on the laptop us-
ing Solving Constraint Integer Programs (SCIP) [224], a popular non-commercial mixed integer
programming solver. A comparison of the results confirmed that our simplex implementation
always computed an optimum solution.
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Figure 5.6: Execution time of our simplex implementation solving instances of our LP schedul-
ing problem (N = 7, T = 30..40, Wn = 1..5) on a Shimmer2 node.
5.6 Evaluation
We evaluated our reference design COPS by comparison with the IEEE 802.15.4 MAC protocol.
We considered the three metrics defined in Chapter 3: PRR defined as the ratio of correctly
received to transmitted DATA packets; latency (also referred to as “queueing delay” below),
which is the time between the application passing the packet to the scheduler and the time the
application on the same node is signalled the success or failure of the transmission; and energy
consumption due to longer ACK packets and signal processing.
We implemented an application that generates on average one packet per second on each
device.5 The actual packet generation time is random, uniformly distributed over a one-second
window. Since our application does not include a network layer, an outgoing DATA packet is
passed immediately to our scheduler component. For each packet the application records the
packet generation time as well as the time the scheduler signals the (un)successful completion
of the transmission to calculate the queueing delay. On the coordinator the application records
the number of successfully received packets and on the devices the application records whether
an ACK was received. Note that we disabled MAC retransmissions, i.e. each packet was trans-
mitted at most once. Packets were transmitted with two alternating output power levels: 0 dBm
and -10 dBm, which allowed us to explore the influence of transmission power.6
An experiment consisted of a subject continuously walking for approximately 5 minutes
outdoors on the sidewalk of an urban street. The experiments were conducted in the same envi-
ronment as described in Section 4.2 by a total of 7 subjects aged between 23 and 64 years: the 5
male subjects who had performed the experiments described in Chapter 4 and two additional fe-
male subjects. We used the same number of nodes and node placement as described in Chapter 4.
Each experiment lasted 5 minutes: during the first half of the experiment our scheduler was dis-
abled and packets were transmitted using (only) the IEEE 802.15.4 MAC protocol. During the
seconds half of the experiment our scheduler was enabled and controlled the packet transmission
5Note that a low data rate minimizes the collision probability for the standard IEEE 802.15.4 MAC; our results
are therefore primarily a result of our opportunistic packet scheduler and not due to the replacement of a CSMA
MAC by a TDMA approach.
6We made an exception during the RSSI collection phase, when the output power was always set to 0 dBm.
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Figure 5.7: PRR and queueing delay for one sample outdoor experiment.
times. In order to have a fair comparison the subjects were asked not to change their walking
style during the 5 minute experiment. To check that RF interference did not distort our results
(a) during all experiments the devices measured external RF noise in between transmissions and
we found that the number of values above the radio sensitivity threshold was negligible; and (b)
for each subsequent experiment subjects changed the direction in which a subject walked the
path (i.e. a static interferer would not always affect the same time interval of an experiment).
We compared PRR, queueing delay and energy overhead during the first 100 seconds when only
the IEEE 802.15.4 MAC was active to the 100 second interval once the global schedule had been
computed by the coordinator. We conducted a total of 56 outdoor experiments, 8 experiments
by 7 different subjects (note that we also conducted some indoor experiments which we will
describe in Section 5.6.4).
For illustration Figure 5.7 shows the PRR and queueing delay for one sample experiment.
Except for the node positioned on the back of the subject COPS achieves significant PRR in-
crease up to almost 40 percentage points at a transmission power 0 dBm (Figure 5.7 top left). At
-10 dBm transmission power the PRR difference is even more pronounced with improvements
up to 50 percentage points (Figure 5.7 right). The node positioned on the back of the subject
showed no PRR increase, but even a slight PRR decrease at transmission power 0 dBm. This is
in line with the preliminary evaluation reported in Section 4.4, which indicated that this position
will likely not yield any improvements, because signal strength is often below the radio sensi-
tivity threshold. The queueing delay for the IEEE 802.15.4 MAC is negligible, since packets are
transmitted immediately. COPS, on the other hand, introduces an average delay of 0.6 s, with
peaks up to 2.5 s. The average delay of 0.6 s is due to packets being queued for half a stride
period on average. A delay of two stride periods may occur when two packets are generated
immediately after another at a time when the current OTW has just elapsed.7
7Typically two packets fit into an OTW (which was approximately 1200 ms/40=30 ms wide); however, our im-
plementation occasionally did not manage to fit two packets in one OTW, e.g. when the ACK processing was delayed
(TinyOS is not a real-time OS).
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Figure 5.8: PRR results for all 56 outdoor experiments.
5.6.1 Reliability
The PRR results for all 56 outdoor experiments are shown in Figure 5.8. It can be seen that COPS
achieves a significant PRR increase compared to the standard IEEE 802.15.4 MAC: typically
intermediate links with a PRR between 50 % and 90 % can be turned into reliable links with PRR
values well above 90 %. This is most pronounced at a transmission power of -10 dBm where
RSSI approaches the sensitivity threshold and small RSSI differences translate into large PRR
variations [219]. Links with a PRR below 50 % show smaller improvements, and occasionally a
small decrease in PRR. This may be due to insufficient RSSI fluctuations or inaccurate approx-
imation of the RSSI signal when too little RSSI samples are available. In summary, at 0 dBm
output power the average PRR increase per node was 10 percentage points and at -10 dBm it
was 23 percentage points as indicated by the boxplots in Figure 5.9.
Note that based on the packet transmission timestamps stored by the devices we found that
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Figure 5.9: PRR gain per node position for all 56 outdoor experiments.
on average 3 % (max 5 %) of the packets transmitted with the standard IEEE 802.15.4 MAC
overlapped in time. This indicates that the reported PRR gains are indeed mostly due to exploit-
ing the signal strength fluctuations rather than due to replacing a CSMA by a TDMA approach.
5.6.2 Queueing Delay
One effect of using the COPS scheduler is an increase in queueing delay which translates into
higher packet delivery latency. The results for all 56 outdoor experiments are shown in Fig-
ure 5.10. The mean queueing delay with COTS was 715 ms compared to a mean queueing delay
of 5 ms when using the standard IEEE 802.15.4 MAC. Therefore the delay introduced by COPS
is on average about one half stride period larger than the delay introduced by the standard IEEE
802.15.4 MAC but it rarely extends beyond the time of a full stride period. For certain WBAN
for epilepsy patients, the latency introduced by COPS may not be acceptable. However, several
WBAN applications can accept latencies up to a few seconds, including medical applications
that involve low sampling rates such as blood glucose monitoring (for diabetes patients) or body
temperature, sports and personal fitness applications, or applications involving monitoring of the
environment such as air quality sensing.
5.6.3 Energy Consumption
COPS introduces control overhead, because the scheduler on the coordinator adds a payload
portion to ACK packets. To store the current stride period and propagate the beginning of the
gait cycle to the devices COPS introduces an ACK payload of 4 byte. Assuming that the radio
transmit and receive operation consume the same amount of energy, the radio turnaround time
is 12 IEEE 802.15.4 symbols and the IEEE 802.15.4 MAC header is 9 byte, the relative increase
in radio energy consumption caused by COPS can be calculated based on the DATA packet’s
payload (MSDU) size. Figure 5.11 shows the relative increase in energy consumption caused by
COPS for different MSDU sizes. The energy overhead ranges between 12 % for an empty DATA
packet to 3 % for a maximum sized IEEE 802.15.4 DATA packet. Note that this overhead occurs
only while COPS is actively scheduling packets, i.e. when the packet scheduler is inactive
(because the person is not moving) standard IEEE 802.15.4 ACK frames are used and COPS
consumes no energy on the devices.
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Figure 5.10: Queueing delay for all 56 outdoor experiments.
In addition, the coordinator spends energy for sampling the acceleration signal, which on
our platform consumes about 1.5 mW when active and 9µW in sleep state [70]. By proper duty
cycling the accelerometer during a 30 % window of a 1.2 s stride period, the energy spent for
acceleration signal sampling corresponds transmitting about 2 maximum-sized DATA packets
(without ACKs). Extracting sufficient samples to start the AMDF consumes 11 times more en-
ergy.8 The energy consumption on the coordinator may therefore be significantly higher than on
the devices. The overhead will, however, often be acceptable if we assume that the coordinator
8Note that our MCU may remain in very low-power state (3µA in LPM3) while the signal is sampled, i.e. we
consider only the energy spent by the accelerometer.
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Figure 5.12: ETX ratio for all 56 outdoor ex-
periments.
has more energy resources than the devices, because it is integrated in the user’s cell phone.
To better understand the impact on the overall energy budget of a WBAN we used the
Expected Transmission Count (ETX) metric [225] to calculate the estimated number of trans-
missions required to send a packet over a WBAN link. ETX is defined as the inverse of the
product of forward delivery ratio (PRR) and reverse delivery ratio (i.e. the probability that the
ACK packet was successfully received). We computed the average ETX per node position for
our approach (ETX15.4+COPS) and the standard IEEE 802.15.4 (ETX15.4) for each experi-
ment. In an application whose energy consumption is dominated by the radio chip the ratio
ETX15.4+COPS
ETX15.4
represents an estimate of how much energy COPS could save. The results in
Figure 5.12 show that at an output power of 0 dBm the ETX ratio ranges between 7 % and 29 %
(mean 13%); at an output power of -10 dBm it spans from 20 % to 53 % (mean 30 %).9 If the
energy consumption of hardware components other than the radio is negligible COPS thus sig-
nificantly extends the lifetime of the devices while a person: for example, at transmission power
-10 dBm the lifetime of the nodes at left wrist or left ankle could be doubled.
5.6.4 Indoor Measurements
So far we have only considered an outdoor scenario. Indoors the propagation characteristics are
typically different, for example, multipath effects due to reflections from near objects may have a
strong impact on the signal strength pattern. To understand the implications for our approach we
conducted a small measurement study in an indoor office environment. An experiment consisted
of a subject walking 20 times through a corridor, which was approximately 2.5 m wide and
20 m long. We used the same application as described in the beginning of this section. During
10 iterations our scheduler was disabled and packets were transmitted using (only) the IEEE
802.15.4 MAC protocol. During the 10 other iterations our scheduler was enabled and controlled
the packet transmission times.
For these measurements we modified COPS in two ways: we computed the optimum packet
schedule for each node position and each person in advance based on a reference measurement.
This was necessary, because with an application data rate of 1 packet per second a walking
distance of 20 m was too short to perform the RSSI collection phase, compute a schedule and
9Note that in Figure 5.12 we omitted the node positioned on the back, because its PRR was very low.
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Figure 5.13: PRR results for 12 indoor experiments.
afterwards schedule a significant amount of packets to calculate the PRR. Second, we boot-
strapped the gait monitoring process with a reference accelerometer signal, which we had also
measured in advance, to reduce the time to start our scheduler.
We conducted a total of 12 indoor experiments, 4 experiments by 3 different subjects. The
PRR results are summarized in Figure 5.13. It can be seen that with a transmission power of
0 dBm only small gains are possible, because the PRR values are already very high in the first
place. It is interesting to see that — in contrast to the outdoor measurement results — indoors
even the node positioned on the back often had a PRR over 90 %. Consequently COPS can only
achieve marginal improvements (a mean PRR increase of 2 percentage points). However, at a
transmission power level of -10 dBm a significant improvement with a mean PRR increase of 10
percentage points was achieved as can be seen in Figure 5.13 (right). In contrast to the outdoor
measurements, the PRR on many links could, however, not be raised to a full 100 %, which we
attribute to a harsher multipath environment.
5.7 Summary
In this chapter we have analyzed how periodic fluctuations in received signal strength can be
exploited in the WBAN protocol stack through context-based prediction of the channel state. As
reported in Chapter 4 signal strength fluctuations often occur during regular activities such as
walking and are mainly due to oscillating large-scale fading effects (path-loss and shadowing).
In this chapter we examined how to monitor the human movement pattern with the help of
a tri-axial accelerometer to estimate the current position within the gait cycle while a person
is walking. Once periodic mobility has been detected we first extract a set of RSSI samples
from existing application traffic (15 samples are typically sufficient) to estimate the RSSI peak
within the gait cycle. In parallel we utilize the accelerometer to continuously monitor the stride
period and the current offset within the gait cycle. This information is used by our algorithm
to estimate future peaks. To avoid packet collisions we have formulated the task of finding a
non-overlapping packet schedule based on the collected RSSI samples as a linear programming
problem. We have presented an efficient way of solving our class of problems with the simplex
method, which allows a sensor node to compute the optimum solution within 100 ms. Finally,
we presented our implementation and the results of an extensive experimental evaluation, which
show that
• outdoors, intermediate links with a PRR between 50 % and 90 % can often be turned into
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reliable links with PRR values well above 90 %; in comparison to a system that uses no
packet scheduling the average PRR increased by 13 percentage points at 0 dBm transmis-
sion power and 26 percentage points at -10 dBm transmission power;
• indoors, we have measured a PRR increase of on average 10 percentage points at -10 dBm
transmission power; at 0 dBm many links could hardly be improved because PRR was
already close to 100 %.
The reported increase in communication reliability is, however, only achievable while a per-
son is walking. In a static scenario our approach is not applicable (although Hall et al. have
reported that even when a person is standing still the breathing process often creates notice-
able signal strength changes [125]). One limitation is therefore that scenarios in which people
perform mostly static tasks, such as office work, are not covered.
On the other hand, in our system the energy overhead for the devices is only marginal,
but the coordinator may spend more energy due to signal processing tasks (recall that only the
coordinator node uses an accelerometer, but not the devices). This is acceptable, because we
assume that the coordinator has access to the energy resources of a more powerful device such
as the user’s cell phone. The cost of our approach is an increase in latency: our scheduler
increases packet delivery latency by on average one half stride period. In summary, the presented
approach thus realizes an effective mechanism to trade-off latency and communication reliability
in WBANs.
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Chapter 6
The Impact of External RF
Interference on On-Body
Communication
WBANs often operate in unlicensed frequency bands and are therefore exposed to RF interfer-
ence from other wireless technologies. The goal of this chapter is to study the impact of realistic
RF interference on the reliability of wireless on-body communication. Our focus on the 2.4 GHz
ISM band, because for the foreseeable future this band is expected to keep playing a major role
for WBAN communication (Sect. 2.2.1)
The 2.4 GHz band is shared with many other wireless devices such as WLAN stations, mi-
crowave ovens or Bluetooth devices. Due to their good spatial coverage and relatively high
transmission power WLANs are currently the dominant technology. Figure 6.1 shows the Eu-
ropean channel allocation for 802.15.4 and WLAN (IEEE 802.11) in the 2.4 GHz ISM band. It
can be seen that all available 802.15.4 channel overlap with one or more WLAN channels. It
is well established that — despite interference mitigation mechanisms like DSSS and “listen-
before-send” incorporated in both standards — WSN communication can be severely limited by
WLANs. While previous studies have treated the problem both from analytical [226–228] and
experimental [21, 229, 230] side they have mostly focused on static WSN deployments. How-
ever, the impact of RF interference on intra-WBAN communication in realistic environments
is not well-understood. Due to human mobility the impact of RF interference may indeed be
quite different than in static networks. For example, on the one hand, a WBAN may experience
gradual increase in RF interference as the person approaches a static interference source, like a
WLAN access point, and a gradual decrease as the person withdraws from the interferer. On the
other, it may happen that due to body shadowing the WBAN may (temporarily) be “shielded”
from an interferer.
In this chapter, after discussing related work, we present the results from three measure-
ment studies: first we study the impact of WLAN activity on intra-WBAN communication in a
controlled interference environment (Section 6.2). These results show, among other things, that
there may be large variation in performance among different WBAN hardware platforms. Then,
we first present the results from an extensive RF noise measurement campaign conducted in 12
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Figure 6.1: IEEE 802.15.4 and 802.11 channel allocation in the 2.4 GHz ISM band.
different urban environments (Section 6.3). Afterwards, we report on a set of link measurements
performed in an urban shopping area (Section 6.4). Note that the two measurement studies are
based on two different hardware platforms (Section 6.3: Shimmer2, and Section 6.4: Tmote
Sky). At the end of this chapter, we put the results from our 2.4 GHz spectrum measurement
campaign in perspective with the results reported in Chapter 4: in particular, we estimate what
fraction of the packet loss in a WBAN may be caused by RF interference rather than a weak
signal below sensitivity threshold (fading).
6.1 Related Work
The problem of coexistence between 802.11 and 802.15.4 networks has received significant
interest in the WSN research community. Most early work concentrated on developing prob-
abilistic models that capture the dependence of interference-related packet loss in a 802.15.4
network based on frequency overlap and duty cycle, transmit power and distance of an 802.11
interferer [226–228]. As 802.15.4 technology became more widely available, the focus turned
towards experimental approaches to validate the conclusions obtained from the established an-
alytical models. Several studies showed significant interference-related packet loss under mod-
erate to high utilization of the 802.11 channel [231, 232]. Others have analyzed the reverse
problem, i.e. the impact of 802.15.4 networks on 802.11 devices, reporting that 802.15.4 de-
vices may also cause loss in an 802.11 network [233].
Acknowledging the problem, several 802.15.4 radio chip manufacturers published guide-
lines on how to mitigate interference effects between the two technologies [234–236], for ex-
ample, through minimal frequency offset of 20 MHz or by using ARQ to translate losses into
latency [235].
While many coexistence studies have been conducted in controlled laboratory environments,
only some have reported on urban 2.4 GHz RF spectrum utilization. For example, an urban
power spectrum measurement campaign in the San Fransisco Bay Area revealed “significant
levels of the man-made signals regardless of time and location proving the proliferation of unli-
censed devices in ISM 2.4 GHz” [237]. More recently, Hanna and Sydor reported on the results
of a spectrum monitoring campaign at a (single) urban outdoor location in downtown Ottawa,
Canada. Their goal was to assess to what extent 2.4 GHz white space can be used by Cognitive
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Radio (CR) WLANs [238]. The authors studied channel occupancy (with the help of a CR
platform) and the interference behaviour by WLAN packet type (with a WLAN sniffer). They
discovered that 5-15% of the 2.4 GHz is occupied, but the “number of dominant interferers [. . . ]
is very small” [238]. Others have stated that in urban residential areas 2.4 GHz RF activity is
often complex, (temporal) patterns are not obvious and there exists non-negligible noise from
non-802.11 devices [239]. On the other hand, Valenta et al. argue that high utilization of the
2.4 GHz band is often contrasted by only sporadically utilized licensed frequency bands above
or below the 2.4 GHz ISM band, which might be utilized via cognitive radio concepts [240].
Previous studies have, however, rarely taken the specific characteristics of WBANs into ac-
count. One exception is an experimental study on the impact of RF interference among multiple
WBAN in an indoor office environment [241]. The authors’ main conclusion is that distance
is not a good indicator for the received interference power, because the latter is dominated by
random variations. Still, only little studies have targeted the quality and quantity of 2.4 GHz RF
activity in realistic urban environments as perceived by WBANs. In the rest of this chapter we
target this under-explored area.
6.2 Controlled Interference Experiments
The goal of this section is to study how controlled 802.11 interference affects the reliability of a
wireless on-body communication link. In addition, we are interested in comparing the results for
two different WBAN platforms, the Shimmer2r platform [8] and the Tmote Sky platform [66].
Recall that the two platforms use the same radio 802.15.4 transceiver, but have different anten-
nas, form factor and — when attached to the body — antenna-to-body surface distance (Sec-
tion 3.2). We are thus able to study the impact of these factors.
6.2.1 Setup and Scenario
We conducted channel measurements outdoors in a park, an environment of negligible RF in-
terference which we verified with the help of a portable spectrum analyzer. We configured two
laptops to form an 802.11g ad-hoc network and started a large file transfer from one to the other.
One laptop was placed on top of the other on the ground and constantly generated heavy traffic
on 802.11 channel 7 at 54 Mbit/s with a constant transmission power of 15 dBm.
We used two WBAN nodes, one attached to the right wrist (sender) and one placed in the
right pocket (receiver) of a person. The sender was transmitting 1 packet every 20 ms. Each
packet had an MPDU size of 36 byte and packets were transmitted by round-robin iterating
over the entire range of 802.15.4 channels (Figure 6.1): 11, 12, . . . , 26, 11, 12, etc. We call
an iteration over all 16 channels a sweep. After every sweep we modified the transmission
power (round-robin) selecting one value from the following set: 0 dBm, -10 dBm and -25 dBm.
In order to synchronize the hopping pattern among sender and receiver we introduced cables
between the digital I/O pins of the two nodes’ MCUs as explained in Section 6.4.1. During an
experiment the nodes stored statistics of the exchanged packets on their SD card (Shimmer2r) or
transmitted them over USB to a laptop that was carried in a backpack of the person, where the
data was stored in a file (Tmote Sky).
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Figure 6.2: Environmental RF noise during the controlled RF interference experiment.
The experiment was simple: the person carrying the WBAN first initially stood about 40 m
away from the 802.11 network, at time t = 0 s started walking on a straight line towards it,
passed 1 m by the two laptops (at about t = 30 s) and continued walking on the (virtual) straight
line. During this time the receiver recorded the changes environmental RF noise (PInterference,
Section 3.2.5), the number of failed packet receptions and per-packet RSSI. After the experiment
we sorted the measurement results by the transmission power level and analyzed RF noise, PRR
and RSSI in the time and frequency domain.
6.2.2 Results
The RF noise results are shown in Figure 6.2. In general, the results for the two platforms are
quite similar. As expected, only the 802.15.4 channels that overlap with the WLAN channel
7 (Figure 6.1) are affected: 802.15.4 channels 17 to 20 exhibit significant levels of RF noise,
which increases as the distance to the 802.11g network gets smaller. However, even at very
close distance (around t = 80 s), there are a range of different noise floor values, some as low as
−99 dBm. A possible explanation is that the 802.11 stations are not permanently transmitting.
Since transmissions are acknowledged the WLAN radios are frequently changing from transmit
to receive mode and there may be some idle listening before receiving a frame due to the exe-
cution of the CSMA algorithm. Furthermore, the CC2420 averages a single noise floor reading
over 128µs (Section 3.2.5), and it can thus happen that a sample is taken while the channel
is (partially) idle. This indicates that a single noise floor value is not reliable for determining
presence of an interferer even in close proximity.
The results for the corresponding packet receptions are shown in Figure 6.3a for Tmote Sky
and in Figure 6.3b for Shimmer2r. The graphs show a matrix, in which the element entries
indicate either successful (white) or failed (black) reception of a packet, respectively. Each
graph shows the result for a different 802.15.4 transmission power level. As expected, for a
given platform there are more losses when transmission power is set to a lower value. However,
what is remarkable is that the results between the two platforms are quite different: the Tmote
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Figure 6.3: Packet reception matrix during the controlled RF interference experiment for the
right wrist→ right pocket link.
Sky platform consistently reported significantly less packet loss than the Shimmer2r platform.
Also, while packet losses on the Tmote Sky platform occur only on channels that overlap with
the WLAN interferer, at -10 dBm and -25 dBm transmission power the Shimmer2r platform also
suffers losses on non-overlapping channels. It seems that received signal strength on Shimmer2r
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Figure 6.4: RSSI distributions for Tmote Sky and Shimmer2r experiments (channel 11).
is lower than on the Tmote Sky platform. This would also explain the periodic pattern in the
bottom graph of 6.3b. As shown in Section 4.3 walking translates into periodic changes in
received signal strength (c.f. Figure 4.1 and Figure 4.2): due to the movements of the limbs the
signal may (temporarily) be too weak to be decoded by the receiver.
To investigate this hypothesis we analyzed the received signal strength of all successfully re-
ceived packets on a non-overlapping channel (channel 11). We also repeated the experiment for
all node positions shown in Figure 3.3a. The results are shown in Figure 6.4a (0 dBm transmis-
sion power), Figure 6.4b (-10 dBm transmission power) and Figure 6.4c (-25 dBm transmission
power). The graphs, which summarize the results of 14 experiments (one per receiver node
and platform) as a boxplot, confirm our hypothesis: received signal strength on Shimmer2r was
consistently about 25 dB lower than on Tmote Sky.
6.2.3 Discussion
There are several possible explanations for the difference in received signal strength: Tmote Sky
uses an inverted-F microstrip antenna while Shimmer2r uses an SMD antenna. Shimmer2r has
a smaller form factor and when the node is attached to the body the antenna-to-body surface
distance is only about 1 cm. The Tmote Sky is larger, it has a bigger container for the batteries
and because it has no native enclosure we placed it in a small plastic enclosure. This resulted in a
antenna-to-body separation of more than 3 cm. As shown by Roelens et al. the distance between
antenna and body surface has a significant impact on received signal strength [110]. Finally,
in our experiments only the Tmote Sky nodes were powered over USB, because the data was
transmitted over a USB cable to a laptop carried by the WBAN subject in a backpack (in contrast
to the Shimmer2r plaform the Tmote Sky has little internal memory). The Shimmer2r nodes
were powered by battery. We believe that the Shimmer2r results are more representative, because
the platform is specifically designed for WBAN applications, while the Tmote Sky is more
suitable for static deployments. Note that the measurement study described in the following
Section 6.3 is based on the Shimmer2 platform, while the study described thereafter in Section
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6.4 was conducted with Tmote Sky nodes (due to unavailability of the Shimmer2 platform at the
time of conducting this particular study).
6.3 Urban RF Noise Measurements
The previous section showed that interference from co-located WLANs may significantly de-
crease the reliability of a 2.4 GHz wireless on-body communication link. However, the experi-
ments were performed under artificial conditions, in a controlled interference environment. To
understand the scope of the problem in realistic environments in this section we present the
results from an urban RF noise measurement campaign. In these measurements we collected
about half a billion RF noise samples in various urban environments with COTS WBAN hard-
ware. Our setup passively captured RF noise in the entire 2.4 GHz band on five different body
positions simultaneously. The goal of this section is to analyze the collected dataset in the time,
space and frequency domain. Note that in a later Section 6.5 we will revisit the results and put
them in perspective with the results reported in Chapter 4 to estimate what fraction of packet
loss is typically caused by RF interference rather than by fading. Note that the measurement
study described in this section is based (only) on results obtained with the Shimmer2 hardware
platform.
6.3.1 Setup and Scenarios
This section introduces our measurement setup and the scenarios in which we performed the
measurements.
Measurement Setup
Our measurement setup consists of six Shimmer2 [8] nodes attached to the human body at the
positions marked in Figure3.3a except for the positions at the left ankle and back (we omitted
these positions to make the setup more comfortable to wear over longer time). Our setup is com-
pletely passive: the main task of the nodes is to continuously perform RF noise measurements
by sweeping over the entire 2.4 GHz ISM band (16 IEEE 802.15.4 channels). Each sweep con-
sists of taking one RSSI (Received Signal Strength Indicator) sample on each of the 16 channels,
where each sample represents the ambient RF noise power averaged over a window of 128 µs.
Our setup introduces an auxiliary wired channel to synchronize the sampling processes of
the individual nodes in time. This synchronization is performed over digital I/O signals via
pins exposed on the Shimmer2 expansion connector: with a set of dedicated shielded cables we
interconnect each of the nodes with a central master node (carried in the right chest pocket of
the subject). The master node is responsible for signalling the beginning of a new sweep to the
five nodes attached to it via cables. The master node does not perform RF noise measurements
itself, because this would interfere with maintaining precise synchronization over the digital I/O
connections. Our setup thus effectively five nodes that continuously and simultaneously sample
ambient RF noise power in the 2.4 GHz band.1 Each node stores the data on its SD card and
1Note that our hopping pattern, i.e. the order in which the 16 channels are covered during a sweep, is randomized,
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Figure 6.5: Example 2.4 GHz RF noise trace captured on the left hand and right hand simulta-
neously.
after an experiment we collect the SD cards and extract the data. Note that we do not calibrate
the RSSI data among the different nodes before we use it in our evaluation, because the noise
floors of our particular nodes are very similar2 and previous work has shown that differences in
CC2420 RSSI readings are due to a linear offset [116], which can be determined through a noise
floor measurement.
In our setup the duration of a sweep over the set of 16 channels is 7 ms; this includes the time
for storing the 16 RSSI samples on the SD card. We thus achieve a sweep frequency of 142 Hz
resulting in an RSSI sampling frequency of 2.2 kHz. This performance can easily compete with
commercial low-cost spectrum analyzers, such as the Wi-Spy 2.4x [242] USB spectrum analyzer.
However, in contrast to a spectrum analyzer, our mobile setup allows to perform distributed
spectrum measurements on multiple body positions in parallel with authentic WBAN radios.
Scenarios
We had one subject who performed 12 experiments in different urban environments. We selected
three categories to classify the experiments: environment (park, campus, residential area, shop-
ping street, urban transportation system); degree of subject mobility (static, mobile or mixed);
and indoor vs. outdoor. Table 6.1 describes and classifies all experiments accordingly. Note that
some of the experiments covered a certain path multiple times, e.g. a series of walks around the
same blocks in a certain neighbourhood. For these experiments Table 6.1 shows the number of
iterations. On average an experiment lasted for slightly more than one hour, resulting in a total
time of 13 hrs, which resulted in a huge dataset of about half a billion RSSI samples.
6.3.2 Results
In this section we analyze the data collected in the previously described experiments. For our
analysis we use two general thresholds: -94 dBm, which is the sensitivity threshold of the radio;
and -85 dBm, which can be considered the RSSI of an intermediate link quality (“gray area”).
Figure 6.5 gives a first impression of the capabilities of our setup: it shows a one second snapshot
in order to not accidentally correlate with other frequency hopping systems. All nodes follow the same pattern as
they use the same seed to initialize the pseudo-random number generator.
2Max. 2 dB difference in interference-free environment over all channels.
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Figure 6.6: Kernel density plot of spectrum activity ≥ −94 dBm for all experiments (shaded
area) and individual experiments (gray graphs).
of the intensity of 2.4 GHz RF noise measured simultaneously by nodes located on the left and
right wrist of the subject. It can be seen that for the majority of time there is little activity above
−94 dBm, but visually there is correlation in frequency and time. Furthermore, there is already
strong visual evidence that the data captured on the two different body positions are correlated.
In the rest of this section we will explore the data along the dimensions frequency, time and
space.
Frequency
To get a better understanding of the distribution of RF noise in the frequency domain, we created
kernel density plots showing the density of spectrum activity ≥ −94 dBm over the 802.15.4
channels. Figure 6.6 shows the results: the shaded area represents the entire dataset; it clearly
shows peaks at IEEE 802.15.4 channel 13, 17 and 22. These channels happen to be very close
to the popular WLAN channel 1, 6 and 11 center frequencies.3 Furthermore, the shape of the
peaks resembles the Power Spectral Density (PSD) of 802.11 DSSS signals, which is strong
evidence that WLAN is indeed the major source of 2.4 GHz activity. The figure also suggests
that 802.15.4 channels that are far from WLAN center frequencies, in particular channel 26,
should (on average) be least affected by urban RF noise.
We were interested in the correlation of activity on (neighbouring) channels. Such informa-
tion is a first indicator for the designer of a frequency hopping algorithm, about “where (not) to
hop”. Figure 6.7 shows the empirical conditional probability for spectrum activity ≥ −94 dBm
on a channel, given that at least one of the two neighbouring channels showed spectrum ac-
tivity ≥ −94 dBm activity during the same sweep.4 With a threshold of −94 dBm the aver-
age probability is around 20 %, which is roughly a factor 4 increase compared to the average
5 % probability for detecting spectrum activity ≥ −94 dBm (Figure 6.8). A threshold value of
3Although the measurements were performed in Europe, the recommended European configuration (1,7 and 13)
does not seem to be common. This might be due to a default U.S. configuration of WLAN AP equipment.
4In this analysis we omitted channels 11 and 26 as they only have a single neighbouring channel.
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Figure 6.8: Channel occupancy relative to two thresholds: -94 dBm and -85 dBm.
−85 dBm results in an increase of up to an order of magnitude. These results indicate that there
is a significant correlation of activity on neighbouring channels.
Time
To get a first insight in the intensity of 2.4 GHz environmental RF noise we analyzed channel oc-
cupancy, i.e. the amount of samples exceeding either of two thresholds,−94 dBm or−85 dBm,
per experiment. Or stated differently, the empirical probability that an RSSI sample was larger
or equal than a given threshold. The results are shown in Figure 6.8. In several experiments
spectrum activity occurred at or above −94 dBm for about 5 % of the time, but there is quite
some fluctuation: one experiment has a value well below 1 % (expt3), others show a channel
occupancy of 10 % (expt4+5) and up to 20 % (expt8). When applying a −85 dBm threshold
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Figure 6.9: Empirical probability for RSSI samples being larger or equal than -94 dBm for
experiments which included multiple iterations.
channel occupancy decreases considerably: none of the experiments showed more than 5 % of
activity. This indicates that the majority of detected environmental RF noise has values below
-85 dBm. On the other hand, the IEEE 802.15.4 standard states that typically an SINR of 5 dB
to 6 dB is required for good reception [18, Section E.3.2], i.e. even values below −94 dBm can
have an impact on the reception rate (c.f. Section 6.5 and Figure 6.20).
Based on Figure 6.8, no obvious trend with respect to our scenario classification is notice-
able: the experiment with highest RF noise activity (expt8) was carried out in a shopping street;
yet, other experiments in different shopping streets rendered much less activity. To examine the
“stability” of RF noise on a larger time scale we analyzed the experiments that included multiple
iterations (such as expt8): as shown in Table 6.1 some of the experiments consisted of the sub-
ject following a certain path multiple times, e.g. a series of walks around the same blocks in a
certain neighbourhood. For such experiments (in total 4) we compared the individual iterations,
e.g. the results of two subsequent walks around the same block. Because these iterations were
carried out immediately after another, such a comparison can give some insight in the temporal
stability of urban 2.4 GHz RF noise. To this end, we compared the relative amount of samples
exceeding −94 dBm for the individual iterations of experiments 2,3,4 and 8, which all included
an iterative path.
The results are shown in Figure 6.9. Experiment 8, which had the highest RF noise activity
(Figure 6.8) shows very stable iterations, all close to the average 20 % value. The situation for
experiment 4 is similar. For these two experiments the RF noise conditions thus did not change
significantly over several tens of minutes (possibly it was a longer-lasting WLAN file downloads
from a device that our subject passed repeatedly). The results for the park environment (expt3)
show more variance, but are less representative due to the limited amount of spectrum activity
≥ −94 dBm encountered during this experiment. One conclusion from these results is that it
might be promising to take past RF noise data for a given location into account when designing
interference mitigation techniques.
To better understand the temporal correlation (“burstiness”) of RF noise we examined our
dataset on a smaller time scale. We call a sudden increase in the amount of RF noise samples
≥ −94 dBm an RF noise burst. More formally, we define a burst as a situation when during a
window of size ∆B seconds 50% or more of the RF noise samples have a value greater or equal
than −94 dBm. We choose a threshold of 50%, because this value is about a factor 10 higher
than the average RF noise level we have measured for all experiments. Therefore, if RF noise
was uniformly distributed over time, then RF noise burst would be quite rare. From our traces
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we computed the number of distinct5 bursts and the average duration of bursts per channel for
different ∆B over all experiments. We also computed the same values for a synthetic (simulated)
scenario, in which an identical amount of RF noise samples≥ −94 dBm is uniformly distributed
over the same amount of time. Note that the duration of an RF noise burst is the period of time
over which the average number (over ∆B seconds) of RF noise samples ≥ −94 dBm exceeds
50%. Therefore, the duration of an RF noise burst may be shorter than ∆B .
The results are shown in Figure 6.10a and Figure 6.10b. It can be seen that there is a large
variance in the number of bursts over different channels. As expected the 802.15.4 channels
that overlap with WLAN channels 1, 6 and 11 show one or two orders of magnitude more
bursts than the remaining 802.15.4 channels. Also, the number of bursts generally decreases
as the interval ∆B increases, because longer bursts are less frequent than shorter ones. The
average duration of bursts is on the order of several hundred milliseconds and also varies per
∆B , but it is independent of the particular channel (Figure 6.10b). The result for channel 20
in Figure 6.10b can be considered an outlier: we found that the result is caused by a 2-minute
uninterrupted RF noise burst on channel 20 during experiment number 9. The most interesting
observation, however, is that the empirical results generally differ from the synthetic ones: our
experiments exhibit one order of magnitude more burst then we would expect if RF noise was
random, uniformly distributed over the same amount of time. The same is also true for the
average burst duration. From these results we can conclude that urban RF noise is generally
bursty and therefore even if average spectrum utilization is low, it may be necessary to apply RF
interference mitigation techniques, such as channel hopping, to avoid temporary blockage of the
wireless communication.
Space
The example snapshot shown in Figure 6.5 indicated a strong visual correlation between the
RF noise samples captured simultaneously on different body positions. To get a better insight
we computed the difference between two RSSI samples taken simultaneously at two different
node positions, whenever any of the two nodes had detected spectrum activity ≥ −94 dBm.
Figure 6.11 shows a Cumulative Distribution Function (CDF) that summarizes the results for all
node pair combinations computed over our entire dataset (in this figure we use a short notation
for the body positions: RW = right wrist, LW = left wrist, RA = right ankle, LA = left ankle, CH =
chest, RP = right pocket). On average every second sample taken by two nodes simultaneously
had a difference of 5 dB or less. In about 80 % of the cases the difference was no more than
10 dB. Figure 6.12 shows a different perspective: it represents the empirical probability of a
node detecting RF activity (above -94 dBm, or -85 dBm), given that another node detects the
activity in parallel. The probability is more than 50 %, regardless of the particular node pair
combination.
This indicates that for the practical task of binary interference detection, i.e. the detection if
interference is present or not, the results may be similar for different body positions. However,
the difference in interference power measured at two different body positions is not negligible,
5Two bursts are distinct if there exists an interval of size ∆B seconds between with an average number of RF
noise samples ≥ −94 dBm below 50%.
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Figure 6.10: Characteristics of RF noise bursts.
it may vary up to 10 dB or more.
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6.3.3 Discussion
We have analyzed the results from an RF noise measurement campaign conducted with a set of
five WBAN nodes that synchronously collected in total half a billion 2.4 GHz RF noise samples
in various urban environments. The key observations are:
• There is strong evidence that WLAN is often the major source of urban 2.4 GHz spectrum
activity. Other measurement campaigns have come to the same conclusion [239, 243].
• In many experiments spectrum activity ≥ −94 dBm occurred for about 5 % of the time,
but there is a large variation among the scenarios. Similar results of 5-15% channel occu-
pancy in the 2.4 GHz band were reported in [238].
• An 802.15.4 intra-WBAN link that achieves an RSSI of more than -90 dBm will often
be quite robust against urban RF interference, because the vast majority of samples had
values below -94 dBm (an SINR of 5 dB to 6 dB is typically enough for good reception
with a 2.4 GHz IEEE 802.15.4 radio [18, Section E.3.2]).
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• Urban RF noise is about one order of magnitude more “bursty” than random (uniformly
distributed over time) RF noise.
• There is a significant correlation of the simultaneous activity on neighbouring 802.15.4
channels, therefore channel hopping should avoid “short” hops below 10 MHz.
• The difference in interference power measured at two different body positions is not neg-
ligible but may vary up to 10 dB or more.
Given that the vast majority of RF noise samples had values below -94 dBm we expect the
overall impact of urban RF noise on intra-WBAN communication to be less severe than fading,
which had caused significant losses on some links as shown in Chapter 5. Also, it is expected
that the selection of am IEEE 802.15.4 channel that does not overlap with the default WLAN
center frequencies will likely be a good remedy against the effects of RF interference. On the
other hand, since urban RF noise is bursty, even if average spectrum occupation is low it may
be necessary to apply RF interference mitigation techniques, such as channel hopping, to avoid
temporary blockage of the wireless communication.
From the analysis it is, however, not immediately clear how RF interference affects the
reliability of an on-body communication link. In the next Section 6.4 we present the results
from a set of link measurements. While the results give valuable insight in the correlation
between WBAN losses and WLAN activity they are unfortunately not directly applicable for
the Shimmer2 platform (they were conducted with the Tmote Sky platform). Therefore, in
Section 6.5 we will revisit the results presented above and analyze them in light of the results
reported in Chapter 4. This will allow us to estimate what fraction of packet loss would typically
caused by RF interference rather than by fading (a weak signal below sensitivity threshold). This
distinction is important, because in practice the countermeasure will vary (e.g. change channel
in case of interference or wait until fading conditions have improved in case of a weak signal).
6.4 Urban Link Measurements
The previous section presented the results from an urban measurement campaign, in which a
mobile WBAN passively collected a large number of RF noise samples. The results in Section
6.3.2 indicated that WLAN is a major cause of packet loss, but the conclusion was based on
an evaluation of spectral footprints rather than detection of real WLAN activity. The goals of
this section is to investigate empirical correlation between 802.15.4 packet delivery performance
and “real-life” WLAN activity. This is helpful for designing frequency diversity schemes (e.g.
deciding how “far to hop” in the frequency domain). To this end we also explore 802.15.4
cross-channel quality correlation and trends that may be used as a potential trigger for channel
hopping. In the following we will first describe our experimental setup and then report on a
representative sample of our dataset from an urban environment. Afterwards we analyze the
empirical traces for cross-channel quality correlation and trends in the noise floor. Note that the
measurement study described in this section is based (only) on results obtained with the Tmote
Sky hardware platform.
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6.4.1 Setup and Scenarios
Our measurements were performed with Tmote Sky [244] sensor nodes (Section 2.1.3). The
choice of platform was due to unavailability of the Shimmer2 platform at the time of conducting
this particular study. Our setup consisted of two nodes, each node is placed in a thin plastic
enclosure and strapped to a person: one to the left upper arm, the other on the right ankle,
resulting in a relative distance of about 1.5 m. When the person stood still both nodes had the
same alignment and both surface areas were facing in the same horizontal direction. However,
in all experiments, the test person was walking at an even speed of about 1.2 m/s (common
walking speed). Our setup introduces two auxiliary wired channels: one to synchronize the
transmissions on the IEEE 802.15.4 channel; and a second for streaming measurement results to
a laptop. This is schematically shown in Figure 6.13a and explained in the following.
Our measurement software accesses the CC2420 radio directly, there is no MAC layer in-
volved and all packets are sent immediately (without clear channel assessment, CCA). Like the
passive setup using Shimmer2r nodes described in Section 6.3.1 the two nodes continuously
iterate over the 16 channels, however, in addition to measuring RF noise activity the nodes are
exchanging one DATA and acknowledgement (ACK) packet per channel. We call an iteration
over all 16 channels – involving 32 packets – a sweep. During a sweep the roles of the nodes
are fixed: one node sends the DATA packets, the other node sends the ACK packets; after every
sweep the roles are swapped. We use acknowledgements, because this is common to many IEEE
802.15.4 networks, and we let the nodes swap roles, because this allows us to (better) evaluate
link (a)symmetry.
The CC2420 supports different transmission power levels, the datasheet documents 8 dis-
crete levels ranging from −25 dBm to 0 dBm [69]. The relevant TXCTRL register of the ra-
dio, however, accepts 32 different values. The radio manufacturer confirmed to us that all 32
values are valid, however, “the relation between the register setting and the output power is
not linear”. We experimentally determined an output power of roughly −42 dBm when the
TXCTRL.PA LEVEL is set to the value of 2.6 In our study we then used three different output
power levels of −10 dBm, −25 dBm and −42 dBm, alternating every sweep. The Message
Sequence Chart (MSC) in Figure 6.13b shows the sequence of operations performed during a
sweep.
In our setup whenever a packet is transmitted by one node, the other node’s radio is in receive
mode, both nodes have tuned to the same channel, and they use the same level of transmission
power for the DATA and ACK packet. This requires very careful synchronization. One option is
to perform synchronization through the arrival times of DATA and ACK packets, but since our
experiments are conducted in an environment of possibly strong RF interference we rejected
such “in-band” synchronization, because it would require unknown (conservative) guard times
to counter the clock drift in case of successive packet losses. Instead we perform synchroniza-
tion over digital I/O signals through pins exposed on the Tmote Sky expansion header: with a
6We chose 38 sender/receiver combinations from a batch of 10 Tmote Sky nodes and measured RSSI for different
documented as well as the undocumented register settings in a low-interference environment based on a fixed node
placement. Assuming a linear relationship between output power and RSSI, we used the documented values in com-
bination with the measured average RSSI as anchors for a linear regression to determine the unknown transmission
power level based on the corresponding measured RSSI value.
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(a) Schematic measurement
setup. The laptop is carried in a
backpack.
(b) MSC describing a sweep. Note that only DATA and ACK
packets are exchanged over the wireless channel.
Figure 6.13: Measurement setup and MSC for a single sweep.
shielded cable we interconnect the two MCUs via four digital I/O ports. To increase robustness
we use differential signalling (complementary signals sent on two separate wires) and thus al-
low four different signals, which is sufficient to synchronize the transmission of DATA and ACK
packets. The sequence of exchanged digital I/O signals is shown in Figure 6.13b, the vocabulary
of messages and signals is listed in Table 6.2.
During our study the sensor nodes collect large amounts of statistics that, due to limited
memory, cannot be stored on the nodes themselves. Instead the nodes are connected to and
continuously output the results to a laptop through the USB interface of the Tmote Sky, which
also serves as the power supply. The laptop is carried in a backpack by the same person that
wears the two sensor nodes and is also used to monitor 802.11b/g traffic on selected WLAN
channels during the experiments.
In our setup the time required for a sweep over 16 channels is about 87 ms, which results in
around 12 sweeps (384 packets) per second including streaming the measurement results over
USB. This is achievable because we increase the Tmote Sky CPU frequency to the maximum
of 8 MHz and because synchronization over digital I/O is very fast. We took particular care
to minimize the impact of streaming the statistics over the USB on the actual measurement
and its periodic workflow: most operations related to the transmission of 802.15.4 packets and
synchronization occur in interrupt context, while sending serial packets over USB is divided in
many small blocks of code that are executed in non-interrupt context. All outgoing/incoming
packets are timestamped. After the measurement we use the hardware generated timestamps of
successful transmissions as anchors, perform a linear regression to cancel out the clock drift, and
obtain precise timing information to verify that in our setup 802.15.4 data packets are indeed
transmitted periodically with an average interarrival time of around 5.5 ms. For example, in
the experiment described in Sect. 6.4.2 we determine an average interarrival time of 5.43 ms
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Message/ Channel Description
Signal
DATA 802.15.4 DATA packet (MPDU of 36 byte)
ACK 802.15.4 ACK packet (MPDU of 5 byte)
RTS Digital I/O Sender requests to send a DATA packet
CTS Digital I/O Receiver is ready to receive DATA packet
TxD Digital I/O Sender has sent a DATA packet
TxACK Digital I/O Receiver has sent an ACK packet
TRACE USB Measurement results for a sweep over 16 channels
Table 6.2: Messages and signals exchanged during the measurements.
(maximum: 6.45 ms, minimum: 4.39 ms).
We made measurements in three different urban environments: at a shopping street, in a
central residential area and in an office area. During all measurements the test person was
walking outdoors on the sidewalk of an urban streets. A single measurement typically lasted
around 30 minutes.
6.4.2 Results
In the following we first report on one measurement in detail and afterwards present an evalua-
tion of the data from all measurements.
Correlation with 802.11b/g Traffic
The measurement described in the following was made at a central urban shopping street. Build-
ings were located on either side of the roughly 30 m wide street, which was moderately fre-
quented by cars and other pedestrians on a weekday evening at 7 p.m. The person carrying the
WBAN took a 30 minute walk outdoors along the pavement passing by shops, coffee bars and
offices as well as other pedestrians. The walk was one-way and close to straight-line at even
walking speed (stopping only at red traffic lights).
Figure 6.14 shows failed 802.15.4 transmissions averaged over 100 transmissions per chan-
nel (about 26 s) sorted by transmission power. The losses for −10 dBm transmission power
(top) are negligible, even at −25 dBm (middle) we never see more than 60 % loss within a win-
dow of 26 s on any channel. At −42 dBm (bottom) transmissions failed more frequently and
some channels were temporarily completely blocked. The figure suggests that losses were not
completely random. Instead they showed some correlation in time and frequency, sometimes
lasting for a few tens of seconds up to multiple minutes and spanning over multiple consecutive
802.15.4 channels.
Figure 6.15 shows a 2 minute excerpt of the bottom Figure 6.14 at around 19:03 h. In this
figure transmissions are averaged over a window of 10 transmissions (2.6 s). When comparing
these two figures we find that in Figure 6.15 the pattern at around 19:03 h to 19:04 h on channels
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Figure 6.14: Failed 802.15.4 transmissions while walking along an urban shopping street.
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Figure 6.15: Two minute excerpt from bottom Figure 6.14, averaged over 10 transmissions.
13 closely resembles the 802.11b “footprint” in Figure 6.3a, which suggests that these losses
might have been caused by 802.11 traffic.
During the experiments the 802.11b/g card of the laptop that collected the statistics from
the nodes was set to passive monitoring mode so that all 802.11 traffic on a given channel was
captured. We tuned the card to 802.11 channel 7, because it is one of the most commonly used.
In this way we measured two things in parallel: 802.15.4 failures on all channels and 802.11b/g
traffic on 802.11 channel 7.
In Figure 6.16 one can see both, failures on 802.15.4 channel 18 using transmission power
−42 dBm and the number of received 802.11 packets on channel 7, averaged over 100 trans-
missions in the 802.15.4 network (26 s). As shown in Figure 6.1, 802.11 channel 7 completely
overlaps with 802.15.4 channel 18. The results appear (negatively) correlated both, visually
and statistically. The empirical correlation coefficient is r = -0.89, which when squared is 0.79
and describes the proportion of variance in common between the number of 802.15.4 failures
and received 802.11 packets when averaged over a window of 26 s. This suggests that in this
experiment 802.11 was indeed the cause for considerable packet loss, at least on channel 18.
When we repeated the measurement at other locations we observed less correlation (corre-
lation coefficients around r = -0.4). It must be noted, however, that the correlation coefficients
indicate only linear dependency and that the number of received 802.11 packets is a rather coarse
metric because it does not take, for example, packet size or signal strength into consideration.
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Figure 6.16: 802.15.4 transmission failures on channel 18 using transmission power −42 dBm
(left Y-Axis) and 802.11b/g traffic on WLAN channel 7 (right Y-Axis) averaged over a window
of 26 s.
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Figure 6.17: Successful transmissions per sweep for the measurements described in Sect. 6.4.2.
Cross-channel Quality Correlation
The measurement results from three different urban environments provided us with a large
dataset to explore. In the following we analyze this dataset to determine the interrelation of
the transmission quality on different channels at a given point in time. Afterwards, we examine
whether trends in the noise floor can indicate a (future) decrease of transmission quality. The
first helps understanding to what extent channel hopping could improve transmission quality,
the second gives insight in a potential (dynamic) trigger for channel switching. Our evaluation
is an important starting point, but also has its limitations: it is trace-driven and therefore the re-
sults are applicable only for the particular environments, the specific mobility pattern and node
placement.
The first topic we address is the correlation of transmission failures over different channels
at (roughly) the same time. Little correlation would mean that they share little variance and
thus there is a greater probability that a “good” channel is available at a given point in time.
In the following we first examine the fraction of good channels over time, then report on the
empirical correlation between the channels and finally evaluate post factum how many hops an
ideal channel hopping scheme would have required to achieve 0 % transmission failures.
Figure 6.17 shows the number of successful transmissions per sweep over time for the mea-
surement described in Sect. 6.4.2 (it was the environment where we observed most transmission
failures). At −10 dBm and −25 dBm transmission power for the majority of time the transmis-
sions succeeded on almost all channels. Even for −42 dBm the number of good channels rarely
dropped below 10, only at around 19:07 h temporarily 13 out of the 16 available channels were
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blocked. This means that in principle there were enough good channels at any point in time.
From the figure one cannot conclude how similar the different channels behave in time. We
calculated the empirical correlation coefficients for the number of failed transmissions over time
between all channels and found that they are often very low (typically around zero). For example,
for −42 dBm transmission power the maximum correlation coefficients for any two channels in
the three measurements were r2 = 0.1844, r2 = 0.1052, and r2 = 0.0336, respectively.
We are interested in the minimum number of channel switches that would have been required
to achieve 0 % transmission failures. In other words, the minimum number of hops that an ideal
channel hopping scheme with precise knowledge of the future channel conditions would have
taken to guarantee that all transmissions succeeded. We implemented a simple greedy algorithm
that replays the empirical traces, starting from the first transmission and proceeding in time. The
algorithm examines all transmissions and chooses the channel that provides 0 % transmission
failures for the maximum time ahead. It proceeds in time on this channel until a transmission
failure occurs and switches the channel during this very sweep, again by choosing the channel
that provides 0 % transmission failures for the maximum time ahead (from the previous evalu-
ation we know that there is always a “good” channel). It repeats this step until it reaches the
end of the empirical trace and then outputs the overall (minimum) number of channel switches
(hops).
When the algorithm replayed the traces from the three measurements the total number of
channel switches for−10 dBm transmission power was zero for all three empirical traces, which
means there was at least one channel on which no failures occurred, respectively. At −25 dBm
transmission power two or three hops were required. And at −42 dBm the measurement de-
scribed in Sect. 6.4.2 required 50 hops (note that Figure 6.14 shows moving averages over 100
transmissions), resulting in an average hopping frequency of about 2 hops/min. The empir-
ical results from the residential and office area corresponded to 27 and 38 channel switches,
respectively.
Prediction of the Link Quality Degradation
A brief examination of the measurement results revealed that a substantial increase in noise floor
is typically accompanied by heavy packet loss, in particular at −42 dBm transmission power.
For example, Figure 6.18 shows failed transmissions over time (top) together with a contour plot
of the noise floor (bottom) averaged over 100 transmissions; this measurement was made in an
urban residential area on a Friday afternoon.
We are interested in the dynamics of RF noise around the point in time when the quality of
a communication link experiences significant degradation. For −42 dBm transmission power
we define the threshold as ≥ 90 % transmission failures within 100 transmissions on a given
channel, that means ≥ 90 % failures within 26 s. An analysis of the empirical traces reveals 8
(shopping street), 11 (residential area) and 2 (office area) = a total of 21 occurrences of signif-
icant link quality degradation. For every occurrence we extract RF noise samples on the given
channel within a window of ±2 minutes (roughly 1000 noise floor samples and corresponding
to a RF noise sampling frequency of 4 Hz). Note that in our analysis we count only the first
occurrence per channel (otherwise there was a total of 26 occurrences) and we ignore channels
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Figure 6.18: Failed 802.15.4 transmissions at −42 dBm transmission power while walking
through a central urban residential area (top). The bottom figure shows the noise floor mea-
sured during the same experiment.
that already had significant losses at the beginning of the measurement, because for them the
previous 2 minutes are not available.
Figure 6.19a shows the results for −42 dBm transmission power. Since we are interested
in general trends independent of the environment or a particular channel it includes the results
from all measurements, one graph for every occurrence of link quality degradation. Each graph
is aligned relative to the beginning of significant link quality degradation, which is represented
by the vertical dashed line at time t = 0 s. This means, starting from t = 0 s the next 90 or more
out of 100 transmissions failed, respectively. RF noise is arithmetically averaged over the past
26 s (prior moving average). A single point on one of the 21 graphs thus includes the current as
well as the history of 99 previous noise floor samples.
At−25 dBm output power transmission failures were less frequent and we therefore reduced
the threshold to ≥ 50 % transmission failures within a window of 26 s. This resulted in a total
of 5 occurrences of link quality degradation as shown in Figure 6.19b.
The graphs show similar trends: at time t = −120 s the average (past) noise floor is typi-
cally below −95 dBm, respectively. Between t = −120 s and t = 0 s it increases slightly and
the most substantial increases are observable around and especially short after t = 0 s, which is
also the start of significant transmission failures. Right-shifting the dashed line by 13 s as well
as left-shifting the noise floor graphs by 13 s, respectively, establishes temporal alignment be-
tween the moving averages. It is then clearly observable that significant link quality degradation
corresponds with a simultaneous increase in average noise floor, which strongly suggests that
external RF interference is indeed causing the packet loss. The graphs are typically bell-shaped,
which is likely a result from walking past a stationary interferer (for example, a WLAN access
point).
The results suggest also that (the history of) noise floor observations may be valuable input
to a link estimator. Especially at lower transmission frequency trends in the noise floor may
be observable before a communication link experiences significant degradation. Increasing the
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Figure 6.19: Noise floor within a window of ±2 minutes around heavy transmission failures
(starting at 0s).
noise floor sampling frequency and using more elaborated statistical techniques than a simple
moving average are likely to have better predictive quality. We consider these topics part of our
future work.
6.4.3 Discussion
The results reported in this section were obtained with the Tmote Sky platform; as discussed
in Section 6.2.3 we expect packet loss results to be different (more severe) for the Shimmer2
platform. Yet, the effects that we observed in the isolated baseline measurements described
in Section 6.2 could also be identified in urban environments: transmission failures sometimes
span over multiple consecutive 802.15.4 channels, they are often correlated in time and substan-
tial losses are typically accompanied by an increase in the noise floor. We could also show that
WLAN is indeed the cause for considerable WBAN packet loss, which confirms the assump-
tion from Section 6.3.2. Significant losses occurred only when using low transmission power:
already at −10 dBm transmit power the amount of losses was negligible. This confirms the as-
sumption that the overall effect of RF noise on intra-WBAN communication reliability may be
less severe than the effects of fading — we will revisit this question in the following section.
6.5 Analyzing the Causes of Packet Loss
From the findings in Section 6.3 it was not immediately clear what impact urban RF noise
has for the reliability of an intra-WBAN communication link. From the results presented in
Section 6.4 it is also not possible to quantify the amount of losses only due to RF interference.
Unfortunately, in practice it is indeed hard to differentiate between the amount of packets lost
due to interference vs. fading: typically for lost packets we neither have information about RSSI
nor can we measure the amount of simultaneous RF noise. Understanding the cause of packet
loss is, however, quite important, because it helps to apply a suitable countermeasure (e.g. to
change channel in case of interference or to wait until fading conditions have improved in case
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Figure 6.20: The CC2420 SINR/PLR relationship from TOSSIM.
of a weak signal). Based on our RF noise measurement results reported in Section 6.3 in the
following we would like to answer the question: what is the ratio of packet loss caused by RF
interference to the losses caused by a too weak (below sensitivity threshold) signal?
To answer this question we performed a statistical analysis in which we used the data col-
lected in the experiments described in Section 5.6 (“fading”) and Section 6.3.2 (“interference”).
Note that for the following analysis we assume that fading and RF noise are statistically inde-
pendent. We also assume that the fading characteristics reported in Section 5.6 are applicable
in the scenarios in which we performed RF noise measurements (although this assumption may
not hold for static indoor scenarios listed in Table 6.1).
Our analysis is based on the relationship between SINR and Packet Loss Rate (PLR) for the
CC2420 [69] radio. PLR is the ratio of the number of packets that were not successfully received
to the number of transmitted packets, i.e. PLR = 1 − PRR. We use the empirical SINR/PLR
relationship based on the measurements reported in [29], which is also part of the radio model
of the TinyOS simulator TOSSIM [179]. The corresponding graph is shown in Figure 6.20
(recall that the SINR/PRR relationship has been shown in Figure). We abbreviate the formula
that expresses the relationship shown in Figure 6.20 by PLR(SINR) and estimate the ratio of
packets that are lost only due to external RF interference as follows:
PLRInterference =
Pmax∑
x=Pthr
P (PSignal = x) Pmax∑
y=Pmin
(P (PInterference = y) PLR(x− y))

(6.1)
where Pthr is the sensitivity threshold of the radio (-94 dBm for the CC2420),7 Pmin is the
minimum detectable PSignal value (we use a value of -100 dBm) and Pmax is the maximum
detectable PSignal value (we use a value of 0 dBm). PLR(x− y) is the PLR for a given SINR
x−y (x and y are in dBm) based on the relationship shown in in Figure 6.20. P (PInterference =
y) is the empirical probability that RF noise has a value of x and P (PSignal = x) is the empirical
probability that the received signal strength has a value of x. We compute P (PInterference = y)
from the RF noise measurements described in Section 6.3.2 for each of the 12 scenario listed
7In the CC2420 datasheet the sensitivity threshold is defined as the signal strength resulting in a 1% PLR.
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Figure 6.21: Empirical noise (RF noise or noise floor) and RSSI distributions.
in Table 6.1. We compute P (PSignal = x) from the experiment results reported in Section 5.6:
recall that in these experiments half of all packets were sent at random points in time based on
the standard 802.15.4 MAC. We extract the RSSI of these packets for all subjects, experiments
and node positions and use the data to compute P (PSignal = x). The RF noise and RSSI
distributions that have been used to compute the probabilities are shown in Figure 6.21. Note that
the results are based (only) on the Shimmer2 hardware platform. Note also that PLRInterference
in Equation 6.1 considers only the packets above the sensitivity threshold. PLRInterference
therefore reflects the expected fraction of packet loss only due to RF interference.
The results are summarized in Figure 6.22. Considering all scenarios described in Sec-
tion 6.3.1 on average we expect only 3% of packets to be corrupted only due of RF interference.
In contrast, we expect about 25% of losses due to fading (the average PLR for the standard
802.15.4 MAC in Figure 5.8). Figure 6.22 also shows the results per scenario and the best,
worst and average channel, respectively. It can be seen that the average amount of losses varies
over the scenarios and the (static) selection of the best channel can reduce packet loss by up to
10 percentage points (expt8), respectively. While the results indicate that the overall impact of
RF interference on WBAN link reliability may be low, it is important to keep in mind that RF
interference occurs in bursts (Section 6.3.2). Therefore, for applications with latency bounds it
may still be necessary to mitigate the effects of RF interference — we will explore this topic in
Chapter 7.
6.6 Summary
In this Chapter we have studied how urban RF interference affects the reliability of wireless on-
body communication. To this end we collected about half a billion RF noise samples in various
urban environments with COTS WBAN hardware. Our analysis showed that that there is strong
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Figure 6.22: Expected packet loss due to RF interference.
evidence that WLAN is the major source of 2.4 GHz activity and there is a significant correlation
of simultaneous activity on neighbouring 802.15.4 channels. One important conclusion was
drawn by combining the collected RF noise data with the measurement results that captured the
signal strength variation on an intra-WBAN communication link (Chapter 4): we estimate that
RF interference will typically be responsible for 3% of the losses in a WBAN, while fading
effects (a signal below sensitivity threshold) will cause about 25% of the losses. The results
indicate that the overall impact of RF interference on WBAN link reliability is low, however, our
study also showed that urban RF noise is about one order of magnitude more “bursty” (correlated
in time) than random, i.e. uniformly distributed over time, RF noise. Therefore, even if average
spectrum occupation is low, it may be necessary to apply RF interference mitigation techniques,
in particular in applications with low latency bounds. In the next section we will investigate two
mechanisms that are able to mitigate the effects of RF interference in WBANs.
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Chapter 7
RF Interference Mitigation
The results from the previous chapter suggest that the overall impact of urban RF interference
on WBAN communication reliability is rather small. However, the analysis also showed that RF
interference is bursty, i.e. correlated in time. When considering average reliability and latency
over larger time periods such as hours RF interference may not have a significant impact. But
on the order of seconds both, reliability and latency, may temporarily be severely impaired.
Depending on the particular application this may be acceptable or not. For example, medical
monitoring applications have rather diverse latency requirements: the acceptable time between
collection and processing/visualization of data may span from 50 ms for capsule endoscopes [59]
over 500 ms for ECG sampling [60] to several minutes for blood glucose monitoring [61]. For
vital signs (temperature, blood pressure, pulse or respiratory rate) several tens of seconds up
to minutes may suffice [46]. However, in general the quality of the medical care delivery is
expected to improve as vital signs can be monitored in real-time [62, 63].
In this chapter, after studying related work, we first analyze to what extent channel hopping
can mitigate packet errors, and in particular error burstiness, caused by RF interference. Channel
hopping switches the carrier frequency in between packet transmissions and thus leverages fre-
quency diversity to avoid interferers that occupy the same portion of the RF spectrum for a longer
time. This mechanisms has been integrated in several low-power wireless communication stan-
dards (Section 2.3.2), but the implications for the WBAN domain are still not well-investigated.
In the second part of this chapter we focus on another techniques that can mitigate the effects of
RF interference: packet combining. Packet combining is an error-correction scheme that allows
to recover an original packet from multiple (corrupted) copies. Our packet combining technique
is an extension to a standard ARQ approach that is used in many existing MAC protocols.
7.1 Related Work
Communication standards for unlicensed frequency bands often include mechanisms to improve
coexistence with other wireless systems. For example, the 802.15.4-2006 standard [18] lists
in its Annex E the following set of mechanisms: first of all, on the 2.4 GHz physical layer
the use of DSSS maps each symbol to one of 16 nearly orthogonal pseudo-random sequences,
which improves the general robustness against interference. Furthermore, an energy detection
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primitive allows the next higher layer to determine the amount of energy on a set of channels
before network formation; the next higher can then decide to start the network on a channel that
is least occupied. In the latest revision of the standard channel hopping has been integrated in the
MAC [157]: by continuously changing the transmission channel the robustness against potential
interferers can be increased. In addition, during the CSMA/CA algorithm a CCA may be used
to detect if the channel is idle before transmitting. This decreases the probability collisions
with other 802.15.4 packets as well as transmissions from other wireless systems. Finally, low
duty cycle, low transmit power and channel alignment (avoiding frequencies that overlap with
other well-known wireless technologies such as WLAN) are suggested as mechanisms to further
enhance coexistence with other wireless devices. The research community has analyzed the
suitability of these mechanisms and proposed further ones. For example, Huang et al. [245]
have pointed out that the 802.15.4 CSMA algorithm is not well-suited to enable coexistence
with WLANs. Others have suggested to dynamically change the 802.15.4 CCA threshold [246]
or transmission power [247]. Furthermore, Martelli et al. have investigated dynamic selection
of the modulation scheme in WBANs [248]. In the following, however, we focus on work
related to the two mechanisms that we investigate later in this chapter: channel hopping and
packet combining. For other 802.15.4 interference mitigation mechanisms we refer to survey
papers [249, 250].
Channel Hopping Over the past years channel hopping has become an active field of research
and several low-power wireless standards have adopted this mechanism in some variant (c.f.
Section 2.3.2 and [249]). Channel hopping exploits frequency diversity by switching among
different carrier frequencies when transmitting packets. This results in two main benefits: it mit-
igates the effects of interference and it can reduce adverse propagation effects such as frequency
selective fading. The majority of research studies have focused on the first effect. For example,
an early experimental study investigated ways to mitigate the impact of WLAN interference on
802.15.4 networks in an office setting by adapting the 802.15.4 communication channel [21].
Targeting stationary networks, their measurement setup was optimized for stable interference
configurations. Their results confirm the correlation between 802.15.4 packet loss and 802.11
activity as well as the suitability of noise-based predictors of WLAN interference. Watteyne et
al. have conducted a similar study and concluded that channel hopping is generally a suitable
means to increase connectivity along communication links [24]. In contrast, the results from
a study conducted by Ortiz et al. indicated that channel hopping is typically not necessary in
the presence of multihop routing [23]. Stabellini et al. conducted a comparison study of dif-
ferent frequency hopping mechanisms in a small 802.15.4 network and concluded that adaptive
schemes are better than using pseudo-random hopping patterns [251]. More recently, authors
have analyzed the 802.15.4e channel hopping mechanism TSCH (Time Synchronized Channel
Hopping) [20] and proposed improvements [22].
The above studies have addressed channel hopping in static WSN deployments. Although
the 802.15.4e, BLE and 802.15.6 standards already include optional channel hopping (c.f. Sec-
tion 2.3.2), not many studies have focused on channel hopping in the WBAN context. One ex-
ception is MBStar [252], a WBAN MAC protocol based on a TDMA approach with very short
(2.5 ms) time slots. Channel hopping is based on a fixed hopping pattern and channel black-
listing is also integrated in MBStar. The authors report significant reliability improvements
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based on a set of small experiments in controlled interference environments. Yao et al. [253]
have addressed channel hopping in WBANs in the context of security: they exploit symmetric
channel fading to improve secret key entropy. Closest to our work, however, is a recent paper
entitled “What can be gained by channel adaptation?” [254]. To answer this question the au-
thors analyzed the potentials of different channel hopping schemes in WBANs under WLAN
interference. The investigated schemes are: static (always the same channel), adaptive (chan-
nels are switched periodically/pseudo-randomly or based on RF noise measurements) and ideal
(assuming perfect knowledge of channels). The evaluation is performed in the Castalia simu-
lator [255], where WLAN traffic is simulated based on a simple interference model. WLAN
access points are placed at random locations and the WBAN passes by on a straight line. The
results show that under heavy WLAN traffic in particular the adaptive (sensing-based) scheme
can greatly increase reliability and it comes very close to the performance of the ideal scheme.
The main difference to our work is that rather than modelling WLAN traffic in the simulator we
feed our RF noise traces into the simulator and thus analyze channel hopping under real-world
interference characteristics.
Packet Combining In packet combining schemes a receiver stores erroneous packets to com-
bine them with parts from later trials [256]. A key issue is to identify the incorrect parts of a
packet. In coded transmission systems it is possible that the decoder delivers not only decided
bits, but also additional information specifying the confidence in its decisions on a per-bit basis
(soft-information). In [257] soft-information is used in a selection-decode-and-forward relaying
scheme. In the absence of true soft-information other methods are needed to infer the positions
of the correct and incorrect parts of a packet. One method is to insert additional checksums into
the packet [258].
The RSSI profiling technique discussed in Section 7.3 has not yet been proposed for usage in
ARQ schemes, but RSSI has been used in other “non-traditional” contexts: Demirbas et al. [259]
proposed to use the RSSI power-sum of acknowledgement frames in the process of estimating
the number of neighbors for which a certain predicate is true. B-MAC [260] samples RSSI
with high frequency to achieve a more accurate clear channel assessment; and in [261] per-bit
RSSI information has been used (in conjunction with other per-bit/per-symbol information) to
gather information about the cause of packet losses in Wifi systems and to adapt the MAC/PHY
parameters accordingly: when a collision is inferred, the backoff process of the MAC is triggered
whereas a weak signal results in an execution of the rate- or power-adaptation algorithm.
7.2 Channel Hopping
Channel hopping is a mechanism that switches carrier frequencies between or during transmis-
sions. It thus spreads the risk of encountering bad conditions on one particular channel over the
available frequency region. The main advantages lie in mitigating the effects of interference and
weakening adverse propagation effects on certain frequencies. In this thesis, however, we focus
only on the first effect, i.e. we analyze the potential of channel hopping to mitigate the effects
of RF interference in the context of WBANs.
Channel hopping can be implemented in different ways. The most common variant switches
communication channels based on a pseudo-random sequence of channels known to both trans-
127
CHAPTER 7. RF INTERFERENCE MITIGATION
mitter and receiver. The switching of the carrier frequency can happen during transmission (af-
ter a certain number of transmitted symbols) or after the transmission of entire packet(s). Rapid
changes of the carrier frequency is also referred to as FHSS and has been applied in the mili-
tary domain, because the signal is hard to intercept and jam. But FHSS is also used in civilian
technology such as Bluetooth, which switches channels every 625µs.1
Due to their relative simplicity pseudo-random hopping patterns are integrated in low-power
standard such as Bluetooth, 802.15.4e and 802.15.6 (Section 2.3.2). In addition, over the past
years dynamic channel hopping techniques have also been considered: rather than following
a pre-computed sequence of channels, dynamic mechanisms can update the hopping sequence
during network operation based on present channel conditions. To this end the channel qual-
ity is monitored and the hopping sequence is modified when applicable. This technique is, for
example, often used in cognitive radio based wireless networks [262]. Another related tech-
nique is to exclude certain channels from the set of available channels, which is also referred
to as blacklisting. For example, with AFH Bluetooth avoids crowded frequencies in its hop-
ping sequence. Blacklisting can be performed statically (before network formation) or as part of
dynamic approaches.
In this thesis we focus on one specific channel hopping mechanism that is part of the latest
802.15.4e standard [157], in particular, we analyze the TSCH mechanism. We believe TSCH
is a representative candidate for the WBAN domain, because like 802.15.6 and BLE it uses a
pseudo-random hopping sequence and it changes carrier frequency only after packets have been
transmitted (rather than during transmissions like “classical” Bluetooth). Furthermore, TSCH
also supports blacklisting of channels. The central goal of this section is to analyze to what
extent the TSCH hopping pattern can mitigate the effects of RF interference in comparison to
single-channel approaches. In particular, we focus on the short-term effects on latency and
reliability, because the previous chapter indicated that over large time periods reliability is not
degraded significantly by urban RF interference. To have an upper bound, our investigation also
includes an “ideal channel hopping” approach, which is explained below.
7.2.1 Analyzed Variants
We consider three different types of channel hopping: (a) the TSCH hopping pattern with and
without blacklisting, (b) a static approach that always remains on the same channel, and (c) an
“ideal” hopping pattern, which always selects the channel with the least amount of RF noise. In
the following we provide a brief overview of these variants.
TSCH
TSCH is a channel hopping variant introduced in the latest revision of the 802.15.4 standard
[157]. It originates from the Time Synchronized Mesh Protocol (TSMP) protocol [263], which
also founds the basis of WirelessHART [155]. TSCH is a TDMA approach that divides time
into discrete timeslots, which should be large enough so that one data frame and one acknowl-
edgement frame can be exchanged between a pair of devices. A timeslot is either idle (unused)
1Note that BLE switches channels much slower than classical Bluetooth as explained in Section 2.3.2.
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Figure 7.1: An example TSCH configuration.
or it represents a directed/shared link between two/more devices on a specific channel. When a
device has data to send to another device, it thus has to wait until a suitable slot has started. The
assignment of slots and channel to devices is, however, beyond the scope of the standard and has
to be performed by the next higher layer.
Multiple timeslots are contained in one slotframe, and a slotframe continuously repeats in
time. The channel associated with a timeslot depends on the Absolute Slot Number (ASN),
which represents the total number of timeslots that has elapsed since the start of the network. The
channel switches are based on a pseudo-random pattern defined by the following formula [157]:
CH = hoppingSequenceList[(ASN + channelOffset) % hoppingSequenceListLen]
(7.1)
where hoppingSequenceList is a list of pseudo-randomly shuffled channels, channelOffset is
an optional offset for hoppingSequenceList and hoppingSequenceListLen is the length of hop-
pingSequenceList. The next higher layer has to assign values to these parameters. An example
configuration in which hoppingSequenceList includes all 16 channels and the slotframe has 13
timeslots out of which only the first five are reserved for different on-body communication links
is shown in Figure 7.1. By excluding certain channels from hoppingSequenceList, a (static)
blacklisting approach can be realized.
Static Channel Approaches
The analysis in Section 6.3 has shown that some channels are consistently less occupied than
others. Therefore, in our analysis we also consider static approaches, i.e. approaches which
never switch the channel. For better comparison we implement these approaches as a special
case of TSCH by setting hoppingSequenceList to one particular channel, i.e. we adopt all other
TSCH functions such as the TDMA approach. We compute the results for all 16 channels,
respectively, but for clarity of presentation sometimes report only on the best, worst and average
(median) channel.
Ideal Approach
Finally, we consider an “ideal” channel hopping approach, which for each packet transmission
selects the best channel. The best channel is the channel for which the receiver senses the least
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amount of RF noise at the time of transmission. With our trace-driven simulation method intro-
duced below we have this information available, but in practice this approach is not applicable,
because it assumes that the transmitter has direct access to the receiver antenna. Yet it is valu-
able, because it provides an upper bound for the performance gains of channel hopping. Again,
we use the TSCH approach as basis for our implementation, but rather than applying Equation
7.1 to compute the channel, the approach simply selects the best channel.
7.2.2 Simulation Setup
One option to evaluate channel hopping approaches is to perform experiments in uncontrolled
urban RF interference environments. This method, however, implies a lack of reproducibility of
the experiment conditions. In Chapter 6 we reported on experiments that had been conducted
in uncontrolled urban interference environments, which had ensured a high degree of realism,
but also showed a large variance among the different experiment scenarios. A fair comparison
among channel hopping techniques, however, requires comparable RF interference conditions,
which cannot be ensured in uncontrolled environments. Therefore in this section we depart
from our previous evaluation method: instead of performing experiments, we analyze channel
hopping with the help of the Castalia simulator [255], which we have adapted to make use of
our RF interference traces.
Castalia
Castalia [136] is a WSN and WBAN simulator based on the OMNeT++ network simulator.
In contrast to other network simulators it models temporal changes with the help of conditional
probabilities derived from a large number of WBAN experiments [121]. As explained in Section
2.2.4 the model determines current signal strength based on the last observed value and a set
of pre-computed conditional distributions. While this allows to model the effects of fading,
Castalia does not include a model for external RF interference: at the heart of Castalia’s radio
module the SINR model is applied to compute whether a packet has been received correctly,
but the only possible source of interference are intra-WBAN packet collisions. Therefore we
have integrated the large RF noise dataset reported in Section 6.3 into the Castalia simulator.
Rather than creating a new interference model, which is beyond the scope of this thesis, in our
simulations we “replay” the RF interference characteristics captured in the different experiment
scenarios listed in Table 6.1. Since our RF noise traces include data for all channels with a
resolution of 142 Hz we can thus precisely recreate a particular RF interference environment
in the simulator. This trace-driven simulation technique naturally captures the temporal RF
interference characteristics, which are pivotal to our analysis. A single simulation run thus
corresponds to a specific experiment trace and the total simulated time is bounded by the duration
of the traces. The disadvantage is that we have a limited total time of 13 hrs simulated time.
On the other hand, we are able to compare different approaches under identical, realistic RF
interference conditions.
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Property Value
available channels (except for TSCH-BL) 11..26
available channels (TSCH-BL) 11,20,26
number of timeslots per slotframe 13
timeslot duration 15 ms
scheduled slots 0..4
idle slots 5..12
channelOffset 0
channel access slottedALOHA
number of MAC retransmissions 0
transmission power -25 dBm
Table 7.1: Simulation parameters.
Configuration
Castalia does not include the 802.15.4e MAC protocol. Therefore, we have implemented a re-
duced version of the protocol, which includes the TSCH TDMA channel access and channel
hopping method. Since the standard does not provide default parameter values, in our setup we
adopt the “Minimal 6TSCH Configuration” parameter set defined in a working document of the
IETF [264]. However, we make a few minor modifications: rather than using a slotframe length
of 101 timeslots, our slotframe has a length of 13 timeslots. The resulting data rate of roughly 5
packets/s per device ensures that we can analyze reliability and latency over short time inter-
vals. Furthermore, we set the number of retransmissions to zero, because we are interested in
how channel hopping manages the immediate channel effects without any additional reliability
enhancements. Finally, we only use uplink traffic (devices→ coordinator). Note that like sug-
gested in [264] we use slottedALOHA for channel access. In addition to the standard hopping
pattern over all 16 available channels we consider a second variant that uses only three channels
(11, 20 and 26) which are expected to show little interference (c.f. Figure 6.6). We refer to the
second variant as TSCH-BL (“BL” for blacklisting) and to the standard variant that uses all 16
channels as TSCH.
Since Castalia’s fading model is only available for 6 nodes we use a star topology with 5
devices and 1 coordinator. The coordinator is located at the right hip, which is close to the “right
trouser pocket” location we have always selected for the coordinator node. The devices are
located at the same positions shown in Figure 3.3a, except the nodes at the back and left pocket
are not present, because Castalia does not support these positions. The SINR/PRR relationship in
Castalia is slightly different than in TOSSIM. Since we believe that the latter has been validated
more thoroughly (and to be consistent with our previous evaluation in Section 6.5) we integrate
the SINR/PRR relationship from TOSSIM in Castalia. Also, like the study reported in [254] in
our simulations we set the transmission power to -25 dBm. Each device transmits a packet every
195 ms to the coordinator. To this end each device has exclusive access to one 15 ms timeslots
in each slotframe. A slotframe consists of 13 timeslots of which the last 8 timeslots are unused
as shown in the example in Figure 7.1. The channel associated with a timeslot is calculated
based on Equation 7.1, which results in a pseudo-random hopping pattern over all 16 channels,
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Figure 7.2: Packet loss caused by RF interference per channel.
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Figure 7.3: Packet loss caused by RF interference per channel hopping variant.
each channel being equally likely (TSCH); or over a reduced set of 3 channels (TSCH-BL). A
summary of the simulation parameters used in our setup is shown in Table 7.1.
7.2.3 Results
In this section we report on the performance results of the different channel hopping variants
described in Section 7.2.1. Recall that all variants use the parameters listed 7.1 and realize a
TDMA as approach shown in Figure 7.1. The variants only differ with respect to what channel is
selected at a particular point in time: channel selection is either defined by Equation 7.1 (TSCH
and TSCH-BL), the channel is never changed (static approaches) or for each packet from a
“god’s view” perspective the channel with the least amount of RF noise is selected (“ideal”
approach).
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We first analyze the amount of packet loss per scenario for the static channel approaches.
This allows us to compare the simulator outcome with the analytical results presented in Sec-
tion 6.5. Figure 7.2 shows the results from the simulation. It can be seen that they match the
analytical results (in Figure 6.22) quite well: the results for the individual experiments show
a similar trend and on average there are 2.5% of losses caused by only interference (vs. 17%
losses caused by a too weak signal). This is only slightly less than estimated in Section 6.5,
which used a different fading model.2
Next, we analyzed the packet loss rate for each of the channel hopping approaches summa-
rized over all scenarios, respectively. The results are shown in Figure 7.3. Similarly as reported
in Section 6.3.2 there is quite some variance among the static channel scenarios and the chan-
nels that show the least PLR match the ones far from the popular WLAN center frequencies 1,6
and 11 as in Figure 6.6. TSCH achieves the average PLR over all static channel approaches.
This is expected since TSCH spreads the risk of encountering bad conditions over the entire
frequency band. Correspondingly, TSCH-BL achieves the average PLR over channel 11, 20 and
26. With 0.003% the “ideal” hopping approach shows a negligible number of packet losses,
which indicates that virtually always there is at least one interference-free channel.
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Figure 7.4: Number of packet error bursts caused by RF interference.
Finally, we analyzed the temporal correlation of packet losses due to RF interference. We
use a similar notion of “burstiness” as defined in Section 6.3.2: a burst error is a situation when
over a window of size ∆B seconds the average number packets corrupted by RF interference
2Another reason for this difference may be that in Section 6.5 we also considered the node located at the back of
the subject when computing P (Psignal = x) for Equation 6.1, while the simulation did not include this node. The
node located at the back consistently produced low RSSI readings, i.e. a for this node large number of its packets are
expected to be corrupted by RF interference.
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Figure 7.5: Duration of packet error bursts caused by RF interference.
exceeds a threshold of 50%. Figure 7.4 shows the results for the mean number of packet error
bursts. As expected the static channel approaches show peaks at channels that overlap with the
“default” WLAN channels (IEEE 802.15.4 channel 13, 17 and 22). This trend is identical to
the analytical results reported in Section 6.3.2 (Fig. 6.10a), but the absolute number of bursts
are much lower. This is expected, since an RF noise burst does not necessarily imply a packet
error burst. Interestingly, for short time intervals (∆B = 1s and ∆B = 2s) the results for TSCH
are only slightly better than the average results over all static approaches (we provide a possi-
ble explanation below). TSCH-BL, on the other hand, outperforms TSCH by almost an order
of magnitude, which indicates that even simple channel blacklisting can improve performance
significantly. However, the static approach for channel 26 exceeds both, TSCH and TSCH-BL.
This is likely due to the fact that channel 26 is generally very quiet, because it does not overlap
with any of the default WLAN channels used in the U.S. (which seem to be used in Europe as
well). Finally, the “ideal” channel hopping pattern is able to achieve zero packet error bursts for
any ∆B . Based on our data we can conclude that error bursts due to interference can therefore
theoretically always be avoided.
Figure 7.5 shows the duration of packet error bursts caused by RF interference. Note that
analogous to Section 6.3.2 the duration of an error burst is the period of time over which the
average number (over ∆B seconds) of packet errors exceeds 50%. Therefore, the duration of a
burst may be shorter than ∆B . The results among the static channel approaches are very similar,
except the approach for channel 26 shows a significantly lower burst duration. TSCH shows
comparable results to the latter and TSCH-BL outperforms both. This means that regarding
burst duration TSCH-BL is the best practical choice. The results for the “ideal” channel hopping
pattern are not available (set to zero), because as stated above this approach was able to achieve
zero packet error bursts for any ∆B .
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7.2.4 Discussion
The PLR results for the static channel approaches (Figure 7.2 and Figure 7.3) confirm the analyt-
ical results from Section 6.5: with on average 2.5% PLR the overall impact of RF interference on
intra-WBAN communication reliability is rather small. As expected channel hopping can level
out differences between channels, which is important, because the PLR among channels can dif-
fer by more than a factor three (Figure 7.3). Interestingly, the number of short-term packet error
bursts cannot be reduced significantly with TSCH, which indicates that interference is correlated
over a larger frequency range.
The main conclusion of our analysis is, however, that currently the best strategy is to simply
select channel 26: not only are the number of packet losses significantly lower than on other
channels or when applying channel hopping approaches, but even the number and duration of
packet error bursts due to interference can hardly be exceeded by other variants. On the other
hand, it is expected that channel 26 will eventually exhibit much more inter-WBAN interference,
which (presumably) has not played a significant role in our study.
7.3 Packet Combining
In the previous section we have analyzed how frequency diversity may help in mitigating the
effects of RF interference. However, even on channel 26 a WBAN will not be able to avoid
occasional packet corruption through RF interference. Whenever this happens the 802.15.4
MAC protocol (like many other MAC protocols) makes use of the standard Send-and-Wait
ARQ scheme: through the absence of an acknowledgement the transmitter notices a failure
in the transmission and after some time retransmits the packet. Often, however, only a few
bits have been corrupted in the original packet and therefore the retransmitted packet carries a
large amount of redundant information. In this section we study an approach that can reduce
the transmission of redundant bits in case a packet has been corrupted by RF interference. By
transmitting less bits our approach achieves a reduction in energy consumption, which may, for
example, be leveraged to improve communication reliability by increasing the maximum num-
ber of retransmissions.
To understand the approach it is helpful to recall that on a wired transmission medium the
transmitter may be able to detect a collision at the receiver by monitoring the medium during the
transmission, e.g. for an abnormal change in voltage. RF transceivers are usually half-duplex
and the SINR conditions at transmitter and receiver can differ greatly. Therefore, transmitter-side
collision detection schemes are generally not applicable in wireless communication. However,
on the receiver-side RF transceivers can often measure the power of the received radio signal
and provide a corresponding RSSI. Previous work in low-power wireless networking has shown
that a packet collision (RF interference) distorts the received signal and typically manifests as an
additive increase in RSSI [265]. Also, RSSI has proven a relevant parameter when identifying
RF interference as the cause of packet loss [261, 266].
In this section we explore to what extent monitoring RSSI with high sampling rate dur-
ing packet reception can be useful not only for receiver-side interference detection, but also
for estimating the bit error positions inside corrupted frames. We start with a set of baseline
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Figure 7.6: RSSI sampled on a Tmote Sky with 62.5 kHz while receiving a maximum-sized
IEEE 802.15.4 frame (133-byte PPDU) with an airtime of 4.256 ms.
measurements to investigate the dynamics of RSSI during controlled collisions and in several
environments of realistic, uncontrolled RF interference. Afterwards we introduce and evaluate
a simple, threshold-based algorithm that estimates bit error positions with the help of RSSI pro-
files. Finally, we present an analytical model and empirical results that show the performance
improvements of an ARQ scheme when it is coupled with the algorithm. Note that we perform
experiments in static testbeds as well as realistic outdoor WBAN scenarios. Testbeds are a con-
venient and powerful tool for performing long-term measurements with a large number of nodes.
Since we are not primarily interested in the WBAN channel conditions but in the performance
of our mechanism in realistic WLAN interference environments the majority of experiments is
conducted in testbeds.
7.3.1 RSSI Profiling
Like many other radios the CC2420 [69] automatically provides for every received packet an
RSSI value, which represents the average signal strength during packet reception. In confor-
mance with the IEEE 802.15.4 standard the CC2420 also allows to obtain the current RSSI by
software. Within the radio RSSI is continuously updated and averaged over the last 8 symbol pe-
riods (128µs). This allows to measure ambient RF noise, for example during an IEEE 802.15.4
energy detection scan, but also to obtain an RSSI sample during frame reception. When one
samples the RSSI while receiving a frame with high frequency — we always use 62.5 kHz, the
reciprocal of the time of a symbol — one obtains a time series as depicted in Fig. 7.6. We call
such a time series the RSSI profile of the incoming frame: a moving average over a window of
128µs over the received signal strength during packet reception. In practice, the sampling of the
RSSI profile of an incoming frame is triggered by the reception of its start-of-frame delimiter
(Start Frame Delimiter (SFD)), which results in an interrupt on the MCU. The end of an RSSI
profile is marked by the reception of its last byte. Note that in contrast to the illustrative results
shown in Fig.7.6 and 7.7, RSSI profiles therefore do not include samples of the noise floor.
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Figure 7.7: Bit error positions and RSSI profiles of an IEEE 802.15.4 frame (133-byte PPDU)
colliding with an IEEE 802.15.4 ACK (top) and IEEE 802.11 beacon (bottom).
Controlled Collisions
In order to understand the effect of a packet collision for the RSSI profile we created controlled
collisions between different types of WLAN and 802.15.4 frames. These experiments were
conducted in an environment of negligible external RF interference, which we verified with the
help of a portable Wi-Spy 2.4x USB spectrum analyzer. The basis for our measurement were
two Tmote Sky sensor nodes: one periodically transmitted maximum-sized 802.15.4 frames
(133-byte PPDU with pre-defined content), the other listened for incoming frames while it con-
tinuously measured RSSI with a rate of 62.5 kHz. Whenever a frame (with a correct or incorrect
Cyclic Redundancy Check (CRC)) was received, it output the frame content and its RSSI profile
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over USB to a laptop. This allowed us to analyze the dynamics in RSSI during reception and
compare it with the bit error positions in a corrupted frame.
In a first experiment we used a third Tmote Sky node to act as interferer: it periodically
transmited small 802.15.4 DATA or ACK frames without clear channel assessment (CCA) and
thus provoked collisions with the frames exchanged between the two other nodes. In a second
experiment we replaced the Tmote Sky interferer with a laptop which used its WLAN PC card,
based on an Atheros AR5212 chipset, to inject different types of WLAN frames (Beacon, ACK,
Request To Send (RTS), Clear To Send (CTS) or DATA). WLAN frames were also sent without
CCA and the channels were chosen such that they have maximum overlap. In all experiments
the distances between the nodes/WLAN interferer were small (< 5 m) and the interferer was
located closer to the receiver than the transmitter. Two representative results can be seen in
Fig. 7.7.
The results show that (1) collisions are clearly visible by elevations in the RSSI profile, (2)
the duration of an elevation matches the airtime of the colliding frame and, most importantly, (3)
the positions of the bit errors in the received frame are temporally correlated with the elevation.
Note that whenever there was no frame error (collision) the RSSI profile was typically stable
(±1 dBm) as shown in Fig. 7.6.
Uncontrolled RF Interference
The previous results were obtained in a controlled interference environment. Before analyzing
the approach in realistic interference environments we analyze three issues that might exclude
the applicability of RSSI profiling in practice. They are related to the following questions:
1. How often does the radio hardware discard corrupted frames before they can be processed
and potentially recovered by software?
2. When a corrupted frame is received, how many bits are erroneous?
3. Is there a substantial difference between the RSSI profile of a corrupted and a correctly
received frame?
If only a small fraction of the corrupted frames is decoded and forwarded by the radio hard-
ware; if in a corrupted frame typically most bits are erroneous; or if RSSI profiles are very
similar regardless of a frame being corrupted or correct, then an error recovery scheme based on
RSSI profiling is likely to be of little practical use. In the following we deal with these questions
by performing a set of experiments in three different environments of uncontrolled, realistic RF
interference. Two of them in a static testbed and one in a WBAN scenario.
The first two measurements were conducted in two publicly accessible indoor sensor net-
work testbeds: TKN Wireless Indoor Sensor Network Testbed (TWIST) [25] and MoteLab [26].
Both testbeds are situated on a university campus and have several WLANs co-located. Each
testbed contains a large number of Tmote Sky nodes and we program one of them, located close
to the geographic center of the testbed, to broadcast a total of 100,000 frames on channel 213,
3Channel 21 overlaps with (the popular) WLAN channel 10.
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Figure 7.8: Each point represents an 802.15.4 link over which 100,000 (TWIST/MoteLab) or
10,000 (WBAN) frames were transmitted. The y-axis represents what fraction of those frames
that were not received correctly was still accessible by the receiver MAC protocol.
one frame every 125 ms. All other nodes listen for incoming frames and output every received
frame and its RSSI profile over USB to be stored in a trace file for our later examination. Frames
have an MPDU size of 64 byte and are transmitted with CCA: whenever the sender determines
a busy channel the transmission is deferred for a small random time interval. Since we use only
one sender a busy channel can only be caused by other users of the spectrum such as co-located
WLAN. Each measurement lasts for about 4 hours and was, in both cases, performed on a
weekday in the daytime.
For the WBAN measurements we used a similar setup as described in Section 6.4.1: our
setup consisted of two nodes, each node was placed in a thin plastic enclosure and strapped to
a person. One node was attached to the left upper arm, the other on the right ankle, resulting
in a relative distance of about 1.5 m. The node on the ankle was transmitting a total of 10,000
frames on channel 21 with a transmission power of -25 dBm, the other node was listening and
forwarding received frames and their RSSI profiles over USB to a laptop carried in a backpack.
Again, the MPDU size was 64 byte and frames were transmitted with CCA. In all six experi-
ments the person was walking outdoors on urban streets for about 30 minutes: a central urban
shopping street and streets in a central residential area.
Per setup we calculated for every link, i.e. sender-receiver pair, PRR as the ratio of cor-
rectly received to transmitted packets, and Corrupt Packet Reception Rate (CPRR) as the ratio
of received corrupt packets (CRC incorrect) to transmitted packets. Thus CPRR/(1 − PRR)
describes what fraction of those frames that were not received correctly was still accessible by
software. The remaining frames were discarded by the receiver radio supposedly due to a weak
signal and/or errors in the PHY header. In our evaluation we only consider links that had a PRR
between 0.1 and 0.995 and we only count as corrupt packets those that have the expected length.
Fig. 7.8 shows per-link CPRR/(1 − PRR) for all setups. On bad links sometimes only
20 % of those frames that were not received correctly were accessible by software, on good links
typically at least 50 %. One possible explanation is that on bad links signal strength is often
below the radio sensitivity threshold and frames are lost due to an insufficiently strong signal.
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of byte errors per corrupted frame.
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Figure 7.10: Average range of the RSSI profile
per link for correct vs. corrupt frames.
The number of byte errors per corrupted frame is shown in the empirical CDFs in Fig. 7.9: on
average no more than 5 bytes were incorrect, i.e. less than 10 % of the 64 byte MPDU. Finally,
for every received packet we calculated the range over the 128 samples (2 samples correspond
to one byte) contained in its RSSI profile, i.e. the interval between the minimum and maximum
RSSI value. We then compared the average range for all correctly received vs. corrupted packets
per link. The results are shown in Fig. 7.10 and suggest that typically the RSSI profile of a frame
that had at least one bit error had a considerably higher range than the RSSI profile of a frame
that was received correctly.
In summary, the results indicate that (1) often a large portion of the corrupted frames is
accessible and thus potentially recoverable, (2) the average number of erroneous bytes compared
to a medium-sized frame is small and (3) RSSI profiles might contain enough information to
estimate the bit error positions correctly.
7.3.2 Bit Error Position Estimation
In the following we examine how to estimate the bit error positions in a corrupted frame based
on its RSSI profile. We call an algorithm that performs this task a RSSI-based Bit Error Position
Estimation (REPE) algorithm. A REPE algorithm is invoked on the receiver upon reception of
a frame with an incorrect checksum (CRC). It takes the RSSI profile of the corrupted frame
as input and tries to output an estimate of the bit error positions. Note that in some cases the
algorithm will not be able to output a decision, for example when the RSSI profile does not
contain enough variance. A good REPE algorithm will maximize the number of decisions,
while minimizing the number of false positives (bits classified as incorrect, although they are
correct) and false negatives (bits classified as correct, although they are incorrect). It should also
impose little computational and memory overhead. In the rest of this subsection we introduce
a simple REPE algorithm and evaluate its performance based on the traces we collected in the
previous measurements.
The REPE algorithm we propose simply marks all symbols that were received while the
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Algorithm: REPE-THRESHOLD(RSSIProfile,∆threshold,∆front,∆rear, sensitivity)
i← 0
RSSIBase ← min(RSSIProfile)
symbolErrorMask[length(RSSIProfile)]← {0}
if RSSIBase ≥ sensitivity
then

while i < length(RSSIProfile)
do

if RSSIProfile[i] ≥ RSSIBase + ∆threshold
then

first← max(i−∆front, 0)
while (i < length(RSSIProfile) and
RSSIProfile[i] ≥ RSSIBase + ∆threshold)
do i← i+ 1
last← min(i+ ∆rear, length(RSSIProfile)− 1)
symbolErrorMask[first..last]← 1
else i← i+ 1
return (symbolErrorMask)
comment: an empty symbolErrorMask (all zeros) means “no decision”.
Figure 7.11: The REPE algorithm in pseudocode and an illustration of the terminology.
RSSI was above a certain threshold as incorrect. The threshold is defined relative to the RSSI of
the incoming 802.15.4 frame, which we denote as RSSIBase. In our scheme RSSIBase is set
to the minimum value of the frame’s RSSI profile, because previous work has shown that inter-
ference (collisions) results in an RSSI increase rather than a decrease [265]. To exclude errors
caused by an insufficiently strong signal the algorithm does not output a decision if RSSIBase
is below the radio’s sensitivity threshold. Before the RSSI rises above and after it falls below
the threshold an additional (temporal) safety margin is added. All bits between and including
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Figure 7.12: Cases for which REPE made a correct, incorrect or no decision.
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Figure 7.13: Empirical CDFs for the errors estimates.
the safety margins are marked as incorrect and there can be multiple such subsections per frame.
Fig.7.11 shows a pseudocode representation of the algorithm and visualizes its notation using an
example.
The time complexity of the algorithm is O(n), where n is the number of samples in the
RSSI profile. The memory requirements are n byte to store the RSSI profile — after the REPE
algorithm has made a decision the same memory can be used to buffer the corrupted frame.
We evaluated the presented REPE algorithm “offline”, with the help of the traces we col-
lected in the measurements described in Sect. 7.3.1. For every received frame our traces con-
tained the RSSI profile as well as the content of the frame. From the latter we could infer the
actual bit errors — the “ground truth”. The algorithm was instantiated with parameters similar
to the ones used in the example shown in Fig. 7.11: ∆threshold = 2 dBm, ∆front = 6 symbols,
∆rear = 2 symbols and sensitivity = −93 dBm, which were chosen on the basis of a few
trials. For every corrupted frame we let the REPE algorithm try to estimate the bit error subsec-
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tion(s) and compared the result with the ground truth. The estimate was correct, if it resulted in
no false negative, otherwise it was incorrect. In order to prevent trivial estimates (all bits marked
as incorrect) an estimate that in total contained more than half of the MPDU size, i.e. more than
32 byte, was treated as “no decision”. We evaluated every link separately and again we only
considered links that had a PRR between 0.1 and 0.995.
Fig. 7.12 shows how the REPE algorithm performed for each link. Every link is represented
by a bar that is subdivided into four parts, reflecting what happened to those frames that were
not received correctly: they were either not accessible by software, or the REPE algorithm made
either a correct or incorrect estimate, or it could not make a decision at all. The bars are ordered
by increasing PRR and each bar is normalized to 1−PRR. It can be seen that the testbed results
exhibit strong variance, but there is also a clear trend: on bad links (low PRR, i.e. left side,
respectively) typically the vast majority of frames that were not received correctly was either not
accessible by software or the REPE algorithm could not output a decision. Also, at low PRR
the number of incorrect estimates sometimes outnumbered the correct ones. With growing PRR,
however, the proportion of REPE decisions increased to 50% and above, and for PRR > 0.7 the
ratio of correct to incorrect decisions was typically at least 4. Again, a possible explanation for
this trend is that on bad links packet loss is often also caused by a weak signal rather than (only)
RF interference. The results for the WBAN scenarios have less variance and are very similar to
the average testbed results. Given that the average testbed results seem to match the results in
the WBAN scenarios quite well in the following we perform any further performance evaluation
in the testbeds (since it is significantly easier to perform long-term measurements with a large
number of nodes).
Fig. 7.13 shows CDFs for the number of bytes and distinct subsections marked as incorrect
by the REPE algorithm. With 15-20 bytes the average number of bytes classified as incorrect
is about 4-5 times higher than the actual average number of byte errors (c.f. Fig. 7.9). This
suggests that the proposed REPE algorithm might still be improved in terms of false positives,
potentially by better parameter tuning or more fine-grained information from the radio hardware
(e.g. shorter RSSI time windows or per-symbol Link Quality Indicator (LQI)/correlation val-
ues). According to the bottom graph of Fig. 7.13 the estimated errors were often confined to a
single subsection and in about 90% of all cases no more than two subsections were identified.
These results confirm the general applicability of the algorithm, in the following we examine
one practical application more closely.
7.3.3 REPE-ARQ
There are several application areas that could benefit from the coupling with a REPE algo-
rithm, for example Forward Error Correction (FEC) schemes or techniques that identify/exclude
a certain type of interferer technology based on the airtime/inter-frame spacings of colliding
frames [267]. In this subsection, however, we explore how a REPE algorithm can improve ARQ
protocols [268].
In the standard Send-and-Wait ARQ scheme a frame is retransmitted when a bit error has
occurred, typically noticed at the transmitter by the absence of an acknowledgement. We extend
this scheme as follows: when a corrupted frame (CRC incorrect) is received, the REPE algorithm
is invoked on the receiver side. If the algorithm can make an error estimate, the corrupted frame
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Figure 7.14: The NACK frame format.
is buffered and a Negative ACK (NACK) frame is transmitted. As depicted in Fig. 7.14 a
NACK is similar to an IEEE 802.15.4 ACK frame, except that it contains at least four bytes
of payload, denoting the byte-offset and length of the estimated corrupted subsection(s) in the
received frame, and a 16-bit REPE CRC. The number of REPE offset/length fields is variable
to account for multiple error subsections — alternatively a bitmask could be used to specify
the error estimates, but it would typically impose more overhead since the number of error
subsections is expected to be small (c.f. Fig. 7.13). The REPE CRC is calculated over the
remaining presumably uncorrupted portion of the received frame and allows the transmitter to
determine whether the REPE algorithm on the receiver side was successful: it simply calculates
the CRC over the original frame less the subsection(s) specified by the REPE offset and REPE
length, and compares the result with the REPE CRC (all contained in the NACK). If they
match, the receiver’s estimate was correct, i.e. there was no error outside the estimated corrupted
subsection4, otherwise it was incorrect. In the first case only the corrupted portion (plus a 3-byte
802.15.4 MAC header) is retransmitted, indicated by an unused bit-flag in the header, which
we call the R-Flag (we use bit 7 of frame control field). Upon correct reception the receiver
is then able to assemble the original frame, pass it to the next higher layer and transmit a final
ACK. In case this ACK is not received, the transmitter retransmits the reduced-size frame. If
the transmitter discovers that the estimate was incorrect the entire frame is retransmitted. A
flowchart of the REPE-ARQ scheme is shown in Fig.7.15a (transmitter-side) and Fig. 7.15b
(receiver-side).
Analytical Model
We use a time-homogeneous discrete-time Markov chain model [269] to analyze the perfor-
mance of the REPE-ARQ algorithm with a maximum of k allowable trials. This model is based
on the assumption that different trials to transmit a frame are independent of each other.
The model’s state transition diagram is shown in Fig. 7.16. From this diagram the underlying
state transition matrix P can be directly derived. In the TxFull,i states (where i represents
the number of trials) the transmitter sends a full-sized packet, whereas in the TxPartial,i
states it sends a partial packet, i.e. retransmits only those parts of the payload that were previ-
ously corrupted and correctly identified as such by the REPE algorithm. In the SUCCESS state
the transmitter has received an acknowledgement, whereas in the FAIL state the transmitter
has exhausted all k allowable trials without receiving an acknowledgement. A transition from
4Like the IEEE 802.15.4 MAC we ignore the residual error rate of the 16-bit CRC.
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(a) Transmitter-side (b) Receiver-side
Figure 7.15: The REPE-ARQ scheme.
TxFull,i to SUCCESS occurs when a full-sized packet and its ACK were received without
errors (with probability pF,Succ); a transition TxFull,i to TxPartial,i+1 occurs when a
full-sized packet with errors was received, the REPE algorithm made a correct estimate and the
NACK was received without errors (with probability pF,P ); and a transition TxPartial,i to
SUCCESS occurs when a partial packet and its ACK were received without errors (with proba-
bility pP,Succ).
The remaining state transition probabilities can be derived from the three basic probabilities
pF,Succ, pP,Succ and pF,P in a straightforward way. They are shown in Fig. 7.16. To instantiate
the model we obtain the three basic probabilities from measurements (c.f. Sect. 7.3.3).
Our goal is to compute the average total number of bits transmitted within the k possible
trials. To achieve this, we utilize the framework of potential theory for Markov chains [269,
Sec. 4.2], the relevant definitions and theorems are paraphrased in Appendix B. In our case,
all states TxFull,i and TxPartial,i are inner states, whereas the absorbing states FAIL
and SUCCESS are final states. In the final states no transmission costs are incurred, all states
TxFull,i have the same cost cF and all states TxPartial,i have the cost cP .
The average number of transmitted bits in the TxFull,i states, cF , consists of the follow-
ing components:
• the number of bits in a full-sized data frame, lD,F ,
• the number of bits in a positive acknowledgement, lACK , weighted with probability pF,Succ,
and
• the average number of bits in a negative acknowledgement, lNACK , weighted with prob-
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Figure 7.16: The Markov chain model for the REPE-ARQ scheme.
ability pF,P .
Summarizing:
cF = lD,F + pF,Succ · lACK + pF,P · lNACK
Similarly:
cP = lD,P + pP,Succ · lACK
where lD,P is the average number of bits for a partial data frame.5 The average number of
transmitted bits is computed by solving φ = P·φ+c for φ and reading off from φ the component
corresponding to state TxFull,1, which amounts to solving a simple linear equation system
(see Appendix B). Below we show results for probabilities and average frame sizes we obtained
through measurements.
A similar model has been developed for the Send-And-Wait-ARQ protocol with k allowable
trials. The major difference to the REPE model is the missing TxPartial,i states.
Experimental Setup
We implemented the REPE-ARQ scheme on the Tmote Sky platform in TinyOS 2.1 and in-
tegrated it with an existing CSMA MAC protocol. The MAC requires an idle channel before
transmission and performs a maximum of three retransmissions in case an acknowledgement is
not received correctly. We made measurements in the TWIST and MoteLab testbeds using the
following setup: from the set of available nodes we selected one node to make periodic unicast
transmissions (with a constant PPDU size of 133 byte) to a subset of about 25 other nodes in a
round-robin fashion. In order to evaluate both, the REPE- and the standard ARQ, under identical
conditions, the REPE algorithm on the transmitter side was slightly modified: after the reception
of a correct NACK the sender never reduced the frame size, but instead it inserted in the pay-
load an additional, intermediate CRC at an offset where the reduced frame would have ended.
5The model contains an approximation: in the calculation of cF and cP it is implicitly assumed that ACKs and
NACKs are always received correctly.
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Figure 7.17: The ratio of bytes transmitted with the REPE-ARQ vs. standard ARQ scheme
(REPE Gain) during a 4-hour measurement / according to the analytical model. Each bar rep-
resents an 802.15.4 link and the bars are ordered by increasing PRR, ranging from about 0.1 to
0.99 (with a similar distribution as in Fig. 7.8).
In case of a bit error the receiver could thus determine whether the reduced-, the full-sized or
both frames were affected6, although in practice only a single full-sized frame was transmitted.
With this approach both variants were running virtually at the same time. The sender/receiver
could identify whether the transmission based on the REPE- or standard ARQ (or both) were
(un)successful and count the number of transmitted bytes separately.
For example, assume that the first frame is completely destroyed; the second frame, i.e. first
retransmission, is corrupted, the REPE-ARQ makes a correct estimate and the NACK (15 byte
PPDU) is correctly received; the third frame has a single bit error, which is outside the region
covered by the intermediate CRC and the corresponding ACK is received correctly; the fourth
frame and its ACK are received correctly. Then the number of transmitted bytes accounted
for the REPE-ARQ scheme is 133 + (133 + 15) + (40 + 11) + 0 = 332 byte (assuming the
retransmitted frame had a PPDU size of 40 byte and an ACK is 11 byte), for the standard ARQ
it is 133 + 133 + 133 + (133 + 11) = 543 byte.
Analytical and Experimental Results
Fig. 7.17 displays the experimental results from the TWIST and MoteLab testbeds. It shows
a comparison of the REPE- with the standard ARQ scheme with respect to the total number
of transmitted bytes per link during a 4-hour measurement (red bars). The results take all ex-
changed packets into consideration, including packets for which the REPE algorithm could not
make a decision or packets that were inaccessible by software. From the traces we derived the
probabilities pF,Succ, pP,Succ and pF,P , as well as the average frame sizes lNACK and lD,P re-
quired by our analytical model (Sect. 7.3.3). The analytical results are shown as black bars in
the same Fig. 7.17.
The experimental results differ for the two testbeds, possibly due to the diverse interference
environments: in TWIST the gain is to 0.7 to 5.2 % (on average 2.1 %), while in MoteLab it
is -0.5 to 14.7 % (on average 6.0 %). The highest gain is typically achieved on intermediate
6Only in the first case the receiver would transmit an ACK frame and it would include a special flag to distinguish
it from the ACK for a full-sized frame.
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links with a PRR of around 0.6. On very good links the potential performance gain is low, be-
cause only a small fraction of the frames is corrupted and can be recovered in the first place. The
analytical model matches these results quite well: the average difference is 0.0059 and the maxi-
mum is 0.029. This suggests that the model is suitable and that with a simple software extension
on a typical mote platform the REPE scheme can indeed achieve a considerable performance
gain.
7.3.4 Discussion
We have shown that by monitoring RSSI with high sampling rate during packet reception the
receiver can often not only identify RF interference as the cause for packet corruption, but also
estimate the bit error positions correctly. Our algorithm simply correlates the instantaneous sig-
nal strength with the arrival time of the individual symbols and marks all bits received while the
signal level was above a certain threshold as incorrect. It is particularly effective for large pack-
ets and when the interfering signal has short airtime. Through an analytical and experimental
evaluation we showed that the approach can achieve high success rates and that an ARQ scheme
generally benefits when coupled with our algorithm. We expect an additional performance gain
if the radio hardware could provide more fine-grained signal strength information (shorter RSSI
time windows or per-symbol LQI/correlation values).
While many of our results were obtained through testbed measurements, we have also con-
ducted experiments with WBANs in three different urban scenarios. The corresponding results
match the average results from the testbed studies quite well. Therefore, based on the perfor-
mance evaluation (Section. 7.3.3) we estimate practical savings of 5-10 % of energy for inter-
mediate (PRR below 0.9) WBAN links. While this is a moderate increase only, the overhead
in terms of protocol complexity for the devices is rather small: in line with our central design
goal specified in Section 3.2.6 we push the resource-expensive tasks in terms of computation
and memory (RSSI profiling) to the WBAN coordinator. The resulting energy savings by the
devices may then be leveraged, for example, to improve communication reliability by increasing
the maximum number of retransmissions.
7.4 Summary
In the beginning of this chapter we confirmed the main conclusion drawn from the analysis in
Section 6.5: the overall impact of RF interference on intra-WBAN communication reliability
is expected to be rather small (about 2-3% RF interference-related packet losses). However,
since interference is bursty (correlated in time) it may still be necessary to apply interference
mitigation techniques in applications with tight latency bounds. To this end we have analyzed
two techniques: channel hopping and packet combining. We have shown that channel hop-
ping not only levels out the differences in the reliability among channels, but it also reduces the
number of packet error bursts due to RF interference. However, even when blacklisting noto-
riously busy channels, channel hopping can hardly beat a very simple strategy: static selection
of IEEE 802.15.4 channel 26. Because it is spaced far from the practically used WLAN center
frequencies, channel 26 generally shows very little RF interference-related (burst) errors. There-
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fore selecting channel 26 is the most recommended RF interference mitigation technique — at
least as long as inter-WBAN interference is not an issue. 7 In the second part of this chapter
we showed that by monitoring RSSI during frame reception we can estimate bit-error positions
within packets that have been corrupted by RF interference. By exploiting this fact in an ex-
tended retransmission approach we achieved practical energy savings of 5-10 %. These savings
can, for example, be directly translated in reliability improvements through an increase in the
number of maximum retransmissions.
7Note however, that although channel hopping may not provide substantial performance robustness against RF
interference (in comparison to IEEE 802.15.4 channel 26), it may still provide significant robustness to fading.
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Chapter 8
Conclusions
The focus of this thesis has been on RF communication among human-mounted sensors. The
collection of such sensors is envisioned to enable a range of applications from mobile health
monitoring over personal fitness to assisted living. Within the communication network sensor
data is typically transferred from the sensor devices to a more capable device such as the user’s
cell phone. Since this communication is performed over a wireless channel it is inherently
unreliable: the wireless channel is an unstable medium for communication and it becomes even
more dynamic when the communicating entities are mobile. At the same time many envisioned
WBAN applications require reliable data transmission.
This thesis has been addressing the two main sources of intra-WBAN communication un-
reliability on the level of the wireless channel: fading and RF interference. While both effects
have been studied well in the context of other wireless networks, their impact on intra-WBAN
communication is not well understood. Therefore, one part of this thesis has been dedicated
to establishing a better understanding of how the specific WBAN operating conditions, such as
node placement on the human body surface and user mobility, impact intra-WBAN communi-
cation. This analysis relates to the intended communication among WBAN devices as well as
the impact of interfering signals from other co-located devices. In the remaining second part of
this thesis we have been analyzing mechanisms that have the potential to improve communica-
tion reliability without sacrificing a significant amount of additional energy (since WBANs are
battery-powered and their energy resources are scarce). To this end, we have investigated how
deferring communication until fading conditions are “good” can increase intra-WBAN commu-
nication reliability; and we have studied the potential of two interference mitigation techniques:
channel hopping and packet combining. In the following we summarize the main conclusions
that have been drawn within the scope of this thesis.
• While a person is walking, the signal strength of an on-body communication link fluctu-
ates strongly, sometimes more than 20 dB during a single stride period. The fluctuation
is caused, among other things, by changes in relative node distance and body shadowing,
sometimes in conjunction with an alternation between LOS and NLOS communication.
• Since some of these effects occur periodically, as long as the person continues walking
signal strength peaks follow a regular pattern: past observations allow to estimate future
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peaks relative to the user’s gait cycle. Outdoors, on average 7.5 dB can be gained, if on-
body communication is scheduled at signal strength peaks rather than at arbitrary points
in time.
• The previously described effect can be exploited within the WBAN protocol stack. By
extracting a set of RSSI samples from existing application traffic (15 samples are typically
sufficient) and monitoring the person’s gait cycle with the help of an accelerometer, a
WBAN software component can effectively predict signal strength peaks as long as the
person continues walking.
• When packets are transmitted at predicted signal strength peaks, outdoors unreliable (in-
termediate) links can often be turned into reliable links with PRR values well above 90 %.
However, indoors an increase in reliability is only noticeable at -10 dBm transmission
power, because at 0 dBm many links can hardly be improved. The gains in reliability
come at the cost of an increase in latency by on average half a stride period, but the addi-
tional energy spent by devices is negligible.
• There is strong evidence that WLAN is the major source of urban 2.4 GHz interference.
We expect that interfering signals with a power ≥ −94 dBm — which is a representative
sensitivity threshold for the class of radios we consider — are present for on average about
5 % of the time, although there is a large variance over different environments.
• In comparison to the effects of fading we expect that RF interference will cause relatively
little packet loss: we estimate that RF interference is responsible for only about 3% of
WBAN packet loss, while outdoors fading effects (a signal below sensitivity threshold)
cause around 17% to 25% of losses. This is due to the fact that an SINR of 5 dB is often
sufficient to successfully decode a IEEE 802.15.4 packet and (a) the vast majority of RF
noise samples are below -94 dBm while (b) the majority of time the signal strength of an
intra-WBAN communication is outside the critical “corridor” between -94 dBm and about
-90 dBm, where RF interference is harmful (we assume that a packet below the sensitivity
threshold of -94 dBm cannot be harmed by RF noise, because it is too weak to be received
in the first place).
• Urban RF noise is bursty, i.e. correlated in time: in many urban scenarios we found that
consecutive packet losses due to interference were about ten times more probable than in a
synthetic scenario where the same amount of RF noise is randomly (uniformly) distributed
over time. Therefore even if average spectrum utilization is low, it may be necessary to
apply RF interference mitigation technique if applications have low latency bounds.
• Pseudo-random channel hopping techniques — like the TSCH approach specified in the
latest revision of the IEEE 802.15.4 standard — mitigate the effects of RF interference
by spreading the risk of encountering bad conditions on one particular channel over the
available frequency region. TSCH can thus level out differences between channels, which
is important, because the PLR among channels can differ by more than a factor three.
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• However, currently the best strategy is to simply select IEEE 802.15.4 channel 26: not
only is the amount of packet loss significantly lower than on other channels or when
applying channel hopping (even when blacklisting notoriously busy channels), but also
the number and duration of packet error bursts due to interference can hardly be outper-
formed by other variants. In contrast to the U.S., in Europe it is in fact possible to select
a WLAN channel that overlaps with IEEE 802.15.4 channel 26. However, our measure-
ments show that this is rarely happening in practice (possibly because interoperability with
U.S. WLAN client devices is favored).
• In practice even on channel 26 occasional packet corruption through RF interference can-
not be avoided. Whenever this happens the MAC protocol normally retransmits the entire
packet, even if only a few bits have been corrupted. By monitoring signal strength during
packet reception a software component on the receiver side can often detect the bit error
positions. Our experimental evaluation indicates practical savings of 5-10 % of energy for
intermediate (PRR below 0.9) WBAN links if only corrupted bits retransmitted.
In summary, this thesis has established a better understanding of how the characteristic fad-
ing and RF interference conditions affect intra-WBAN communication reliability. It has also
demonstrated how coupling WBAN communication with the movements of the user can help
predicting channel conditions; and it has examined the suitability of interference mitigation
techniques in the context of WBANs based on a large dataset of realistic, urban interference
traces.
There are, however, still several aspects to investigate. First, we have not considered that
fading effects are frequency-dependent. Although channel hopping may not provide substantial
performance robustness against RF interference in comparison to the static selection of IEEE
802.15.4 channel 26, we do expect that frequency diversity techniques can significantly increase
robustness against multipath fading. A thorough investigation in the context of WBANs is, how-
ever, still missing. Second, spatial diversity schemes are another means of improving robustness
against fading: for example, the 802.15.6 standard [81] allows to introduce relayer nodes to
form a “two-hop extended star [topology]”. This topic also warrants further investigation from
the scientific community. Harmonizing the requirement of reliable communication with mini-
mizing emitted interference via adaptive transmission power schemes represents another under-
explored WBAN topic. Furthermore, in addition to providing more realistic simulation models
and tools alternative WBAN communication technologies such as UWB or inductive coupling
require a closer examination. Finally, WBAN propagation and interference characteristics in the
868 MHz or 60 GHz band justify further exploration.
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Appendix A
Truth table for Equation 5.11 and Equation 5.12
Table 8.1 and Table 8.2 show the truth tables for Equation 5.11 and Equation 5.12. Since
a pivot operation preserves the matrix’ property of being totally unimodular we can ignore any
row, where the assignment results in a value other than +1,−1, 0 (in column “x−r” or “x+r”),
respectively, because these assignments will never be executed in your system.
x xp xn r rp rn x-r (xp ∧ ¬rp) ∨ (¬xn ∧ rn) (xn ∧ ¬rn) ∨ (¬xp ∧ rp)
0 0 0 0 0 0 0 0 0
0 0 0 1 1 0 -1 0 1
0 0 0 -1 0 1 1 1 0
1 1 0 0 0 0 1 1 0
1 1 0 1 1 0 0 0 0
1 1 0 -1 0 1 2 X X
-1 0 1 0 0 0 -1 0 1
-1 0 1 1 1 0 -2 X X
-1 0 1 -1 0 1 0 0 0
Table 8.1: Truth table for Equation 5.11 and Equation 5.12 for the case cp = 1.
x xp xn r rp rn x+r (xp ∨ rp) ∧ (¬xn ∧ ¬rn) (xn ∨ rn) ∧ (¬xp ∧ ¬rp)
0 0 0 0 0 0 0 0 0
0 0 0 1 1 0 1 1 0
0 0 0 -1 0 1 -1 0 1
1 1 0 0 0 0 1 1 0
1 1 0 1 1 0 2 X X
1 1 0 -1 0 1 0 0 0
-1 0 1 0 0 0 -1 0 1
-1 0 1 1 1 0 0 0 0
-1 0 1 -1 0 1 -2 X X
Table 8.2: Truth table for Equation 5.11 and Equation 5.12 for the case cn = 1.
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Potentials of Markov chains
In the following we paraphrase definitions and theorems from the framework of potential the-
ory for Markov chains [269, Sec. 4.2], which we have used in 7.3.3. Be (Xn)n≥0 a time-
homogeneous Markov chain with discrete (i.e. finite or countably infinite) state space S and
state-transition matrix P. The state space is partitioned into inner states D and boundary states
or final states ∂D so that S = D ∪ ∂D. Suppose that c = (ci)i∈D and f = (fi)i∈∂D are non-
negative vectors representing the costs ci when the chain is in the inner state i ∈ D and the costs
fi when the chain is in the boundary state i ∈ ∂D. Let the random variable T be the hitting time
for the boundary: T = inf {n ≥ 0 : Xn ∈ ∂D}. Set
φi = Ei
[∑
n<T
c(Xn) + f(XT ) · 1{T<∞}
]
Then φi is the expected total costs when the chain starts in state X0 = i and operates in the
inner states D, each time incurring a cost ci, until it reaches a final state in ∂D, incurring a final
cost corresponding to the final state. The final costs are incurred only when the hitting time T is
finite. Then the following holds [269, Theorem 4.2.3]:
• The potential φ = (φi)i∈S satisfies:{
φ = P · φ+ c : in D
φ = f : in ∂D
(8.1)
• If Pri [T <∞] = 1 (i.e. the probability to hit the final states when the starting state is
X0 = i) for all i then Equation 8.1 has at most one bounded solution.
In other words, we are looking for a solution of the system of linear equations given in 8.1.
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