A theoretical formalism is presented to analyze and interpret microrheology experiments in anisotropic fluids with nematic order. The predictions of that approach are examined in the context of a simple coarse-grained molecular model which is simulated using nonequilibrium molecular dynamics calculations. The proposed formalism is used to study the effect of confinement, the type of anchoring at the probe-particle surface, and the strength of the nematic field on the rheological response functions obtained from probe-particle active microrheology. As expected, a stronger nematic field leads to increased anisotropy in the rheological response of the material. It is also found that the defect structures that arise around the probe particle, which are determined by the type of anchoring and the particle size, have a significant effect on the rheological response observed in microrheology simulations. Independent estimates of the bulk dynamic modulus of the model nematic fluid considered here are obtained from small-amplitude oscillatory shear simulations with Lees-Edwards boundary conditions. The results of simulations indicate that the dynamic modulus extracted from particle-probe microrheology is different from that obtained in the absence of the particle, but that the differences decrease as the size of the defect also decreases. Importantly, the results of the nematic microrheology theory proposed here are in much closer agreement with simulations than those from earlier formalisms conceived for isotropic fluids. As such, it is anticipated that the theoretical framework advanced in this study could provide a useful tool for interpretation of microrheology experiments in systems such as liquid crystals and confined macromolecular solutions or gels. V C 2016 The Society of Rheology. [http://dx
I. INTRODUCTION
The study of the mechanical properties in biological materials in increasingly delicate or demanding environments has required that new, in-situ rheological characterization techniques be developed. In so-called probe-particle microrheology techniques, a small tracer bead of radius R (R < 1lm) is placed in a viscoelastic medium, and the trajectory or displacement of the bead is measured by optical means [1] [2] [3] [4] [5] .
Unlike bulk rheometers, microrheology requires only small sample volumes (in the order of pico-to microliters), and elastic moduli as small as 10-500 Pa can be measured [4] . Microrheology also allows one to probe local dynamics in heterogeneous materials. These advantages make the technique particularly useful for analysis of biological samples [2, 3] , including the cell cytoskeleton [6] [7] [8] [9] . The filaments that make up the cytoskeleton can experience spatial order and alignment both at the level of the mesh size (' 10nm) and of the whole cell (' 10lm), leading to short-and long-range directionality [10, 11] . Recent studies have suggested that the anisotropy of the cytoskeleton plays an important role in controlling the directionality of important cell functions such as a)
Author to whom correspondence should be addressed; electronic mail: depablo@uchicago.edu mechanotransduction [12, 13] . Moreover, even simplified in vitro reconstituted models of the cytoskeleton, such as F-actin solutions, exhibit nematic phases in the bulk at concentrations above 2.5 mg/ml [14, 15] . The orientational order of F-actin solutions is maximized under confinement in small (longest side <20lm) and nonisometric chambers (aspect ratio >1.5) [11] .
Despite the potential advantages of microrheology based techniques for localized studies of rheology, the analysis of microrheology data in these structured biological systems presents several challenges. These include (i) the strong influence of probe-medium interactions on the system behavior at these length scales, (ii) the need to account for a wide spectrum of length and time scales, or the wide frequency range that must often be described or analyzed, and (iii) the structural polarity and rigidity of the constitutive elements, which leads to alignment and anisotropy in the medium.
Probe microrheology techniques can be classified into two major types, namely, passive and active. In passive microrheology experiments, no external force is applied, and the material response function is calculated from the probe bead mean-squared displacement using the fluctuation dissipation theorem [1, 16] . Passive microrheology experiments in nematic DNA (Deoxyribonucleic acid) solutions (4.9 mg/ml) have reported a tracer-bead mean-squared displacement that is about two times larger in the direction parallel to the farfield optical director than in the direction perpendicular to the director [17] . Similarly, measurements of the diffusion coefficients of nanoparticles in nematic 4-Cyano-4 0 -pentylbiphenyl (5CB) have reported mobilities that are significantly different in the direction normal to the director than parallel to the director [18] . Passive methods, however, face limitations, particularly for stiff, highly viscous, or active materials. In active microrheology experiments, an external force is applied to the probe bead and the material response function is calculated from the bead position signal [8] . Available analyses of microbead rheology data rely on a generalized Stokes relation (GSR) [19] and are therefore limited to fluids where the microstructure is much smaller than the size of the probe bead. If this condition is not satisfied, the continuum mechanics assumptions used to analyze the resulting data [20] [21] [22] [23] can become invalid. Specific probemedium interactions may also modify the native microstructure of the medium around the probe bead. To overcome this limitation, Crocker et al. [24] proposed a modification of the original one-point passive microbead rheology technique based on measurements of the cross-correlated thermal motion of pairs of tracer particles to determine the dynamic modulus [25, 26] .
Past modeling and theoretical studies have gradually examined the impact that violating common assumptions of microrheology can have on the measured rheological properties. It has been shown, for example, that particle and medium inertia play a crucial role in governing system behavior at small time scales (high frequency range) [16, 20, 27] . Molecular dynamics (MD) simulations of nanoparticles embedded in low molecular weight polymer melts [28] , together with a recent theoretical framework [16, 20, 27] , have also been used to study the effect of inertial effects on passive and active probe-particle microrheology measurements. Brownian dynamics simulations have been applied to study the effect of compressibility and high order hydrodynamic interactions in two-point microrheology [25, 26] .
Models capable of describing the rheological and mechanical properties of biopolymer solutions and networks provide a useful tool for rational design of biomimetic materials. Biopolymer molecules often exhibit long persistence lengths, which may be larger than the mesh size of a polymeric network. For instance, for filamentous actin (F-actin), the persistence length is around 10 lm, while the mesh size of actin networks is estimated to be approximately 1 lm [29, 30] . Semiflexibility, therefore, plays a major role in the mechanical properties of these systems [31] . Similarly, biopolymer filaments can have large aspect ratios and structural polarity [32] which favors the formation of nematic phases. This leads to anisotropic transport properties and heterogeneity (due to defect formation) in biopolymer networks and solutions [17] . Continuum models of nematic liquid crystals (LCs) that account for filament polarity based on hydrodynamic theories have been successfully used to describe the rheology of anisotropic biopolymer solutions and networks [33] [34] [35] [36] . However, the study of probe-medium interactions in microrheology when the probe size is comparable to the characteristic length scale of the microstructure requires a more detailed level of description than can be achieved by continuum models.
Recent efforts to understand the behavior of nano-and microparticles immersed in nematic LCs have led to a growing understanding of LC-mediated particle assembly [37] [38] [39] [40] . Less is known, however, about nonequilibrium, dynamic effects [18, [41] [42] [43] . Progress on such systems offers the potential to lead to more detailed descriptions of the probe-medium interactions that arise in the microrheology of biopolymer solutions and networks. A nematic LC is characterized by a high degree of orientation of the molecules (mesogens) along a specific direction. Introducing a colloid into an LC, however, can greatly affect the physical properties of its host and distort the orientational order of the nematic LC. The distortion is caused by the alignment of the mesogens on the curved surface of the colloid. Perturbations of the director field lead to long-range anisotropic forces. It has been shown that flow and particle size have a significant impact on defect structures around a colloidal particle [41, [43] [44] [45] [46] [47] . The diffusivity of nanoparticles embedded in a LC host has also been examined using molecular simulations [42] . It has been observed that the surface anchoring of LC molecules on the particle does not affect its diffusivity in a simple, monotonic fashion, but actually depends on the interplay of mesogen-colloid interactions and mesogen-mesogen ordering in the bulk. For nematic LCs, the diffusivity of the particle is highly sensitive to the orientation of surfacebound mesogens, attaining a maximum diffusion when there is no energetic preference for perpendicular or parallel surface-mesogen orientation. The particle-mesogen interaction leading to simulated diffusion coefficients in closer agreement with experimental observations in a typical nematic LC such as 5CB [18] is perpendicular anchoring.
Some of the challenges encountered in MD simulations of microrheology in nematic LCs are related to (i) reducing statistical noise of observables at low frequencies and (ii) simulating sufficiently large systems to avoid or minimize undesired boundary effects. An additional, important consideration when simulating nematic LCs far from equilibrium is that of controlling temperature. The Nos e-Hoover thermostat [48] [49] [50] is ruled out because of its global nature, as it would remove kinetic energy from regions of low viscous stress. Here, we adopt the method of Stoyanov and Groot [50, 51] , which uses a momentum-conserving pairwise force to control the temperature. This thermostat has been shown to provide a flexible and robust method for nonequilibrium MD (NEMD) simulations of spatially inhomogeneous systems [43] . In particular, that thermostat produces results that are consistent with several of the dynamic features of defect formation and evolution observed in experiments of drops and bubbles rising in a nematic LC [43, 47] .
The main objective of this work is to introduce a formalism for analysis of active mircrorheology experiments in nematic LCs, which we view as a proxy for characterization of anisotropic rheological properties in ordered, biologically relevant viscoelastic fluids. Special attention is placed on the effect that probe-medium interactions have on the measured anisotropic viscoelastic properties. Such interactions are difficult to characterize experimentally, and in this work, we resort to simulations to compare the results that emerge from bulk measurements to those resulting from the microrheology analysis proposed here. This manuscript is organized as follows: Sec. II provides a description of the microrheology protocol proposed in this work. The active version of the microrheology technique was selected, because it leads to better signal-to-noise ratio in highly viscous fluids such as nematic LCs. Section II also includes a brief review of the main generalizations of the Stokes relation for anisotropic fluids and a discussion of the assumptions necessary to apply these for analysis of simulation results. Section III includes a discussion of the coarse-grained molecular model of LCs and probe particles employed in this work. The probe particles considered here are of comparable size to the microstructure of the fluid. This section also describes essential details of the MD algorithms used for the simulations. Section IV presents and discusses the anisotropic dynamic moduli obtained from the analysis of these microrheology simulations. Section IV also includes results for the bulk anisotropic viscoelastic modulus of the LC obtained from small-amplitude oscillatory shear simulations without the presence of colloid. These results are then compared to those from microrheology, with the aim of identifying general trends and guidelines for interpretation of microrheology data in fluids that exhibit nematic order. In Sec. V, we discuss our results and summarize our main findings.
II. MICRORHEOLOGY IN LIQUID CRYSTALS

A. Active microrheology formalism
Recent advances in techniques to accurately measure pico-Newton forces on beads suspended in viscoelastic media [52, 53] are turning active microrheology into an increasingly reliable tool for study of complex materials [54, 55] . This section describes the active single-probe microrheology formalism proposed here to measure viscoelastic properties of anisotropic media. In the proposed method, local fields (i.e., confining walls) and nonlocal fields (e.g., electric, magnetic, or flow fields) are used to set the direction of the far-field directorn 0 of the nematic phase. Moreover, the probe bead used for force measurements is placed at a sufficiently large distance from the confining walls so that hydrodynamic interactions between such walls and the probe bead become negligible. This type of setup should qualitatively reproduce microrheology experiments in an LC confined in a rectangular chamber with large aspect ratio. Note also that nematic LCs are a good first approximation to model the anisotropy of biopolymer solutions and networks with nematic order [33] [34] [35] [36] . For instance, the cytoskeletal filaments, such as F-actin, can reach lengths in excess of 10 lm, and the finite size of cells (in the range of 10 lm for yeast cells to 50 lm for plant and animal cells) poses spatial constraints on their organization [11] . Therefore, the procedure presented here could, in principle, provide valuable insights into the interpretation of microrheology experiments in the cytoskeleton.
In a traditional active microrheology protocol, a small amplitude oscillatory displacement is imposed on a probe micron-sized particle embedded inside the medium. Two situations are considered here: (i) the displacement is applied in the direction parallel, k, to the far-field director,n 0 , and (ii) the displacement is applied in a direction perpendicular, ?, ton 0 . The equations for calculating the complex compliance of the probe bead, aðxÞ, are given below. The imposed oscillatory displacement on the colloid can be written as
where x is the radial frequency of the oscillation, 0 is the amplitude of the imposed displacement, the subindex c can be either k or ? to the far-field directorn 0 , andê c is the unit vector in the c direction. At steady state, the c component of the ensemble-averaged force exerted by the fluid on the particle has the form
where A c ðxÞ is the amplitude and d c ðxÞ is the phase lag between the applied displacement and the measured force. The angular brackets, h:::i, indicate an ensemble average at steady state. The complex compliance aðxÞ is obtained from
where a In general, one needs to extract a material property from the complex compliance of the colloid aðxÞ. In isotropic viscoelastic materials, the complex compliance aðxÞ is related to the dynamic modulus, G Ã ðxÞ by the GSR
where R is the radius of the probe particle, G 0 ðxÞ is the storage modulus, and G 00 ðxÞ is the loss modulus. However, in LCs or nematic bipolymer gels, several of the assumptions made to derive Eq. (4) become invalid. For instance, LCs can have nematic directional order, which causes momentum diffusivity to be anisotropic. Several attempts have been made to derive GSRs for LCs. The simplest generalization of the Stokes formula to anisotropic fluids is the directional effective viscosity approximation. Based on the principal components of the response function, one can define two effective directional moduli G Ãeff k;? ðxÞ ¼ a k;? ðxÞ=ð6pRÞ. This phenomenological approach is commonly used by experimentalists to characterize anisotropic fluids. In Sec. IV, the "effective viscosity" approximation is compared to the analysis strategies proposed here, which have a stronger theoretical foundation.
More rigorous approaches to extract the dynamic modulus from the compliance of the probe particle require that an analytic solution be found for the momentum balance for the flow of a nematic LC around a spherical particle. To do so, a relation between the material property and the probe response function must be obtained. If the probe size is much larger than the microstructure of the material, constitutive equations from continuum mechanics can be used to relate the complex compliance of the probe particle to material properties. However, in the case of LCs, analytical solutions are only possible for the simplest constitutive equations; unfortunately, these do not account for the presence of defects. In Subsection II B, a brief review is provided of GSRs for nematic LCs.
B. Generalized Stokes Relation for liquid crystals
In the Leslie-Ericksen (LE) theory for nematic LCs [56, 57] , the microstructure of the material is explicitly taken into account through a director,n, of unit magnitude. The mass and momentum balance equations for the steady flow of an incompressible nematic LC at low Reynolds number may be written as
where s is the total stress tensor, and v is the linear velocity. Equation (5) is complemented with the LE constitutive relation [56, 57] , which is generally used for anisotropic fluids with nematic order
where D ¼ ðrv þ rv > Þ=2 is the strain rate tensor, p is the pressure, d is the unit tensor, fa i g; i ¼ 1:::6 are the six Leslie viscosity coefficients, and f b is the Frank free energy density. In the one-constant approximation, it can be written as f b ¼ KðrnÞ 2 =2. Here, N is the angular velocity of the director relative to that of the fluid and is given by
Note that in this constitutive relation, viscoelasticity in the stress tensor arises from the coupling between the velocity field and the rotational dynamics of the director. Additionally, the torque balance on the director is written aŝ
where
are the elastic torques on the director. The viscous torques are given by
The coefficient c 1 is the rotational viscosity of the director motion. Onsager relations require that c 1 ¼ a 3 À a 2 and
The boundary conditions for the velocity are no-slip at the surface of the spherical particle and a uniform velocity field far from the sphere. For the director field,n, the condition that the elastic and viscous torques be in equilibrium at the surface of the particle is imposed [57] 
Here, the elastic surface torques, h s e , are given by
where d k is the unit normal to the particle surface, and the surface free energy density f s is given by
where T is the temperature, w 0 is the isotropic interfacial tension, and w is the anisotropic contribution to the surface free energy, known as the anchoring energy. The viscous surface torque can be generally written as
where the coefficients c (14) gives the velocity and director fields for the creeping flow of a nematic LC around a spherical particle. Note that the formulation above involves twelve material parameters, and the full model cannot be solved analytically. Even if the equations were solved numerically, only two independent measurements can be extracted from a single-bead microrheology experiment in the LC, namely, a k and a ? . Since it would not be possible to uniquely determine the value of all the model parameters, attempts to solve the full formulation to derive a data analysis formalism for the microrheology of the LC would not be practical. For this reason, it is usually assumed that the viscous torque is much smaller than the elastic one, so that the director remains uniform and constant through the fluid; Eq. (7) then reduces to
Note that this assumption also implies that the term ð@f b =@rnÞ Á rn > in Eq. (6) vanishes, since there are no director field gradients. This also leads to a no-torque, d k Á ð@f b =@rnÞ ¼ 0, boundary condition that is imposed by default, which implies insignificant surface anchoring energy [57] . In experiments, these conditions may be achieved by modifying the surface chemistry of the probe bead in a manner that leads to a low chemical affinity toward the medium, or by applying external fields that increase the effective nematic free energy density.
Note that with assumptions described above, the constitutive relation, Eq. (6), becomes purely viscous, and accounting for the presence and formation of defects in the nematic field is no longer possible. In the linear response regime, however, the correspondence between the creeping flow equations of motion for a purely viscous fluid and for a viscoelastic material in the frequency domain [58] [59] [60] can be exploited to obtain the response function for an anisotropic viscoelastic material.
C. Probe compliance tensor
Several literature studies have addressed the problem of solving the momentum balance for the flow of a nematic LC around a spherical particle. In 1986, Pokrovskii and Tskhai [61] presented an analytic solution for the slow motion of a particle in a weakly anisotropic viscous fluid. Five years later, Kneppe et al. [62] presented analytic results for axisymmetric flow of a nematic LC around a sphere in the low Reynolds and Ericksen number regime. The result of that work was limited to flow in the direction parallel to the director.
In a later contribution [63] , the same authors solved numerically the more general problem with arbitrary angles between director and flow velocity. Similar numerical solutions were later published by Stark and Ventzki [44] and Ruhwandl and Terentjev [64] . More recently, G omezGonz alez and del Alamo [36] obtained closed-form analytical expressions for the tensorial response function of a spherical particle embedded in a purely viscous LE fluid using a multipole expansion technique in Fourier space. Note that although the expression derived by Kneppe et al. [62] for the friction coefficient in the direction parallel to the director, f k , does not have the same form as the expression for f k derived by G omez-Gonz alez and del Alamo [36] , both equations give equivalent results when evaluated numerically at physically relevant values of the Leslie viscosities. Such a comparison is provided in the Appendix. Also note that the analytical expressions of [36] are in good agreement with the numerical solutions of [63] in the limited region of parameter space where simulation results are available.
The analytic solution of [36] is particularly useful for constructing a microrheology formalism for LCs. The fact that the solution is analytical and that it accounts for arbitrary angles between director and flow velocity makes it specially convenient to postulate a practical formalism to analyze or interpret microrheology experiments or simulations in anisotropic fluids. The expressions for the components of the friction tensor, f, for a spherical bead embedded in a purely viscous LE fluid are given in the Appendix. To obtain a so-called GSR for anisotropic viscoelastic fluids, one can use the correspondence principle between the momentum balance for a purely viscous fluid (creeping flow) and for a linear viscoelastic material in the frequency domain [58] [59] [60] . The Fourier transformed (e.g., f ½x F ff ðtÞg :¼ Ð 1 À1 f ðtÞe Àixt dt) relation between the position, r b , and the drag force, F on a spherical particle moving in a LE fluid can be written as
where a k is the complex compliance in the direction parallel to the director and a ? is the response function in all transverse directions. As noted above, expressions for the components of the friction tensor f have been derived in the literature [36] . The tensorial complex compliance, aðxÞ, is related to the friction tensor by, aðxÞ ¼ ixf À1 . In the limit a 1 ! 0, the a k and a ? are given by
where R is the radius of the particle
Two anisotropy mechanisms can be distinguished: the anisotropy in the stress-strain relationship, which is proportional to g a À g b , and the bending resistance of the fluid, which is proportional to g c À g a . On the other hand, a 1 is related to the compressibility of the fluid in the direction of the nematic director. In this work, it is assumed that the nematic phase has negligible compressibility, and therefore, only the limit a 1 ! 0 is considered. As discussed in Sec. II B, the expressions for the complex compliance tensor given in Eq. (17) for a probe particle embedded in a purely viscous nematic LC can be generalized to viscoelastic LCs by using the correspondence principle. Based on that principle, the following substitutions are made: g a;b;c ! G Ã a;b;c ðxÞ=ðixÞ. Additionally, the complex compliance tensor given by Eq. (17) contains three parameters, namely, g a , g b , and g c . However, from the one-bead microrheology experiment described in Subsection II A, only two independent response functions, a k and a ? , can be obtained. Additional assumptions are therefore needed to eliminate a parameter from Eq. (17) before it can be used to analyze this type of microrheology experiment. Two cases are usually considered: the rotationally pseudoisotropic fluid (RI) (g a ¼ g c ) and the strain pseudoisotropic (SI) fluid (g a ¼ g b ). In the former case, the anisotropy in the friction tensor arises solely from the anisotropy in the diffusion of momentum along different directions. Therefore, Eq. (17) becomes On the other hand, in SI fluids, the anisotropy arises entirely from the resistance of the fluid to bending with respect to the nematic director. Therefore, Eq. (17) becomes
where 
III. MOLECULAR MODEL AND SIMULATION METHOD
In this work, NEMD simulations are employed to examine the rheology of a nematic coarse-grained LC host phase through the periodic motion of a colloidal particle immersed in the host. An external field serves to fix the far-field director of the nematic host phase. Accordingly, the total configurational potential energy is given by
where U ff ; U fc , and U fx refer to interactions among molecules of the fluid host, a host molecule and the colloid, and a host molecule and the external field. These three contributions are discussed briefly below.
A. Liquid crystal
Interactions between LC molecules are pairwise additive, such that
where u ff is the interaction potential, r ij ¼ r i À r j is the distance vector connecting the centers of mass of a pair of fluid molecules located at r i and r j , respectively, andû i is a unit vector specifying the orientation of molecule i in a spacefixed frame of reference. The uniaxial symmetry is reflected by the interaction potential, given here by the Hess-Su model [65] 
where e ff is the depth of the attractive well, r is the van der Waals radius, r ij ¼ jr ij j, andr ij ¼ r ij =r ij . Hence, u ff consists of a spherically symmetric Lennard-Jones core with superimposed anisotropic dispersion attractions where the anisotropy function is given by
In Eq. (23), P 2 ðxÞ ¼ 1=2ð3x 2 À 1Þ is the second Legendre polynomial, and 2e 1 ¼ Àe 2 ¼ 0:08 are dimensionless coupling constants (anisotropy parameters) that remain fixed throughout this work.
B. Probe bead
A single spherical colloid with a chemically homogeneous surface is immersed in the LC host. Molecules of the LC host phase interact with the colloid via a potential function u fc such that
which varies periodically with time t because the colloid is permitted to perform small periodic displacements ðtÞ about its position at rest at the origin of the coordinate system (see Sec. III D). Introducing 0 ðtÞ ¼ ðtÞ þ r 0 where r 0 ¼ 3r is the colloid's hard-core radius, we adopt
In Eq. (25), r i ¼ jr i j andr i ¼ r i =r i . Constants
have been introduced to guarantee that the minimum of u fc remains at r 0 þ r and the depth of the attractive well is always e fc irrespective of the inverse Debye screening length k which is fixed here at kr ¼ 0:50. In Eq. (25), 0 g c 1 denotes the anchoring function. Two different anchoring functions are considered in this work, namely,
The expression in Eq. (27a) serves to align LC molecules locally parallel with the surface of the colloid, whereas that given in Eq. (27b) allows one to establish a locally homeotropic alignment of these molecules. The parallel anchoring is degenerate in the terminology of J erôme, because an LC molecule may adopt an infinite number of "easy axes" without incurring into an energy penalty [66] . In contrast, local homeotropic anchoring is monostable because only a single easy axis exists (corresponding to the local surface normal of the colloid).
C. External fields
For sufficiently low temperatures and pressures, the model LC introduced in Sec. III A exhibits a nematic phase [67] . However, upon entering the nematic phase, the direction of the nematic directorn 0 is unknown a priori. In fact, an infinite number of directions ofn 0 is compatible with the thermodynamic conditions imposed on a nematic LC. This is an undesirable situation both from an experimental but also from a theoretical point of view, where instead one would like to get a handle onn 0 in order to study properties of the LC under controlled conditions. To that end, one can introduce an external field that acts onn 0 (see, for example, [68] ).
Two types of external fields are considered here. The first is introduced through two planar, parallel, and structure-less solid substrates separated along the z-axis by a distance s z . This field, which is necessarily local, is given by
where Dz ik ¼ z i 6s z =2. In this expression, the þ sign applies if k ¼ 1 whereas for k ¼ 2 the Àsign is taken. This convention assumes that the lower substrate is located at z ¼ Às z =2 (k ¼ 1) and the upper one at z ¼ þs z =2 (k ¼ 2). The interaction potential is given by
is another anchoring function,ê x is a unit vector parallel to the x-axis, and e fx is a measure of strength of the external field. In the NEMD simulations, s z is large enough so that the solid substrates do not interfere with the immediate environment of the colloid. They only serve to fix the far-field director such thatn 0 Áê x ¼ 1 (see Sec. III D).
In addition, a nonlocal field is also considered for which Eq. (28) is replaced by
D. Simulation protocol
In the remainder of this work, all quantities of interest are given in dimensionless (i.e., "reduced") units. Taking m, r, and e ff as basic units of mass, length, and energy, respectively, all other properties can be expressed in terms of suitable combinations of these basic quantities. Time is expressed in units of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi mr 2 =e ff p , temperature is given in units of e ff =k B , density in units of r À3 , pressure in units of e ff =r 3 , viscosity in units of ffiffiffiffiffiffiffiffi me ff p =r 2 , and the Frank elastic constant in units of e ff =r which is also the unit in which force is cast.
NEMD simulations rely on a slightly modified velocity Verlet algorithm suggested by Ilnytskyi and Wilson [69] to integrate numerically the translational and rotational equations of motion. A fixed time step of dt ¼ 10 À3 is used for all simulations. An external, periodic motion of constant frequency and amplitude is used to move the colloidal particle. As discussed elsewhere [43] , the Galilean invariant thermostat first suggested by Stoyanov and Groot [51] is used to control temperature because it conserves momentum locally. A sketch of the system and its characteristic dimensions is given in Fig. 1 .
The following protocol is used in all simulations:
(1) The system with the colloid at rest is equilibrated in an isothermal-isobaric ensemble. During this part of the simulation, the "pressure" P k ¼ 1=2ðP xx þ P yy Þ is fixed, where P cc (c ¼ x; y) is a diagonal component of the pressure tensor, P, which replaces the scalar P because of the presence of the external fields. Because P k is fixed, the side lengths of the system s x and s y in the x-and y-directions, respectively, fluctuate around some mean during the course of the equilibration run. Typically, this equilibration is performed for about 2:0 Â 10 5 time steps. (2) The average system lengths hs c i (here and below h…i denotes a time average; c ¼ x; y) from the equilibration run in the isothermal-isobaric ensemble are then used as input values for a subsequent NEMD simulation, with constant number of LC molecules N, volume V, and temperature T. During this part of the simulation, the colloid moves subject to the external force. This part of the entire simulation is performed until a steady nonequilibrium state has been reached, which takes about 10 5 time steps. By monitoring P k , one can ensure that the thermodynamic state during this part of the simulation is the same as in the previous portion of the simulation where a fixed P k is used for the barostat to equilibrate the system. (3) Once this has been accomplished, the previous run is continued for another 4:0 Â 10 5 time steps under the same conditions. During this part of the simulation, relevant data are collected (see Subsection I of the Appendix).
In all simulations, the host phase consists of N ¼ 2:4 Â 10 4 molecules. A single thermodynamic state is considered here, characterized by T ¼ 0.90 and P k ¼ 1:80 in the isothermal-isobaric ensemble when the system is equilibrated under equilibrium conditions. Under these conditions, the host phase is well into the nematic phase [70] . The mean number density of the nematic LC is q ' 0:85 for hs x i ' hs y i ' 31:0 ¼ s z such that the simulation cell is approximately cubic. Given this size of the simulation cell, it is guaranteed that LC molecules in the vicinity of the colloid do not interact simultaneously with the solid substrates.
In some simulations, a periodic shear flow is applied to the host phase (in absence of the colloid) through Lees-Edwards boundary conditions [71] . In this case, the solid substrates introduced in Sec. III C are replaced by periodic boundary conditions in all directions. The implementation of the shear simulations is described in the Appendix.
In this work, the LC model described above is used as a general molecular representation of a nematic-phase-forming fluid. In this context, the model is not intended to represent a particular physical system. For instance, in many of the materials where microrheology is used to measure rheological properties, such as biopolymer solutions, the formation of ordered (i.e., nematic) phases arises mostly from repulsive interactions associated with the large aspect ratio and structural polarity of the mesogens (i.e., actin filaments can have lengthto-width ratios in the order of 150). On the other hand, in low molecular weight LCs, such as 5CB with length-to-width ratios in the order of three, anisotropic intermolecular attractions play an important role in the formation of nematic phases. In the Hess-Su model used here, nematic ordering is driven mostly by energetic, rather than entropic contributions. Moreover, it has been shown that the isotropic-to-nematic phase transition of this model does not appear to have a critical point and is very weakly first order [67, 72] . Taken together, these features suggest that the model captures the correct thermodynamic behavior expected for the isotropicnematic phase transition.
The mesogen concentration required for the formation of a nematic phase also depends on the specific system and the confinement conditions. For instance, for F-actin solutions in the bulk, nematic phases appear at concentration of 2.5 mg/ ml. Under severe confinement, however, nematic ordering has been observed in F-actin solutions at densities as low as 0.5 mg/ml [11] . In contrast, for bulk solutions of the synthetic polypeptide poly(c-benzyl-L-glutamate) in m-cresol, a nematic phase appears at 8% concentration by weight [73] . Additionally, only homogeneous anchoring at the probe particle surface is considered here. Heterogeneous anchoring is possible in real systems, and the LC model used here has been used to study such scenarios [43] . In this work, however, to render the interpretation of our rheological results as unambiguous as possible, heterogeneous anchoring was not considered.
IV. RESULTS AND DISCUSSION
In this section, the anisotropic dynamic moduli obtained from the analysis of the microrheology simulations described in Sec. III are presented. The effects of temperature, confinement, and aligning fields in the microrheological response of the LC are also considered. These results are then compared to the bulk anisotropic viscoelastic modulus of the LC obtained from small-amplitude oscillatory shear simulations without the presence of colloid. Figure 2 shows an example of the input displacement and total force on the bead obtained from the MD simulation of the Hess-Su model for LCs used in this work. Steady-state trajectories of the total force acting on the colloid are   FIG. 1 . Sketch of the model used for the MD microrheology simulations in a nematic LC. The radius of the probe particle is R ¼ 3. The LC is confined between two planar walls in the z-direction. The distance between the two walls is set to 31. Planar anchoring of the LC mesogens is enforced at the confining walls.
obtained from the simulations. To obtain the average forces for microrheology calculations, one can perform an average over steady-state ensembles of force snapshots with five periods each. Note that for the lower frequencies considered here, the calculated response function aðxÞ has a lower signal-to-noise ratio, and therefore, a larger statistical error, due to the usage of a smaller ensemble of instantaneous force configurations for averaging.
As mentioned in Sec. III, in nematic LCs the particle surface may distort the director field. The distortion is caused by the alignment of LC molecules on the curved surface of the colloid and can be measured by a local directorn. For perpendicular anchoring of the molecules, Saturn ring configurations are observed next to the particle. For planar anchoring next to the particle's surface, Boojum defects are produced. The influence of surface anchoring on the local director topology and particle diffusion has been observed experimentally [18] and in molecular simulations [42, 43, 74] . Figure 3 (a) shows the complex compliance for a probe particle (R ¼ 3) embedded in the Hess-Su model considered here, with perpendicular anchoring at the particle's surface.
For this simulation, the strength of the interaction between the colloidal particle and the LC molecules was set to e fc ¼ 1e ff . The dynamic modulus calculated from this compliance using the directional viscosity approximation (Eff), Eq. (4), is shown in Fig. 3(b) . Significant viscoelastic behavior can be observed in the sampled frequency window, as evidenced by the increase of the storage modulus with increasing frequency. Note that the frequency has been normalized by the rotational (Debye) relaxation time of the LC (s r ' 20) . The rotational autocorrelation function of the LC molecules from which this relaxation time is determined can be found in the Appendix. The smallest time-scales being sampled in this frequency window are therefore about a decade smaller than the rotational relaxation time of the LC. In nematic LCs elastic effects associated with molecular relaxations become significant when the frequency is comparable to the rotational diffusion constant of the LC particles [75] .
The complex compliance and dynamic modulus for a colloidal particle with planar anchoring at the particle's surface are shown in Fig. 4(a) . The dynamic modulus obtained from the directional viscosity approximation, Eq. (4), is shown in . Note that although the dissipative part of the response is comparable to the case with perpendicular anchoring, the elastic part is significantly smaller. This difference can be attributed to the fact that perpendicular anchoring is energetically favored on surfaces, and therefore, one has to increase the depth of the anchoring potential well to favor planar anchoring. For instance, for the simulation with planar anchoring, the strength of interaction between the colloidal particle and the LC molecules was set to 2e ff instead of 1e ff . In real systems, this means that planar anchoring will be more likely to occur when the mesogens and the probe bead have a higher chemical affinity toward each other. In experiments, the type of anchoring can be manipulated by modifying the surface chemistry of the probe particle [76] . This indicates that defects around the probe particle surface have a significant effect in the viscoelastic properties obtained from microrheology in LCs. On the other hand, the degree of anisotropy as estimated by the directional viscosity approximation is very similar for both planar and perpendicular anchoring. However, while for perpendicular anchoring, the moduli are slightly larger in the direction parallel to the far-field directorn 0 , for planar anchoring the moduli are larger in the direction perpendicular ton 0 . The Ericksen number, E, can be used to characterize the strength of hydrodynamic interactions. It is defined as the ratio of viscous forces and elastic forces, E ¼ gvR=K, where v 0 x=2p is the flow velocity and g and K are the viscosity and an elastic Frank constant of the LC, respectively. For the computational microrheology experiments considered here, E is calculated by estimating the zero-shear rate viscosity from the terminal zone of G 00 ðxÞ. Figure 3(b) shows the terminal frequency region where g ¼ G 00 =x. From this, a viscosity g ' 4:13-4:45 is obtained. The splay, twist, and bend elastic Frank constants, K 1 , K 2 , and K 3 , respectively, have been calculated previously for the Hess-Su model used here [43] . It was found that K 1 ' K 2 ' K 3 ' K ' 1:6. The fact that the elastic constants are equal is due to the almost spherical nature of the LC molecules in the Hess-Su model. With those estimates for the viscosity and the Frank constant, and with R ¼ 3, the Ericksen numbers in the frequency window sampled here are in the range of E ' 0:4-5. These values are consistent with the transition from purely viscous behavior, at the lower frequencies sampled, to a more viscoelastic behavior, with G 0 and G 00 having similar magnitude, at the higher frequencies.
It can also be observed that the responses in the parallel and perpendicular directions are similar, which indicates that, even under confinement, the LC model fluid considered here exhibits a small degree of anisotropy. Again, this is due to the spherical shape of the LC molecules in the model; the bend configuration is energetically more or less equal to the splay and twist configurations. This is not the case for more elongated molecules that are truly anisotropic in shape.
As was discussed in Sec. II, the effective viscosity approximation is the simplest generalization of the Stokes formula to anisotropic fluids. In what follows, the more rigorous formalisms presented in Sec. II are used to analyze the microrheology simulations. For the case of perpendicular anchoring at the particle surface, the dynamic moduli calculated with the RI assumption, Eqs. (18), and with the SI formula, Eqs. (19) , are shown in Fig. 3(b) . It can be observed that the dynamic modulus from the RI model (orange and magenta (inverted) triangles and (elongated) rectangles) is practically indistinguishable from that obtained from the effective-viscosity approximation. On the other hand, the dynamic modulus obtained from the SI model (brown and black circles and diamonds) is significantly different from that given by the effective-viscosity approximation (blue and red squares and triangles). The degree of anisotropy predicted by the SI model is significantly larger, with G 00 ? =G 00 k as small as 0.5, while for the RI model and the effectiveviscosity approximation this ratio is never smaller than 0.8. The results for planar anchoring at the surface of the probe particle are shown in Fig. 4(b) . Again, the results for the RI model agree well with the effective-viscosity assumption, while those for the SI model predict a much larger degree of anisotropy. For planar anchoring, however, the moduli in the direction perpendicular ton 0 are larger than those in the   FIG. 4. (a) Complex compliance of a colloidal particle embedded in a nematic LC with planar anchoring at the particle surface (e fc ¼ 2e ff ). (b) Dynamic modulus calculated from the complex compliance by using the directional viscosity approximation (Eff), the RI model, and the SI model. The frequency has been made dimensionless by the rotational relaxation time of the LC, s r . direction parallel ton 0 . Therefore, the ratio G 00 ? =G 00 k is never larger than 1.2 when calculated with the SI model but as large as two when calculated using the SI formula.
Only limited information is available on the rheology of anisotropic nematic biopolymer gels. Most of that information comes from estimations that relied on the directional effective-viscosity approximation. A recent analysis of available data using the anisotropic friction tensors for LE fluids [36] suggests that biopolymer networks behave relatively close to RI fluids. For nematic LCs, the bending resistance is relatively high and, in contrast to biopolymer networks, nematic LCs can be considered to behave closer to a SI fluid than to a RI fluid.
Note, however, that in the Hess-Su model used here, any anisotropy stems entirely from an anisotropic interaction potential, and not from the shape of the particles [43] . It is therefore unlikely that in this model the anisotropy observed in the response function arises from a high bending resistance. Given this observation, the degree of anisotropy predicted by the RI model should be closer to the intrinsic anisotropy of the Hess-Su model used here. The results also indicate that defects around the probe particle's surface have a significant effect on the rheological properties obtained from microrheology in LCs. Note that analysis formalisms for microrheology in LCs assume a uniform director field and do not account for defects in the fluid structure at the surface of the colloidal probe. Consequently, rheological properties extracted from single-bead microrheology in nematic LCs should not be directly interpreted as bulk properties of the material.
A. Effect of temperature
To test that the viscoelasticity observed in microrheology simulations is indeed a result of the presence of a nematic phase, simulations were performed at different temperatures, above and below the nematic-isotropic transition. The results for the complex compliance as a function of temperature at a frequency of x ¼ 18:8=s r are shown in Fig. 5 . It can be observed that for the higher temperatures considered here (T ¼ 1.1, T ¼ 1.05) , the elastic component of the complex compliance becomes negligible compared to the viscous part of the response. On the other hand, below the nematicisotropic transition (T ¼ 0.85), the elastic component of the complex compliance is of the same order of magnitude as the viscous part of the response. This indicates that in the frequency regime considered here, the observed viscoelasticity indeed arises from the nematic phase formed by the LC.
B. Effect of an external aligning field
The largest anisotropy observed in the coarse-grained model considered here, corresponding to the case with perpendicular anchoring at the surface of the probe particle, is only G 00 ? =G 00 k ' 0:85. To increase the strength of the nematic order in the LC, one can apply an external aligning field in the direction of the far-field directorn 0 . Note that the use of external flows, magnetic or electric fields to induce or increase the nematic order in LCs is a common experimental practice. For instance, flow fields have been applied to biopolymer solutions and networks to induce alignment of the fibers. The samples to which an external field is applied show highly anisotropic response functions compared to samples in the absence of fields [13, 17] .
Three different scenarios are considered. First, perpendicular anchoring is imposed at the surface of the probe particle. The strength of the aligning field is tuned such that the formation of dipole or Saturn ring defects is still possible (0:5e ff ). In a second scenario, planar anchoring is imposed at the particle's surface and the strength of the external aligning field is tuned such that the formation of Boojum defects is still possible (0:05e ff ). In a third scenario, perpendicular anchoring is imposed but the strength of the aligning field is increased (2e ff ) until a uniform nematic field, without visible defects, is attained. In all three cases, the strength of the interaction between the colloidal particle and the LC molecules was set to e fc ¼ 2e ff .
The results for perpendicular anchoring with an external aligning field are shown in Fig. 6 . As expected, the degree of anisotropy is increased by the presence of the external aligning field with respect to the results shown in Fig. 3 . The degree of anisotropy predicted by the RI model is now larger, with G 00 ? =G 00 k becoming as small as 0.7. However, also note that the elastic part of the response function is reduced with respect to the result shown in Fig. 3 . This is due to the larger potential energy that is required to enforce perpendicular anchoring at the particle's surface when the external aligning field is turned on (from 1 to 2e ff ). As was already pointed out, increasing the depth of the potential well in the anchoring function tends to decrease the amount of observed elasticity in the response function. As before, the dynamic modulus obtained using the RI model is similar to that obtained from the effective-viscosity approximation. On the other hand, the dynamic modulus obtained from the SI model is significantly different from that given by the effective-viscosity approximation.
The results for planar anchoring with a field that allows for the formation of Boojum defects are shown in Fig. 7 . A weaker aligning field (0:05e ff ) is necessary in this case, compared to that employed in simulations with perpendicular anchoring (0:5e ff ). Therefore, it is not surprising that for the planar anchoring the aligning field has no apparent increase in the degree of anisotropy. Also note the similarity to what was observed without a field for perpendicular anchoring, the moduli are slightly larger in the direction parallel to the far-field directorn 0 , and for planar anchoring the moduli are larger in the direction perpendicular ton 0 . To better understand the molecular origins of this observation, one can construct maps of the nematic field near the oscillating colloidal particle for the two different types of anchoring. The maps for a particle oscillating at a frequency of x ¼ 31:4=s r are shown in Fig. 8 . Results for perpendicular anchoring are shown in panel (a), and results for planar anchoring are shown in panel (b). Order maps for lower (x ¼ 6:3=s r ) and higher (x ¼ 75:4=s r ) frequencies as well as the details regarding how these maps were constructed can be found in the Appendix. It can be observed that, for perpendicular anchoring, when the Saturn ring is formed the nematic field around the oscillating particle remains practically intact in the direction parallel ton 0 . On the other hand, in the direction perpendicular ton 0 , the nematic order is significantly reduced. For planar anchoring, when a Boojum defect is formed, the nematic order becomes lower in the direction parallel ton 0 while it remains relatively unchanged in the direction perpendicular ton 0 . This indicates that in the presence of defects, the larger modulus is observed in the direction in which the nematic order is less disturbed by the specific type of defect. Moreover, we observe that the size of both types of defects increases with increasing frequency. This indicates that the dynamics of the defect structures are contributing to the frequency dependent anisotropic rheological response of the medium.
The results with an external aligning field with a strength that still allows for the formation of defects provide FIG. 6 . Effect of perpendicular anchoring at the surface of the particle (e fc ¼ 2e ff ) in the anisotropic viscoelastic response of a nematic LC. Results for an external aligning field with a strength at which the formation of dipole or Saturn ring defects is still possible (0:5e ff ). (a) Complex compliance of the probe particle. (b) Dynamic modulus calculated from the complex compliance by using the directional viscosity approximation (Eff), the RI model, and the SI model. The frequency has been made dimensionless by the rotational relaxation time of the LC, s r .
FIG. 7.
Effect of planar anchoring at the surface of the particle (e fc ¼ 2e ff ) in the anisotropic viscoelastic response of a nematic LC. Results for an external aligning field with a strength at which the formation of Boojum defects is still possible (0:05e ff ). (a) Complex compliance of the probe particle. (b) Dynamic modulus calculated from the complex compliance by using the directional viscosity approximation (Eff), the RI model, and the SI model. The frequency has been made dimensionless by the rotational relaxation time of the LC, s r . additional evidence that the defects around the probe particle's surface can have a significant effect in the viscoelastic properties obtained from microrheology in LCs. As noted earlier, these properties should not be interpreted as bulk properties of the material. However, when the strength of the external aligning field is further increased, the size of the defects around the particle surface can be minimized and a good approximation to a uniform director field may be attained. In this scenario, a higher degree of anisotropy is to be expected. It is also a situation where the assumptions made to derive the analytic formalisms for microrheology in LCs are more closely reproduced in molecular simulations. Results for this case are shown in Fig. 9 . It can be observed that the degree of anisotropy is increased with respect to the previous cases considered. In this case, the moduli in the direction parallel to the director are significantly larger than in the perpendicular direction. The dynamic modulus obtained using the RI model is very similar to that obtained from the effective viscosity approximation. The ratio G 00 ? =G 00 k is as low as 0.6 when the RI assumptions are used to calculate the modulus. On the other hand, the dynamic modulus obtained from the SI model is significantly different from that given by the effective viscosity approximation. The ratio G
00
? =G 00 k is as low as 0.15 when the modulus is calculated with the SI formula. As discussed above, the degree of anisotropy predicted by the RI model should be closer to the bulk anisotropy of the Hess-Su model.
Note that for all results with an external aligning field (Figs. 6, 7, and 9), a crossover between G 0 k and G
0
? was observed at a frequency of approximately x ' 30=s r . While for   FIG. 9 . Effect of a strong aligning field in the anisotropic viscoelastic response of a nematic LC. The strength of the aligning field is 2e ff , and perpendicular anchoring of the mesogens is enforced at the particle's surface. However, the aligning field is strong enough to prevent the formation of visible defect structures. (a) Complex compliance of the probe particle. (b) Dynamic modulus calculated from the complex compliance by using the directional viscosity approximation (Eff), the RI model, and the SI model. BU: Dynamic modulus obtained from small amplitude oscillatory shear simulations using Lees-Edwards boundary conditions without colloidal particle. The frequency has been made dimensionless by the rotational relaxation time of the LC, s r .
FIG. 8.
Cross section along the x -z plane of the local nematic order, where the color indicates the magnitude of the order parameter, as well as the local directorn represented by the black lines. The maps are constructed while the colloid is subjected to an oscillatory motion, and therefore, the frame of reference moves with the center of the colloid. This particular example is for a particle being oscillated at a frequency of 31:4=s r with an amplitude of 1.0. (a) Perpendicular anchoring of the nematic director at the particle's surface (Saturn defect). (b) Planar anchoring at the nematic director at particle's surface (Boojum defect). [17] . In that work, the dynamic modulus was obtained from the mean-square displacement of the probe bead, using the effective viscosity approximation. Order maps, such as those in Figs. 8, 13 , and 14, can help explain that type of behavior since, as was discussed above, a significant dependence of the defect size with sampling frequency is observed.
An important assumption of the active microrheology formalism proposed here is that the confining walls set a far-field directorn 0 , but that the probe bead is sufficiently distant from the walls for these not to influence the measured forces through hydrodynamic interactions. Using the dynamic moduli estimates obtained here, it is now possible to go back and examine whether this assumption actually holds in simulations. Hydrodynamic waves in a viscoelastic medium can be characterized by two frequency-dependent length scales: the penetration depth and the wavelength [27] . The penetration depth determines how far the wave travels in a specific direction before significantly dissipating. Lower frequency waves have a larger penetration depth and can therefore travel long enough to reach and reflect on the confining walls before dissipating. Here, at low frequencies the medium behaves approximately as a purely viscous fluid, and therefore, the penetration depth can be estimated as DðxÞ ffiffiffiffiffiffiffiffiffiffiffi g=xq p , where g is the zero shear rate viscosity and q is the density of the medium. According to the results above, g k;? ' 4:13-4:45 and therefore in the simulations presented here Dðx ¼ 6Þ ' 6, which is smaller than the distance between the colloid surface and the wall. This estimate of the penetration depth indicates that, for the frequency window considered in this work, the measured forces on the colloid are not affected by hydrodynamic interactions with the confining walls.
Active microrheology experiments in LCs with smallamplitude oscillatory motions of the probe bead do not appear to have been reported in the literature. Moreover, it may be challenging to perform active microrheology experiments in nematic phases under conditions that correspond to those here. When using optical tweezers in liquid crystalline samples, the electric field of the trapping laser substantially alters the nematic director configuration around a trapped bead. This could render the results hard to interpret. There are two parameters that can be manipulated in optical trapping to facilitate accurate force measurements: (i) the laser power and (ii) the refractive index mismatch between the probe-bead and the medium. It has been shown that the reorientational effects produced by the laser tweezers in LCs can be reduced by choosing a low-birefringence LC or by lowering the laser power [77] [78] [79] . An alternative approach that avoids the laser-induced LC distortions relies on magnetic particles and a magnetic field for particle manipulation [80] . These methods have allowed for accurate force measurements [78] , and determination of interparticle potentials and drag coefficients of probe particles immersed in nematic LCs [80] . These advances, when taken together with recently proposed calibration methods for accurate force measurements with optical tweezers in viscoelastic media [52, 53] , should make it possible, in principle, to perform the proposed active microrheology experiments. Moreover, the simulations results presented here can serve as "ideal experiments"-free of the distortion effects caused by the optical tweezers-against which real experiments may be compared to help identify different contributions to the measured rheological properties.
C. Bulk dynamic modulus of the LC from small-amplitude oscillatory shear simulations Small-amplitude oscillatory shear simulations were also performed to calculate the bulk properties of the Hess-Su model in the absence of a colloidal particle. Lees-Edwards boundary conditions were employed for these bulk simulations [71, 81] . Initially, before applying the shear strain, the system was equilibrated with an external aligning field to fix the director in a specific direction. Two situations were considered: (i) a director field aligned parallel to the shearing direction (xÀdirection) and (ii) a director field aligned perpendicular to the shearing direction. Once the systems were equilibrated, the shear strain was imposed with the aligning field turned on. As discussed in Sec. III, the applied strain is given by cðtÞ ¼ c 0 sin xt, where the strain amplitude c 0 was set to 0.01. This value was found to be in the linear response regime but large enough to keep a good signal-to-noise ratio in the stress signal. The imposed strain generates a velocity gradient in the simulation box given by 
where _ cðtÞ ¼ c 0 x cos xt is the strain rate. The measured shear stress has the form 
where s 0 ðxÞ is the stress amplitude and dðxÞ is the phase lag between the stress and strain signals. The dynamic modulus is found from
As mentioned above, to obtain the anisotropic dynamic modulus two sets of simulations were performed for each frequency. In one set, the director was aligned parallel to the shearing direction, and in a second set, the director was aligned perpendicular to the shearing direction. An example of the input shear strain and the output shear stress signal obtained from the simulations is shown in the Appendix. The bulk dynamic moduli obtained from the oscillatory shear flow simulations with Lees-Edwards boundary conditions are shown by circles (k) and diamonds (?) in Fig. 9(b) . The results are different from those obtained with the probe microrheology methodology. For instance, for the direction parallel to the farfield director, the zero-shear rate viscosity obtained from the effective-viscosity microrheology analysis is g eff k ' 6:2 while the bulk viscosity is g bulk k ' 3:6. On the other hand, in the direction perpendicular to the director, g eff ? % g bulk ? ' 4:6. As discussed in Sec. II, these viscosities are estimated from the terminal zone of G 00 , where g ¼ G 00 =x. There are two main reasons that may explain the observed behavior. First, in the microrheology simulations, confinement effects may play a significant role on the rheological behavior. A second possibility is that, even for an LC system where a strong aligning field (2e ff ) is applied, the specific probe-medium interactions at the surface of the particle have a significant effect on the rheological properties obtained from microrheology. In other words, the perpendicular anchoring that is enforced at the surface of the probe particle may still have an influence on the response function, even when the spatial extent of the defect structure is minimized by the strong aligning field. Figure 10 shows a comparison of the anisotropy in the loss modulus obtained from microrheology and bulk simulations. Note that in microrheology we consistently observe G 00 ? =G 00 k < 1 for perpendicular anchoring at the probe particle. On the other hand, for the bulk moduli, G 00 ? =G 00 k is larger than unity. This would indicate that even for systems with an apparent uniform nematic field, the specific orientation of the mesogens at the surface of the probe particle has a considerable influence on the dynamic modulus and anisotropy observed in microrheology measurements. Also note that the bulk dynamic moduli lie closer to the microrheology moduli obtained with the RI model. This is consistent with the Hess-Su model, in which anisotropy does not primarily arise from bending resistance of the nematic phase.
In this work, the LC model used in the simulations is not intended to represent a specific physical system. Therefore, to facilitate a more general interpretation of our findings, all results are given in dimensionless form. In experiments, the relative size between the probe bead and the mesogens will vary greatly depending on the particular system under consideration. For instance, in nematic solutions of biopolymers such as F-actin and DNA or synthetic polypeptides like poly(c-benzyl-L-glutamate), the mesogens can have average lengths of 10 lm. In microrheology experiments with optical tweezers, probe beads with radius in the order of ' 0:8 lm are used. In those cases, the probe bead is smaller than the mesogen size. On the other hand, for low molecular weight LCs such as 5CB, a typical probe bead of 0:8 lm in size would be about three orders of magnitude larger than the size of the LC molecules. Moreover, the specific values of the rotational relaxation time of the mesogens will depend strongly on the type of molecules that constitute the nematic phase. For example, for 5CB the rotational relaxation time in the nematic phase is in the order of 200 ms [82] . Nematic elasticity in this type of systems could be observed by probing frequencies in the range of 10-500 Hz. On the other hand, actin and DNA filaments in the nematic phase have relaxation times in the order of minutes [15, 17] , and viscoelasticity should be observable in the range of 10 À1 -10 4 Hz. Given the considerations regarding the relative scale between the probe and mesogen size, the simulations presented here should be closer to experiments with solutions of biopolymers or synthetic polypeptides than to experiments with low molecular weight LCs. On the other hand, the frequency range over which viscoelasticity is observed in the simulations presented here should be more reminiscent of microrheology experiments in low molecular weight LCs such as 5CB. The magnitude of the moduli obtained in experiments will also depend strongly on the specific system under consideration. For biopolymer solutions, it will be significantly influenced by filament concentration, filament semiflexibility, and the presence of solvent. The LC model used here does not account for those physics, and therefore, the magnitude and shape of the obtained moduli should not be representative of such systems. Nevertheless, the relative magnitudes of the moduli in the directions parallel and perpendicular to the far-field director reported here should provide a qualitative picture of the way in which nematic ordering affects microrheology measurements.
V. CONCLUSIONS
A theoretical formalism that relies on continuum mechanics was developed to analyze microrheology experiments in fluids that exhibit nematic order. The proposed method enables estimation of the local rheological properties of heterogeneous materials under confinement, including LCs or the cytoskeleton. The validity of the formalism was assessed by comparison to results of MD simulations of a model nematic fluid. The analysis presented here indicates that, in general, the proposed framework is able to describe all the trends observed in simulations, including the frequency dependence or the effects of anchoring on rheology. Importantly, the formalism is superior to previous analysis strategies based on constitutive equations for isotropic fluids. At a quantitative level, however, the magnitude of the moduli extracted from bulk simulations and from microrheology calculations can differ by as much as factor of two, depending on the characteristics of the probe particle. These differences could be attributed to a number of issues, including the fact that the particles considered in simulations are small (comparable to the LC molecules), the fact that microrheology probes induce defects in the LC that do not exist in their absence, the fact that microrheology simulations were performed under extreme confinement and, importantly, the fact that the LC model considered here exhibits only a weak anisotropy that is induced through an angle-dependent interaction, as opposed to a true molecular anisotropy.
While the proposed theoretical analysis technique provides a considerable improvement over existing approaches, moving forward, it will be important to pursue a case-bycase study for different models and different anchoring strengths. Two-point microrheology may also be used to sample longer length scales (distance between probe particles). However, it is known that defect structures in LCs can produce long range anisotropic effects. Therefore, the analysis of two-point microrheology in nematic fluids may also require an analysis methodology capable of accounting for the structure and dynamics of defects.
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APPENDIX: SUPPLEMENTARY MATERIAL
LC properties
Here, we describe a number of quantities used in NEMD simulations. Among these rank prominently the director field nðrÞ and the associated local nematic order parameter SðrÞ. To define both quantities, we consider the local alignment tensor [70] 
where qðrÞ is the local (number) density, d is the unit tensor, and dð…Þ is the Dirac d-function. As a real, symmetric, traceless, second-rank tensor, QðrÞ satisfies an eigenvalue equation that one can solve numerically for its three eigenvalues and eigenvectors using Jacobi's method [83] . One then defines SðrÞ as the largest eigenvalue and takes the corresponding eigenvector to benðrÞ. Sufficiently far away from the colloid,nðrÞ ¼n 0 and SðrÞ ¼ S where S is the global nematic order parameter. Both,n 0 and S can be obtained in a similar fashion by considering the nonlocal analogue of QðrÞ. However, as one moves closer to the colloid regions exist in the host phase in which LC molecules are orientationally frustrated because of a mismatch betweenn 0 and the local anchoring at the colloid's surface.
Associated withnðrÞ is a nonzero Frank free energy density which in one-constant approximation may be cast as
where K is an elastic constant. In general and under most circumstances, one would have to deal with three elastic constants related to splay, twist, and bend deformations ofnðrÞ. However, as was demonstrated elsewhere [43] , the oneconstant approximation is almost exact for the present LC model in which the molecules are nearly spherical. Under conditions employed here, K ' 1:6 is obtained by considering fluctuations of Fourier components of QðrÞ [43] . Besides maps of SðrÞ andnðrÞ, properties of the pure nematic host phase are important to characterize the physical situation at hand. An important quantity in that regard is the Debye relaxation time s r which sets the timescale on   FIG. 11 . Plot of the orientation autocorrelation function C(t) as a function of time. The dashed horizontal line corresponds to 1=e.
FIG. 12.
Comparison between the expressions for the friction coefficients in the direction parallel to the director, reported by Kneppe et al. [62] , Eq. (A5), and the expression given by G omez-Gonz alez and del Alamo [36] , Eq. (A7).
which the microrheology "experiment" can take place. If s À1 r ) x then there is no effect, if instead s
À1
r ( x then the LC molecules are too slow and cannot follow the probe bead.
In Fig. 11 , we present plots of the orientation autocorrelation function
for a state point in the isotropic and in the nematic phase where the average is performed over the N LC molecules and typically 10 3 time origins ft 0 g indicated by the subscript t 0 . In Fig. 11 , we use a logarithmic time scale to enhance the visibility of finer details of the curves shown.
At very short times t Շ 0:01; CðtÞ remains nearly constant as the molecules have basically no time to change their orientation appreciably. Note also that in the nematic phase, oscillations appear in C(t) for t < 1, these are due to the librational motion of the LC molecules. For larger times, the change in orientation in both phases becomes noticeable and CðtÞ begins to decay for both phases until it reaches a minimum. This minimum is reached at a slightly shorter time in the nematic compared with the isotropic phase. In addition, the value of CðtÞ at the minimum is larger for the nematic compared with the isotropic phase indicating that over a comparable time range molecules in the nematic phase have changed their orientation far less than those in the isotropic phase according to one's physical intuition.
As t increases further, both plots in Fig. 11 exhibit a small maximum that we ascribe to backscattering from neighboring particles. For times t larger than those at which the maxima are observed, both curves decay monotonically toward zero as they must. It is relatively easy to demonstrate that over these long times, CðtÞ exhibits a exponential decay, expðÀt=s r Þ. The rotational (Debye) relaxation time s r ' 20:0 is obtained by fitting the long-time decay of C(t) to latter expression.
FIG. 13.
Cross section along the x -z plane of the local nematic order, where the color indicates the magnitude of the order parameter, as well as the local directorn represented by the black lines. The maps are constructed while the colloid is subjected to an oscillatory motion, and therefore, the frame of reference moves with the center of the colloid. This particular example is for a particle being oscillated at a frequency of 6:3=s r with an amplitude of 1.0. (a) Perpendicular anchoring of the nematic director at the particle's surface (Saturn defect). (b) Planar anchoring of the nematic director at the particle's surface (Boojum defect).
FIG. 14.
Cross section along the x -z plane of the local nematic order, where the color indicates the magnitude of the order parameter, as well as the local directorn represented by the black lines. The maps are constructed while the colloid is subjected to an oscillatory motion, and therefore, the frame of reference moves with the center of the colloid. This particular example is for a particle being oscillated at a frequency of 75:4=s r with an amplitude of 1.0. (a) Perpendicular anchoring of the nematic director at the particle's surface (Saturn defect). (b) Planar anchoring of the nematic director at the particle's surface (Boojum defect). 
In addition to restoring the molecule's position according to the above protocol, its velocity in the x-direction is altered by subtracting from its current value an amount bz 0 i c_ cðtÞ where _ c is the shear strain rate. In simulations utilizing Lees-Edwards boundary conditions, we fixn 0 by employing the nonlocal external field introduced in Eqs. (31) and (32) .
An example of the input shear strain and the output stress signal in one of the shear simulations with Lees-Edwards boundary conditions is shown in Fig. 16 .
