This paper examines an application of the VAR-LASSO model to Russia's key macroeconomic indicators: GDP, household consumption, fixed asset investment, exports, imports, and the rouble real exchange rate, along with oil prices (as an exogenous variable). The slowdown in the Russian economy following the 2008-2009 crisis is modelled as a structural break in the unconditional mean of growth rates of the time series under examination. The model is estimated with the assumption of a common growth rate for GDP, consumption, investment, exports and imports (any discrepancies in actual growth rates are due to changing oil prices and other shocks), which provides a solid foundation for balanced medium-term forecasts using an econometric specification that factors in this constraint. The model exhibits fairly good predictive power when pseudo real-time forecasts are benchmarked against the forecast by the Ministry of Economic Development and the forecast given by the BVAR model in Pestova and Mamonov (2016b) , as well as against the best (based on the BIC criterion) VAR(1) model and the classical ARIMA model. The estimated model is used to study functions for impulse responses to oil price shocks and to build scenario-driven forecasts for 2019-2024.
Introduction
Forecasting macroeconomic indicators is the most important field in economic analysis. In-house forecasting models are employed by such regulators as the Bank june 2019 of Russia, the Ministry of Economic Development (MED), and other ministries and agencies in charge of aspects of the economy and society, in order to make monetary and fiscal policy decisions. There are also a large number of research institutions in Russia that build their own forecasting models, including the Central Economic and Mathematical Institute of the Russian Academy of Sciences, the Institute of Economic Forecasting of the Russian Academy of Sciences, the Centre for Macroeconomic Analysis and Short-term Forecasting, the Higher School of Economics, the Gaidar Institute for Economic Policy, and the New Economic School (the RenCap-NES Leading GDP Indicator). However, economic forecasting in Russia exhibits some idiosyncrasies when compared with established global practice. Turuntseva (2011) explains that there is little transparency around the methodology behind almost all Russian forecasting models. We are generally allowed to see only the results and some statistical estimators that assess the quality of the forecasts produced by the models. Turuntseva also points out that, even if a model is described in detail, questions might still arise as to its specification, making it hard to judge how good or bad a forecast is. The following forecasting models are used in Russian literature: ARIMA models (Turuntseva et al., 2018) , VAR models (Skrobotov and Turuntseva, 2015) , large-scale macroeconometric models (Mikhailenko, 2005; Drobyshevsky et al., 2005; Uzyakov et al., 2009; Ayvazyan et al., 2013) , factor models (Styrin and Potapova, 2009; Astafieva and Turuntseva, 2014; Porshakov et al., 2016) , BVAR models (Demeshev and Malakhovskaya, 2015; Deryugina and Ponomarenko, 2015; Pestova and Mamonov, 2016b) , DSGE models (Ivashchenko, 2013; Malakhovskaya, 2016; Kreptsev and Seleznev, 2016) , and MIDAS models (Mikosch and Solanko, 2019) .
In their review paper, Pestova and Mamonov (2016а) document the evolution of macroeconomic forecasting models in detail, from the very beginning (ARIMA models) to fairly advanced contemporary methods (DSGE, BVAR), and divide the models for the Russian economy into several classes: compliant vs. non-compliant with contemporary economic theory, and susceptible vs. non-susceptible to the curse of dimensionality. The curse of dimensionality refers to a situation where the number of variables in the equation to be estimated is close to or exceeds the number of observations. Since time series related to the Russian economy are quite short, 2 the curse of dimensionality in forecasting is a relevant issue. Pestova and Mamonov outline a number of methods for avoiding it. First, they suggest using dynamic factor models in which variables are split into two groups: first, the main set of variables and factors that are usually identified on the basis of principal component analysis (PCA) . The second option is Bayesian vector autoregression (BVAR), which, given certain types of prior distribution, allows a VAR model to be estimated in cases where the number of variables exceeds the number of observations. Pestova and Mamonov also mention certain hybrid approaches, in particular factor-augmented VAR models (FAVAR) and models with timevarying parameters.
There is another fundamental class of models employed to avoid the curse of dimensionality called VAR-LASSO models or, as a more general class, models with regularisation. This category is not mentioned by Pestova and Mamonov (2016а) and has generally received limited attention in domestic macroeconomic modelling. 3 However, VAR-LASSO models enable effective selection from a large set of potential explanatory variables of the most relevant regressors for minimising forecasting errors without complex sampling methods, and could a priori prove of significant practical value in forecasting Russian macroeconomic indicators.
In the classical approach, when there are a large number of regressors, parameter selection in a VAR model based on an information criterion may require an extremely large number of possible regressor screening options to be estimated and benchmarked: with n potential regressors there will be 2 n options for one equation.
Regularisation is a fairly simple exercise from the computational point of view: it seeks to minimise the error in the model's data approximation by penalising absolute values of the coefficients and effectively shrinking insignificant coefficients towards zero at each step. One possible application of the LASSO technique is to select relevant regressors, with subsequent estimation of the regressors coefficients using the classical ordinary least squares method (OLS post-LASSO), which allows less biased confidence intervals (compared with LASSO) for the indicators in question (Belloni and Chernozhukov, 2013) .
This paper seeks to put the VAR-LASSO technique to the test for the forecasting and structural analysis of Russian macroeconomic indicators. The model the paper presents includes the following novel elements: first, its specification seeks to factor in the recent slowdown of the Russian economy, which is added as a structural break in the parameter vector of the unconditional growth rate around the 2008-2009 crisis. Second, the model takes into account the domestic economy's dependence on oil prices, which are added as an exogenous variable. Third, the model includes the assumed constraint that long-run growth rates in GDP, consumption, investment, exports, and imports are equal. The actual growth rates of the variables may differ due to oil price changes or domestic shocks. In introducing the constraint, we rely on a paper by Villani (2009) , who employs a BVAR model to demonstrate the importance of background information on long-run growth in building forecasts. VAR models without constraints on the vector of constants may produce absurd long-run forecasts that do not maintain a macroeconomic balance. Fourth, nonzero lag coefficients are selected with LASSO.
The paper is organised as follows. Section 2 details the methodology behind models with regularisation and provides a specification and data description for the current model. Section 3 presents the results of the econometric estimation. Section 4 examines the model's predictive power. First, we build pseudo out-ofsample forecasts for 2015 and 2016 and benchmark them against de-facto values as well as the Ministry of Economic Development of the Russian Federation (MED) forecasts and BVAR-based forecasts generated by Pestova and Mamonov (2016b) in comparable experiments. Second, we run a number of classic tests to conduct formal statistical benchmarking in terms of forecasting accuracy with VAR(1) and ARIMA models. Third, we build a 2019-2024 forecast given several oil price scenarios, comparing our forecasts with forecasts by the MED, the International Monetary Fund (IMF), and the World Bank (WB). The conclusion outlines our key outcomes and findings.
The results demonstrate that long-run growth in macroeconomic indicators, adjusted for the effects of oil prices, stood at a quarterly level of 1.61% before the 2008 crisis and slowed to a quarterly level of 0.42% following the crisis. The oil price elasticity of GDP is 0.09, with 0.13 for consumption, 0.21 for investment, 0.4 for imports, and 0.12 for the real exchange rate. The effect of oil prices on exports in constant prices is positive in the short run but turns statistically insignificant in the long run. When compared with the MED forecast and Pestova and Mamonov's BVAR forecasts, our model worked better for one of the scenarios. In terms of RMSE values, the VAR-LASSO model proved more accurate in forecasting GDP, consumption, and investment across several forecast horizons compared with the VAR(1) model, and better than the ARIMA model across all forecast horizons. The ARIMA model does a better job at forecasting exports and the real exchange rate, while import forecast outcomes are ambiguous and depend on the forecast horizon. Tests for the equal means of the forecast errors reveal that, in terms of statistical significance, consumption forecasts under the VAR-LASSO model are better than VAR(1)-based forecasts in one of the tests and better than ARIMA-based forecasts in all the tests. The results for investment are similar. The GDP forecast under the VAR-LASSO model is not significantly different from the VAR(1)-based forecast, which might be due to the low capacity of the tests given the small size of the samples. Nevertheless, the GDP forecast under VAR-LASSO is better in statistical significance terms than the ARIMA-based forecast at a level of 10%. The LASSO regression as proposed by Tibshirani (1996) builds on Breiman's algorithm (Brieman, 1995) and adds a penalty to the least squares minimisation problem in the form of the L 1 norm of the model's coefficient vector indexed by the multiplicative factor λ with a positive value (a penalty or tuning parameter), i.e.:
The regularisation, datasets, and model design
(1)
where y t is the dependent variable, X t is a set of regressors (explanatory variables), β 0 is the model constant, and β is the coefficient vector of the regressors.
This provides a new solution to the minimisation problem for a certain set of coefficient vectors β with penalties for model coefficients in the case of extreme absolute values. The constant is not part of the set of coefficients that are penalised. Parameter λ can be selected with the help of the information criterion or crossvalidation. Cross-validation allows a set of coefficients to be selected that will provide the most accurate forecast, unlike the information criterion, which only minimises the in-sample variance of a forecasting error adjusted by the number of parameters. From the theoretical point of view, cross-validation is a more substantiated approach to selecting penalising parameters for forecasting purposes. In the case of time series, sliding window or LOO (leave one out) cross-validation can be used in view of the rigid ordering of data and impossibility of blending, contrary to the case of cross-sectional regressions. In this paper, we employ sliding window cross-validation.
Sliding window cross-validation implies a certain fixed forecast horizon for testing sample h. Subsequently, we use the training sample to estimate the model, building a forecast for h upcoming periods and calculating a metric of the forecasting error, e.g. RMSFE (root mean squared forecast error), for all possible values of parameter λ. We then repeat the procedure until we have fed the last available observation from the testing sample.
Standardisation of variables is an important procedure in estimating the LASSO regression. Since we penalise all the coefficients for their absolute values equally (by one and the same parameter λ), the penalty will depend on the variables' variance (Song and Bickel, 2011; Gefang, 2014; Nicholson et al., 2017) . Hsu et al. (2008) produced one of the pioneering papers on the topic of LASSO-assisted parameter selection for a VAR model. The authors benchmark LASSO against the classical approaches to parameter selection employed by VAR models, against the Akaike Information Criterion (AIC), and against the Schwarz Information Criterion (SIC) to conclude that VAR-LASSO is preferable to the mentioned information criteria in terms of both its forecasting capability and its computational costs. The VAR-LASSO model has also been discussed in subsequent papers by Song and Bickel (2011) , Li and Chen (2014) , Davis et al. (2016) , and Nicholson et al. (2017) . The latter provides a classification of approaches to estimating VAR-LASSO and a software package for the programming language R, which enables the model to be estimated with different penalty options for overparameterisation and cross-validation and quality tests of pseudo out-of-sample june 2019 forecasts. The use of VAR-LASSO for a large set of Russian time series (45 series with monthly frequency) is explored by Fokin (2019) .
The VAR model for t = 1 … T observations, with k endogenous variables and m exogenous variables, can be presented as follows:
(2) where y t is the vector of endogenous variables, is the vector of the constants, Φ (Ɩ) is the coefficient matrix for Ɩ-th lags of endogenous variables, x t is the vector of exogenous variables, β (j) is the coefficient matrix for j-th lags of exogenous variables, and u t is i.i.d. k-dimensional white noise with zero expectation vector and a certain covariate matrix Σ u . In general terms, the lag length for endogenous variables p and exogenous variables s may differ.
Minimisation for VAR-LASSO is as follows:
( 3) It is similar to the univariate LASSO minimisation problem, but generalised for a multivariate model. Parameter λ is equal for all equations. Nicholson et al. (2017) discuss other options for penalising the coefficients, e.g. specifications where diagonal coefficients of Φ (Ɩ) matrices are penalised less than non-diagonal ones. In this case, the equation for variable y 1t is more likely to include lags for y 1t than for others; similarly, equation y 2t is more likely to include lags for y 2t . There is also a specification that differentiates penalties for lags of different orders, as well as a number of other specifications. The present paper employs the classical LASSO penalty only.
Data description
The main objective of this paper is to build a model to forecast GDP and its main components: household consumption, investment in fixed capital, exports, and imports. On top of these parameters we use the real effective exchange rate as a measure of the competitiveness of the Russian economy, and oil prices as a key factor in the external economic environment. Table 1 provides a description of the data.
All the series are available quarterly from 1999Q1 to 2018Q4. In the case of real oil prices and the US CPI, we took monthly data and calculated average quarterly data to arrive at the real quarterly oil price. GDP, consumption, investment, export, and import series are presented in 2011 prices and are linked together from Rosstat's corresponding four series in 2003, 2008, 2011, and 2016 prices. 
Model design
Endogenous variables are as follows:
(4)
Oil prices will be regarded as an exogenous variable:
The matrix for long-term growth Μ t is defined as:
We assume that the long-run growth rate for GDP, consumption, investment, exports, and imports is the same, and that long-run growth for the real effective exchange rate equals zero, which would mean that the time series for the real exchange rate do not exhibit a long-run trend. Nevertheless, the real exchange rate is assumed to be non-stationary (the model employs the difference stationary process), and some 'trend' might manifest itself in the time series for the real exchange rate, just as in the classical random walk process. Sustainable appreciation or depreciation of the real exchange rate within a certain timeframe may be observed due to sustainable growth or decline in oil prices or due to the consecutive materialisation of positive or negative shocks from other long-run determinants of the real exchange rate, such as the productivity differential between the traded and non-traded sectors as compared with trade partners. The latter is also known as the Balassa-Samuelson effect (Balassa, 1964; Samuelson, 1964) .
We also attempt to factor in the recent slowdown of the Russian economy, which is modelled as a structural break in the parameter vector of unconditional growth rates: june 2019
The date for the structural break was selected based on the results of the econometric analysis by Polbin and Skrobotov (2016) . The sensitivity test reveals that the results remain stable in the case of minor adjustments to the date of the structural break.
The model permits any constraints to be placed on long-run growth rates. Later, we will test the hypothesis that there is a common long-run growth rate for GDP, consumption, investment, exports, and imports, i.e. that these indicators will grow at the same pace in the long run provided that oil prices remain unchanged.
We estimate the VAR model without the constant, deducting from the actual time series Y t its long-run growth rate Μ t : (7) where p Y and p X are the number of lags of endogenous and exogenous variables respectively, and Ε t is the model's random error vector.
We assume that the log of oil prices is a random walk without the constant, and that the best forecast for oil prices is their prior value (Alquist et al., 2013) . Therefore, the best forecast for oil price growth will be zero. In this case, in the scenario of constant oil prices, the long-run forecast for vector Y t is Μ t , since there is no constant in the model, and the unconditional expectation in the centred series in the righthand expression of the equation is assumed to be zero. The VAR-LASSO model is estimated by minimising the functional (10). We apply prior normalisation of the model's variables with standard errors in endogenous σ Y t and exogenous σ X t variables:
For the sake of convenience, we will use a single parameter vector ϕ:
where Ε s,t is the vector of residuals of equation s from model (10), and λ is the penalty (tuning) parameter which is responsible for the value of the penalty for extreme values of the coefficients with lags Y t and X t .
After the parameter set has been selected by estimating the VAR-LASSO model with standardised variables, we estimate the VAR model for this parameter set with OLS (OLS post-LASSO estimation).
Model estimation
3.1. Accuracy test for the impulse response function estimator based on the VAR-LASSO model Before sharing the results of our econometric estimations, we shall examine the VAR-LASSO model's applicability to structural analysis. The model proposed in the present paper links macroeconomic indicators and oil prices. Parameter estimators enable us to build functions for the impulse response of endogenous variables to oil price shocks, which is a natural element of a test of a model's dynamic properties. With the help of LASSO, the OLS technique for the selected set of parameters enables us to lower the bias of the coefficients under estimation and build a confidence interval for the parameters and the impulse response functions (Belloni and Chernozhukov, 2013) . However, the use of this procedure for the VAR model may prompt some criticism, since substantiating that the sparse VAR model describes the true process of data generation is virtually impossible (with the exception of substantiation with classical macroeconometric models that consist of simultaneous equations). VAR-LASSO can therefore be regarded only as an attempt to approximate the covariate structure to the true process using a model with few parameters. We will examine how accurate an estimation of the impulse response functions this approximation attempt can provide as part of our Monte Carlo experiments.
In conducting this exercise, we rely on Kilian (2001) . The VAR(3) model is taken as the data generation process, following which we calculate how often 68%, 80%, and 90% VAR-LASSO confidence intervals cover the assumed true impulse response to an oil price shock under the VAR(3) model. VAR (1) is a competing model that is usually selected based on the BIC information criterion for our data set and duration. We use VAR(3) pointwise OLS estimators for our data set as parameters for the VAR(3) model employed to generate pseudo samples. All the models assume a common long-run trend with a break as described in the previous section.
Taking 500 modelled normally-distributed series of errors (a VAR(3)-based estimated covariate matrix is used as a covariate matrix during simulations), we generate 500 data sets and estimate VAR-LASSO and VAR(1) models based on them. In each of the 500 Monte Carlo simulations, we build confidence intervals for impulse responses. Initially, we design a data set that is 100 points longer that the actual sample length (79 points). Subsequently, the first 100 observations are truncated to offset the effect of the initial conditions. The results of both models are presented in Figure 1 . 1 3 5 7 9 11 13 15 17 19 21 23 1 3 5 7 9 11 13 15 17 19 21 23 1 3 5 7 9 11 13 15 17 19 21 23 1 3 5 7 9 11 13 15 17 19 21 23 1 3 5 7 9 11 13 15 17 19 21 23
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Past-shock step Past-shock step Past-shock step Past-shock step According to Figure 1 , the average coverage level across the variables shrinks as the impulse horizon expands. A similar outcome for certain models is found in Kilian (2001) . This means that coverage is more often exhibited on the short-run horizon, where the frequency is close to nominal, but the frequency of the coverage of a true response on the longer horizon by the estimated confidence intervals is significantly reduced compared with the nominal frequency.
It is safe to say that the VAR-LASSO results are more stable than those achieved using the VAR(1) model. VAR(1) demonstrates substantially poorer coverage for GDP and exports responses in the medium and long run. For instance, the 68% confidence interval in the long run covers the true GDP response in fewer than 10% of cases, and the export response in fewer than 3% of cases. Nevertheless, VAR (1) does an excellent job of covering consumption and real exchange rate responses at every coverage level, with the coverage frequency close to the nominal.
VAR-LASSO covers all responses at all confidence intervals equally well and is on average better than VAR(1). For example, in the case of the 90% interval on the long-run horizon, the VAR-LASSO coverage level remains around 62% on average, compared with 54% for VAR(1).
The objective of the experiment was to demonstrate the ability of the VAR-LASSO model to estimate the impulse response of the data generation process with at least the same rate of success as the standard VAR model selected with the Schwarz criterion. The impulse response estimators prove quite accurate on the shortrun horizon and exhibit lower accuracy as the horizon expands under both models.
Estimation results
We now move on to the estimation of the VAR-LASSO model based on Russian data. The maximum lag length is one year, i.e. it equals four for endogenous and exogenous variables (the current difference of the log of oil prices is also included). Therefore, each of the six equations features kp Y + p X = 29 parameters (excluding long-run growth rates). We have a sample of 79 points, and therefore have fewer than three observations per parameter.
To calculate the value of the penalty we perform cross-validation for the last T c = 16 sample points (2015Q1-2018Q4) and calculate the total RMSFE for all the endogenous variables with the following formula:
where y j,t is the actual value of the j-th endogenous variable at time t, and ŷ j,t is the projected value of the j-th endogenous variable at time t. The results of the crossvalidation are given in Figure 2 . The optimal value of λ = 29. We estimate the model with the selected optimal value of parameter λ and re-estimate the model with OLS for a selected number of parameters. This set of parameters will later be used in estimating the model with restricted long-run growth and in testing the hypothesis that the long-run growth rates of the indicators used in the model are the same. We employ the likelihood ratio test, and shall therefore test both the general model and the reduced one. The estimated values of the coefficients are given in Table A1 in the Appendix.
On the basis of the estimated model, we can produce a matrix of long-run multipliers C of the effect of oil prices using matrix polynomials with L = 1,
Matrix C, since we have just one exogenous variable, shall consist of one raw with the long-run multiplier of the j-th variable for oil prices in the j-th position, i.e. the value where the variable impulse response to an oil price shock will be converging.
To test the hypothesis of a common long-run growth rate before and after the structural break in 2007Q3, we shall estimate the VAR-LASSO model and the VAR(1) model with and without the constraint using the likelihood ratio (LR) test. The null hypothesis can be presented as eight linear constraints:
In other words, we are testing the hypothesis H 0 that long-run growth in GDP, consumption, investment, exports, and imports was the same before and after the structural break in 2007Q3, but the hypothesis does not suggest that there was no structural break at all. An alternative hypothesis suggests that at least one of the constraints is not valid. The results of the LR test are given in Table 2 . The LR test does not rule out the null hypothesis at the 5% level for VAR-LASSO. The caveat is that the criticism of hypothesis tests for sparse VAR models explained in Section 3.1 is also valid for the LR test, so its results should be treated with caution. Table 2 gives the results of the test of the standard non-sparse VAR(1) model selected on the basis of the BIC. The p-value for the hypothesis in the VAR(1) model is 3.87%.
The sparsity pattern with OLS post-LASSO estimators of the model with a common long-run growth rate is presented in Table A1 in the Appendix. Multipliers are calculated for oil prices for the variables of interest under the model with a common long-run growth rate, and are presented in Table 3 . The 0.09 estimate for long-run oil price elasticity of GDP is similar to the 0.1 observed in domestic papers by Polbin and Skrobotov (2016) and Polbin (2017b) . Papers by Rautava (2004) , Beck et al. (2007) , and Kuboniwa (2014) produce an oil price elasticity of GDP of 0.2, which is significantly higher than our estimate. Pestova and Mamonov (2016b) also study oil price shocks, but with their specification, the GDP response approaches zero over time. Polbin (2017b) , which we mentioned earlier, also produces multipliers for consumption and investment of 0.3 and 0.25 respectively. Our multiplier estimator for investment is fairly similar, while our consumption multiplier differs by a factor of 2.3. Estimates for the longrun oil price elasticity of the real exchange rate vary considerably in the Russian economic literature. In more or less comparable samples, Bozhechkova and Trunin (2016) produce 0.17 for 1999-2014Q2, Polbin (2017а) comes up with 0.33 for 1999-2016М11, and Skrobotov and Fokin (2018) get 0.44 for 1999-2014М10. For the constructed confidence intervals, the long-run oil price elasticity of exports is statistically insignificant at the 90% level.
The estimates for the common long-run growth rate taking into account the structural break are given in Table 4 . According to the estimates in Table 4 , long-run growth for GDP, consumption, investment, exports, and imports slowed by a factor of almost four following the structural break, to the current annual rate of 1.68%. This result suggests that, without external shocks, e.g. given constant oil prices, the model would see the Russian economy grow at an annual rate of 1.68% in the long run, which is definitely not sufficient to propel Russia into the top five world economies by GDP at purchasing power parity.
Impulse responses for the model with a common long-run growth rate are given in Figure 3 . Figure 3 indicates, the short-run export response to oil prices is positive and statistically significant, while the long-run response is insignificant. It is probable that the export response approaches zero as a result of appreciation of the rouble and a subsequent decrease in the competitiveness of Russian exports. GDP, consumption, investment, and imports routinely adjust to the new long-run level, and their responses prove to be statistically significant even at the 95% level.
Finally, Figure 4 presents the actual growth rates of the indicators and the contribution of long-run growth rates and oil price changes calculated under the model. According to Figure 4 , the long-run growth rate and oil price shocks provide a fairly clear explanation of the changes in all the model's variables except for export growth, with R 2 for export growth as low as 0.05. It is worth remembering that, under the model, the response of exports to oil prices becomes insignificant as early as four quarters after the shock. Therefore, oil price changes do not provoke any substantial changes in exports. Export growth, however, is quite volatile, but the figure suggests that its substantial fluctuations are due to other shocks. For the remaining variables, R 2 takes quite satisfactory values. The GDP equation exhibits the highest R 2 . The model does a fairly good job of capturing the 2008-2009 and 2015 recessions. In the case of GDP, in-sample estimates of the economic decline are very close to the actual figures during both crises; the same applies to imports. In the case of consumption, the model forecasts a much deeper decline in 2008-2009 than the actual numbers show, while in 2015, according to the model, consumption falls by only half the actual decline. The reason for this might be the substantial fiscal stimulus applied during the 2008 -2009 crisis that supported household consumption despite a slump in output. There were no major fiscal stimulus during the latest crisis, and depreciation took a toll on the population's purchasing capacity.
In the case of investment, the model overestimates the depth of recession in 2008-2009, but not as dramatically as in the case of consumption. The 2015 downturn is fairly close to the actual figures, but projected to occur slightly earlier than it in fact did. In the case of the rouble real effective exchange rate, which was a managed nominal exchange rate arrangement before 2015, we observed quite a low level of volatility of the actual exchange rate compared with the inflation-targeting regime introduced since 2015. However, the model does not factor in the change in monetary policy, so the volatility of the in-sample forecast remains unchanged throughout the entire period. In connection with this, the chart indicates that the in-sample forecast explains a higher proportion of the variance before 2015 than it does after 2015. Also, the model presents quite an accurate forecast of the extent of the 2008-2009 rouble depreciation, but identifies its starting point slightly earlier than it in fact occurred, since the Bank of Russia was pursuing a smooth depreciation at the time.
One possible explanation for the high R 2 values in the experiment presented in Figure 4 could be a simultaneous sharp drop in endogenous macroeconomic indicators and oil prices during the 2008 crisis, which could be interpreted as an 'outlier' rather than a structural linkage. To perform a robustness test on this 'outlier', we also calculated the squared correlation between the actual growth rates of all the variables and the contribution of the long-run growth rate and oil prices in a model with a dummy variable equal to one in 2008Q3, the quarter with the greatest decline in oil prices, which produced determination coefficients with values similar to the original ones. Pestova and Mamonov (2016b) In an effort to demonstrate the predictive power of the VAR-LASSO model, we build a pseudo out-of-sample forecast of GDP growth in 2016-2017 and compare it with the forecasts by the MED and Pestova and Mamonov's BVAR model (2016b) . The last point of the training sample is 2015Q4, as in the competing models. Crossvalidation is performed for the last eight points of the sample, 2014Q1-2015Q4. Cross-validation yields the value of parameter λ = 29, which is then fed into the model for a test on the entire sample (1999Q2-2015Q4) that produces a forecast under two oil price scenarios, the baseline and the conservative. In the conservative scenario, the nominal oil price is assumed to be USD 40 per barrel for the entire period, while the baseline scenario sets the oil price at USD 50 per barrel in 2016 and USD 52 per barrel in 2017. The forecasts in the conservative scenario are presented in Figure 5 , and the forecasts in the baseline scenario are given in Figure 6 . According to the figures, the most accurate of the three scenarios would have been the conservative one if it had been produced back in 2015. The pooled error of the VAR-LASSO forecast over the two years is 0.45%. The MED forecast ranked second for accuracy with a pooled error of 1.01% over the two years, making the forecasting accuracy of the VAR-LASSO model twice that of the MED forecast. In the baseline scenario, our forecast is less accurate than the MED forecast, again by a factor of two: VAR-LASSO's error over the two years is 2.67%, compared with 1.29% for the MED over the same two-year period. june 2019
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Benchmarking GDP forecasts against projections by the MED and BVAR by
Formal statistical comparison of VAR-LASSO forecasts across all variables with the VAR(1) and ARIMA models
The present section describes our test of the hypothesis that the VAR-LASSO model is capable of delivering better forecasts than alternative models that include the baseline ARIMA model, with lags selected based on the Schwarz criterion, and the VAR(1) model. The VAR(1) model will factor in the same constraints on long-run growth as the VAR-LASSO model, enabling us to establish whether it is the parameter sparsity generated by the LASSO procedure that is responsible for the superior forecasting accuracy of our time series. In general, the VAR(1) model without constraints proves to be inferior to the model with constraints, but the big picture does not change much as far as the test results for the VAR(1) model without constraints are concerned, and for brevity's sake we will not describe it here. The hypothesis on the equal means of VAR-LASSO and other benchmarks' errors is tested with the classical F-test, the sign test, and Wilcoxon's signed-rank test (Wilcoxon, 1945) .
On the basis of the RMSE pointwise values in Table 5 , VAR-LASSO proves to be the best model at step one and two of the GDP forecast, while VAR(1) ranks first on the last two steps. A similar situation is obtained for consumption and investment: VAR-LASSO surpasses VAR(1) at the first two steps and at the first and third steps, respectively. Export and real exchange rate forecasts are more accurate under the ARIMA model. In the case of imports, accuracy varies between the models depending on the step of the forecast; VAR-LASSO proves the best when the horizon is equal to two. We build pseudo out-of-sample forecasts under the three models for the past four years (16 points) four steps ahead. Furthermore, to expand the number of 'observations' for the tests, we incorporate 54 forecast errors across different horizons under one model as a single stack without horizon differentiation.
The test results (p-value) of VAR-LASSO versus VAR(1) and ARIMA are presented in Tables 6 and 7 respectively. In terms of statistical significance, the test results demonstrate that VAR-LASSO is superior to VAR(1) forecasts in two cases only: in the case of the F-test for consumption, and in the case of the sign test for investment. VAR-LASSO is somewhat better than ARIMA. The signed-rank test and the F-test reject the equal means hypothesis for the GDP forecast errors at the 10% level. All the tests refute the equal means hypothesis for consumption at any reasonable level of significance, and the sign test refutes the null hypothesis for investment. However, none of the tests reject the null hypothesis for exports, imports, and the exchange rate.
Scenario forecasts for 2019-2024
We now move on to the forecasts for 2019-2024. Aside from the MED forecast (2018), we will also benchmark our forecasts with the IMF (2018) and WB (2018) projections to provide broader coverage of domestic and international experts' expectations for Russia's growth.
The MED has two oil scenarios in its forecast, the baseline and the conservative. Oil price changes for both scenarios are presented in Figure 7 . The IMF (2018) and the WB (2018) have a similar oil price scenario for 2019-2024. According to the IMF, the average oil price for UK Brent, Dubai Fateh, and WTI is expected to be USD 68.76 per barrel in 2019. The IMF publishes Russia's GDP growth figures to 2023, so we will use the nominal oil price of USD 68.76 per barrel for 2019-2023 for the sake of comparison. The WB projects the average prices for the same benchmark oils at USD 71 per barrel in 2019-2020.
A comparison of the GDP growth forecast with the MED forecasts is presented in Figure 8 . VAR-LASSO forecasts for GDP and other indicators are also given in the Appendix. Table A2 provides baseline forecasts, while Table A3 features conservative scenario projections. The VAR-LASSO forecast for the baseline scenario in 2019 and 2020 is lower than the long-run annual growth rate of 1.7% due to the reduction in oil prices compared to 2018. GDP growth is projected to be close to zero in 2019 if oil prices fall to USD 63 per barrel as indicated in the scenario. The MED also forecasts a relatively slow growth rate in 2019 as opposed to future periods. From 2022, the forecast will stabilise at an annual level of around 1.4%. In the conservative scenario, the VAR-LASSO model forecasts a recession in 2019 and 2020 at -0.83% and -0.83% respectively due to a strong decline in oil prices, from USD 71 in 2018 to USD 56 in 2019 and USD 42.5 in 2020. Consumption, investment, and exports in this scenario fall substantially lower than GDP, but imports also shrink drastically, which makes the GDP drop look smaller than the decrease in the other variables. By 2021, growth is projected to stabilise at a yearly average of 1.86% in the conservative scenario, i.e. growth will be even faster than in the baseline scenario. However, according to our model, given the slumps in 2019 and 2020, GDP in the fourth quarter of 2024 will be 1.5% higher in the baseline scenario than GDP in the fourth quarter of 2024 in the conservative scenario. The MED growth forecast is substantially higher than the forecast under the VAR-LASSO model. According to the MED, the Russian economy is expected to reach growth above 3% as early as 2021 amid consistently falling oil prices in the baseline scenario. In the conservative scenario, growth above 3% is expected to be achieved by 2023. The MED forecasts most likely factor in an acceleration of longrun growth as a result of structural reforms in the next two years that are expected to boost the economy by a factor of 1.5. Our specification cannot explicitly take into account the impact of any reforms, e.g. a VAT increase, the pension reform, etc., on long-run growth. However, these effects can be incorporated implicitly with the long-run growth parameter μ t provided that there is a quantitative estimate of the effect from a particular reform. We can assume that long-run growth will reach 2%, not 1.7%, and that the additional 0.3% will come from an earlier reform. Figure 9 presents forecasts by the VAR-LASSO model under the IMF and WB scenarios and the international institutions' own forecasts (2019-2023 for the IMF and 2019-2020 for the WB).
For 2019, there is a clear difference -of more than 1% -between our forecast and the IMF projections, while the gap between our forecast and the WB forecast is 0.6%. For 2020, the forecast by the VAR-LASSO model and the IMF and WB forecasts are very close, at 1.63-1.69% versus 1.8%. The VAR-LASSO forecast subsequently stabilises at the level of the long-run growth rate in 2021-2023, while the IMF forecast figures get lower every year, from 1.6% in 2021 down to 1.2% in 2023. The IMF's conclusion is that, given constant oil prices, the Russian economy's long-run growth will decline. Forecasts for GDP and other indicators in 2019-2024 in the IMF and WB scenarios are presented in Tables A4 and A5 of the Appendix respectively.
The IMF and MED forecasts for 2021-2024 exhibit different trends, with the IMF forecast being pessimistic compared with the VAR-LASSO forecast and the MED being optimistic, despite its prediction of much lower oil prices. Thus, the VAR-LASSO model's forecast proves to be closer to projections by international financial institutions than to the MED projection.
Conclusion june 2019
This paper has presented a VAR-LASSO model to forecast growth in GDP, household consumption, fixed asset investment, exports, imports, and the real effective exchange rate amid the Russian economy's slowdown following the 2008 crisis. The model is built on the assumption that GDP and its components had a common long-run growth rate both before the structural break and after it. Under the model, the Russian economy is expected to exhibit an annual long-run growth rate of 1.68%. The quality of the VAR-LASSO forecasts was tested in a pseudo outof-sample benchmarking experiment against the MED forecast and the forecast by Pestova and Mamonov's BVAR model (2016b) for 2016 and 2017 in two MED scenarios. The model yielded the best result for the conservative scenario and ranked second for the baseline scenario. The pseudo out-of-sample forecasting experiments also demonstrated that, for some variables, the VAR-LASSO model provides more accurate forecasts in statistical significance terms than ARIMA and VAR(1). However, the statistically significant improvement in the forecast does not apply to all the variables, which may be due both to the equivalent predictive capability of the alternative models and to the low power of the corresponding tests for short samples.
The paper has also provided a growth forecast for GDP and its components in 2019-2024 for the MED baseline and conservative oil price scenarios, as well as for the IMF and WB oil price scenarios. The VAR-LASSO model produces a neutral forecast compared with the benchmarks. In the long run, it is not as optimistic as the MED forecast (above 3% from 2021 amid falling oil prices) and not as pessimistic as the IMF forecast (1.2-1.3% in 2022-2023 given constant oil prices). june 2019 APPENDIX Table A1 . Sparse pattern of the VAR-LASSO model with a common long-run growth rate and a structural break 
