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Abstract
We recently presented ReTiSAR, a framework for bin-
aural rendering of spherical microphone array signals in
real-time. The array signals and the employed head-re-
lated transfer functions are convolved in the spherical
harmonics domain to compute the resulting ear signals
and virtually place a listener into the captured sound
field. In this contribution, we present the latest additions
to the Python software package. These comprise, among
others, an interface to the Spatially Oriented Format for
Acoustics (SOFA), the ability of switching the spheri-
cal harmonics rendering order during runtime as well as
performance optimizations enabling real-time rendering
up to 12th order. Furthermore, we integrated enhance-
ments recently proposed in the literature for the upper
frequency range where spatial undersampling occurs.
Introduction
Spherical microphone arrays (SMAs) are an established
tool for the accurate capture and reproduction of spa-
tial sound fields. The array signals can be auralized over
headphones for a single listener by means of a process-
ing pipeline, such as the recently presented Real-Time
Spherical Array Renderer (ReTiSAR) [7]. With the code
publicly available1, we refined all stages of the Python
implementation by further developing the rendering, per-
formance, and convenience functionality.
ReTiSAR enables the capture of signals from a physi-
cal SMA, allowing for a live-rendition of the surround-
ing space with minimal delay. Furthermore, the pipeline
can auralize measured high-resolution data sets of array
room impulse responses (ARIRs) (e.g. [14]) with arbi-
trary source material in real-time. The renderer was also
utilized in a number of publications, investigating the
propagation of microphone self-noise to the ear signals
for different spherical sampling grids, rendering configu-
rations and non-uniform noise contributions [5, 6].
Rendering Method
An incoming sound field can be captured with a SMA
by sampling it at discrete sensor positions on the sur-
face of a sphere. ReTiSAR realizes the binaural render-
ing entirely in the spherical harmonics (SH) domain [1],
contrary to the otherwise popular virtual loudspeaker ap-
proach [3]. Fig. 1 visualizes a generalized signal flow of
the SH rendering pipeline from SMA to the ear signals.
1https://github.com/AppliedAcousticsChalmers/ReTiSAR











whereby S̊−mn (ω) denote the captured microphone signals
transformed into the spherical harmonics (SH) domain
by means of plane wave decomposition [12]. Depending
on the configuration, ReTiSAR can realize this expan-
sion into SH coefficients by means of discretization of
the transformation integral, which requires knowledge of
the quadrature weights, or by a (weighted) least-squares
matrix inversion [13].
A similar transformation is applied to a set of head-re-
lated impulse responses (HRIRs) to compute H̊mn (ω).
Such data sets contain generic artificial or individual
head models, in the following being virtually exposed to
the captured sound field.
Also involved in the rendering process is a set of modal
radial filters (MRF) dn(ω) that compensate for the spa-
tial extent and properties of the specific SMA scattering
body. The filters exhibit therefore properties that are
dependent on the array radius and the SH processing
order. Theoretically, these filters exhibit very large am-
plification gains at low and high frequencies, which we
restrict by means of a soft-clipping approach [4, 3].
In an ideal case, the output of the binaural rendering
pipeline would be identical to a listener’s ear signals be-
ing virtually located in the sound field at the position of
the SMA. The rendering accounts for the instantaneous
head orientation in the SH domain by rotating the HRIRs
relative to the sound field. ReTiSAR is currently limited
to head rotations around the vertical axis as represented
by an angle α in the factor e−jmα in Eq. 1.
All static parts of the processing are pre-computed during
initialization of the pipeline in order to optimize the ren-
dering performance [7]. As shown by B̊mn (ω) in Eq. 1 and
highlighted grey in Fig. 1, the static components com-
prise the modal radial filters as well as the transformed
head model. Also included are any potentially applied
mitigation techniques for errors due to a deviation from





















Figure 1: Signal flow graph with pre-computed components during startup (grey); F : Fourier transform, SF : Spherical Fourier
transform, MRF: modal radial filters, SHT: Spherical Harmonics Tapering, SHF: Spherical Head Filter.
Latest Developments
Rendering Enhancements
The (binaural) rendering of SMAs by the means of
SH expansion faces some inherent limitations due to
the effects of spatial aliasing and SH order truncation.
Different strategies have been proposed in the litera-
ture to mitigate the perceptual consequences. A di-
verse set of methods was compared in terms of their
perceptual effectiveness recently [10]. The following
two approaches have been implemented as part of the
sound field analysis-py2 toolbox [8], which makes
them available in ReTiSAR.
The rendering of decomposed SMA signals with limited
SH order leads to the truncation of higher modes in an
HRIR data set with high spatial resolution that could
otherwise be encoded at higher order. Based on assump-
tions of a diffuse sound field around a spherical scattering
body, the Spherical Head Filter (SHF) [2] was proposed.
The determined filter compensates for the overall loss of
high frequency content in the ear signals as a function
of the employed SH rendering order. Since the filter is
a global equalization independent of the listener’s head
orientation, it may be applied at any rendering stage.
Another mitigation of SH order truncation was proposed
in the form of Spherical Harmonics Tapering (SHT) [9].
The approach employs a modal tapering window depend-
ing on the employed rendering order. This leads to a
reduction of variations in spatial or coloration proper-
ties in the rendered signals during head rotations. Since
the tapering window introduces an additional loss of high
frequency content, the method can be applied in combi-
nation with the previously introduced SHF (slightly ad-
justed in terms of cut-on frequency).
The aforementioned rendering improvements were incor-
porated into the ReTiSAR signal flow at the points de-
noted SHF and SHT in Fig. 1. Note that HRIR, SHF
and MRF constitute filters, while SHT is a frequency in-
dependent weighting factor. As indicated in Fig. 1, all
static elements are combined after decomposition of the
HRIR data set i.e., by element wise multiplication of the
complex one-sided spectra in the SH domain. As this is
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Figure 2: Automatically assigned FIR-filter taps for exem-
plary rendering configurations at two different block lengths.
it requires a sufficiently long buffer to prevent time alias-
ing. However, since we operate at a designated block
length in real-time rendering, we have to make sure that
the combination of all elements is confined to the buffer
length. This requires assigning of the available FIR coef-
ficients to each of the components HRIR, SHF and MRF.
We implemented a basic automatic distribution strategy
by means of predefined minimum and maximum limits
for the respective parts. Hereby, the filter lengths depend
on the chosen rendering configuration i.e., the employed
HRIR set, rendering order and SH truncation mitigation.
Two exemplary configurations are shown in Fig. 2.
ReTiSAR uses the JACK Audio Connection Kit (JACK)
to act as an interface to the audio hardware and for the
internal routing between different rendering stages. We
extended the capabilities of the noise-generating JACK
client in order to realize arbitrary output volumes for
each individual channel. This will be utilized to emulate
specific distributions of inter-channel differences in SMA
noise (e.g. data on our Eigenmike [5]). Also the specific
average coloration of the observed self-noise [5] can be
replicated in the noise generator by means of an IIR-filter.
Performance Optimizations
In the utilized Python libraries the default word length
to store an audio sample i.e., a floating-point number, is
64 bit (double precision). Twice the amount of data will
be used for the respective complex frequency domain rep-
resentation (the processing eventually employs one-sided
spectra, due to the purely real input signals). Restricting
the sample data word length to 32 bit (single precision),
necessarily leads to a loss in numerical precision and can
accumulate arithmetical errors due to rounding. On the
other hand, the computational effort to perform single
precision arithmetic operations is effectively halved.
We adapted every rendering component to operate at
single precision on request. This is done by enforcing
the respective data type when samples are gathered into
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Numpy arrays. Upstream, we made sure that the individ-
ually optimized pyFFTW Fourier transforms operate un-
der equal constraints. A restriction to single precision
yielded a performance improvement of a factor of 1.5
to 1.8 (as reported by the JACK system load) for config-
urations close to the performance limits of the employed
computer. A repetition of the instrumental validation
of the initial ReTiSAR contribution [7] yielded virtually
identical results for either word length. Furthermore, we
could not detect any audible differences.
That being said, the JACK infrastructure strictly limits
audio time domain streams to single precision i.e., inter-
mediate connections between different rendering stages
(e.g. ARIR and main binaural renderer) and interaction
with the audio interface (e.g. captured microphone and
deployed ear signals). It is noteworthy nevertheless that
an intermediate utilization of double precision accuracy
in the SH rendering stage yields no observable benefit for
the observed SMA binaural reproduction configurations.
When rendering ARIRs instead of streamed SMA signals,
we enabled the option to truncate the impulse responses
as a straightforward method of reducing the processing
cost if required. ReTiSAR allows to specify a relative cut-
off level where all channels decayed by the desired amount
below the ARIR’s global peak value. Computational sav-
ings during the partitioned overlap-save convolution for
the ARIR rendering are only meaningful in the case that
entire blocks can be cut from the calculation. The deter-
mined truncation length will be rounded up to an integer
multiple of the processing block length consequently.
As an example, the ARIRs of the LBS room in the
Cologne data set [14] (reverberation time around 1.8 s)
exhibit a length of 33×4096 samples. With an intro-
duced cutoff level of −60 dB the IRs will be truncated
to 11×4096 samples, resulting in a reduction of a factor
of 3. The JACK system load reports a decrease by a
factor of 2.3. Such direct relation between the number of
discarded blocks and the reduced JACK system load was
also found for other configurations, employing diverse
room ARIRs, SMA grids and rendering block lengths.
Convenience Functions
The Spatially Oriented Format for Acoustics (SOFA) [11]
was developed specifically for the purpose of stor-
ing spatial impulse response data. We utilize the
pysofaconventions3 package in order to load HRIR and
ARIR data sets of the respective SimpleFreeFieldHRIR
and SingleRoomDRIR conventions. Unfortunately, the
conventions do not provide a standardized attribute to
store individual quadrature weights for the employed
spherical sampling grid. The decomposition of SOFA
data sets into SH coefficients will therefore always ap-
ply the (weighted) least-squares matrix inversion [13].
ReTiSAR supports a wide variety of rendering modes like
the auralization of streamed SMA signals (live-captured
or from a storage medium) on the one hand, and mea-
sured ARIR data sets on the other hand. However, the
3https://github.com/andresperezlopez/pysofaconventions
open-source publication of the code cannot be accompa-
nied by all the required data sets. We therefore imple-
mented a basic infrastructure for dynamically download-
ing the required files after the renderer has been deployed
by the user. Currently, the automatic acquisition is real-
ized in case the data is directly accessible via a provided
source URL. The functionality can be easily extended
in the future to allow for the unpacking of archives or
individual file operations.
The SMA sampling grid (number and distribution of
channels) determines the maximum SH order of the
sound field that can be extracted stably. We imple-
mented an interface to manually modify the order in the
binaural rendering stage during it’s runtime. In order to
keep the implementation and re-initialization effort dur-
ing the switching low, the incoming sound field is always
decomposed at the initial (maximum) SH order with the
non-utilized upper SH modes being discarded. On the
other hand, all pre-computed static parts of the running
pipeline need to be recreated when switching (cf. Eq. 1
and Fig. 1). All rendering is temporarily paused during
the update, which takes a few seconds at maximum.
Furthermore, we implemented an adjustable input delay
for the purpose of synchronizing live-captured SMA sig-
nals with other simultaneously presented media content
like audio or video feeds. A circular delay matrix is added
to the input stage of the main binaural renderer in order
not to introduce any head-tracking latency.
Conclusions
We extended the capabilities of our Python implementa-
tion of a real-time binaural rendering pipeline of spherical
microphone array signals. ReTiSAR can now restrict all
arithmetic operations to single precision yielding consid-
erable performance improvements. The current version
is able to render array room impulse response data sets
of up to 12th spherical harmonics order on a standard
laptop. We implemented a room impulse response trun-
cation as a useful option when rendering array based im-
pulse responses is performed and limited computational
resources are at hand.
We made the Spherical Head Filter and Spherical Har-
monics Tapering available to the user, as mitigation
strategies for limitations due to spatial undersampling.
During pre-computation of the static components, the
available filters taps are distributed automatically, based
on the chosen rendering block size (cf. Fig. 1 and Fig. 2).
ReTiSAR is now able to load ARIR and HRIR data sets
in the prevalent Spatially Oriented Format for Acoustics.
The code publication contains detailed instructions for a
wide variety of exemplary rendering configurations, while
further contributions are very welcome. A selection of
compatible data sets are downloaded automatically by
ReTiSAR from their original URLs when invoking the
example configurations that we provide.
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