Abstract-The well-studied Vámos matroid has provided a wealth of interesting theoretical results in matroid theory. We use the Vámos matroid to construct a new network, which we call the Vámos network. We then exploit the Vámos network to answer in the negative the open question as to whether Shannon-type information inequalities are in general sufficient for computing network coding capacities. To accomplish this, we first determine the smallest coding capacity upper bound that can be obtained for the Vámos network using only Shannon-type information inequalities. Then, we prove that a smaller capacity upper bound for the Vámos network can be obtained by using a non-Shannontype information inequality discovered in 1998 by Zhang and Yeung. This is the first published application of a non-Shannon-type inequality to network coding. Finally, we demonstrate that one can compute the exact routing capacity and linear coding capacity of the Vámos network.
I. INTRODUCTION
In this paper, unless stated otherwise, a network is a directed acyclic multigraph, some of whose nodes are information sources or receivers (e.g. see [18] ). Associated with the sources are messages that they generate, which are assumed to be vectors of arbitrary elements of a fixed finite alphabet of size at least ¡ . At any node in the network, each out-edge carries a vector of ¢ alphabet symbols which is a function (called an edge function) of the vectors of symbols carried on the in-edges to the node, and/or a function of the node's message vectors if it is a source. Associated with each receiver are demands, which are a subset of all the messages of all the sources. Each receiver has decoding functions which map the receiver's inputs to vectors of symbols in an attempt to produce the messages demanded at the receiver. The goal is for each receiver to deduce its demanded messages from its in-edges and sources by having information 
If consists of all network codes, then we simply refer to the above quantity as the coding capacity of the network with respect to . If the class of network codes consists of all routing codes or all linear codes, then the coding capacity is referred to as the routing capacity or linear coding capacity, respectively. The coding capacity of a given network is said to be achievable if there is some fractional £ ¥ ¤ ¢ § ¦ solution for the network for which © ¢ equals the capacity. Ahlswede, Cai, Li, and Yeung [1] showed that for a general network the linear coding capacity can be larger than the routing capacity. Li, Yeung, and Cai [11] showed in the special case of a multicast network (i.e. a network with a single source and each receiver demanding all messages), the coding capacity and the linear coding capacity are equal. It was shown in [3] that for all networks the coding capacity is independent of the alphabet size. Clearly the routing capacity is also independent of the alphabet size. However, it was shown in [4] that the linear coding capacity of a network can depend on the alphabet size and the largest linear coding capacity of a network over any finite field alphabet can be smaller than the network's coding capacity. It was also shown in [3] that the routing capacity is always rational, achievable, and computable by an algorithm.
For an undirected network (i.e. using undirected edges for information flow), the coding capacity can be larger than the routing capacity. However, for undirected networks where each message is demanded by exactly one receiver (called "multiple unicast"), it is presently unknown whether the coding capacity can be larger than the routing capacity. Li and Li [10] and Harvey, Kleinberg, and Rasala Lehman [6] have conjectured that the two capacities must always be equal for multiple unicast undirected networks. This conjecture remains an open question, although it was shown to be true for certain special undirected bipartite networks by Rasala Lehman [9] .
Although the routing capacity of an arbitrary network is always computable, there is no known computationally efficient algorithm for such a task. Unfortunately, it is not even presently known whether or not there exist algorithms that can compute the coding capacity or the linear coding capacity of an arbitrary network. In fact, computing the exact coding capacity or linear coding capacity of even relatively simple networks can be a seemingly non-trivial task. At present, very few exact coding capacities have been rigorously derived in the literature. It is also known that a arbitrary network need not even be able to achieve its coding capacity [5] .
As an alternative to determining exact coding capacities, it can be useful to determine bounds on the coding capacity and linear coding capacity of a network. One approach to obtaining capacity bounds (and possibly exact capacities) is to use information theoretic entropy arguments. The basic idea is to assume a network's source messages are i.i.d. uniform random variables on some finite alphabet and then to use standard information theory identities and inequalities to derive bounds on the largest possible ratio of the message dimension to the edge capacity.
However, it has been an open question whether standard Shannon-type information theoretic identities and inequalities are sufficient for computing the exact coding capacity or linear coding capacity of an arbitrary network, or whether they are sufficient for obtaining the best possible capacity bounds. We answer these open questions in the negative.
Specifically, we construct a network, which we call the Vámos network, and demonstrate that no collection of Shannon-type information inequalities can produce an upper bound on the coding capacity which is as small as an upper bound obtainable using a certain non-Shannontype information inequality. To prove this result, we first show that Shannon-type information inequalities can only produce a coding capacity upper bound as low as (Theorem VII.1), and then show that a non-Shannontype information inequality argument can produce a coding capacity upper bound of
Additionally, for the Vámos network, we compute the exact routing capacity (Theorem VII.4) and the the exact linear coding capacity over every finite field (Theorem VII.5). To establish these results we demonstrate a close relationship between the Vámos network and the well-known Vámos matroid. Most proofs are omitted here due to space limitations.
II. NETWORK FUNDAMENTALS
We will assume throughout that there is at least one directed path from each source node to every receiver that demands a message generated by the source node.
Suppose a network 
We call (N1)-(N3) the network entropy conditions.
III. MATROID FUNDAMENTALS
For a detailed background in matroid theory, the reader is referred to reference [15] .
A matroid ,then A maximal independent set of a matroid is called a base of the matroid. It can be shown that all bases are equinumerous.
There are many equivalent definitions of a matroid. One such alternate definition, which is particularly useful for us, uses the notion of a rank function. Let
, and let 
Lemma III.2. [15, p. 23] Let
@ be a set and let 
. We have devised a method (omitted here to conserve space, but to be presented at the workshop) that can be useful for constructing an 9 -network from a matroid
9
. Such constructions allow us to transfer various interesting properties of matroids to networks. As matroid theory is a field rich in important results, the goal in constructing matroidal networks is to obtain some analogues for networks.
IV-A. The Vámos Matroid and Network
The Vámos matroid is an We call the network shown in Figure 2 
the mutual information between random variables
and the conditional mutual information between random variables . Since all conditional entropies and all conditional mutual informations can be written in terms of only joint entropies, any linear inequality involving conditional entropies and conditional mutual informations is an information inequality.
The information inequalities in (2)-(6) were originally given in 1948 by Shannon [17] (they follow from the convexity of the logarithm function) and can all be obtained as special cases of the inequality [18] 
A Shannon-type information inequality is any information inequality that is (or can be rearranged to be) of the form (where each C¨ i s a nonnegative real number):
Virtually every known result in information theory that makes use of an information inequality only makes use of Shannon-type information inequalities. Information inequalities provide a powerful tool for analyzing the capacity and solvability of networks. In particular, one can derive capacity bounds for a network by assuming its sources are random variables and using the fact that network nodes obey the entropy conditions given in Lemma II. We note that Lemma V.1 can readily be generalized to the case where all paths in a network from some particular message go through one specific ("bottleneck") edge.
Any information inequality that cannot be derived from (7) will be called a non-Shannon-type information inequality. It is known [18, p. 308 ] that all information inequalities containing three or fewer random variables are Shannon-type inequalities. The first known nonShannon-type information inequality was published in 1998 by Zhang and Yeung and is stated in the following lemma. To date, it is the only published unconstrained non-Shannon-type information inequality for four random variables. In what follows, we will exploit Lemma V.2 to obtain an upper bound on the coding capacity of the Vámos network and we will then show that this bound is strictly tighter than any such bound obtainable using only Shannon- 
VII. BOUNDS ON CODING CAPACITY OF THE VÁMOS NETWORK
In general, the routing capacity of an arbitrary network can in principle be determined using a linear programming approach [3] , although the computational complexity can be prohibitive for even relatively small networks. It is thus generally non-trivial to efficiently determine the routing capacity. In addition, there are presently no known techniques for computing the coding capacity or the linear coding capacity of an arbitrary network. 1 In fact, the linear coding capacity of a network depends, in general, on the finite field alphabet used [4] , whereas the routing capacity and coding capacity do not depend on the alphabet size [3] . However, somewhat surprisingly, the exact routing capacity and linear coding capacity of the Vámos network can be computed, and the linear coding capacity of the Vámos network turns out to be independent of the finite field alphabet.
In what follows, we first determine the best possible upper bound on the coding capacity of the Vámos network, under the restriction that we only use Shannontype information inequalities. Then we show that the upper bound on the coding capacity of the Vámos network can be improved if we allow the use of non-Shannontype information inequalities. Specifically, we exploit the Zhang-Yeung non-Shannon-type information inequality given in Lemma V.2 and obtain a smaller upper bound on the coding capacity of the Vámos network than is obtainable using Shannon-type information inequalities. To the best of our knowledge, this is the first published application of a non-Shannon-type information inequality to network coding. Finally, we compute the exact routing capacity and the exact linear coding capacity of the Vámos network. which demands message X , the capacity can no be greater than (by Lemma V.1). The following theorem demonstrates that nonShannon-type information inequalities can give tighter upper bounds on a network's capacity than can only Shannon-type information inequalities. In particular, Shannon-type information inequalities do not by themselves guarantee that the Vámos network is unsolvable, whereas adding one non-Shannon inequality indeed confirms the unsolvability of the network (since the coding capacity is strictly smaller than 1 An exception is for multicast networks, where it is known that the coding capacity equals the linear coding capacity and is computable [11] . 
