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Efficient communication between qubits relies on robust networks which allow for fast and co-
herent transfer of quantum information. It seems natural to harvest the remarkable properties of
systems characterized by topological invariants to perform this task. Here we show that a linear
network of coupled bosonic degrees of freedom, characterized by topological bands, can be employed
for the efficient exchange of quantum information over large distances. Important features of our
setup are that it is robust against quenched disorder, all relevant operations can be performed by
global variations of parameters, and the time required for communication between distant qubits
approaches linear scaling with their distance. We demonstrate that our concept can be extended to
an ensemble of qubits embedded in a two-dimensional network to allow for communication between
all of them.
INTRODUCTION
Systems characterized by topological invariants are
well known to exhibit unique properties with potential
applications in quantum information processing and engi-
neering [1]. Ever since the first experimental observation
of the integer quantum hall effect [2–4], many other con-
densed matter systems have been identified and experi-
mentally characterized, such as fractional quantum Hall
fluids [5–7] and topological insulators and superconduc-
tors [8–16]. The latter belong to a particularly well un-
derstood family of topological systems described by non-
interacting fermions, where topological invariants can be
defined on classes of random matrices [17–20]. This con-
cept can be straightforwardly generalized to bosonic se-
tups as well as classical systems [21–23], where the topo-
logical features still give rise to intriguing properties such
as localized and chiral edge modes. Here we are inter-
ested in such systems: We demonstrate that their topo-
logical properties can be harvested for robust and efficient
transfer of quantum information over large distances.
Several different platforms for the realization of topo-
logical systems of artificial matter with bosonic degrees
of freedom are currently explored: The construction
of topological band structures and the observation of
edge states has been achieved with photonic circuits
in the optical [21, 24, 25] and the radio-frequency [26]
regime, as well as with classical coupled harmonic oscil-
lators [22, 23, 27], and with cold atomic gases [28–34].
These experimental advances have been prepared and
are supported by many theoretical proposals, e.g. [35–
45]. Several of the above platforms are suitable to carry
a single quantized excitation with low losses and dissi-
pation along protected edge channels which opens the
opportunity to harvest topological phenomena for guid-
ing and transmitting quantum information reliably. First
approaches in this direction have been proposed [46, 47]
and primarily focus on the transmission of excitations
along protected edge modes on the boundary of a two-
dimensional, topologically non-trivial medium.
Here we show that a linear network of coupled bosonic
degrees of freedom, characterized by topological bands,
can be employed for the highly efficient exchange of quan-
tum information over large distances. We demonstrate
the superiority of this setup over its topologically triv-
ial counterparts and exemplify its application with the
implementation of a robust quantum phase gate. Our
proposal is based on a (quasi) one-dimensional setup,
characterized by a Z topological index [48], and derived
from paradigmatic systems such as Kitaev’s Majorana
chain [49] and the Su-Schrieffer-Heeger (SSH) model [50].
It features symmetry protected, localized edge modes,
the extend and overlap of which can be tuned via cou-
pling parameters to facilitate controllable communication
between them. Important features of our setup are that
relevant operations can be performed by global variations
of parameters, its robustness with respect to the pulse
shapes used for the transfer protocol, and that the time
for the transfer scales favourably with the separation of
the qubits. This high gain in performance is bought by
more complex preparation schemes as the coupling pa-
rameters have to respect symmetries protecting the topo-
logical invariants [21, 22, 26, 27]. Finally, we demon-
strate that our concept can be extended to an ensemble
of qubits embedded in a two-dimensional network of local
bosonic degrees of freedom to allow for communication
between all of them.
We consider macroscopically separated qubits that are
coupled by a linear quantum network, see Fig. 1 (a) for
an example. The quantum network itself is constructed
from bosonic degrees of freedom with only local couplings
between them, and generically described by the Hamil-
tonian
Hˆn =
∑
i,j
b†i Hij bj . (1)
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Figure 1. Topological quantum networks. (a) One-dimensional chain of bosonic modes bi with globally tunable onsite couplings
w¯(t) (orange); derived from the SSH chain. It features a topological band structure with localized edge modes (in the topological
phase) which can be coupled to local qubits T and C. (b) The local qubits are realized as three-level systems with logical
states |0〉p, |1〉p and the auxiliary state |a〉p. The state |a〉C (|1〉T) can decay into |1〉C (|a〉T) via an off-resonant transition and
thereby emits an excitation into the localized edge mode b˜C (b˜T). Tunnelling excitations between the two edges is facilitated
by tuning the chain close to the phase transition via w¯(t) and adiabatically decoupling bulk from edge modes. (c) Possible
2D generalization of the network on a dimerized honeycomb lattice. Scattering-free transport is guaranteed by topological
protection which requires a sublattice symmetry. The latter is realized by directly coupling only “even” (filled circles) with
“odd” modes (filled squares). State transfer between qubits (empty circles) of different (the same) type is possible (impossible),
illustrated by the bold yellow (grey) path. Stray couplings in the bulk (shown for the upper path) are not detrimental to the
transfer fidelity. (d) Instead of locating the edge modes (filled coloured circles and squares) with their qubits at the boundary,
emanating SSH chains can be used to separate the qubits from each other and the 2D bulk. There is no need to trace out a
specific path as in (c), but a weak addressability of the individual chains is sufficient whereas the couplings of the bulk can be
tuned globally. Details are given at the end of the manuscript.
Here, b†i (bi) are bosonic creation (annihilation) operators
accounting for the mode at site i with Hij the coupling
amplitudes. The network is designed such (see below)
that at the end p of each branch, a localized bosonic edge
mode b˜p emerges with a controllable coupling between
this mode and a local qubit. The conceptually simplest
setup to envisage is an optical network coupled to a single
atom with the level structure shown in Fig. 1 (b). There
the coupling Hamiltonian for the target qubit T takes the
form (within the rotating wave approximation)
HˆT(t) = gT(t)
[
b˜†T |a〉〈1|T + b˜T |1〉〈a|T
]
. (2)
The coupling gT(t) is controlled by external laser fields
and allows for the application of pi-pulses between the
qubit state |1〉
T
and the edge mode b˜T, i.e., the emission
of a photon into the edge mode b˜T from state |1〉T is
accompanied by a transition into the auxiliary state |a〉
T
;
in the following, we denote such a pi-pulse at edge p by
the unitary operation Πp. Note that the Hamiltonian
HˆC(t) for the control qubit C is similar, with the role of
|1〉
C
and |a〉
C
exchanged.
Several fundamental quantum information processing
tasks between the qubits reduce to the transfer of edge
excitations within the linear network; we denote the cor-
responding unitary operation that describes the transfer
of excitations between edges p and q as Tp↔q. As an
example, the protocol for a controlled phase (CP) gate
between a control qubit at position C and a target qubit
at position T reads
UCP = ΠT ◦ TC↔T ◦Π2C ◦ TC↔T ◦ΠT . (3)
Another example, the transport of a control qubit to a
target position, is simply described by the protocol
USWAP = AC ◦ΠT ◦ΠC ◦ TC↔T ◦ΠC ◦ΠT ◦ AC . (4)
Here, Ap denotes the exchange of the two states |1〉p and
|a〉p. Note that this operation even performs the full
exchange of the two qubits due to the linearity of the
network; a detailed discussion of these operations can be
found at the end of the manuscript.
Motivated by these observations, we are in the follow-
ing interested in the efficient transfer (TC↔T) of edge ex-
citations within the linear network. The basic idea is
most conveniently illustrated for two qubits coupled by a
one-dimensional network as illustrated in Fig. 1 (a): The
structure of the network gives rise to topological bands
with a gapped dispersion relation and entails the exis-
tence of degenerate and localized edge modes within the
bulk gap. As the existence of edge modes is topologically
protected, it is robust against disorder. In a finite sys-
tem, the degeneracy of the topological edge states is only
lifted exponentially in the edge separation. However,
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Figure 2. Setups. Possible setups for state transfer via global control parameters. The left panel depicts networks with
topological bands. The models in the right panel are used for comparison and feature only trivial bands. Each model consists
of locally coupled bosonic modes with qubits coupled to the edge modes b˜C and b˜T. (a) The SSH chain inspired setup described
by HˆbSSH(t); globally tunable are only the onsite couplings w¯(t). (b) Network inspired by the Majorana chain (unitarily
equivalent to the SSH setup) and described by HˆbMC(t); the homogeneous eigenfrequency differences δω¯(t) ≡ ω¯−(t) − ω¯+(t)
are tunable. For details we refer the reader to Supplementary Information Section I. (c) Model with two artificial edge modes
separated by a simple tunnelling barrier of tunable eigenfrequencies ωbarrier(t); described by the Hamiltonian HˆbB(t). (d) The
simplest model, based on free propagation of excitations and described by HˆbP(t); all couplings t¯(t) are tuned simultaneously.
globally tuning the quantum network closer to the topo-
logical phase transition into the trivial phase increases
overlap and finite size splitting of the edge states, and
eventually allows for a pi-pulse TC↔T between the two
edges. This simple idea is the core of our protocol; com-
pared to topologically trivial systems, it features several
superior properties regarding the speed of state transfer
and its robustness against disorder, as well as the absence
of individual addressing of each part of the network.
Finally, we would like to stress that our scheme is
generic and one can envisage various experimental plat-
forms for its implementation. In addition to the discussed
optical network [21], alternative setups are coupled op-
tical cavities and circuit QED systems [51, 52] as well
as trapped polar molecules or Rydberg atoms with a
coupling mediated by dipolar exchange interactions [45],
while the local qubits can be artificial atoms [53], NV
centers in diamond [54], or trapped ions [55].
RESULTS
Topological network
We start with a description of the requirements on the
quantum network Hˆn to exhibit topologically protected
edge modes in a one-dimensional chain with two edges, as
illustrated in Fig. 1 (a); the generalization to 2D networks
is discussed at the end of the manuscript.
The most prominent paradigmatic model in one-
dimension is the Majorana chain which exemplifies the
concept of symmetry protected topological phases, orig-
inally formulated for spinless fermions with a mean-field
p-wave pairing term [49]. This model is closely related to
the Su-Schrieffer-Heeger (SSH) model [50] in the single-
particle picture. It turns out that the necessary steps
to translate these models into our bosonic quantum net-
work language are more conveniently performed for the
SSH model; the discussion of the Majorana chain and its
relation to the SSH chain is presented in the Supplemen-
tary Information Sections I and II.
The SSH model on a chain with L sites and open
boundaries is described by the Hamiltonian
HˆSSH =
L∑
i=1
wi ci
†ci +
L−1∑
i=1
ti ci
†ci+1 + h.c. (5)
with the two fermion operators ci and ci on each site.
Note that the indices i label the “upper” fermionic modes
whereas bar-ed indices i denote the “lower” ones, see
Fig. 2 (a); we will use upper-case indices I if we re-
fer to both indifferently. Here, wi and ti are the hop-
ping amplitudes. For a uniform system with wi ≡ w¯
and ti = t¯, one obtains a gapless point for w¯ = t¯ sep-
arating a topological phase for w¯ < t¯ from the trivial
phase for w¯ > t¯. The former features topologically pro-
tected edge modes which are fermionic in nature. The
second-quantized Hamiltonian can be encoded by a ma-
trix HSSH via HˆSSH = Φ
†HSSHΦ with the pseudo spinor
Φ = (c1, c1, . . . , cL, cL)
T
. For real hopping amplitudes wi
and ti, the Hamiltonian exhibits time reversal symmetry
T = K where K denotes complex conjugation. Further-
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Figure 3. State transfer — Qualitative results. For the four setups depicted in Fig. 2 and the corresponding protocols described
in the text, we show the full time evolution of a single excitation that is initially localized in the left mode b˜C and transferred
to the right mode b˜T. The protocol parameters w¯max (a), δω¯max (b), ω
min
barrier (c), t¯max (d) and the time scale τ are tuned to
optimize transfer O and edge weight E . The upper row shows the amplitude of the single-particle wave function under the
time evolution prescribed by Hˆ•(t). The lower row parallels the time evolution by the single-particle spectrum of Hˆ•(t), i.e.,
the spectrum of H•(t). In this work, we focus on the topological setup derived from the SSH chain (a) and compare it with
the trivial setup of a simple tunnelling barrier (c).
more, time reversal T together with the sublattice sym-
metry S = USSHC , represented by the unitary
USSHC = 1L×L ⊗
(
1 0
0 −1
)
, (6)
yields the particle-hole (PH) symmetry C = KUSSHC with
C2 = +1. Hence, the SSH chain is in symmetry class
BDI of the Altland-Zirnbauer classification [17–20]. In
one dimension, this allows for the definition of a Z topo-
logical invariant [11–14] which is responsible for the emer-
gence of the disorder-resilient edge modes bound to the
open ends of the chain in the topological phase.
The implementation of an analogue system with
bosonic degrees of freedom is straightforward: We replace
the fermionic operators by bosonic ones, i.e., c
(†)
I → b(†)I .
The bosonic Hamiltonian takes the form
HˆbSSH ≡ ξ† [HSSH + δ 1] ξ ≡ ξ†HbSSHξ (7)
with ξ = (b1, b1, . . . , bL, bL)
T
and HbSSH = HSSH + δ1.
The constant positive energy shift δ > 0 is required to en-
force positivity on the matrix HbSSH and accounts for the
energy ωI of each bosonic mode bI . The bosonic Hamilto-
nian HˆbSSH features the same single-particle band struc-
ture as the original fermionic chain, and exhibits the same
topological properties and topological quantum numbers.
Therefore, it gives rise to the same edge modes. Note that
these are statements about single-particle physics where
statistics is not relevant. To satisfy the PH symmetry,
one must respect the sublattice symmetry (6) that pro-
tects the topological invariant. This is equivalent to the
constraints
ωi = δ = ωi (8)
for all sites i and i, i.e., all bosonic modes must have the
same energy. Note that there are no constraints on the
couplings wi and ti.
To complete the picture, we point out that the bosonic
realization of the Majorana chain HbMC is unitarily equiv-
alent to that of the SSH chain HbSSH; this is shown in the
Supplementary Information Section II. However, despite
their unitary equivalence, the bosonic networks impose
different symmetry constraints on the coupling Hamilto-
nians. Therefore, depending on the experimental con-
straints on protecting the symmetry, it may be advan-
tageous to implement one or the other of the unitary
equivalent models.
Protocol for state transfer
Next, we discuss the protocol for state transfer. One
of the key features of the protocol is that we require only
global (translational invariant), time-dependent tuning
of the hopping amplitudes wi; in particular, single-site
addressability and control is not required. The goal of
the protocol is to coherently transfer a single quantized
excitation from one of the localized edge modes to the
other by means of an adiabatic variation of the couplings
w¯ in HbSSH.
The crucial point we exploit for state transfer is that
in finite systems and in the topological phase (for 0 <
w¯ < t¯), there is a finite overlap between the edge modes
due to their exponential extension into the bulk. While
deep in the topological phase this overlap is exponen-
tially suppressed, it can be be strongly enhanced by tun-
ing w¯ closer to t¯ from below, allowing for tunnelling be-
tween the macroscopically separated edge modes. In or-
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Figure 4. State transfer — Quantitative results. In (a) and (c) we plot the figures of merit for transfers driven by HˆbSSH(t) and
HˆbB(t) in dependence of the protocol timescale τ and the distance from criticality, namely ∆w¯min = t¯− w¯max and ∆ωminbarrier =
ωminbarrier−ωedge. The diameter of the grey background squares encodes the edge weight E ; a thinning of the grey background tiling
therefore indicates a loss of adiabaticity. In the shown parameter regimes, however, the edge weight is almost everywhere close
to unity as there is barely any loss to bulk excitations (except for regions of fast protocols close to criticality). The diameter
(colour) of the coloured squares encodes the transfer O (phase ϕ) after the protocol reached its final state (ϕ is measured in
the rotating frame of the localized edge modes). (a) shows results for a topological SSH setup of size L = 5. (c) shows the
corresponding data for a trivial tunnelling barrier setup of size L = 5. In (b) and (d) we plot O, ϕ, and E along the dashed
slices in (a) and (c), respectively. Note that the phase is fixed for the topological setup: ϕ = ±pi/2.
der to prevent scattering into bulk modes, edge- and bulk
physics have to be adiabatically decoupled. This can
be achieved by tuning w¯ smoothly (and slowly, see be-
low) towards the topological transition and return to the
“sweet spot” w¯ = 0 afterwards to relocalize (and thereby
decouple) the edge modes. To this end, we introduce
a time dependent hopping rate w¯(t) = w¯max F(t) giving
rise to the time-dependent network Hamiltonian HˆbSSH(t)
with perfectly localized edge modes at t = 0 and t = τ .
For simplicity, we choose for the adiabatic process the
smooth pulse shape
F(t) = sin2 (pi t/τ) for 0 ≤ t ≤ τ . (9)
Here, τ denotes the characteristic time scale for the pulse.
The exact pulse shape does have influence on the perfor-
mance of the protocol, and setup-specific optimizations
may yield quantitatively better results, see below.
We analyse the transfer efficiency and its dependence
on the parameters τ and w¯max by numerically evaluating
the full unitary time evolution. We start with an excita-
tion in the left edge mode b˜C,
|Ψ0〉 = |1〉1 ⊗ |0, . . . , 0〉bulk ⊗ |0〉L ≡ |1,0, 0〉 , (10)
and are interested in the transfer to the right edge mode
b˜T, i.e., the state |0,0, 1〉. The transfer is characterized
by the overlap
〈0,0, 1|Uτ (w¯max) |1,0, 0〉 ≡
√
O eiϕ . (11)
Here, O ≥ 0 denotes the transfer fidelity, while ϕ is the
relative phase accumulated during the adiabatic process.
Uτ (w¯max) is the unitary time evolution operator at time
t = τ which depends parametrically on w¯max. To quantify
the degree of adiabaticity, we introduce another charac-
teristic parameter which describes the total edge mode
population,
E = O + | 〈1,0, 0|Uτ (w¯max) |1,0, 0〉 |2 . (12)
Deviations of E from unity indicate undesired losses into
bulk modes.
The qualitative results for the transfer are shown in
Fig. 3 (a) for an optimized set of parameters τ and w¯max,
i.e., slow transfer with τ  t¯−1 (~ = 1). As expected,
we find perfect transfer and decoupling of edge and bulk
modes. The overall performance is quantified by O, ϕ
and E , and depends on how close the protocol parame-
ter w¯max is to the critical value t¯, the size of the system
L, and the global time scale τ ; see Fig. 4 (a) and (b)
for a chain of length L = 5. The edge weight E (grey
background tiles) equals unity almost everywhere, except
for very fast protocols and tiny bulk-edge gaps. We ob-
serve quite generally that for a smooth pulse shape like
F , the adiabatic bulk-edge decoupling is rather gener-
ically established in the topological setup. The size of
coloured squares denotes the transfer O, while the colour
accounts for the value of the phase ϕ accumulated during
the transfer (measured in the rotating frame of the local-
ized edge modes). We find several disjoint branches with
O ≈ 1 corresponding to an increasing number of round
trips of the excitation; see Fig. 4 (b). The outermost
branch allows for the fastest and most robust transfer,
6and is therefore the desired parameter regime to perform
quantum operations. However, the most striking prop-
erty of this setup is a fixed phase ϕ accumulated during a
transfer, i.e., ϕ = ±pi/2. The sign depends on the num-
ber of round trips and on the parity of the chain length
L, see Supplementary Information Sections IV and V for
an explanation. This remarkable feature is a peculiar-
ity of the PH symmetric topological setup and in general
violated for other setups (see comparison below). A mo-
tivation for the relation of PH symmetry and fixed phase
is presented in Supplementary Information Section IV.
As a concluding remark, note that there may be resid-
ual couplings w¯min  w¯max that cannot be switched off for
t < 0 and t > τ . Weak residual couplings w¯min (compared
to t¯) can be tolerable on the relevant timescales as they
are exponentially suppressed with the qubit distance L in
the topological setup, while controlled coupling is always
possible for w¯max → t¯.
Scaling and adiabaticity
An important aspect for quantum information process-
ing over large distances is the scalability of the protocol
with separation L between the qubits. We identify the
two relevant time scales of the transfer protocol: The in-
verse edge mode splitting ∆E−1edge which determines the
time for a state transfer between the two edge states, and
second, the inverse of the bulk-edge separation ∆E−1bulk
which gives a lower bound on the protocol time scale due
to the required adiabatic bulk-edge decoupling.
We start by considering the scaling of these ener-
gies when the topological phase transition w¯ = t¯ is ap-
proached from the topological phase w¯ < t¯. In the limit
L → ∞, the eigenvalues of HbSSH derive from the tran-
scendental equation (see Supplementary Information Sec-
tion V for the derivation)
∆w¯′ −√∆w¯′2 − λ′2
∆w¯′ +
√
∆w¯′2 − λ′2 = e
−2√∆w¯′2−λ′2 (13)
with ∆w¯′/L = t¯− w¯ measuring the distance to the topo-
logical phase transition. The lowest two solutions λ′0
and λ′1 of equation (13) determine the relevant energies
∆Eedge = 2λ
′
0/L and ∆Ebulk = |λ′1−λ′0|/L , see Fig. 5 (a)
and (b). Notably, both energies scale as ∼ 1/L with the
result that their ratio R = ∆Ebulk/∆Eedge saturates for
large L. For a fixed ratio R of the two energy scales,
it is therefore required to approach the critical point as
t¯ − w¯ ∼ 1/L. E.g., for R = 10 one finds t¯ − w¯ ≈ 3.3/L,
see Fig. 5 (b).
This result demonstrates that if one requires an adia-
batic protocol w¯(t) with a fixed minimum ratio Rmin =
∆Eminbulk/∆E
max
edge at the minimal distance ∆w¯min = t¯− w¯max
from the critical coupling, then the time τ for the proto-
col scales as τ ∼ L; see Fig. 5 (c) and (d) for simulations.
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Figure 5. Scaling and adiabaticity. (a) Rescaled lowest eigen-
values λ′i (i = 0, 1) of HbSSH as function of the rescaled cou-
pling ∆w¯′ = L(t¯ − w¯). Solid lines denote solutions of equa-
tion (13) exact for L → ∞ whereas circles denote finite size
results for L = 5, 10 (black) and L = 200 (red/blue). (b)
Energy scales L∆Eedge = 2λ
′
0 (solid yellow) and L∆Ebulk =
|λ′1 − λ′0| (solid black) for L → ∞ calculated from the re-
sults in (a). Fixing the ratio R = ∆Ebulk/∆Eedge (here
R = 10) determines ∆w¯′ via the intersection marked with
a circle (here ∆w¯′ ≈ 3.3). (c) Simulations of transfer fi-
delity O (solid red) and edge weight E (dashed black) for
system size L = 5, protocol timescale τ = 50 and pulse
w¯(t) = (t¯−∆w¯min)·F(t) as function of ∆w¯min. Optimal trans-
fer for fixed L and τ is found numerically for ∆w¯min ≈ 0.26
with bulk loss 1 − E ≈ 1 · 10−4. (d) The same as in (c) for
doubled size L = 10 and timescale τ = 100. Now, optimal
transfer is achieved for ∆w¯min ≈ 0.26/2 = 0.13 with bulk loss
1 − E ≈ 2 · 10−5. (e) Rigorous upper bounds τ−1CL[P] for
P(s) = F(s) = sin2(pis) and τ = τ0 · L1+α with α = 0, 12 , 1
and τ0 = 100, ∆w¯
′
min = 3.3. A scaling τ ∼ L1+ 12 yields con-
stant bulk losses for L → ∞. (f) Simulations of the bulk
losses 0 ≤ 1 − E ≤ 1 for the parameters in (e) without tun-
ing for optimal transfer. We find that the scaling follows the
corresponding upper bounds. Note that the loss was chosen
large (∼ 50% for L = 10) for illustrative purposes and can be
controlled via τ0 (here τ0 = 1, 0.3, 0.1 for α = 0,
1
2
, 1).
The latter corresponds to the optimal scaling achievable
since the Lieb-Robinson bound predicts a finite propaga-
tion speed for information [56].
However, we still need to adiabatically decouple bulk
from edge modes since losses to the bulk cannot be re-
focused in edge modes via a global tuning of parame-
7ters. A common (and conservative) estimate for adia-
baticity then reads τ & (∆Eminbulk)
−2
, which leads to the
non-optimal scaling condition τ ∼ L2. We demonstrate
in the following, that a much better scaling is achievable
by a rigorous estimation of the adiabaticity condition. To
this end, we parametrize the time with s = t/τ , s ∈ [0, 1]
and make the ansatz w¯(t) = w¯max·P(s), where the generic
pulse P : [0, 1] → [0, 1] and its first derivative vanish for
s = 0, 1, and P(1/2) = 1.
Then, the non-adiabatic losses to the bulk can be rig-
orously upper-bounded [57] by
1− E ≤
(
CL[P]
τ
)2
, (14)
where
CL[P] =
∫ 1
0
ds
C1 |I ′′|
(εL + I)2
+
∫ 1
0
ds
C2 |I ′|2
(εL + I)3
(15)
with I ≡ 1 − P, C1,2 numerical constants, and εL =
∆w¯′min/(L−∆w¯′min); see the Supplementary Information
Section VI for details. Note that I(1/2) = 0 and εL ∼
1/L so that CL[P] diverges for L → ∞ in general. In
order to bound the bulk losses, the scaling of τ has to
match the scaling of CL[P].
For P(s) = F(s) = sin2(pis) we find CL[F ] ∼ L1+ 12 so
that a scaling of τ ∼ L1+ 12 is necessary for bulk-edge de-
coupling in the limit of long chains, see Fig. 5 (e). This
is better than the quadratic scaling expected from the
minimal gap ∆Eminbulk. Unfortunately, the optimal scal-
ing τ ∼ L allowed by the Lieb-Robinson bound can-
not be reached by the unoptimized pulse F . However,
in Supplementary Information Section VI we prove that
there is a sequence of polynomial pulses Pn such that
CL[Pn] ∼ L1+ 1n for n ≥ 2 even integers, i.e., the scaling
can be drastically improved by pulse optimization so that
linear scaling can be approached to an arbitrary degree.
Numerical simulations of the bulk losses for various scal-
ings of τ reveal that they indeed follow the prescribed
scaling of the rigorous upper bounds, see Fig. 5 (f). As a
final remark, we stress that the coefficients in CL[Pn] be-
come larger with n, i.e., there is a pay-off between scaling
and offset. Thus one may even benefit from pulses with
poor scaling if only chains of fixed length are considered.
Benchmarking against topologically trivial setups
To unveil the characteristic features of the topological
setup, we contrast it with two similar but topologically
trivial networks, see Fig. 2 (c) and (d). The simplest ap-
proach to envisage is based on initially decoupled modes
at fixed frequency ωI ≡ ω¯, a homogeneous tuning of all
couplings wi = ti ≡ t¯(t) = t¯max F(t), and employs the free
bulk propagation of the initially localized edge modes. As
shown in Fig. 3 (d), this approach fails to relocalize the
excitation at the opposite edge due to the propagation
via bulk modes; such a protocol would require either fine
tuning of the pulse shape via optimal control and/or local
addressability of all couplings within the network. It is
therefore not competitive against the topological setup.
A more sophisticated approach mimics the presence
of localized edge modes by a large tunnel barrier: The
two modes at the edge have fixed frequency ω1 = ωL =
ωedge = const, and are separated from each other by
a “potential barrier” of modes with tunable frequencies
ωbarrier(t) and fixed couplings t¯ = w¯. In analogy to the
topological setup, this network exhibits exponentially lo-
calized edge modes. Transfer is again achieved by lower-
ing the excitation gap to the bulk modes to allow for tun-
nelling between the edges. The protocol of this scheme
reads
ωbarrier(t) = ω
max
barrier + (ω
min
barrier − ωmaxbarrier) · F(t) (16)
where ωmaxbarrier  ωedge will be kept fixed and ωminbarrier > ωedge
is a tunable protocol parameter. The bosonic network
Hamiltonian of this scheme is denoted by HˆbB(t).
As shown in Fig. 3 (c), the tunnelling approach still
allows for near perfect transfer for optimal parameters
and long times. However, the qualitative comparison in
Fig. 4 (c) shows that the trivial tunnelling approach re-
quires longer time scales of the protocol and is more sensi-
tive to bulk losses. Even then the adiabatic decoupling is
much harder to achieve with HˆbB(t) than with HˆbSSH(t),
as the plots of E along the dashed cuts in Fig. 4 (b)
and (d) reveal.
However, the most striking difference is the phase ac-
cumulated during the protocol: for the trivial setup, it
is highly sensitive to both parameters. This is expected
for a generic adiabatic protocol and is in stark contrast
to the topological setup. The reason for this qualitative
difference is rooted in the PH symmetry of the SSH setup
which gives rise to the symmetric band structure depicted
in Fig. 3 (a), as opposed to the asymmetric band struc-
ture of the barrier setup in Fig. 3 (c). As a consequence,
we find that even for the ideal, topologically trivial setup,
adiabatic protocols are unsuitable as the sensitivity of the
phase increases for longer wires: a transfer preserving
quantum coherence requires fine-tuning of the shape of
the transfer pulse. This effect becomes even more drastic
in the presence of disorder.
Effects of disorder and symmetry protection
The unique features of the topological setup become
even more apparent in the presence of disorder and/or
imperfections in the preparation. Here we focus on
quenched disorder on the time scales for a transfer. The
disorder is described as Gaussian noise with dimension-
less standard deviation p acting on the parameters in
8Disorder Disorder
Site
topological trivial
deloc deloc
loc
loc
deloc
loc
b
a
c
d
SSH chain Barrier
Time Time
PH sym.PH break. PH break. PH sym.
Figure 6. Effects of disorder. In (a-c) we show the spatial
amplitudes of the two edge modes (blue & red) at three differ-
ent times during the protocols of the SSH setup (left) and the
barrier setup (right) for (a) no disorder, (b) PH symmetric
disorder, and (c) PH breaking disorder. Note the (de-) local-
ization of the edge states for PH symmetric disorder in (b).
In (d) we show the transfer 〈〈O〉〉 (bullets) and edge weight
〈〈E〉〉 (circles) for PH breaking (black) and symmetric (red)
disorder. The averages are computed from N = 1000 samples
for a chain of length L = 5 with a retuning of τ for every sin-
gle disorder realization to optimize transfer. The error bars
denote one standard deviation of the sample.
the Hamiltonian, i.e., for the onsite hopping we have
〈〈wi〉〉 = w¯ and 〈〈w2i − w¯2〉〉 = p2w¯2 with 〈〈•〉〉 the disor-
der average. In the following, two classes of disorder will
be of interest: PH symmetric disorder affects only mode
couplings, but assumes perfect mode frequencies; recall
equation (8). In contrast, PH breaking disorder affects
both mode couplings and frequencies.
For the topological trivial setup, both types of disorder
give rise to Anderson localization of the “artificial” edge
states, see Fig. 6 (a)–(c). The transfer protocol, however,
relies on the delocalization of the edge modes which is
prohibited by Anderson localization. As a consequence,
disorder leads to a significant reduction of transfer fidelity
and increased bulk losses, Fig. 6 (d). Furthermore, the
phase ϕ accumulated during the transfer strongly fluc-
tuates for each disorder realization; more details on this
aspect are given in Supplementary Information Section
IV.
In contrast, for the topological SSH setup, the PH sym-
metric disorder respects the protecting symmetry. Then,
Anderson localization of the edge modes is forbidden by
a topological obstruction [11, 13, 14] and the required
overlap between the two edge modes can be established,
see Fig. 6 (b). As a consequence, the transfer can still be
performed perfectly with a fixed phase ϕ = ±pi/2. How-
ever, this requires that for each disorder realization one
is allowed to adapt the transfer time τ of the protocol. In
an experimental setup this corresponds, for example, to
imperfections in sample preparation which can be over-
come by calibrating the setup and the transfer protocol
beforehand. In turn, the PH breaking disorder leads also
in the topological setup to localization of the edge modes
and a reduction of transfer fidelity, see Fig. 6 (d).
Application: Controlled-phase gate
As an application, we demonstrate how the proposed
state transfer, protected by PH symmetry, can be em-
ployed for a controlled-phase (CP) gate between two re-
mote qubits that are coupled to the local edge modes
of the topological SSH network. The complete protocol
for a CP gate between the target qubit T and the con-
trol qubit C is based on a well-known scheme that makes
use of auxiliary levels |a〉
T/C
[58]. We focus on the setup
shown in Fig. 1 (b) for the qubits and the auxiliary states
with the coupling Hamiltonian between the qubits and
the edge modes of the SSH chain given by equation (2).
The full protocol for the CP gate follows the procedure in
equation (3) and is described in the following, see Fig. 7.
First, the full sequence UCP leaves the states |0〉C |0〉T
and |1〉
C
|0〉
T
invariant because there are no excitations
in the network. On the other hand, for |0〉
C
|1〉
T
and
|1〉
C
|1〉
T
the first pi-pulse ΠT on the target qubit maps the
state |1〉
T
to a bosonic excitation in the right edge mode
b˜T with the phase −pi/2. It is important that this oper-
ation is performed slowly compared to the energy gap to
bulk excitations in the SSH chain: Then, energy conser-
vation allows one to only address the coupling to the edge
states and suppress admixture of bulk excitations. The
subsequent transfer of the excitation to the left edge TC↔T
implies an additional phase pi/2 + Lpi. The full Rabi cy-
cle Π2C provides a phase pi if and only if the control qubit
is in state |1〉
C
. The subsequent transfer back TC↔T and
the pi-pulse ΠT provide additional phases pi/2 + Lpi and
−pi/2. Therefore, the full protocol implements the map-
ping |1〉
C
|1〉
T
→ −|1〉
C
|1〉
T
while all orthogonal states
remain invariant. Given quantum coherence during the
protocol, this realizes a controlled phase gate with phase
pi. A full numerical time-evolution for the state |1〉
C
|1〉
T
is shown in Fig. 7 (c) and (d), confirming the above ar-
gumentation.
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Figure 7. CPHASE gate — Pulse sequence & Results. (a)
Schematic illustration of the five steps needed to perform
the CP gate UCP (3) on two remote qubits, see setup in
Fig. 1 (a) and (b). (b) The complete pulse sequence con-
sisting of two pi pulses ΠT to map the target qubit to and
from edge mode b˜T, a 2pi pulse Π
2
C to perform the actual CP
gate, and two edge mode tunnelling pulses TC↔T. (c) Nu-
merical single-particle evolution for the two-qubit basis state
|1〉
C
|1〉
T
for a chain of length L = 10. The density plot en-
codes the squared single-particle amplitude where the upper
and lower edges correspond to the logical states |1〉
C
and |1〉
T
with their adjacent boundary modes |1〉b˜C = |1,0, 0〉 = b˜
†
C |0〉
and |1〉b˜T = |0,0, 1〉 = b˜
†
T |0〉. (d) Square of the absolute value
of the overlaps with |1〉
T
(solid black), |1〉b˜T (solid red), |1〉b˜C
(solid blue), and |1〉
C
(dashed black). The relative phases
w.r.t. the target qubit are shown as insets. Note that the
scales for the Rabi pulses and the topological state transfer
differ by a factor of τ .
Finally, we point out that the linearity of the net-
work implies that the transfer takes place for each ex-
citation of edge modes independently. I.e., if |nC, nT〉
denotes the state with nC excitations in the left edge
mode b˜C and nT excitations in the right edge mode b˜T,
the transfer operation TC↔T implements the mapping
|nC, nT〉 → (±i)nC+nT |nT, nC〉 (for even/odd L). This
observation immediately implies that the unitary opera-
tion USWAP in equation (4) swaps the qubits.
Extension to 2D networks of coupled qubits
An important aspect of the SSH chain is its symmetry
class BDI (due to the real hopping amplitudes wi and
ti) so that the setup is characterized by a Z topological
invariant. This allows us to extend the analysis to two-
dimensional setups by placing several SSH chains par-
allel to each other and adding couplings between them,
see Fig. 1 (c) for a possible realization. As long as these
couplings are real and respect the sublattice symmetry,
the setup is still topologically protected and each chain
endpoint carries an edge mode. Possible relaxations of
the symmetry constraints are presented in Supplemen-
tary Information Section III.
Due to the sublattice symmetry, there are two types of
modes, “even” and “odd” ones, depending on how they
transform under S = USSHC [recall equation (6)]. Edge
mode pairs of different types can communicate efficiently
by tuning the couplings along a connecting path that re-
sembles the one-dimensional SSH setup; this is illustrated
in Fig. 1 (c). Because of the bulk gap, this procedure
is very robust and couplings that deviate from the de-
sired path (“stray couplings”) have no detrimental effect
on the state transfer, as long as they respect the sym-
metries and do not couple to other edge modes. This
can be guaranteed by a modification of the setup such
that qubits and edge modes are relocated at the end of
one-dimensional chains that emanate from the 2D net-
work, see Fig. 1 (d). Remarkably, the setup allows for
an enhancement of the edge mode overlap by tuning the
couplings of the 2D bulk globally instead of tracing out a
particular path that connects the qubits. Therefore the
minimal experimental requirement is the individual ad-
dressability of each branch that connects an edge mode
to the 2D bulk. Since the edge modes can now be sepa-
rated, this constraint is very weak, and in general already
satisfied by the requirement of local gate operations on
the qubit.
Note that coupling edge modes of the same type is
obstructed by the sublattice symmetry, as indicated by
the lower path in Fig. 1 (c) and proven in Supplementary
Information Section III. However, the implementation of
an exchange of qubits via USWAP facilitates the applica-
tion of the controlled phase gate UCP between any pair
in the network: If the two qubits couple to edge modes
of different types, one can directly perform the CP gate
between them. Conversely, if the qubits couple to edge
modes of the same type, one first performs an exchange
USWAP with an arbitrary qubit of the opposite type, ap-
plies the CP gate, and maps the qubit back by another
exchange.
DISCUSSION
We have demonstrated that a topological network con-
sisting of linearly coupled bosonic degrees of freedom, ca-
pable of carrying single quantized excitations, allows for
efficient quantum communication between distant qubits.
Weak addressability of each branch within the network
10
is sufficient and no local addressability of individual sites
is required. Remarkably, the time scale for the oper-
ations scales almost linearly with the distance between
the qubits. Furthermore, topological protection guaran-
tees robustness against quenched disorder in the setup
by evading Anderson localization of the edge modes.
In summary, we have shown that the unique properties
of (quasi) one-dimensional topological systems can be
harvested for efficient quantum communication between
qubits. These benefits come with the price of higher com-
plexity in realization and preparation as the coupling pa-
rameters have to respect the symmetries protecting the
topological invariants.
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This supplementary material contains detailed calcula-
tions for results presented in the manuscript and extends
some aspects more thoroughly: In Sec. I we discuss an al-
ternative implementation of the one-dimensional topolog-
ical network derived from the Majorana chain. In Sec. II
we comment on the relations between Majorana- and
SSH chain in the context of bosonic networks. In Sec. III
we give a more detailed account on the role of symme-
tries and their importance for two-dimensional networks.
In Sec. IV we present additional results for the effects of
quenched disorder on the transfer. In Sec. V we derive an-
alytic expressions for the spectrum of the SSH/Majorana
chain with open boundaries, discuss the scaling of low-
lying eigenstates for L → ∞ close to the topological
phase transition, and present a detailed derivation of
the universal behaviour when approaching the transition
from the topological phase. In Sec. VI we derive rigor-
ous bounds on the non-adiabatic bulk losses and compare
them with simulations.
I. MAJORANA CHAIN MODEL
The original Majorana chain Hamiltonian for spinless fermions on an open chain of length L reads [S1]
HˆMC =
L−1∑
i=1
(
wi c
†
i ci+1 −∆i cici+1 + h.c.
)
+
L∑
i=1
µi
(
c†i ci −
1
2
)
, (S1)
where c†i (ci) denote fermionic creation (annihilation) operators, wi is the tunnelling amplitude, ∆i the superconduct-
ing gap (which can always be gauged real), and µi denotes the chemical potential, all of which can be, in principle,
site-dependent.
For homogeneous parameters µi ≡ µ¯ and wi ≡ w¯ =
∆¯ ≡ ∆i one finds two gapped phases for |µ¯| ≶ 2|w¯| con-
nected by a gapless spectrum at |µ¯| = 2|w¯| indicating a
phase transition. The latter is of topological nature as
the symmetries of both phases coincide: For the topo-
logical phase, |µ¯| < 2|w¯|, one finds two degenerate edge
modes that give rise to a two-fold ground state degener-
acy; hence the modes are identified as Majorana bound
states. In the trivial phase, |µ¯| > 2|w¯|, the ground state
is unique and no localized edge modes are present.
In the 2L-dimensional space of Nambu spinors Ψ =
(c†1, c1, . . . , c
†
L, cL)
T the Hamiltonian can be encoded by
a Hermitian matrix HMC via
HˆMC =
1
2
Ψ†HMCΨ . (S2)
This matrix features an intrinsic (antilinear) particle-
hole (PH) symmetry C HMC C
−1 = −HMC with C =
∗ nicolai@itp3.uni-stuttgart.de
KUMCC and C2 = +1. Here, K denotes complex con-
jugation and the unitary UMCC takes the form
UMCC = 1L×L ⊗
(
0 1
1 0
)
, (S3)
i.e., the PH symmetry acts as c†i ↔ ci on Nambu space.
Hence the Majorana chain is in symmetry class D of the
Altland-Zirnbauer classification [S2–S5]. In one dimen-
sion, this allows for the definition of a Z2 topological in-
variant ν [S6–S9] which is responsible for the emergence
of the disorder-resilient edge modes bound to the open
ends of the chain whenever ν 6= 0 mod 2 ⇔ |µ¯| < 2|w¯|,
i.e., in the topological phase. If all tunnelling amplitudes
wi and superconducting pairings ∆i are real, the Hamil-
tonian features additionally the time-reversal symmetry
T = K with T 2 = +1. Then the model can be consid-
ered as an element of the symmetry class BDI with a Z
topological index [S6–S9].
The implementation of an analogue system with
bosonic degrees of freedom follows a straightforward pro-
cedure: First, each fermionic site in the original Majo-
rana chain is replaced by two bosonic modes. The two
2bosonic modes at site i are denoted by the bosonic oper-
ators b
(†)
i and b
(†)
i
,
ci → b(†)i and c†i → b(†)i . (S4)
Note that the original indices i = 1, . . . , L label now the
“upper” sites whereas bar-ed indices i = 1, . . . , L denote
the “lower” sites, see Fig. 2 (b) of the main text. By this
construction, the Majorana chain translates to a linear
chain of length L with two quantum harmonic oscillators
per site. The bosonic Hamiltonian takes the form
HˆbMC ≡ ξ† [HMC + δ 1] ξ ≡ ξ†HbMCξ (S5)
with ξ = (b1, b1, . . . bi, bi, . . . , bL, bL)
T
andHbMC = HMC+
δ1 the matrix appearing in equation (S5). The constant
positive energy shift δ > 0 is required to enforce posi-
tivity on the matrix HbMC; its value can be chosen arbi-
trarily (as long as HbMC > 0) and does not change the
topological properties (e.g., the existence of edge modes).
To make the new interpretation in terms of bosonic modes explicit, we substitute the parameters in HbMC, inherited
from the Majorana chain (S1), as follows:
HbMC =

δ − µ1 0 −w1 −∆1
0 δ + µ1 ∆1 w1
−w1 ∆1 . . . . . .
−∆1 w1 . . . . . .
 −→

ω1 0 t1,2 t1,2
0 ω1 t1,2 t1,2
t1,2 t1,2
. . .
. . .
t1,2 t1,2
. . .
. . .
 = HbMC (S6)
The diagonal elements of HbMC describe the eigenfrequencies ωI (I = i, i) of the local modes bI , while the off-diagonal
elements capture the real hopping amplitudes tI,J connecting modes bI and bJ . E.g., ω1 denotes the eigenfrequency
of the lower mode b1 and t1,2 the coupling between the upper mode b1 and the lower mode b2, see Fig. 2 (b) of the
main text.
Using the identifications in equation (S6), one finds
that the role of the chemical potential 2µi is now played
by the difference δωi = ωi−ωi of the local mode frequen-
cies at each site, while the horizontal hopping amplitudes
ti,i+1 and ti,i+1 are identified with the fermion tunnelling
rate wi, and the diagonal amplitudes ti,i+1 and ti,i+1
stem from the superconducting order parameter ∆i.
The bosonic Hamiltonian HˆbMC features the same
single-particle band structure as the original Majorana
chain, and exhibits the same topological properties and
topological quantum numbers. Therefore it gives rise to
the same edge modes. Note that these are statements
about single-particle physics where statistics is not rel-
evant. Furthermore, it is crucial to stress a conceptual
difference between the fermionic Hamiltonian HˆMC and
its bosonic descendant HˆbMC: The former is described by
L fermionic modes and only in Nambu space an artificial
mode doubling occurs, giving rise to the intrinsic particle
hole symmetry C. The bosonic setup is truly described
by 2L independent bosonic modes, as the mode dou-
bling at each lattice site is required for the implementa-
tion. This has immediate consequences for the interpre-
tation of the topology-protecting PH symmetry as well:
The latter—inherent to any (fermionic) Bogoliubov-de
Gennes Hamiltonian in Nambu space—is converted to
a non-trivial real symmetry of the new bosonic theory.
Either the identifications in equation (S6), or the sym-
metry relation C HbMC C
−1 = −HbMC + 2δ 1, give rise to
the local constraints
ωi + ωi =2δ (S7a)
ti,i+1 =− ti,i+1 (S7b)
ti,i+1 =− ti,i+1 . (S7c)
Note that the value of δ merely determines the global en-
ergy scale whereas its site-independence is crucial for PH
symmetry. All these constraints can be fulfilled by pair-
wise, local fine-tuning of the modes and their couplings
to nearest neighbours.
For the purpose of state transfer, we choose homoge-
neous frequencies ω¯− ≡ ωi and ω¯+ ≡ ωi the difference of
which is (globally) tunable: δω¯(t) = ω¯−(t) − ω¯+(t). In
contrast to the SSH chain setup from the main text, here
the mode couplings are fixed at ti,i+1 ≡ t¯ ≡ ti,i+1 and
ti,i+1 ≡ −t¯ ≡ ti,i+1. Note that the spatial homogeneity
assumed for couplings and mode frequencies is not essen-
tial due to the topological band structure, as long as the
local symmetries (S7) are respected.
For δω¯ = 0, one finds the flat-band “sweet spot” of
perfectly localized (and degenerate) edge modes b˜C ∝
b1 +b1 and b˜T ∝ bL−bL. At the critical point δω¯crit = 4t¯,
the spectrum becomes gapless and the topological phase
transition occurs. For δω¯ > δω¯crit the chain becomes
gapped again but features no edge modes any more.
Therefore the protocol for state transfer reads
δω¯(t) = δω¯max · F(t) (S8)
with the protocol parameter δω¯max < δω¯crit. Together
with the previously given fixed values of mode couplings,
3this defines the time-dependent network Hamiltonian
HˆbMC(t) with perfectly localized edge modes at t = 0
and t = τ .
Due to the unitary equivalence of HˆbMC and HˆbSSH (see
below), their characteristics regarding state transfer are
the same. However, their practical requirements differ as
HˆbMC (HˆbSSH) relies on tunable (fixed) mode frequencies
and fixed (tunable) mode couplings. Their local symme-
try constraints [cf. (S7)] are also different and may (or
may not) be suited for specific implementations.
II. RELATION OF MAJORANA- AND SSH MODEL
The single-particle theories for the Majorana chain HˆMC (described above) and the SSH setup HˆSSH (described in
the main text),
HMC =

−µ1 0 −w1 −∆1
0 +µ1 ∆1 w1
−w1 ∆1 . . . . . .
−∆1 w1 . . . . . .
 and HSSH =

0 w1 0 0
w1 0 t1 0
0 t1
. . .
. . .
0 0
. . .
. . .
 , (S9)
can be related by the unitary transformation ML = 1L×L ⊗M1, where
M1 =
1√
2
(
1 1
−1 1
)
, (S10)
via
MLHMC M
†
L =

0 µ1 0 w1 −∆1
µ1 0 w1 + ∆1 0
0 w1 + ∆1
. . .
. . .
w1 −∆1 0 . . . . . .
 . (S11)
For the special case ∆i = wi, one has HSSH = MLHMC M
†
L with the identifications µi ↔ wi and 2∆i ↔ ti. In this case,
the bosonic many-body theories HˆbSSH and HˆbMC are unitarily equivalent—which is why we focus on the conceptually
simpler HˆbSSH in this work. In contrast, this unitary equivalence holds only for the single-particle spectrum for the
fermionic versions HˆSSH and HˆMC but not for the many-body theories since the former acts on 2L and the latter on
L fermionic modes.
Finally, we should mention that in the context of the fermionic Majorana chain, another unitary transformation is
commonly used, namely
M ′1 =
1√
2
(
1 1
−i i
)
=
(
1 0
0 i
)
·M1 (S12)
which transforms the fermion algebra {ci, c†j} = δij via γ2i−1 = ci+c
†
i√
2
and γ2i = i
ci−c†i√
2
into the eponymous Majorana
algebra {γi, γj} = δij with self-adjoint (Majorana) fermions γ†i = γi. Then (∆i = wi)
M ′LHMC M
′†
L =

0 −i µ1 0 0
i µ1 0 i 2∆1 0
0 −i 2∆1 . . . . . .
0 0
. . .
. . .
 (S13)
encodes the Majorana chain in terms of “Majorana dimers” γiγi+1 which parallels the SSH chain.
III. SYMMETRY PROTECTION AND
NETWORKS
In the main text, we argued that the envisioned net-
works, such as the one shown in Fig. 1 (c), require two
types of edge modes (dubbed “even” and “odd”) and that
direct transfer is only possible between pairs of different
4Odd modesEven modes
Supplementary Figure S1. Generic network. The Hamilto-
nian H˜(t) defines a coupling graph with modes as vertices
and (complex) weighted edges. The sublattice symmetry cor-
responds to the bipartiteness of this graph, grouping its ver-
tices into “even” (circles) and “odd” (squares) with only edges
between the classes. The couplings of H˜0 (H˜1) are indicated
as solid black (dashed grey) edges. The M = M+ +M− zero-
energy edge states do not belong to the dimerized bulk of H˜0
and are shown as coloured vertices.
types. Here we show the reason for this constraint for the
most generic class of networks that allows for topologi-
cally protected, localized (zero-dimensional) edge modes.
Therefore we consider systems/protocols of the form
H˜(t) = t¯ H˜0 + w¯(t) H˜1 (S14)
with w¯(t) = w¯max · P(t) where the generic pulse P(t) is
only required to obey P(0) = 0 = P(τ). The parameter
w¯max is unconstrained for the following discussion. Here,
H˜0 encodes an arbitrary, completely dimerized setup of
2N (bulk) modes where the tunnelling amplitudes are re-
quired to be of order 1 to account for a bulk gap of order t¯;
apart from this, they may be disordered and/or complex.
Now add M additional modes which remain uncoupled
by H˜0 (these are the localized zero-energy edge modes).
The Hamiltonian H˜1 may now couple all 2N+M modes,
again with possibly disordered/complex amplitudes of or-
der 1.
The only generic symmetry we demand is the sublat-
tice symmetry US H˜ U
†
S = −H˜ with representation
US = 1N×N ⊗
(
1 0
0 −1
)
⊕ diag (s1, . . . , sM ) , (S15)
because time-reversal T = K is broken due to the (pos-
sibly) complex couplings. The transformations si = ±1
of the M edge modes are determined by their coupling
to the bulk via H˜1. This places H˜(t) in symmetry class
AIII of the Altland-Zirnbauer classification [S2–S5] and
allows for a Z topological index [S6–S9] in one dimension.
The representation (S15) classifies all 2N + M modes
into two classes: The modes multiplied by +1 (−1) when
acted upon by US will be called “even” (“odd”). The
sublattice symmetry suggests the illustrative interpreta-
tion of H˜ as adjacency matrix of a graph with modes as
vertices and (complex) weighted edges, see Supplemen-
tary Fig. S1. Then, US H˜ U
†
S = −H˜ is equivalent to the
statement that this coupling graph has to be bipartite,
i.e., only edges between the two classes of “even” and
“odd” vertices are allowed.
If we sort the mode basis/vertices into these classes,
the single-particle Hamiltonian/adjacency matrix has the
generic form
H˜ =
(
0 A
A† 0
)
(S16)
with complex (n+×n−)-matrix A. Then it follows that H˜
has at least |n+−n−| zero eigenvalues. Indeed, squaring
H˜ yields
H˜2 =
(
AA† 0
0 A†A
)
. (S17)
Let w.l.o.g. n− ≥ n+. Then, the (n+ × n+)-matrix AA†
has rank rank
(
AA†
) ≤ n+ (which is a trivial bound since
n− ≥ n+). However, the (n− × n−)-matrix A†A yields
the non-trivial bound rank
(
A†A
) ≤ n+ ≤ n− due to its
composite structure. Therefore rank
(
H˜2
)
≤ 2n+ and
for the corank we find corank
(
H˜2
)
≥ n+ + n− − 2n+ =
|n− − n+| and we are done.
Coming back to our setup of 2N dimerized bulk modes
coupled with M edge modes via H˜1, we realize that n
± =
N + M± with M = M+ + M−, where the sublattice
symmetric couplings H˜1 determine the class of each edge
mode (i.e., si = ±1 and thereby M±). Then we just
showed that H˜(t) has (at least)
|n+ − n−| = |M+ −M−| (S18)
exact zero energy modes at any time.
We discuss three special cases:
• If H˜1 connects two edge modes of opposite type,
we have |M+ −M−| = |1− 1| = 0 protected zero-
modes. I.e., those modes will generically gap out
during 0 < t < τ and facilitate state transfer be-
tween them. The considered SSH chain setup is a
minimal example of this case.
• If H˜1 connects two edge modes of the same type,
we have |M+ − M−| = |2 − 0| = 2 protected
zero-modes. Assuming adiabatically decoupled
bulk modes, initial edge excitations are bound to
this two-dimensional zero-energy subspace for all
times. The only possible unitary acting on this
subspace stems from the non-abelian Berry con-
nection Aw¯kl = i 〈Ψk(w¯)| ∂w¯ |Ψl(w¯)〉 with Ψl(w¯) the
two zero-energy states (l = 1, 2) for coupling w¯.
5The geometric unitary is then given by (the ex-
ponential of) the integral of the Berry connection
along the path traced by w¯(t) in parameter space.
In our case, the latter is simply connected and one-
dimensional so that all loop integrals vanish iden-
tically, i.e., there is no holonomic transformation
of edge modes possible. We conclude that, despite
their delocalization for 0 < t < τ , all excitations
end up in their initial edge mode and there is no
transfer.
• If H˜1 connects three edge modes, two “even” and
one “odd”, we have |M+ − M−| = |2 − 1| = 1
protected zero-mode. For 0 < t < τ , the three-
dimensional edge manifold gaps out and allows
for transfer between the two “even” modes via
the “odd” mode. Note that this allows for a
“transistor-like” setup where two modes talk to
each other only if a third “gate”-mode is present.
It is important to note that the presence/absence of time-
reversal symmetry has no effect on the existence of pro-
tected edge modes as both symmetry classes BDI and
AIII allow for Z topological invariants in one dimen-
sion. The locked transfer phase ϕ = ±pi/2, however,
requires time-reversal symmetry because disordered cou-
pling phases obviously randomize ϕ in the absence of
additional symmetries.
As a final remark, note that one could alternatively
require H˜ to be PH symmetric, i.e., US H˜
∗ U†S = −H˜,
instead of imposing the sublattice symmetry US H˜ U
†
S =
−H˜. Then, its generic form were
H˜PH =
(
iA+ B
BT iA−
)
(S19)
with the antisymmetric real matrices A± and the arbi-
trary real matrix B, cf. equation (S16). I.e., couplings
between modes of different (the same) parities must be
real (imaginary). There are two reasons why this relax-
ation is not practical for our purposes:
1. With broken time-reversal symmetry, H˜PH belongs
to the symmetry class D which only allows for Z2
topological invariants in one dimension. That is,
there are no longer arbitrary numbers of protected,
localized edge modes—an essential feature for gen-
eralizations such as the 2D network presented in
the main text.
2. The coupling structure (S16) is much more natu-
ral than the PH symmetric version (S19): In the
first case, one has just to ensure that no modes of
the same parity couple while arbitrary couplings
between modes of different parities are allowed. In
contrast, the PH symmetry allows for couplings be-
tween arbitrary modes which, however, must satisfy
certain (rather unnatural) reality conditions.
Note that the three symmetry classes BDI, D, and AIII
exhaust all possibilities to construct topologically pro-
tected edge modes in one-dimensional systems with rep-
resentations of PH and time-reversal that square to unity,
i.e., C2 = +1 and T 2 = +1.
IV. INFLUENCE OF DISORDER
A. Additional numerics
In Fig. 6 of the main text we show the spatial ampli-
tudes of the edge modes for the topological and the triv-
ial setup for (a) clean setups, (b) PH symmetric disorder,
and (c) PH breaking disorder. Depending on w¯(t), the
delocalization of eigenmodes varies between perfectly lo-
calized and delocalized. The edge modes reveal a striking
difference for PH symmetric disorder: While any kind of
disorder localizes the “artificial” edge modes of the triv-
ial setup, there is no localization in the topological setup
for PH symmetric disorder. This is a distinctive feature
of topologically protected edge states in general: Ander-
son localization is forbidden for the latter as long as the
protective symmetries are kept intact (here the PH sym-
metry). Due to this feature, the topological setups (SSH
and Majorana) are outclassing the trivial barrier setup
as tunnelling between the edges directly relies on their
overlap close to criticality.
To substantiate this claim, we sampled both setups for
PH symmetric and breaking disorder and computed their
average figures of merit 〈〈O〉〉 and 〈〈E〉〉. The results for
fixed protocols are shown in Supplementary Fig. S2 (a) as
a function of the disorder strength p. Fixed means that
for a given system size L and timescale τ , the protocol
parameter is tuned such that—in the clean system—the
transfer is maximized. This procedure captures effects
of slow, uncorrelated drift in the constituent’s parame-
ters on the transfer performance if no fine tuning of the
protocol is performed on a regular basis. The results re-
veal almost perfect bulk-edge decoupling for the topolog-
ical setup, irrespective of disorder type and strength. In
contrast, the trivial setup shows scattering into the bulk
for p > 0.06, with only quantitative differences between
PH symmetric- and breaking disorder. The differences in
transfer 〈〈O〉〉 are much more pronounced for the topolog-
ical than for the trivial setup: For modest PH symmetric
disorder, p < 0.04, the former still transfers almost the
complete population into the right-hand edge mode; in
the trivial setup, the transfer drops considerably even for
weak disorder. Moreover, there is no qualitative differ-
ence between PH breaking and symmetric disorder for
the trivial setup.
However, the fundamental difference between the topo-
logical and the trivial setup becomes apparent if we al-
low for the protocol to adapt to each disorder realiza-
tions by tuning the timescale τ in order to maximize the
transfer fidelity. The results are shown in Supplemen-
tary Fig. S2 (b) [reproduced from the main text for con-
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Supplementary Figure S2. Effects of disorder — Details. (a) Comparison of the transfer 〈〈O〉〉 (bullets) and edge weight 〈〈E〉〉
(circles) for PH breaking (black) and symmetric (red) disorder. Both, topological and trivial protocol parameters are optimized
for clean systems of length L = 5 with τ = 400; the latter being fixed for all disorder realizations. The averages are computed
from N = 5000 samples; the error bars denote one standard deviation of the sample. The left column shows results for the
topological SSH chain setup, the right column for the trivial tunnelling approach. (b) The same data over N = 1000 samples
with a retuning of τ for every single disorder realization to optimize transfer. (c) Samples for N = 500 disorder realizations of
the right-hand edge mode phase ϕr = ϕ and its left-hand counterpart ϕl for PH symmetric (upper row) and breaking (lower
row) disorder for the topological setup (left column) and the trivial setup (right column). The phases are measured in the
rotating frame of the left-hand edge mode at t = 0. Note that the disorder rate was chosen large (p = 0.10) for PH symmetric
and small (p = 0.005) for PH breaking disorder for illustrative purposes. Details are given in the text.
venience] and reveal a fundamental difference between
topological and trivial setup: The already modest losses
of transfer for PH symmetric disorder can be cancelled
completely by adapting the pulse length τ . This is not
possible for PH breaking disorder where the edge mode
localization suppresses tunnelling exponentially. Again,
the trivial setup does not reveal qualitative differences
between PH symmetric and breaking disorder with only
minor improvements from the protocol adaption.
To discuss the last figure of merit, the relative transfer
phase ϕ, it is illustrative to plot a sample (without proto-
col adaption) for fixed disorder strength p in a 2D scatter
plot, see Supplementary Fig. S2 (c), where points encode
pairs (ϕr, ϕl) with ϕr = ϕ the phase of the right-hand
edge mode and ϕl its left-hand counterpart,
〈1,0, 0|Uτ (w¯max) |1,0, 0〉 =
√E −O eiϕl . (S20)
As expected, the trivial setup shows random, uncor-
related phases even for weak disorder, irrespective of
whether the PH symmetry is present or not. For PH
breaking disorder, the topological setup cannot sustain
locked phases either, as shown in the lower left panel
of Supplementary Fig. S2 (c) for very weak disorder
p = 0.005. However, even for strong PH symmetric dis-
order [p = 0.1 in the upper left panel of Supplemen-
tary Fig. S2 (c)] the phases are locked for the SSH based
transfer at four discrete points: Most of the population
is located at (ϕr = −pi/2, ϕl = 0) and (−pi/2, pi); the
number of samples gathering at (pi/2, pi), and (pi/2, 0) is
considerably lower, see the exemplary ratios in Supple-
mentary Fig. S2 (c). Note that both ϕr and ϕl are ill
defined whenever their corresponding overlap vanishes;
however, due to numerics and the disorder, this actually
never happens.
It is easily checked that a single transfer accumulates
a phase of −pi/2 if the length L of the chain is odd and
+pi/2 if it is even (see also Subsec. V A below); in the
following, we discuss the results for the odd L = 5 setup
used for Supplementary Fig. S2: As a consequence of
the still perfect bulk-edge decoupling in the presence of
disorder, we can express its effect by simply shifting the
protocol parameter w¯max +δw¯max of the clean system by a
realization-dependent value δw¯max. If a single, clean, and
perfectly tuned transfer leaves ϕl undefined due to the
vanishing left-hand population, sampling in the vicinity
of this parameter yields ϕl = 0 and pi with about the
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Supplementary Figure S3. Toy model. (a) Population transfer O˜l = | 〈l| U˜single(t) |l〉 |2 (blue) and O˜r = | 〈r| U˜single(t) |l〉 |2 (red)
of a simple Rabi model without detuning µ = 0 (dashed) and with detuning µ = 0.3 (solid) starting in the “left” mode |l〉 for
coupling A = 1 as a function of time t. The first optimal transfer is slightly reduced and shifted in time for the PH breaking
system (µ 6= 0), see circle. (b) The corresponding phases ϕ˜l (blue) and ϕ˜r (red) of the overlaps. Note that for PH symmetric
setups ϕ˜r = 3/2pi is fixed for the time of first optimal transfer (dashed line in circle). When PH symmetry is broken (here
µ > 0), the dynamical phase e−i
µt
2 induces a t- and µ-dependent phase shift, ϕ˜r = 3/2pi + δϕ˜r(µ, t) (solid line in circle). (c)
Macroscopic transfers from one edge mode to the other can be thought of as concatenated single transfers, accumulating a total
of (2L− 1) transfer phases ϕ˜r. If the latter are kept fixed by PH symmetry, the transfer phase ϕr = Lpi+ pi/2 is also fixed and
only shifts in steps of pi with L.
same probability whereas ϕr = −pi/2 is fixed and stable
due to the plateau of O ≈ 1. This explains the two dom-
inant phase combinations in Supplementary Fig. S2 (c).
The rarely sampled combination (pi/2, pi) is due to sam-
ples with strong disorder where a complete Rabi cycle
returns the population to the left edge mode such that
ϕr jumps by pi. In extremely rare cases, an additional
half cycle transfers the population back to the right edge
mode which leads to the last phase combination (pi/2, 0).
For chains of even length, all statements remain true but
for the sign flip ϕr → −ϕr.
In conclusion, detrimental effects of disorder on the
transfer phase ϕ are negligible for the topological setup—
if the PH symmetry is preserved—due to the rareness of
double transfers for weak disorder and the irrelevance of
the left-hand phase for a reasonably well tuned complete
transfer to the right-hand edge mode.
B. Symmetry protection
To understand why the particle-hole symmetry is responsible for the fixed transfer phase ϕr = ±pi/2, it is instructive
to consider as a toy model a single, local coupling of two adjacent modes bl and br described by the time-reversal
invariant Rabi Hamiltonian
H˜single =
(
0 A
A µ
)
= A (|l〉 〈r|+ |r〉 〈l|) + µ |r〉 〈r| (S21)
where A ∈ {w¯, t¯} and the local chemical potential (“detuning”) µ 6= 0 breaks the PH symmetry USSHC explicitly. The
time evolution of (S21) reads
U˜single(t) = T exp
[
−itH˜single
]
=
(
Ull Ulr
Url Urr
)
(S22)
with matrix elements
Ull = 〈l| U˜single(t) |l〉 = e−i
µt
2
[
cos
(
Ω
2
t
)
+
iµ
Ω
sin
(
Ω
2
t
)]
≡
√
O˜l eiϕ˜l (S23a)
Url = 〈r| U˜single(t) |l〉 = e−i
µt
2
[
−2iA
Ω
sin
(
Ω
2
t
)]
≡
√
O˜r eiϕ˜r (S23b)
and Rabi frequency Ω =
√
4A2 + µ2 (Ulr = Url and in Urr the relative sign in the sum changes). The overlaps O˜α
and phases ϕ˜α for α = l (blue) and α = r (red) are plotted in Fig. S3 (a) and (b) for a PH symmetric (dashed) and
8breaking (solid) system. In a PH symmetric setup, the phases are discrete, ϕ˜l = ±pi and ϕ˜r = ±pi/2, and robust
against (weak) disorder in the coupling strength A [see also Fig. S2 (c)]. One finds perfect Rabi oscillations,
USSHC H˜single (U
SSH
C )
†
= −Hsingle ⇒ U˜single(t) =
(
cos (At) −i sin (At)
−i sin (At) cos (At)
)
. (S24)
In contrast, PH breaking (µ 6= 0) renders ϕ˜r,l time- and µ-dependent due to the dynamical phase e−iµt2 and, in
addition, varies the relative phase ϕr − ϕl between both edge modes with µ and t, see Eq. (S23a).
It is now illustrative to think of the macroscopic transfer from the left to the right edge mode of a length-L chain
as a sequence of elementary transfers between adjacent bosonic modes bI , see Fig. S3 (c). The accumulated phase for
PH symmetric systems is then (modulo 2pi)
ϕr = 2ϕ˜r(L− 1) + ϕ˜r = (2L− 1)ϕ˜r = 3
2
(2L− 1)pi = Lpi + pi
2
(S25)
which matches the result in Eq. (S31) below. For PH breaking disorder, the phases ϕ˜r → ϕ˜I for local hopping becomes
site dependent because the chemical potential µ → µI varies from site to site. Then the total transfer phase ϕr is
determined by the sum of 2L− 1 random variables (modulo 2pi) and the fixed phase ϕr = ±pi/2 is lost, as shown in
Fig. S2 (c).
V. DIAGONALIZATION OF HbSSH
A. Exact edge modes in the thermodynamic limit
In order to derive the exact edge modes for L→∞, it is convenient to recast the Hamiltonian HˆbSSH in the single-
particle subspace spanned by |I〉 ≡ b†I |0〉. Let wi ≡ w¯ and set the remaining couplings ti ≡ t¯ to one. If we shift the
edge mode energies to zero (by setting the local mode frequencies ωI ≡ 0), the single particle Hamiltonian reads
HbSSH = w¯
L∑
i=1
|i〉 〈i∣∣+ L−1∑
i=1
∣∣i〉 〈i+ 1| + h.c. . (S26)
Looking sharply at this Hamiltonian (and possibly some numerical results) suggests the following form of the left and
right edge modes:
|ξl〉 = N
L∑
i=1
(−w¯)i−1 |i〉 (S27a)
|ξr〉 = N
L∑
i=1
(−w¯)i−1 ∣∣L− i+ 1〉 (S27b)
Here, N = √(1− w¯2)/(1− w¯2L) is the normalizing factor. These states are motivated by the observation that (1)
the mode weight decays exponentially with the distance form the corresponding edge, (2) the local modes contribute
with an alternating sign, and (3) only every other local mode carries relevant weight.
All we have to do is to show that |ξl,r〉 become degenerate zero energy eigenstates of HbSSH for L→∞. This follows
by straightforward calculations,
HbSSH |ξl〉 = w¯N
L∑
i=1
(−w¯)i−1 ∣∣i〉+N L−1∑
i=1
(−w¯)i ∣∣i〉 (S28a)
= −N
L−1∑
i=1
(−w¯)i ∣∣i〉+N L−1∑
i=1
(−w¯)i ∣∣i〉+ w¯N (−w¯)L−1 ∣∣L〉 (S28b)
= −(−w¯)L
√
1− w¯2
1− w¯2L
∣∣L〉 L→∞−−−−→ 0 , (S28c)
9in the topological phase for 0 ≤ w¯ < 1. The same holds for the right edge mode |ξr〉. Obviously 〈ξl|ξr〉 = 0 for all L,
but as long as L <∞, HbSSH couples both states with an overlap exponentially small in L,
〈ξr|HbSSH |ξl〉 = −(−w¯)L 1− w¯
2
1− w¯2L (S29a)
〈ξr,l|HbSSH |ξr,l〉 = 0 , (S29b)
so that in the {|ξl〉 , |ξr〉}-subspace the Hamiltonian takes the form
H˜bSSH = −(−w¯)L 1− w¯
2
1− w¯2L
(
0 1
1 0
)
(S30)
so that the degeneracy is lifted by ∆Eedge ∼ w¯L(1 − w¯2)/(1 − w¯2L) in this na¨ıve approximation. Below we derive a
much more rigorous result for the edge mode splitting in finite systems, but let us first mention that equation (S30)
explains the observed even-odd effect of the relative transfer phases: For even chain length L, the couplings in H˜bSSH
are negative, which gives rise to phase of +pi/2 after a complete Rabi cycle,
U˜ = T exp
[
−i
∫ τ
0
dtF(t)H˜bSSH
]
= (−1)L
(
0 i
i 0
)
(S31)
for w¯L(1− w¯2)/(1− w¯2L) ∫ τ
0
dtF(t) = pi/2. Compare this result with Eq. (S25).
B. Exact diagonalization
To streamline mathematical expressions, we set δ = 0 (⇔ ωI ≡ 0),
t¯ = 1 and rename w¯ to t in Subsections V B, V C and V D
(there is no time t involved until Sec. VI).
Here we derive a closed expression for the characteristic polynomial of HbSSH and use it to find an asymptotically
exact expression for the edge mode splitting ∆Eedge in finite chains of length L. The characteristic polynomial
P [HbSSH](λ) = det(HbSSH +λ1) can be calculated recursively via Laplace’s formula (recall that we have open boundary
conditions and cannot simply diagonalize by Fourier transformation).
To this end, we introduce the class of “even” 2L× 2L matrices
H+L ≡

λ t
t λ 1
. . .
1 λ t
t λ
 (S32)
describing an SSH chain of length L, and its “odd” (2L− 1)× (2L− 1) descendant
H−L ≡

λ 1
1 λ t
. . .
1 λ t
t λ
 (S33)
which describes our bosonic SSH network of length L where the left mode b1 has been deleted (note that in our
bosonic setup this is even physically realizable, though not necessary for the following discussion; in contrast to the
fermionic parent theory).
Laplace’s formula yields the recursion
detH+L = λ detH
−
L − t2 detH+L−1 (S34a)
detH−L = λ detH
+
L−1 − detH−L−1 . (S34b)
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If we insert the second equation in the first, we find
detH+L = (λ
2 − t2) detH+L−1 − λ detH−L−1 (S35a)
detH−L = λ detH
+
L−1 − detH−L−1 (S35b)
which is the recursive definition of two coupled polynomial sequences that can be compactly written in vectorial form
as (
detH+L
detH−L
)
=
(
λ2 − t2 −λ
λ −1
)(
detH+L−1
detH−L−1
)
. (S36)
To find an explicit expression for detH+L and detH
−
L , we diagonalize the matrix with the transformation(
χ+L
χ−L
)
≡
− ληt(λ) 12 [1 + 1+λ2−t2ηt(λ) ]
+ ληt(λ)
1
2
[
1− 1+λ2−t2ηt(λ)
](detH+L
detH−L
)
, (S37)
defining new sequences χ+L and χ
−
L where ηt(λ) ≡
√
[1− (λ2 − t2)]2 − 4t2. This yields the decoupled recursion(
χ+L
χ−L
)
=
(
P+ 0
0 P−
)(
χ+L−1
χ−L−1
)
, (S38)
with eigenvalues P± = − 12
[
1− (λ2 − t2)± ηt(λ)
]
, the solutions of which read
χ±L =
(
P±
)L−1
χ±1 . (S39)
To determine the initial values χ±1 , we calculate
detH+1 = det
(
λ t
t λ
)
= λ2 − t2 (S40a)
detH−1 = det
(
λ
)
= λ (S40b)
and apply the transformation equation (S37). This yields
detχ±1 = ∓
λ
ηt(λ)
(λ2 − t2) + λ
2
[
1± 1 + λ
2 − t2
ηt(λ)
]
. (S41)
Finally, the inverse transformation(
detH+L
detH−L
)
=
(
1+λ2−t2−ηt(λ)
2λ
1+λ2−t2+ηt(λ)
2λ
1 1
)(
χ+L
χ−L
)
(S42)
yields the closed expression
P [HbSSH] = detH
+
L =
1 + λ2 − t2 − ηt(λ)
2λ
· χ+L +
1 + λ2 − t2 + ηt(λ)
2λ
· χ−L (S43)
which can be massaged into the form
P [HbSSH] =
1 + λ2 − t2 − ηt(λ)
ηt(λ)
[
1− (λ2 − t2) + ηt(λ)
]L − 1 + λ2 − t2 + ηt(λ)
ηt(λ)
[
1− (λ2 − t2)− ηt(λ)
]L
. (S44)
Note that this indeed is a polynomial in λ, despite the square root in ηt(λ) (see below).
The spectrum of the SSH/Majorana chain with open boundary conditions and chain length L is then determined
by its roots:
1 + (λ2 − t2)− ηt(λ)
1 + (λ2 − t2) + ηt(λ) =
[
1− (λ2 − t2)− ηt(λ)
1− (λ2 − t2) + ηt(λ)
]L
(S45)
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Supplementary Figure S4. Asymptotic vs. numerical results. (a) Comparison of numerical results (circles) for the edge mode
splitting ∆Eedge and the analytically derived asymptotically exact expression (black bold lines) equation (S48) in the topological
phase for w¯ = t = 0.8, 0.9, 0.99. Close to the phase transition (large edge mode splitting), small deviations between (exact)
numerical and (approximate) analytical results are visible. Note that the observed deviations from the expected exponential
decay for small systems (L ∼ 5) are captured well by our analytical expression. (b) Numerical values for ∆Eedge (small circles),
∆Ebulk (large circles) and the asymptotic expressions derived in the text (yellow line) at the phase transition w¯ = 1 = t¯. Note
that the spectrum becomes linear for L → ∞ close to the band crossing and therefore ∆Eedge = ∆Ebulk for the asymptotic
expressions. In addition, we plot numerical values for |λ1| (black bullets) and compare it with the asymptotic expression. For
L & 10 finite size effects are negligible. Compare the (critical) algebraic decay in (b) with the (gapped) exponential decay in
(a).
C. Asymptotic edge mode splitting
Here we derive an asymptotic expression for the edge mode splitting ∆Eedge as a function of the coupling strength
t in the topological phase, i.e., 0 ≤ t < 1. An application of the binomial theorem allows us to rewrite equation (S44)
as the sum
P [HbSSH] =
bL/2c∑
n=0
(
1 + (λ2 − t2)
1− (λ2 − t2) ·
L− 2n
2n+ 1
− 1
)
×
(
L
2n
)[
1− (λ2 − t2)]L−2n × {[1− (λ2 − t2)]2 − 4t2}n (S46)
where the polynomial nature in λ is apparent. Finding the roots of this polynomial, or, equivalently, solving equa-
tion (S45), is a non-trivial task as it can be recast as a transcendental equation (see below).
As we are interested in the edge mode energies which are, at least for L large and/or t not to close to unity, nearly
zero energy eigenstates, we might assume that these nearly vanishing roots are determined by quadratic terms of
P [HbSSH] up to minor corrections due to a polynomial of degree four. Collecting summands in equation (S46) of
degree zero and two, and evaluating the sums yields
P [HbSSH] = −2L−1
(
t2 + t2L
)
+ 2L−1
t2 + Lt2L − 1− L
t2 − 1 · λ
2 +O(λ4) .
This can alternatively be found by taylor expanding equation (S44) up to second order at λ = 0. Solving P [HbSSH] = 0
in this approximation yields the solutions
λ± = ± t
L(t2 − 1)√
1− (1 + L)t2L + Lt2+2L (S47)
so that the edge mode splitting can be approximated by
∆Eedge =
2tL(1− t2)√
1− (1 + L)t2L + Lt2+2L ∼ 2(1− t
2) e−L/ξ (S48)
with ξ = −1/ log t. As expected, for L → ∞ and/or t → 0, the edge mode splitting vanishes exponentially in L:
∆Eedge ∼ tL. Equation (S48) also tells us that the gap closes again for t → 1 where the topological phase transition
12
occurs (note that in this case the exponential decay is replaced by an algebraic one). Interestingly, equation (S48)
also predicts deviations of the exponential decay for small systems that are not too close to the topological transition.
These can indeed be verified by numerically diagonalizing HbSSH, as shown in Supplementary Fig. S4 (a).
D. Analytic spectrum
Here we derive transcendental equations from equation (S45) that implicitly determine the exact spectrum of H(b)SSH
and H(b)MC (for open boundary conditions) and allow us to find asymptotically exact expressions for the scaling of
∆Eedge and ∆Ebulk close to and at the phase transition. It will become graphically transparent how the edge modes
emerge or vanish for t crossing the critical value 1.
The discriminating quantity appearing in equation (S45) is ηt(λ) =
√
[1− (λ2 − t2)]2 − 4t2. There are two quali-
tatively different regimes for λ: The one for which ηt is purely imaginary and the one for which it is real. ηt is purely
imaginary if (t ≥ 0)
[1− (λ2 − t2)]2 − 4t2 ≤ 0 ⇔ ∣∣1 + t2 − λ2∣∣ ≤ 2t . (S49)
In the first case, we have 1 + t2 − λ2 ≥ 0 ⇔ |λ| ≤ √1 + t2 and
1 + t2 − λ2 ≤ 2t ⇔ |λ| ≥
√
(1− t)2 = |1− t| , (S50)
and in the second case, we have 1 + t2 − λ2 < 0 ⇔ |λ| > √1 + t2 and
− 1− t2 + λ2 ≤ 2t ⇔ |λ| ≤
√
(1 + t)2 = |1 + t| . (S51)
Combining both results yields
|1− t| ≤ |λ| ≤ |1 + t| (S52)
with ηt ≡ iy and y ≡
√
4t2 − [1− (λ2 − t2)]2 ∈ R. In the complementary region,
|λ| < |1− t| or |λ| > |1 + t| (S53)
we have ηt ∈ R.
Let us have a look at equation (S45) for the two cases separately:
• For |1− t| ≤ |λ| ≤ |1 + t|, equation (S45) takes the form
x1 − iy
x1 + iy
=
[
x2 − iy
x2 + iy
]L
⇔ z
∗
1
z1
=
[
z∗2
z2
]L
(S54)
where we introduced x1 ≡ 1− t2 + λ2 and x2 ≡ 1 + t2 − λ2. With zk ≡ xk + iy ≡ |zk|eiϕk , this reads
e−2iϕ1 = e−2Liϕ2 ⇔ ϕ1 = Lϕ2 + pi Z . (S55)
If we define the angular arctangent function atan(y/x) as
arg (x+ iy) = atan(y/x) ≡
{
arctan
(
y
x
)
for x > 0
arctan
(
y
x
)
+ pi for x < 0
, (S56)
equation (S45) becomes
A(λ) ≡ atan
[√
4t2 − [1− (λ2 − t2)]2
1− t2 + λ2
]
!
= L atan
[√
4t2 − [1− (λ2 − t2)]2
1 + t2 − λ2
]
+ pi Z ≡ B(λ) (S57)
which is valid for |1− t| ≤ |λ| ≤ |1 + t| and implicitly determines (almost, see below) the complete spectrum of
HbSSH.
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Supplementary Figure S5. Analytical spectrum — Bulk modes. Illustration of the analytical quantities defined in the text
(Subsec. V D) for couplings (a) t = 0.6 (topological phase), (b) t = 1.0 (phase transition), and (c) t = 1.4 (trivial phase). In
the upper row, the quantities Im ηt(λ), Re ηt(λ), x1(λ), x2(λ), R1(λ), and R2(λ) are plotted. Note that R2 > 1 and R1 < 1
above and below the bands (|λ| > |1 + t|) whereas (a) R1 < 1 and R2 < 1 in the band gap (|λ| < |1 − t|) in the topological
phase for t < 1 but (c) R1 > 1 and R2 < 1 in the trivial phase for t > 1. In the lower row the quantities A(λ) and B(λ) are
shown. Each intersection of A(λ) with one of the branches of B(λ) corresponds to an eigenenergy of a bulk mode.
• For |λ| < |1− t| or |λ| > |1 + t|, both sides of equation (S45) are real which motivates the definition
Rk ≡ xk − ηt
xk + ηt
(S58)
so that equation (S45) takes the simple form
R1 = R
L
2 . (S59)
The solvability of this equation (for some L) is determined by the modulus of Rk:
|Rk| ≶ 1 ⇔ |xk − ηt| ≶ |xk + ηt| ⇐ xk ≷ 0 (S60)
Here we used that ηt ≥ 0 for all allowed λ. This boils down to the conditions
|R1| ≶ 1 ⇔ 1− t2 + λ2 ≷ 0 ⇔ λ2 ≷ t2 − 1 (S61a)
|R2| ≶ 1 ⇔ 1 + t2 − λ2 ≷ 0 ⇔ |λ| ≶
√
1 + t2 . (S61b)
These ranges must be combined with the allowed intervals for λ.
First, let |λ| > |1 + t|. Clearly |1 + t| ≥ √1 + t2, so we have |λ| > √1 + t2 and therefore |R2| > 1. Furthermore
λ2 > (1 + t)2 ≥ t2 − 1 and we find |R1| < 1. Combined this reads for |λ| > |1 + t|:
|R1| < 1 < |R2| ≤ |R2|L ⇒ ∀L : R1 6= RL2 (S62)
We conclude that there are no additional solutions for |λ| > |1 + t|, independent of t.
The other allowed interval |λ| < |1− t| is more interesting. Clearly √1 + t2 ≥ |1− t|, so we have |λ| < |1− t| ≤√
1 + t2 which leads to |R2| < 1. Now comes the crucial step: In the trivial phase we have t > 1 which allows us
to estimate (1− t)2 = t2−1+2(1− t) ≤ t2−1 and thereby λ2 < t2−1 which yields |R1| > 1. Following the same
argument as above, it follows that there are no additional solutions in the range |λ| < |1− t|. Then all solutions
are determined by equation (S57) and we identify the intervals |1 − t| ≤ |λ| ≤ |1 + t| with the PH-symmetric
energy bands gapped by 2|1− t|. As we just proved, there exist no states in this gap.
In the topological phase for t < 1, it follows trivially λ2 ≥ 0 > t2 − 1 and therefore |R1| < 1. Note that
the statement |R2| < 1 remains valid since it does not depend on t. This opens the possibility for non-trivial
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Supplementary Figure S6. Analytical spectrum — Edge modes. We plot A(λ), B(λ), X(λ), and Y (λ) for three topological
couplings t = 0.7, 0.8, 0.9 and two chain lengths L = 3, 5. Intersections of A(λ) and B(λ) (black bullets) represent bulk
eigenmodes. Intersections of X(λ) and Y (λ) (red bullets) correspond to edge modes. All intersections are projected onto the
energy axis to illustrate the spectrum. Note that at t = 0.8 there are only bulk modes for the L = 3 setup while the L = 5
setup already “relabelled” two of the bulk modes as edge modes.
solutions of equation (S59). It is easy to see that at the lower band edge, |λ| = |1 − t|, one has ηt(λ) = 0,
hence R1 = 1 = R2. Furthermore R1(λ = 0) ∝ 1 − t2 − (1 − t2) = 0 but R2(λ = 0) ∝ 1 + t2 − (1 − t2) 6= 0.
Together with R1, R2 ≥ 0, this guarantees at least one pair ±λ0 of additional solutions for L large enough since
limL→∞RL2 (λ) = 0 for |λ| < |1 − t|. These solutions, of course, are lost by equation (S57) to make up for the
fixed dimension of the Hilbert space. Monotonicity arguments show that there is indeed just a single pair of
additional solutions ±λ0 for t < 0 — these are the edge states. Their energy is determined by the equation
X(λ) ≡ [1 + λ2 − t2 − ηt(λ)] [1− λ2 + t2 + ηt(λ)]L != [1 + λ2 − t2 + ηt(λ)] [1− λ2 + t2 − ηt(λ)]L ≡ Y (λ) (S63)
which is solvable for |λ| < |1 − t| with 0 ≤ t < 1 by the above arguments for L large enough. Interestingly,
the critical coupling t∗ for which the edge mode solutions appear depends on the chain length L and one finds
t∗(L) < tcrit = 1 with limL→∞ t∗(L) = tcrit, see Supplementary Fig. S6.
We illustrate the relevant quantities of this discussion in Supplementary Fig. S5 for three parameters t below, at,
and above the critical value. In Supplementary Fig. S6 we show the size-dependent emergence of the edge mode
solutions in the topological phase for three different couplings and two system sizes.
E. Scaling at the critical point
To simplify calculations, we set δ = 0 (⇔ ωI ≡ 0) and t¯ = 1.
However, we revert the notation from the technical previous parts,
t→ w¯, in Subsections V E, V F and V G.
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Let ∆w¯ = t¯− w¯. Here we consider a chain at criticality, ∆w¯ = 0, and set t¯ = 1. Then, equation (S57) reads
atan
[√
4− [2− λ2]2
λ2
]
!
= L atan
[√
4− [2− λ2]2
2− λ2
]
+ npi for n ∈ Z (S64)
which is valid for all 0 < |λ| < 2 since |w¯ − 1| = 0 and |1 + w¯| = 2. Inspection shows [see Supplementary Fig. S5 (b)]
that the solutions ±λ0 of minimal absolute value (the ones which eventually become edge states for ∆w¯ > 0) can be
found for n = 0 while the next pair of eigenvalues ±λ1 (evolving into the lower band edge for ∆w¯ > 0) is specified by
n = −1; there are only solutions for −L < n ≤ 0.
To evaluate ∆Eedge = 2|λ0| and ∆Ebulk = |λ1 − λ0|, we have to solve equation (S64) for n = 0,−1. As we already
know that the gap closes, we can expect λ0, λ1 → 0 for L→∞. Thus we may expand equation (S64) into linear order
of λ to find asymptotically exact expressions for both eigenenergies:
pi
2
− λ
2
+O(λ3) = Lλ+O(λ3) + npi for n ∈ Z (S65)
We have
λ0 ∼ pi
2L+ 1
∼ pi
2L
(S66a)
λ1 ∼ 3pi
2L+ 1
∼ 3pi
2L
(S66b)
for L→∞, and therefore for the time scales
∆E−1edge ∼
2L+ 1
2pi
∼ L
pi
and ∆E−1bulk ∼
2L+ 1
2pi
∼ L
pi
. (S67)
We compare these expressions with numerical results in Supplementary Fig. S4 (b). There it becomes apparent that
“L→∞” can roughly be read as L & 10.
F. Scaling away from the critical point
Here we consider the case |∆w¯| > 0. Recall that the lower band edge is |∆w¯| which motivates the new energy
variable δ = λ− |∆w¯| to measure the distance of bulk modes (λ > |∆w¯|) from the lower band edge.
If we define the LHS argument
αL ≡
√
δ(δ + 2|∆w¯|)[4(1−∆w¯)− δ(δ + 2|∆w¯|)]
2∆w¯ + δ(δ + 2|∆w¯|) (S68)
and the RHS argument
αR ≡
√
δ(δ + 2|∆w¯|)[4(1−∆w¯)− δ(δ + 2|∆w¯|)]
2(1−∆w¯)− δ(δ + 2|∆w¯|) , (S69)
equation (S57) takes the form
atanαL = L atanαR + piZ . (S70)
There is a singularity for ∆w¯ → ±0 and δ → 0 in the sense that the left-hand side is discontinuous
lim
δ→0
atanαL =

0 for ∆w¯ > 0 (topological)
pi
2 for ∆w¯ = 0 (critical)
pi for ∆w¯ < 0 (trivial)
(S71)
induced by the true singularity of the argument
lim
δ→0
√
δ(δ + 2|∆w¯|)[4(1−∆w¯)− δ(δ + 2|∆w¯|)]
2∆w¯ + δ(δ + 2|∆w¯|) =

+0 for ∆w¯ > 0 (topological)
∞ for ∆w¯ = 0 (critical)
−0 for ∆w¯ < 0 (trivial)
. (S72)
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Supplementary Figure S7. Scaling away from the critical point. (a) We plot the left-hand (right-hand) arguments αL (αR)
defined in equation (S68) and equation (S69) as functions of the energy δ = λ− |∆w¯| for couplings ∆w¯ → 0 in the topological
phase close to the phase transition. Note that αL diverges close to the lower band edge |∆w¯| (δ = 0) for ∆w¯ → 0 whereas αR
remains finite. (b) Lowest bulk energy δbulk = λ1−|∆w¯| in the topological phase for ∆w¯ = 0.1 vs. chain length L. We compare
numerical results (circles) with the analytical ones (solid lines) derived in the text. The latter are valid in their respective
L-intervals (vertical lines). In the left (yellow) interval, the 1/L-decay dominates whereas in the right (red) interval the faster
1/L2-decay takes over. (c) The same for ∆w¯ = 0.02, closer to the critical point. Note how the 1/L-decay dominates for a
larger L-range. Marked by the arrow, finite-size deviations from the approximate expression δL→1bulk become visible; as expected
for L . CL→1min .
In contrast, the right-hand side is non-singular,
lim
δ→0
atanαR = 0 for all ∆w¯ . (S73)
Here we used the definition in equation (S56). See Supplementary Fig. S5 [A(λ), red curves in the lower panels] for
an illustration of these statements. This behaviour is responsible for both the emergence of edge modes for ∆w¯ > 0
and the replacement of the asymptotic 1/L decay of the bulk modes at ∆w¯ = 0 by an 1/L2 decay towards the lower
band edge |∆w¯| at ∆w¯ 6= 0.
The discontinuity of the LHS in equation (S57) forbids a consistent expansion for δ → 0 and ∆w¯ → 0 at the same
time. Therefore we consider two cases to simplify equation (S70) separately:
1. αL  1, αR  1, which allows us to solve αL (+pi) = αR + piZ instead of equation (S70).
2. αL  1, αR  1, which allows us to solve pi2 = αR + piZ instead of equation (S70).
In addition, we always assume that δ  1 and |∆w¯|  1, i.e., we consider bulk modes close to the lower band edge
and close to criticality. For the simplified equations, we used that the arctangent function can be linearized if we take
into account definition (S56) as
atan(y/x) ≈ y/x (+pi) for x > 0 (x < 0) . (S74)
1. First regime: αL  1
We start with the first case, αL  1, αR  1, which allows to simplify equation (S70) as
αL (+pi) = αR + piZ (S75)
where the optional +pi follows in the trivial phase for ∆w¯ < 0. We are interested in the bulk modes with lowest
energy, i.e., closest to the lower band edge. This yields the two equations√
δ(δ + 2|∆w¯|)[4(1−∆w¯)− δ(δ + 2|∆w¯|)]
2∆w¯ + δ(δ + 2|∆w¯|) +
{
0
pi
}
= L
√
δ(δ + 2|∆w¯|)[4(1−∆w¯)− δ(δ + 2|∆w¯|)]
2(1−∆w¯)− δ(δ + 2|∆w¯|) +
{−pi
0
}
for
{
∆w¯ > 0
∆w¯ < 0
} (S76)
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which are valid for δ  min{CδαL=1(∆w¯), CδαR=1(∆w¯)} with yet to be determined functions CδαL=1 and CδαR=1 that
determine the range of validity for the linearization of the LHS and RHS arctangent functions. Note that the scaling of
the bulk modes is the same for ∆w¯ ≷ 0. For the choice of the correct value of piZ in equation (S75), see Supplementary
Fig. S5.
We have to solve the equation
pi√
δ(δ + 2|∆w¯|)[4(1−∆w¯)− δ(δ + 2|∆w¯|)] =
L
2(1−∆w¯)− δ(δ + 2|∆w¯|) −
1
2∆w¯ + δ(δ + 2|∆w¯|) (S77)
which reduces to
pi
√
1−∆w¯∆w¯ =
√
δ ·
√
2|∆w¯|(L∆w¯ + ∆w¯ − 1) (S78)
in lowest order of δ. Note that this requires the additional condition δ  1 so that our total range of validity reads
now δ  min{1, CδαL=1(∆w¯), CδαR=1(∆w¯)}.
Solving for δ yields
δL→∞bulk =
pi2
2
(1−∆w¯)|∆w¯|
(L∆w¯ + ∆w¯ − 1)2
L→∞∼ pi
2(1−∆w¯)
2|∆w¯|
1
L2
≡ δ˜L→∞bulk (S79)
valid for 0 < |∆w¯| < 1.
To sum it up, in the gapped phases (|∆w¯| > 0), the bulk modes closest to the band edge have the asymptotic energy
EL→∞bulk = ∆w¯ + δ
L→∞
bulk = |∆w¯|
[
1 +
pi2/2
∆w¯2
1−∆w¯L
2 − 2∆w¯L+ (1−∆w¯)
]
∼ |∆w¯|+ pi
2(1−∆w¯)
2|∆w¯|
1
L2
(L→∞) .
(S80a)
(S80b)
Note that due to the exponential decay of the edge mode energy ∆Eedge, one has E
L→∞
bulk ≈ ∆Ebulk in the topological
phase.
We are left with the determination of CδαR/L=1(∆w¯), i.e., the range of δ for which these relations are valid. We
define CδαR/L=1(∆w¯) as the smallest positive solutions for δ where αR and αL are equal to one:
• The condition αL != 1 reduces to
δ(δ + 2|∆w¯|)[4(1−∆w¯)− δ(δ + 2|∆w¯|)] = [2∆w¯ + δ(δ + 2|∆w¯|)]2 (S81)
which yields the smallest positive solution
CδαL=1(∆w¯) =
[
(∆w¯ − 1)2 −
√
2∆w¯2 − 4∆w¯ + 1
]1/2
− |∆w¯| (S82a)
∼ (
√
2− 1) ∆w¯ (S82b)
≈ 0.4 ∆w¯ (S82c)
where the linear terms follow for 0 < ∆w¯  1, i.e., close to criticality. If we take into account the behaviour of
αL for δ → 0, see Supplementary Fig. S7 (a), we can conclude that for 0 ≤ δ < CδαL=1(∆w¯) it is αL  1 and
the linearization of the LHS arctangent is valid. Contrary, for CδαL=1(∆w¯) < δ  1 we conclude that αL  1
for ∆w¯  1.
• The condition αR != 1 reduces to
δ(δ + 2|∆w¯|)[4(1−∆w¯)− δ(δ + 2|∆w¯|)] = [2(∆w¯ − 2) + δ(δ + 2|∆w¯|)]2 (S83)
which yields the smallest positive solution
CδαR=1(∆w¯) =
[
∆w¯2 + (2−
√
2)(1−∆w¯)
]1/2
− |∆w¯| (S84a)
∼
√
2−
√
2−
(
1 +
1
2
√
2−
√
2
)
∆w¯ (S84b)
≈ 0.8− 1.4 ∆w¯ (S84c)
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where the linear terms follow for 0 < ∆w¯  1, i.e., close to criticality. If we take into account the smooth
behaviour of αR for δ → 0, see Supplementary Fig. S7 (a), we can conclude that for 0 ≤ δ  CδαR=1(∆w¯) it is
αR  1 and the linearization of the RHS arctangent is valid.
To be self-consistent, we have to plug in our solution (S79) into the upper bounds on δ, equation (S82c), equa-
tion (S84c) and the additional constraint δ  1,
pi2
2
(1−∆w¯)|∆w¯|
(L∆w¯ + ∆w¯ − 1)2  min {0.4 ∆w¯, 0.8− 1.4 ∆w¯, 1} = 0.4 ∆w¯ (S85)
for ∆w¯ → 0. We see that the decisive bound is given by the constraint αL  1 for small ∆w¯.
Solving
pi2
2
(1−∆w¯)∆w¯
(L∆w¯ + ∆w¯ − 1)2 = (
√
2− 1) ∆w¯ (S86)
leads to the condition on the system size
L 
pi
√
1
2 +
1√
2
+ 1
∆w¯
− 1
8
√
1
2
+
1√
2
pi∆w¯ − 1
4
√
2
√
2 + 2pi − 1 ∼
pi
√
1
2 +
1√
2
+ 1
∆w¯
∼ 4.5
∆w¯
≡ CL→∞min (∆w¯) (S87)
valid for ∆w¯ → 0. See Supplementary Fig. S7 (b) and (c) for an illustration of this range. We immediately see
that the quadratic decay of bulk modes towards the band edge is a unique feature of the gapped phases (trivial and
topological) that sets in for larger system sizes the closer the system is to criticality. At ∆w¯ = 0, there is no quadratic
decay left and we end up with the 1/L decay that we already derived above.
The scaling derived here is asymptotically correct (L → ∞) for small deviations from criticality, ∆w¯  1. As we
are anyway interested in chains driven close to ∆w¯ ≈ 0, the latter is not restrictive. However, it would be interesting
to know the scaling that dominates for small chains, L ∼ 1.
2. Second regime: αL  1
To this end, we assume that CδαL=1(∆w¯) < δ  min{1, CδαR=1(∆w¯)} and again ∆w¯  1. This implies that αL  1
and αR  1. This allows us to approximate equation (S70) with pi2 = αR−pi for the lowest bulk modes. Additionally,
we use δ  1 to expand the RHS in second order of δ, and finally, we expand in linear order of ∆w¯.
This yields the quadratic equation
9∆w¯L δ2 + 4L(2 + ∆w¯) δ + 4(2L∆w¯ − 3pi) = 0 (S88)
with relevant (positive) solution
δL→1bulk =
1
9∆w¯
[
−4− 2∆w¯ + 2
√
4− 17∆w¯2 + ∆w¯
(
4 +
27pi
L
)]
∼ 3pi
2L
−∆w¯
(
1 +
3pi
4L
+
81pi2
32L2
)
(∆w¯  1)
∼ 3pi
2L
≡ δ˜L→1bulk (∆w¯ → 0) .
(S89)
To be consistent, we have to expand this solution once more into linear order of ∆w¯ to find
EL→1bulk = ∆w¯ + δ
L→1
bulk =
3pi
2L
−∆w¯
(
3pi
4L
+
81pi2
32L2
)
. (S90)
Compare this with the result (S66b) in the limit ∆w¯ → 0. Note that this limit works because we defused the singularity
by setting the LHS to pi2 . In Supplementary Fig. S7 (b) and (c) we show this approximation and its relation to the
asymptotic expression derived above.
19
Self-consistency demands that
0.4 ∆w¯ <
3pi
2L
−∆w¯
(
1 +
3pi
4L
+
81pi2
32L2
)
 min {0.8− 1.4 ∆w¯, 1} = 0.8− 1.4 ∆w¯ (S91)
where we used equation (S84c) and equation (S82c). The left-hand inequality can be solved via the solution of
3pi
2L
−∆w¯
(
1 +
3pi
4L
+
81pi2
32L2
)
= (
√
2− 1) ∆w¯ (S92)
which reads
L < −27
16
pi∆w¯ +
3pi
2
√
2∆w¯
− 3pi
4
√
2
∼ 3pi
2
√
2∆w¯
∼ 3.3
∆w¯
≡ CL→1max (∆w¯) . (S93)
The right-hand inequality can be solved via the solution of
3pi
2L
−∆w¯
(
1 +
3pi
4L
+
81pi2
32L2
)
=
√
2−
√
2−
(
1 +
1
2
√
2−
√
2
)
∆w¯ (S94)
which reads
L  3pi
4
√
2−√2
√9√2−√2∆w¯ + ∆w¯ − 2
∆w¯ − 2 + 1
 ∼ 3pi
2
√
2−√2
− 27pi∆w¯
16
∼ 6.2−5.3 ∆w¯ ≡ CL→1min (∆w¯) . (S95)
In Supplementary Fig. S7 (b) and (c) we illustrate the interval bounded from below by equation (S95) and from above
by equation (S93). Note that the upper bound diverges for ∆w¯ → 0 as the 1/L decay towards |∆w¯| takes over from
the 1/L2 decay. In the limit ∆w¯ → 0, we find the already known result
lim
∆w¯→0
EL→1bulk = δ˜
L→1
bulk =
3pi
2L
(S96)
with a validity range of 6 . L. Indeed, for small chains of length L . 6 one finds finite-size deviations from the exact
1/L decay predicted for a continuous system, as can be seen in Supplementary Fig. S7 (c), which is not even captured
by our more sophisticated expression in equation (S90).
G. Universal scaling
Here we derive the universal scaling of the eigenenergies in the thermodynamic limit exactly. Recall that for the
purpose of state transfer, we have to tune the system closer to the critical point (∆w¯ → 0) for L → ∞ to allow
for optimal scaling of the transfer time (τ ∼ L) which requires ∆Eedge ∼ 1/L for the edge mode splitting. In the
following, we make these statements rigorous. To this end, we introduce the rescaled variables λ′ ≡ Lλ for energies
and ∆w¯′ ≡ L∆w¯ for couplings; we are interested in the ∆w¯′-dependence of ∆E′bulk = |λ′1 − λ′0| and ∆E′edge = 2λ′0 in
the thermodynamic limit L→∞.
We start by rewriting equation (S45) in terms of the new variables,
x′1 − η′t
x′1 + η
′
t
=
[
x′2 − η′t
x′2 + η
′
t
]L
(S97)
where
x′1/2 = 1±
1
L2
[
λ′2 − (L−∆w¯′)2] (S98)
and
η′t =
1
L2
√
[∆w¯′2 − λ′2] [(∆w¯′ − 2L)2 − λ′2] . (S99)
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Note that we did not introduce the relative energies δ′ = λ′−|∆w¯|′ since we are also interested in the edge mode which
lives in the band gap. We can now take the limit L → ∞ of both sides in equation (S97) to find the transcendental
equation
∆w¯′ −√∆w¯′2 − λ′2
∆w¯′ +
√
∆w¯′2 − λ′2 = e
−2√∆w¯′2−λ′2 . (S100)
Here we used that limL→∞ Lx′1 = 2∆w¯
′ and
lim
L→∞
Lη′t = 2
√
∆w¯′2 − λ′2 (S101)
which leads to
lim
L→∞
x′1 − η′t
x′1 + η
′
t
=
∆w¯′ −√∆w¯′2 − λ′2
∆w¯′ +
√
∆w¯′2 − λ′2 . (S102)
For the RHS we used the well-known relation limL→∞ (1 + x/L)
L
= exp(x) to derive
lim
L→∞
[
x′2 ± η′t
2
]L
= e±
√
∆w¯′2−λ′2−∆w¯′ (S103)
and therefore
lim
L→∞
[
x′2 − η′t
x′2 + η
′
t
]L
= e−2
√
∆w¯′2−λ′2 . (S104)
As already mentioned previously, there are two types of solutions for equation (S100): For |λ|′ < |∆w¯|′, the above
equation defines solutions within the gap (which is bounded by |∆w¯|′) in the thermodynamic limit and is well-defined
in the field of real numbers; this implies the exponential decay of the edge mode splitting. In contrast, for |λ|′ > |∆w¯|′
(in-band), the equation becomes complex-valued
∆w¯′ − i√λ′2 −∆w¯′2
∆w¯′ + i
√
λ′2 −∆w¯′2 = e
−2i√λ′2−∆w¯′2 (S105)
which can be recast as the transcendental equation over the field of real numbers
atan
[√
λ′2 −∆w¯′2
∆w¯′
]
=
√
λ′2 −∆w¯′2 + piZ (S106)
encoding an algebraic decay of bulk-modes towards the band edge |∆w¯|.
Inspection shows that the transmutation of “complex” bulk solutions to “real” edge solutions occurs at ∆w¯′ = 1,
see Supplementary Fig. S8 (a). Formally, the energy λ′0 of the edge mode is determined by
∆w¯′ −
√
∆w¯′2 − λ′20,e
∆w¯′ +
√
∆w¯′2 − λ′20,e
= e−2
√
∆w¯′2−λ′20,e for 1 < ∆w¯′ (S107)
and
atan

√
λ′20,b −∆w¯′2
∆w¯′
 = √λ′20,b −∆w¯′2 for 0 ≤ ∆w¯′ ≤ 1 . (S108)
In contrast, the energy of the lowest bulk mode is determined by
atan
[√
λ′21 −∆w¯′2
∆w¯′
]
=
√
λ′21 −∆w¯′2 − pi for all 0 ≤ ∆w¯′ . (S109)
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Supplementary Figure S8. Universal scaling. (a) Numerical (bullets) and analytical (lines) data for the rescaled lowest (edge
mode) energy λ′0 = Lλ0 and the lowest band (bulk mode) energy λ
′
1 = Lλ1 as a function of the rescaled coupling ∆w¯
′ = L∆w¯.
Bold coloured bullets mark numerical data for a quasi-infinite system of length L = 200 whereas finite size effects are evident for
smaller systems (small black bullets) starting at L = 5. Note that the solutions for λ′0 split into the two types λ
′
0,b for λ
′
0 > ∆w¯
′
(in-band) and λ′0,e for λ
′
0 < ∆w¯
′ (in-gap). (b) Analytical results for the rescaled bulk-edge separation ∆E′bulk = |λ′1 − λ′0| and
the rescaled edge-mode splitting ∆E′edge = 2λ
′
0. Additionally, we show the scaled edge-mode energy 10×∆E′edge; the intersection
of the latter with ∆E′bulk determines parameters of fixed bulk-edge energy ratio. We find ∆w¯
′ ≈ 3.3 and ∆E′bulk ≈ 5.0 (black
bullet). Note that ∆E′bulk = pi = ∆E
′
edge for ∆w¯
′ = 0, i.e., at the critical point where the spectrum becomes linear.
These results are illustrated in Supplementary Fig. S8 (a) and compared to finite size numerical results.
The bottom line of this analysis is that we can fix the ratio R of the two relevant energy scales for a transfer, namely
∆Eedge and ∆Ebulk if we approach the topological phase transition from within the topological phase as ∆w¯ = ∆w¯
′/L
for L→∞:
∆Ebulk = R∆Eedge ⇔ λ′1 − λ′0 = ∆E′bulk = R∆E′edge = 2Rλ′0 ⇔ λ′1 = (2R+ 1)λ′0 . (S110)
In conjunction with equation (S100), this constraint implicitly determines ∆w¯′. E.g., for R = 10 we find
∆w¯′ ≈ 3.3 (S111a)
λ′1 = 21λ
′
0 ≈ 5.2 (S111b)
∆E′bulk = 20λ
′
0 ≈ 5.0 (S111c)
∆E′edge = 2λ
′
0 ≈ 0.5 (S111d)
which is illustrated in Supplementary Fig. S8 (b). Therefore we have
∆w¯ ∼ 3.3
L
and τ & 2.0 · L = ∆E−1edge (S112)
for the given energy ratio R = 10. Note that the condition τ & ∆E−1edge is merely necessary to facilitate at least one
Rabi cycle between the edges; in particular, it allows for optimal scaling τ ∼ L. However, adiabatically decoupling
bulk modes from the edge subspace is determined by ∆Ebulk which vanishes also with L
−1. This motivates the analysis
of the next section VI.
VI. ADIABATICITY
To streamline mathematical expressions, we replace the calli-
graphic symbols P and F used for pulses in the main text by
lower-case letters p and f .
We use rigorous bounds on non-adiabatic losses [S10] in conjunction with the previously derived scaling of the
edge-mode splitting and bulk gap to tackle the adiabatic bulk-edge decoupling quantitatively.
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In the following, we write the SSH chain Hamiltonian in the form
H(s) = H0 + w¯(s)H1 (S113)
where H0 (H1) describes the topological (trivial) dimerization of the chain (all couplings set to 1), 0 ≤ w¯(s) ≤ 1
encodes the coupling, and s = a+(b−a) t/τ is a dimensionless time with s ∈ [a, b], whereas t ∈ [0, τ ]. Let g = ∆Ebulk/2
be half the gap separating bulk from edge modes. With our previous results [see also Supplementary Fig. S9 (a)], we
can estimate
2g(w¯) = ∆Ebulk ≥ ∆w¯ = 1− w¯ (S114)
which becomes asymptotically an equality for L→∞.
In [S10], the following rigorous upper bound on the non-adiabatic losses was derived:
1− E = 〈Ψ0|U†τ Q0 Uτ |Ψ0〉 ≤ C2 (S115)
with
C =
2
τ
[
‖H˙(a)‖
g2(a)
+
‖H˙(b)‖
g2(b)
]
+
2
τ
∫ b
a
ds
(
‖H¨(s)‖
g2(s)
+ 7
√
2
‖H˙(s)‖2
g3(s)
)
(S116)
where Q0 = 1 − |1,0, 0〉 〈1,0, 0| − |0,0, 1〉 〈0,0, 1| is the projector onto the bulk sector at the beginning (s = a) and
at the end (s = b) and ‖ • ‖ is the operator norm. We have ‖H0‖ = 1 = ‖H1‖ (both describe decoupled dimers
with maximum absolute eigenvalue 1) and will consider pulses w¯(s) ∈ Ck(R, [0, 1]) with k ≥ 1 which are compactly
supported on an interval I = [a, b] so that
C =
2
τ
∫ b
a
ds
( | ¨¯w(s)|
g2(s)
+ 7
√
2
| ˙¯w(s)|2
g3(s)
)
. (S117)
Equation (S114) allows us to estimate
C ≤ 2
τ
∫ b
a
ds
[
22
| ¨¯w(s)|
(1− w¯(s))2 + 7
√
2 23
| ˙¯w(s)|2
(1− w¯(s))3
]
. (S118)
To allow for a complete state transfer, we showed earlier that the critical coupling has to be approached as w¯max ∼
1−∆w¯′min/L, where w¯max = maxs∈I w¯(s), in combination with an (at least) linearly growing protocol timescale τ & L.
Therefore we assume the form
w¯(s) = (1−∆w¯′min/L) · p(s) (S119)
for L > ∆w¯′min with p(a) = 0 = p(b), p(c) = 1, and p monotonically increasing (decreasing) on [a, c] ([c, b]), where
c = (a+ b)/2. For the following analysis, it is more convenient to introduce p¯(s) = 1− p(s) which vanishes during the
pulse: p¯(c) = 0. Then
C ≤ C1
τ
∫ b
a
ds
|p¯′′(s)|
(εL + p¯(s))
2︸ ︷︷ ︸
≡χ1
+
C2
τ
∫ b
a
ds
|p¯′(s)|2
(εL + p¯(s))
3︸ ︷︷ ︸
≡χ2
≡ CL[p¯]
τ
(S120)
with
C1 =
23
1−∆w¯′min/L
∼ const , C2 = 7
√
2 24
1−∆w¯′min/L
∼ const and εL = ∆w¯
′
min
L−∆w¯′min
∼ 1
L
. (S121)
For L → ∞, CL[p¯] will diverge due to the vanishing of p¯(s) at s = c and limL→∞ εL = 0. In order to keep the bulk
losses 1 − E constant for L → ∞, we have to scale the protocol timescale as τ ∼ L1+αp¯ with αp¯ ≥ 0 such that the
asymptotic order of CL[p¯] is matched and limL→∞ CL[p¯]/L1+αp¯ = const.
We stress that common knowledge tells us that τ & 1/g2min ∼ L2 is needed for adiabaticity, i.e., αp¯ = 1, since
gmin ≈ εL ∼ 1/L, whereas the Lieb-Robinson bound [S11] (and ∆Eedge ∼ 1/L) in principle allows for linear scaling:
αp¯ = 0.
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Supplementary Figure S9. Adiabatic bulk-edge decoupling. (a) Finite-size bulk gap ∆Ebulk = 2g(w¯(s)) for w¯(s) = 0.8 · sin2(pis)
as a function of parametric time s ∈ [0, 1] for two systems of size L = 5 (blue bullets) and L = 20 (red bullets). For comparison,
the exact bulk gap ∆w¯(s) = 1−w¯(s) in the thermodynamic limit (L→∞) is drawn as shaded region. Clearly 2g(w¯(s)) ≥ ∆w¯(s)
for systems of finite size; this lower bound on g is used in the text for the estimation of the bulk losses. (b) The three polynomial
pulses (black lines) pn(s) for n = 2, 4, 6 as derived in the text, see equation (S142). For comparison, we show the shifted and
rescaled pulse f(s) = sin2
[
pi
2
(x− 1)] (red) which was used in the main text. All four pulses are compactly supported on
I = [−1, 1] and continuously differentiable on R. (c) Numerical evaluations of the upper bounds CL[f¯ ]/τ for f(s) = sin2(pis)
with τ = τ0 · L1+α for α = 0, 12 , 1 (τ0 = 103). Obviously τ ∼ L1+
1
2 leads to a finite upper bound C for L → ∞, i.e., αf¯ = 12 .
(d) Numerical simulations of the bulk losses 1 − E with f(s) = sin2(pis), w¯max = 1 − 3.3/L and τ = τ0 · L1+α for α = 0, 12 , 1
(τ0 is normalized such that τ = 10 for L = 10). Note that for τ ∼ L the bulk losses increase with L whereas for τ ∼ L1+ 12
they converge towards a constant value which can be made arbitrarily small by increasing the prefactor τ0. (e) Numerical
evaluations of the upper bounds CL[p¯]/τ for polynomials pn(s) with n = 2, 4, 6 as shown in (b). τ = τ0 · L1+ 14 (τ0 = 500) is
fixed for all three such that CL[p¯4]/τ converges to a finite value. The inset illustrates the dependence of the prefactors Cn[q]
on the pulse shape (that is, n): With n the prefactors grow so that the upper bounds intersect when plotted over L. Thus it
may be beneficial to choose pulse shapes with poor scaling in L for small systems. (f) Numerical simulations of 1−E with the
polynomial pulse p4(s), w¯max = 1− 3.3/L and τ = τ0 ·L1+α for α = 0, 14 , 12 . For τ ∼ L the bulk losses increase with L whereas
for τ ∼ L1+ 14 one finds constant losses; for τ ∼ L1+ 12 the losses vanish with L→∞. Compare these results with (d).
In the following, we demonstrate that our pulse p¯(s) = cos2(pis) = 1 − sin2(pis) yields a scaling of αp¯ = 1/2 and
thereby already surpasses the na¨ıve estimates for adiabaticity. Subsequently, we present a sequence of pulses p¯n(s)
for which provably αp¯n = 1/n, so that the optimal scaling αp¯ = 0 can be approached systematically. The question
whether there is an optimal pulse p(s) with αp¯ = 0 is left open. We compare all estimates (which are, after all, only
sufficient conditions for adiabaticity) with numerical simulations of the bulk losses and find that the actual scaling
saturates the upper bounds (up to L-independent prefactors).
1. We start with p¯ = f¯(s) = cos2(pis) = 1− sin2(pis) for s ∈ [0, 1], as used for demonstrative purposes in the main
text. We have to evaluate
CL[f¯ ] =
∫ 1
0
ds
[
C1
2pi2| cos(2pis)|
(εL + cos2(pis))
2 + C2
pi2 sin2(2pis)
(εL + cos2(pis))
3
]
(S122)
where we set ∆w¯′min = 3.3. We evaluate the integrals numerically and plot CL[f¯ ]/τ as a function of L for
τ = τ0 · L1+α with α = 0, 12 , 1 in Supplementary Fig. S9 (c). To compare the scaling of the rigorous upper
bounds on the bulk losses with the real system, we simulate the time evolution for f(s) = sin2(pis) with
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τ = τ0 · L1+α (α = 0, 12 , 1) and w¯max = 1− 3.3/L and calculate 1− E at t = τ . Note that we do not tune w¯max
or τ in any way to optimize the transfer O as we are only interested in the adiabatic decoupling of bulk and
edge at this point. The numerical losses are shown in Supplementary Fig. S9 (d): Up to finite size effects and
L-independent prefactors, the rigorous upper bounds capture the scaling of the actual system quite nicely. In
particular, the result αf¯ =
1
2 is verified. The latter surpasses the conservative estimate τ & 1/g2min ∼ L2 but
does not reach optimal (linear) scaling αf¯ = 0.
2. Let us now follow a more systematic approach and consider pulses of the form
p¯n(s) = s
n · q(s) for s ∈ I = [−1, 1] and n ≥ 2 even (S123)
with s−n ≥ q(s) > 0 on I and q(±1) = 1.
We impose the continuity conditions
p¯′n(±1) = ±n q(±1) + q′(±1) = 0 ⇒ q′(±1) = ∓n (S124)
so that the boundary terms in equation (S116) vanish and p¯n(s) becomes a C
1-function if set to 1 outside I
(which corresponds to the stable situation of statically decoupled edge modes). One could smoothen the function
further by requiring
p¯′′n(±1) = n(n− 1) q(±1)± 2n q′(±1) + q′′(±1) = 0 ⇒ q′′(±1) = n(n+ 1) ∼ n2 (S125)
so that p¯n ∈ C2 if extended with 1 to R. This, however, will not change the gist of the statements that follow.
The upshot of these considerations is that getting rid of higher derivatives at the critical time s = 0 (when the
gap is of order 1/L) has to be paid for by growing derivatives of q(s) at the boundaries of I in order to smoothen
the transition into the stationary, decoupled state before and after the pulse.
Note that for the mth derivative one has
p¯(m)n =
m∑
k=0
(
m
k
)
n!
(n− k)! s
n−kq(m−k)(s) (S126)
so that p¯
(m)
n (0) = 0 for m < n. The motivation is that flattening the pulse close to the critical region at s = 0
(where g ≈ gmin ∼ 1/L) may be beneficial for the scaling of τ with L.
In particular,
p¯(s) = snq(s) (S127a)
p¯′(s) = n sn−1q(s) + snq′(s) (S127b)
p¯′′(s) = n(n− 1) sn−2q(s) + 2n sn−1q′(s) + snq′′(s) . (S127c)
In equation (S120), this yields
χ1 ≤ n(n− 1)
∫
I
ds
|sn−2q(s)|
(εL + snq(s))
2︸ ︷︷ ︸
χ1,1
+2n
∫
I
ds
|sn−1q′(s)|
(εL + snq(s))
2︸ ︷︷ ︸
χ1,2
+
∫
I
ds
|snq′′(s)|
(εL + snq(s))
2︸ ︷︷ ︸
χ1,3
(S128)
and
χ2 ≤ n2
∫
I
ds
|s2n−2q2(s)|
(εL + snq(s))
3︸ ︷︷ ︸
χ2,1
+2n
∫
I
ds
|s2n−1q(s)q′(s)|
(εL + snq(s))
3︸ ︷︷ ︸
χ2,2
+
∫
I
ds
|s2n(q′(s))2|
(εL + snq(s))
3︸ ︷︷ ︸
χ3,3
(S129)
where the inequalities are due to the triangle inequality.
If we introduce the minimum 0 < q ≡ mins∈I |q(s)| and the maximum Q ≡ maxs∈I |q(s)| (similarly for deriva-
tives: Q′ and Q′′), the integrals can be estimated straightforwardly:
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• The first term of χ1 reads
χ1,1 =
∫ 1
−1
ds
|sn−2q(s)|
(εL + snq(s))
2 ≤
∫ 1
−1
ds
sn−2Q
(εL + snq)
2 =
2
ε2L
∫ 1
0
ds
sn−2Q
(1 + snq/εL)
2 (S130a)
= 2Qε
−2+1/n+1−2/n
L q
−1/n−1+2/n
∫ (q/εL) 1n
0
du
un−2
(1 + un)
2 (S130b)
≤ 2Qε−1−1/nL q1/n−1
∫ ∞
0
du
un−2
(1 + un)
2 = 2Qε
−1−1/n
L q
1/n−1 pi
n2 sin pin
(S130c)
=
1
εL
[
q
εL
] 1
n 2pi
n2 sin pin
Q
q
(S130d)
where we used that sn ≥ 0 for even n. In the second row we substituted u = (q/εL) 1n s. Note that the last
estimate becomes an equality for L→∞ since εL → 0.
• The second term reads
χ1,2 =
∫ 1
−1
ds
|sn−1q′(s)|
(εL + snq(s))
2 ≤
∫ 1
−1
ds
|s|n−1Q′
(εL + snq)
2 =
2
ε2L
∫ 1
0
ds
sn−1Q′
(1 + snq/εL)
2 (S131a)
= 2Q′ ε−2+1/n+1−1/nL q
−1/n−1+1/n
∫ (q/εL) 1n
0
du
un−1
(1 + un)
2 (S131b)
≤ 2Q′ ε−1L q−1
∫ ∞
0
du
un−1
(1 + un)
2 = 2Q
′ ε−1L q
−1 1
n
(S131c)
=
1
εL
2
n
Q′
q
. (S131d)
• The third term reads
χ1,3 =
∫ 1
−1
ds
|snq′′(s)|
(εL + snq(s))
2 ≤
∫ 1
−1
ds
snQ′′
(εL + snq)
2 =
2
ε2L
∫ 1
0
ds
snQ′′
(1 + snq/εL)
2 (S132a)
= 2Q′′ ε−2+1/n+1L q
−1/n−1
∫ (q/εL) 1n
0
du
un
(1 + un)
2 (S132b)
≤ 2Q′′ ε−1+1/nL q−1−1/n
∫ ∞
0
du
un
(1 + un)
2 = 2Q
′′ ε−1+1/nL q
−1−1/n pi
n2 sin pin
(S132c)
=
1
εL
[
εL
q
] 1
n 2pi
n2 sin pin
Q′′
q
. (S132d)
• The first term of χ2 reads
χ2,1 =
∫ 1
−1
ds
|s2n−2q2(s)|
(εL + snq(s))
3 ≤
∫ 1
−1
ds
s2n−2Q2
(εL + snq)
3 =
2
ε3L
∫ 1
0
ds
s2n−2Q2
(1 + snq/εL)
3 (S133a)
= 2Q2 ε
−3+1/n+2−2/n
L q
−1/n−2+2/n
∫ (q/εL) 1n
0
du
u2n−2
(1 + un)
3 (S133b)
≤ 2Q2 ε−1−1/nL q−2+1/n
∫ ∞
0
du
u2n−2
(1 + un)
3 = 2Q
2 ε
−1−1/n
L q
−2+1/n pi(n− 1)
2n3 sin pin
(S133c)
=
1
εL
[
q
εL
] 1
n pi(n− 1)
n3 sin pin
[
Q
q
]2
. (S133d)
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• The second term reads
χ2,2 =
∫ 1
−1
ds
|s2n−1q(s)q′(s)|
(εL + snq(s))
3 ≤
∫ 1
−1
ds
|s|2n−1QQ′
(εL + snq)
3 =
2
ε3L
∫ 1
0
ds
s2n−1QQ′
(1 + snq/εL)
3 (S134a)
= 2QQ′ ε−3+1/n+2−1/nL q
−1/n−2+1/n
∫ (q/εL) 1n
0
du
u2n−1
(1 + un)
3 (S134b)
≤ 2QQ′ ε−1L q−2
∫ ∞
0
du
u2n−1
(1 + un)
3 = 2QQ
′ ε−1L q
−2 1
2n
(S134c)
=
1
εL
1
n
QQ′
q2
. (S134d)
• The third term reads
χ2,3 =
∫ 1
−1
ds
|s2n(q′(s))2|
(εL + snq(s))
3 ≤
∫ 1
−1
ds
s2nQ′2
(εL + snq)
3 =
2
ε3L
∫ 1
0
ds
s2nQ′2
(1 + snq/εL)
3 (S135a)
= 2Q′2 ε−3+1/n+2L q
−1/n−2
∫ (q/εL) 1n
0
du
u2n
(1 + un)
3 (S135b)
≤ 2Q′2 ε−1+1/nL q−2−1/n
∫ ∞
0
du
u2n
(1 + un)
3 = 2Q
′2 ε−1+1/nL q
−2−1/n pi(n+ 1)
2n3 sin pin
(S135c)
=
1
εL
[
εL
q
] 1
n pi(n+ 1)
n3 sin pin
[
Q′
q
]2
. (S135d)
Combining these results in equation (S128) and (S129) with equation (S120) yields the final upper bound for
bulk losses
CL[p¯n] εL ≤
[
q
εL
] 1
n 2pi C1 n(n− 1)
n2 sin pin
Q
q
+
2C1 2n
n
Q′
q
+
[
εL
q
] 1
n 2pi C1
n2 sin pin
Q′′
q
+
[
q
εL
] 1
n pi(n− 1)C2 n2
n3 sin pin
[
Q
q
]2
+
C2 2n
n
QQ′
q2
+
[
εL
q
] 1
n pi(n+ 1)C2
n3 sin pin
[
Q′
q
]2 (S136a)
L→∞≤
[
q
εL
] 1
n 3pi (n− 1)
n sin pin
[
2C1
Q
q
+ C2
(
Q
q
)2]
(S136b)
where the last line describes the dominant term for L→∞. In conclusion, we have
√
1− E L→∞≤ 1
τ ε
1+ 1n
L
3pi (n− 1) q 1n
n sin pin
[
2C1
Q
q
+ C2
(
Q
q
)2]
≡ Cn[q]
τ ε
1+ 1n
L
. (S137)
With εL ∼ 1L it follows that τ ∼ L1+
1
n is sufficient to keep the bulk losses constant for L→∞ if a pulse of the
form p¯n is used instead of f¯(s) = cos
2(pis).
There are a few comments in order:
1. If we taylor f¯(s) = cos2(pis) around its minimum at s = 1/2,
cos2(pis) =
(
s− 1
2
)2
·
[
pi2 − pi
4
3
(
s− 1
2
)2
+ . . .
]
︸ ︷︷ ︸
>0 for s∈[0,1]
, (S138)
we immediately conclude that αf¯ =
1
2 since f¯(s) is of the form p¯2(s) for appropriately chosen q(s) (and
shifted/rescaled s).
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2. It is important to stress that the coefficient
Cn[q] =
3pi (n− 1) q 1n
n sin pin
[
2C1
Q
q
+ C2
(
Q
q
)2]
(S139)
is independent of L but does depend on the pulse shape via n and Q/q: First, for n→∞, we have
pi (n− 1)
n sin pin
→ n . (S140)
The better scaling comes at the price of larger upper bounds, i.e., larger time scales τ to begin with. Secondly,
Q tends to diverge with n → ∞ as well. We already showed that continuous differentiability at the beginning
and end of the pulse implies (at least) |q′(±1)| = n and therefore Q′ ≥ n, and |q′′(±1)| ∼ n2 ⇒ Q′′ ≥ n2 if
p¯n ∈ C2 is required. Note that this blows up the coefficients of the sub-leading terms in equation (S136a).
The interplay of Cn[q] and the L
1+ 1n -scaling can lead to the situation depicted in Supplementary Fig. S9 (e)
where it is beneficial for small L to choose n smaller despite the inferior L-scaling, simply because the prefactors
can be prohibitively large when L is not yet large enough.
3. Constructing possible q(s) for given n so that pn(s) = 1− p¯n(s) is compactly supported on [−1, 1] and k-times
continuously differentiable on R is easily accomplished with the polynomial ansatz
1− pn(s) =
D∑
j=n
ρj s
j (S141)
for large enough D. Solving for {ρj} yields possible solutions (k = 1)
p2(s) = 1− x2(2− 1x2) (S142a)
p4(s) = 1− x4(3− 2x2) (S142b)
p6(s) = 1− x6(4− 3x2) (S142c)
...
which are plotted in Supplementary Fig. S9 (b) and compared with f(s) = sin2(pis). In Supplementary
Fig. S9 (f) we show numerical results for 1− E for the polynomial pulse p4(s).
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