Abstract This paper concerns the problem of ordering geometrical objects, which have the structure of finite cellular spaces. We introduce cellular codes, cellular indices, and (k, l)-sizes and apply them to ordering 2-cells, plane curves, and projections of knots. Results of this paper can be applied (1) to ordering other geometrical objects with cellular space structures, (2) in psychological and computer tests for comparison of complexity of geometrical objects, and (3) to ordering objects with fractal and chaotic structure, which admit approximation by cellular spaces.
Introduction
A classification of geometric objects having topological or algebraic properties is usually accompanied by the problem of ordering classified objects. If the classification has enumerative nature, then this nature implies the order of objects. An example of such classification is the classification of smooth connected compact surfaces, where oriented surfaces can be ordered by numbers of holes and handles, and nonoriented surfaces-by numbers of holes and Möbius films.
If a classification does not have enumerative nature, then one can use an imagination of complexity of classified objects. An example of such order is the order of knots with n crossings. There is generally accepted knot catalogue (see [6, 7] ) that has the standard notations, for example, the 7 3 knot is the third knot with 7 crossings. This catalogue contains knots with 0 through 10 crossings. In our paper we order projections of knots with 5 through 9 crossings.
There exists an opinion that (see [1] , p. 84) "There is no logic to the order in which we list the knots with a given crossing number. The first published catalogue of knots listed them in a certain order, and all subsequent catalogues have used the same arbitrary order." However in [1] , the 7 6 and 7 7 knots together with their notations are interchanged with respect to generally accepted order. Even if there is no logic to the order in the knot catalogue, there is the impression that projections of knots were ordered like in a psychological test: from simple to more complicated picture.
In Sect. 6.2, we apply (2, 1)-sizes (defined in Sect. 4), according to which projections of knots must be ordered in a specific way, and present their order for crossings from 5 through 9 in Table 2 . Table 2 shows that the order in the knot catalogue and the order by (2, 1)-sizes coincide for knots with 5 and 6 crossings. In Table 3 we calculate deviation of the order in the knot catalogue from the order by (2, 1)-sizes for knots with 7, 8, and 9 crossings.
The initial point for writing this paper was the question how to order eight pictures shown in Fig. 6 of paper [2] . The same eight pictures are depicted in Fig. 15 of present paper. In paper [2] , we proved the classification of M-curves of degree 5, where the arrangement of the odd branch of each M-curve with respect to two lines coincides with one of eight pictures depicted in Fig. 15 . In paper [2] , these pictures were arbitrary enumerated. In [2] .
In Sect. 2 we define cellular codes and phenomenality of cellular spaces regarding to cellular codes. Phenomenality is an order relation, which reflects geometric complexity of cellular spaces. In Sect. 3 we give the classification of 2-cells with cellular codes (1, 0, 1) and (k, k, 1) for k = 1, 2, 3, 4, 5. In Sect. 4 we define phenomenality of cellular spaces regarding to cellular indices and (k, l)-sizes. In Sect. 5 we define metrics in the set of permutations of integers 1, 2, . . . , k. In Sect. 6, first, we apply (2, 1)-sizes to order curves and knots, and second, we apply metrics from Sect. 5 to calculate deviation of the order in the knot catalogue from the order by (2, 1)-sizes.
Cellular Codes
In this paper a cellular space is a Hausdorff CW-complex. We consider only finite finite-dimensional cellular spaces, thus the words "cellular space" mean a finite ndimensional cellular space with 0 ≤ n < ∞. We denote the closure of r-cell e r as Cl e r , and the r-skeleton of cellular space X as sk e r X.
Let X be a cellular space, which 
, and cellular space X has code (2, 3, 3, 1) . (2) If the standard sphere S n is equipped with the standard partition, which consists of one 0-cell ort 1 = (1, 0, . . . , 0) and one n-cell S n \ ort 1 , then cellular space S 0 has code (2); S 1 has code (2, 1); and for n ≥ 2, S n has code (1, 0, . . . , 0, 1), where 0 is repeated n − 1 times.
(3) If the standard disk D n is equipped with the standard partition, which consists of one 0-cell ort 1 , one (n − 1)-cell e n−1 = S n−1 \ ort 1 , and one n-cell Int D n , then cellular space D 1 has code (2, 1); D 2 has code (1, 1, 1); and for n ≥ 3, D n has code (1, 0, . . . , 0, 1, 1), where 0 is repeated n − 2 times.
(4) If projective space RP n is equipped with the standard partition, which consists of r-cells e r = RP r \ RP r−1 , where 0 ≤ r ≤ n, then cellular space RP n has code (2, . . . , 2, 1), where 2 is repeated n times.
(5) If complex projective space CP n is equipped with the standard partition, which consists of 2r-cells e 2r = CP r \ CP r−1 , where 0 ≤ r ≤ n, then cellular space CP n has code (1, 0, . . . , 1, 0, 1), where fragment 1, 0 is repeated n times.
(6) If quaternion projective space HP n is equipped with the standard partition, which consists of 4r-cells e 4r = HP r \ HP r−1 , where 0 ≤ r ≤ n, then cellular space HP n has code (1, 0, 0, 0, . . . , 1, 0, 0, 0, 1), where fragment 1, 0, 0, 0 is repeated n times.
(7) If the Cayley projective space CaP n is equipped with the standard partition, which consists of 8r-cells e 8r = CaP r \ CaP r−1 , where 1 ≤ r ≤ n, then cellular space CaP n has the code (1, 0, 0, 0, 0, 0, 0, 0, . . . , 1, 0, 0, 0, 0, 0, 0, 0, 1), where fragment 1, 0, 0, 0, 0, 0, 0, 0 is repeated n times.
Consider nonempty n-dimensional cellular spaces X, Y , and Z such that X = Y ∪ Z and Y ∩ Z ⊂ sk e n−1 X. Cellular codes can be subject to Definitions 2.8 and 2.9, and thus Definition 2.10 defines an order relation in the set of cellular spaces. Equiphenomenal cellular spaces (regarding to cellular code) are called equicodal. For 0 ≤ n < k < ∞, every k-dimensional cellular space is always more phenomenal (regarding to cellular code) than n-dimensional one. 
Example 2.12
This example is found in [5] . The net of a polyhedron is the union of its edges. Two polyhedra belong to the same type if the nets of their edges are homeomorphic. How many types of polyhedra with q faces do there exist? The number p of the types of polyhedra with q faces is limited. If q = 4, 5, 6, 7, 8, . . . , then p = 1, 2, 7, 34, 257, . . . , respectively. In [5] , one can find the classification for q = 4, 5, 6 in pictures. In Fig. 1 , one can see the classification of polyhedra for q = 6, where each polyhedron is shown from above, and the frame for each picture is the base of the polyhedron. We order these polyhedra regarding to their cellular codes. In [5] they have the order 1, 6, 4, 2, 3, 5, 7 and are ordered regarding to faces with maximal number of edges and pictured such that the face with maximal number of edges is placed in the base of the polyhedron. Notation . . . in Fig. 1 is defined in Sect. 4.
Equicodal Cellular Spaces
Consider n-dimensional cellular space X. Let Y and Z be nonempty cellular equivalent r-dimensional (r < n) cellular subspaces of X. For n ≥ 2, it is useful to have a dictionary of n-tuples which are realizable by closed cells. One can choose the set {1, 2, . . .} of positive integers as the alphabet in the dictionary. The set of codes of n-cells constitutes in the dictionary an article of letter "n", which consists of (n + 
), and provide a cellular partition of the circle S 1 . Using this partition, one can find that the Euler characteristic of the circle S 1 is k − l. On the other hand the Euler characteristic of the circle is zero, and thus k = l. The contradiction proves the lemma. Return to Problem 2. We show that it is algorithmically solvable for n = 2. The algorithm for the solution is the content of the proof of Theorem 3.6. But before dealing with this algorithm, we consider the first trivial cases and make some general remarks.
There is only one cellular equivalence class X 2 2 ≡ X 2 2,1 of 2-cells with the code (1, 0, 1) . The representative of this class is the standard sphere S 2 equipped with the standard partition, which is a 0-gon.
For each code (k, k, 1) with k ≥ 1, the cellular equivalence class which contains a k-gon is called the fundamental class of the code (k, k, 1) and denoted as X 2 2k+1,1 . The set of cellular equivalence classes of 2-cells with code (1, 1, 1) consists of the unique class X 2 3 ≡ X 2 3,1 , which is fundamental. If k ≥ 2, then the set of cellular equivalence classes of 2-cells with code (k, k, 1) consists of more than one class. One can construct their representatives by induction starting from a k-gon and by application to the k-gon the following two rules and their compositions. These rules are two special cases of Theorem 3.1: the first case is when Y and Z are two distinct 0-cells in X, and the second case is when Y and Z are two distinct cellular equivalent 1-cells in X. Let X be a 2-cell with code (k, k, 1), which realizes cellular equivalence class X 2 2k+1,i . If for β ≥ 1 integers q 1 , . . . , q β , q satisfy inequalities 2 ≤ q 1 ≤ · · · ≤ q β and q 1 + · · · + q β ≤ q, then symbol E(q 1 , q 2 , . . . , q β ) means that first, we identify q 1 edges, then we identify another q 2 edges, . . . , and finally we identify another q β edges.
If we have identified edges of the fundamental k-gon by means of symbol E(q 1 , . . . , q β ) and obtained a closed 2-cell Cl e having a number p ≥ 2 of 0-cells, then for any integers 2 ≤ p 1 ≤ · · · ≤ p α and p 1 + · · · + p α ≤ p, symbol (E(q 1 , . . . , q β ), V (p 1 , . . . , p α ) ) means that we identify vertices of 2-cell Cl e by means of symbol V (p 1 , . . . , p α ) . We apply the following two abbreviations: (0, V (p 1 , . . . , p α )) = V (p 1 , . . . , p α ) and (E(q 1 , . . . , q β ), 0) = E(q 1 , . . . , q β ). In Figs. 1 -5 , vertical bar | is used to separate identifications with distinct symbol.
Since every identification of two or more edges is automatically accompanied by some identification of their terminal points, symbol (V (p 1 , . . . , p α ), E(q 1 , . . . , q β ) ), where both of V (p 1 , . . . , p α ) and E(q 1 , . . . , q β ) are nonzero, is prohibited. 
Theorem 3.6 There do not exist cellular equivalence classes of cellular spaces
(1) with the code (1, 0, 1) other than the class, whose representative is the sphere S 1 equipped with the standard partition, (2) with the code (1, 1, 1) other than the class, whose representative is the disk D 1 equipped with the standard partition, (3) with the code (2, 2, 1) other than the five classes depicted in Fig. 2,  (4) with the code (3, 3, 1) other than the eight classes depicted in Fig. 3 , (5) 
. , p α )).
To complete the proof we present the Table 1 , which helps to generate the cellular equivalence classes indicated in Figs. 4 -6.
The scheme of the proof can be applied to ordering cellular spaces of codes (k, k, 1) with k ≥ 6. Definition 3.7 A cellular space is said to be saturated if every two of its distinct subspaces are not cellular equivalent. The cellular equivalence class of a saturated space is also called saturated. 
], and h k (E(2)) = 2h k (V (2)), where [a] means the greatest integer in a. , i 1 , . . . , i n ] are indices of spaces X and X , respectively, and n < n , then we edit and order them according to Definitions 2.8 and 2.9. We assign to each cellular space its index.
If cellular spaces X and X have edited indices M and M , respectively, and M > M , then according to Definition 2.10, the space X is more phenomenal regarding to their indices than the space X , and we write X X or X ≺ X. Equiphenomenal cellular spaces (regarding to their indices) are called equiindexial, and we write X X .
The phenomenality regarding to cellular index is an order relation on the set of cellular spaces. For 0 ≤ m < n < ∞ every n-dimensional space is always more phenomenal, than m-dimensional one. (2, 2, 1) and (3, 3, 1) , respectively. In similar way, one order cellular equivalence classes with cellular codes (4, 4, 1) and (5, 5, 1 ).
If n-dimensional cellular space X is comprised for k = 0, 1, 2, . . . , n of k- If either (1) space X is more phenomenal than space X regarding to their (k, k − 1)-sizes, or (2) spaces X and X have the same (k, l)-size phenomenality for l = k − 1, k − 2, . . . , t + 1, and X is more phenomenal than X regarding to their (k, t)-sizes, then according to Definition 2.10, space X is more phenomenal regarding to their k-indices than space X . If spaces X and X have the same (k, l)-size phenomenality for l = k − 1, k − 2, . . . , 1, 0, then spaces X and X are said to have the same k-index phenomenality. s 1 (1), . . . , s 1 (p 21 ) 21 , where s 1 (k) is the number of 2-cells, which are cellular equivalent to the k-gon, k = 0, 1, 2, . . . , p 21 . In particular, the (2, 1)-size of the 0-gon S 2 is 1 21 , and if X is different from the 0-gon, then s 1 (0) = 0. (2) In Fig. 1 , we use a combined approach to order the polyhedra with six faces: first, we order them with respect to cellular code phenomenality, and if the polyhedra have the same cellular code, then we order them with respect to (2, 1)-size phenomenality. In Fig. 1 , the notation . . . 21 is reduced to . . . . On the other hand the order of the polyhedra only with respect to (2, 1)-sizes is 1, 2, 4, 6, 3, 5, 7.
Metrics in the Sets of Permutations
In this section we define normalized metrics in the sets of permutations, which are used in Sect. 6.2 to estimate deviation of the order of knots in the knot catalogue from their order by (2, 1)-sizes.
Denote the set of all permutations of numbers 1, 2, . . . , k as S k . We reduce notation of permutation 
We define the diameter
, thus the diameter of each metric space (S k , ρ i ) is equal to 1. 
Proof (1) The proof comes down to the following direct calculation.
(2) The proof of the second statement repeats the proof of previous one.
Application to Ordering Curves and Knots

Curves
Let L ⊂ RP 2 be a line and A n ⊂ RP 2 be a curve diffeomorphic to S 1 such that L and A n have transversal intersection at n ≥ 1 points. If n is odd, then A n realizes the nonzero homology class in H 1 (RP 2 ), otherwise A n realizes the zero homology class. If (i) n ≥ 3, (ii) the curve A n has more than one disjoint connected component diffeomorphic to S 1 , (iii) every component of A n has nonempty transversal intersection with L, and (iv) the set L ∩ A n consists of n points, then the unions L ∩ A n provide other cellular spaces in RP 2 of the same index [n, 2n, n + 1]. For every cellular space depicted in Figs. 7 -12, we calculate its (2, 1)-size and use them to order these cellular spaces. 
Each union L 1 ∪ L 2 ∪ B n naturally defines a cellular partition of projective plane RP 2 . Every partition consists of 2n + 1 0-cells, which are points of intersec- For every cellular space depicted in Figs. 13 -17, we calculate its (2, 1)-size and use them to order these cellular spaces. We use the same agreements for notations of (2, 1)-sizes, which were done in Remark 6.1.
Plane algebraic curves of degree n, having connected component of topological Figs. 7 -17 often occurred in research on real algebraic geometry (see, for example, [2] and [3, 4] and references in these papers). 
Ordering Projections of Knots
Let K n be a knot or link with n crossings, and pr : K n → S 2 be the projection of K n to the standard sphere S 2 such that image pr(K n ) has n crossings and has no concurrent points. For n ≥ 3, image pr(K n ) defines a cellular partition of the sphere and turns it into cellular space X(K n ). All knots and links with n crossings define equiindexial cellular spaces X(K n ) with cellular index [n, 2n, n + 2]. Every such a space X(K n ) has (0, 0)-size 0, n 00 , (1, 0)-size 0, 2n 10 , and (1, 1)-size 0, 2n 11 ; but most of spaces X(K n ) have different (2, 1)-sizes.
We calculate (2, 1)-sizes of projections of knots with 3 through 9 crossings, and for each number of crossings, we list them in Table 2 regarding to their (2, 1)-size phenomenality. We use the same agreements for notations of (2, 1)-sizes in Table 2 , which we stated in Remark 6.1. If two knots have the same (2, 1)-size, then we list them by increasing their subscript indices (for example, the 8 7 and 8 8 knots). To complete the exposition, we include the 3 1 and 4 1 knots with their (2, 1)-sizes in Table 2 . Note that the projection of the 0 1 knot does not define cellular partition on sphere S 2 .
It is known that the number k(n) of knots with n = 3, 4, 5, 6, 7, 8, 9 crossings is equal to 1, 1, 2, 3, 7, 21, 49, respectively. We assign permutation ε k(n) = (1, . . . , k(n)) to the order of knots with n crossings provided by their (2, 1)-sizes. Such order is defined up to the order of knots having the same (2, 1)-sizes. Every other order of knots with n crossings can be represented by permutation γ n = (γ 1 , . . . , γ k(n) ) of the same integers. In particular for knots with 5 through 9 crossings, the knot catalogue provides the following permutations: One can see that for knots with 5 and 6 crossings, the order of knots in the knot catalogue coincides with the order by (2, 1)-sizes. In terms of the next paragraph, the deviation for knots with 5 and 6 crossings is zero.
Using normalized metrics ρ i , i = 1, 2, defined in Sect. 5, we calculate the deviations of orders of knots with 7, 8, and 9 crossings in the knot catalogue from their orders by (2, 1)-sizes and put the results in Table 3 . The range of both metrics ρ i satisfies inequality 0 ≤ ρ i ≤ 1. Lemma 5.1 provides that for n = 7, 8, 9, the arithmetic mean of deviations in metric space (S k(n) , ρ 1 ) is μ k(n) (ρ 1 ) = 2 3 , and the mean square of deviations in metric space (S k(n) , ρ 2 ) is σ k(n) (ρ 2 ) = √ 2 ρ 1 (ε k(n) , γ n ) < μ k(n) (ρ 1 ) and ρ 2 (ε k(n) , γ n ) < σ k(n) (ρ 1 ) hold for n = 5, 6, 7, 8, 9, it makes sense to consider that the order in the knot catalogue is close to the order by (2, 1)-sizes. The same knot (or link) can have different projections on the standard sphere S 2 and therefore can define equiindexial cellular spaces, which are not cellular equivalent. In Fig. 18 one can see pairs of projections of the 7 5 , 7 6 , and 7 7 knots and the 6 2 3 link with distinct (2, 1)-sizes. This means that one can define the order relation in the set of all projections of the same knot (or link) by (2, 1)-sizes and take it into account for ordering knots (or links) with the same number of crossings.
