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Information system security managers (ISSM) in nonprofits face increased cyberattack 
cases because nonprofits often use basic technology to save on costs. Nonprofit owners 
and managers need solutions to secure their data from cyberattacks. Grounded in the 
general systems theory, the purpose of this qualitative multiple case study was to explore 
strategies ISSMs at nonprofit organizations employ to protect against cyberattacks. 
Participants included five IT managers and directors of information technology in charge 
of security management in nonprofit organizations in Maryland, the District of Columbia, 
and Virginia. Data was generated through interviews and reviews of archival documents. 
The data analysis technique used was thematic analysis. Three themes emerged from the 
analysis: cybersecurity awareness, cybersecurity strategy, and third-party dependence. 
The nonprofits should consider the following recommendations: first, evaluate 
cybersecurity health by assessing the existent cyber threat environment. Second, develop 
and execute a comprehensive strategic plan on cybersecurity, including policies and 
procedures targeted at protecting sensitive and likely sensitive data. Third, evaluate in-
house IT capabilities and consider hiring third-party vendors with expert skills. Fourth, 
create cybersecurity awareness by training the employees on data protection. The 
implications for positive social change include the potential for ISSMs conveying 
effective cybersecurity strategies for nonprofits to mitigate and prevent potential 
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Section 1: Foundation of the Study  
Background of the Problem 
In the past, many considered cyberattacks as though it was a problem affecting 
for-profit organizations only. However, increased cyberattack cases among nonprofit 
organizations continue affecting their operations and even their existence (Carrapico & 
Farrand, 2017). According to Romanosky (2016), up to 3% of nonprofits report stolen or 
lost data cases. However, nonprofit companies encounter comparatively low litigation 
rates of 9% (Romanosky, 2016). Evidence from the study pointed out that while 
executives acknowledge cyberattacks' existence and express cybersecurity concerns, 
there is a significant gap between the worry and taking of action (Romanosky, 2016).  
Several aspects of the operation of nonprofits expose their vulnerability to 
cyberattacks. For instance, nonprofits prefer bare-bones technology that may link to the 
desire to cut down on operational costs, such as using donated computers, old, 
unsupported software versions, and even outdated operating systems (Bauer et al., 2017). 
The earlier a system grows, the more it becomes susceptible to data breaches. 
Additionally, nonprofits commonly use open-source software as a means of saving on 
costs. The decision to use open-source software increases vulnerability to cyberattacks 
compared to using a proprietary version (Bauer et al., 2017). Many smaller nonprofits 
cannot maintain dedicated information technology (IT) staff for more lengthy periods. 
The lack of dedicated IT personnel exposes them to hackers who take advantage of the 




Implementation of IT in nonprofits is a challenge that affects confidentiality, 
integrity, and privacy despite increasing cyberattacks (Garlinec et al., 2017). Data breach 
incident reports indicate a four-fold increase in the period between 2005 and 2014, from 
just slightly over 200 to over 1,200 incidents, meaning that cybersecurity incidents are on 
the rise for nonprofits (Romanosky, 2016). The general IT problem is that nonprofit 
organizations regularly face security risks. The specific IT problem is that some 
information system security managers (ISSMs) at nonprofit organizations lack strategies 
to protect against cyberattacks.  
Purpose Statement 
The purpose of this qualitative multiple case study was to explore the strategies 
that nonprofit organizations employ in protecting against cyberattacks. The specific 
population comprised IT managers and directors of IT in charge of security management 
in nonprofit organizations in Maryland, the District of Columbia, and Virginia. I 
conducted the study at different sites using participants’ information. This study's social 
change implication is that people in charge of or engaged with nonprofits who may 
decrease identity theft and create safer environments. The impact of social change may be 
far-reaching because victims of cyberattacks suffer financial losses, operational 
disruptions, reputational damage, and legal ramifications, among other ill effects. With 




Nature of the Study 
I selected the qualitative multiple case study for this research. A qualitative 
researcher uncovers and explores in-depth meanings and interpretations covering 
individual life experiences regarding a phenomenon (Daher et al., 2017). The qualitative 
method's suitability lies in its explorative potential for investigating technologies, 
practices, and policies used as part of the strategies by ISSMs at nonprofit organizations 
in protecting against cyberattacks. The quantitative method allows a researcher to 
examine the relationship between the independent variables and the dependent variable to 
explore and describe a situation (Grimaldo et al., 2018). I did not choose the quantitative 
method because I did not test hypotheses or the theories or review statistics. Using a 
mixed methods approach would have required coupling the qualitative and quantitative 
methodologies, which would have included testing hypotheses (Snelson, 2016). Because 
I did not test hypotheses, I considered the mixed methods approach inappropriate for my 
study.  
A case study design focuses on undertaking in-depth learning of a given situation 
to narrow down a broad research field to establish an easily researchable topic (Margaret, 
2016). I chose a multiple case study to examine several cases to understand the 
similarities and differences of IT security strategies in nonprofit organizations. Other 
options included the ethnographic design, which is based on a thorough study and 
explanation of a particular place and its culture, people, social structure, and behaviors 
(Bamkin et al., 2016). I did not choose the ethnographic design because my goal was not 
to conduct a cultural study. The phenomenological model mainly determines a lived 
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experience based on a philosophy (Mayoh & Onwuegbuzie, 2015). I did not choose 
phenomenological design because my focus was not on understanding of a unique lived 
experience.  
A case study constitutes an empirical inquiry into a contemporary phenomenon 
that happens in a real-world context, mainly where the distinction between context and 
the phenomenon is unclear (Yin, 2017). Adopting the case study research design requires 
the impartial collection of data from real-life situations and the determination of answers 
about the how, the what, and the why of the data (Yin, 2017).  
Research Question 
RQ: What are the strategies that ISSMs at nonprofit organizations employ to 
protect against cyberattacks? 
Interview/Survey Questions 
1. How do you evaluate data breaches in your organization regarding whether 
the organization is succeeding in containing them or they are spiraling out of 
control?  
2. Between internal and external data breaches, which ones affect your 
organization the most, and why? 
3. Which strategies do you use to ensure your IT staff are qualified to address 
security breaches? Why or why not? 
4. Which strategies do you employ to ensure your IT department has an adequate 
budgets to address data breaches? Why or why not? 
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5. Does your organization create security awareness for employees through 
special programs implemented by the IS manager? 
6. What procedures does your organization implement to conduct internal 
compliance audits as part of the strategies used to protect information from 
cyberattacks? 
7. What data safety processes does your organization implement to guard against 
unauthorized access to the organization’s networks? 
8. How often does your organization train its staff about the best practices for IT 
security? Do you think this is enough, and why or why not? 
9. What is the extent of process automation in your organization regarding 
strategies used to protect information from cyberattacks? 
10. How often does your organization periodically discard personal information at 
their disposal that is no longer required as part of a strategy to protect 
information from cyberattacks? 
11. What are the procedures adopted by your organization in discarding personal 
information that is no longer required in protecting information against 
cyberattacks?  
12. Which strategies do you feel your organization should adopt to enhance IT 
security? 
Conceptual Framework 
I used a general system theory (GST) for my conceptual framework. Von 
Bertalanffy authored GST in 1968, and its premises were that complex systems share the 
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same organizing principles that can be determined and modeled mathematically (Kristof 
et al., 2019). It is a general theory that consists of systems science, systems technology, 
and systems philosophy (Verhoeff et al., 2018). The main philosophy of the GST is based 
on how the system works together and how one part of the system leads to understanding 
the other parts. Chen et al. (2012) described this level of cooperative interactions and 
ongoing relationships within the system as holistic. Rousseau et al. (2018) further 
described the general system as a complete system or natural organism stage with no 
alteration.  
While advancements in technology have contributed to new business innovations, 
they also pose threats to organizations regarding the increased possibility of losing their 
valuable information. These challenges need holistic approaches that encompass 
collaboration and interrelationship to meet the security objectives (von Bertalanffy, 
1972). In this study, the GST application consisted of using the various subsystems 
(input) to produce a secure outcome (output). Cyberattacks increase when there is no 
harmony between the policies, software, hardware, and training. Applying the von 
Bertalanffy GST approach to the study helped me assess how the subsystems work with 
each other. 
Definition of Terms 
Cloud: A computational paradigm comprising five critical characteristics of self-
service on-demand, resource pool, broad network access, rapid elasticity, and measurable 
services. Cloud computing also exists in three different service models: platform as a 
service, software as a service, and infrastructure as a service (Marchisotti et al., 2019). 
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Cyberattack: Digital data damages and breaches attributed to illegal exploitation 
and application of confidential and personal information (Meisner, 2018). 
Cybersecurity: A policy area that focuses on managing cyber threats, including 
disruption, unauthorized access, and alteration of electronically stored information, 
hardware, software, networks, and services (Yost, 2016). 
Data breach: Situations where external parties get access without authority to a 
large volume of confidential customer data, such as credit card, address information, and 
so forth. The unauthorized access often results from individuals either within or outside 
the firm that seeks to exploit insecure or erroneous software, tamper with or pilfer 
hardware, and introduce malware to the systems (Kude et al., 2017). 
Encryption: A mechanism used for intentionally masking data from unauthorized 
persons who may use it in unintended ways and cause security issues. Encryption 
obscures data using specific algorithms (El-Bendary, 2017). 
Firewall: Vital hardware or software used between two or more networks that 
apply access control. A firewall guarantees security in the network as it sieves through all 
incoming and outgoing data to ensure that only relevant and secure data is allowed 
through (Alabady et al., 2018). 
Malware: An abbreviation for malicious software. Malicious software targets 
computers and computer users by corrupting files, stealing information, or just 
introducing mischievous activities that annoy users (Tahir, 2018). 
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Assumptions, Limitations, and Delimitations 
Assumptions 
According to Wolgemuth et al. (2017), research assumptions constitute ideas that 
a researcher accepts as accurate even though that same position may lack factual backing. 
As the researcher for this doctoral study, I had the following assumptions. I assumed the 
review of documents from nonprofits and the interviews with organizational managers 
from the nonprofits provided adequate data for answering the research question. I 
assumed the research participants offered honest answers that would help in enhancing 
the validity of the study. 
Limitations 
Research limitations of any particular study refer to the potential weaknesses 
beyond the researcher's control and closely associate with the research design, funding 
constraints, statistical model constraints, and other factors (Theofanidis & Fountouki, 
2019). The number of participants I interviewed depended on the number of nonprofits 
available in Maryland, the District of Columbia, and Virginia. Moreover, organizational 
policy regarding the release of information considered internal and private limited my 
access to data that could have been relevant. 
Delimitations 
Research delimitations constitute the definitions the researcher chooses to set, 
signaling the limits or boundaries of their work such that the objectives and aims of the 
study become practically achievable (Theofanidis & Fountouki, 2019). Unlike limitations 
that fall outside the researcher’s control, with delimitations, the researcher is entirely in 
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control (Korrapati, 2016). Delimiting factors include the research questions, the choice of 
objectives, theoretical perspectives adopted, the study population, and variables of 
interest (Wolgemuth et al., 2017). The quality of any research reflects the ability of the 
researcher to deal with personal biases effectively. High quality will help in presenting 
objective research data (Wolgemuth et al., 2017). The delimitation of this study was that 
it entailed nonprofit organizations with the following characteristics: (a) organizations 
licensed to operate legally in the state of Maryland and the District of Columbia; (b) 
organizations with at least 150 personnel; (c) organizations that implemented 
cybersecurity measures effectively, and (d) organizations with at least $5 million in 
annual gross revenue. Nonprofits that did not meet the above criteria did not participate 
in the study. 
Significance of the Study 
The purpose of this study was to explore strategies some ISSMs at nonprofit 
organizations use to protect against cyberattacks. The research findings could help IT 
managers and directors of IT protect their organizations against cybersecurity threats. To 
the IT organizations, the study could provide insight that they can use to enhance 
cybersecurity in their premises and help guarantee customer trust. This study could be 
useful for chief information officers (CIOs) and chief information security officers 
(CISOs) to develop the strategies they need to protect their information. The findings 
could also help the IT managers and directors of IT develop a plan of action to mitigate 
cyber threats' effect on their performance. 
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Additionally, the information could help IT managers develop internal 
cybersecurity training to improve the data security in the organization. Nonprofit 
organizations inadvertently expose their assets to security breaches, as do for-profit 
organizations. Cyber threats can affect an organization’s productivity and finance. 
Through this study’s findings, IT practitioners may have tools for developing effective 
cybersecurity strategies to safeguard data in nonprofit organizations. The employees may 
participate in cyberthreat literacy campaigns where they transfer their knowledge to the 
community members. Such experience may result in a general understanding of cyber 
threats and, as such, a safer community as far as cybersecurity is concerned. 
In terms of social change, Bach-Mortensen and Montgomery (2018) observed that 
nonprofits occupy a critical position in society because they provide valuable services or 
products to the community, targeting such vulnerable groups as the elderly, people with 
disabilities, children, and at-risk young people. According to the National Council of 
Nonprofits (2016), nonprofits provide essential social services, such as shelter, food, and 
emergency response, benefiting millions of Americans. In this study I sought to highlight 
critical cybersecurity strategies that may help executives in nonprofits ensure their 
systems and internal documents are safe from hackers. With the enhanced system safety, 
the nonprofits could safeguard data about their beneficiaries, including the elderly, people 
with disabilities, children, and young people, thus protecting their privacy. 
A Review of the Professional and Academic Literature 
A literature review is a critical aspect of any research as the researcher uses it to 
build on previous studies and the available knowledge base to inform the latest research 
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(Boell & Cecez-kecmanovic, 2015). This research's focus required studying cyberattack 
strategies effectively employed by nonprofit organizations to keep their data safe. I used 
the literature review to further this objective by providing factual details on the topic of 
interest as reported by researchers who have studied and conducted research in this area. 
The conceptual framework I chose for the study was the determinant of the choice of 
literature sources. The GST, which von Bertalanffy authored in 1968, was the study's 
foundation. Literature sources reviewed in this study explored GST topics and alternative 
theories that compared or contrasted with them. 
For this research I drew from various resources, including IEEE Source Library, 
ProQuest, EBSCOhost, Google Scholar, government websites, and Science Direct. I 
knitted the research topic, which was IT security strategies used to protect information 
from cyberattacks to nonprofit organizations, using such search terms as IT security 
strategies against cyberattacks in nonprofits, cyberattack security strategies in American 
nonprofits, and information protection strategies in nonprofits. Given that IT is a fast-
growing area of academia, older literature materials tend to lose relevance with time. 
Thus, I focused this literature review on more recent sources published between 2015 and 
2020. I gathered 165 different sources for the literature review, 98% of which were peer-
reviewed articles. Up to 96% of the 165 sources were published in 2015 or later. Overall, 
the literature review offers a critical analysis of the topical issue determined by the 
research question. The literature review is structured into four main areas to enable 
logical discussion. These four sections include the conceptual framework, which provides 
a full explanation of the original GST theory and its evolution, supporting and contrasting 
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approaches, and other studies that align with the various methods. The literature review 
sections address data breach, data governance, security, and privacy. 
General System Theory  
Von Bertalanffy introduced the GST in 1968; in it he described the world as based 
on irreducibly integrated systems. His discovery offered a framework on which to ground 
the core aspects of disciplines and issues in a systematic and reasoned corpus of 
knowledge (Drack & Pouvreau, 2015). In the past, science focused on explaining 
observable phenomena by breaking them down to an interaction between elementary 
units capable of being investigated separately (Bertalanffy, 1968). According to 
Bertalanffy (1968), this focus differs from contemporary science concepts, which are 
more about “wholeness,” which is somewhat vague. Modern science therefore focuses on 
problems of organization, dynamic interactions visible in the disparity of behavior of 
parts existing in isolation or a higher arrangement, and so forth. Conceptions and issues 
of this nature are common in all science branches, whether inanimate things, social 
phenomena, or living organisms are the object of study (Bertalanffy, 1968). 
The GST is used to identify the wholeness or entirety of scientific and social 
problems (Bridgen, 2017). The underlying aim for applying the GST is to attain a 
metascientific framework through general systemology, which resulted in much-needed 
incorporation into scientific education (Drack & Pouvreau, 2015). Such an exact 
approach is crucial in the nonphysical areas of science. This theory is closer to the unity 
of science's objective, as it develops on principles running “vertically” throughout the 
universe of the separate sciences (Bertalanffy, 1968). Essentially, the GST concept 
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aligned with this study's purpose because cyberattacks constitute scientific and social 
problems afflicting nonprofit organizations across the United States. The exploration of 
strategies used by ISSMs at nonprofit organizations to protect against cyberattacks attains 
a meta scientific framework through general systemology.     
According to Schneider et al. (2016), GST is a more focused way of thinking that 
takes a world view as its proportion. As an open system, the organization persistently 
interacts with its local environment by exchanging “materials” (Schneider et al., 2016). 
Additionally, the organization also interacts with the external environment elements 
(Turner & Baker, 2019). Although each of these social systems bears distinct nonmaterial 
characteristics, they all match the basic makeup of living open systems. GST is more 
involved with the uniformities contributing to their processes and functioning principles 
than their structural similarities (Kordova et al., 2018). As Schneider et al. (2016) 
explained, GST is used to seek fundamental concepts with greater relevance to all 
systems.  
The significance of GST as the foundational theory of this research lies in the fact 
that many nonprofit organizations have integrated their operations in computers and 
computer systems. There is a possibility that these charitable organizations' activities will 
stop when malicious people hack computers and computer networks. This threat faces 
virtually all organizations that rely heavily on computerized processes (Posey et al., 
2017). The reality of this threat often results from the fact that many nonprofit 
organizations only invest in basic computer systems easily intruded upon for their 
operations to be affected by hackers. In such instances, the nonprofit organizations end 
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up losing crucial data. Nonetheless, the GST concept can help change the norm in how 
nonprofit organizations operate by specifically proposing better organizational systems 
that enhance efficiency. The GST foundational theory suggests superior systems that will 
prove challenging to be manipulated easily by hackers that would result in service 
disorientation. 
Evolution of the General System Theory 
Several scholars have continued looking at von Bertalanffy’s GST theory with a 
view of expanding it to create more elaborate meaning. As GST evolved, researchers 
transformed the method into an interdisciplinary study field involving different concepts, 
principles, and models. New theoretical systems approach, such as cybernetics, control 
theory, the theory of automata, information theory, relational mathematics, set, graph, 
and network theory, computerization and simulation, and game and decision theory all 
fall outside GST (Von Bertalanffy, 1972). Nonetheless, GST and systems theory are 
considered the fields’ standard for several other social science disciplines. These 
numerous theoretical systems approaches, according to Von Bertalanffy (1972), tie to 
systems problems.  
Examining the progress of systems theory over time shows a variety of 
intellectual activity and a practical endeavor. The first peculiarity of the general field of 
work about systems theory lies in expanding systems ideas for itself (such as cybernetics) 
and applying systems ideas in a given discipline (Krippner et al., 1985). In the branch that 
focuses on work within the systems sciences, a distinction exists between the purely 
hypothetical advancement of systems ideas and their interrelationship and effort to 
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develop systems ideas considered significant in interpreting or handling real-world 
conditions (Moore et al., 2017). Still, other examples lead to a threefold distinction, 
including rigid systems approaches (for instance, those employed in systems 
engineering), soft systems approaches (for example, those adopted in humanistic 
psychology), as well as hybrid systems approaches (for example, those used in operations 
research for aiding decision-making). 
According to Muegge and Craigen (2015), the general systems theory offers a 
significant basis for effectively addressing cybersecurity. Employing Muegge and 
Craigen’s argument, Ogliastri et al. (2016) supported their views by demonstrating the 
GST approach's applicability in the case of nonprofits and their management of data to 
prevent breaches. Reviewing some of the effective strategies employed by nonprofits 
towards protection against cyberattacks may offer the best practices, enhance consumer 
confidence, and inspire economic prosperity (Ogliastri et al., 2016). These strategies 
provided the foundation of this study to explore the IT security strategies used to protect 
information from cyberattacks on nonprofit organizations. 
Supporting Theories 
According to Horne et al. (2016), there is no apparent information security theory. 
Stronger theory, as Horne et al. (2016) further argued, can be achieved by linking 
theories of varied types. Horne et al. (2016) agreed that there are several theories related 
to information security, such as theory of information warfare (TIW) and theory of 
Protection Motivation (TPM), but they noted that none of these theories have their focus 
of knowledge anchored in information security alone. Managing cybersecurity risk also 
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raises the probability of an organization meeting its objectives by maximizing the 
opportunities that may come up (Garlinec et al., 2017).  
Theory of Information Warfare 
The TIW, compared to GST, is a relatively new framework with its origin 
attributed to Sun Tzu (512 BCE), following the vast leap in communication technologies 
as well as the internet (Baskerville, 2010). Communication and technological 
advancement resulted in strategic consequences affecting governments, armed forces, and 
the general population (Monov & Karev, 2018). Today, multiple names used for 
information warfare represent many dimensions and various purposes. According to 
Libicki (2017a), in the context of modern technologies, TIW includes sophisticated 
means of messaging, representing some level of limited war carrying a low level of 
escalation while providing opportunities for geopolitical advancement goals at minimal 
cost. Libicki (2017a) found that information warfare falls under a type of transnational 
threat, mainly affecting national security, penetrating national borders and weakening 
stability. Monov and Karev (2018) emphasized that TIW is more about the influence over 
leaders and the population and control over actions and decisions. Given the above 
analysis, TIW was not an appropriate framework for the cyberattacks strategy for 
nonprofits. This theory is mainly relevant where national security aspects affecting 
governments and armed forces are involved.  
The Protective Management Theory 
The protective management theory (PMT), on the other hand, focuses on the 
extent of severity of harmful events, perceived susceptibility to the threat (such as the 
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probability of its occurrence), concern regarding the risk, and the availability and 
efficiency of a coping response to lessen or eradicate the potential harmful event (Clubb 
& Hinkle, 2015). Rogers (1975) was the original PMT theorist, and the underlying 
assumption of his theory is that fear appeals could cause attitudinal changes. PMT's 
purpose was to do away with response patterns capable of producing harmful 
consequences or creating models of response that might thwart the occurrence of 
deleterious events (Rogers, 1975). Individual cognitive processes influence the resultant 
effects of such support or deterrence factors. PMT and GST have similarities in the sense 
that both are social theories. This similarity means that they offer ideas, arguments, 
hypotheses, explanatory speculations, and thought experiments regarding human societies 
and elements or structures making up such societies. In recent studies undertaken by 
Wong et al. (2016) on the PMT concept, the outstanding view was that both individual 
and environmental factors can offer either support or deterrence to practicing protective 
behaviors. Rajendran et al. (2017) notably confirmed PMT's widespread application in 
information systems security policy. For instance, they mention a proposal model that 
offers explanations about employees’ security compliance. This model is useful for 
cybersecurity, especially as it would enable employees in organizations, such as 
nonprofits, to adhere to a set of behaviors that would deter them from aiding data 
breaches in the organization (Rajendran et al., 2017). Although PMT has been applied 
mainly in information systems security policy, I did not choose the theory for this study 
because it focuses more on the aftermath of the challenge. It concerns the extent of the 
severity of harmful events, perceived susceptibility to the threat, and concerns regarding 
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the risk. This focus is not consistent with this study's objective, which was to explore the 
cyberattacks strategy for nonprofit organizations to keep data safe from hackers. 
The Principles of the Theory of Protection Motivation 
The principles of the TPM use a social perspective to devise strategies that 
organizations such as nonprofits can rely on to establish adequate protection against 
cyberattacks (Sommestad et al., 2015). According to Barlette et al. (2017), TPM can 
effectively predict an individual's willingness to employ protective behaviors as far as 
cybersecurity application is concerned. Barlette et al. argued that using the TPM could 
help test factors explaining the behavioral intentions and the actual behavior of managers 
in organizations, such as nonprofits, in engaging in defensive information security 
measures. Doherty and Tajuddin (2018) agreed with Barlette et al.’s observations, noting 
that practitioners and managers can deal with cybersecurity challenges by encouraging 
colleagues to identify and consider their information as a precious resource. This 
approach will enable the nonprofits to improve their conformity to information security 
protocols (Doherty, & Tajuddin, 2018). 
Comparatively, the GST approaches the cybersecurity strategy discourse from a 
systems integration point of view, where the organization must have a mix of strategies to 
guarantee data security (Kordova et al., 2018). Doherty and Tajuddin (2018) viewed the 
general systems approach towards securing organizational data as preferable to 
persuasion of employees to observe information security policies and educating them on 
the significance of their handling of information. According to Doherty and Tajuddin 
(2018), nonprofits can train their employees to enhance their willingness to take the 
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necessary steps to protect data. Kim and Kim (2017) argued that if nonprofits wish to 
achieve the highest level of compliance behavior among their employees, there needs to 
be a material culture and infrastructure supporting compliance. Nonprofits must also 
promote compliance systems in general to encourage the employees to put in voluntary 
efforts.  
Another supporting theory to the GST and its application is the cybernetic or 
control theory. This theory constitutes a general approach to understanding self-
regulating systems (Theophanidis et al., 2017). Nikolić (2015) explained that the 
cybernetic or control theory's central ideas date back to 1929 during the discussion of 
homeostatic physiological mechanisms. However, Mowlana (2019) elaborated that the 
birth of the theory as a separate body of thought links to the book Cybernetics: Control 
and Communication in the Animal and the Machine by Wierner in 1948. Proctor and 
Xiong (2018) argued that cybernetics set the stage through the idea that everything 
beginning from neurophysiological systems to societal activities can be made into 
structured control systems constituting feedforward and feedback loops. Proctor and 
Xiong further found that information theory provided a way through which entropy and 
information can be quantified and upheld theorizing through information flow. Proctor 
and Xiong also highlighted that statistical theory presented a means for arriving at 
scientific inferences drawn from the findings of controlled experiments and abstracting 
human decision making. These three pillars marked cognitive psychology's evolution in 
the information age (Proctor & Xiong, 2018). Advancement in technology in the 
information age has caused increased intertwining of human lives with the cyber 
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environment. This intertwining has, in turn, made cognitive psychology a critical aspect 
of interdisciplinary research as far as the intertwining is concerned (Proctor & Xiong, 
2018). Nonetheless, I did not adopt this theory for this study because it focuses more on 
the organization's psychological aspect instead of an overall approach that I sought to 
achieve with this research. 
According to Mingers and Standing (2018), cybernetics or control theory employs 
simple mathematical ideas to institute a fundamental framework for discussing feedback, 
equilibrium, stability, disturbance, information, entropy, regulation, noise, constraints, 
and transmission (communication). When looked at from a cybernetics perspective, the 
system theory provides the tools that focus on taking on the cyber cycle (De Boer & 
Andersen, 2016). De Boer and Andersen’s (2016) views coincided with Fal's (2016) 
observation describing the cybernetics as closed-loop feedback mechanisms with output 
that links directly with the subsequent system's input. According to Drack and Pouvreau 
(2015), the feedback loops and the other communication channels making up the systems 
may utilize behavioral relations instead of physical connectivity. Drack and Pouvreau’s 
description captures Hof’s (2018) elaboration of the cybernetic perspective's central 
concept in terms of actions by the attacker or defender impacting the rival system’s input. 
In this dissertation, however, the main focus was not on the functioning of feedback 
mechanisms from external environments to the organization and how they relate to 
cyberattack strategies. Instead, the focus was on how, as an open system, the organization 
persistently interacts with its local environment by exchanging ‘materials’ and how it 
relates to cybersecurity. GST theory captures the best explanation of this situation, 
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looking at the organization as an open system that interacts with the external 
environment. 
Cybernetic concept’s application in an organization's scenario taking on data 
security challenges implies that an attacker will make use of the organization’s output to 
change their output and negatively affect the operations (Pillay, 2017). According to 
Pillay (2017), the attack could be of any type, including intrusion or denial-of-service, 
which would either way still end up causing some level of disturbance input to the 
organization’s system. Horvath and Lovasz (2018) agreed with Pillay (2017), noting the 
defender's expectation of detecting the disturbances within the organization’s system and 
attempting to alleviate those inputs using such methods as adding firewalls to control 
network access, resetting their systems, or developing patches. The cycle will continue 
indefinitely, provided the defender only acts in response to recognized/detected input 
disturbances (Horvath & Lovasz, 2018). As a theory, cybernetics proposes a control 
structure that aids decision making within the system (Xu et al., 2016). The primary 
control cycle constitutes a receptor (sensor or detector) that registers various stimuli (Xu 
et al., 2016). Through the monitoring and response feedback mechanism, the system can 
achieve self-regulation (Fal', 2017). According to Fal' (2017), the self-regulation would 
apply effectively in organizational set-up in detecting cyberattacks and providing 
feedback to trigger self-regulation. 
Contrasting Theories 
GST’s principal view of the organization as being in constant interaction with its 
local environment through the exchange of ‘materials’ counters the position assumed by 
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the TPM. According to the TPM, an individual's willingness to employ protective 
behaviors is enough to take on cybersecurity challenges (Schneider et al., 2016). 
According to Kordova et al. (2018), GST’s guidelines concern more the uniformities 
contributing to organizations’ principles of processes and functioning than their structural 
similarities. Therefore, the use of GST principles proposes better organizational systems 
that enhance efficiency in data protection and management in nonprofits (Posey et al., 
2017). 
The Complex Adaptive System 
The complex adaptive system (CAS) theory has different principles to those of the 
GST. In particular, CAS has its laws premised on open dynamical systems capable of 
self-organizing their structural configuration using information exchange, energy, in 
addition to other resources found in their environment (Coetzee et al., 2016). The systems 
are capable of changing these resources to support action, and their self-organizing nature 
has little or absolutely no direct influence on these systems from outside forces (Junior, 
2016). The CAS’s founding was in 1987 at the Santa Fe Institute (SFI), during the SFI 
meeting that was discussing complexity in economics (Citera, 2017). Several theorists are 
behind CAS, including physicists, economists, and so forth. One of the most renowned 
theorists behind the CAS was John Henry Holland, who conceptualized a genetic 
evolution ‘adaptive plan,’ which progressively modified structures using suitable 
operators (Citera, 2017). Mittal et al. (2017) recorded that Holland’s adaptive plans 




The fundamental tenets of CAS include non-linear dynamics, 
adaptation/evolution, chaos theory, self-organization, feedback, and chaos (Preiser et al., 
2018). Thus, the CAS perspective considers systems based on non-linearity, implying 
that future states are irregular (Preiser et al., 2018). According to Preiser et al., 
transitioning a system from simple to complex nature results in reduced predictive 
mechanisms' reliability. Chaos is deterministic and equally linear, and with mathematical 
meaning, sensitive to its initial circumstances (Junior, 2016). CAS involves linear and 
predictable mathematical modeling when viewing chaos (Turner & Baker, 2019). The use 
of mathematical modeling guides chaos into identifying global patterns based on the 
components’ interactions in as far as self-organizing systems are involved. According to 
Shapiro (2015), emergence is a significant element of CAS as it happens when the system 
components’ interaction results in new states that contribute to the system's 
unpredictability. The other tenets of feedback, evolution, and adaptation refer to a 
system's ability to learn, all of which exist in chaos and CAS (Werder & Maedche, 
2018).     
CAS contrasts with GST on account of an open and closed system (Shapiro, 
2015). According to Shapiro, the theoretical methods approach generally aligns with 
closed systems, although this may not always be. Hodiamont et al. (2019) agreed with 
Shapiro, noting how several GST approaches look at open systems, particularly those 
concentrating on social networks. Hodiamont et al., however, point out that CAS 
predominantly associates with open systems. CAS is portrayed as unordered, complex, 
and chaotic system in which patterns can surface (open system: Reiser et al., 2018). 
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Contrastingly, Schneider et al. (2016) noted GST’s association with order arrangement 
and practice in the sense that there are complicated and straightforward structured 
patterns (closed system). The main difference between an open and a closed system exists 
in the second law of thermodynamics that applies majorly to closed order (MacDougall, 
2019). The second law of thermodynamics relates to theoretical systems approaches 
(MacDougall, 2019). CAS contrasts the second law of thermodynamics because of the 
doctrine of self-organization and emergence (Adauto & Guerrini, 2018). 
The CAS theory is relevant, particularly about cybersecurity in nonprofits, 
because it recognizes the highly complex problems that have emerged due to the 
continued use of IT in organizations. CAS theory, thus, advocates for a new approach to 
tackle the complex decision spaces that organizations have become (Coetzee et al., 2016). 
According to Törmänen et al. (2016), CAS principles facilitated intelligent adaptive kind 
of systemic behavioral responses to address the complexity. As nonprofits deal with the 
severe challenge of data loss and cyber insecurity, the CAS approach advocates systems 
of systems intended to create intentionally designed and preferred emergent behavior 
utilizing self-organized intelligent, and focused constituent systems (Coetzee et al., 
2016). The choice of GST over CAS for this dissertation follows the realization that CAS 
is predominantly unordered, complex, and chaotic in which patterns can surface (open 
system; Preiser et al., 2018). This complexity would make it difficult to work with when 
trying to adopt it as the basis of explaining cyberattack strategies for nonprofits. Unlike 
CAS, however, GST has good order. There are complicated and straightforward 
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structured patterns (closed system; Schneider et al., 2015), making it easy to work with 
when adopting the concept to explain cyberattack strategies for nonprofits.  
Vulnerabilities of Nonprofits Computer Systems 
For-profit organizations dedicate much time and resources towards enhancing 
their data security, while nonprofits usually adopt inferior policies against data protection 
and management (Gordon et al., 2015). For instance, in line with Gordon et al.’s 
observation, many types of research have revealed the misconception among nonprofit 
managers that their organizations are not as highly at risk to hackers as are for-profits. 
However, as the latest data breaches have demonstrated, nonprofits are just as targeted by 
hackers as for-profit organizations (Bordoff et al., 2017). Nonprofits often have 
constricted budgets that are mostly unable to fund effective IT and control assessment 
capable of offering better protection (Gordon et al., 2015). 
In many cases, nonprofits lack staff in their IT departments with the necessary 
skills to provide some cybersecurity specialty functions (Jalali & Kaiser, 2018). 
According to Gordon et al. (2015), the main reason for this occurrence is that nonprofits' 
primary objective is to serve specific goals, work towards a mission, and focus efforts 
towards getting funding and cutting their costs. The ownership of nonprofits, including 
the management and staff, all focus on fulfilling these goals. Their entire incentive 
structure defines their working towards achieving these objectives. Jagalur et al. (2018); 
nonetheless, these goals are not in tandem with good cybersecurity in general. 
Moreover, nonprofits’ employees often thought that cybersecurity is less critical because 
they do not consider their organizations a valuable target for cyber-crime (Almubark et 
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al., 2016). While there is no guarantee that a cybersecurity strategy and regular security 
assessments will prevent dangerous threats, the truth is that the nonprofits increase their 
chances of limiting exposure with an approach. Such a strategy equips the nonprofits to 
plan, review, test, and evaluate their weaknesses ahead of the attacks (Almubark et al., 
2016). 
Data Breach 
A data breach is a severe concern that virtually all organizations think about 
because of the potential damages it leaves in its wake. Prakash and Singaravel (2015) 
described data breaches as organized actions to extract hidden knowledge from people's 
data collections without the people authorizing it. In their view, Prakash and Singaravel 
noted that organizations storing extensive data about people may decide to mine this data 
for purposes of learning other individual trends about the people, including their 
preferences, models, patterns, and so forth. The issue of a data breach is not only 
confined to for-profit organizations but also affects nonprofit organizations a great deal 
(Levesque et al.,2015). Holtfreter and Harrington (2015) cited a case that happened in 
May 2006. A fraudulent Red Cross employee interfered with the database and accessed 
up to a million records, some of which included donor social security numbers. This 
incident at the American Red Cross fits Sen and Borle’s (2015) description of a data 
breach as an incident where unpermitted access to sensitive, confidential, or protected 
data happens. When this unauthorized access occurs, there is a higher likelihood of 
compromising integrity, confidentiality, and availability of the same data in question (Sen 
& Borle, 2015). While there is detailed documentation of data breaches in for-profit 
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organizations, with substantial efforts to address the menace, the same cannot be said for 
the nonprofit organizations because of several challenges (Gordon et al., 2015). 
Often, nonprofit organizations lack adequate funding to develop IT and control 
assessment units that can work towards achieving better protection (Mierzwa & Scott, 
2017). Echoing Mierzwa and Scott’s assertions, Jagalur et al. (2018) found that nonprofit 
organizations often lack staff with cybersecurity specialties to take charge of their IT unit. 
According to Mierzwa and Scott, nonprofit organizations lack adequate budgets and 
personalities for their IT departments because their primary objective is to serve specific 
goals, endeavor to achieve a mission, and concentrate more on acquiring funding and 
cutting costs. In their estimation, they consider these nonprofit organizations’ goals as not 
aligning with good cybersecurity. A perfect example that highlights Mierzwa and Scott’s 
arguments reflects big charity organizations such as The Red Cross. In many instances, 
the Red Cross uses individuals as volunteers to achieve their objectives (International 
Federation of Red Cross and Red Crescent Societies, 2019). However, the idea of 
working with volunteers means that the organization may not get the most qualified 
individuals to serve in their departments, especially for such highly demanding 
departments like IT. The lack of competitive salaries arguably makes it difficult for 
nonprofits to attract the best IT skills, leaving most of them at the mercy of less skilled 
volunteers (Jagalur et al., 2018). Aranda et al. (2018) observed that unlike employed 
workers, volunteers increase the risk of data breaches because they may not be as 
committed to their social contract as would permanently employed staff. However, with 
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the ever rising threat of data breaches, nonprofit organizations have embarked on various 
strategies to protect themselves from the risk (Holtfreter & Harrington, 2015).    
Nonprofit Strategies to Secure Data 
Many nonprofit organizations are putting in place strategies to combat data 
breaches on their premises. According to Bauer et al. (2017), one such approach includes 
creating awareness about information systems through special programs implemented by 
IS managers. These programs entail systematically planned interventions that 
continuously convey security information to the targeted audience (Bauer et al., 2017). 
Almubark et al., (2016) observations are in tandem with Bauer et al., who indicated that 
the best way nonprofits can motivate employee behavior to curb data breaches is by 
creating an influential security culture. This strategy works because creating an 
influential security culture keeps the employees updated about the technology, including 
enabling them to understand the processes and other organizational factors that touch on 
data security (Almubark et al., 2016). Considering the same argument as Almubark et al., 
Zafar et al. (2016) insist that having an influential culture about data security is enhanced 
through awareness training, risk management activities, and security planning activities. 
In modern organizations, Zafar et al. observed that the top management's support for IT 
governance practices entailed internal conduction of compliance audits, establishment of 
data classification frameworks, offering a data governance team, and having the position 
of a chief security officer. As identified by Zafar et al., this arrangement can be replicated 
in nonprofit organizations in a bid to control instances of breach of data.  
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Apart from creating cybersecurity awareness in the organization, authentication 
equally constitutes a strategy against nonprofit organizations' data breaches. 
Authentication entails a process for ascertaining accurate and authentic claims on a 
particular subject or regarding a matter (Mohammed et al., 2017). In nonprofits, 
instituting authentication as a data safety process would guard against unauthorized 
access to the organization’s networks, in addition to protecting users’ identities and 
guaranteeing the true identity of the user (Bidgoli, 2018). In particular, Reddy et al. 
(2016) explained that most cryptographic protocols entail some endpoint for 
authentication seeking to thwart man-in-the-middle (MITM) attacks specifically. A 
perfect illustration of this framework that nonprofits can consider for the safety of their 
data includes the 11 Transport Layer Security (TLS) or the Secure Sockets Layer (SSL; 
Liu et al., 2018). Both TLS and SSL work by continuously encrypting network 
connection segments at the Transport Layer (Liu et al., 2018). Bharathi (2017) explained 
that data are brokering, exposure of personal data globally, and the deficiency of 
governance-based security design form part of the leading security issues that 
organizations are grappling with currently. Nonprofit organizations can rely on SSL or 
TLS to verify the server via a jointly trusted certification authority (Liu et al., 2018). 
Moreover, Pascalev (2017) mentions the possibility of nonprofit organizations using the 
Bull Eye algorithm to observe all sensitive information from a 360° perspective. When 
nonprofit organizations use this algorithm for their data security, they will manage 
relations involving replicated data and original data (Pascalev, 2017).  
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Three hundred sixty-degree security is yet another strategy available to nonprofits 
in their efforts to deal with the data breach menace (Kholidy et al., 2016). The 360-degree 
security strategy, as Kholidy et al. elaborated, is a plan for responding in depth to the 
security measures of the nonprofit organization. Agreeing with Kholidy et al., 
Woszczynski and Green (2017) found the first step of implementing the 360-degree 
security strategy was identifying assets of value to ensure their shielding from potential 
risks that could result in data breaches. After identifying value assets, the purpose is to 
ensure that they are all under the right controls (Woszczynski & Green, 2017). However, 
just ensuring that the assets are under the proper controls is not enough. Moskal et al. 
(2018) insisted that the nonprofit organization’s protection of valuable assets ought to be 
verified throughout by way of proper testing and simulation. There must be an existing 
process that guides the improvement and governance procedures to provide ongoing 
confidence within the controls (Moskal et al., 2018). In the same vein, Libicki (2017b) 
observed that the nonprofit organization must have a hands-on monitoring and response 
system to allow for real-time dealing with events and suspected breaches. The 360-degree 
security strategy’s main valuable assets include the people and data/intellectual property 
(IP; Libicki, 2017b). The nonprofit organization needs to protect these vital assets by 
putting controls, processes, and technology to guard them. These controls, procedures, 
and technology, according to Cobb et al. (2018), are subject to constant assessments to 
guarantee a fully effective control mechanism.  
During the 360-degree security strategy implementation, intelligence-led testing is 
crucial (Kholidy et al., 2016). The nonprofits must simulate every form of attack likely to 
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be encountered and verify if their assets are adequately protected. According to Young 
and Drees (2018), next-generation testing should be directed by the existent attacks and 
threat vectors that malicious users and other external hackers employ. After the 
intelligence-led testing, nonprofit organizations must ensure that they improve security 
governance (Catota et al., 2018). Catota et al. asserted that nonprofit organizations must 
continuously review, improve, and evaluate their environments using managing risks, 
doing audits, and ensuring that the controls and testing mechanisms put in place are 
guarding the high-value assets. These studies' results are essential to my study because 
adopting a comprehensive, all-around in-depth approach to combating cyberattacks 
enables nonprofits to enhance their ability to respond to any form of malicious attack. 
The 360-degree security strategy creates an organizational culture where the nonprofits 
proactively defend their data resources and operations against attack rather than 
remaining reactive to the threat.  
Additionally, Bordoff et al. (2017) emphasized the need for the nonprofits to train 
their staff about the best practices on security and substantiate third parties. The next 
course of action for the 360-degree security strategy is monitoring the incident response 
(Kholidy et al., 2016). As Kholidy et al. point out, this is an essential intervention 
because data breach reports indicate that many breach incidents remain unnoticed, 
sometimes for even more than six months. This prolonged period of up to six months and 
beyond unnoticed data breaches imply that hackers could be having all the freedom to 
access the data they want from their victims (Kholidy et al., 2016). Responding to 
Kholidy et al.’s observations, Garlinec et al. (2017) observed that proactive monitoring is 
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critical if the nonprofit organizations have to feed into well-developed plans aimed at 
incident response. The devising of these plans must consider that training, simulation, 
and feedback all lead to an effective response whenever needed (Garlinec et al., 2017). 
During a penetration test, the tester may end up compromising a server, subsequently 
accessing data that is sensitive or elevate privileges for purposes of gaining system-wide 
access to the workforce knowing it (Bertoglio & Zorzo, 2017). For this reason, staff need 
awareness on how to handle such an event.  
Nonprofits could also resort to cloud computing as a strategy to enhance 
cybersecurity (Hubbard et al., 2019). In this respect, cloud computing implies the 
technologies that rely on the Internet as a podium to guarantee users virtually ubiquitous 
access to extremely scalable, supple, and robust computing resources using online 
services hosted in data centers located off-site (Bidgoli, 2018). According to 
Nieuwenhuis et al. (2018), presently, enterprises of various sizes are shifting their IT 
systems “to the cloud” as a means of achieving effective and efficient operations. Apart 
from efficiency in operations, Wright et al. (2017) noted that nonprofit organizations can 
consider cloud computing as a strategy to enhance cybersecurity and achieve privacy 
goals. As already pointed out, most nonprofits tend to operate on a shoestring budget that 
eventually forces limited resources towards cybersecurity management (Jalali & Kaiser, 
2018). However, according to Wright et al., cloud computing can play a significant role 
in supporting nonprofits to pay for the computing resources they require on a need basis, 
thus saving on money. Rathi and Given (2017) agreed with Wright et al. observation, 
noting that cloud computing hosts applications and services situated in off-site data 
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centers maintained by an expert cloud service provider. Data centers' off-site location 
lowers the heavy burden that would otherwise face the nonprofits as they seek to install, 
regularly update, and maintain hardware and software (Rathi & Given, 2017).   
Cloud computing's most crucial role is to present an immediate alternative for 
guaranteeing data security for nonprofits without requiring substantial upfront investment 
(Attaran, 2017). Data security is significant for cybersecurity as well as data protection 
fulfillment. The critical requirement for comprehensive data security laws, such as the 
General Data Protection Regulation and Data Protection Directive, require that 
organizations dealing with personal data should train their staff on the necessary technical 
and organizational measures on security (Dove, 2018). Such measures guarantee the 
protection of all personal data they store or process (Malgieri & Comandé, 2017). 
Fulfilling these requirements may not be possible unless a nonprofit implements adequate 
systems and safeguards that prevent their data from malicious disclosure or access. 
However, nonprofits find it difficult to comply with these general requirements because 
of their limited resources and technical skills to apply comprehensive on-premises 
security systems (Wright et al., 2017). In these instances, Rathi and Given noted that 
cloud solutions serve to offer a significant boost towards nonprofit data security without 
necessarily demanding higher technical skills, time investment, and cost.  
Cloud systems guarantee greater security, especially for the poorly funded 
nonprofits, because some of the necessary security undertakings of cloud systems include 
end-to-end encryption (Baseri et al., 2018). The encryption covers both internally stored 
data and data on transit between the client organization and the cloud datacenter. 
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Additionally, Kajiyama et al. (2017) noted that cloud systems provide state-of-the-art 
physical security that includes 24-hour scrutiny, physical access controls, together with 
multiple-layered perimeter protection. Rossouw and Willett (2017) noted that cloud 
systems are required to comply with data protection standards, such as ISO 27002, ISO 
27017, and ISO 27018, in addition to conforming to international security. These features 
ensure a great deal of robust cybersecurity infrastructure, much of which many nonprofits 
can afford to establish as part of their on-premises infrastructure (Rossouw & Willett, 
2017). 
Data Governance 
Data governance refers to a companywide framework aimed at assigning rights 
that are decision-related and duties for purposes of adequately handling data as an asset 
of the company (Alhassan et al., 2016). Essentially, data governance's primary purpose is 
to make data a critical asset consideration of the firm (Alhassan et al., 2016). For 
nonprofits like churches and hospitals, their data volumes have been exploding following 
years of continued operations in their areas of jurisdictions (Lee, 2016). Data governance 
is vital to cybersecurity because it augments numerous protection lines for data at risk 
(Yang et al., 2019). According to Yang et al., data at risk involved data that would 
compromise the organization if it were to be accessed by unauthorized people. 
Identifying this type of data is crucial, bearing in mind that it is impossible securing all 
data for most organizations (Sarabi et al., 2016). The continued emergence of 
technologies aimed at helping nonprofits manage their increased load effectively may not 
be adequate. Nonprofits may not be aware of the existing data, where it sits, or how the 
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organization's various units and other third-party entities use it (Pearce, 2017). Therefore, 
based on these aspects, Pearce justified the importance of data governance because of its 
gearing towards maximizing operational effectiveness by guaranteeing data value, 
enhancing decision-making, and enforcing regulatory compliance. Agreeing with Pearce, 
Rainie et al. (2017) asserted that data governance also helps nonprofits in their quest to 
minimize low data management risks. Many nonprofits, especially those well-established, 
such as the Red Cross, already have a superior data governance foundation. However, 
they seldom revisit their strategy even as they integrate newer data and analytics 
platforms (Rainie et al., 2017). Several data governance activities or pillars that 
nonprofits can consider for their safety exist.  
The first data governance practice focuses on processes, policies, standards, and 
procedures (Rainie et al., 2017). According to Rainie et al., the nonprofit organization's 
data governance, just like in other organizations, must reflect the firm’s strategic 
direction and the desired outcomes regarding data management, information security, 
architecture, and data modeling. Yeong and Suh (2018) opined that organizations such as 
nonprofits must consider the evolving processes, standards, policies, and procedures in 
their efforts to pursuing effective data governance. In particular, Yeong and Suh argued 
that nonprofits implementing new data platforms must, first of all, consider process 
automation. Newer platforms with a processing power for large data volumes can make 
possible more interactive, experimental, and evolutionary analytics (Yeong & Suh, 2018). 
When the nonprofits eventually achieve their enhanced scale and process complex 
information directly, they ultimately improve their potential to undertake data 
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management operations (Kuerbis & Badiei, 2017). According to Kuerbis and Badiei, 
many processes, such as data quality validations or metadata discovery, may become 
enhanced due to being automated by way of cognitive technologies.  
Data governance practices must be equally democratized if, at all, the nonprofits 
intend to achieve positive outcomes (Parks et al., 2017). In the nonprofits, the scale and 
the complexity of the data always increase, and consequently, this forces responsibility 
for managing the data to shift owners (Park et al., 2016). As such, Park et al. held that it 
is essential that the nonprofits' management equip the organization with the necessary 
collaborative tools, standards, processes, and procedures to guarantee effective 
management. Finally, under the focus on operations, policies, procedures, and standards, 
it is always essential for the nonprofits’ management to appreciate that standards and 
procedures continuously evolve to pave the way for new architectural prototypes 
(Williams & Woodward, 2015). Echoing Williams and Woodward, Prakash and 
Singaravel (2015) added that nonprofits continuously operated in an environment where 
their analytical and operational landscapes kept changing. The nonprofits have to store 
copies of the data they handle in separate physical locations, making management more 
difficult and predisposed to security compromises. For this reason, thus, nonprofits are 
expected to advance their procedures and standards for purposes of data security and 
architecture (Prakash & Singaravel, 2015). 
The second data governance practice focuses on organizations, roles, and 
responsibilities (Garlinec et al., 2017). These authors argue many nonprofits have come 
up with data governance arrangements that encompass well-defined duties and roles to 
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facilitate and oversee data management processes. However, Burns et al. (2017) had a 
different view from Garlinec et al., noting that newer platforms are emerging and higher 
chances of organizations, responsibilities, and roles also changing. Thus, the nonprofits 
must put several considerations into place. They must consider extending data 
governance towards development (Burns et al., 2017). More governance will be 
necessitated by accountability for data beyond the primary sphere of data management to 
the software life cycle development (Kuerbis & Badiei, 2017). As such, Anand et al. 
(2018) expounded on Kuerbis and Badiei’s assertions, noting that this would lead to a 
more proactive process of data governance. 
On the other hand, data governance would lower the necessity of fixing 
production platform issues. Apart from extending data governance towards development, 
there is also a need for nonprofits to have upskilling stewards in their data governance 
endeavors (Anand et al., 2018). Such stewards will bring in technical credence to 
accommodate emerging technology alterations such as big data, cloud-enabled platforms, 
microservices, and streaming data (Anand et al., 2018). According to Anand et al., 
nonprofits can offer training that would help the stewards effectively perform their duties 
on modern data platforms. Finally, consideration requires direction on data security 
functions (DiMase et al., 2015). Echoing DiMase et al., Stewart and Jürjens (2017) 
observed that using multiple channels to access information both within and outside the 
firm increases the data security risk levels. Mainly, the nonprofits must introduce 
disruptive technologies as well in their bid to put a check on data usage and access 
(Stewart & Jürjens, 2017). Reviewing these numerous studies, I established rich 
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information that helped develop practical IT security strategies that nonprofits used to 
protect information from cyberattacks. 
Security and Privacy 
In a nonprofit organization, privacy is described as the capability to guard 
sensitive information (Martin & Murphy, 2017). For nonprofits such as hospitals, privacy 
entails safeguarding personally identifiable health care information at their disposal 
(Abouelmehdi et al., 2017). According to Adams (2017), nonprofits safeguarded personal 
information only after the entrenchment of storage and transportation processes within 
security measures. Adams particularly suggested a raft of measures that nonprofit 
organizations can consider in their quest to uphold security and privacies to guard against 
data breaches.  
First, nonprofits should consider systematic and effective ways to discard 
personal information that they have been holding, particularly when that information is 
not required anymore in its simple forms (Adams, 2017). Explanations by Maras (2015) 
appear to be in tandem with those of Adams, noting that the absolute amount of data 
exchanged in a nonprofit organization grows exponentially. The exponential growth 
creates risk on the security of the data because, according to Maras, even highly dynamic 
systems may fail to secure the privacy of such information, especially with the risk of 
data streaming from new objects and devices. Samani et al. (2015) suggested that 
organizations such as nonprofits can lower the risk of their new servers being targeted by 
hackers by simply maintaining diligence in adhering to procedures discarding data. In the 
current internet of things (IoT) environment, nonprofits can be at a higher danger of 
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leaving their privacy exposed if their data handling and management practice remains 
inconsistent (Samani et al., 2015).   
Second, nonprofits must also be aware that the public-private areas of policies and 
protections sometimes become blurred as far as data exchange context is concerned (van 
de Pas & van Bussel, 2015). This blurring means that public institutions' policies to limit 
data collection may not exist in nonprofit organizations. For example, individuals within 
society may not choose to disclose their personal information to nonprofits; however, 
such disclosure increases the risk of exposing individuals' private information to hackers 
and data breaches. 
Third, nonprofits need to explore the de-identification approach as a way of 
guarding their security and privacy against data breaches (Quirós et al., 2015). 
Deidentification refers to a traditional technique of prohibiting confidential information 
disclosure by declining any detail that can recognize an individual (Abouelmehdi et al., 
2017). The de-identification technique, according to Abouelmehdi et al., works by 
removing particular identifiers of the data. However, even with these measures, Kayaalp 
(2018) argued that attackers can still access additional external information assistance for 
the de-identification. In particular, attackers target such nonprofits as hospitals where big 
data is involved. Emphasizing his point, therefore, Kayaalp insisted that de-identification 
is not a sufficient approach through which nonprofits can protect critical data privacy. 
Instead, Kayaalp suggested the need for organizations like nonprofits to come up with 
efficient privacy-preserving algorithms as a means of mitigating the re-identification risk. 
Rajendran et al. (2017) mentioned k-anonymity, l-diversity, and t-closeness concepts that 
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organizations like nonprofits may need to consider in enhancing this traditional 
technique. The k-anonymity technique works so that as the value of k increases, the re-
identification probability will go lower (Rajendran et al., 2017). Nonetheless, Quirós et 
al. (2015) pointed out that this technique may produce data distortions in the 
organization, leading to more significant information loss. Moreover, Quirós et al. 
explained that excessive anonymization risks making the data disclosed less useful, 
especially to the recipients, as some analysis may end up providing erroneous and biased 
results.  
Fourth, nonprofit organizations need to re-evaluate their privacy processes and 
policies by engaging all their stakeholders (Pouloudi et al., 2016). For nonprofits like 
hospitals, stakeholders' engagement should include nurses, physicians, insurance 
companies, administrators, and all other business associates (Pouloudi et al., 2016). 
Explaining the logic behind this reasoning, Parks et al. (2017) mentioned that when 
stakeholders drawn from varied areas are engaged in the organization’s privacy practice, 
the likelihood of negative consequences is limited. According to Parks et al., mere 
privacy policies only can prove to be virtually meaningless and highly superficial to a 
nonprofit organization unless the stakeholders get involved in the development, 
monitoring, and enforcement of the same. Agreeing with Parks et al., Lim et al. (2018) 
added that nonprofits need real privacy protection and advocacy put up as part of the 
process making up the organization. 
Moreover, Lim et al. (2018) advised that organizations such as nonprofits must 
allow the senior management to be at the forefront as far as real privacy protection and 
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advocacy is concerned. Executives leading a nonprofit such as a hospital must understand 
the importance of minimizing the unintended consequences if they seek to reduce the 
imbalance challenge (Abouelmehdi et al., 2018). In general, these measures help 
determine critical detail that would effectively establish practical IT security strategies 
against cyberattacks on nonprofits, thus, supporting my research question.  
Job Roles Associated with Information System Security Managers 
The role of information security managers is at the center of much attention in 
recent years.  ISSMs play influential positions in the fight against cyber threats, the 
enforcement of security policies, and employee management. According to Al-Taie et al. 
(2018), the CIO undertakes six significant roles: strategizing for IT-based innovation and 
business process redesign, serving as relationship architect with noteworthy IT service 
providers, and integrating processing, information, together with decision support. The 
CIO's other roles include educating top management about IT and its value to the 
organization, utility provision of IT infrastructure services, and serving as the 
organization’s information steward for operationally reliable systems and high-quality 
data (Al-Taie et al., 2018). Tumbas et al. (2018) summarize the CIO's role as the 
institutionalized domain in charge of holding jurisdiction regarding innovation with 
digital technologies. Typically, Tumbas et al. characterized the CIO's behavior as 
structured following IT professional norms, including integrating systems and 
maximizing constant business tasks.  
The CISO undertakes the role of aiding customer relationship maintenance and 
increasing retention through protecting company reputation and confidential customer 
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information (Lanz, 2017). Additionally, Lanz stated that the CISO develops and monitors 
compliance with cybersecurity procedures and policies and monitors and evaluates its 
technical activities to manage technology-related risks accordingly. Other CISO roles 
include complying with technology-related regulations, preparing tests and reports 
regarding business resiliency, and managing third-party service providers' organization-
wide supervision. CISOs also lead management investigations on the general use of 
technology in the organization and serve as the primary contact about law enforcement 
(Lanz, 2017). 
Transition and Summary 
In section 1 I covered the introduction, describing the study’s background 
information. I included 12 main elements in the section that broadly covered the 
foundation and the scope of the study. The areas in this section included the problem’s 
background, the problem statement, purpose statement, the nature of the study, the 
research questions, the conceptual framework, the operational terms, assumptions, 
research limitations, delimitations, the significance of the study, and finally a summary of 
professional as well as scholarly works of literature reviewed. 
 In section 2 of the research study, I covered participants in the study and the 
research method, design, population sampling, research ethics, data collection 
instruments, data collection techniques, data analysis, and reliability and validity. I also 
covered elaborate details about the methodology and the research process to be adopted. 
In section 3, I presented the findings, applied the findings to professional practice, 
covered the social change implications, provided recommendations for action, provided 
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recommendations for further study, offered reflections, and finally summarized and 




Section 2: The Project 
In this study I sought to explore cyberattack strategies for nonprofit organizations. 
Section 2 of this project illustrates elaborate details about the methodology and the 
research process that I adopted. Overall, this section includes the purpose statement, the 
researcher's role, details about participants, the research method and design, and the 
research population. Other topics include sampling method, data collection, organization 
and analysis, and a reflection on reliability and validity. 
Purpose Statement 
The purpose of this qualitative multiple case study was to explore the strategies 
that ISSMs at nonprofit organizations employed in protecting against cyberattacks. The 
specific population encompassed IT managers and directors of IT in charge of security 
management in nonprofit organizations in Maryland, the District of Columbia, and 
Virginia. I conducted the study at different sites using participants’ information. This 
study's social change implications are that people in charge of or engaged with nonprofit 
organizations could decrease identity theft and improve safe environments. The impact of 
social change could be far-reaching because victims of cyberattacks suffer financial 
losses, operational disruptions, reputational damage, and legal ramifications, among other 
ill effects. With the pervasive nature of cyberattacks, many individuals have suffered 
from stolen and misused data. 
Role of the Researcher 
Qualitative research practice requires the researcher to assume the instrument's 
role engaged in primary data collection (Daniel, 2018). I was the primary data collection 
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instrument in my study. Essentially, qualitative researchers need to develop themselves 
(a) to become research instruments for collecting data from the research sample 
population; (b) design, interpret, and undertake qualitative data analysis; and (c) present 
findings of the study while taking into consideration ethical and high-quality standards 
(Marshall & Rossman, 2016).  
A researcher’s personal experience influences the studies they conduct (Thistoll et 
al., 2016). I considered myself experienced as the researcher in this study in that I have 
studied IT to higher education levels. I have a good understanding of data security and 
management and familiarity with some of the strategies used for data security 
organizations. I focused on mitigating the effects of my experiences as the researcher 
towards my study to avoid bias. I lived in Frederick, Maryland, and I worked in IT. I had 
no professional relationship with the participants in the study. These factors could have 
alleviated the participants’ concerns regarding revealing sensitive details or allayed 
reluctance to participate in the study. 
Bias had the potential to influence my study. Practices aimed at mitigating bias in 
qualitative research include using multiple interviewees, data triangulation, implementing 
member checking, and following an interview protocol (Ranney et al., 2015). I used data 
obtained from interviewees as well as from organizational documents to carry out 
methodological triangulation. 
I conducted the interviews to offer the participants an opportunity to explain 
cybersecurity issues and incidents in their organization freely. Adopting the interview 
protocol helped me get a critical understanding of the research topic. According to Henry 
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and Foss (2015), interview protocols are essential when employing the interview method 
because they offer the researcher guidance to collect reliable data.  
As the researcher in this study, I followed the interview protocol (Appendix) to 
guarantee that I maintained uniformity during the interview process. Researchers must 
strictly adhere to the interview protocol to ensure that they avoid biasness in their 
findings (Ngongo et al., 2015). As the researcher, I was required to adhere to ethical 
principles and guidelines as stipulated in the Belmont Report (National Commission for 
the Protection of Human Subjects of Biomedical and Behavioral Research, 1979). These 
principles and guidance are designed to protect human subjects who are taking part in 
research, to cause no harm and treat participants fairly (Adashi et al., 2018). I completed 
the National Institutes of Health’s (NIH) training on Protecting Human Research 
Participants to better understand ethical challenges and participant protection. 
Participation was voluntary and without coercion. An interview protocol is crucial in 
aiding the interviewer in preparing for the interview, including ensuring that the 
questions are known and determining information that is most critical to the research 
(Majid et al., 2017). 
Participants 
I chose the participants in this study from among IT managers and directors of IT 
drawn from five nonprofit organizations. I selected participants who had experience in 
data security and risk management. In this study, participants were required to have 
experience in data security and risk management and at least 5 years of working in 
nonprofits' IT department. Participants’ eligibility in a study goes with their experience 
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and their knowledge concerning the topic under investigation (Akaeze, 2016). 
Researchers must have clear principles and criteria to guide selecting participants in a 
research study (Daniel, 2018). The importance of such clear principles accords 
researchers the opportunity to appraise the research findings and the extent of 
transferability. Gaus (2017) observed that a researcher’s use of participant selection 
criteria helps ascertain the participants' credibility, accurate identification, and 
description. 
Morris and Rosenbloom (2017) explained that researchers require Institutional 
Review Board (IRB) permission before contacting participants in their study. I searched 
the Tax-Exempt World website, a searchable repository that is freely accessible to the 
public and lists all the nonprofit organizations in America. I selected five nonprofit 
organizations from the website that met my research criteria and reached out to the 
organizations’ contacts. I sent an email to the contact persons identified on the website. In 
the correspondence, I communicated my intentions to research the organization including 
the aim and objectives. I requested the potential participants to contact me using my 
attached email address. According to Hampton et al. (2019), although a research study 
can have between four and fifteen participants as a desirable number, the focus of any 
research should always be to gather dense and rich data. The total number of participants 
should not be a question of concern but rather the richness of the eventual data. A sample 
range of three to eight applies suitably in case studies (Yin, 2017). After getting approval 
from Walden University and the participants’ acknowledgment correspondence 
expressing willingness to participate, I embarked on building a working relationship with 
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the participants with the organizations’ gatekeepers’ help. In line with Pelosi’s (2015) 
observation, I communicated with the potential participants to establish mutual trust to 
build confidence. According to Pelosi (2015), creating open communication with the 
research participants is critical as it gives the parties assurance of confidentiality. To 
create open communication, I (a) established a mutual feeling of friendliness and 
highlighted the common interests that we shared; (b) described the topic of research, my 
interest regarding the study, answered questions from the participants, and ensured the 
participants felt free and easy; (c) reassured participants that data integrity would be 
upheld throughout the research process, and (d) reemphasized the participant’s 
confidentiality.  I also (e) ensured positive and professional interaction by being polite 
and maintaining a nonjudgmental attitude; and (f) actively listened and engaged with the 
interviewees for the entire sessions. When research participants develop confidence in the 
researcher, they trust the working environment, which enhances credibility in general 
(Pelosi, 2015). 
Research Method and Design 
Method 
I chose the qualitative method for use in this study. The qualitative research 
method was ideal for this study because this methodology suits research aimed at 
exploring and understanding the meaning individuals or groups accord human or social 
problems. Qualitative research is exploratory and is used to understand human behavior, 
groups, phenomena, and individuals (Cavalcanti, 2017). Exploratory researchers use 
interpretive approaches in the collection, analysis, and interpretation of the research data. 
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The objective of exploratory research is determining answers to the how and why 
questions of a phenomenon. The exploratory analysis does not concern itself with the 
what, where, and when of a phenomenon (Gaus, 2017). Qualitative studies often result in 
tangible outcomes by using well-documented data assembling and analysis practice 
(Shukla, 2016).  
Unlike the qualitative research method, the quantitative research method relies on 
statistical data to draw findings after the analysis (Hammarberg et al., 2016). According 
to Cerniglia et al. (2016), quantitative research premises include probability and statistics. 
In my study, the objective involved no hypotheses testing or seeking of any statistical 
data. Mostly, I did not select a quantitative research method because I was planning on 
neither hypothesis testing nor statistical data analysis. 
The mixed methods approach focuses on combining, congregating, enhancing, 
and demonstrating the research outcome using quantitative and qualitative methods 
(Wardale et al., 2015). The combined approach makes mixed methods research more 
useful when it comes to designing, building, and testing theories, in addition to 
completing the inductive and deductive analysis in studies centered on a central research 
question and hypotheses (Wardale et al., 2015). Cameron et al. (2015) established that 
mixed-methods research accords the researchers with the opportunity to join the 
experiences of participants and empirical data to allow for the determination of existing 
relationships between particular variables. Because I was specifically seeking the insights 
of participants in my study, the choice of mixed methods research, which focuses more 
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on examining combined experiences, relationships, and hypotheses between variables, 
was not ideal. I did not choose the mixed methods study for this research. 
Research Design 
For this research I adopted the qualitative multiple case study design as the 
appropriate choice to explore strategies that nonprofit organizations used to protect 
against cyberattacks. Qualitative research designs exist in different types, including 
ethnography, case study, and phenomenology (Mohajan, 2018). These approaches 
involve similar research features regarding the research problem, data, data analysis, 
questions, and reporting results. The ethnography design type of qualitative investigation 
applies mainly to the study of people and cultures. Applying ethnography in research 
requires observing the study participants while in their natural habitats to deeply 
understand their experiences, perceptions, creation, and navigation of the social world 
(Wels, 2015). The researcher collects the data in rich context from numerous sources of 
evidence within a real-life situation (Dasgupta, 2015). I did not choose the ethnography 
research design because the study did not involve group culture observations. The 
phenomenology design examines the meaning of lived occurrences that a person or 
individuals, as a group, have collectively experienced (Mohajan, 2018) and also helps the 
researcher separate biases and assumptions (Larkin et al., 2019). I did not consider the 
phenomenology design for this research because the purpose did not target lived 
experiences of the participants. 
The case study design focuses mainly on exploring bounded systems over time 
(Corti & Fielding, 2016). The exploration of bounded systems happens in an elaborate, in 
51 
 
depth data collection exercise. Case studies serve best for their flexibility when used 
alongside the qualitative research methods (Morgan et al., 2017). According to Corti and 
Fielding (2016), the case study design makes it possible for a researcher to obtain a more 
exhaustive understanding regarding a given issue within a specific time. Because I 
intended to use greater flexibility in my quest to learn about some of the strategies that 
ISSMs at nonprofit organizations employ in protecting against cyberattacks at nonprofits, 
I chose to adopt the case study design. The qualitative case study design integrated my 
pragmatic worldview, GST conceptual framework, a small sample size, data collection 
methods, analysis, and the time constraints limiting the conduction of a doctoral study in 
a given timeframe. 
According to Saunders et al. (2018), a researcher meets data saturation when the 
resultant interviews involving research participants yield no new themes. Qualitative 
researchers can avoid such a situation by interviewing more participants until they 
achieve data saturation (Elman et al., 2016). Boddy (2016) noted that qualitative 
researchers may stop interviewing additional study participants when further interviews 
provide no new details regarding the research topic. In this research, I recruited 
participants and collected data from them until I could not establish the emergence of any 
new themes about the strategies that ISSMs at nonprofit organizations employ in 
protecting against cyberattacks at nonprofits. 
Population and Sampling 
Research experts advise the ideal number of participants that should be involved 
in a sample. Boddy (2016) observed that qualitative research lacks specific rules on 
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sample size. Boddy also quoted another study by Sandelowsky (1995), whose findings 
observed that sample sizes of 50 are substantial for qualitative research work. Other 
researchers’ recommendations allow for different sampling sizes as per the research 
criteria (Williams & Needham, 2016). In this study, I chose the participants from among 
ISSMs drawn from five nonprofit organizations freely accessible to the public in 
Maryland, the District of Columbia, and Virginia. Each nonprofit is a single case in a 
multiple case study. I believed that the interviews and the organizations published and 
non-published documents would yield enough data for triangulation.  
There are two sampling techniques: probability and nonprobability (Lucas, 2016). 
A purposive sampling technique is a non-probability sampling methodology that gives 
the researcher the freedom to choose qualified participants to inform the research 
question (Benoot et al., 2016). According to Hennink et al. (2017), a purposive sampling 
technique facilitates the researcher to pick participants intentionally using unique 
individual characteristics concerning the subject under study. Ridder (2017) argued that 
the use of purposive sampling fits appropriately with case study research because it 
allows determining the participants who will be useful in answering the research 
question. 
Eriksson (2017) identified purposive sampling as significant especially when 
dealing with homogeneous groups of participants because it enhances the exploitation 
activity of any research study. I chose homogeneous purposive sampling for this research 
because it enhanced the exploitation activity during the research study. The research 
participants had shared characteristics of being ISSMs with experience in data security 
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and risk management, and with experience not below five years working in the IT 
department of nonprofits.  
Data saturation use in research constitutes a guiding principle in testing 
sufficiency regarding purposive sampling (Hennink et al., 2017). According to 
Constantinou et al. (2017), data saturation arises once the data become redundant or 
begins to replicate. Researchers embark on a precise data saturation process to ensure no 
overlooking of different meanings, new data, new issues, or new coding that crops up. I 
made data saturation my main focus. I did not stop data collection until I noticed 
participants beginning to duplicate information or the information offered lacking value 
to the research topic. 
Data collection was conducted virtually to avoid social interaction and prevent 
Coronavirus's spread as an alternative to a private office. I used the nonprofits’ IT 
security strategies against Cyberattacks Questions (see Appendix) to investigate the 
participant’s views and ideas regarding cybersecurity practices in their organizations. 
When the interview setting is relaxed, participants will be encouraged to ask questions 
and respond freely (Qu & Dumay, 2011). 
Ethical Research 
After getting approval to proceed with the Walden IRB research (approval no. 09-
18-20-0682479), I selected the targeted nonprofit organizations to be involved in the 
study. I sent via email an informed consent form, asking those meeting eligibility criteria 
to complete the form to ascertain their willingness to engage in the study. The critical 
information included defined the study’s purpose, the researcher’s role, participation 
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criteria, and withdrawal process in the consent form. Other details in the consent form 
included the study findings' publication intention and the data safeguard mechanism. I 
emphasized to the participants about there being no forced participation but rather only 
by voluntary means. I reminded the participants of the right to stop and withdraw their 
participation at any time. No explanation was required to withdraw other than a mere 
email notifying the researcher of the decision to quit.  
Informed consent is a crucial aspect of any given research study. A researcher will 
have to balance participant interaction to uphold all ethical requirements expected of a 
research study (Humphreys, 2015). The researcher must ensure the informed consent 
process does not violate the participants’ rights or respect. Consent ensures full adherence 
to all necessary ethical standards (Greenwood, 2016). As the researcher, I followed 
Walden University IRB's ethical and legal requirements to avoid harming the research 
participants. Safety, dignity, and study participants' voice are essential in guaranteeing 
ethical practices when undertaking qualitative research (Wallace & Sheldon, 2015). The 
informed consent states that all participants in the research do so voluntarily. As clearly 
stated in the informed consent form, participants did not receive any incentives in the 
form of payments for them to enlist their participation in the study. 
The confidentiality of research participants must always be maintained to 
guarantee the study's integrity (Wallace & Sheldon, 2015). Yang et al. (2018) noted that 
the use of unique identifiers to represent the study participants guards the participants' 
professional status. I used letters and numbers for purposes of identifying participants on 
both the transcripts and the research log. I assigned codes to the participants based on 
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their order of interview so that code ‘M 1’ represented the first interviewee, code ‘M2’, 
the second one, and so forth. I was the only person with access to data from the study. I 
stored the data in a password-protected external drive, which was kept safe for five years 
to guard against the participant’s confidentiality. 
Data Collection 
Instruments 
As the researcher, I assumed the primary data collection instrument's role and 
collected data in the natural setting. According to Stacey (2016), researchers undertaking 
qualitative studies assume primary data collection instruments' role. Collecting 
qualitative data requires establishing trust with participants, which means that the 
researcher is the data collection instrument expected to develop a strategy that will 
develop credibility with participants (Daniel, 2018). Collecting data in the natural setting 
helps researchers conduct inductive and deductive data analysis with regards to themes 
and patterns establishment (Fletcher, 2017).  
Data collection in qualitative research may be in the form of semistructured 
interviews and document analysis (Akaeze, 2016; Conrad & Tucker, 2019). According to 
Van der Berg and Struwig (2017), semistructured interviews are valid for data collection. 
As Farooq and de Villiers (2017) noted, open-ended questions offer the opportunity for a 
researcher undertaking a case study to have great insight into the specific aspects 
involved. The interview questions that I used were open-ended to give room for more 
significant interaction that included the participants. I analyzed documents from the 
organizations to perform methodological triangulation. Besides the interviews and 
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observation, I used the nonprofit's published and non-published documents such as the 
organization bylaws, strategy plan, brochure, policy, training logs, and System security 
plan. I used interviews as an instrument for collecting data. I used a pre-determined set of 
interview questions as the data collection instrument (Appendix). Every interviewee 
responded to the same set of questions and in the same order to ensure consistency in the 
eventual data collected.  
A researcher can get different answers and interactions during an interview 
session if they ask different participants the same interview questions (Cataldi, 2018). 
Pandey and Chawla (2016) observed that semistructured interview formats allow 
participants to have an in-depth understanding of the research topic. They also noted that 
the adoption of semistructured interviews provides an accessible, flexible, and intelligible 
approach to data collection. Muhammad (2018) illustrated the degree of effectiveness of 
qualitative studies using semistructured interviews. Essentially, using semistructured 
interviews, a researcher can divulge hidden aspects that are characteristic of human and 
organizational behavior because participants’ responses are in such a manner that they are 
best suited for the interview question. 
I posed the same interview questions to all the participants to ensure credibility 
and reliability using an interview protocol (Appendix). According to Azungah (2018), 
posing the same interview questions to all research participants helps discover themes. 
When asking the same questions sequentially, the researcher can undertake efficient data 
analysis and draw comparisons of the responses (Akaeze, 2016). Researchers need to 
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avoid leading questions because, according to Teixeira et al. (2017), such questions 
promote bias.  
Methodological triangulation offers a researcher an opportunity to mitigate bias as 
the researcher gains the capability to view the data from various perspectives. They may 
consider a phenomenon in multiple ways (Fusch et al., 2018). Utilizing methodological 
triangulation will further enhance flexibility in establishing trends throughout the data 
analysis process (Mason, 2018). Using multiple data sources as a target of 
methodological triangulation enhances the study’s credibility, validity, and reliability 
(Fusch et al., 2018). I combined participant interviews with analyzed organization 
documents such as the nonprofits' published and non-published documents: bylaws, 
strategy plan, brochure, training logs, and System security plan, training logs, software 
acquisition documents, and policy documents. Conferring to Das et al. (2018), archived 
data such as recordings and documents lead to valuable qualitative research data. A 
researcher’s analysis of archival documents combined with observations and interviews 
allows for the revelation of research themes (Davidson et al., 2019). The methodological 
triangulation, which involves using multiple data forms, enables a researcher to 
understand the fact they are studying. According to Fusch et al. (2018), utilizing a 
combination of two data collection methodologies makes the data more reliable, which in 
turn makes the case more understandable. Methodological triangulation further facilitates 
the probing of patterns within the data, enabling the researcher to interpret multiple 
perspectives. Adopting methodological triangulation boosts confidence towards the 
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study’s findings because it entails using various sources that, in turn, help the researcher 
mitigate research biases (Azungah, 2018).  
I applied member checking in the interview process to enhance research validity 
and reduce bias. Through member checking, Daniel (2018) argued that the researcher 
stands a chance of achieving rigor or thoroughness in case studies. The participants had 
the opportunity to review and confirm my interpretation of the initial meeting before I 
proceeded. As Daniel noted, member checking presents an opportunity through which the 
researcher can verify the level of accuracy in a participant’s response. Member checking 
further serves as a quality control process, where the researcher can confirm, clarify, and 
supplement data obtained from a qualitative research interview (Iivari, 2018). I used a 
pre-determined set of interview questions as the data collection instrument. Every 
interviewee responded to the same set of questions and in the same order to ensure 
consistency in the eventual data collected (Appendix). 
Data Collection Technique 
This study used interviews as the technique for collecting data. Interviewing 
entails a data collection method where individuals' experiences are mined through a 
question-answer session to establish a composite understanding that broadens our 
professional knowledge (Quinney et al., 2016). Researchers utilize interviews to capture 
participants’ experiences in qualitative studies (Holland, 2017). Researchers choosing the 
option of a conversation as the technique to engage with participants might use 
structured, semistructured, or unstructured versions for data collection (McTate & 
Leffler, 2017). I used semi-structured interviews and document analysis in this study. I 
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looked for organization documents to analyze from the organizations' respective websites 
and requested private data from nonprofit organizations. Among the documents that I 
searched for in the websites and use for data collection included training logs, software 
acquisition documents, and system security plans and policy documents. 
Researchers using semi-structured interviews adopt a guide for the interview 
where listed questions focus on capturing the interview’s social cue (Van Rooy et al., 
2015). Akaeze (2016) explained that researchers adopting semi-structured interviews 
depend on the general research question to guide the data gathering process. The 
advantage of semi-structured interviews includes the flexibility of using follow up and 
supporting questions, which ensures the drawing of rich data about a phenomenon. 
Additionally, semi-structured interviews involve open-ended questions that grant 
participants the opportunity to freely respond using their own words and based on their 
worldview (Kallio et al., 2016). Semi-structured interviews also benefit researchers 
through, according to Kallio et al., an opportunity to develop relationships with 
participants. Such a relationship further makes it easy for the researcher to address 
participants’ arising concerns or questions (Newton, 2017).  
Structured interviews entail a more rigid configuration regarding the wording and 
sequencing of questions (Doll, 2017). I did not choose a structured interview in this study 
because it entailed rigorous procedures that are more standardized and with ordered 
questions. On the other hand, unstructured interviews require researchers to ask different 
questions to different participants based on the researcher’s judgment (Mcintosh & 
Morse, 2015). I did not choose unstructured interviews because, practically, the 
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interviewer has the discretion to direct the interview process in any direction they prefer, 
which, in essence, facilitates bias (Mcintosh & Morse, 2015). 
According to Holland (2017), however, semi-structured interviews have the 
disadvantage of being lengthy and costly. The unstructured methodology, coupled with 
the complexity of data, and the excessive details attributed to participants, makes it quite 
challenging to use the method. Moreover, using semi-structured interviews increases the 
chances of researcher bias, which may, in turn, influence data interpretation unfairly 
(Brown & Danaher, 2017). I invited participants via email, asking them to take part in the 
study. The participants received, reviewed, and eventually approved a consent form 
before participating. The consent form explained the withdrawal process, disclosure of 
incentives, and the mechanism for safeguarding data.  
I used the member checking process to make sure that I achieve response validity. 
I summarized all the interview responses for member checking. According to Madill and 
Sullivan (2018), member checking facilitates researchers in their quest to investigate and 
fit their interpretation relatively with the participants’ responses. I engaged in member 
checking conversation with the participants to allow the participants to review and 
confirm my interpretation of their responses. Participants were asked to edit, simplify, 
explain further, and comment on the summary of their response to make sure my 
understanding of their viewpoint. 
Data Organization Techniques 
Researchers often use software to track data and organize it accordingly (Che-
Hung et al., 2017). After the interviews, I transferred the raw data into NVivo. I also 
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removed any possible personal or identifiable details that could quickly reveal the 
participants' actual identity. I had a folder with labels relating to each case study, where I 
stored the transcripts, notes, and interview recordings in an external drive only accessible 
to me for five years. I did as a measure to enhance the participants’ privacy and security.  
My intention in undertaking data analysis was to achieve a more in-depth 
evaluation of the themes and patterns in the interviews. I uploaded, organized, and 
analyzed the transcribed interview data with the help of NVivo software. As computer-
assisted software for qualitative data analysis, NVivo software aids data collection and 
the subsequent management and analysis. Using NVivo software, I recognized 
meaningful units, expanded emergent themes, managed data, and undertook 
triangulation. 
I loaded the nonprofit organizations’ published and non-published documents 
such as the organization strategy plan, brochure, and policy into NVivo software for 
purposes of conducting methodological triangulation. The methodological triangulation 
presented me with a chance to use multiple sources of qualitative research data. My use 
of methodological triangulation helped me attain flexibility in terms of determining 
trends in the course of data analysis. Multiple data sources provide methodological 
triangulation to support a plausible case for the soundness of research findings, 
concluding remarks, and recommendations (Heesen et al., 2016). 
I used data coding to simplify the process involved in comparing and recognizing 
patterns. In coding the qualitative data, I investigated study data for categories, ideas, and 
common themes. The coding facilitated analysis, organization, and a comparison of data 
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to enable the extraction of meaningful information. I applied a coding process that 
categorized data based on source types using archived documents and interviews to 
determine the emerging themes (Young et al., 2018).   
When using NVivo to code data, nodes have to be created (Ballaro & Polk, 2017). 
A node constitutes the references collected about a specific theme, person, area of 
interest, or place. I used transcriptions, logs, and notes to discover inherent themes, 
patterns and deduce meanings based on the participants’ responses. I took interview notes 
in the form of a research log to ensure my study's conformability, validity, and reliability. 
Mohajan (2018) opine that researchers rely on research logs purposely to capture data 
and scrutinize assumptions and actions that are thematic in a given study. Research logs 
further offer a valuable audit trail to ensure conformability and enable the researcher to 
recognize and reflect on the potential challenges likely to affect the research (Mohajan, 
2018).  
Data Analysis Technique 
According to Assarroudi et al. (2018), data analysis constitutes a process of 
classifying the information gathered during interview sessions, or by observation, or the 
review of visual and written documents. I embarked on transforming raw data and 
organizing it accordingly to achieve rigor in data analysis. I ensured adherence to data 
analysis by meeting all standard principles, including interviews transcription, 
comprehensive analysis of the phenomenon under investigation, member checking data 
coding development, and determining links to themes. Nowell et al. (2017) explained that 
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the data analysis process comes after the researcher accesses the field, gathers data, and 
transcribes it.  
I uploaded, organized, and analyzed the transcribed interview data with the help 
of NVivo software. As computer-assisted software for qualitative data analysis, NVivo 
aids data collection and the subsequent management and analysis of such qualitative data 
as written and audio content (Woods et al., 2016). Using NVivo software, I recognized 
meaningful units, expanded emergent themes, managed data, and undertook 
triangulation. Using both interview and document analysis data, I achieved 
methodological triangulation and attained flexibility in determining data analysis trends. 
Multiple data sources provide methodological triangulation to support a plausible case for 
the soundness of research findings, concluding remarks, and recommendations (Nowell et 
al., 2017). 
I used data coding to simplify the process involved in comparing and recognizing 
patterns. In coding the qualitative data, I investigated study data for categories, ideas, and 
common themes (Wu et al., 2016). The coding facilitated analysis, organization, and a 
comparison of data to enable the extraction of meaningful information. I applied a coding 
process that categorized data based on source types using archived documents and 
interviews to determine the emerging themes (Erlingsson & Brysiewicz, 2017). 
Reliability and Validity 
Introduction 
Generally, qualitative research must establish the data's trustworthiness to achieve 
reliability and validity (Roberts et al., 2019). It is critical for a researcher to pay close 
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attention when designing a study to ensure the findings are well applicable. Using 
transferability, dependability, and confirmability facilitates establishing trustworthiness 
and improving a study’s quality (DeGama et al., 2019). Qualitative studies to attain the 
much-needed trustworthiness must be credible, dependable, confirmable, and transferable 
(DeGama et al., 2019).   
Reliability 
In qualitative research, reliability refers to how the data are producible and stable 
(Leung, 2015). Member checking is an essential element to determine if the researcher 
investigates and accurately interprets the participants' responses (Madill & Sullivan, 
2018). I provided an opportunity for the participants to verify my interpretation of their 
interview responses to ensure accurate findings.  Furthermore, member checking 
disseminates the analyses and participants' research responses to capture the meaning and 
increase data reliability (Fusch et al., 2018). According to Robins and Eisen (2017), 
triangulation equally results in reliability in research. Triangulation employs numerous 
data support for purposes of sustaining interview data and ensuring fidelity regarding the 
research outcomes. I used multiple data collection sources such as published and non-
publish documents and semistructured interviews to ensure the findings' reliability.  
Validity 
Dependability 
Dependability implies the degree to which the research findings are ethically and 
accurately produced (Van der Ber. & Struwig, 2017). Researchers achieve data 
dependability using member checking as it helps in ascertaining that their personal biases 
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do not influence the data collected (Akaeze, 2016). In this study, I authenticated 
conclusions using member checking as well as triangulation methodologies. In terms of 
member checking, I mainly disseminated the interpretations and participants’ research 
responses immediately after the data collection process, inviting them to validate them. 
Regarding triangulation, I crosschecked all data resulting from the interview and 
document analysis. I stuck to data attributed to the research participants and did not 
consider personal opinions that were likely to result in biases. 
The significance of dependability lies in the fact that it enhances the 
trustworthiness of findings (Nowell et al., 2017). I achieved dependability in my study 
with audio-recording and writing down responses during the interview. I further 
transcribed the information and used Nvivo software to analyze the resultant data.  
Credibility 
Credibility implies the degree or extent of objectivity and impartiality regarding 
the research’s findings (Bradshaw et al., 2017). Credibility ensures that the researchers 
effectively match the participants’ opinions with the eventual outcomes (Colorafi & 
Evans, 2016). According to Turner and Baker (2019), researchers pursue credibility in 
their studies as a means of achieving the necessary trustworthiness and integrity. 
Credibility is an essential aspect of internal qualitative data and entails establishing 
plausible research findings as per the research participants' perspective (Noble & Smith, 
2015). A study considered credible implies that reviewers not involved in the study 
acknowledge its findings and that the findings remain applicable to other settings or 
groups (Noble & Smith, 2015).  
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Iivari (2018) described member checking as a quality control procedure 
undertaken in qualitative research to enable the researcher to confirm, explain, or boost 
the accuracy of the accuracy relating to the interview data collected. Member checking 
ensures adequate verification of the data obtained through interviews. Daniel (2018) 
noted member checking provides room for participants to validate response portrayal. 
Transferability 
Transferability refers to the ability to have the research findings generalized to a 
broader population. Achieving transferability requires a qualitative researcher to find 
meaning for an individual involved in the research (Gammelgaard, 2017). The use of 
purposive sampling, as Venkatesh et al. (2016) point out, could enhance transferability. 
Additionally, methodological triangulation helps in improving transferability (Fusch et 
al., 2018). My research structure included focused sampling and a comprehensive outline 
of the research assumptions, delimitations, and limitations. The structure provided 
adequate context for establishing this study’s transferability by other researchers. I 
recorded the research results so that other researchers can replicate them by using thick 
descriptions to illustrate participant data and including raw examples of data. I used 
methodological triangulation in addition to maintaining a case study database that 
included raw, themed, sorted, and interpretive data. 
Confirmability 
Research confirmability refers to how others can corroborate the research 
outcome (Muhammad, 2018). Researchers may use reflexive journals, transcript 
recording, and review, member checking, as well as note-taking in the interview process 
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for capturing the audit trail for purposes of ensuring qualitative research confirmability 
and dependability (DeGama et al., 2019). Confirmability makes sure that the researcher 
signifies the participants' responses as opposed to the researcher’s bias. I achieved 
confirmability and dependability by recording transcripts, reviewing them, and 
conducting member checking and taking notes throughout the interview process.  
Transition and Summary 
In section 2, I covered numerous essential elements that constitute this study, 
including restating the purpose statement and elaborating on the researcher’s role. I also 
discussed the study participants, analyzed the research method and its design, population 
sampling, ethics in research, instruments of collecting data, techniques of collecting data, 
analysis of the data, the question of reliability and validity, and finally, the transition 
summary. In section 3, I provided the study overview, presented the findings, applied the 
findings to professional practice, covered the social change implications, provided 
recommendations for action, provided recommendations for further study, offered 




Section 3: Application to Professional Practice and Implications for Change 
Overview of Study 
In this qualitative multiple case study, I sought to investigate the strategies that 
ISSMs employ in nonprofit organizations to protect against cyberattacks. The research 
population comprised five IT managers and directors working in nonprofit organizations 
with the following characteristics: (a) licensed to operate legally in the state of Maryland, 
the District of Columbia, and Virginia; (b) employed at least 150 personnel; (c) 
implemented cybersecurity measures effectively, and (d) recorded at least $5 million in 
annual gross revenue. The study was based on the GST as the conceptual framework. 
During the interview session and the review of archival company documentation, 
participants' responses contributed to all the data to address the research question. The 
major themes that resulted from the data collected were (a) cybersecurity strategy, (b) 
cybersecurity awareness, and (c) dependence on third-party infrastructure services 
vendors. In my analysis of the study's findings I sought to determine the leading 
strategies that ISSMs in nonprofit organizations employ in protecting against 
cyberattacks.     
Presentation of the Findings 
I intended this study’s primary research question to determine the strategies 
ISSMs at nonprofit organizations employ to protect against cyberattacks. I used open-
ended semistructured interview questions (Appendix) and archival documents to gather 
data for the study. I determined the attainment of data saturation when the interview 
respondent data and the archival company documents became repetitive. As the 
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researcher and the primary data collection instrument, I created a database and kept an 
audit trail of the participants’ correspondence and archival documentation. I used QSR 
International NVivo to analyze the research data. I imported all the responses collected 
during the interview sessions, interview notes, archival company documentation, and the 
member-checked interpretive files. 
The analysis of the archival documents of nonprofit organizations, including 
organizational policies and business reports, corroborated participants’ interview 
responses. I used pseudonyms for each participant as P1, P2, P3, P4, and P5. Participant 1 
came from Organization 1, while participant P2 was from Organization 2, Participant 3 
from Organization 3, Participant 4 from Organization 4, and Participant 5 from 
Organization 5. The three themes that emerged from the analysis were: (a) cybersecurity 
awareness, (b) cybersecurity strategy, and (c) dependence on the third party. Table 1 
illustrates the three major themes and the respective references. 
Table 1 
Themes and Their Respective References  
   
Major themes Participants Response (%) Documents References 
Cybersecurity awareness 5 100 30 68 
Cybersecurity strategy 5 100 25 44 









Theme 1: Cyber Security Awareness 
The relevant subthemes under cybersecurity awareness are data breach, 
understanding protection, understanding strategic plans, and understanding third-party 
vendors. Table 2 highlights the subthemes under the cybersecurity awareness theme.  
Table 2 
Subthemes Under the Cybersecurity Awareness Theme  
 Participants Documents 













5 12 10 27 
Understanding third-party 
vendors 
5 13 8 16 
     
 
Data Breach 
Data breach refers to the unauthorized access to confidential data, such as 
customer data, for purposes of exploiting it (Kude et al., 2017). Perpetrators of data 
breaches may be internal players in the organization, such as employees, or external 
players such as hackers. Based on the participants’ responses, organizations must 
establish practical strategies for protecting against data breaches. Three archival 
documents used in the study underscored the significance of using unique strategies to 
address data breaches in the organization. P1 indicated that they address data breaches in 
the organization by scanning emails and avoiding responding to those emails. A policy 
document from Organization 1 highlighted that “The organization has an established 
Data Breach Team led by the IT director, with the mandate of making all-time critical 
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decisions about the management and containment of data breach incident.” Based on P1’s 
response and the evidence presented in the organization’s policy document, it is evident 
that the organization understands how dangerous data breaches can be in perpetrating 
information loss and exploitation, hence the need to scan the emails and have a data 
breach team ready to ensure they are safe.  
P3 said, “We have a security team which is headed by one of our partners, and 
she’s responsible for at least keeping track of our security posture. We don’t have like a 
centralized place that we like to watch all our infrastructure traffic.” From P3’s response, 
the organization's clear strategy relies on a security team responsible for continually 
assessing its security stance to control or avert data breaches. For P4, their approach 
entailed hiring an external company that carries out audits and risk assessments on their 
behalf. Based on the audit and assessment results, the company determines its 
performance regarding the data breaches involved. A policy document from Organization 
4 indicated that the organization would collaborate with external expert IT firms to 
identify potential data breach loopholes within the organization’s systems and act 
decisively towards stopping the breach.    
P5 continued,  
We look at the audit log, we look at the security event, we look at the security log, 
we look at strange IP addresses coming from wireless devices, we look at the time 




A privacy and safety policy document from Organization 5 indicated, “A Data Leakage 
Prevention (DLP) software should be used at all times to help the organization put data 
breach in check at all times.” P5’s response, together with the archival document 
evidence, reveals that the organization uses various vital indicators to keep data breaches 
in check at all times. 
The participants’ responses underscored Daniel Ani et al.’s (2016) observations 
that understanding and controlling data breaches is a critical aspect of cybersecurity 
awareness in any organization. The participants' responses further enforced Gordon et 
al.’s (2015) view that nonprofit organizations, just like for-profit organizations, must 
govern their data to guarantee sufficient cybersecurity awareness. Once a nonprofit 
organization enhances its internal capabilities to protect and ensure high-quality data 
through the data lifecycle, it achieves data security, data integrity, consistency, and 
availability (Daniel Ani et al., 2016).  
The data from participants’ responses and supporting literature aligned with the 
concept of GST in terms of proposing better organizational systems that enhance 
efficiency. Based on Chen et al.’s (2012) description of GST, systems can cooperatively 
interact and relate to form a superior system that will prove challenging to be 
manipulated easily by hackers. According to Gordon et al. (2015), cybersecurity breaches 
mainly result from a lack of information system awareness, causing employees to blunder 
in sharing their login details, sending classified information to the unintended recipients, 
and so forth. The responses by P1, for instance, showed evidence of an established 
73 
 
system in the organization used holistically to track and remove harmful emails that may 
cause a data breach.  
Understanding Protection 
Understanding protection in terms of cybersecurity awareness means 
acknowledging the significance of guarding data within the organization. During the 
interviews, three of the participants mentioned efforts undertaken in their respective 
organizations to protect stored data. P1 stated, “We are trying to work on as well as like 
protecting our data and protecting our organization.” An organizational document from 
Organization 1 mentioned that “all data repositories within the organization have 
controlled access that allows only those with the right credentials to access it.” This 
response, together with the documentary evidence, acknowledged efforts in the 
organization to protect organizational data because data is a critical resource requiring 
total protection at all times to ward off hackers. Understanding protection is an essential 
aspect of cybersecurity awareness. An ISSM in a nonprofit ought to assess and determine 
whether the risk that comes with outsourcing the organization’s security protection 
operations to a third-party entity outweighs the organizational losses. Similarly, P4 said, 
“Our management has been cooperating with us to give us enough resources to protect 
the organization.” An official document from Organization 4 read in part, “The data 
manager must ensure that the system in the organization, including computers, databases, 
and removable data storage options, has the full capability to ensure data integrity.” 
Based on P4’s response and the details of Organization 4’s official document, the 
organization had prioritized plans to achieve data protection. The management is the top 
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decision-making organ in most organizations, and their involvement in data protection is 
crucial in guaranteeing cybersecurity awareness.  
P5 affirmed, “The other way that we protect our information at our disposal is we 
encourage employees not to create a sensitive document and leave it on the network 
printer where anybody can just walk in and pick it up.” A privacy and safety policy 
document from Organization 5 stated, “All employees must have a unique password that 
allows them to venture into the system and interact with the data.” In analyzing the 
responses and document evidence, it was clear that employees play a significant part in 
ensuring cybersecurity in the organization. All the organization's security rules and 
policies become meaningless if the employees do not take the responsibility to learn and 
implement them effectively. ISSMs in organizations must direct their focus on the 
employees to ensure that they create sufficient cybersecurity awareness. Cyberattack 
constitutes a significant challenge in organizations as they try to protect their data from 
disappearing. Several systems such as Intrusion Prevention System, Intrusion Detection 
System, packet shaping devices, firewalls, and so forth, are used to protect networks. 
The participants’ responses highlight the significance of employees and the 
nonprofits as a whole understanding the essence of protection in achieving cybersecurity. 
According to Mierzwa and Scott (2017), most nonprofits bare the brunt of data breaches 
and hacker interference because of the limited funding extended towards IT development 
and control. The poor funding has resulted in poor protection knowledge or 
understanding in most of the organizations. Jagalur et al. (2018) concluded that 
nonprofits have limited understanding of cybersecurity because of their lack of 
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cybersecurity specialties to take charge of their IT units. When an organization lacks 
proper understanding of cybersecurity, they fail to align their goals with good 
cybersecurity practices. Nonprofits must put more seriousness in pursuing protection 
understanding in the organization to enhance their protection mechanisms against data 
breaches and hackers (Jagalur et al., 2018). Because many nonprofits deal with personal 
data, they must prioritize training their staff on the necessary technical and organizational 
measures on security to increase their protection knowledge (Dove, 2018). Such 
cybersecurity protection knowledge will empower the employees to understand and 
implement comprehensive data security laws effectively to the advantage of the 
organization.  
The GST concept generally captures the usefulness of protecting a system 
because it underscores the necessity of strategy mix towards achieving data security. 
Based on Bertalanffy’s (1968) principle, cyberattacks constitute observable phenomena 
causing social problems afflicting nonprofits. Protecting organizations against the effects 
of cyberattacks helps achieve a metascientific foundation that is part of general 
systemology. Practically, many organizations establish a common policy on data safety 
and security instead of going with individual employee’s motivation to implement 
information security policies (Doherty & Tajuddin, 2018). Through the training of 
employees on data security, organizations pro-actively implement the GST principle of 
protecting their systems against data exploitation (Doherty & Tajuddin, 2018). As 
systems, organizations must establish the necessary infrastructure and adopt a material 
culture enforcing protection behavior among their employees (Kim & Kim, 2017). 
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Because cybersecurity is a dynamic situation, nonprofits must continually think of 
establishing protection systems to encourage the employees to put in voluntary efforts.  
Moreover, organizations can also rely on different attack modeling techniques to 
support their understanding of the attack. Organizations must prioritize the protection of 
their network from attackers. The findings of this research further support the GST 
concept, especially its system technology aspect. Creating knowledge and awareness 
about data protection helps organizations to protect their valuable data because it creates 
harmony between the policies, software, hardware, and training (Carrapico & Farrand, 
2017).  
Understanding Strategic Plans 
Understanding strategic plans for cybersecurity awareness increases the 
interpretation by stakeholders in the organization regarding the tactical moves to 
implement to fulfill cybersecurity awareness. Participant P2 indicated how understanding 
strategic plans help in establishing cybersecurity awareness. In particular, participant P2 
said, “The success of any cybersecurity program is what we call a strategic cybersecurity 
plan. Some people might call it a cybersecurity margin plan or system security 
management plan, but the keyword there is strategy.” Similarly, the policy document 
from Organization 2 read in part, “Efforts to protect data must start with information 
creation, with the main focus being the definition and documentation of access control 
decisions and protection levels. Protection should be enforced throughout the data life 
cycle.” From P2’s comprehensive response, no cybersecurity plan is useful to the 
organization unless a strategic plan is established. The strategic plan enables a better 
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understanding of the environment and profile, empowering the employee to know its 
inadequacies and vulnerabilities. Without a strategic plan, the ISSM cannot make the 
needed modifications to attain the results desired. 
The response above underscores the help strategic cybersecurity planning 
achieves towards the organizations' tactical aims and capabilities. Efthymiopoulos (2019) 
strongly espoused the significance of cybersecurity planning in achieving tactical aims 
and capabilities because it achieves a policy framework, methodology outline, 
orientation, and implementation for all matters about the internet when interconnected. 
The response also illustrates how strategic plans play a significant role in enhancing 
cybersecurity awareness within organizations. According to Efthymiopoulos (2019), 
knowledge of strategic plans helps in projecting the criticality of cyber-security in terms 
of policy. When employees in a nonprofit understand cybersecurity strategic plans, they 
also appreciate the importance of enhanced methods for the organization’s cyber-
dimensional operations. The organization will benefit from numerous cybersecurity 
elements and variables, resulting in a grander cybersecurity strategy. Junior & Santos 
(2016) also believed that an organization’s information security strategic plan positions it 
to lessen, shift, accept, or evade information risk associated with people, technologies, 
and processes. The cybersecurity plan produces proposals emphasizing the need to 
establish a joined cybersecurity approach. 
The strategic cybersecurity plan also aligns with GST. Based on Von 
Bertalanffy’s (1972) GST concept, the external environment lies outside an organization's 
control because of many irregular forces such as technology or innovation, competition, 
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and others' economy. These factors or forces make up sub-systems that constitute a more 
extensive system. GST’s explanation of the strategic planning model, therefore, 
appreciates how each of the sub-systems interacts. By using the GST conceptual 
approach, the ISSMs learn more deeply about the technological and innovation trends 
and the decisive nature of the interaction between these diverse components. 
Understanding Third-Party Vendors 
Third-party vendors are external actors who offer IT services that the organization 
may not fully provide from its internal IT department. Understanding third-party vendors 
are critical in the cybersecurity awareness quest because it enables the organization to 
determine its capacity to align with its anticipations. Three of the participants illustrated 
their understanding of third-party vendors and their significance towards achieving 
cybersecurity awareness in the organization. For example, participant P1 opined that 
third-party vendors have a more profound knowledge of cybersecurity, which helps them 
advise client organizations whenever security issues occur. This response proves the 
extent to which organization managers trust third-party vendors based on the knowledge 
they possess. The analyzed safety and privacy policy document from Organization 1 
illustrated that the organization would incorporate third-party vendors' expertise towards 
delivering what the organization cannot deliver. Participant P4, on the other hand, 
affirmed that their capacity to handle their in-house cybersecurity was limited as an 
organization. Therefore, the organization understands the necessity of outsourcing third 
party vendors with higher capabilities and experience to guarantee cybersecurity 
awareness among the employees. 
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Similarly, participant P5 explained that the organization works with an elaborate 
third-party system they trust to address some of their internal issues that touch on 
cybersecurity. The trust of the third-party vendor system is based on the vendors' 
expertise in handling cybersecurity. An official document from Organization 5 analyzed 
in this research explained that the organization would procure third-party vendor services 
if they proved to be value for money and technically superior to what the organization 
provides internally. 
These responses by research participants echo Jagalur et al. (2018) position that 
many nonprofit organizations acknowledge they lack the optimum capacity to secure 
their IT infrastructure and services. The responses also affirm Bauer et al. (2017) 
observation that most nonprofit organizations have incorporated security procedures and 
policies that integrate third party operations. Generally, as Bauer et al. (2017) further 
added, trusted third-party providers, limited liability, risk reduction, and vendor training 
constitute critical intervention measures that nonprofits’ ISSMs use when incorporating 
third-party vendors' security management. However, a nonprofit organization must 
understand the roles and capacities of a third-party vendor before opting to incorporate its 
assistance in enhancing cybersecurity awareness.  
The system philosophy aspect of the GST aligns with the discussion about 
nonprofit organizations integrating third-party vendors in their cybersecurity awareness 
quest. Many nonprofit organizations invest very little towards their basic computer 
systems, leaving their systems widely exposed to hackers who use superior skills and 
technology. Based on the GST concept, the nonprofits rely on third-party vendors' input 
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to strengthen their systems and enhance efficiency. According to the GST foundational 
theory, organizations can establish superior systems protected from hackers using 
numerous sub-systems sourced from competent third-party vendors.  
Theme 2: Cybersecurity Strategy 
The cybersecurity strategy theme includes some basic subthemes: acquisition, 
auditing, awareness, security plan, security procedures, and training. Cybersecurity 
strategy refers to the overall plan of actions intended to achieve improved organizational 
infrastructure resilience as far as IT security is concerned (Pardini et al., 2017). A highly 
functional cybersecurity strategy must constitute a high-level approach that identifies a 
range of organizational objectives and priorities for achievement within a specified 
period (Bauer et al., 2017). Table 3 highlights the subthemes under the cybersecurity 
strategy theme.  
Table 3 
Subthemes Under the Cybersecurity Strategy Theme  
 Participants Documents 



























     
 
Acquisition  
Acquisition refers to the procurement of the requisite IT tools and strategies for 
ensuring cybersecurity. Based on the participants’ responses, budgeting is essential in 
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acquiring cybersecurity strategies in nonprofit organizations. One archival document in 
the study directly addressed budgeting, which was significant for the findings. P1 stated, 
“We come up with a budget based on the data growth from previous years, and based on 
that, we try to come up with several what we think we’ll need.” The archival document 
from Organization 1 stated in part, “The IT director is in charge of the cybersecurity 
budgeting process, ensuring that the company gets value for money in all cybersecurity 
tools acquired.” The evidence highlighted by P1 and corroborated by the archival 
document illustrates how the organization prioritizes the budgeting process before 
acquiring the desired cybersecurity strategy. 
P2 mentioned that as an organization, they often evaluate their capabilities 
regarding the tools they own. The organization can plan its resources towards acquiring 
the appropriate tools based on the challenges experienced previously from such an 
evaluation. Based on P2’s response, it is clear that the organization aligns its 
cybersecurity acquisition with the resources at its disposal to avoid a scenario where it 
overspends its resources. On the other hand, P3 said, “We come up with a budget of what 
we think we will need, like increasing the storage for our data center or maybe getting 
new servers.” Based on this response by P3, the expenditure is only planned for the 
resources needed at a particular time and not for every other requirement. In other words, 
the budget on what to spend prioritizes the most pressing needs first before considering 
other less pressing needs. P5 explained that they usually set aside some money for the IT 
department to cushion against any eventualities arising from cybersecurity incidents. 
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According to P5’s response, this budgeting approach acknowledges that IT is a dynamic 
area that requires proper financial plans well ahead of any unseen eventualities.   
These responses from research participants confirm Fielder et al. (2016) position 
that as a process, acquisition forms a fundamental component of cybersecurity strategy 
because organizations must procure all the necessary technology and assets that will aid 
the actualization of their strategy. For example, cloud resources can form part of the core 
assets that a nonprofit organization depends upon to facilitate its cybersecurity strategy 
(Bildosola et al., 2015). Procuring such cloud resources is necessary to ensure that the 
nonprofit organization's cybersecurity strategy becomes a reality. Acquisition plans 
should reflect in the organization’s budgeting process as the first step to ensure an 
effective balancing of resources (Fielder et al., 2016). Not-for-profit organizations may 
lack the adequate financial capability to own the most effective cybersecurity assets that 
guarantee a more reliable strategy because of relying on donations and grants (Jagalur et 
al., 2018). Budgeting helps plan the limited resources' expenditure by ensuring the 
prioritization of the most necessary acquisitions (Fielder et al., 2016).           
The participants' responses and the evidence from the various archival documents 
align with GST's concept, which seeks to identify with the wholeness of both scientific 
and social problems (Bridgen, 2017). Data security and safety are scientific and social 
challenges, which can be handled effectively by incorporating scientific education. When 
non-profits plan their resources to procure the requisite IT tools and strategies to 
guarantee their data and information safety, they establish a general systemology that 
eventually incorporates scientific education (Drack & Pouvreau, 2015). Essentially, the 
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acquisition is a crucial method that aims to approach the nonphysical areas of science. 
Thus, the GST concept helps to explain how acquiring the appropriate IT tools and 
strategies against data theft draws us closer to the unity of science's objective, as it 
develops on principles running 'vertically' throughout the universe of the separate 
sciences (Bertalanffy, 1968).  
Auditing 
Auditing refers to evaluating the effectiveness of the cybersecurity measures put 
in place to ensure maximum results.  According to Alkalbani et al. (2017), an 
organization may not determine its cybersecurity strategies' effectiveness unless they 
measure the extent of compliance concerning data protection. The participants' responses 
on the question of auditing brought out its importance in the whole subject matter of 
cybersecurity. Three archival documents assessed by the researcher further highlighted 
the significance of cybersecurity auditing in different ways. P2 stated, “We evaluate the 
employees and see what areas require training them.” The archival document attributed to 
Organization 2 read in part, “Regular operational, procedure and safety audits assist in 
ensuring that proper controls are adequate at guaranteeing information confidentiality, 
shielding Personally Identifiable Information (PII), safeguarding system availability, and 
promoting a higher data integrity degree.” From P2’s response and Organization 2’s 
archival data, the company understands the critical role that auditing plays in upholding 
cybersecurity. The organization has stopped with regular operational audits and audits of 
their employees to determine the right training programs.  
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P1 underscored the importance of cybersecurity auditing by stating, “We hire an 
outside company to come and run an audit on our information system to ensure that we 
have everything in place.” An archival document from Organization 1 corroborated P1’s 
response in a section of its content which stated, “A yearly cybersecurity audit by a 
neutral third party will be conducted as shall be determined by the relevant authority in 
the organization to certify that all the necessary security guidelines are adhered to fully.” 
The response by P1 and the evidence adduced in the archival document clearly illustrate 
that the organization undertakes regular cybersecurity audits through a third-party entity. 
P4 added that their organization outsources auditing services from external companies, 
which helps them assess the risk and identify their success rate as far as cybersecurity 
performance is concerned. For P4, the thoroughness and professionalism of the external 
companies' audits give a more accurate picture of the organization’s stance regarding 
their cybersecurity strategies. P3 stated, “We manipulate and check audit passwords and 
anything important.” An archival document from Organization 3 indicated that the 
company does not wait until they experience an attack. Instead, it proactively carries out 
cybersecurity audits to establish a security baseline to ascertain the auditor's professional 
advice. According to P2’s explanations and even the archival document from 
Organization 2 referenced, auditing the system through deliberate in-house manipulations 
helps determine potential weaknesses that may require urgent action in making amends.  
The research participants' responses affirm Alkalbani et al. (2017) reasoning that 
indeed organizations should embark on determining the effectiveness of their 
cybersecurity strategies if they genuinely seek to know their level of compliance 
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regarding data protection. Moreover, these responses by the research participants 
underscore Moskal et al. (2018) observation that organizations must always have existing 
processes that offer guidance towards improvement and governance procedures, which in 
turn guarantee continuous confidence within the controls. In the same stance, Libicki 
(2017b) position about nonprofit organizations needing a hands-on monitoring and 
response system to ensure real-time response mechanism to breaches further relates 
perfectly with the participants’ responses. As the nonprofits plan the auditing of their 
systems to protect against breaches, they must establish controls, processes, and 
technology to offer the much-needed protection. However, as Cobb et al. (2018) rightly 
pointed out, these anti-breach controls, procedures, and technology are not enough to 
ensure total safety. The nonprofit's ISSMs must ensure that they continuously assess all 
anti-breach systems and technology to ensure full functionality.  
The GST concept constitutes a system philosophy aspect, which effectively aligns 
with auditing cybersecurity strategies to ensure optimal results. Cyberattacks are 
incredibly involved in the sense that some of the strategies devised to protect 
organizations eventually lose their vibrancy over time (Oakley, 2019). By continuously 
evaluating these intervention methods' efficacy, the nonprofits increasingly enhance their 
safety because they can determine the most efficient intervention methods (Cobb et al., 
2018). Based on the GST concept, the nonprofits use third-party companies for auditing 
their systems and determining their efficacy. The GST foundational theory's principles 
provide room for organizations to audit their systems through sub-systems offered by 




Awareness of cybersecurity as a subtheme of this research signifies understanding 
or knowledge about the concept of cybersecurity and the basic strategies used to enhance 
data safety and protection. Generally, cybersecurity awareness forms one of the most 
critical components of data safety (Bauer et al., 2017). Employees make up the band of 
IT users in an organization, meaning that their understanding of cybersecurity, in general, 
would help quite significantly in guaranteeing data safety and protection (Bauer et al., 
2017). Based on the participants' responses, it is clear that cybersecurity awareness has 
positive implications for an organization’s cybersecurity status. Three archival documents 
provided the researcher with additional details to conduct research analysis regarding 
cybersecurity awareness. P1 said that it is always essential for the employees to discover 
and understand their happenings, especially concerning technologies, because this would 
incorporate their assistance in ensuring cybersecurity safety. The archival document from 
Organization 1 stated, “As members of the organization, all staff members are 
accountable, and have the mandate to show an understanding of their exceptional 
responsibility, as part of the defense to safeguard the organization’s data, information, 
and reputation.” Analyzing the response from P1 and the contents of the archival 
document from Organization 1, it is clear that the organization expects its employees to 
have cybersecurity knowledge and use the same knowledge to ensure data protection.   
According to P4, apart from employees' scheduled training, their organization 
organizes security awareness training four times a year, whose intention is to empower 
the employees to fight cyberattacks. The archival document from Organization 4 stated, 
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“Staff will be sufficiently trained on regular intervals to empower them to protect the 
organization’s data and information against hackers and other malicious actors.” 
Reviewing P4’s response and the archival document from Organization 4 informs the fact 
that the organization achieves cybersecurity awareness mainly by training the employees 
regularly. P5 stated that they even organize mock attacks without the employees' 
knowledge and check to gauge their awareness levels. The archival document from 
Organization 5 read, “As part of our proactive policy on cybersecurity, the information 
security manager will occasionally carry out mock attacks to test the effectiveness of data 
protection mechanisms.” Based on P5’s response and the archival data from Organization 
5, they strictly focus on employee awareness through manipulated attacks to ascertain the 
level of their preparedness against real attacks.  
The research participants’ responses above and the various documented pieces of 
evidence espouse Bauer et al.’s (2017) conclusion that creating cybersecurity awareness 
in the organization is the best way that nonprofits can motivate employee behavior to 
curb data breaches. In reality, most nonprofits put little effort to establish effective 
cybersecurity strategies because they consider it a costly operation compared to their lean 
budgets. Bauer et al. (2017) exposed this reality by noting that many nonprofits lack 
adequate financial resources to procure the vital IT skills and infrastructure for their use. 
However, as Bauer et al. (2017) noted, the lack of proper cybersecurity skills in the 
organization exposes it to significant data breaches and threats. Nonprofits must maintain 
a dedicated IT staff for long to create a wealth of experience and skills that will achieve 
the requisite internal awareness cybersecurity. According to McMahon et al (2015) 
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nonprofits’ failure to maintain dedicated IT staffs denies the organization the necessary 
awareness that would enhance protection against hackers and data breaches in general. 
The lack of awareness in nonprofits has further resulted in the common use of open-
source software to save costs. According to Bauer et al. (2017), using the open-source 
software increases vulnerability to cyberattacks unlike using proprietary software 
versions.  
The responses and archival document evidence further echo Almubark et al. 
(2016) observation that creating awareness is an effective strategy that works by creating 
an influential security culture, which always keeps the employees updated about the 
technology, including enabling them to understand the processes as well as other 
organizational factors that touch on data security.  
Based on the participants' responses and supporting documents, cybersecurity 
awareness is strongly linked to GST as it ensures a practical system against data theft or 
manipulation. In particular, GST considers an organization as an open system in constant 
interaction with its local environment through the exchange of ‘materials’ (Schneider et 
al., 2016). Essentially, when organizations create strong cybersecurity awareness among 
the employees, they pursue a mechanism intended to continually secure the organization 
even as it continuously interacts with its local environment. Cyberattacks increase when 





A security plan refers to an organization's comprehensive strategy to shield its 
customers, employees, and corporate information against compromise. Participants 
responded by describing some of their organizations' security plans, pointing out their 
importance regarding cybersecurity strategy.  Seven archival documents analyzed by the 
researcher provided the additional ground to elaborate on the essence of cybersecurity 
plans in general. P1 said, “We need to invest a lot more into the data security in terms of 
having more tools at our disposal to remain a little bit more proactive. We use our 
antivirus system and intrusion protection system to ensure that we are always ready to 
face any sort of data breach or attack.” The archival document from Organization 1 
stated, “The IT Manager determines the adoption of anti-virus software and 
supplementary malware protection tools to detect, prevent, deter, and alleviate the 
introduction and exposure of viruses/malware on the computer devices and networks 
within the organization.” The response from P1 and the archival document from 
Organization 1 highlights antiviruses and other related tools such as intrusion protection 
systems as part of the security plans against cyberattacks.  
P2 said, “Access control is a big one, and we’re there talking about authentication 
for every individual touching any system and any information resources. Employees in 
remote environments require two-factor authentication.” This response by P2 identifies 
how organizations are limiting access to their systems and data networks as a strategy to 
limit compromise by hackers and other unauthorized people.  P3 described the security 
plans in their organization, focusing more on individuals because each employee covers a 
specific security aspect in their niche areas. The organization lacks centralized control 
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and instead relies on the employees as its primary security plan. The archival data from 
P3 stated, “This policy approves cloud services to necessitate file sharing and storing 1) 
with vendors providing suitable protection and recovery for the organization’s 
information, and 2) with clear restrictions about the storage of the organization’s 
protected information.” Based on P3’s responses and the archival document from 
Organization 3, organizations resort to storing data externally as part of their security 
plans to safeguard against data losses and compromise.  
P4 talked about a security plan in which a third-party company collects all data in 
digital format and sanitizes it to ensure proper and periodic standardization of everything. 
Archival document from Organization 4 stated, “The organization will provide all staff 
members access to Microsoft Office 365 and Google Apps. The staff members will 
access Microsoft “OneDrive for Business” and "Google Drive" using accounts created on 
their login ID.” The response by P4 and the evidence contained in the archival document 
for Organization 4 equally shows how organizations are resorting to third-party players as 
part of their data security plans.  
These research participants' responses align with Martin and Murphy’s (2017) 
observations that organizations need to build adequate capacity in advance to guard their 
sensitive information. Nonprofits may find data privacy more challenging to implement 
because of the fluidity of the concept compared to their fringe capacities, but reality 
points to the need for organizations protecting their data and IT infrastructure against 
compromise from hackers. According to Adams (2017), planning for data security helps 
the nonprofits to clearly define data privacy and effectively establish mechanisms to 
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address it.  The cybersecurity planning that includes antivirus systems, intrusion 
protection strategies, and cloud computing constitute better organizational systems 
underscored by GST (Zhang et al., 2019). In particular, nonprofits must endeavor to build 
a safeguard mechanism for their data and IT assets well in advance to ensure proactivity 
when it comes to protecting sensitive data at their disposal (Abouelmehdi et al., 2017). 
Data security planning at the nonprofits level, according to Adams (2017), targets the 
entrenchment of storage and the processes of transportation within security measures. 
Generally, the research participants' responses and document evidence drawn 
from the organizations underscored the link between cybersecurity planning and the GST 
concept. According to Proctor and Xiong (2018), GST’s principles are linked to 
Cybernetics principles in the sense that everything beginning from neurophysiological 
systems to societal activities can be made into structured control systems constituting 
feedforward and feedback loops. When organizations plan for cybersecurity, they 
strategize through scientific inferences abstracting human decision making based on 
controlled experiment findings (Proctor & Xiong, 2018). Many organizations face 
technological advancement pressure in a system where human lives are increasingly 
intertwined with the cyber environment. Because of the increased interaction, 
organizations find it necessary to pursue cognitive psychology and interdisciplinary 
research as part of their security planning (Proctor & Xiong, 2018). The complex nature 
of cyberattacks require a different approach to security defenses. The dynamic new 
generation threats are evasive, resilient and complex, requiring proper planning to combat 
the threats. Nonprofits must gather and share real-time information on cyber threat to 
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convert it to accurate threat intelligence to either prevent attacks or implement timely 
disaster recovery. Thus, the link between cybersecurity planning and GST provides the 
tools that focus on tackling the cyber cycle (De Boer & Andersen, 2016). According to 
Fal (2016), security planning in cybersecurity is a form of closed-loop feedback 
mechanisms with output that links directly with the subsequent system's input. GST 
constitutes feedback loops utilizing behavioral relations (Drack & Pouvreau, 2015).  
Security Procedures 
Security procedures refer to the set of rules that an organization establishes about 
practicing responsible security to guide employees, partners, board members, consultants, 
and other end-users accessing internet resources and online applications, sending data 
over networks. Based on the participants' responses, security procedures exist in their 
organizations as part of their elaborate cybersecurity strategy. Five archival documents 
were available during this research’s analysis. As standard practice, most organizations 
adhere to a set of security practices and processes to ensure that their data remains safe at 
all times (Gordon et al., 2015). P5 noted, “One of the procedures that we use includes 
access control, where we make sure that access to the system remains restricted to the 
people supposed to use the assets.” An archival document from Organization 5 stated, 
“Group IDs shall not generally be allowed as access means to the organization’s data, but 
might be approved under exceptional situations if other adequate access controls are in 
place.” This response by P5 and the corroborating evidence from the archival document 
from Organization 5 identify how organizations are settling on the use of access control 
as part of their cybersecurity procedures.   
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P1 stated that part of their procedures included using an antivirus system, an 
intrusion protection system, and a requirement for users to change their password every 
60 days. Users are also required to use a complex password containing special characters, 
numbers, and lower uppercuts. An archival document from Organization 1 stated, “Users 
shall get trained on password protection, with the password policy implemented to 
confirm that users change their passwords after every 60 days or as shall be determined 
by the information security manager.” The evidence as noted in P1’s response and 
Organization 1’s archival document reveal that organizations may use a combination of 
strategies, including strict password policies, antivirus systems, and intrusion protection 
mechanisms, as part of their cybersecurity procedures. P2 added, “To access the system, 
some can only read all the information while others can only read some of the 
information. Some can read and write to the system and even change the data in the 
system, which are all part of our security procedures.” The archival document from 
Organization 2 stated, “Employees can only access information necessary for the 
effective performance of their respective job duties. Access will be based on an 
employee’s responsibility or job competency, with their access to data resources limited 
to either viewing, creating, or modifying files.” The response from P2 and the details in 
the archival document from Organization 2 points to the fact that role-based access 
control is among the cybersecurity procedures that organizations use to protect their data 
from compromise and theft.  
P3 explained that the organization has a sensitivity setting, which protects 
sensitive information sent via the internet with such features as one-week password 
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expiration. Such sensitive information automatically deletes itself if the password expires 
within the stipulated period. The archival data attributed to Organization 3 recorded, 
“Sensitive data will automatically delete from the storage or computer device containing 
it immediately after the password used to protect it expires.” Basing on this response by 
P3 and the archival data evidence, it is clear that organizations are using automatic 
systems that can self-delete any data considered sensitive to protect it from hackers and 
other malicious actors. P4 answered that their organization's security procedures range 
from implementing a group policy to software called server apps that manage privileged 
users and track endpoint devices. The response by P4 underscores the use of privileged 
user accounts by organizations as part of their cybersecurity procedures that only allow 
specialized levels of access based on elevated permission levels.   
These responses by research participants underscore Gordon et al., (2015) 
position that, generally, many organizations adhere to the standard practice of observing 
security practices and processes as a means of guaranteeing safety at all times. Similarly, 
the responses echo Bauer et al.'s (2017) findings, which posited that nonprofits engage in 
numerous security procedures such as creating awareness about information systems 
through special programs implemented by IS managers. Almubark et al. (2016) observed 
that nonprofits' need to create an influential security culture as part of their security 
procedure is equally in tandem with the research participants' responses. According to 
Almubark et al., such a security culture in the nonprofit can achieve the intended purpose 
by motivating the employee behavior towards curbing data breaches. Similarly, the 
research participants' responses validate Zafar et al. (2016) that organizations need to 
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rally support the top management for IT governance practices to ensure adequate security 
procedures.  
In general, the concept of security procedures in nonprofits ties with the system 
philosophy espoused by GST. In particular, the system philosophy aims to develop new 
thinking or viewpoint based on systems concepts. Thus, nonprofits comprise open 
systems characterized by contingencies that face significant consequences when faced 
with data breaches (Caws, 2015). The nonprofits' main components of a system are the 
inputs, outputs, processes, subsystems, and feedback. By establishing effective security 
procedures, the nonprofits can identify cybersecurity breaches' symptoms and describe 
them independently and how they interrelate to help understand how the organization can 
prevent them (Rousseau, 2015). 
Training 
Training refers to the intentional teaching of individuals in the organization to 
impart skills that would empower their data and information protection efforts. The 
responses by participants touched on training about their respective cybersecurity 
strategies. Additionally, the archival documents accessed by the researcher corroborated 
the responses by the participants quite spectacularly. Training employees on 
cybersecurity imparts skills in improving the organization's overall security, reducing 
avoidable errors that may cause data losses and breaches, enhancing company reputation, 
and bolsters employee confidence (Almubark et al., 2016). When employees receive 
adequate cybersecurity and safety training, the organization increases its productivity and 
minimizes its operation costs (He & Zhang, 2019). P1 said, “We make sure to educate 
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our users on what they should be doing.” The policy document from Organization 1 
stated, “All employees in the organization with access to the Information Resources must 
undertake security awareness training in their first 30 days after being hired.” Based on 
the response by P1 and the policy document from Organization 1, it is evident that 
organizations use mandatory cybersecurity training as part of their strategies to equip 
their staff with knowledge on data protection and safety.  
P2 responded, “We have training sessions with the users where they can ask 
questions.”  Based on this response by P2, it is evident that organizations emphasize the 
need to train their employees regularly to build a significant internal knowledge base that 
would help guard against data theft and compromise. P3 stated, “We train our employees. 
Training is important, and it does not have to be formal because we have experts who do 
this day-to-day. It could be a simple thing as a 15–20-minute conversation.” The policy 
document from Organization 4 stated, “The organization shall continuously evaluate the 
cybersecurity skills held by all the employees, and promote regular training to address 
any potential skill-gaps.” Analyzing the response by P3 and the details in the archival 
document from Organization 4 reveals how organizations invest more time and resources 
to invest in training programs to address cybersecurity threats effectively. P4 explained 
that their organization uses two strategies: sending the employees to training and 
conducting in-house training for people in the IT security department. According to P4, 
external training happens at least once every month, where an individual in the team 
receives the necessary skills. Based on the response by P4, organizations also adopt a mix 
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of training methodologies to ensure that their cybersecurity strategies are convincing 
enough. 
Building a strong data security culture serves as an appropriate approach that 
nonprofits can adopt to effectively achieve cybersecurity (Zafar et al. 2016). Training the 
employees about cybersecurity eventually uses special programs entailing systematic 
planned interventions that uninterruptedly inform the employees and stakeholders about 
the security information (Bauer et al., 2017). The training creates culture awareness 
through motivating the employees to develop behaviors to curb data breaches (Almubark 
et al., (2016). Training is an effective strategy for creating an influential security culture 
because it ensures the employees are continually updated about the technology. Training 
also enables the employees to understand the organizational factors and other important 
processes regarding data security (Almubark et al., 2016). According to Zafar et al., 
training the employees does not only build a compelling data security culture, but also 
enhances risk management activities and security planning. 
Cybersecurity training is a critical concept closely associated with GST. 
According to Verhoeff et al. (2018), GST consists of three aspects: systems science, 
systems technology, and systems philosophy. GST's main philosophy focuses on how the 
system works together and how one part of the system leads to understanding the other 
parts. As part of the organization system, employee training imparts simple mathematical 
ideas that fundamentally formulates feedback, equilibrium, information, stability, 
entropy, regulation, constraints, communication, and so forth. Training serves as an input 
mechanism that interacts with the system through continually imparting skills that 
98 
 
enhance employees’ willingness to protect data (Doherty & Tajuddin, 2018). According 
to Kim and Kim (2017), the use of training as an interaction mechanism with the 
cybersecurity mechanism attains the appropriate compliance behavior through material 
culture and support infrastructure. Nonprofits have a duty of promoting compliance by 
integrating critical training to encourage the employees to put in voluntary efforts. When 
nonprofits train their employees to enhance their cybersecurity knowledge, they enable 
them to achieve better knowledge regarding systems science, systems technology, and 
systems philosophy, all of which combine to ensure a safe organization in terms of data 
security.    
Theme 3: Dependence on Third Party 
The subthemes under this theme include expert technical support, limiting 
nonprofit liabilities, and limiting risk exposure. Integrating third party support is an 
effective way of implementing cybersecurity, especially for nonprofit organizations 
lacking critical in-house IT expertise (Rossouw & Willett, 2017). Table 4 highlights the 
subthemes under the dependence on third-party themes.  
Table 4 
Subthemes Under the Dependence on the Third Party  
 Participants Documents 
Major/minor themes Count References Count References 











Limiting risk exposure 5 5 2 3 
     
 
Expert technical Support 
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Expert technical support refers to the standby help or assistance that cybersecurity 
specialists often avail to users of computer systems and data networks to reinforce their 
efforts against data threats and risks. Mostly, third-party IT companies lend their 
technical support that often benefits client organizations lacking the same capacity level 
(Jagalur et al., 2018). The operational efficiency of third-party IT companies guarantees 
the client organizations absolute cost benefit because of their experienced workforce, 
elaborate hardware, and software resources built over time (Gordon, Loeb, et al., 2015). 
Participants' responses identified their organization’s dependence on third-party IT 
service providers for technical support reasons. Similarly, archival documents assessed in 
this study underscored third-party vendors' significance in offering technical 
cybersecurity support. P4 posited, “The vendor does what they do all day long because 
they are specialized, have the skill, and have the resources to protect.” The policy 
document from Organization 4 indicated that the organization would procure third-party 
IT specialists and vendors whenever necessary to offer technical support as would be 
determined. An analysis of the above response by P4 and the content in the policy 
document shows that organizations often rely on third-party IT companies for expert 
technical support to enforce their safety mechanisms against data loss and compromise.  
P2 stated that they had entrusted a cloud service provider to manage all operations 
on their behalf to concentrate their clients' activities. The archival document from 
Organization 2 stated, “The external cloud service provider must extend support services 
to users whenever required.” Based on the response by P2 and the evidence contained in 
the archival data from Organization 2, it is deducible that organizations using cloud 
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services also get technical support that helps in their quest to ensure the safety of their 
data and information. P5 explained that their organization depends on a vendor system 
that handles all their IT needs they consider too technical to handle. The response by P5 
highlights the fact that organizations receive a mix of technical support from external 
service providers to bridge their lack of cybersecurity inadequacies.  
These research participants' responses tie with Bauer et al. (2017) findings that 
most nonprofits have incorporated numerous security procedures that entail integrating 
third-party operations. Given the limited IT and skill capacity in most nonprofits, the 
option of procuring technical support from third party service providers ensures effective 
cybersecurity performance (Jagalur et al., 2018). According to Gordon et al. (2015), 
third-party IT service providers guarantee client organizations operational efficiency in 
terms of cost and performance quality. The expert technical support from the third-party 
players guarantees effective workmanship, high-level software resources, and elaborate 
hardware acquired over time (Gordon, Loeb, et al., 2015). The research participants' 
responses further encompass Bauer et al.’s belabored point that trusted third-party 
providers make up critical intervention measures suitable for nonprofits’ ISSMs for 
security management. Nonetheless, nonprofit organizations need to understand the roles 
and capacities attributed to specific third-party vendors before engaging their services to 
pursue expert technical support.  
Expert technical support constitutes an essential aspect of GST. According to 
Ludwig von Bertalanffy (1968), a system achieves wholesome functioning when its parts 
successfully interdepend on each other. A salient characteristic of this definition is the 
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interrelatedness of parts within a system. Thus, in an organizational context, expert 
technical support may be considered an important part of achieving the organization's 
wholesome functioning (Bridgen, 2017). The major process that characterizes how 
components relate in a system is the homeostatic propensity that smoothens or balances 
operations. The expert technical support within the organization helps in the smoothening 
of operations, which guarantees the proper functioning of the organization as a whole.  
Limiting Nonprofit Liabilities  
Based on the data analysis, nonprofit organizations consider limiting their 
nonprofit liabilities because they often operate on limited financial resources that hinder 
their full potential ability. Limiting nonprofit liabilities refers to organizations' practice to 
minimize the obligation of data losses and compromise by hackers (Jagalur et al., 2018). 
P1’s response captured the same sentiments and automated specific jobs to prevent data 
breaches. An archival document from Organization 1 corroborated P1’s response stating 
that operations automation at various levels will be prioritized to limit human interaction, 
increasing data loss risk. P3 implied that their organization has limited liabilities by 
contracting out data destruction services to a third-party firm that efficiently does it 
because it is their primary business area. Based on P3’s response, organizations lacking 
internal capacity often procure third-party specialist firms to handle delicate operations 
likely to result in data losses if they were to be handled internally.  P4, on the other hand, 
stated, “We carry out regular vulnerability tests on our data systems to ensure we 
eliminate probable weaknesses. The tests are wide-ranging, from evaluating password 
strengths and effectiveness to assessing DDoS attack remedies implemented.”  
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Based on the research participants' responses, there is a connection between the 
ideas mentioned and the literature by Alshahrani and Traore (2019), positing that 
automated security protocols implement numerous programmed security analysis 
mechanisms. The robustness of these automated systems can effectively help nonprofits 
track, detect, and eliminate cybersecurity threats compared to having manual systems 
handled by employees. Similarly, the participants' responses tally with Jagalur et al. 
(2018) findings that third-party vendors significantly cushion organizations, including 
nonprofits, against too costly and technical IT operations liabilities. According to 
Holtfreter and Harrington (2015), third party IT vendors specialize in particular IT areas, 
which gives them the utmost capability and potential to handle obligations that client 
organizations such as nonprofits may not manage efficiently. Essentially, the nonprofits 
transfer their obligations to a superior third-party player with adequate capacity to protect 
them against probable data breach liabilities. 
The theoretical basis of GST aligns with the discussion regarding limiting 
nonprofit liabilities, as highlighted above. In particular, the organization is an open 
system with continuous interaction with its local environment by exchanging ‘materials’ 
(Schneider et al., 2016). GST is a social theory explaining the sharing of ideas, 
arguments, hypotheses, explanatory speculations, and thought experiments to the benefit 
of human societies and elements. The nonprofits represent human societies in which 
social interactions occur continuously to help in achieving cybersecurity. When 
nonprofits seek expert advice from cybersecurity experts, for instance, they acquire ideas 
and expertise that helps them to achieve effective cybersecurity. The social aspect of GST 
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is useful in limiting nonprofits liabilities because it promotes the sharing of useful ideas 
and knowledge whose adoption and implementation guards against data exploitation. The 
interaction between the organization and social systems calls on the nonprofits to limit 
potential liabilities to guarantee superior systems protected from hackers.  
Limiting Risk Exposure  
Limiting risk exposure equally helps organizations succeed in managing cyber 
risks. Common interventions aimed at limiting risk exposure include 24-hour state-of-
the-art physical security scrutiny, physical access controls, together with multiple-layered 
perimeter protection (Kajiyama et al., 2017). The participants' responses showed that they 
were aware that their nonprofits were vulnerable to cybersecurity incidences and tackled 
the risk by depending on vendors to supply requisite infrastructure. For example, P1 held 
that the organization keeps scrutiny on employees’ login credentials to avert a scenario 
where hackers can steal such credentials and access critical organizational databases 
undetected. The archival document from Organization 1 indicated that employees are not 
allowed to recycle passwords after their expiry. Employees are also supposed to use their 
biometric data to limit data risk exposure as part of their login details. Based on the 
response by P1 and the evidence adduced by the archival document from Organization 1, 
it is evident that the organization is proactive in putting in place data safety and security 
measures in earnest.   
P2 answered, “The organization has installed security cameras at all strategic 
locations to physically capture images and footage of any individuals, whether employees 
or outsiders, who may engage in any data breach activities. The archival document from 
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Organization 2 read in part that the organization’s premises shall remain under security 
camera surveillance at all times to help in detecting activities that may jeopardize its 
information security. P3, on the other hand, answered, “Access to the data room in the 
organization is physically protected by a large physical door that can only be opened 
using a security card issued to a few IT staff. This intervention was instituted to protect 
data and related systems from being compromised by intruders.” P4 indicated that apart 
from the organization enjoying a perimeter fence and a security guard around its 
premises, video surveillance offered through a network of CCTV cameras limits their 
security exposure quite significantly. P4’s response underscores the organization’s total 
focus on using physical and nonphysical interventions to limit its data exposure from 
exposure risks. P5 also mentioned a mechanism implemented in the organization where 
employees’ login credentials were closely monitored and automatically canceled after 
every two months to ensure that hackers who may steal them are denied access to the 
system. 
The responses tally with Kajiyama et al. (2017) literature observations that many 
organizations employ 24-hour state-of-the-art physical security scrutiny, as well as 
physical access controls and multiple-layered perimeter protection to track hackers’ 
actions. Limiting risk exposure equally helps organizations succeed in managing cyber 
risks. Nonprofits can consider such interventions as physical access controls, multiple-
layered perimeter protection, and so forth to cut down the risk exposure they face 
(Kajiyama et al., 2017). Nonprofits can also exploit the more robust cloud systems that 
focus on achieving cybersecurity through establishing on-premises infrastructure 
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(Rossouw & Willett, 2017). Given that most nonprofits lack adequate resources to protect 
their data and infrastructure against breaches, cloud systems present them with a practical 
alternative that guarantees data security without requiring substantial upfront investment 
(Attaran, 2017). Similarly, the participants' responses echo Parks et al. (2017). They hold 
that a mere privacy policy without instituting physical protection mechanisms can prove 
to be virtually meaningless and highly superficial to a nonprofit organization. Thus, 
ISSMs in nonprofits must endeavor to use physical barricades and other deterrence 
mechanisms to limit the risk of exposure to their data and data systems.  
These responses by research participants and the corroborated archival documents 
align with the basic principle of GST. Generally, GST’s overview of a cybersecurity 
strategy is from a systems integration perspective, emphasizing organizations' need to 
implement a mix of data security strategies (Kordova et al., 2018). One security strategy 
that nonprofits can implement to achieve cybersecurity includes training the employees. 
Training is an aspect of GST that seeks to effectively educate the employees on the 
significance of their cybersecurity handling (Doherty & Tajuddin, 2018). Informed 
employees will limit the organization’s risk exposure because the training they undergo 
boosts their willingness to protect data. Nonprofits stand to benefit from enhanced 
cybersecurity protection and control if they train their employees to achieve high-level 
compliance behavior. When nonprofits limit their risk exposure against data loss, they 
enhance their willingness to take necessary steps to protect data. The nonprofits embark 




Applications to Professional Practice 
This study’s findings, the outcome of the conceptual framework’s analysis, and 
the scholarly literature review contribute to discussing the strategies ISSMs at nonprofits 
employ in protecting against cyberattacks. In particular, the study’s findings illustrate that 
identifying the ISSMs’ execution of the best cybersecurity practices towards protecting 
the organization’s is the most significant contribution. Bordoff et al. (2017) emphasized 
the need for the nonprofits to train their staff about security and substantiate third parties' 
best practices. 
Based on the research study's outcome, my findings illustrate that successful 
ISSMs in nonprofits should effectively employ three effective strategies in protecting 
their organizations from cyberattacks. Most often, ISSMs in nonprofits should use a 
comprehensive cybersecurity strategy as their preferred technique in alleviating 
cybersecurity threats and data breaches. The effective strategic plans entailed (a) 
instituting a plan on cybersecurity, (b) protecting access to the system using a password, 
(c) creating awareness on cybersecurity, (d) implementing security procedures, and (e) 
conducting training. The essence of the strategic plan is providing the foundation to 
establish secure business operations.     
Secondly, successful ISSM in nonprofits should create cybersecurity awareness as 
a strategy to ensure cybersecurity protection. Almubark et al. (2016) underscored the 
need for training and education to increase knowledge and understanding among the 
employees regarding risks and their duty towards protecting infrastructure assets. The 
effective interventions on cybersecurity awareness should include (a) understanding 
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protection, (b) understanding third-party vendors, and (c) understanding strategic plans. 
From the data analysis, it was evident that each of the ISSMs that participated in this 
study corroborated Almubark et al., confirming cybersecurity awareness as a critical 
component towards effective cybersecurity strategy.  
Thirdly, ISSMs who participated in the study reported that nonprofits prefer 
dependence on third-party vendors as a strategy to ensure cybersecurity protection. From 
the data analysis conducted, I established that nonprofits have insufficient in-house 
cybersecurity skills, knowledge, and abilities, creating the need to rely on trusted third-
party suppliers. Each of the ISSMs in this study admitted to depending on third-party 
vendors to offer protection services against cyberattacks to their organizations. The most 
effective strategic plans for IT professionals is to: (a) employ secure and trusted 
operators, (b) limit the ISSMs’s liabilities, (c) limit exposure to risk, and (d) take 
advantage of expert technical support.  
Applying these concepts to professional practice entails communicating effective 
nonprofits ISSMs’ strategies towards protecting their organizations against cyber threats 
and cyberattacks. My research outcome implies that the application of successful ISSMs 
cybersecurity strategies may provide other nonprofits ISSMs an essential guide on 
assessment and mitigation of cyber threat vulnerabilities. My study’s findings align with 
the GST because successful ISSMs in nonprofits combine the three main strategies to 
achieve effective, secure, and sustainable operations.  
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Implications for Social Change 
This research’s social change implications include the possible impact of effective 
cybersecurity strategies for nonprofits’ ISSMs to alleviate and prevent potential 
cybersecurity attacks. One of the most significant challenges that nonprofits ISSMs face 
is the ability to thwart cyberattacks targeted at their organizations. As the findings in this 
research study, implementation of practical cybersecurity practices illustrates that 
nonprofits ISSMs with enhanced understanding of cybersecurity methodologies offer 
sustainable strategies on cybersecurity to alleviate future cyberattacks and boost their 
prospective for sustainable organizational operations. The sustainability of the nonprofits 
guarantees society uninterrupted benefits, including driving economic growth through 
employment opportunities, fostering civic engagement, and promoting leadership 
capabilities.  
As noted in the research study’s findings, successful ISSMs in nonprofits should 
apply several approaches to avert cybersecurity attacks, including (a) cybersecurity 
strategy, (b) cybersecurity awareness, and (c) dependence on third-party vendor services 
and infrastructure. Applying these strategies may inspire consumer confidence to the 
extent of creating greater economic prosperity. Positive social change implications 
include empowering other ISSMs in nonprofits, academic institutions, and new not-for-
profit organizations with practical strategies and resources that benefit the entire 
community. The benefits to the community include providing employment opportunities, 
provide an avenue for capturing public attention regarding societal issues, and enabling 
communities to bypass specific issues affecting them. Furthermore, nonprofits ISSMs 
109 
 
may change their perspective about cybersecurity strategies, expand operations, and assist 
other nonprofits. ISSMs survive cyber breaches and attacks to achieve growth by 
employing residents within the community and stimulating the general socioeconomic 
life cycle.  
Recommendations for Action 
This qualitative multicase study intended to explore the strategies that ISSMs at 
nonprofit organizations employ in protecting against cyberattacks. In general, up to 3% of 
nonprofits report cases of stolen or lost data (Romanosky, 2016). In the past, many 
considered cyberattacks as though it was a problem affecting for-profit organizations 
only. However, increased cyberattack cases among nonprofit organizations continue 
affecting their very existence and operations (Carrapico & Farrand, 2017). Presently, 
however, executives in nonprofits acknowledge cyberattacks' existence and express 
cybersecurity concerns, but there is a significant gap between the worry and taking of 
action (Romanosky, 2016). 
This research study focused on analyzing numerous scholarly literature sources, 
nonprofits ISSMs participant interview responses, and archival documents, all of which 
offered corroborative support as well as triangulation during the process of data 
collection, to answer the research question of what are the strategies that ISSMs at 
nonprofit organizations employ to protect against cyberattacks? Based on the triangulated 
data analysis and the coded node responses’ frequencies, three significant themes came 
out: (a) cybersecurity strategy, (b) cybersecurity awareness, and (c) dependence on third-
party vendor services and infrastructure. 
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Basing on unique, practical strategies that ISSMs at nonprofits use to avert 
cyberattacks, I recommend the following actions for executives of nonprofits, future 
ISSMs at nonprofits, and new nonprofit organizations in general to secure their 
information using the best cybersecurity interventions: 
1. Evaluate cybersecurity health by assessing the current cyber threat 
environment; classify the organizational data type to protect; identify insider 
and outsider threats, vulnerabilities, and risks; and emphasizing the types of 
probable cyber threats. 
2. Develop and execute a comprehensive strategic plan on cybersecurity, 
including policies and procedures targeted at protecting sensitive and likely 
sensitive data.  
The strategic plan on cybersecurity ought to establish the following at a 
minimum:      
a. The two-factor authentication mechanism for valid users (login and 
password); 
b. Company computers with installed antivirus software, malware software, 
and antispyware; and frequently updated computer operating system 
patches;  
c. Secure Wi-Fi and Internet network connections using data encryption and 
firewall methodologies. 
d. End-to-end encryption of data and tokenization to guarantee secure 
organizational transactions; and 
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e. Protecting organization websites using such secure data transaction 
features as PCI data compliance, firewalls, SSL, and routers.    
3. Evaluate in-house IT capacities and consider hiring third-party vendors' 
services to utilize their expert skills, lower infrastructure liabilities and risks, 
and alleviate possible data breach losses using the vendor’s data breach 
warranty on cybersecurity.  
4. Create cybersecurity awareness by training the employees to equip them with 
knowledge on data protection, organizational and consumer data protection, 
and daily engagement rules to secure successful organizational operations.  
My plan on disseminating the study findings and recommendations is to provide 
summary fact sheets to all the five ISSMs who took part in this study. I will explain to 
them quite elaborately the research findings and give specific details on how nonprofits 
can apply the same. I will also share the research outcome and recommendations with 
academic institutions within the locality, primarily through organized seminars and 
workshops. Furthermore, as a guest speaker, I will offer consultant services about 
successful strategies for ISSMs at nonprofits in non-government sponsored workshops 
and conferences targeting nonprofit organizations. Additionally, I will also seek to 
exploit industry publications and academic journals to disseminate my research findings.  
Recommendations for Further Research 
This study’s findings, conclusions, and recommendations may contribute to 
existing, along with future research about best practices ISSMs at nonprofits employ in 
protecting and defending their organizations from cyberattacks. The primary outcome of 
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such practices includes achieving successful, sustainable organizational operations. Given 
that this study covered only nonprofit organizations in Maryland and the District of 
Columbia, my recommendation is to have other studies conducted in another geographic 
location. Basing a similar study on a different location and different regional data would 
enable comparisons with what this research finding has achieved. Moreover, because this 
study engaged a sample population of five ISSMs, I would recommend that researchers 
involve a larger sample size in future studies to see whether the results would change or 
remain similar. Furthermore, my recommendations are that similar studies should engage 
different populations other than ISSMs and different data collection methods other than 
interviews in the future. The recommendations will result in a more elaborate finding, 
which will be more encompassing than the current findings of this study.   
In section 1, limitations dealt with whether participants would comprehend the 
interview questions to the extent of providing honest answers, being available during 
personal interviews to ensure timely data collection, and whether conducting 
semistructured interviews and assessing archival company documents would give 
adequate data answering the overarching research question. The specific limiting factor 
influencing the research process was finding ISSMs working at nonprofit organizations in 
Maryland and DC and willing to participate in the study. The finding took time and 
eventually meant that I take more time seeking to obtain viable research participants. 
Nonetheless, once the ISSMs agreed to participate, no further significant issues came up. 
The available archival data and the interviews resulted in honest responses from the 
participants, thereby providing sufficient data for analyses. In the future, I recommend 
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that researchers should a lot more time to enable the searching of viable research 
participants.  
Reflections 
Working towards completing this DIT Doctoral Study has offered me a 
remarkable growth experience. This process has been fruitful and eventful at the same 
time because I encountered numerous prolific situations that were beyond my 
imaginations. I have attained more knowledge regarding effective cybersecurity strategies 
in nonprofit organizations, which have proven effective in thwarting cybersecurity 
threats. More specifically, I have learned about the strategic practices that ISSMs at 
nonprofit organizations in Maryland and DC employ to address cybersecurity challenges. 
I am optimistic about sharing and applying my research findings with academic 
institutions, nonprofit organizations, academic institutions, and government entities. The 
research study’s findings may add a lot more content to the existing and future research, 
especially in equipping ISSMs to protect and safeguard their nonprofit organizations 
against cyberattacks. Such skilled ISSMs would, in turn, register effective sustainable and 
secure organizational operations.  
After the conduction of literary research, a personal bias formed a preconceived 
notion that most ISSMs were unaware of and failed to implement sufficient cybersecurity 
interventions to address potential cyber threat vulnerabilities. Moreover, my experience 
and expertise in the IT subject area working for different organizations with elaborate 
cybersecurity plans fueled this idea. All the participants successfully served as ISSMs in 
nonprofit organizations and understood quite clearly the vulnerabilities of cyber threats, 
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including the potential consequences afflicting their organizational operations. As I 
conducted the semistructured interviews, I ensured not to lead or direct the participants, 
including avoiding negative or positive reactions towards their responses. I believe that 
respondents provided honest and candid answers to all the twelve interview questions. I 
am also confident that my actions never, at any given time, adversely influence the 
participants’ responses. 
Upon completing my research study, the preconceived notion that I had changed 
about successful ISSMs at nonprofits employs effective cybersecurity strategies. The 
literature review presented results indicating the use of third-party vendors as risky and 
costly. However, after analyzing participant interviews and the archival documents data, 
my thinking changed. Effective ISSMs at nonprofit organizations assessed their risks and 
generally determined third-party vendors as adaptable and scalable, reliable in their 
expertise, and cost-effective. Moreover, effective ISSMs established the fact that third-
party vendors limited their liabilities whenever data breaches occurred. Although this 
research study's focus involved only a small population in Maryland and DC, the study’s 
findings most likely capture the general picture of ISSMs at nonprofits in other 
geographical areas and implement strategic actions against cybersecurity threats.  
Conclusion  
This qualitative multiple case study intended to explore the strategies that ISSMs 
at nonprofit organizations employ in protecting against cyberattacks. The research 
study’s findings reveal effective strategies that ISSMs at nonprofit organizations employ 
towards shielding their organizations from cyberattacks. Three main themes materialized 
115 
 
regarding the research findings, corroborating with the literature review, the GST 
conceptual framework, and the existing body of knowledge. The research study’s 
findings point to the following about ISSMs at nonprofit organizations; (a) implement a 
cybersecurity strategy geared towards protecting, defending, and reacting to cyberattacks; 
(b) are mindful of cybersecurity threats, and (c) depend on third-party vendors for 
services infrastructure and cybersecurity defense. ISSMs at nonprofit organizations who 
thwart cyberattacks successfully may contribute immensely to economic growth because 
they employ residents within the community, which eventually stimulates the 
socioeconomic lifecycle. 
Additionally, ISSMs at nonprofit organizations implementing effective strategies 
may inspire consumer confidence, which would, in turn, trigger significant economic 
prosperity. In reality, the global cybersecurity threat keeps changing over time, which 
bestows greater responsibility on the ISSMs to assess the vulnerabilities and develop and 
execute the best cybersecurity strategies. In turn, it guarantees secure and sustainable 
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Appendix: Interview Protocol 
Project: Walden University Doctorate of Information Technology Study  





Position Title of Interviewee:________________________________________________  
[Explain the project by clarifying about the (a) study purpose, (b) several sources of data 
collection, (c) confidentiality of data, and (d) conclusion of the interview in 60 minutes 
time.]  
[Give contact information to the interviewee]  
[Inform the interviewee about the consent form expected of all study participants, and 
about plans to record the interview audio (provide copy if necessary).]  
[Test the digital audio recorder device for functionality. Confirm whether the participant 
agrees to session recording]  
Interview Questions:  
1. How do you evaluate data breaches in your organization, in terms of whether the 
organization is succeeding to contain them or it is spiraling out of control?  
2. Between internal and external data breaches, which ones affect your organization the 
most and why? 
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3.  Which strategies do you use to ensure your IT staff are qualified to address security 
breaches? Why or why not. 
4. Which strategies do you employ to ensure adequate budgets for your IT department to 
address data breaches? Why or why not?department to address data breaches? Why or 
why not? 
5. Explain whether your organization creates security awareness for employees through 
special programs implemented by the IS manager? 
6. What procedures does your organization implement to conduct internal compliance 
audits as part of strategies used to protect information from cyberattacks? 
7.  What data safety processes does your organization implement to guard against 
unauthorized access to the organization’s networks? 
8. How often does your organization train their staff about the best practices for IT 
security? Do you think this is enough and why? 
9. What is the extent of process automation in your organization as far as strategies used 
to protect information from cyberattacks are concerned? 
10. How often does your organization periodically discard personal information at their 
disposal that they no longer require as part of their strategy to protect information from 
cyberattacks? 
11. What are the procedures adopted by your organization in discarding personal 
information that is no longer required, in protecting information against cyberattacks?  




[Express gratitude to the interviewees for getting involved and assisting in the interview. 
Restate the study’s obscurity of the respondent and their responses. Notify the 
interviewee that you will provide them with the transcription file copy for assessment, 
consent, and return].  
 
 
  
