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Rumour spreading is a ubiquitous phenomenon in social
and technological networks. Traditional models consider that
the rumour is propagated by pairwise interactions between
spreaders and ignorants. Only spreaders are active and may
become stiflers after contacting spreaders or stiflers. Here we
propose a competition-like model in which spreaders try to
transmit an information, while stiflers are also active and try
to scotch it. We study the influence of transmission/scotching
rates and initial conditions on the qualitative behaviour of
the process. An analytical treatment based on the theory of
convergence of density-dependent Markov chains is developed
to analyse how the final proportion of ignorants behaves
asymptotically in a finite homogeneously mixing population.
We perform Monte Carlo simulations in random graphs and
scale-free networks and verify that the results obtained for
homogeneously mixing populations can be approximated for
random graphs, but are not suitable for scale-free networks.
Furthermore, regarding the process on a heterogeneous mixing
population, we obtain a set of differential equations that
describes the time evolution of the probability that an
individual is in each state. Our model can also be applied
for studying systems in which informed agents try to stop
the rumour propagation, or for describing related susceptible–
infected–recovered systems. In addition, our results can be
considered to develop optimal information dissemination
strategies and approaches to control rumour propagation.
1. Introduction
Spreading phenomena is ubiquitous in nature and technology [1].
Diseases propagate from person to person [2], viruses contaminate
computers worldwide and innovation spreads from place to
2015 The Authors. Published by the Royal Society under the terms of the Creative Commons
Attribution License http://creativecommons.org/licenses/by/4.0/, which permits unrestricted
use, provided the original author and source are credited.
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place [3,4]. In the last decades, the analysis of the phenomenon of information transmission from a
mathematical and physical point of view has attracted the attention of many researchers [1,5–10]. The
expression ‘information transmission’ is often used to refer to the spreading of news or rumours in
a population or the diffusion of a virus through the Internet. These random phenomena have similar
properties and are often modelled by mathematical models [5–7].
In this paper, we propose and analyse a process of rumour scotching on finite populations. An
interacting particle system is considered to represent the spreading of the rumour by agents on a given
graph, representing a finite population of size n. We assume that each agent, or node of the graph, may
be in any of the three states belonging to the set {0, 1, 2}, where 0 stands for ignorant, 1 for spreader and
2 for stifler. Finally, the model is formulated by considering that a spreader tells the rumour to any of its
(nearest) ignorant neighbours at rate λ and that a spreader becomes a stifler owing to the action of its
(nearest neighbour) stifler nodes at rate α.
When the considered graph is the complete graph, representing a finite homogeneously mixing
population, we obtain limit theorems regarding the proportion of ignorants at the end of the process.
That is, when there are not more spreaders in the population. In addition, we study the model in random
graphs and scale-free networks through Monte Carlo simulations. The computational approach allows
us to verify that the results obtained for homogeneously mixing populations can be approximated for
random graphs, but are not suitable for scale-free networks. Finally, we provide an analytical framework
to understand the behaviour of the process on a heterogeneous mixing population. More precisely, we
obtain a set of differential equations describing the time evolution of the probability that an individual
is in each state. We show that there is a remarkable matching between these analytical results and those
obtained from computer simulations.
We point out that a removal mechanism different from the one considered in the usual models is
considered here. We assume that stifler nodes can scotch the rumour propagation. Our model is inspired
by the stochastic process discussed in [11]. In such work, the author assumes that the propagation of a
rumour starts from one individual, who after an exponential time learns that the rumour is false and
then starts to scotch the propagation by the individuals previously informed. When the population is
homogeneously mixed, Bordenave [11] showed that the scaling limit of this process is the well-known
birth-and-assassination process, introduced in the probabilistic literature by Aldous & Krebs [12] as a
variant of the branching process [13]. In order to introduce a more realistic model we consider two
modifications. We suppose that each stifler tries to stop the rumour diffusion by all the spreaders that
he/she meets along the way. It is assumed that the rumour starts with general initial conditions.
Our model can be applied to describe the spreading of information through social networks. In this
case, a person propagates a piece of information to another one and then possibly becomes a stifler. That
event may occur if, for instance, such person discovers that the piece of information is false and then tries
to scotch the spreading. The same dynamics can model the spreading of data in a network. A computer
can try to scotch the diffusion of a file after discovering that it contains a virus.
These dynamics are related to the well-known Williams–Bjerknes (WB) tumour growth model [14],
which is studied on infinite regular graphs like hypercubic lattices and trees (see for instance [15–17]).
The same model on the complete graph is studied by Kortchemski [18] in the context of a predator–
prey susceptible–infected–recovered (SIR) model. As a description of a rumour dynamic on graphs with
a finite number of vertices, including random graphs and scale-free networks, this model has not been
addressed yet. In this way, here we apply the theory of convergence of density-dependent Markov chains
and use computational simulations to study the asymptotic behaviour of rumour scotching on finite
populations.
Our results can contribute to the analysis of optimal information dissemination strategies [19] as well
as the statistical inference of rumour processes [20]. In addition, given the competition-like structure of
the process, it may be applied as a toy model of marketing policies. In such a situation, the first spreader
may represent the first individual to try a new product and his/her neighbours can imitate him/her at
rate λ. On the other hand, stiflers may represent individuals who know that the product is low quality
and therefore, they can persuade other users to dismiss the product at rate α. We refer the reader to [3,4],
for a review of related models and results in this direction.
2. Previous works on rumour spreading
The most popular models to describe the spreading of news or rumours are based on the stochastic
or deterministic version of the classical SIR, SIS (susceptible–infected–susceptible) and SI (susceptible–
infected) epidemic models [1,21]. In these models, it is assumed that an infection (or information) spreads
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through a population subdivided into three classes (or compartments), i.e. susceptible, infective and
removed individuals. In the case of rumour dynamics, these states are referred as ignorant, spreader and
stifler, respectively.
The first stochastic rumour models are due to Daley & Kendall (DK) [22,23] and to Maki &
Thompson (MT) [24]. Both models were proposed to describe the diffusion of a rumour through a closed
homogeneously mixing population of size n, i.e. a population described by a complete graph. Initially,
it is assumed that there is one spreader and n − 1 are in the ignorant state. The evolution of the DK
rumour model can be described by using a continuous time Markov chain, denoting the number of
nodes in the ignorant, spreader and stifler states at time t by X(t), Y(t) and Z(t), respectively. Thus, the
stochastic process {(X(t),Y(t))}t≥0 is described by the Markov chain with transitions and corresponding
rates given by
transition rate
(−1, 1) XY,
(0, −2)
(
Y
2
)
,
(0, −1) Y(n − X − Y).
This means that if the process is in state (X,Y) at time t, then the probability that it will be in state
(X − 1,Y + 1) at time t + h is XYh + o(h), where o(h) is a function such that limh→0 o(h)/h= 0. In this
model, it is assumed that individuals interact by pairwise contacts and the three possible transitions
correspond to spreader–ignorant, spreader–spreader and spreader–stifler interactions. In the first
transition, the spreader tells the rumour to an ignorant, who becomes a spreader. The two other
transitions indicate the transformation of the spreader(s) into stifler(s) because of its contact with a subject
who already knew the rumour.
MT formulated a simplification of the DK model by considering that the rumour is propagated by
directed contact between the spreaders and other individuals. In addition, when a spreader i contacts
another spreader j, only i becomes a stifler. Thus, in this case, the continuous-time Markov chain to be
considered is the stochastic process {(X(t),Y(t))}t≥0 that evolves according to the following transitions
and rates:
transition rate
(−1, 1) XY,
(0, −1) Y(n − X).
The first references about these models [22–24] are the most cited works about stochastic rumour
processes in homogeneously mixing populations and have triggered numerous significant research in
this area. Basically, generalizations of these models can be obtained in two different ways. The first
generalizations are related to the dynamic of the spreading process and the second ones to the structure
of the population. In the former, there are many rigorous results involving the analysis of the remaining
proportion of ignorant individuals when there are no more spreaders on the population [25,26]. Note that
this is one way to measure the range of the rumour. After the first rigorous results, namely limit theorems
for this fraction of ignorant individuals [25,26], many authors introduced modifications in the dynamic of
the basic models in order to make them more realistic. Recent papers have suggested generalizations that
allow various contact interactions, the possibility of forgetting the rumour [27], long-memory spreaders
[28] or a new class of uninterested individuals [29]. Related processes can be found for instance in [30,31].
However, all these models maintain the assumption that the population is homogeneously mixing.
On the other hand, recent results have analysed how the topology of the considered population affects
the diffusion process. In this direction, Coletti et al. [32] studied a rumour process when the population is
represented by the d-dimensional hypercubic lattice and Comets et al. [33] modelled the transmission of
information of a message on the Erdo˝s–Rényi (ER) random graph. Related studies can be found in [34–38]
and references therein. In the previous works, authors dealt with different probabilistic techniques to
get the desired results. Such techniques allow extending our understanding of a rumour process in a
more structured population, namely, represented by lattices and random graphs. Unfortunately, when
one deals with the analysis of these dynamics in real-world networks, such as online social networks or
the Internet [39], whose topology is very heterogeneous, it is difficult to apply the same mathematical
arguments and a different approach is required. In this direction, general rumour models are studied
in [40,41] where the population is represented by a random graph or a complex network and important
results are obtained by means of approximations of the original process and computational simulations.
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3. Homogeneously mixing populations
The model proposed here assumes that spreaders propagate the rumour to their direct neighbours, as in
the original MT model [24]. However, differently from this model, stifler nodes try to scotch the rumour
propagation. Indeed, we assume that a spreader tells the rumour to an ignorant at rate λ and a spreader
becomes a stifler at rate α owing to the action of a stifler.
Let us formalize the stochastic process of interest. Consider a population of fixed size n. As usual, we
denote the number of nodes in the ignorant, spreader and stifler state at time t by Xn(t), Yn(t) and Zn(t),
respectively. We assume that xn0 , y
n
0 and z
n
0 are the respective initial proportions of these individuals in
the population and suppose that the following limits exist:
x0 := limn→∞ x
n
0 > 0,
y0 := limn→∞ y
n
0 ,
and z0 := limn→∞ z
n
0 > 0.
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(3.1)
Our rumour model is the continuous-time Markov chain V(n)(t) = {(Xn(t),Yn(t))}t≥0 with transitions and
rates are given by
transition rate
(−1, 1) λXY,
(0, −1) αY(n − X − Y).
This means that if the process is in state (X,Y) at time t then the probabilities that it will be in states
(X − 1,Y + 1) or (X,Y − 1) at time t + h are, respectively, λXYh + o(h) and αY(n − X − Y)h + o(h). Note
that while the first transition corresponds to an interaction between a spreader and an ignorant, the
second one represents the interaction between a stifler and a spreader. When n goes to infinity, the entire
trajectories of this Markov chain, rescaled by n, have as a limit the set of differential equations given by
x′(t) = −λx(t)y(t),
y′(t) = λx(t)y(t) − αy(t)z(t),
z′(t) = αy(t)z(t)
and x(0) = x0, y(0) = y0, z(0) = z0.
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
(3.2)
The solutions rely on the initial conditions, as the stifler class is an absorbing state. Figure 1 shows
this dependency. In figure 1a, the initial conditions are fixed and two parameters α and λ are evaluated,
showing that an increase in the values of α reduces the maximum fraction of spreader nodes. In figure 1b,
the rates are fixed and the initial conditions are varied, which shows that the time evolution of the system
changes, evidencing the dependency on the initial conditions.
We solved the system of equations (3.2) numerically for every pair of parameters, λ and α, each one
starting from 0.05 and incrementing them with steps of 0.05 until reaching the unity. Figure 2a presents
the results in terms of the fraction of ignorants at the end of the process. The higher the probability α,
the higher the fraction of the ignorants for low values of λ. On the other hand, the fraction of ignorants
is lower when the parameter λ is increased, even when α ≈ 1.
The analysis of equations (3.2) allows us to obtain some information about the remaining proportion
of ignorants at the end of the process. However, this procedure refers to the limit of the process and it does
not say anything about the relation between such value and the size of the population. In order to study
such relation, we consider the theory of density-dependent Markov chains, from which we can obtain
not only information of the remaining proportion of ignorants, but also acquire a better understanding
of the magnitude of the random fluctuations around this limiting value. This approach has already been
used for rumour models, see for instance [28,29]. In the rest of the paper, we denote the ratio α/λ by ρ.
Let τ (n) = inf{t : Yn(t) = 0} be the absorption time of the process. More specifically, τ (n) is the first time
at which the number of spreaders in the population vanishes. Our purpose is to study the behaviour of
the random variable Xn(τ (n))/n, for n large enough, by stating a weak law of large numbers and a central
limit theorem.
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(b)
(a)
a = 0.05, l = 0.05, ignorants
a = 0.05, l = 0.05, spreaders
a = 0.05, l = 0.05, stiflers
a = 0.10, l = 0.05, ignorants
a = 0.10, l = 0.05, spreaders
a = 0.10, l = 0.05, stiflers
x0 = 0.98, y0 = z0 = 0.01, ignorants
x0 = 0.98, y0 = z0 = 0.01, spreaders
x0 = 0.98, y0 = z0 = 0.01, stiflers
x0 = 0.8, y0 = z0 = 0.1, ignorants
x0 = 0.8, y0 = z0 = 0.1, spreaders
x0 = 0.8, y0 = z0 = 0.1, stiflers
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Figure 1. Time evolution of the rumour model (equation (3.2)) according to (a) the variation of the parameters α and λ for the fixed
initial condition x0 = 0.98, y0 = z0 = 0.01 and (b) the variation of the initial condition for the fixed parametersα = 0.05, λ = 0.05.
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Figure 2. Fraction of ignorant individuals for the theoreticalmodel, obtainedby thenumerical evaluation of the systemof equations (3.2)
for x0 = 0.98, y0 = 0.01 and z0 = 0.01.
The main idea is to define, by means of a random time change, a new process {V˜(n)(t)}t≥0, with the
same transitions as {V(n)(t)}t≥0, so that they terminate at the same point. The transformation is done in
such a way that {V˜(n)(t)}t≥0 is a density-dependent Markov chain for which we can apply well-known
convergence results (see for instance [42–44]).
The first step in this direction is to define
θn(t) =
∫ t
0
Yn(s) ds,
for 0 ≤ t≤ τ (n). Notice that θn is a strictly increasing, continuous and piecewise linear function. In this
way, we can define its inverse by
Γ n(s) = inf{t : θn(t) > s}, (3.3)
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Figure 3. Four different cases for the function f (x) given by equation (3.8). (a) ρ < x0/z0 and y0 > 0, (b) ρ > x0/z0 and y0 > 0,
(c)ρ < x0/z0 and y0 = 0 and (d)ρ > x0/z0 and y0 = 0.
for 0 ≤ s≤ ∫∞0 Yn(u) du. Then it is not difficult to see that the process defined as
V˜n(t) :=Vn(Γ n(t)) (3.4)
has the same transitions as {Vn(t)}t≥0. As a consequence, if we define τ˜n = inf{t : Y˜n(t) = 0} we get that
Vn(τn) = V˜n(τ˜n). This implies that it is enough to study X˜n(τ˜ (n))/n. The gain of the previous comparison
relies on the fact that {V˜n(t)}t≥0 is a continuous-time Markov chain with initial state (xn0n, yn0n) and
transitions and rates given by
transition rate
0 = (−1, 1) λX,
1 = (0, −1) α(n − X − Y).
In particular, the rates of the process can be written as
n
[
βli
(
X˜
n
,
Y˜
n
)]
,
where β0 (x, y) = λx and β1 (x, y) = α(1 − x − y). Processes defined as above are called density dependent as
the rates depend on the density of the process (i.e. normed by n). Then {V˜n(t)}t≥0 is a density-dependent
Markov chain with possible transitions in the set {0, 1}. By applying convergence results of [44], we
obtain an approximation of this process, as the population size becomes larger, by a system of differential
equations. Similar arguments have been applied for stochastic rumour and epidemic models [28,29,45]
and we include them for the sake of completeness. We use the notation used in [44] except for the
Gaussian process that we would rather denote by V = (Vx,Vy). Here ϕ(x, y) = y, and
τ∞ = inf{t : y(t) ≤ 0} = − 1
λ
log
(
x∞
x0
)
,
where X∞ represents the limiting fraction of ignorant individuals of the process, which is defined later. It
is known that the limit behaviour of the density-dependent Markov chain {V˜n(t)}t≥0 can be determined
by the drift function F(x, y) = l0β0(x, y) + l1β1(x, y).
In other words,
F(x, y) = (−λx, (λ + α)x + αy − α) (3.5)
and the limiting system of ordinary differential equations is given by
x′(t) = −λx(t),
y′(t) = (λ + α)x(t) + αy(t) − α
and x(0) = x0, y(0) = y0.
⎫⎪⎪⎬
⎪⎪⎭ (3.6)
The solution of (3.6) is
x(t) = x0 exp(−λt)
and y(t) = f (x(t)),
}
(3.7)
where f : (0, x0] →R is given by
f (x) = 1 − (1 − x0 − y0)
(x0
x
)ρ
− x. (3.8)
Figure 3 shows the behaviour of f (x) for four possible relations between ρ and the initial conditions.
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According to theorem 11.2.1 of [44] we have that, on a suitable probability space, V˜n(t)/n converges to
(x(t), y(t)) given by (3.7), almost surely uniformly on bounded time intervals. Then the following results
can be obtained as a consequence of theorem 11.4.1 of [44].
3.1. Law of large numbers
If x∞ denotes the root of f (x) = 0 in (0, x0], then
lim
n→∞
Xn(τn)
n
= x∞ (3.9)
in probability. This means that, for n large enough, it is a high probability the process dies out leaving
approximately a proportion x∞ of remaining ignorant nodes of the population. In order to prove the
limit of equation (3.9), note that y0 > 0 and
∇ϕ(v(τ∞)) · F(v(τ∞)) = y′(τ∞) = (λ + α)x∞ − α < 0 (3.10)
imply that y(τ∞ − ε) > 0 and y(τ∞ + ε) < 0 for 0 < ε < τ∞. Therefore, the almost surely convergence of
Y˜n(t)/n to y(t) uniformly on bounded intervals implies that
lim
n→∞ τ˜
(n) = τ∞ a.s. (3.11)
When y0 = 0 and x0 > ρz0, this result is also valid because y′(0) > 0 and (3.10) still holds. On the other
hand, if y0 = 0 and x0 ≤ ρz0, then y(t) < 0 for all t> 0, and again the almost sure convergence of Y˜n(t)/n
to y(t) uniformly on bounded intervals yields that limn→∞ τ˜ (n) = 0 = τ∞ almost surely. Therefore, as
X˜n(t)/n converges to x(t) almost surely, we obtain the law of large numbers from (3.11) and the fact
that X(n)(τ (n)) = X˜(n)(τ˜ (n)).
3.2. Central limit theorem
Furthermore, we can describe the distribution of the random fluctuations around the limiting value x∞.
More precisely, by assuming that y0 > 0, or that y0 = 0 and ρ < x0/z0, we obtain the following central
limit theorem:
√
n
[
Xn(τ (n))
n
− x∞
]
⇒ N (0, σ 2) as n→ ∞, (3.12)
where ⇒ denotes convergence in distribution andN (0, σ 2) is the Gaussian distribution with mean zero
and variance σ 2 := σ 2(α, λ, x0, y0, z0) given by
x∞z∞[x0x∞(1 − z0 − x∞) + z0ρ2z∞(x0 − x∞)]
x0z0[ρ − x∞(ρ + 1)]2
, (3.13)
where z∞ := 1 − x∞. Indeed, from theorem 11.4.1 of [44] we have that if, y0 > 0 or y0 = 0 and
x0 >ρz0, then √
n(n−1X˜n(τ˜ (n)) − x∞)
converges in distribution as n→ ∞ to
Vx(τ∞) + x∞(1 + δ)x∞ − δVy(τ∞). (3.14)
The resulting normal distribution has mean zero, so, to complete the proof of central limit theorem, we
need to calculate the corresponding variance. To compute the covariance matrix Cov(V (τ∞),V (τ∞)), we
use Eq. (2.21) from [44, ch. 10] which translates to
Cov(V (t),V (t)) =
∫ t
0
Φ(t, s)G(x(s), y(s))[Φ(t, s)]T ds. (3.15)
In our case,
G(x, y) =
(
λx −λx
−λx (λ − α)x − αy + α
)
and
Φ(t, s) =
(
e−λ(t−s) 0
eα(t−s) − e−λ(t−s) eα(t−s)
)
,
 on May 4, 2016http://rsos.royalsocietypublishing.org/Downloaded from 
8rsos.royalsocietypublishing.org
R.Soc.opensci.2:150240
................................................
thus we obtain that Cov(V (τ∞),V (τ∞)) is given by⎛
⎜⎜⎜⎝
x∞ − x
2∞
x0
x∞(x∞ − x0)
x0
x∞(x∞ − x0)
x0
2x∞ − 1 + (x∞ − 1)
2
z0
− x
2∞
x0
⎞
⎟⎟⎟⎠ .
We get the closed formula (3.13) for the asymptotic variance by using last expression and properties
of variance.
As mentioned previously, Kortchemski [18] deals with this model on the complete graph in the context
of epidemic spreading. More precisely, the case X(0) = n and Y(0) =Z(0) = 1 is considered in a population
of size n + 2. Interesting results related to limit theorems and phase transitions are obtained. The results
stated here concerning the asymptotic behaviour of the rumour process are proved under a different
initial configuration and have a different convergence scale. We observe that the case considered in [18]
is, using our notation, x0 = 1 and y0 = z0 = 0 (see equation (3.1)). Therefore, our work complements the
results by Kortchemski [18].
4. Heterogeneously mixing populations
As an interacting particle system, our model can be formulated in a finite graph (or network) G as a
continuous-time Markov process (ηt)t≥0 on the state space {0, 1, 2}V , where V := {1, 2, . . . ,n} is the set of
nodes. A state of the process is a vector η = (η(i) : i ∈V), where η(i) ∈ {0, 1, 2} and 0, 1, 2 represent the
ignorant, spreader and stifler states, respectively. The rumour is spread at rate λ and a spreader becomes
a stifler at rate α after contacting stiflers. We assume that the state of the process at time t is η and let
i ∈V. Then
P(ηt+h(i) = 1|ηt(i) = 0) = λhN1(i) + o(h)
and
P(ηt+h(i) = 2|ηt(i) = 1) = αhN2(i) + o(h),
where N(i) :=N(η, i) is the number of neighbours of i that are in state , for  = 1, 2 and for the
configuration η. In the previous section, we present a rigorous analysis of our rumour model on a
complete graph with n vertices. Our results in such a case are related to the asymptotic behaviour of
the random variables
X(n)(t) =
n∑
i=1
I{ηt(i)=0}
and
Y(n)(t) =
n∑
i=1
I{ηt(i)=1},
where IA denotes the indicator random variable of the event A. This mean-field approximation assumes
that the possible contacts between each pair of individuals occur with the same probability. This
assumption enables an analytical treatment, but does not represent the organization of real-world
networks, whose topology is very heterogeneous [39,46–48]. In this case, we use a different approach that
allows us to describe the evolution of each node. Such formulation assumes the independence among
the state of the nodes. More precisely, we are interested in the behaviour of the probabilities
xi(t) := P(ηt(i) = 0),
yi(t) := P(ηt(i) = 1)
and zi(t) := P(ηt(i) = 2),
⎫⎪⎪⎬
⎪⎪⎭ (4.1)
for all i= 1, 2, . . . , n. We describe our process in terms of a collection of independent Poisson processes
Nλi and N
α
i with intensities λ and α, respectively, for i= 1, 2, . . . ,n. We associate the processes Nλi and
Nαi to the node i and we say that at each time of N
λ
i (N
α
i ), if i is in state 1 (2) then it chooses a nearest
neighbour j at random and tries to transmit (scotch) the information provided j is in state 0 (1). In this
way, we obtain a realization of our process (ηt)t≥0.
In order to study the evolution of the functions (4.1), we fix a node i and analyse the behaviour of
its different transition probabilities on a small-time window. More precisely, consider a small enough
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positive number h and note that
P(ηt+h(i) = 0) = P(ηt+h(i) = 0|ηt(i) = 0)P(ηt(i) = 0), (4.2)
where the first factor of the right-hand side of last expression is given by
P(ηt+h(i) = 0|ηt(i) = 0) = 1 − P(ηt+h(i) = 1|ηt(i) = 0) − P(ηt+h(i) = 2|ηt(i) = 0)
= 1 − P(ηt+h(i) = 1|ηt(i) = 0) + o(h). (4.3)
The o(h) term appears in the above equation, because the occurrence of a transition from state 0 to
state 2 in a time interval of size h implies the existence of at least two marks of a Poisson process at the
same time interval.
To develop (4.3), for a node j, let Bji(h) denote the intersection of the events: (i) {Nj(t, t + h) = 1};
(ii) {j transmit the information to i in (t, t + h)}; (iii) {ηj(t) = 1}; and (iv) {ηj(s) = 1, for t< s≤ t + h}. Also
let Aji = 1 if i is a direct neighbour of j in the network (equals 0 other case) and ki =
∑
j Aij is the degree
of the node i.
We observe that the event (i) only takes into account the Poisson process with rate λ, and that the
probability of a contact between nodes j and i, which is related to (ii), is given by Aji/kj.
Consequently, we obtain
P(ηt+h(i) = 1|ηt(i) = 0) = P(ηt+h(i) = 1|ηt(i) = 0, ∪nj=1Bji(h))P(Bji(h)|ηt(i) = 0) + o(h),
=
n∑
j=1
Aji
kj
(λh + o(h))P(ηt(j) = 1) + o(h). (4.4)
Thus, we obtain
P(ηt+h(i) = 0) =
⎛
⎝1 − n∑
j=1
Aji
kj
(λh + o(h))P(ηt(j) = 1) + o(h)
⎞
⎠P(ηt(i) = 0)
or
P(ηt+h(i) = 0) − P(ηt(i) = 0) = −
⎛
⎝ n∑
j=1
Aji
kj
(λh + o(h))P(ηt(j) = 1) + o(h)
⎞
⎠P(ηt(i) = 0).
Finally, as x′i(t) = limh→0(xi(t + h) − xi(t))/h we conclude x′i(t) = −λxi(t)
∑n
j=1(Aji/kj)yj(t). Same arguments
allow us to obtain the equations for yi(t) and zi(t). In this way, we have the following set of dynamical
equations:
x′i(t) = −λxi(t)
n∑
j=1
Pjiyj(t),
y′i(t) = λxi(t)
n∑
j=1
Pjiyj(t) − αyi(t)
n∑
j=1
Pjizj(t),
z′i(t) = αyi(t)
n∑
j=1
Pjizj(t)
and xi(0) = x0, yi(0) = y0, zi(0) = z0,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(4.5)
for all i= 1, 2, . . . ,n, and Pji :=Aji/kj. We observe that when the network considered is a complete graph
of n vertices, the system of equations (4.5) matches with the homogeneous approach (see the system of
equations (3.2)).
Observe that our formalism assumes that the network is fixed and static during the whole
spreading process. Such formalism is similar to the so-called quenched mean field (QMF) for epidemic
spreading [49,50]. In this manner, for a fixed network we have one set of equations that describes its
behaviour. Such approach contrasts with the heterogeneous mean field (HMF), applied to epidemic
spreading [51,52] and the MT in [40,52]. Regarding the HMF, only the degree distribution is considered
and all nodes with degree k are considered statistically equivalent. Such formalism neglects specific
structures of the network (e.g. the number of triangles), as many different networks can have the same
degree distribution.
In order to verify the influence of network structure on the dynamical behaviour of the models, we
consider random graphs of ER and scale-free networks of Barabási and Albert (BA). Random graphs
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Figure 4. Time evolution of the nodal probabilities considering our model for an ER network with n= 104 nodes and 〈k〉 ≈ 100. We
consider the spreading rate λ = 0.2 and stifling rate α = 0.1. Each curve represents the probability that a node is in one of the three
states (ignorant, spreader or stifler) and the colour represents the degree of the node i. The initial conditions are x0 = 0.98, y0 = 0.01
and z0 = 0.01.
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Figure 5. Time evolution of the nodal probabilities considering our model for an BA network with n= 104 nodes and 〈k〉 ≈ 100. The
spreading rate as λ = 0.2, while the stifling rate is α = 0.1. Each curve represents the probability that a node is in one of the three
states (ignorant, spreader or stifler) and the colour represents the degree of the node i. The initial conditions are x0 = 0.98, y0 = 0.01
and z0 = 0.01.
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Figure 6. Phase diagram of the final fraction of ignorants as a function of λ for α = 0.5, 〈x∞〉 × λ. The initial conditions are
x0 = 0.98, y0 = 0.01 and z0 = 0.01. All the networks have n= 103 nodes and 〈k〉 ≈ 10.
are created by a Bernoulli process, connecting each pair of vertices with the same probability p. The
degree distribution of random graphs follows a Poisson distribution for large values of n and small
p, as a consequence of the law of rare events [53]. On the other hand, the BA model generates scale-
free networks by taking into account the network growth and preferential attachment rules [54]. The
networks generated by this model present degree distribution following a power-law, P(k) ∼ k−γ , with
γ = 3. In random graphs most of the nodes have similar degrees, whereas scale-free networks are
characterized by a very heterogeneous structure.
Figures 4 and 5 show the time evolution of the nodal probabilities, considering ER and BA networks,
respectively. These results are obtained by solving numerically the system of equations (4.5). Both
networks have n= 104 nodes and 〈k〉 ≈ 100. The spreading rate is λ = 0.2 and the stifling rate is α = 0.1.
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Figure 7. Time evolution of the nodal probabilities considering the MT model in an ER network with n= 104 nodes and 〈k〉 ≈ 100.
The spreading rate is λ = 0.2 and the stifling rate is α = 0.1. Each curve represents the probability that a node is in one of the three
states (ignorant, spreader or stifler) and the colour represents the degree of the node i. The initial conditions are x0 = 0.98, y0 = 0.01
and z0 = 0.01.
The colour of each curve denotes the degree of each node i. Comparing figures 4 and 5, we can see that
the variance of xi, yi and zi in BA networks is higher than in ER networks. Moreover, in both networks,
higher degree nodes tend to turn into a stifler earlier than lower degree ones.
In addition to the homogeneous versus heterogeneous comparison performed before, we can also
compare different levels of heterogeneity. As many real networks rely on power-law degree distributions,
P(k) ∼ k−γ , with 2 < γ < 3 [55] we use the configuration model [56] to generate such networks without
degree correlations. More precisely, we use the algorithm proposed in [57]. Figure 6 shows the phase
diagram of the final fraction of ignorants as a function of λ for α = 0.5. Here we use five networks
with n= 103 nodes and 〈k〉 ≈ 10, four of them are power-law degree distributions, P(k) ∼ k−γ with
γ = 2.2, γ = 2.4, γ = 2.6 and γ = 2.8 and one ER. Besides the initial conditions are x0 = 0.98, y0 = 0.01
and z0 = 0.01. This experiment is based on the numerical solution of the ODE set of equations (4.5)
for a sufficiently large value of time, where the number of spreaders is negligible. We observe that the
higher the γ the lower the final fraction of ignorants, suggesting that the spreading is favoured by such
structural feature. Interestingly, the ER network showed the lowest final fraction of ignorants. Regarding
scale-free networks, such results suggest that hubs on our model present a similar behaviour to hubs on
the MT model, suggesting that on a first moment, hubs favour the spreading; however, once it becomes
a stifler it acts efficiently, stifling its neighbours. Again, similarly to MT model, the homogeneity seems
to favour the spreading which contrasts with the epidemic spreading processes, which are favoured
by heterogeneity.
We compare the behaviour of our model, described by equation (4.5), with the MT model [24] in ER
and BA networks. The time evolution of this model is given by
x′i(t) = −λxi(t)
n∑
j=1
Pjiyj(t),
y′i(t) = λxi(t)
n∑
j=1
Pjiyj(t) − αyi(t)
n∑
j=1
Pij(xj(t) + zj(t)),
z′i(t) = αyi(t)
n∑
j=1
Pij(xj(t) + zj(t))
and xi(0) = x0, yi(0) = y0, zi(0) = z0,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(4.6)
where, as before, xi, yi and zi are the micro-state variables, quantifying the probability that the node i is an
ignorant, a spreader or a stifler at time t, respectively, for i= 1, 2, . . . ,n. Note xi(t) + yi(t) + zi(t) = 1, ∀i, t.
Figures 7 and 8 show the time evolution of the nodal probabilities, by numerically solving
equation (4.6). Similarly to our model, the variances in BA networks are higher than in ER networks.
Besides, the hubs and leaves of the BA networks present a completely different behaviour, as can be
seen in figure 8b. Moreover, the nodes having higher degrees also tend to become stifler earlier than low
degree nodes.
We consider the same initial conditions for both rumour models, i.e. x0 = 0.98, y0 = 0.01 and z0 = 0.01.
It is worth emphasizing that the initial conditions in figures 7 and 8 are not usual in the MT model,
as most of the works on this model considers the initial fraction of stiflers as zero [1]. However, our
model needs an initial non-zero fraction of stiflers, otherwise there is no manner to contain the rumour
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Figure 8. Time evolution of the nodal probabilities considering the MT model in an BA network with n= 104 nodes and 〈k〉 ≈ 100.
The spreading rate is λ = 0.2 and the stifling rate is α = 0.1. Each curve represents the probability that a node is in one of the three
states (ignorant, spreader or stifler) and the colour represents the degree of the node i. The initial conditions are x0 = 0.98, y0 = 0.01
and z0 = 0.01.
propagation, so we assumed the same initial condition in order to perform a comparative analysis of both
models, as important differences emerge. The main feature that emerges from the comparison between
figures 5 and 4 with 8 and 7 is the peak of the probability of a node being a spreader. In our model it tends
to be higher than in the MT process. Such a feature evinces the differences between two formulations.
In the MT model, the spreaders lose the interest in the rumour propagation owing to the contact with
individuals who have already known the rumour, whereas in our model spreaders are convinced only
by stifler vertices to stop spreading the information.
As mentioned before, the hubs on our model present a similar behaviour as on the MT model, having
a large number of edges it spreads and is stifled very efficiently. Aside from this similarity on the MT such
phenomenon happens at a faster rate, as an individual can lose interest on the rumour just by contacting
twice to one of its neighbour individuals (on the first contact spreads the information, on the second it
becomes a stifler, subject to the rates of the process). On the other hand, in our model stiflers are active
and depend only on the probability of finding a spreader. In this manner, at the beginning of the process
yi and zi are low, implying that z′i(t) is also low and the dominant term of y
′
i(t) is λxi(t)
∑n
j=1 Pjiyj(t). Then,
when the fraction of spreaders increase it also increases the z′i(t). Such a process seems to be faster on
the MT model than ours. Consequently, the final fraction of ignorants and the time to achieve the steady
state are different.
In addition, it is noteworthy that the MT model allows an individual to spread the information to a
neighbour, then lost interest by contacting the same individual, which seems to be different from real-
world situations. Such feature is absent in our model, however, in our model the individuals do not lose
interest in the information, they are convinced to stop the spreading.
5. Monte Carlo simulation
The analytical methods presented in §§3 and 4 assume that there is no correlation between the states.
However, it is not true on most real cases, due to triangles, assortativity, community structure, among
other features. This is also the assumption made on many epidemic [49–52] and rumour spreading
models [40,52]. In [58], the authors compared the accuracy of some mean field approaches, considering
many different dynamical processes, and showed that some approaches present relative accuracy on
disassortative networks even when the mean degree is low. Although some approximations are still
valid, the Monte Carlo simulations mimic the process itself in a computational manner assuming only
the pattern of connections and the contact relationships. As it does not assume the absence of correlations,
those simulations are expected to be more similar to the real process. In this manner, the analytical and
numerical methods exposed in §4 and the Monte Carlo simulations are complementary. On the one hand,
the ODE system give us insights about the process, allowing us to threaten it mathematically, on the other
hand, the Monte Carlo simulations make less assumptions.
In this way, we perform extensive numerical simulations to verify how our rigorous results obtained
for homogeneously mixing populations can be considered as approximations for random graphs and
scale-free networks. The rumour spreading simulation is based on the contact between two individuals.
At each time step each spreader makes a trial to spread the rumour to one of its neighbours and each
stifler makes a trial to stop the spreading. If the spreader contacts an ignorant, it spreads the rumour with
probability λ. Similarly, if the stifler contacts an spreader that spreader becomes a stifler with probability
α. The updates are performed in a sequential asynchronous fashion. For the simulation procedure, it is
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Figure 9. Distribution of the fraction of ignorants obtained from 1000 simulations in a complete graph varying the number of nodes.
The bars are obtained experimentally, while the fitted Gaussian are based on the theoretical values obtained from equations (3.2), (3.8)
and (3.12).
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Figure 10. Distribution of the fraction of ignorants considering 1000Monte Carlo simulations of the rumour scotchingmodel in networks
with n= 104 nodes generated from the (a) ER and (b) BA network models. The simulations consider λ = 0.5, α = 0.5 and initial
conditions x0 = 0.98, y0 = 0.01 and z0 = 0.01. Theoretical curves, obtained by equations (3.2), (3.8) and (3.12), are in red.
important to randomize the state of the initial conditions, especially for the heterogeneous networks.
In order to overcome statistical fluctuations in our simulations, every model is simulated 50 times with
random initial conditions.
5.1. Complete graph
The results are quantified as a function of the fraction of ignorant nodes, as when the time tends
to infinity, the proportion of spreaders tends to zero and the fraction of ignorants and stiflers has
complementary information about the population. Figure 9 compares the distribution of the fraction
of ignorants obtained by Monte Carlo simulations with the central limit theorem by fitting a Gaussian
distribution according to the theoretical values obtained from equations (3.2), (3.8) and (3.12). Complete
graphs of two different sizes are considered to show the dependency on the number of nodes n. Note
that equations (3.8) and (3.12) assert that only the variance depends on the network size, i.e. σ 2 ∝ 1/√n.
Thus, the numerical simulations agree remarkably with the theoretical results.
5.2. Complex networks
In order to verify the behaviour of the rumour scotching model on complex networks, we evaluate
networks generated by random graphs of the ER and scale-free networks of BA. Figure 10 shows the
distribution of the final fraction of ignorants considering 1000 Monte Carlo simulations of the rumour
scotching model in networks with n= 104 vertices generated from the ER and BA models. The theoretical
results for the homogeneously mixing populations, obtained from equations (3.2), (3.8) and (3.12), are
also shown. In ER networks, the distribution converges to the theoretical results as the network becomes
denser. In this way, even in sparse networks, 〈k〉 = 100, the results are close to the mean-field predictions.
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Figure 12. Comparison of the Monte Carlo simulations and the solution of the nodal time evolution differential equations,
equations (4.5). The continuous curves are the numerical solution of the differential equations (4.5), while the symbols are the Monte
Carlo simulations with its respective standard deviation. Every point is as an average over 50 simulations. In (a) an ER network
while in (b) a BA network. Both with n= 104 nodes and 〈k〉 ≈ 100. Moreover, the initial conditions are x0 = 0.98, y0 = 0.01 and
z0 = 0.01.
On the other hand, the convergence of scale-free networks to the theoretical results does not occur even
for 〈k〉 = 8000 because of their high level of heterogeneity.
The system of equations (3.2) that describes the evolution of rumour dynamics on homogeneous
populations can characterize the same dynamics in random regular networks if we consider λ = 〈k〉λ′ and
α = 〈k〉α′. In this case, the probabilities of spreading and scotching the rumour depend on the number of
connections, but the solution of the system of equations does not change. As random networks present
an exponential decay near the mean degree, their dynamical behaviour is similar to the mean-field
predictions. On the other hand, this approximation is not accurate for scale-free networks, because they
do not present a typical degree and the second-moment of their degree distribution diverges for 2 < γ ≤ 3
as n→ ∞. Therefore, the homogeneous mixing assumption is suitable only for ER networks.
Figure 11 shows the Monte Carlo simulation results as a function of the parameters α and λ for
different initial conditions. The simulation considers every pair of parameters, λ and α, starting from
λ = α = 0.05 and incrementing them with steps of 0.05 until reaching the unity. In the rumour spreading
dynamics, the role played by the stiflers is completely different from the recovered individuals in
epidemic spreading. Note that stifler and recovered are absorbing states. However, in the disease
spreading, the recovered individuals do not participate in the dynamics and are completely excluded
from the interactions, whereas in our model, stiflers are active and try to scotch the rumour to the
spreaders.
The number of connections of the initial propagators influences the spread of disease [21,59], but
does not impact the rumour dynamics [60]. We investigate if the number of connections of the initial
set of spreaders and stiflers affects the evolution of the rumour process with scotching in BA scale-free
networks. In a first configuration, the initial state of the hubs is set as spreaders and stiflers are distributed
uniformly in the remaining of the network. In another case, stiflers are the main hubs and spreaders
are distributed uniformly. In both cases, we verify that the final fraction of ignorants is the same as in
completely uniform distribution of spreader and stifler states (figure 11e–h). Therefore, we infer that the
degree of the initial spreaders and stiflers does not influence the final fraction of ignorants.
Figure 12 shows numerical solutions of equation (4.5) and the Monte Carlo simulations for ER and BA
networks. Regarding the simulations, figure 12a,b correspond to the average behaviour of the variables
shown in figures 4 and 5. We can see that the maximum fraction of spreaders occurring in BA networks
is lower than in ER networks. This happens because most of the vertices in BA networks are lowly
connected (owing to the power-law degree distribution). Moreover, we can see that the variance decays
over time, which is a consequence of the presence of an absorbing state. In addition, we also find that for
sparser networks the matching is less accurate (results not shown).
6. Conclusion
The modelling of rumour-like mechanisms is fundamental to understanding many phenomena in society
and online communities, such as viral marketing or social unrest. Many works have investigated the
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dynamics of rumour propagation in complete graphs (e.g. [22]) and complex structures (e.g. [40]). The
models considered so far assume that spreaders try to propagate the information, whereas stiflers are not
active. Here, we propose a new model in which stiflers try to scotch the rumour to the spreader agents.
We develop an analytical treatment to determine how the fraction of ignorants behaves asymptotically
in finite populations by taking into account the homogeneous mixing assumption. We perform Monte
Carlo simulations of the stochastic model on ER random graphs and BA scale-free networks. The
results obtained for homogeneously mixing populations can be used to approximate the case of random
networks, but are not suitable for scale-free networks, owing to their highly heterogeneous organization.
The influence of the number of connections of the initial spreaders and stiflers is also addressed. We
verify that the choice of hubs as spreaders or stiflers has no influence on the final fraction of ignorants.
The study performed here can be extended by considering additional network models, such as small-
world or spatial networks. The influence of network properties, such as assortativity and community
organization can also be analysed in our model. In addition, strategies to maximize the range of the
rumour when the scotching is present can also be developed. The influence of the fraction of stiflers on
the final fraction of ignorant vertices is another property that deserves to be investigated.
Authors’ contributions. F.A.R. and P.M.R. conceived and designed the theoretical model. P.M.R. and E.L. developed the
analysis of density-dependent Markov chains to study the model on homogeneously mixing populations. G.F.A. and
F.A.R. performed the computational simulations of the process. All the authors contributed to the theoretical analysis
of the model on heterogeneous mixing populations. All authors contributed in writing and reviewing the manuscript.
All authors gave final approval for publication.
Competing interests. We have no competing interests.
Funding. P.M.R. acknowledges FAPESP (grant no. 2013/03898-8) and CNPq (grant no. 479313/2012-1) for financial
support. F.A.R. acknowledges CNPq (grant no. 305940/2010-4), FAPESP (grant nos. 2011/50761-2 and 2013/26416-
9) and NAP eScience - PRP - USP for financial support. G.F.A. acknowledges FAPESP for the sponsorship provided
(grant no. 2012/25219-2). E.L. acknowledges CNPq (grant no. 303872/2012-8), FAPESP (grant no. 2012/22673-4) and
FAEPEX - UNICAMP for financial support.
References
1. Castellano C, Fortunato S, Loreto V. 2009
Statistical physics of social dynamics. Rev. Mod.
Phys. 81, 591–646. (doi:10.1103/RevModPhys.
81.591)
2. Lin W, Xiang L. 2014 Spatial epidemiology of
networked metapopulation: an overview. Chin.
Sci. Bull. 59, 3511–3522. (doi:10.1007/s11434-014-
0499-8)
3. Agliari E, Burioni R, Cassi D, Neri FM. 2010
Word-of-mouth and dynamical inhomogeneous
markets: efficiency measure and optimal sampling
policies for the pre-launch stage. IMA J Manag.
Math. 21, 67–83. (doi:10.1093/imaman/
dpp003)
4. Agliari E, Burioni R, Cassi D, Neri FM. 2006 Efficiency
of information spreading in a population of
diffusing agents. Phys. Rev. E 73, 046138. (doi:10.
1103/PhysRevE.73.046138)
5. Keeling MJ, Eames KT. 2005 Networks and epidemic
models. J. R. Soc. Interface 2, 295–307. (doi:10.1098/
rsif.2005.0051)
6. Hethcote HW. 2000 The mathematics of infectious
diseases. SIAM Rev. 42, 599–653. (doi:10.1137/S003
6144500371907)
7. Keeling MJ, Rohani P. 2008Modeling infectious
diseases in humans and animals. Princeton, NJ:
Princeton University Press.
8. De Domenico M, Lima A, Mougel P, Musolesi M.
2013 The anatomy of a scientific rumor. Sci. Rep. 3,
2980. (doi:10.1038/srep02980)
9. Pei S, Muchnik L, Andrade JJS, Zheng Z, Makse HA.
2014 Searching for superspreaders of information in
real-world social media. Sci. Rep. 4, 5547. (doi:10.
1038/srep05547)
10. Voorhees B, Ryder B. 2015 Simple graph models of
information spread in finite populations. R. Soc.
open sci. 2, 150028. (doi:10.1098/rsos.150028)
11. Bordenave C. 2008 On the birth-and-assassination
process, with an application to scotching a rumor in
a network. Electron. J. Prob. 13, 2014–2030.
(doi:10.1214/EJP.v13-573)
12. Aldous D, Krebs WB. 1990 The ‘birth-and-
assassination’ process. Stat. Probab. Lett. 10,
427–430. (doi:10.1016/0167-7152(90)90024-2)
13. Athreya KB, Ney PE. 1972 Branching processes.
Berlin, Germany: Springer.
14. Williams T, Bjerknes R. 1972 Stochastic model for
abnormal clone spread through epithelial
basal layer. Nature 236, 19–21. (doi:10.1038/
236019a0)
15. Bramson M, Griffeath D. 1980 On the
Williams-Bjerknes tumour growth model. II.Math.
Proc. Camb. Philos. Soc. 88, 339–357. (doi:10.1017/S0
305004100057650)
16. Bramson M, Griffeath D. 1981 On the
Williams-Bjerknes tumour growth model I.
Ann. Prob. 9, 173–185. (doi:10.1214/aop/11769
94459)
17. Louidor O, Tessler R, Vandenberg-Rodes A. 2014
The Williams Bjerknes Model on regular trees. Ann.
Appl. Prob. 24, 1889–1917. (doi:10.1214/13-
AAP966)
18. Kortchemski I. 2015 A predator-prey {SIR} type
dynamics on large complete graphs with three
phase transitions. Stoch. Proc. Appl. 125, 886–917.
(doi:10.1016/j.spa.2014.10.005)
19. Kandhway K, Kuri J. 2014 Optimal control of
information epidemics modeled as Maki Thompson
rumors. Commun. Nonlin. Sci. Numer. Simul. 19,
4135–4147. (doi:10.1016/j.cnsns.2014.04.022)
20. Fierro R, Leiva V, Balakrishnan N. 2014 Statistical
inference on a stochastic epidemic model. Commun.
Stat. Simul. Comput. 44, 2297–2314. (doi:10.1080/
03610918.2013.835409)
21. Arruda GF, Barbieri AL, Rodríguez PM, Rodrigues FA,
Moreno Y, da Fontoura Costa L. 2014 Role of
centrality for the identification of influential
spreaders in complex networks. Phys. Rev. E 90,
032812. (doi:10.1103/PhysRevE.90.032812)
22. Daley DJ, Kendall DG. 1964 Epidemics and rumours.
Nature 204, 1118. (doi:10.1038/2041118a0)
23. Daley D, Kendall DG. 1965 Stochastic rumours. IMA J.
Appl. Math. 1, 42–55. (doi:10.1093/imamat/
1.1.42)
24. Maki DP, Thompson M. 1973Mathematical models
and applications. Princeton, NJ: Prentice-Hall.
25. Sudbury A. 1985 The proportion of the population
never hearing a rumour. J. Appl. Prob. 22,
443–446. (doi:10.2307/3213787)
26. Watson R. 1987 On the size of a rumour. Stoch.
Process Appl. 27, 141–149. (doi:10.1016/0304-4149
(87)90010-X)
27. Kawachi K, Seki M, Yoshida H, Otake Y, Warashina K,
Ueda H. 2008 A rumor transmission model with
various contact interactions. J. Theor. Biol. 253,
55–60. (doi:10.1016/j.jtbi.2007.11.024)
28. Lebensztayn E, Machado F, Rodríguez P. 2011 On the
behaviour of a rumour process with random stifling.
Environ. Model Softw. 26, 517–522. (doi:10.1016/j.
envsoft.2010.10.015)
29. Lebensztayn E, Machado F, Rodríguez P. 2011 Limit
theorems for a general stochastic rumour model.
 on May 4, 2016http://rsos.royalsocietypublishing.org/Downloaded from 
17
rsos.royalsocietypublishing.org
R.Soc.opensci.2:150240
................................................
SIAM J. Appl. Math. 71, 1476–1486. (doi:10.1137/1008
19588)
30. Kurtz TG, Lebensztayn E, Leichsenring AR, Machado
FP. 2008 Limit theorems for an epidemic model on
the complete graph. ALEA 4, 45–55.
31. Comets F, Delarue F, Schott R. 2014 Information
transmission under random emission constraints.
Comb. Probab. Comput. 23, 973–1009. (doi:10.1017/
S096354831400039X)
32. Coletti CF, Rodríguez PM, Schinazi RB. 2012 A spatial
stochastic model for rumor transmission. J. Stat.
Phys. 147, 375–381. (doi:10.1007/s10955-012-
0469-y)
33. Comets F, Gallesco C, Popov S, Vachkovskaia M.
2013 Constrained information transmission on
Erdös-Rényi graphs. (http://arxiv.org/abs/1312.
3897)
34. Berger N, Borgs C, Chayes JT, Saberi A. 2005 On
the spread of viruses on the Internet. In Proc. of the
16th Annual ACM-SIAM Symp. on Discrete
Algorithms, SODA ’05, pp. 301–310. Philadelphia, PA:
Society for Industrial and Applied
Mathematics.
35. Durrett R, Jung P. 2007 Two phase transitions for
the contact process on small worlds. Stoch. Proc.
Appl. 117, 1910–1927. (doi:10.1016/j.spa.2007.03.
003)
36. Junior VV, Machado FP, Zuluaga M. 2011 Rumor
processes on N. J. Appl. Prob. 48, 624–636.
(doi:10.1239/jap/1316796903)
37. Bertacchi D, Zucca F. 2013 Rumor processes in
random environment onN and on Galton–Watson
trees. J. Stat. Phys. 153, 486–511. (doi:10.1007/
s10955-013-0843-4)
38. Gallo S, Garcia NL, Junior VV, Rodríguez PM. 2014
Rumor processes onN and discrete renewal
processes. J. Stat. Phys. 155, 591–602. (doi:10.1007/
s10955-014-0959-1)
39. da Costa LF, Oliveira Jr ON, Travieso G, Rodrigues FA,
Villas Boas PR, Antiqueira L, Viana MP, da Rocha
LEC. 2011 Analyzing and modeling real-world
phenomena with complex networks: a survey of
applications. Adv. Phys. 60, 329–412. (doi:10.1080/
00018732.2011.572452)
40. Moreno Y, Nekovee M, Pacheco AF. 2004 Dynamics
of rumor spreading in complex networks. Phys. Rev.
E 69, 066130. (doi:10.1103/PhysRevE.69.066130)
41. Isham V, Harden S, Nekovee M. 2010 Stochastic
epidemics and rumours on finite random networks.
Phys. A 389, 561–576. (doi:10.1016/j.physa.2009.10.
001)
42. Andersson H, Britton T. 2000 Stochastic epidemic
models and their statistical analysis. Lecture Notes in
Statistics. New York, NY: Springer.
43. Draief M, Massouli L. 2010 Epidemics and rumours in
complex networks, 1st edn. New York, NY:
Cambridge University Press.
44. Ethier SN, Kurtz TG. 2009Markov processes:
characterization and convergence,
vol. 282. New York, NY: John Wiley &
Sons.
45. Ball F, Britton T. 2007 An epidemic model
with infector-dependent severity. Adv. Appl.
Prob. 39, 949–972. (doi:10.1239/aap/119817
7234)
46. Boccaletti S, Latora V, Moreno Y, Chavez M, Hwang
D. 2006 Complex networks: structure and dynamics.
Phys. Rep. 424, 175–308. (doi:10.1016/j.physrep.
2005.10.009)
47. Wang L, Wang Z, Zhang Y, Li X. 2013 How human
location-specific contact patterns impact spatial
transmission between populations? Sci. Rep. 3,
1468. (doi:10.1038/srep01468)
48. Zhang Y, Wang L, Zhang Y-Q, Li X. 2012 Towards a
temporal network analysis of interactive WiFi users.
Europhys. Lett. 98, 68002. (doi:10.1209/0295-5075/
98/68002)
49. Wang Y, Chakrabarti D, Wang C, Faloutsos C. 2003
Epidemic spreading in real networks: an eigenvalue
viewpoint. In SRDS, pp. 25–34.
50. Mieghem PV, Omic J, Kooij R. 2009 Virus spread in
networks. IEEE/ACM Trans. Netw. 17, 1–14. (doi:10.
1109/TNET.2008.925623)
51. Pastor-Satorras R, Vespignani A. 2001 Epidemic
spreading in scale-free networks. Phys. Rev. Lett.
86, 3200–3203. (doi:10.1103/PhysRevLett.86.
3200)
52. Barrat A, Barthlemy M, Vespignani A 2008
Dynamical processes on complex networks. New
York, NY: Cambridge University Press.
53. Erdös P, Rényi A. 1959 On random graphs, I. Publ.
Math. 6, 290–297.
54. Barabási A-L, Albert R. 1999 Emergence of scaling in
random networks. Science 286, 509–512. (doi:10.
1126/science.286.5439.509)
55. Newman M. 2003 The structure and function of
complex networks. SIAM Rev. 45, 167–256. (doi:10.
1137/S003614450342480)
56. Newman MEJ, Strogatz SH, Watts DJ. 2001 Random
graphs with arbitrary degree distributions and their
applications. Phys. Rev. E 64, 026118. (doi:10.1103/
PhysRevE.64.026118)
57. Viger F, Latapy M. 2005 Efficient and simple
generation of random simple connected graphs
with prescribed degree sequence. In Proc. of the 11th
Annual Int. Conf. on Computing and Combinatorics,
COCOON’05, pp. 440–449. Berlin, Germany:
Springer.
58. Gleeson JP, Melnik S, Ward JA, Porter MA, Mucha PJ.
2012 Accuracy of mean-field theory for dynamics on
real-world networks. Phys. Rev. E 85, 026106.
(doi:10.1103/PhysRevE.85.026106)
59. Kitsak M, Gallos LK, Havlin S, Liljeros F, Muchnik L,
EugeneStanley H, Makse HA. 2010 Identification of
influential spreaders in complex networks. Nat.
Phys. 6, 888–893. (doi:10.1038/nphys1746)
60. Borge-Holthoefer J, Moreno Y. 2012 Absence of
influential spreaders in rumor dynamics. Phys.
Rev. E 85, 026116. (doi:10.1103/PhysRevE.85.
026116)
 on May 4, 2016http://rsos.royalsocietypublishing.org/Downloaded from 
