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Пропонується адаптивний підхід до налашту-
вання структури класифікаційних правил на основі 
розв’язання рівнянь нечітких відношень, що дозволяє 
уникнути надлишковості нечіткої бази знань. Суть 
підходу полягає у побудові та навчанні нейро-нечіт-
кої мережі оберненого виведення, ізоморфної системі 
рівнянь нечітких відношень, яка дозволяє коригувати 
нечіткі правила в міру появи нових експерименталь-
них даних
Ключові слова: нечіткі відношення, нейро-нечіт-
ка мережа оберненого виведення, розв’язання систем 
рівнянь нечітких відношень
Предлагается адаптивный подход к настройке 
структуры классификационных правил  на основе 
решения уравнений нечетких отношений, что позво-
ляет избежать избыточности нечеткой базы зна-
ний. Суть подхода состоит в построении и обучении 
нейро-нечеткой сети обратного вывода, изоморф-
ной системе уравнений нечетких отношений, кото-
рая позволяет корректировать нечеткие правила по 
мере появления новых экспериментальных данных
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Якість класифікаційної нечіткої бази знань зале-
жить від кількості правил і форм функцій належності 
нечітких термів, які обираються для кожного класу 
виходу на етапі структурної ідентифікації [1, 2]. Вико-
ристання експертних правил не може гарантувати, що 
структура нечіткої моделі є оптимальною і подальша 
настройка параметрів моделі забезпечить збіг теоре-
тичних результатів з експериментальними даними. 
Сучасний підхід до налаштування структури не-
чітких баз знань полягає у генеруванні правил-канди-
датів з подальшою селекцією правил [3]. Проте такий 
підхід перешкоджає отриманню більш компактних 
баз знань, оскільки остаточна база знань може містити 
надлишкові правила. Альтернативний підхід, запро-
понований в [4], розглядає побудову класифікаційних 
нечітких правил ЯКЩО-ТО як визначення значень 
входів, які відповідають заданому класу виходу. На 
практиці це означає, що експерту для заданої частини 
ТО необхідно підібрати частину ЯКЩО. Ця задача 
відноситься до класу обернених і полягає у віднов-
ленні значень вхідних змінних, які найкращим чином 
пояснюють спостереження [4].
2. Аналіз літературних даних і постановка проблеми
Сучасні нейро-нечіткі системи базуються на ге-
неруванні інтервальних правил або гіпербоксів для 
заданих класів виходу [5]. Генерування правил у ней-
ронних мережах на основі радіальних базисних функ-
цій (RBF) [6], поєднане з навчанням машин опорних 
векторів (SVM) [7], дозволяє визначити геометрію 
гіпербоксів. Режим навчання у таких min–max ней-
ронних мережах полягає у розширенні/стисненні гі-
пербоксів [5, 8]. Розширення гіпербоксів призводить 
до втрати розпізнавальної здатності мережі. Змен-
шення зон перекриття потребує більшої кількості 
гіпербоксів. Щоб уникнути надлишковості нечіткої 
бази знань, необхідно зменшувати кількість гіпер-
боксів без втрати розпізнавальної здатності мережі. 
Оптимізація структури мережі здійснюється шляхом 
об’єднання/розбиття гіпербоксів, тобто злиття або 
селекції правил [5, 8]. Для цього в ході навчання під-
бирається максимальний розмір гіпербокса, який ви-
значає кількість правил в базі знань. Велике значення 
цього параметра викликає помилки класифікації; 
якщо значення цього параметра є малим, то створю-
ється багато непотрібних гіпербоксів [5].
Через відсутність ефективних методів селекції на 
сьогодні немає єдиного методичного стандарту на-
лаштування структури нечітких правил. Ця стаття є 
розвитком роботи [9]. В роботі [9] пропонується підхід 
до налаштування структури класифікаційних нечіт-
ких правил на основі формалізації причинно-наслід-
кових зв’язків у термінах рівнянь нечітких відношень 
[10, 11]. Причини і наслідки з’єднуються нечіткими 
відношеннями, а міри значимостей причин і наслід- 
ків – сполученими правилами, які є якісними розв’яз-
ками рівнянь нечітких відношень для заданих класів 
виходу. В таких правилах використовуються сполу-
чені нечіткі терми [12], де міри значимостей причин 
(підвищення, падіння) описуються нечіткими кван-
тифікаторами (значне, суттєве). В цьому випадку 
налаштування структури нечітких правил потребує 
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розв’язання рівнянь нечітких відношень, що дозволяє 
уникнути надлишковості бази знань із збереженням 
точності виведення. Кількість правил у класі дорівнює 
кількості розв’язків, а форма функцій належності нечіт-
ких термів визначається інтервалами значень вхідних 
змінних у кожному розв’язку. В роботі [9] нечіткі логіч-
ні рівняння розв’язувались за допомогою генетичного 
алгоритму, використання якого є трудомістким при 
надходженні нових експериментальних даних. 
3. Ціль та задачі дослідження
Метою даної роботи є розробка адаптивного під-
ходу до налаштування структури класифікаційних 
правил.
Для досягнення поставленої мети було поставлено 
задачу побудови та навчання нейро-нечіткої мережі 
оберненого виведення, ізоморфної системі рівнянь не-
чітких відношень, яка дозволяє коригувати структуру 
нечітких правил в міру появи нових експерименталь-
них даних.
Для налаштування класифікаційних правил уза-
гальнено адаптивний підхід до розв’язання багатови-
мірних рівнянь нечітких відношень [13, 14].
4. Метод побудови класифікаційної нечіткої бази знань
4. 1. Апроксимація нечіткими відношеннями і пра-
вилами
Розглядається об’єкт виду y f( )= X  з n входами 
1 n(x ,...,x )=X  і одним виходом y , для якого взаємо-
зв’язок «входи – вихід» може бути представлений у 





p 1,z i 1,n
[ (x T ) ] y d
= =
= → =  , j 1,m= ,  (1)
де jpiT  – лінгвістичний терм, який оцінює змінну ix  в 
правилі з номером jp , j 1,m= , jp 1,z= ; jd  – лінгвістич-
ний терм, який оцінює змінну y ; jz  – кількість пра-
вил, що відповідають терму jd ; m  – кількість термів 
вихідної змінної. 
Нечітка база знань (1) може бути перетворена до 
множини лінгвістичних розв’язків системи рівнянь 




{c ,...,c }  – множина нечітких причин 
для оцінки параметра ix , i 1,n= ; 1 M{E ,...,E }  – мно-
жина нечітких наслідків для оцінки параметра y. 
Перепозначимо 1 N{C ,...,C } ={ 1 n11 1k n1 nkc ,...,c ,...,c ,...,c }, де 
1 nN k ... k= + + . 
Взаємозв’язок «причини – наслідки» буде-
мо задавати системою матриць нечітких відношень 
i il Jc E⊆ ×R =[
J
ilr , i 1,n= , il 1,k= , J 1,M= ], яка екві-
валентна матриці нечітких відношень I JC E⊆ ×R = 
=[ IJr , I 1,N= , J 1,M= ]. 
За наявності матриць iR , i 1,n= , залежність «вхо- 
ди – вихід» описується за допомогою розширеного 
композиційного правила виведення [1]: 
1 nA AE
1 1 n n(y) (x ) ... (x )= R R   µ µ µ ,   (2)
де iki i1 icA ci(x ) ( ,..., )= µ µµ  – вектор мір значимостей при-
чин ilc , i 1,n= , il 1,k= ; 1 M
E EE(y) ( ,..., )= µ µµ  – вектор мір 
значимостей наслідків JE , J 1,M= .
Зі співвідношення (2) випливає система рівнянь 
нечітких відношень, яка зв’язує функції належності 





i 1,n l 1,k
(y) min{max[min( (x ),r )]},
= =
µ = µ  J 1,M= . (3)
Для кожного класу jd  
множина розв’язків системи 
рівнянь (3) може бути представлена у вигляді системи 





p 1,z i 1,n l 1,k
[ { ( (x ) )}] y d
= = =
µ = α → =   , j 1,m= ,  (4)
де jpilα  – нечіткий квантифікатор, який описує міру 
значимості ilcµ  в правилі з номером jp 1,z= . 
Шляхом переходу від термів jpilα , що описують міри 
значимостей ilcµ , до термів jpila , що описують змінні ix




p 1,z i 1,n l 1,k
[ { (x a )}] y d
= = =
= → =   , j 1,m= ,   (5)
де jpila =( ilc , 
jp
ilα ) – сполучений терм, що описує змінну 
ix , i 1,n= , il 1,k= , в правилі jp .
Класифікаційній нечіткій базі знань (5) відпові-
дають нечіткі логічні рівняння, які зв’язують функції 








(y) max[w min{ (x )}]
==








(x ) max ( (x ))
=
µ = ν ⋅µ .
Тут jd (y)µ  – функція належності змінної y  до 
класу jd ; 
jp
iT
i(x )µ  – функція належності змінної ix  до 
терму jpiT ; 
jp
ila
i(x )µ  – функція належності змінної ix  до 
сполученого терму jpila =( ilc , 
jp
ilα ); jpw  – вага правила з 
номером jp ; jpilν  – вага терму у розв’язку з номером jp .
Будемо використовувати таку функцію належності 
нечіткого терму Т [2]:
T 2(x) 1 (1 ((x ) ) ),µ = + - β σ




Операція дефазифікації виконується за методом 
центроїду [2].
4. 2. Задача оптимізації для оберненого виведення 
на основі рівнянь нечітких відношень
Задача оберненого виведення ставиться таким чи-
ном: для заданих матриці відношень R  і класів виходу 
y = jd , j 1,m= , знайти кількість правил jz  і відновити 
форми функцій належності входів ix =
jp
ila  у кожному 
правилі.
Елементами розв’язку є значення вхідних змінних 
ix , i 1,n= , для яких il
cµ ( ix )=
jp
ilα , jp 1,z= . Будемо інтер-
претувати ці значення вхідних змінних як координати 
максимуму функцій належності нечітких термів jpila , 
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що описують змінну ix  в рядку jp , jp 1,z= , бази знань 
(5), де значенню виходу y = jd , j 1,m= , відповідає jz  
лінгвістичних розв’язків системи (3). 
Нехай j jj 1 N( ,..., )= β βB = 1 n
j j j j
11 1k n1 nk( ,..., ,..., ,..., )β β β β  – век-
тор координат максимуму функцій належності нечіт-
ких термів у правилі в класі y = jd .
Дотримуючись підходу [13, 14], задача розв’язання 
системи рівнянь нечітких відношень (3) формулюєть-
ся так. Для кожного значення виходу jy d=  знайти 
вектор координат максимуму j jj 1 N( ,..., )= β βB , j 1,m= , 
який задовольняє обмеження j iiil [x , x ]β ∈ , i 1,n= , і за-
безпечує мінімальну відстань між спостережуваними 




E c j J 2
j j il il
i 1,n l 1,kJ 1
F [ (d ) min [max(min( ( ),r ))]] min
= ==
= µ - µ β =∑
B
. (6)
Для кожного класу , j 1,m= , система рівнянь 
(3) має множину розв’язків j jS ( ,d )R , яка визнача-
ється множиною максимальних розв’язків 
*
j jS ( ,d )R = 
= jh j{ , h 1, z }=B , де кожному максимальному розв’язку *
jjh S∈B  відповідає множина мінімальних розв’язків 
*
j jS ( ,d )R = jjs{ , s 1,z }=B
 
[14]: 
j jS ( ,d )R =
* *







B B , j 1,m= .    (7)
Тут jhB =
jh jh
1 N( ,..., )β β  і jsB =
js js
1 N
( ,..., )β β  – вектори верх-
ніх і нижніх границь координат максимуму jpIβ , де опе-
рація об’єднання виконується над усіма 
*
jjh jS ( ,d )∈B R  
і *jjs jS ( ,d )∈B R . Передбачається, що із збільшенням 
(зменшенням) абсолютного значення параметра jIβ , 
збільшується (зменшується) міра значимості IC jI( )µ β . 
Формування інтервалів (7) здійснюється шля-
хом багаторазового розв’язання задачі оптимізації 
(6) і починається з пошуку її нульових розв’язків 
j0 j0
j0 1 N( ,..., )= β βB , j 1,m= . Верхня границя (
jh
ilβ ) для h 1=  
знаходиться в діапазоні j0 iil[ , x ]β , a для h 1>  – в діапа-
зоні jp i
ilp 1,s
[max ( ), x ]
=
β , причому максимальні розв’язки 
jp
Iβ , 
p h< , вилучаються із області пошуку. Нижня границя 
( js
il
β ) для s 1=  знаходиться в діапазоні j0i il[x , ]β , а для 
 






β , причому мінімальні 
розв’язки jp
I
β , p s< , вилучаються із області пошуку. 
Нехай j jj 1 N(t) ( (t),..., (t))= β βB  розв’язок задачі опти-
мізації (6) на t-ому кроці формування інтервалів (7), 
тобто j j0F( (t)) F( )=B B , оскільки для всіх j jS( ,d )∈B R  
значення критерію (6) однакове. При пошуку верхніх 
границь (
jh
Iβ ) передбачається, що 
j j
I I(t) (t 1)β ≥ β - , а 
при пошуку нижніх границь ( js
I
β ) передбачається, що 
j j
I I(t) (t 1)β ≤ β - . Встановлення верхніх (нижніх) гра-






β )= jI(t)β , I  1,N= . Якщо j j(t) (t 1)= -B B , то 
формування розв’язку jhjs[ , ]B B  припиняється. Пошук 
інтервалів (7) продовжується, допоки виконується 
умова jh jp≠B B , p h< , для верхніх границь і js jp≠B B , 
p s< , для нижніх границь. 
4. 3. Нейро-нечітка мережа оберненого виведення
Нейро-нечітка мережа, ізоморфна системі рівнянь 
нечітких відношень (3), представлена на рис. 1. Ней-
ро-нечітка модель на рис. 1 отримана шляхом імп-
лантації матриці нечітких відношень в нейронну ме-
режу таким чином, що параметрами, які підлягають 
навчанню, є β-параметри правил [13]. Ці параметри 
асоціюються із значеннями вхідних змінних ix =
j
ilβ  
у розв’язках ilcµ ( ji ilx = β ), i 1,n= , il 1,k= , системи рів-
нянь нечітких відношень (3).
Рис. 1. Нейро-нечітка модель рівнянь нечітких відношень
Входами мережі є координати максимуму функцій 
належності нечітких термів причин ilcβ . Із системи рів-
нянь (3) випливає, що за умови ilcµ ( ilcix = β )=1 міра зна-
чимості наслідку JEµ  є максимальною. На локальних 
виходах мережі об’єднуються фактичні міри значимості 





max(min( (x ),r ))
=
µ , отримані з ура-
хуванням шуканих значень β-параметрів ilcµ ( ji ilx = β ), 
i 1,n= . На виходах мережі здійснюється агрегація ло-





Таким чином, задача розв’язання системи рівнянь 
нечітких відношень (3) зводиться до задачі навчання 
нейро-нечіткої мережі на рис. 1 по точках JI EC j( , (d ))β µ , 
I 1,N= , J 1,M= , j 1,m= .
Для налаштування параметрів нейро-нечіткої ме-








β + = β - η
∂β
,    (8)
які мінімізують критерій





ε = -м м ,
де E(t)м , Eˆ (t)м  – модельний і експериментальний 
нечіткий вектор наслідків на t-ому кроці навчання; 
j
I(t)β  – координати максимуму функцій належності 
вхідних термів на t-ому кроці навчання; h – параметр 
навчання.

















 ∂ε ∂µ∂µ ∂µ
⋅ ⋅ ⋅ 
∂µ ∂β∂µ ∂µ  
∑
Оскільки при визначенні нечіткого виходу присут-
ні операції min і max, то співвідношення для навчання 
отримані за допомогою кінцевих різниць [13].
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5. Приклад: адаптивна нечітка система управління 
запасами
Представимо систему управління запасами у ви-
гляді об’єкта 1 2y(t) f(x (t),x (t))= , де: 1x (t)  – попит, 
тобто число одиниць ресурсу даного виду, яке необхід-
но в момент часу t; x (t)  – запас, тобто число одиниць 
ресурсу даного виду, яке є в наявності на складі в мо-
мент t; y(t)  – управлінська дія в момент t, яка полягає 
в зменшенні – збільшенні запасу ресурсу даного виду 
[15]. Для підприємства, яке протягом року реалізує 
гречану крупу, 1x (t) ∈[0, 200] ⋅ 102 кг; 2x (t) ∈[70, 170] ⋅
102 кг; y(t) ∈[–100, 100] ⋅ 102 кг; t [1...365]∈  днів.
Нехай треба побудувати нечіткі правила для таких 
класів: 1d  – зменшити запас сильно; 2d  – зменшити 
запас середнє; 3d  – зменшити запас слабо; 4d  – нічого 
не робити; 5d  – збільшити запас слабо; 6d  – збільшити 
запас середнє; 7d  – збільшити запас сильно [15].
Експертні нечіткі відношення представлені в табл. 1, 
де вхідні і вихідний параметри описуються причинами 
і наслідками: 11c , 21c  




(Ст); 13c , 23c  
– зростає (Р) для 1x (t)  і 2x (t) ; 1E  
– змен-
шити запас; 2E  
– нічого не робити; 3E  
– збільшити за-
пас для y(t) . Параметри функцій належності нечітких 
причин і наслідків наведені в табл. 2.
Експертні правила для початкових класів виходу 
представлені в табл. 3, де змінні 1x  і 2x  описуються 
сполученими термами: значно падає (знП), незначно 
падає (нП), стійкий (Ст), незначно зростає (нР), значно 
зростає (знР). 
Таблиця 1





c11 0.96 0.83 0.15
c12 0.65 0.72 0.94
c13 0.16 0.53 0.99
2x (t)
c21 0.16 0.90 0.95
c22 0.80 0.72 0.65
c23 0.98 0.48 0.15
Система рівнянь нечітких відношень для генеру-
вання правил має вигляд:
1 11 12 13
21 22 23
2 11 12 13
21 22 23
3 11 12 13
E c c c
c c c
E c c c
c c c
E c c c
[( 0.96) ( 0.65) ( 0.16)]
[( 0.16) ( 0.80) ( 0.98)];
[( 0.83) ( 0.72) ( 0.53)]
[( 0.90) ( 0.72) ( 0.48)];
[( 0.15) ( 0.94) ( 0.9
µ = µ ∧ ∨ µ ∧ ∨ µ ∧ ∧
∧ µ ∧ ∨ µ ∧ ∨ µ ∧
µ = µ ∧ ∨ µ ∧ ∨ µ ∧ ∧
∧ µ ∧ ∨ µ ∧ ∨ µ ∧
µ = µ ∧ ∨ µ ∧ ∨ µ ∧
21 22 23c c c
9)]
[( 0.95) ( 0.65) ( 0.15)].
∧
∧ µ ∧ ∨ µ ∧ ∨ µ ∧  (9)
Параметри функцій належності нечітких термів 
1 7d d÷  наведені в табл. 4. Для кожного класу 1 7d d÷ , 
міри значимостей E j(d )м  визначались за допомогою 
функцій належності на рис. 2:
E
1(d )м =(0.92; 0.14; 0.12); 
E
2(d )м =(0.75; 0.22; 0.15); 
E
3(d )м =(0.49; 0.35; 0.17);
E
4(d )м =(0.31; 1.00; 0.34); 
E
5(d )м =(0.16; 0.40; 0.50); 
E
6(d )м =(0.12; 0.18; 0.76);
E




1x (t) 2x (t) y(t)
знП нР або знР
1dзнП або нП знР
нП Ст або нР
3dСт знР
нП або Ст нР
нП або Ст нП або Ст
4dзнП знП
нР або знР нР або знР
нР або знР нП
5dнР нП або Ст
знР Ст або нР
нР або знР знП
7d
знР знП або нП
Таблиця 4
Параметри функцій належності нечітких термів змінної y(t)
Пара-
метр 1
d 2d 3d 4d 5d 6d 7d
β –83.15 –63.27 –39.72 0 36.58 64.10 82.44
σ 13.28 14.63 10.86 18.73 11.45 12.24 14.69
Рис. 2. Функції належності нечітких термів змінної y
Шляхом нейронного налаштування початкового на-
бору правил, отримані розв’язки для β-параметрів пра-
Таблиця 2




1x (t) 2x (t) y(t)
11c 12c 13c 21 22c 23 1E 2E 3E
β 2.93 102.26 197.41 71.19 120.14 169.62 –100 0 100
σ 60.08 21.69 58.13 33.56 9.21 31.08 49.16 18.73 52.10
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вил, які представлені в табл. 5. Лінгвістична інтерпрета-
ція інтервалів β-параметрів представлена в табл. 6. 
Уточнений набір правил відповідає множині 
розв’язків системи рівнянь нечітких відношень (9), яка 
представлена в табл. 7.
Таблиця 5
Множина значень β - параметрів правил
ЯКЩО ТО
x1(t) x2(t) y(t)
[0, 20.59] [129.73, 142.08] або [160.47, 170]
1d[0, 20.59] або  
[50.64, 79.68]
[160.47, 170]
[0, 37.60] [110.93, 129.35] або [155.78, 170]
2d
47.00 або 86.38 [146.82, 170]
47.00 або  
[86.38, 118.20]
146.82
[0, 64.20] або  
[80.16, 124.39]
137.91
3d124.39 або 138.22 [137.91, 170]
64.20 [110.78, 129.53] або [137.91, 170]
[0, 64.20] 105.41 або 110.78
 [88.71, 115.80]  [114.40, 125.88] 
4d[0, 68.00] [70, 107.55]
[134.42, 200] [135.97, 170]
139.35 [70, 104.70] або [110.92, 129.34]
5d
[139.35, 200] 129.34 або 138.53
[80.59, 123.87] або 
[139.35, 200]
104.70
63.00 або 80.59 [70, 104.70]
[82.41, 122.12] або 
[163.25, 200]
[70, 90.05]
6d154.79 95.80 або [113.37, 126.90]
[154.79, 200] 95.80 або 113.37




[182.78, 200] [70, 79.63] або [99.04, 111.46]
Таблиця 6 
Уточнені сполучені правила 
ЯКЩО ТО
x1(t) x2(t) y(t)
знП нР або знР
d1 знП або нП знР
знП Ст або знР
d2нП або Ст знР
нП або Ст нР
знП або Ст нР
d3
нР знР





нР знП або Ст
d5
знР нР
Ст або знР нП
нП знП
Ст або знР знП
6dнР нП або Ст
знР нП або Ст
нР або знР знП
7dзнР знП або нП
Таблиця 7 
Множина розв’язків системи рівнянь нечітких відношень
ЯКЩО ТО
1x (t) 2x (t) y(t)
11cµ 12cµ 13cµ 21cµ 22cµ 23cµ –
[0.92, 1] [0, 0.15] [0, 0.15] [0, 0.15] [0, 0.48] [0.92, 1]
1d
[0.92, 1] 0.48 [0, 1] [0, 0.15] [0, 0.15] [0.92, 1]
[0.75, 1] [0, 0.15] [0, 0.15] [0, 0.15] 0.50 [0.75, 1]
2d0.65 0.65 [0, 1] [0, 0.15] [0, 0.15] [0.65, 1]
0.65 [0.65, 1] [0, 1] [0, 0.15] [0, 0.15] 0.65
[0.49, 1] [0.49, 1] [0, 1] [0, 0.15] [0, 0.15] 0.49
3d
[0, 0.15] 0.49 0.49 [0, 0.15] [0, 0.15] [0.49, 1]
0.49 [0, 0.15] [0, 0.15] [0, 1] [0.49, 1] [0.49, 1]
[0.49, 1] [0, 0.15] [0, 0.15] 0.49 0.49 [0, 0.15]
0.65 [0.72, 1] 0.65 0.65 [0.72, 1] 0.65
4d[0.46, 1] 0.34 [0, 0.34] [0.46,1] 0.31 [0, 0.31]
[0, 0.31] 0.31 [0.46, 1] [0, 0.34] 0.34 [0.46, 1]
[0, 0.16] [0, 0.16] 0.50 [0.50, 1] [0.50, 1] [0, 1]
5d
[0, 0.16] [0, 0.16] [0.50, 1] [0, 0.15] 0.50 0.50
[0, 1] [0.50, 1] [0.50, 1] 0.50 [0, 0.16] [0, 0.16]
0.50 0.50 [0, 0.15] [0.50, 1] [0, 0.16] [0, 0.16]
[0, 0.16] 0.54 [0.76, 1] [0.76, 1] [0, 0.16] [0, 0.16]
6d[0, 0.16] [0, 0.16] 0.65 0.65 [0.65, 1] [0, 1]
[0, 0.16] [0, 0.16] [0.65, 1] 0.65 0.65 [0, 1]
[0, 0.16] [0, 0.53] [0.94, 1] [0.94, 1] [0, 0.16] [0, 0.16]
7d
[0, 0.16] [0, 0.16] [0.94, 1] [0.94, 1] 0.53 [0, 1]
Нечіткі квантифікатори для утворення сполучених 
термів у правилах табл. 6 відповідають інтервалам мір 
значимостей ilcµ в табл. 7.
6. Обговорення результатів налаштування нечітких 
правил
Відповідно до дій досвідченого менеджера отри-
мано навчальну вибірку у вигляді значень 〈 1x̂ (t), 2x̂ (t), 
ŷ(t)〉, при яких попит на продукцію задовольнявся при 
мінімально допустимому запасі продукції на складі 
[11]. Навчальна вибірка представлена на рис. 3, а–в у 
вигляді динаміки зміни вхідних і вихідної змінних 
протягом року. Залишок продукції на складі після 
управління (t)ε = 2x (t)+y(t)– 1x (t)  не перевищує до-
пустимого значення запасу, яке становить 70 ⋅ 102 кг. 
Динаміка зміни залишку продукції після управління 
(t)ε , яка представлена на рис. 3, г, свідчить про стій-
кість управління, тобто тенденції наближення показ-
ника (t)ε  до нуля [11].
Порівняння модельного і еталонного управлінь 
до і після налаштування правил представлено на 
рис. 4, а і 5, а. Порівняння залишку продукції на складі 
після управління показано на рис. 4, б і 5, б.
Точність виведення і кількість правил становить 
RMSE 7.92= , Z 13=  і RMSE 4.48= , Z 21= , до і після 
навчання, відповідно. Налаштовані правила забезпе-
чують точність виведення на рівні експертних правил, 
які отримані в [15] для Z 25= .
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Рис. 4. Управлінська дія: а – генерована початковим 

















Рис. 5. Управлінська дія: а – генерована уточненим 
набором правил;  б – залишок продукції на складі після 
управління
7. Висновки
Запропоновано нейро-мережевий підхід, 
який дозволяє налаштовувати структуру кла-
сифікаційних правил шляхом розв’язання рів-
нянь нечітких відношень для заданих класів 
виходу, що є альтернативою генеруванню і се-
лекції гіпербоксів. Встановлено, що використан-
ня нейро-нечіткої мережі оберненого виведення 
дозволяє уникнути надлишковості бази знань 
із збереженням точності виведення. При цьо-
му кількість правил у класі дорівнює кількості 
розв’язків, а форма функцій належності нечіт-
ких термів у правилі визначається інтервалами 
значень вхідних змінних у кожному розв’язку. 
Розв’язання задачі оберненого виведення 
здійснюється за допомогою рекурентних спів-
відношень, які відповідають навчанню ней-
ро-нечіткої мережі, ізоморфної системі рівнянь 
нечітких відношень. Такий підхід дозволяє 
адаптивно коригувати структуру нечітких пра-
вил в міру появи нових експериментальних 
даних.
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б – зміна запасу; в – управлінська дія; г – зміна залишку 
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Наведені результати досліджень складної систе-
ми заторно-варочного відділення пивзаводу метода-
ми нелінійної динаміки. Проведений аналіз часових 
рядів технологічних змінних процесів приготування 
пивного сусла. Моделювання в пакеті VectorODE доз-
волило провести реконструкцію предиктор-функцій 
для задач прогнозування поведінки процесів затиран-
ня пивного сусла в хаотичних режимах їх функціону-
вання. Використання предиктор-функцій забезпечує 
реалізацію ефективних стратегій керування тех-
нологічним комплексом виробництва пива в умовах 
переміжності
Ключові слова: прогнозування, математична 
модель, предиктор-функція, затирання сусла
Приведены результаты исследований сложной 
системы заторно-варочного отделения пивзавода 
методами нелинейной динамики. Проведен анализ 
временных рядов технологических переменных про-
цессов приготовления пивного сусла. Моделирование 
в пакете VectorODE позволило провести реконструк-
цию предиктор-функций для задач прогнозирова-
ния поведения процессов затирания пивного сусла 
в хаотических режимах их функционирования. 
Использование предиктор-функций обеспечивает 
реализацию эффективных стратегий управления 
технологическим комплексом производства пива в 
условиях перемежаемости
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Процеси приготування пивного сусла є складним 
нелінійним об’єктом керування, однією із особливос-
тей якого є наявність в поведінці явищ переміжності, 
що полягає в чередуванні детермінованих, стохастич-
них та хаотичних режимів. Така обставина вимагає 
організації адекватної поведінці об’єкта стратегії ке-
рування на основі моделей прогнозування. Отримання 
математичних моделей прогнозування вирішується на 
основі експериментальних даних у вигляді часових ря-
дів. У випадку стохастичної поведінки моделювання 
розвивається в основному в рамках математичної ста-
тистики і відома під назвою «ідентифікація систем». В 
умовах переміжності при наявності хаотичних режи-
мів досягнення успіху моделювання за часовими ряда-
ми стає більш реальним лише за відмову від претензій 
на розробку єдиного для всіх об’єктів універсального 
алгоритму. Необхідно створення набору спеціальних 
технологій реконструкції виділених на основі викори-
