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ОБЩИЕ СВОЙСТВА ШСЖЮЕЛЕЙ СУММИРУЕМОСТИ 
Г.Кангро 
Тартуский государственный университет 
В настоящей статье* рассматривается связь между множи­
телями суммируемости в FK-npocтранствах, имеющих общий счет­
ный баэис, и множителями суммируемости в сопряженных прост­
ранствах. 
Пусть А и ß — два PJf-пространства с элементами 
X-(.%K.)i у • • • - Комплексные числа будем назы­
вать множителями суммируемости типа (А,Внесли для любого vCeA 
элемент 41JtLeß, где 
Hot ~ i&icku)- ( 1 )  
В случаях, когда ß-1 или b - t  числа 8 ^  будем назы­
вать множителями сходимости. Через (А,ß) будем также обоз­
начать множество всех последовательностей £ = (£*.), являю­
щихся множителями суммируемости типа (A,ß>). 
Определяя множители суммируемости в Fk -пространствах А 
и ß , можно одновременно находить интересные обшие свойства 
множителей суммируемости в ряде (первого и второго родов) и 
в последовательности ( см. [l], стр. 195 и 223). Зто дости­
гается соответственным выбором пространств А и В> . Напри­
мер, (1,6) — множители сходимости второго рода, (&,С) — 
* Статья написана на основе найденного наброска проф. 
Г.Кангро его учениками С.Бароном и Э.Юримяэ. Хотя лемма и 
теорема статьи уже известны в более общем виде (см.[5], пред­
ложение 4, и [б], предложение 5.2), все же статья вполне дос­
тойна опубликования, ибо простыми интересными рассуждениями 
она указывает на возможности одновременного изучения ьложи-
телей суммируемости в ряде и в последовательности нахождения 
множителей суммируемости. 
с 
Свободные индексы и индексы суммирования принимают все 
значения 0.1,... . 
«• 3 — 
множители сходимости первого рода, a — множители 
сходимости в последовательности. 
Лемма. Пусть оператор М4 -*£> определен равенством 
(1), где х.еА, Если (A,ß) , то Al — непрерывный линейный 
оператор. 
Д о к а з а т е л ь с т в о .  П у с т ь  х
л
-*х. в А и 
в ß. Покажем, что ^-/Ыоц. Так как £€(4,6), 
то обозначая CštZ)> получаем 
Ввиду покоординатной сходимости имеем 





-С^и, S«. — о ulS Ч. > 
т.е. 
-у = 
По теореме о замкнутом графике ( [4] , стр. 61) оператор /££ 
непрерывен, так как он линеен. Лемма доказана. 
Обозначим через 4' и ß' пространства, сопряженные 
для А и ß соответственно. 
Теорема. Пусть Д и ß обладают одним и тем же счет­
ным базисом (Си) • Тогда 
(4, £>) с (В' ,  А ') .  
Доказательство. Пусть зсеА и 6 . 
Так как (е<с) —общий базис для А и ß , то^ 
^ ^ е" л ^ 1 
Если l€  А' и q€&' ,  то, обозначая 
получаем 
/*= = ;с/,л. , п = %9-1- • (2) 
Таким образом можем f к Q рассматривать как последова­
тельности — (/а:) и ^ ) . Если <£ е (4,8), то 
по лемме оператор , определенный равенством (1), непре­
рывен, и, следовательно, положив для любого ^6 ß' 
j = y/U, € А' 
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и учитывая второе из равенств (2), находим 
/•£ ^  (tCx,)  ~  ŽZ ^<6 ё-кНь. ~ . 
Последнее означает, что = (^кЧк) € Л' для любого geß, 
т . е .  £ * ( & ' ,  А ' )  ,  • '  d  ^  
Применим теорему в случае, когда A = и 0 = I'1 . 
Это возможно, так как при всех пространства l'*' име­
ют общий счетный базис (С
к
) , где £
с 
= f&cv,) и £tv — 
символ Кронеккера. 
Действительно, пусть . Определим ^ и 4 ра­
венствами 
4 i  J У 'Z _ V 
Л ^ т + 
Так как. =  и , то по теореме и 
замечанию при конечных г- > / , ввиду реверсивности 
а к  о  =  и \  i * ) . , (з) 
Рассмотрим верно ли (3) при всех V 6-' p., t^co , где .1 - £ 
и 1°" = m. По доказанному остается рассмотреть лишь част­
ные случаи форцулы (3), когда jv vi Ч, равны 1 или ос, по­
лагая Л/оо -О-
1) Частый случаи *, = -/. Так как t = т и (е-0) '= 
= t. а С-с и с" имеют общий счетный базис (" , то по 
теореме имеем , £) С (ж, t4*) и (ч0, Р'1') С (?) . 
Отсюда при помощи очевидного ввиду с
а
ст включения (м? 8)с 
cz (d0} ß) выводим, что 
а*, е) = с»ь,е*). (4, 
Если л = V , то 
С11 t) - irK, т) = w, . (5) 
Действительно, по теореме Обратно, если £ £ 
то £ oi (ибо при £.4- "I и е - имеем ^ 
<^/п и, тем самым ибо ) - т. (см., например,[1] 
стр. 189, следствие 22.3), т.е. (m,mjc />г , чем ( 5) доказа­
но. 
Если /р/ = ео, то = I и (4) получает тривиальный 
вид (*г,С) = (MsjC) . 
Таким образом, при // б ю 
(б )  
2) Частный случай ср-оо. Так как t°° не обладает 
счетным базисом, то поступим следующим образом. По теореме 
"
р
" и , I V  * 1 » , * ) .  
Докажем сначала, что при jv •/ 
с (1^ С
с
) . (8) 
Для этого предположим, что 6 б м). Тогда для любого 
имеем 41otetri. Следовательно, матричное преобразова­
ние 
^к. 
с «-кн. = £«, при <с = <г и ос^ = 0 при к ¥= >г переводит 
любую последовательность ffW) 6 в ограниченную последо­
вательность ^ = (£и.Си.) • Тогда (см. , например,[l] ,тео­
рема 3.2, и 7 , теорема Xllla) оС*.ь.~ @(4) при р, - 4 , 
т.е. £*. - (PL4) и ,2Ufc(ofn<e|*=(J^ при. ^.>4 
или 
Uh.\^ - (9(<1) , откуда также £ 6 /п . Тогда3 ' £ £ С j , 
ибо тс (1^с0) ввиду с с0 , чем включение (8) доказа­
но. Но по теореме С
а
) c(Cf . Поэтому ввиду (7) 
при всех М/> 4 
(е, I*) = яг). (9) 
Если Д = У , то имеем очевидность ( С ,  т )  -  ( 6 ,  т .  )  .  
Если J \ = o o ,  то получаем ( t , l ) =  ( л г ,  т ) ,  что ввиду (5) 
имеет место. 
Таким образом, при Vi-д&схз доказана формула (9). 
3) Частичный случай f- дает [I, f1) ~ т) , что 
ввиду (9) имеет место при любом 1. 
4) Частичный случай р = <х> дает (ж., £*) - t ) , 
что ввиду (б) верно при любом 
Итак, доказано 
Следствие 1. При любых ju и К, с 6 со и оо 
имеет место формула (3). 
На срмсм деле ( £^, т ) = cl J - '''t- при любом конеч­
ном ( см .  ниже  с л ед с т вие  3 ) .  
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Рассмотрим теперь множители суммируемости, где одно из 
пространств является С, которое не имеет счетного базиса. 
Докажем, что имеет место 
Следствие 2. При любом j v  с У 4 А- < оо 
uim =(*-> т. do 
Д о к а з а т е л ь с т в о .  С  о д н о й  с т о р о н ы ,  т а к  к а к  
С0с £ с м, , то («t, ß)c(<if ß)cC«„,ßJ.C другой стороны, при 
/ь>7 по теореме (с„, I) с £А) , т.е. формула 
(10) при > У доказана. 
При jv - 4 формула (10) получает вид (с ,6) ~ (т, £),  
что верно,  ибо (*к, &) с  (с ,  С) с(с 0 ,  £),  а по теореме (с , 0 рв)с 
с (ж} I) . 
При ^ = формула (10) получает вид (&, т)-(т,т.), 
что также верно. Действительно, мы видели, что (гк,пг) с 
с(с,ж). Обратно, если £ € (с, т) , то для любого х.ес имеем 
<£„ f 
н 
= (P(i) . В частности, при X = £ имеем <£
Л 
= , 
т.е. <£е #п = (т,т) ввиду (5). А тогда £е(т,т), т.е. 
(с, *n J с (m-, -т). 
Следствие 3. При любом конечном У 
( ^ а )  (И)  
Д о к а з а т е л ь с т в о .  Т а к  к а к  с с  « t ,  т о  ( Л ,  й ) с  
с (А,т) и, применяя (8), получаем требуемое. 
При jv-ос> формула (11) переходит в (*г, с) = m), 
что не имеет места. Действительно, мы видели, что (**ь,с.) с 
но не наоборот, ибо при £€(tn,tn), т.е. при <£ ё иг , 
и jc = £ последовательность ) = (£^) не должна схо­
диться. Фактически же (т,т) = *ц ввиду (5) и (т., с) — £0 
(см., например,[2], следствие 2, и[1], теорема 17.9). 
Следствие 4. Имеет место строгое включение 
C d y t o )  с а, с).  (12) 
Д о к а з а т е л ь с т в о .  Т а к  к а к  ( с ,  с
е
)  с  ( е .
в
, с 0 )  
и по теореме (с.0, с„) с (lf С) , то (12) имеет место. Однако 
обратное включение не имеет места, ибо ввиду (5) имеем (1,1)-
- »V. Действительно, если хес , например, х = е, то (<£*£,): 
=  ( £ « )  не сходится для любого £е»г .  
- 7 -
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General properties of the summability factors 
G.Kangro 
Summary 
Let A and ß are Fl(-spaces, A and в' their dual 
spaces. A sequence £. = (Ли.) is called the sequence of the 
summability factors of the type (A f  6) if (£•«.$«*)&ß for 
aii U i i ) e A .  
Theorem: If A and ß> have the same denumerable basis 
(£«-) then 
C A > & ) c C B ' J A ' ) .  
As applications of this general theorem the following 
relations are given: 
1) (A  ,  &)  — (В',А ')  for the reflexive spaces A and ßj  
2) (£/«•, rj = it*, Ity , and 
J- + £ ~ 4 i + 1 -/ f  '  > t v  Л '  '  
5) (с, t^) = , J & j 
4) ( I f t  C s )  = (6^, w; 4 & f v < o o - )  
5) (С, С„) с: (1,1) . 
- 8 -
ТЕОРЕМА ЗШЯСЮГО-ЦЕЛЛЕРА ДЛЯ СУММИРУЕМОСТИ 
СО СКОРОСТЬЮ 
Э.Юримяэ 
Тартуский государственный университет 
В одной из оставшихся заметок проф. Г.Кангро был сфор­
мулирован для суммируемости со скоростью аналог теоремы Ви-
ланского-Целлера [2] о суммируемости ограниченных расходя­
щихся последовательностей. Им представлена и схема доказа­
тельства соответствующей теоремы для таких А-консервативных 
методов А =(^й:),для которых* со
к 
- 0 . Проработав эти ру­
кописные заметки своего учителя, автор нашел доказательство 
в общем случае, которое и приводится в данной статье. При 
этом из доказательства выделены некоторые предложения, кото­
рые могут быть полезными при изучении других свойств методов 
суммирования со скоростью. 
1. Используемые понятия и факты 
Пусть X = - некоторая возрастающая последователь­
ность чисел. Для всех сходящихся последовательностей х=(£
к
) 
определим последовательности^ & = ißu) с /3<с = , 
где £ = f«.. Последовательность х. называется Л-сходя­
щейся, если соответствующая последовательность £ сходится, 
и А-ограниченной, если & ограничена. Если то после­
довательность ле называем А-неограниченной. Множества £* = 
- {х.' и = fx,', ^ еж^являются ВК- пространствами с 
нормой II X-ll = Ц (см. [l]). Пусть метод А опре­
делен матрицей (eWk) преобразования последовательности в 
последовательность. Последовательность Jt называется ДА-сум-
1 
Если пределы изменения индексов не указаны, то измене­
ние происходит от 0 до ос , 
й 
Если надо подчеркнуть зависимость от X, то пишем 
ДДх) и т.д. 
- 9 -




. Множество всех /\*-суммируе­
мых последовательностей обозначаем через бМ . Оно является 
FK-пространством (см. [l]) с полунормами 
1 {lla-M £«, I , u^y-v I I Tn I; J flj.i 1) 
В пространстве eV\ каждый линейный непрерывный функционал 
определяется формулой 
~ ot^ -+* jut JEJ ^ ^ (2) 
где 2Z\<tu.[«x> и коэффициенты таковы, что ряд Z34 схо­
дится при всех X 6 СХД . 
Метод Л называется А-консервативным, если -4 (сЛ) С 
С Для А -консервативного метода А последовательности 
с„-б&еу) » и ЙЛ= ('(/Л*:) принадлежат прост­
ранству е
Л
А . Имеет место (см. [lj, лемма 3) следующая 
Лемма. Метод A — (o-kic) является > -консервативным 
тогда и только тогда, когда 
1 °  А Се )  € 6 Л ,  
2° JCOo-kI/A«: ) < СХ7 (favc = ) ? 
3° (9С = (OCkul ) С 
А И- ( ^ ^ ) / Q\ 
- хГ" ~ 
консервативен. 
Если для последовательности г, имеет место слабая схо­
димость по отрезкам в с
л
А , то А-консервативный метод А 
называется А-конулевым, в противном случае А-корегулярным 
( см. [l] ). В последнем случае 
q(6C) = ос — Ф- О у 
где п .  
<xz = ^23 oCnic 7 — 1лл1л сх-я.« -
<i- к: л-
Если > ^  = (у(-/ J, то А-консервативность совпадает с консер­
вативностью и имеют место равенства Cs — — С и ^J -
= q(A) (см. [l]). Из этого следует, что в случае Ait = ф(1) 
топологические свойства А-консервативных методов не отлича­
ются от свойств консервативных методов суммирования. »Ьэтому 
в дальнейшем предполагаем, что А 7^ (P(-i)< 
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2. Некоторые предложения 
Оказывается, что многие свойства поля сМ выражаются 
через свойства поля суммируемости метода ЭС ~ , где 
<Х
Н
(4 определяются формулой (3). Поле суммируемости метода 
ОС обозначаем через оЛ&. Оно являзтся ЬК-пространетвом с 
полунормами 
ы 
где Ь-((Ък) - точка поля c6i .  В пространстве каждый 
линейный непрерывный функционал ß определяется формулой 
f (£)  =  ^ T icß ic  ^  .  ~b  fT£vl*l 2^^ßic > ( 4) 





сходится при всех & = (ßK) ее/Я, 
Докажем сперва следующее 
Предложение 1. Если Л А-консервативен, то всякий ли­
нейный непрерывный функционал в пространстве С*А на мно­
жестве С Лс
л
А определяется формулой 
/N=2X/9* +JZd„IZ<x« tcß. lC-+ *KußK +/U(5) 
где И,1&л1<оо и коэффициенты <5^ таковы, что ряд 





Д о к а з а т е л ь с т в о .  Е с л и  с е е е ,  т о  
cy=2Z&<c^ •+• < f( A )Š  f r  -*• CO$ , 
t  — -IcM-u JET Д-С f ^ Ce) -
и 'Л. к. 
При помощи этих соотношений из (2) получаем формулу ( 5) и 
вместе с ней условие для коэффициентов б^.. 
Предложение 2. Если последовательность , где JrT6-
€ с?. > слабо сходится к х.ес в сМ , то последовательность^ 
слабо сходится к £(ц) в сб£. 
Доказательство следует из общих видов ли­
нейных непрерывных функционалов (4) и (5). 
- II -
Примечание. Если <2^= 0 для всех <с, то можно пока­
зать, что из сильной сходимости следует сильная схо­
димость š^(ot) —> Cix,) , 
Предложение 3. Если последовательность (£t), , 
слабо сходится к элементу 4ein в е(% , то в сЛА найдется 
последовательность с элементами т, которая слабо схо­
дится к vC. 6 mA! 
Д о к а з а т е л ь с т в о .  П у с т ь  & % , - [ $ £ )  •  В ы б е р е м  
Ot^ = (ßZ/Xk.) и Л« =(/3*/Ц). Так как (Р(-1), то 6С0 
и Л е С0. Слабая сходимость последовательности [x-i) к jc 
в еМ получается при помощи (4) и (5), учитывая, что £ -0. 
Предложение 4. Для Л-корегулярного метода Л в поле 
сМ имеет место соотношение wA ^ СА  с с*. 
Д о к а з а т е л ь с т в о .  Н а м  н а д о  п о к а з а т ь ,  ч т о  д л я  
каждого линейного непрерывного функционала (5) из равенства 





А .  
Сперва отметим, что при во второй сумме в (5) 
можно изменять порядок суммирования. Таким образом каждый 
линейный непрерывный функционал в пространстве с
А
 на мно­
жестве wY)слА определяется формулой 
.jC'X.) = JZ *>K.fouL JETcxÄfc. 
Возьмем x "ii' ,, 
для X-m имеют место равенства £ь{х
т
)-0 при 
при и ?(*,*)-О- Из условия получим 
go -f 
/(«m)  =  2-v  j*  +  i ( ° t  — 2Z <*-*)  -  0 ,  
откуда при в силу v(p(-) Ф0 следует, что £ = 0 .Взяв 
^- g £<2* и затем i=ce'cA, получаем соответственно,что 
4 ^ - 0  и /Ы,-0 ,  т . е .  j ( x . ) -0  ,  е сли  х е т Л Лс А А,  
3. Основная теорема 









Д о к а з а т е л ь с т в о .  1 )  П у с т ь  е А  з а м к н у т о  в  
С'ЛД. Тогда £л является полным подпространством в еАЛ ,т.е. 
в нем топология нормы Пл-ll = 1£|| совпадает с то­
пологией, индуцированной топологией пространства с. А . Из 
этого следует, что каждый линейный непрерывный функционал на 
подпространстве с/ задается формулой 
fC*>) = ^  
Отсюда можно заключить, что для последовательности <L* не 
имеет места слабая сходимость по отрезкам, действительно,ес­
ли ^С<^*с)~0 для всех ic, то du. = 0 для всех ic, но для 
таких функционалов /(£AJ = ^ • ^то значит, что А является 
Л -корегулярным и по предложению 4 получим равенство #пАЛ<2')4= 
= е\ 
2) Пусть mYleM =сл. допустим, что сЛ сл Ф с* . Тог­
да по предложению 2 множество с не замкнуто в е(%. Из это­
го по теореме Зиланского-Целлера получим, что в c6t найдется 
/е/П, являющаяся предельной точкой для множества С . 3 си­
лу предложения 3 получаем противоречие с равенством тл/)сАЛ-
= с х .  
Теорема доказана. 
4. Некоторые другие следствия 
Следствие 1. Если сМ т*СА , то А-консервативной метод 
,АЛ-сумь.ирует некоторую А-неограниченную последовательность. 
Д о к а з а т е л ь с т в о .  Д л я  А - к о р е г у л я р н о г о  м е т о ­
да это утверждение следует из предложения 4, учитывая свой­
ства топологии Fk-пространств. Для А-конулевого метода 
получаем то же самое непосредственно из определения А-кону­
левого метода. 
Методы А и ß называются А-совместными для последова­
тельности -А: - с^к) > если 
и.^ьь А,^ ( У: сь,
л
. Р .. — t<-Ut Šu. ) ~ 
К 
>  ' V  JU. 
- V -«а* 
Следствие 2. Если для А-корегулярных методов сМ 2. 
5с,,>1й и эти методы А-совместны на сА, то они А-совмест-
- 18 
ны и на множестве d*ß I1тл 
Д о к а з а т е л ь с т в о  в ы т е к а е т  и з  п р е д л о ж е н и я  4 ,  
учитывая, что является непрерывным функционалом. 
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A theorem of Wilansky and Zeller for the 
summability with the speed 
E.Jürimäe 
Summary 
Let A — C&tbx.) be a number matrix and A = (А*), where 
Лб-f* I n  this paper the space of A-convergent sequences 
, the space of A -bounded sequences ИТ* and the space 
of A^-summable sequences СЛА are considered. They all are 
FK-spaces (see £lj) . 
For the A -conservative method A  (i.e. C ^ C C ^ A  ) it is 
P
"™a «»Л e»A = с' 4Ф c l  eJ = ^  in SA. 
Also some other propositions in connection with the 
A -conservative methods are given. 
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ПРОБЛЕМА ЭКВИВАЛЕНТНОСТИ ПОСЛЕДОВАТЕЛЬНОСТЕЙ И 
lAjbEPOBoi ТЕОРЕМЫ Л 
й.Реймерс 





) - треугольная числовая матрица, У -
~(А
к




% ~ Аг,(*) -  X, -
Последовательность \ называется суммируемой методом /4, 
если 
3 #1« £ oo, 
и пишут хбс/4. При этом множество сА называют полем сум­
мируемости метода А , а число /Ц -О - Л-суммой после­
довательности х.  
Пусть с - множество всех сходящихся последовательнос­
тей и е = ( 1, 1, - • • ) . 
Метод А называют регулярным, если сясА и Л(*) = 
= fun . Для регулярности метода /А необходимо и доста­




2 °  гПи  =  1 ,  




| < М .  
Условия 1° и 3° являются необходимыми и достаточными 
для нуль-регулярности метода А , т.е. для того чтобы метод А 
суммировал к нулю все нуль-последовательности. Во всей статье 
будем предполагать, что метод А регулярен. 
Последовательности х и у называются эквивалентными, 
1 
Если пределы изменения индексов не указаны, то они име­
ют значения 0,1,2,... . Ниже 
СI in vt 
к = Чл КИ О 
к  
т: . ГУ1 Ü к -
- 15 -
если 
ü» - j 
*r\ 
и пишут х При этом будем предполагать, что х„? Q. 
В настоящей статье изучается проблема эквивалентности 
последовательностей < и у , при этом последовательность v 
может быть произвольной, т.е. не принадлежать полю суммируе­
мости с А . 
В § 1 дается точное (т.е. необходимое и достаточное) 
условие для эквивалентности при произвольной последо­
вательности V (теорема 1.1). 
В § 2 из точных условий эквивалентности выводятся дос-
тоточные условия (теоремы 2.1,2.2 и 2.3), связанные с неко­
торыми множителями с
к  
ел) .  
В § 3 дается рекуррентное соотношение меж,ву числами 
£н С*)* 
В § 4 из теорем эквивалентности выводятся как частные 
случаи теоремы тауберова типа для сходимости последователь­
ности У . При этом тауберовы условия оказываются завися-
щимися от последовательности у . 
Во второй части статьи, которая будет опубликована в 
с л едущем номере, будет дана конкретизация результатов этой 
части статьи для методов Чезаро и Рисса. 
§ 1. Точное условие для эквивалентности 
Пусть у = (.*„) - произвольная последовательность,где 
jfK f о . Обозначим 
u  kf I =  ^Kt I ^к > 
i 7 _ _ _ и 
г 
v<*1 ~ vK 
F„(*) = Z VK„ I Ö„; .Kfi , 
К - 0 «" = 0 











( в )  г 'C i  -  а и ,А-  •  
K = 0 p4' I ro 
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Следовательно, 
h  =  д „ ( г )  + (Ы) 
Ив этого равенства (1.1) непосредственно втекает 
следующая 
Теорема 1.1. 
j(~Ч <£=> РцС") = о(1) .  (1.2) 
В статье [4] имеется аналогичный результат для ( 
(теорема 3.3). 
§ 2. Достаточные условия для эквивалентности 
Пусть числа с
к
(х)^о удовлетворяют условию 
= od). (2.1) 
К=0 < fTO • 
Теорема 2.1. Если числа с«(х) определены условием 
(2.1), то •' 
х  ~ У ' 
Доказательство. На основании теоремы 1.1 достаточно по­
казать , что F„(x) = о(1). Мы имеем 
( .*) - JE ?~£Г) X а и< с*м  — 
— 2Ž fn- I K  +  l  '  
kerO 
г
Де 1 Д .. 
•f , „ X "и< -*t • 
Так как метод Л регулярен, то 
/|>1 f„ - , K  = ^т;, 53 - О-
и О И 
Ввиду условия (2.1) будет 
г I ь-. Л - od). 
Таким образом, матрица f = (i„_, 
к
) суммирует к нулю 
все нуль-последовательности, т.е. метод суммирования F нуль-
регулярен. По этому из СкМ и-
к<.( = о Ci; следует /г ( = 
3 
- 17 -
—  o d )  .  Теорема  дока з ана .  
Рассмотрим теперь вопрос, как выбрать числа , 
чтобы условие (2.1) выполнялось. Пусть фо и определим 
Сц_(х) так, чтобы было 
I £ Xi  j ^ М I 4
И К
| | С , < Г *>1. (2.2) 
1 - 0 ,  
Тогда условие (2.1) выполнено. Действительно, ввиду условия 
(2.2) и регулярности метода А , мы имеем 
X I 2Г- t a„i У; I £ IT I I М = 0(1). 
fro к  1'" 
Условие (2.2) проще условия (2.1). Чтобы условие (2.2) 
в свою очередь было выполнено, достаточно взять 





И  К  
равномерно по к или * 
I Я °и; 
с «  ( V )  =  s k p  j  - ^ - г  - >  2 . 4 )  
и> к / "ик t 
предполагая, что такие числа cv (*; существуют и конечны. 
Следовательно, имеет место 
Теорема 2.2. Если <?*«) определены условием (2.2), 
( 2.3) или (2.4), то 
cKo>uk,, = J<~j- (2.5) 
В условии (2.5) 
с*(*; 4u.<-i 
с* (*) ^ K.i —  ~ У« 
Если предположить, что I 1^. £• при каком-нибудь £70, то 
«  С
к  
fX )  +  i  j  I  Ск  (  I  
I I - £ jn 
Л к •< к-t-t I ^ 
и мы можем написать следующий результат. 
Теорема 2.3. Если с^х) определены условием (2.1), (2.2), 
(2.3) или (2.4) и |Х
К





* . ,  • =  о ( 1 )  ~  3  .  
§ 3. Рекуррентное соотношение между с„(*) 
Если с
к




C K t l ( * )  =  - f / m  f . ^7» °и' У| f.",«- + <tA _ 
ft \ ^Л#£+| ^ик+i ^ 
^ d м ( ^ J 
= &'»*1 tiir, Hü_ .+- Х
КН 
и  ^ И и  1 1  к - И  
и, следовательно, 
с




ß статье [ßj имеется частный случай этого равенства, когда 
у = е. 
Если с
к





> О , что 
CJiT Ct(i« -*i йи к Kfi -У«-й ) . — + 5 " j Ž ^(,^1 и к*-| (1 ? Ktl 
^  c - p  s u p  ,  
rtik "»*• H^K+I u" 
 .  .  
с
кг, ( y ) &  c k c x )  i « p  + .vK„ „ (3.2) 1  tl "dWl 
Так как в условии (2.1) мы можем с
к
оо увеличивать не на­
рушая выполнения условия, то вместо неравенства (3.2) мы мо­
жем взять равенство 
( х )  -  c k ( x )  s«p  -  -t- ук<_, . (3.3) 
и j. < T 1  /t+1 
§ 4. Тауберовы теоремы 
Рассмотрим, в предыдущих результатах частный случай, 
когда хе с/Ч .Тогда у с-с и из эквивалентности х ~ у получим, 
что и л б с > причем из-за регулярности метода А будет 
/ \ ( * )  -  £  1 ^  ^ к  •  
Следовательно, из теоремы 2.1 вытекает следующий результат 
тауберова типа. 
Теорема 4.1. Пусть с
к
(у) определены условием (2.1). 
Если с
К
(*)^_, ZL od) , то у£с/-1 j. ее . 
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Такая же теорема будет верна, если с
к
(/; определены 
условием (2.2), (2.3) или (2.4). Соответствующие результаты 
вытекают тогда из теоремы 2.2. Выпишем их. 
Теорема 4.2. Пусть с
к
(*) определены условием (2.2), 
(2. 3 )  или  ( 2 . 4 ) .  Если  с
А
<х )  у *  + 1  = о ( 1 ) ,  т о  х е сД  =5>  л е с .  
Наконец из теоремы 2.3 получим следующий результат. 
Теорема 4.3. Пусть с„ (у; определены условием (2.1), 
(2.3) или (2;4) и |У«1 »£ при каком-нибудь с > о . Если 
СкМ = o ( j ) ,  т о  =>  > е с .  
Во второй части статьи мы сравним эти результаты с име­
ющимися результатами тауберова типа для методов суммирования 
Чезаро и Рисса. 
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The problem of equivalence 
of sequences and Tauberian theorems, I 
E.Reimers 
Summary 
Let A = ( а*к) be a triangular matrix of real numbers 
and the sequence be the /(-transform of a real 
sequence * - (y* ) , i.e. 
У n = A Pi ~ 5Г аи#с -"к • 
° K-0 
Let С be the set of all convergent sequences я and e~(l)= 
The sequence У is called A summable to the ешп A(x) 
if there exists £im = AO^oowhen n-s>«x>„ that it is 
written xecA and the set cA is called the summability 
field of the method A • The sequences У , where Л
к
фО t  and 




= f and at that we wri­
te x ~ у . 
In the whole article we are assuming that A is regular, 
i.e. ccc(\ and A(*)= -"'к for all x€C-
§ 1. The precise condition for equivalence 
In this section we deduce the precise condition, i.e. 
necessary and sufficient condition (<^ ) for the equivalen­
ce of sequences X and ^, where M is an arbitrary sequen­
ce with У
к
=^0 , i.e. optionally xec/l „ Denote 
~ -^K > 




X vKti öM; ILrO i'-O 
Then 
•J- = A„(&) + <*) .  (1.1)  
и 
From this equality (1.1) we get directly the following re­
sult. 
Theorem 1.1. у ~ У ФФ F n (x)-o( l) .  
In the article [VJ there is similar result for (% 
^ С •*«+ij. 
§ 2. Sufficient conditions for equivalence 
In this section we deduce sufficient ( =£>) conditions 
for the equivalence of sequences я and Ы. For the sequence 
* define numbers c K(x)fO so that they satisfy the condi­
t i o n  „ - I  
I ал*) *<•' I - 0 ( !). 
3 
fr0 4  vv /. ( 2Л) 




^0 and define numbers t^(*) so that 
I Z" I < M 1<3
ИК 
CKf*)|. (2.2) i -o 
Then the condition (2.1) holds. The last condition (2.2) in 
its turn holds when ^ 
K (*) — brvy Oni (2.3) 
"-**> 1-0 4 yy 
uniformly in к, or K  
C K  M = sup I ^Ои<• (2.4) 
Thus we have the following results. 
Theorem 2.2. If the numbers CH(x) are defined by the 
condition (2.2), (2.3) or (2.4), then 
= " ( * )  У X  •  
Theorem 2.3. If the numbers cK(y) are defined by the 
condition (2.1), (2.2), (2.3) or (2.4) and I У/<I ^ £ for some 
£>0, then 
С ,< (<•) j = С С1) \ß~~> X. 
§ 3. Recursion relation between cK(*> 
If cK  (*) are defined by the contition (2.3), then the 
following relation holds: 
c
,<u O) = ck('<)&'«*-, + ^K+j • (3.1) 
Л -) o^ >  ^И Kt 1 
In the article £3] there is a special case of this relation 
when x r 6 . 
If are defined by the condition (2.4) and if 
c„ f c>0 and -X„->0 • then 
с
к
, ,  (*) = e^c*) SMi> + Jk+1. C3.3) 
H >. KVl WnK+i 
§ 4. Tauberian theorems 
In this section we consider the special case of the pre­
vious problem when У 6 C'A . Then vj <£c and from the equiva­
lence у У we get that ж €. С. Owning to the regularity of 
the method Л we have V A. Hence from the theorem 2.1 
we obtain the following Tauberian results. 
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Theorem 4.1. Let c k(*) be defined by the condition 
(2.1). If CK ( x )I> K H -O(-L) , then X€c A гф> J £ C . 
Analogously from the theorems 2.2 and 2.3 we obtain, 
respectively: 
Theorem 4.2. Let Сц(х) be defined by the condition 




„,-o(i) , then * eed => 
У  е е ,  
Theorem 4.3. Let c K  (•<) be defined by the condition 
(2.2), (2.3) or (2.4), and |У
К
|>£ for some &>0 . If 
c K ( < ) o h ^ , =  t f ( l )  t h e n  л е с .  
In part II of this article we compare these results 
with known results of Tauberian type for specific methods of 
summability such as of Cesaro and Riesz. 
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СУММИРУЕМОСТЬ, ЗАДАННАЯ ПОСЛЕДОВАТЕЛЬНОСТЬЮ МАТРИЦ, 
И ПОЧТИ СУММИРУЕМОСТЬ В БАНАХОВОЙ ПРОСТРАНСТВЕ 
В.Соомер 
Тартуский государственный университет 
Введение 
Пусть т - пространство ограниченных последовательнос­
тей, М - множество всех банаховых пределовЧ Числовая 
последовательность называется почти сходящейся 
к числу б , если L/Jcj — 4 для всех L<ebМ. Понятие поч­
ти сходимости введено Лоренцом в статье [1], в которой до­
казано, что последовательность является почти 
сходящейся к пределу 4 .тогда и только тогда, когда 
h - -  1  ( 1 )  
равномерно по с . Обозначим множество всех почти сходящих­
ся последовательностей черев /. 
В статье [ 5J рассматривается суммируемость, заданная 
последовательностью матриц oi "(AJ, где A t- = (апи) з 
частным случаем которой является почти сходимость ( при 
а
пЫ 
=  ( n +V~ 4  »  ;  а
п Ы
~0  ,  к<1 ,  
В настоящей статье рассматриваются почти сходимость и 
суммируемость, заданная последовательностью матриц, в ба­
наховом пространстве. 
§ 1. Почти сходимость в банаховом пространстве 
Пусть X - банахово пространство, гп(Х) - пространст­
во ограниченных последовательностей банахова пространства 
^ Линейный непрерывный функционал L на пространстве 
т называется банаховым пределом, если L>0, L(e) = 4, 
где  е  = ( t ,  L( x K +i) -  ^( x j c) .  
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X , т.е.2 
т(Х) = ff-acj, X | II ^Jl < °°} • 
Приведем понятие почти сходимости последовательности и-=-
(•х^) € /7? . Пусть X* - сопряженное пространство рефлек­
сивного банахова пространства X . Для всех L&M (см. вве­




)) , (2) 
где х*еХ*. Тогда А/Ч'е Л"* (см.[2], стр. 390). Тан как 
X - рефлексивное пространство, то можем считать, что К(и)&Х. 
Соответствие </-»- А (и) определяет непрерывный линейный 
оператор А т(КУ^К • Нетрудно убедиться, что операторы А 
инвариантны относительно сдвига и А(и
а
) - X , где и^ -
— (х., х,„.) . Операторы Л называются банаховыми оператора­
ми. 
Последовательность и е т(к) называется почти сходящейся 
к элементу ЛеХ , если Л (и) = j для всех LsM- Такое 
определение почти сходимости в банаховом пространстве дано 
Курцом в статье [2]. Оказывается, что последовательность и 
является почти сходящейся тогда и только тогда, когда после­
довательность (х*(xjje. f при всех Х#(см. [2], стр. 
390). Через /(X) и с(X) обозн° -м соответственно прост­
ранства всех в банаховом прострел- X почти сходящихся и 
сходящихся последовательностей. Tu: с-(Х) с f(X) . В статье 
[2] доказана следующая 
Теорема 1.1. Относительно компактная последовательность 
и является почти сходящейся к элементу 4е X тогда и толь­
ко тогда, когда • 
г 
f i  Ц - г  a g - j  I - «  ( з )  
равномерно по L . 
Из теоремы 1.1 можем сделать следующие выводы. 
1°. Пусть X - конечномерное пространство, тогда все 
ограниченные множества из X являются относительно компакт­
О 
** Бо всей статье, если пределы изменения индексов не ука­
заны, то они принимают все целочисленные значения от 0 до со. 
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4 
ными. Значит, если пространство X конечномерно, то и яв­
ляется почти сходящейся тогда и только тогда, когда выполне­
но условие (3). (Но существуют почти сходящиеся последова­
тельности, не удовлетворяющие условию (3) (см. [2] ,стр.393)). 
2°. Лерессини [31 доказал, что если X - вполне упоря­
доченная банахова решетка, в которой сходимость по норме и 
сходимость по упорядочению эквивалентны, то и, е f(X] 
тогда и только тогда,когда выполнено условие ( 3 ) .  Но так. как 
на банаховой решетке сходимость по норме и сходимость по 
упорядочению эквивалентны тогда и только тогда, когда X ко­
нечномерно [б], то результат, доказанный Перессиним, непос­
редственно вытекает из теоремы 1.1 и из предыдущего замеча­
ния. 
§ 2. Почти сходимость и F a -суммируемость 
в банаховом пространстве 
Пусть А = (anJ ~ матрица, элементы которой непрерыв­
ные линейные операторы в пространстве X .Последовательность 
и •= fx J , ос
к 
е X называется -суммируемой к элементу 





) -о II = <? 
"• г  / I 
равномерно по i  . Обозначим через г
л  
(X)  - множество всех 
FA -суммируемых последовательностей пространства X . 
Известно (см.[4], стр. 52-53), что если Х= ( /?, -




числа и метод А - (о
пл
) является методом типа с —^ , 
Fa (PtjcŽ . Далее находим класс обобщенных матричных мето­
дов,удовлетворяющих условию/" (X) с: j(X)• 
Пусть а - непрерывный линейный оператор в пространст­
ве X, Т
а 
- оператор в т(Х), заданный равенством Т
а 
(и)» 
-(ах,,) для всех и<=. т(Х). Оператор Та называется L-неп-
рернвным, если /\ fF a  (и)) —а Л(и) д,пя всех L&Mh и&т(Х)„ 
Так как. сверткой банахова оператора на пространстве с (X ) 
является предел, то каждый L-непрерывный оператор является 
" Через с обозначено пространство всех сходящихся после­
довательностей, т.е. с = с (RJ . 
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непрерывным. Имеет место следующая 
Теорема 2.1. Если метод суммирования А = (апк) удовлет­
воряет условиям 
1° A(Za„Koc)~X длят всех хеХ и Le М. 
2° операторы Т(а
пк






тогда FaC/) с F (X), 







- hm и - d , тогда для каждого <£ >0 найдется число А/>У. 
такое, что при всех >А/ и i-0,4, ... имеет место 
If - 4 1  < £ •  
Значит, имеют место равенства (при всех n>/V- i zQ, У, . ) 
где Л Г
П1. II < £ . Тогда в пространстве m получим следующее 
уравнение , . 
ZTKJu ' "  (4) 
где и« - te.J, <г-№, /'"-А,л 
Пусть А - некоторый банаховый оператор (соответствующий) 
банаховоцу пределу L ), тогда,учитывая непрерывность и линей­
ность оператора А , а также L -непрерывность операторов 
Т fо J , получим 
где ^=АЬМ) . Н о  и так. как операторы А 
инварианты относительно сдвига, то А(с/л)  = /\ (а) , значит 
имеет место 
Е о« А/Ч> Ä d + 4 - (5) 
Равенство (5) означает, что в пространстве mfX) имеет место 
равенство 
лг=бщ (б )  
где
4 
АГ = А(Л(и)) , t = ({„) t  <5 ~ (л) . 
Применим к равенству (6) некоторый банаховый оператор А# > 
тогда ввиду того, что Л, (в) = -j , At(i)^Q ( Q _ нулевой 
элемент пространства X ) получим, что А( (v) = <) . Но из ус­
ловия 1° настоящей теоремы следует, что At (v) = А (и) . Зна-
4 




чит Afu)- Л , и так как выбор оператора Л был произволь­
ным, то U(s /(Х) для всех <у е ^ (Х), т.е. %{Х) с'•/(У) • 
Теорема доказана. 





) , где а е R, , то оператор Т
а 
очевидно L -непрерывен. 
2° Если X =Х* и а - самосопряженный оператор в 
пространстве Л , то А (Та (и))(х у = L (ос*(ах^)) = 
= L(ox*(xj}, с другой стороны аЛ(и)(л*) - зс*(аА(а)) = 
ах*(Л (и)) = А(и)(вХ*) ~ L (ax*(xj) для всех х* & X* и 
и ~ (х
л




З а м е ч а н и е .  Е с л и  A  =  ( C , l )  -  м е т о д  а р и ф м е т и ­
ческих средних, то из (1) вытекает, что / = />.у - Из 
теоремы 2.1 следует, что в общем F(CJ)CX) С *(Л) (нетруд­
но проверить, что метод (С. 1) удовлетворяет условия теоре­
мы 2.1). Но если выполнены условия теоремы 1.1, то j(X)=(jaj^-
§ 3. Почти суммируемость и сг -суммируемость в 
банаховом пространстве 
Пусть ot = fА:) - последовательность матриц =/о,„,^
у
)/ 
(i - с, J , где - непрерывные линейные операторы в 
банаховом пространстве X . Последовательность и ~ (ос
к
) 
назовем &г-суммируемой к элементу 4 е X , если 
///77 ii £ <7mt ^ -4 ii = о (7) 
равномерно по L . Обозначим множество всех <*.-суммируемых 
последовательностей через с^(Х) . Приведем некоторые приме­
ры ос-суммируемости. 
1° Если ос -YA), и A=(a„J - матричный метод сум­
мируемости, где а
ЛА
, - непрерывные линейные операторы в 
пространстве X , то С
и 
(X) = ^ (Xj , где Сд (X/ - поле сум­
мируемости метода А • 
2° Пусть А - - матричный метод суммируемости. 
Полагая а„,
л 
= , получим, что с
л
(Х) = FA(X). 
Далее рассматриваются методы ос , удовлетворяющие усло­
вию: 
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существуют натуральное число и постоянная Н>0 , такие, 
<ktp II Z а„,
к 
1| < Н мр II xjl (S) что 
ГНИ li, П<<х> 
для всех и = (Х-х) € с (X). 
Выполнение условия ( S) гарантирует, что последователь­
ность (</,„) , где 
= £ alrili для всех «/ е с(Х) 
ограничена,т.е. м р  I I I I  <  о с  . Необходимость и достаточ­
ность этого утверадения доказана (при Х= fa ) в статье [5|. 
Тогда верна следующая 
Теорема 3.1. Пусть метод ы. удовлетворяет условию (S ). 
Тогда с(Х) с тогда и только тогда, когда 
1° 3 fim а (je) =• а (х) равномерно по L для всех 
л 
/7 /7/а» i, л 
& - õ. f t  _ и €е: л д 
2° 3 А/т? 2- <7,, „ fc/ = с/^равномерно по I для всех 
X  &  х ,  
т  
*  
3° Iii: ^xj < N лир locj для всех (xj е т(Х) и 
I, Т, П = 0, /, 
Доказательство теоремы аналогично доказательству соот­
ветствующих теорем (при X ~ ) из статьи[5]. Применяя тео­
рему 3.1 можем найти условия для с(Х)а jÄ (Ю , где® /
А
(Х) 
- поле почти суммируемости метода А . 
Теорема 3.2. Метод суммирования А ~(а„
к
) , где а„
к 
-
непрерывные линейные операторы в банаховом пространстве X , 
удовлетворяет условию с (X) С. j*A (X) тогда и только тогда, 
когда с(Х)с C, Xl, где ß=(ßt) , В- = (^„J и 
4,'х " £777 /чч * - • + 
Д о к а з а т е л ь с т в о .  М е т о д  Д преобразует пос­
ледовательность и = (х
к
) в последовательность V =• (у„), 
где 
& = ZT ^ x, . 
Так как j (X)а т(Х),  то метод А сохраняет ограниченность, 
следовательно оператор UA'u —• г непрерывный оператор. Но 
° 3д*есь /4 ( X )  - /fcj iff ^ xje /од. 
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хорошо известно, что отображение относительно компактного 
множества непрерывным оператором также относительно компакт­
ное множество. Так как всесходящиейся последовательности 
относительно компактны, то и все последовательности ( у„) 
относительно компактны (множество Afc(X)) состоит из от­
носительно компактных последовательностей). Значит,je.j(Xj 
<-^-(х
к
) £ (X) тогда и только тогда, когда последова­
тельность ilj„) удовлетворяет условию (3), т.е. существует 
4 G X, такая, что 
II «ö 
равномерно по i .Но последнее равенство означает, что 
Ср CX)' Теорема доказана. 
Выбирая а„и - а„к.-с и учитывая, что а„
ы 
(ас.) = в . 
при i ж , получим из теорем» 3.1 следующую теорему 
Теорема 3.3. Для того, чтобы с fXjc. f\(X), необходимо 
и достаточно выполнение условий 
1° hm а>„£с) = в для всех к.- О, У, ... и ос & Х; 
2° 3 dn 21 onJx) - о fx.) для всех 
3 °  H j f  a n i c  fx  J  I I  <  MypWacJ 
для всех fXK)&/п(Х) и т, п = О, . 
Значит (см. [7], стр. 18-20), с-(Х) С. FA (X) тогда и только 
тогда, когда А является мультипликативным методом типа 
e/W -*• cfX/. 
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Almost convergence and summability, defined 
by a sequence of matrices 
V.Soomer 
S ummary 
Let ex. =-(Ar) be a sequence of matrices A- = (O-nik) > 
where AN^ are continuous linear operators in Banach spa­
ce X . We call the sequence и = fat) ^-summable. if 
the sequence is summable by every method A{ uniformly in i. 
If Л = ( ank) i s  a  generalized summability method and we 
choose =  antc t > then the <xi-summable sequence U is 
called /">-summable. The sets of all ct-summable and -
summable sequences и=(эс
к
) 1  X^X are denoted respectively 
by (X) and Fa(X)• By f(X) and С CK) we denote res­
pectively the sets of all almost convergent (see § 1) and 
convergent sequences a - (xK), OC^eX-
In the present paper the class of generalized summabili­
ty methods has been found so that f-A(X)d/(Xj is true. In 
S 5 the necessary and sufficient conditions for с (X)czcYXl 
A(t(X)) CZ /(X), cfXJa Fa(X) are given. 
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СУММИРУЕМОСТЬ ПОСЛЕДОВАТЕЛЬНОСТЕЙ В ЛИНЕЙНЫХ 
ТОПОЛОГИЧЕСКИХ ПРОСТРАНСТВАХ 
Т.Лейгер 
Тартуский государственный университет 
Пусть X - хаусдорфово линейное топологическое прост­
ранство (сокращенно ЛТП) с базисом окрестностей нуля.&Х и 
семейством ограниченных подмножеств bd X. Будем рассматри­
вать преобразование-^ 
где 6 X , а А -(<Х
ПК
) - бесконечная числовая матрица. 
Мы говорим, что матрица А суммирует последовательность 
х=(^кесли Ддя всех и. ряды (1) сходятся и существует 
Bvwv . Если А суммирует все сходящиеся в X последова­
тельности, то она называется консервативной. Известно (см., 
например,[5J), что матрица А является консервативной для 
числовых последовательностей в точности тогда, когда 
3 tLvwx ^ 2) 





1 = 0(1). (4) 
Матрицу А будем называть схораняющей ограниченность в X , 
если преобразование (1) переводит все ограниченные последо-
вательностж в ограниченные. 
Вопрос о суммируемости в ЛТП изучался в работах [11Д2] 
[51. Ф.Вихманн [1] и Л.Д.Менихес L51 доказали, что если А -
консервативная в F-пространстве^ М [0,\ ] всех функций, из­
меримых по Лебегу на отрезке СО,11, то А является матрицей 
конечного типа, т.е. существует такое N 0 , что число 
* Свободные индексы и индексы суммирования пробегают все 
значения 1,2,.«.. 
2 
Полное метрическое ЛТП называется F-пространством. 
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ненулевых элементов в каздой строке не больше чем N. В СЗ] 
этот результат обобщен на случай М(5,Ь,цО , где (5,2л,j*) -
пространство с конечной неатомической мерой jn.. 
Главная цель настоящей заметки состоит в описании клас­
са всех F-npocтранств, в которых консервативными являются 
лишь матрицы конечного типа. При решении этой задачи исполь­
зуются и обобщаются введенные Тюрпэном [91,[103,[lil понятия 
и методы. Результат сформулирован в теоремах 8 и 9. В заклю­
чительной части заметки находятся необходимые и достаточные 
условия для консервативности в локально ограниченных прост­
ранствах. 
1. Линейное топологическое прос чтво X с топологией 
f называется у^ьтрабочечным, если ы. , линейная топология 
?' в X, обладающая базисом окрестностей нуля из f-замкнутых 
подмножеств, слабее топологии Z. В частности, • каждое F-
пространство ультрабочечно ([6], следствие 6.2.3). 
Пусть X и У - линейные топологические пространства, а 
L(X,y) - пространство всех непрерывных линейных операторов 
из X в У. В 1_(Х,У) топология ограниченной сходимости 
определяется базисом окрестностей нуля, состоящим из подмно­
жеств {Фе ЦХ,У) : Ф(В)сУ} где Ve&y , а Р> пробегает не­
которую фундаментальную систему ограниченных подмножеств 
пространства X• Так как всякое равностепенно непрерывное 
подмножество ограничено в топологии ограниченной сходимости 
(а тогда, тем более, и в топологии точечной сходимости) ? то 
из известной теоремы Еанаха-Штейнгауза для ультрабочечных 
пространств ([61, теорема 7.1.3) вытекает 
Предложение 1. Пусть X - ультрабочечкое, а У - произ­
вольное ЛТП. Множество 3 с LCX/V) ограничено в топологии то­
чечной сходимости в точности тогда, когда оно ограничено в 
топологии ограниченной сходимости. 
л 
Рассмотрим преобразование 
=  (5) 
где ^fcX и A„KeL(.X,y). Для F-пространств X и У справед­
ливо 
Предложение 2 ([41, теорема 3). Преобразование (5) пе-
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рвводит все сходящиеся в X последовательности в сходящиеся 
в У последовательности в точности тогда, когда 
3 tvvn a  А„к^ , X , кь N , 
3 tvwv
Л 
ZKAnK ^ ^ £ X , 
1 А и к  ° °  b d Y  V R e b d X .  
Известно [41, что пространство m(X) всех ограниченные 
в X последовательностей является К-прос транс твои3 с &т(Х)» 
u  '  vu  ={х=( |
к
нт (х ) :  | e 6u ,k f c ln }  ,  ue . s k  .  
Если X метриэуемо или полно, то соответствующим свойством 
о б л а д а е т  и  т ( Х ) ,  
Допустим, что матрица (А
ик
) — конечное трочная, т.е. для 
каддого и. существует с А
п1<=^ при k>N . Тогда спра­
ведливо 
Предложение 3. Пусть X - такое ЛТП, что т(Х) ультра-
бочечно. Тогда преобразование (5) переводит m 00 в wx, (У) 
в точности тогда, когда 
{ZLkh А
мк
^к : n,tlN W bd У VBebdX. (6) 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  
Операторы А
л
, где А^х = -v^K , непрерывны на т(Х) ввиду 
непрерывности координатных операторов 5Г
К
. Если (^„)tn\(Y) для 
всех хб.т(Х), то (А
л
) точечно ограничена в mtX1). Сог­
ласно предложению 1 это равносильно условию 
{ A n x : x 6 M W b d Y  V M f c b d m l X ) .  ( 7 )  
Пусть ßeMX, тогда BjfibdmOO, где 
p> i= u e ß ' n e l n ^ -
Положив в (7) М = 6^, получим условие (6). 
а 
Линейное топологическое пространство Е (X) последова­
тельностей х-(^к) с ^
к
бХ называется К-прос транс твом, 




Д о с т а т о ч н о с т ь  у с л о в и я  ( 6 )  о ч е в и д н а ,  т а к  
как в случае В = Д где (^)егл.(У), из него непосредственно 
следует у е w-(X). 
2. В работах Тюрпена [9],[103,ШЗ, а также в книгах[7i 
и [8] изучались следующие понятия, связанные с ЛТП. КЬнту-
ром пространства X называется множество GIX) числовых 
последовательностей \ — f\K), удовлетворяющих следующему 
условию: для кадцой окрестности нуля U пространства X су­
ществует^ Ve&X с Z'n^nVcLJ. Для feebdX в [71 обозначают 
R(B)=t^=(Ä<)-1Z.'KX6 е bdX L Там же показывается^, что Е°"с 
GM ПШВ)'• бе bd X}, а 6(Х) = Е в точности тогда,ког­
да X локально выпукло. В [8] доказывается, что если X — 
метризуемое ЛИ1, то ^eGOQв точности тогда, когда 
ebdX для всех хьт(Х). 
Следуя идеям Терпена, определим классы G (X) и 1ч"(X) 
числовых матриц следующим образом. Будем говорить, что ко-
нечнострочная числовая матрица А 6 6г(Х) , если для каждой 
окрестности нуля U существует VeSX с I^c^VcÜ для всех 
rv . Если 6б bdX и -[ 2?
к
О.
П1С В } б bd X , то говорим, что 
АеКЧВ). Обозначим R2(X) = О "CR*(ft) '• Вfc bd XL 
Предложение 4. Пусть X - метриэуемое ЛТП. Конечно-
строчная матрица А=(а
нк
)е G4X) в точности тогда, когда 
А 6 R4X) . 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  
Пусть А £ G4X) и Li - произвольная окрестность нуля в X . 
Тогда существует Ve&X с L'Ka.nKVcU. Если Be bd X, то 
ßc<x,V для некоторого «,>0. Поэтому 
2-1К ^ ПК ^ С 0<, U _ 
т.е. AeRHß) для произвольного ßebdX.' 
Д о с т а т о ч н о с т ь  .  Т а к  к а к  X  м е т р и э у е м о ,  т о  
имеем &Х= tVw)y где Vm для ть(К|. Допустим, что 
4 
Здесь и в дальнейшем = '•••"'•«„В). 
® Через Е°° обозначается пространство числовых последо­
вательностей, в которых отлично от нуля лишь конечное число 
координат. 
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А<*ЬЧХ). Тогда существует такая окрестность нуля U в X, что 
для всякого индекса т включение {L^a^V^c U неверно. По­
этому можно найти возрастающую:я последовательность индек­
сов nm с 
aH r t i KVvn * и. 
Для каждого m существуют элементы |'£€VMc к=1,2,..., 
и 
Lk = ™  C L n ^ k p  Ф  V v x U .  
При этом множество ß = с к=1,2,... ,М«
т 
и melN огра­
ничено в X • d самом деле, для произвольной окрестности 
нуля W существует такое число w.0 , что W э\/т при т >, m„ ) 
поэтому вне множества W находится лишь конечное число эле­
ментов множества В . 
Таким образом, мы доказали, что существует & £ bd X для 
которого bd X, т.е. At R4X)„ Предложение доказа­
но. 
d [ 7 ] доказывается, что если X - борнологическое^ ЛТП 
с фундаментальной последовательностью ограниченных подмно­
жеств , то . • , , 
G( X )  =  f U R ( ß )  • -  ß f c h d X l  ( 6 )  
Из предложения 4 получаем 
Следствие 5. Для всех метризуемых ЛТП верно равенство 
(8 ) .  
Из предложений 3 и 4 вытекает 
Следствие б. Пусть X - метризуемое ЛТП и м(X) ульт-
рабочечно. Конечноетрочная матрица А = (<Xnk) сохраняет огра­
ниченность в X в точности тогда, когда A 6.G4X). 
Нетрудно проверить, что если X - произвольное ЛТП, то 
вс е  м а т р и ц ы  к о н е ч н о г о  т и п а  ,  у д о в л е т в о р я ю щ и е  у с л о в и ю  (  4 ) ,  
принадлежат G4X) . С другой стороны, все конечноетрочные 
матрицы со свойством (4) принадлежат 6г(Х) при любом ло­
кально выпуклом пространстве X. Для решения нашей основной 
задачи нам необходимо найти класс таких линейных топологичес-
ь 
Понятие борнологичности в [ 71 определяется для общих 
ЛТП. 
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ких пространств X, при которых G4X) содержит только мат­
рицы конечного типа. 
Тюрпен Пу'.], [Ill рассматривал ЛТП со следующим свойством 
(jj-).- для каждой окрестности нуля U существует V ei/X, что L! 
поглощает все множества т.е. 
V с (9) 
при некоторых числах y,v > 0. 
Предложение 7. Пусть X - метризуемое ЛТП. Множество 
G4X) содержит матрицу не конечного типа в точности тогда, 
к о г д а  X  о б л а д а е т  с в о й с т в о м  t  у ) .  
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  
Пусть А - матрица не конечного типа с A eGHX). Пос­
кольку в каждом ЛТП существует базис окрестностей нуля, сос­
тоящий из уравновешенных подмножеств, то без ограничения 
общности можно допустить, что OLni< >0 . Пусть Кп - число 
положительных элементов, a <x,K - наименьший положительный 
элемент в n-ой строке. Тогда 
r.twv = Z'.a „«V 
и из условия А< Б'ЧХ) следует, что для каждой окрестности 
нуля U существует Ve&X с 
& V  с ^ и .  
Поскольку А является матрицей не конечного типа, то после­
довательность (К„) неограничена. Поэтому из последнего 
включения следует (9). 
Д о с т а т о ч н о с т ь .  Т а к  к а к  X  м е т р и з у е м о , '  т о  
существует <&X = (VM) с 
Vmti *• с Vw „ (Ю) 
Пусть X обладает свойством (f ) • Тогда для каждого m e IN 
с у щ е с т в у ю т  j t m )  б  I N  и  \ ™ > Q  с  
z-'jtvj.,, с и1) 
слагодаря условиям (10) и (11) из базиса (VlvJ можно выце­
дить последовательность окрестностей нуля (VZ;) со следу­
ющими свойствами: 
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lv-iwui c «**wi, обл >1, 
г . ' « , !w l , !  с  w l .  LtiWui (13) 
(12) 
Рассмотрим матрицу . Согласно условиям (12) и (13) она 
вия (12) следует 
z-'ы wu, с , -li in. 
Так как для произвольной окрестности нуля u существует 
е 2fex с w[c u, то полоша v = w'u,j. получим условие (9). 
Пусть А = (О.»*) с 
Из условия ( 9 )  следует, что а  ебчх ) .  Поскольку ^
к
>0 ,  то 
А - матрица не конечного типа. Предложение доказано. 
Заметим, что при доказательстве необходимости предложе­
ний 4 и 7 мы не пользовались предположением, что X метризу-
емо. Соответствующие утвервдения верны для произвольных ЛТП. 
Теперь мы сможем дать ответ на поставленный во введении 
вопрос. Из предложений 3 и 7 следует 
Теорема 8. Пусть X - такое метризуемое ЛТП, что mlX) 
ультрабочечно. Для того, чтобы в X сохраняли ограниченность 
только матрицы конечного типа, необходимо и достаточно, что­
бы X не обладало свойством (уЬ 
Ввиду предложений 2 и 3 в F-пространстве каждая консер­
вативная матрица сохраняет сходимость. Таким образом, верна 
Теорема 9. Для того, чтобы в F-пространстве X консер­
вативными были только матрицы конечного типа, необходимо и 
достаточно, чтобы X не обладало свойством (у) . 
В качестве примера рассмотрим класс ЛТП, для которых 
имеет вид 
Обозначим sup;, тогда ос'. ,Из уело. 
o-rtk 
V , если к 4 и-- 4 
О, если к > w . 
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условие ) не выполнено. Мы говорим, что F-пространство 
X является пространством с конечной нормой, если для каж­
дой окрестности нуля U существует число п = пШ) с X = 
- B'K=i U . В 183 доказывается, что М 10,^1] является 
пространством с конечной нормой. 
Из определения пространства с конечной нормой следует, 
что такое пространство не обладает свойством (у ), ибо каж­
дая овреетность нуля не может поглощать все пространство. 
3. В конце настоящей еаметки найдем условия для консер­
вативности матриц в локально ограниченных пространствах. Мы 
называем ЛТП локально ограниченным, если в нем существует 
ограниченная окрестность нуля. Отметим, что наиболее важные 
примеры не локально выпуклых ЛТП (t',lI,HPc 0<р<1) яв­
ляются локально ограниченными пространствами. 
Пусть в дальнейшем везде 0 <р£ 1. Подмножество 6 ли­
нейного пространства X называется р-выпуклым, если для 
все элементы ввда otif , где и #pi- ^' = 1, 
принадлежат подмножеству В. Если ос ^ + р ^  е 6 для всех 
£,у^бВ и скаляров ob и с |eOr+ lpI* 5 i, то Ь называ­
ется абсолютно р-выпуклым. Для произвольного подмножества 
ßcX абсолютно р-выпуклая оболочка Гр(В) (т.е. наименьшее 
абсолютно р-выпуклое множество, содержащее Б) состоит иа 
елементов вида Z.K^i к » где £
к 
е В и Z.K*U 1. 
В линейном пространстве X понятие р-нормы И *11 опре­
деляется следующими аксиомами: 
И я, II = О *=» ^ , 
II <*  ^11 = l«,lf И ц И , oL € К , j; е X } 
II ^  f И $ Il \\ * l\ -v^ ll ,  ^  ^fe X . 
Известно t81, что ЛТП является р-нормированным в точности 
тогда, когда оно имеет ограниченную р-выпуклую окрестность 
нуля, а каждое локально ограниченное пространство р-норми­
руемо с некоторым ре(0,11. Таким образом, единичный шар 
D=t^fcX" IlflU 11 локально ограниченного пространства X аб­
солютно р-выпукло с р £ (0 ./13 
Теорема 10. Если X является р-нормированным F-npo-
странством, то матрица А = (cxhK) консервативна в X в точ­
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1 р  S  М Р  ( 1 4 )  
Д о к а з а т е л ь с т в о .  В в и д у  п р е д л о ж е н и я  2  д о с т а ­
точно доказать эквивалентность условий (14) и 
{ £ ' K a « D } t b d X .  ч 5 >  
Допустим, что условие (14) выполнено. Тогда имеем 
5 1 для всех п. и т. Поэтому Z'Kart<0 с 
С MPD, т.е. выполняется условие (15). 
Если условие (14) не внполнено, то существуют неограни­
ченная последовательность чисел (М^) и последовательность 
индексов N„. с 
Р 
mj .  
Тогда , 
> 1  
и ввиду абсолютной р-выпуклости множества D имеем 
Oa„„/iX 0 4- D, 
7- r.'i a„«D <t- M„ D. 
Получаем, что "iДCcn<;D i ф. bd X и условие (15) не выполня­
ется. Таким образом, из условии (15) следует (14). 
Следствие 11. В р-нормированном F-пространстве ряд 
LKXK^K сходится для всех сходящихся последовательностей 
х -(^к) в точности тогда, когда (,К
к
) ь 
Следствие 12. Если X является р-нормированным 
F -пространством, то 6 (X) - ^-
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Limitierbarkeit in linearen topologischen Räumen 
T.Leiger 
Zusammenfassung 
Ist eine unendliche Matrix . .  a  = ( c l „ k )  konvergenztreu 
im F-ßa um M CO, 1] der auf L 0, П meßbaren (im С inn von 
Lebesgue) Funktionen, so ist A , wie man in PJ und [5] zeigt, 
von endlichem Typ: es gibt N >0, so da(b die Anzahl der 
von Null verschiedenen Elementen in jeder Zeile kleiner als 
N ist. In [ 31 verallgemeinert man diesen Satz auf einen 
fiiajbraum (S, Х,,м) mit endlichem nichtatomarem и-Majb. 
6 
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In diesem Aufsatz wird die Klasse von F-Räumen X ge­
funden, in denen nur Matrizen von endlichem Typ konvergenz­
treu sind. Eine notwendige und hinreichende Bedingung: Es 
gibt eine Nullumgebung U, so dajb für jede Mullumgebung V 
nicht alle Summen V = V" '+V von U absorbiert werden. 
Für den Beweis dieser Bedingung werden Ideen von Turpin[9], 
СЮ] gebraucht und weiterentwickelt. 
Im letjrten Teil des Artikels wird die Limitierbarkeit 
in lokalbeschränkten Räumen untersucht. Der folgende Satz 
wird bewiesen: Eine Matrix А-1<Х
ИК
) ist in einem p-nor-
mierbaren Raum mit 0<p<l genau dann konvergenztreu, wenn 
die Bedingungen (2),(3) und (14) erfüllt sind. 
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О СУММИРУЕМОСТИ ПОДПОСЛВДОВАТМЬНОСТЕЙ Й 
ПЕРЕСТАНОВОК. II 
Э. Kb лыс 
Тартуский государственный университет 
Введение 
Данная статья, являющаяся продолжением статьи [3] авто­
ра, посвящена изучению некоторых свойств последовательностей 
в локально выпуклых пространствах. При этом мы без ссылки 
будем пользоваться обозначениями, введенными в указанной 
статье [3]. 
Пусть Е и F - отделимые локально выпуклые пространст­
ва с порождающимися наборами полунорм соответственно Р и Q , 
- последовательность элементов пространства Е . 
ЖХ) и 7Q(X) - соответственно множества всех подпоследова­
тельностей и перестановок последовательности У , А-(а
п1() -
числовая матрице. Последовательность Хе<>(Е) называется А-
устойчивой с пределом ссеЕ (ср. [4] + &гр.~3б9), если A-limУ= 
=Х равномерно по Уе 
В § 1 доказывается (теорема 1), что в случае произволь­
ной обобщенной матрицы А-(А
пк
) с Afik:£-»F суммируе­
мость матрицей А к элементу эсеЕ всех подпоследовательнос­
тей последовательности Xe-i(Е) со свойством 
равномерно по üeN (k&N) (ß) 
эквивалентна свойству 
A-iuv.y=x равномерно по Ус1\(Х). 
Отсюда в частности вытекает, что А-суммируемость регуляр­
ной числовой матрицей А всех подпоследовательностей после­
довательности X к элементу х0 в локально выпуклом прост­
ранстве Е равносильна ее ^-устойчивости. 
Во втором параграфе приводится аналог теоремы 1 для пе­
рестановок. 
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§ 1. Устойчивые последовательности в локально 
выпуклых пространствах 
Известно (см. СЗ] ,  теоремы А и Б;,  что в случае А = 
= (алк)е-У понятие Л-устойчивости последовательности X 
в банаховом пространстве £ равносильно А-суммируемости 
всех ее подпоследовательностей. Оказывается, что аналогич­
ная равносильность имеет место и в более общем случае. 
Докажем сначала одно вспомогательное предложение. 
Лемма 1. Пусть £ и F - локально выпуклые пространст­
ва, ~t :E-*F - произвольные отображения и Х& 4(F). Если при 
любой Уе1?(Х) ряд сходится, то для каждой полу­
нормы c^eQ справедливо равенство ümmS(m,p)= 0 , где 
S(TN^K *ИРУ
ЕШ>Т))У 
Доказательство. Предположим обратное. Тог­
да для некоторой полунормы qeQ существуют число ос>0 и 
последовательность индексов такие, 
что . 
S(tnL,^)>oi (Letil). (1) 
Пусть Lj—1 и . По условию (1) имеем 
5(m . Поэтому найдется такая последовательность У= 
= ($)£ ft(X(>mJ , что 
J,(^K 4ун< <#*))><*• 
Возьмем индекс столь большим, чтобы было 
TFNFICBFK)) ><*• • 
Далее, в силу неравенства (1) можно выбрать индексы ц> 11 
и такие, что 
m z-m(i 2) > шах (/V\ т.^^) 
и для некоторой последовательности У2=(у£)е]}(Х 
выполнено неравенство 
kztnz+k(ук))>и -
В общем случае, если  и н д е к с ы  -  -  -  <  =  f n ( )  
л  
последовательности У1 уУг? - • • и числа 
£^ 
уже определены, то фиксируем индекс i^> столь большим, 
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чтобы было 
MCT M(BJ) > ТАХ 
Ввиду вытекающего ив условия (1) неравенства >Ы 
существуют последовательность У =(ц^)^-И(Х (> 2{п--т;1~^)) 
и индекс к- такие, что 
KJ TYK (YB)><*•• ( 2 )  
Продолжая этот процесс неограниченно, мы построим индексы К: 
и последовательности ^, X >'" > 
/j,-- такие, что для любого имеем Уб Т1()((>2}щ-№.\.q-Kj-jj) 
и выполнено условие (2). 
Рассмотрим теперь последовательность Z = (i K), где 
f ocfc f f 4 /с < ft, ), 
(_ KI, 1)-
По нашим построениям 2%ШХ), причем из-за (2) для всех 
верно неравенство 
^ %(^-~К$KJ ^}0)'"Х-
Но это противоречит сходимости ряда JL ~tk(Zk)- Лемма дока­
зана. 
Теорема 1. Пусть Е и F - локально выпуклые простран­
ства и А - произвольная операторная матрица. Для последова­
тельности Х&л[Ь) со свойством (В) следующие предложения 







)=0 для всех Уб J}(X); 
2° iwnü с^(А^(0 равномерно по Уе #(%)• 
Д о к а з а т е л ь с т в о .  Применив на основе 
Y E D / E )  № Щ )  
лемму 1 к последовательностям , мы для всех ЛбД/ 
получим 
S(VI)Т,С^) = 01 (3) 
где 
sc*, m4) = *туб й(хн F(ZKTMAJGT)) . 
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Введя, далее, обозначение 
11( П, Т,^) = Ц(Х(>/П)) )' 
можно сказать, что соотношение 2° равносильно условию 
*FM U(N,M,P= 0. 
Поэтому, если 2° не выполнено, то существуют число <Х>0 и 
индексы т(1)<т(2)<- •• и n(i)<n(2)<c-.. такие, что 
U(nii),m.(i),cp)>oC (1еЫ). (4) 
Для доказательства нашей теоремы достаточно показать сущест­
вование последовательности Z=(Zk)^7t(X) с 
. ^ п. \ (\0~10) Ф 0 . (5) 
Пусть А, = 4 , /п = т(С1) и . Ввиду ус­
ловия (4) существует последовательность (>т1)) 
?(£Л„ф'Ю>й- (6) 
Затем на основе равенства (3) при а = ^  и сходимости ря-
найдем индекс столь большим, чтобы было S(nitk}cp< |г и 
^окдк^))<$ - (7) 
Тогда из (6) и (7) вытекает 
(8)  
U _ ОС 
2 ~ 2 ' 
В общем случае, если индексы 1 =L1<L2<--^i-j-V  ^ KJ-1 
и последовательности )^, с У^ ]\(Х(>пу.^)), где 
т|
н 
=  m ( i j - i )  '  Уж е  определены, то в силу условии ( В) и (4) 
существуют индекс и > Lu1 и последовательность У:-(ц1) € 






и при К< 1  LJ выполнено неравенство 
D 
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Xj-1 (*eX)> (10) 
где m :  = r n ( i - )  и n- =  n ( i ; )  . Затем на основе равенства 
/ о\ О D АО ( 3 )  и  с х о д и м о с т и  р я д а  и  
фиксируем индекс Kj > К-j-j таким, чтобы было 
Щ%>} ) < Л / 8  ( И )  
^(Z K > K.A n. K  fyi))<«/2. (12) 
Из (12) при помощи (9) аналогично условию (8) находим 
f(rKik.An.K ф-10)>сс/2. (13) 
Продолжая этот процесс неограниченно, мы построим после­
довательности индексов <Kj<- • - ; 
ni<nz<"" и последовательность (У;) такие, что 
будут выполнены условия (10), (11) и (13) для всех 2. 
Определим.теперь последовательность 2=(ZK) равенством 
( K j - i i k < K j > P 1 >  K r 1 ) -
По постороению ясно, что Z&7t(X) с Z(* kj) 6 71(У(Zkj)). 
При этом из условий (10), ( Ц) и (13) вытекает 
> 
ЧГ^КИ^АУФ-Г,) - F,МАКК^.,%(\^Р -
для всех j>,2. Следовательно, последовательность Zc 1}(X) 
удовлетворяет условию (5). Теорема доказана. 
Следствие 1. Пусть Е - локально выпуклое пространство 
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и .Тогда для Хс^(Е) следующие условия эк-
в ивалентны: 
1° /А-6>ггУ= Х 0  для всех Уб.71(Х); 
2° X является А-устойчивой с пределом x Q. 
Д о к а з а т е л ь с т в о .  П о  т е о р е м е  3  и з  с т а т ь и  [ ] ]  
любая последовательность X со свойством 1° ограничена. Но 
тогда условие (В ) выполено из-за АйУ и наше утверждение 
непосредственно вытекает из теоремы 1. 
§ 2. О суммируемости перестановок 
Аналогом теоремы 1 ь случае перестановок является сле­
дующая 
Теорема 2. Пусть Е и F - локально выпуклые простран­
ства, а А - произвольная конечноетрочная обобщенная матри­
ца. Для последовательности Х&Л(b) со свойством (В) сле­





Г1(У)-и0)=0 для всех УеМ(Х); 
200 cjr(Aj(y)—U-o)=0 равномерно по УеЩХ). 
Д о к а з а т е л ь с т в о .  О б о с н о в а н и я  т р е б у е т  т о л ь ­
ко импликация 1°2^°. При этом можно предполагать, что 
длины строк матрицы \А не равномерно ограничены, ибо в про­
тивном случае равносильность соотношений I00 и 200 с 
сразу вытекает из свойства (В) последовательности X• 
Допустим теперь, что условие 200 не выполнено. Тогда 
существуют полунорма а 6 Q , число ос>0 и последователь­
ности индексов n(1)<nlZ)<- -<n(L)<---, к(1)<к(2)<-.• И 
перестановок У^ ~(vk)€ll(X) такие, что 
de hl), ( 1 5 )  
где K(L) обозначает номер последнего отличного от нулевого 
элемента в ряде с номером n(i) матрицы А. Построим сна­
чала по индукции последовательности индексов к 1  6 т 1  < 
< • • • < «I i tn-L < - - - и перестановок v£ =(v^) € 
€. fä(X) следующим образом. Обозначим h.-n(1) , к =к(1), 
Ч = х и 
- 48 -
Тогда rn, >- К, и ввиду неравенства (15) имеем 
i^(vk)-ut))>°c> i: -
Пусть перестановки V!, • ••, , индексы. 
•  - - <  i v / ^  и ,  т е м  с а м ы м ,  ч и с л а  •  <  П , ^  H . ( С  - ^  и 
k < ^  с K z i m z <  . . .  < к _ < m _ 7 с  к .  J  К  ( С  )  
С U l i j - 1 ) ,  °  °  
tn = max,, А/ С v/j (Н li 1-1) i hkikg ск <> 
уже определены. Используя свойство (В), найдем индекс 4^-1 
СТОЛЬ бОЛЬШИМ, ЧТОбы быЛО KJ > Л1у'_7 и 
^(ayfokf («x), ча 
"j-i 
где -ц(^) и itj-ri(Lj). ß зависимости от последова 
тельноети У" рассмотрим отдельно два случая. При Xßtnj^P 
f)lYt«*j)\ У} м/-4 )J = 0, определив V- = У , мы 
из-за (15) непосредственно получим 
Ay*fVH)>0° I • (17) 
Если же Х(Ч ) П [)t У) ф , то найдет­
ся множество индексов  ={<еА/: ^^/п._,, Л/^рЖц } . такое, 
что card. 6j - card Tj , где ^ = {гб/К: mj.1<r<kj, Nfyfam; j J, 
Через обозначим теперь дерестановку, полученную из X' 
заменой на ; leffjj. В этом случае V- так­
же удовлетворяет условию (17), ибо в силу ccvW tv* =cSrd6j < 




) } %(^~К$К;АП К.(Ч{)~ й р)  ~~ 1 Т "j 
- Ž -KZ^K JKM ) )  -
-LKEZ.4L\/YL)) -LK^HJM))>* -
4°L - 9L To - n 
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Продолжая этот процесс бесконечно, мы построим переста­
новки Vj и индексы п2< • • • < tij < • • •, ^ 6 
< < • • -<K.j i Лу <••• такие, что при всех /'•> 2 выполнены 
условия (16) и (17). 
По нашим построениям последовательность 
Z ^ A ^ X ß  rtjfv2c^)\i/Z(<.M,)]X(<IR,J-:, 
очевидно, является перестановкой последовательности X. При 
этом из условий (16) и (17) для всех индексов jžl вытекает 
A i f t ^ - k š - K . - A n j K  ( Ц ? )  ~  и о )  
О D DO 
с< od _ ОС 
) и ~ 8" 8 "" 4 > 
т.е. o^(An,(Z)~IL0)><*/t. Но это явно противоречит соотноше­
нию I00. Теорема доказана_. 
Следствие 2. Пусть Ь - секвенциально полное локально 
выпуклое пространство и А = (и
пк
)е 7 . Тогда для Хё jf/b ) 
следующие соотношения эквивалентны: 
I00 А-ЛтУ=х0 для всех УёЛ(Х); 
2°° А - lum У = 3Cg равномерно по У&Л(Х). 
Доказательство. Пусть выполнено I00. Тогда 
по доказательству следствия 6 из [3] имеем %£ fa(E) и на 
основе теоремы 3 из статьи [2] существует нормальная матрица 
B = (L>)е 7 такая, что 
В-&тУ=Х0 (Уё (X)), 
причем Хйт(Е) удовлетворяет условию (В) относительно 
матрицы ß из-за Вл^ . Следовательно, из теоремы 2 выте­
кает В-2йпУ-ос
р 
равномерно по YE.FÄ(X.), откуда на осно­
ве построения матрицы В (см. доказательство теоремы 1 из[3J) 
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Поступило 28 11 79 
Über die Limitierbarkeit der Teilfolgen 
und Umordnungen. II 
B.Kolk 
Zusammenfass ung 
Die vorliegende Arbeit ist eine Fortsetzung des Arti­
kels C3J • Bs seien E und F separierte lokalkonvexe topolo-
gische lineare Räume, es sei A-( An<) , An/C:E~*F eine ver­
allgemeinerte Matrix und TüX) die Menge aller Teilfolgen 
der Folge X~(xn) , Xn6 £T. Bs wird bewiesen, dap die A-
Limitierbarkeit zu x£ F aller Teilfolgen der die Bedingung 
(В) befridigende Folge X der Eigenschaft 
А-&/П У=:£ gleichmäßig für Уб71(Х) 
äquivalent ist. Ein Ana logon dieses, Satzes für die Umord­
nungen wird bewiesen. 
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ОБ АБСОЛЮТНОЙ СУММИРУЕМОСТИ ФУНКЦИОНАЛЬНЫХ 
. РЯДОВ ПОЧТИ ВСВДУ 
Л.Паллас 
Тартуский государственный университет 
1. Пусть ^^} - такая система измеримых, конечных 
почти всюду на £=Га,£] функций, для которых выполнено ус­
ловие (/у): для кавдого i,>0 найдутся измеримое подмно­
жество \ с е с гг..<л \>Ь- л~к и постоянная М,
о 
>0 такие,что 





} заданная последовательность с О < Г. 





почти всюду на е. абсолютно суммируем методом А - !л4 j 
т.е. [А(-суммируем почти всюду на £, если почти всюду на 
Elf ft «Л<-- ui 
tv k-0 
В частности, если 
- _ 
<Х*Ь.-~ТТЖ~ > rv А rv 
то говорят, что ряд (1) почти всюду на г. абсолютно суммиру­
ем методом Чезаро С-'®4' или I £"! - суммируем и, если 
^"Л. = Pt-1 jv Р* > 
где*О < t и p7v= P., , то говорят, что ряд (1) поч­
ти всюду на 2- абсолютно суммируем методом Рисса или | Р | -
суммируем. 
Абсолютную суммируемость исследовали Барон [2], Грепа-
чевская С3.4], Лейндлер [9] и Тандори [10]. Однако более об­
щие результаты в этом направлении принадлежат Тюрнпу [7,8]. 
1 
Через мы обозначаем ряд |-0uk • 
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2. Целью настоящей статьи является обобщение трет тео­
рем из работ Г7,8] на случай, где сходимость по мере ряда 
(1) заменена на условие (А^,). 
Обозначим 
тДпг) - j,"1' 
лДм**) , - к I р-
•W = £ 'Л,а" 
n.1 irvtvx^'v(i'n') + Vj 
n,(U>46 VS»v(ei4j 
Определение 1. Дудем говорить, что для порядка X мето­
да суммирования А
к=- выполнено неравенство х> i/^, » 
если 
равенство = , если 
Ami - 0(1Н ((rrv-m.^ -<},))'£ 
и неравенство -d < э€<4/<г , если „ 
Покажем, что порядок * метода суммирования IС j удов­
летворяет условиям определения 1. На самом деле, имеем 
Т" i<;V(Ar)-T. 
д „ - irvax . , ^ , пп.-у 




Т 0  
-vjwMj 
-mfvSf-p-W „ Х-
^ I / Т. (Он £1/ц({+1) П. znAAj\,{m)+i vJ 
Теперь, если X > 1 /« , то гъх-1\*4 > о и 
lUnvH) iK-K 
Г; (л-и-И)1 ' ' - (P(l)vl"^* 
/V-Р 
и, следовательно 
Далее, если э€Н/^ , то рх-р- - f, Следовательно, 
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при I  im,*2. имеем , . t ln.H) j n(m+v .4 
frvtUt XL - jl (n-*-(l+l)t1) ,- (ß(i) 
при l -z i r iH i  имеем , , 
r v Krn-Mj 
... "vo-x, С («.-V4J = («v-i(i+0+0 = 6?(<H 
ч,{1)*1 iv±1,(1+1) n.*\in)*i п = г(£м)ч 
и при -v = име^
у 
m^vx V7 #/>()./ 
i(Z)4^v*!>vt<+-<; T^V ' ' 
Итак, при ae = -//о 
Am( = (5(1) ч ^ [f i1  V'1-
Наконец, если -4 <X < 1/<p , то jwt-p »КО. Следова­
тельно при С $m-z имеем , 
-UüV-U ,-vX -ft ч-WU Л* "Л 
wvcut Г_ = 52 1л-иЫ)*4) 
•BIT)**!  IVILTLL1*1)  
- (9 (И j -v (mfv*. - Wjv * m-J/ 
при l-т,-1 , учитывая, что ixh~iK -1 , получаем 
УциН) LLF.IJ ^UEV , 
ITV6VX ^_7 fo-V4t « i_ (n-'ti-iltij tl) 
n t t f w j M  N~B(T»4L 
и при l = m, -
fwO/X. 5_ (n-s+i)1 - (90,) 
и fr v(£*4) 'v- у 
Отсюда выврдим, что при t i iw -l 
-x Ö7('1) 4/(m+ ^vj, 
при ) 
д -= (£?(4 J *i/ (м.tm^v "«V-Л1Ц.ХJ = 
= w(l) 4. (hv-ihi|V <-ijb t-fyb/'L ~Ц*Ж) 
и при C=rvv также 
o«ve г 
Следовательно, если -1 <х<.-f, то 






к r 1 fwv) +4 
£f'-{  f l< ly 'V*,  




( 8 )  
' •* 41 
3. В настоящей статье будут доказаны следующие теоремы. 
Теорема 1. Пусть > ={Лл,} - неубывающая положительная 
последовательность, которая удовлетворяет условию (3), и 
пусть система »f для всех (•! <fv<<*>) 
на 
а удовлетворя­
ет условию (А*). Тогда ряд (1) почти всюду на е. являет­
ся |А*(-суммируемым для тех хеС- для которых при ХЯ/Ч 
имеем место _ 
zlälr^-, (4) 
при Ж - М<\ — 
i s )  
nv 
И при -4 < Ж VJ, ~ 
> (б) 
Wz z _ 
Следствие 1. Пусть л = {- неубывающая положитель­
ная последовательность, которая удовлетворяет условию (3) и 
пусть система ^ для всех хе l'v о) ^ ^ удовлет­
воряет условию (А,ъ). Тогда ряд (1) почти всюду на е яв­
ляется I С^Нзуммируемда для тех х t £|V , для которых при 
х > 1 выполяется условие ('I), при м- 4/^ - условие ( 5) 
и при --I < зе < Vfy _ условие (б). 
Примечание. Если предположить сходимость ряда (1) по 
мере для всех хь на и , то из следствия 1 вытекает тео­
рема 1 из [?]. Если к тому же ^ - ортогональная система и 
р- -1 , то из этого следствия вытекает соответствующий ре­
зультат, доказанный Лейндлером Сэ]. 
Теорема 2. Пусть л -неубывающая положительная 
последовательность, удовлетворяющая условию (3) и Пусть сис­
тема f для всех хе Ü.I ( 1 < jv<-o ) удовлетворяет условию 
- 55 -
(Ар,) . Тогда ряд (1) почти всюду на С является (С^-сум-
мируемнм для тех а е для которых при X > 1/^ имеет место 
\— Eiflft. / OO 
2_ Ur-bjtaVh^Z) ' (7) 
при (> 
ZL- K £*F < ° °  <8) 
KV 
и при -4 < зе < V<7, ~ _ 
r t r v H ) * ( x H / H E l l v ) < " '  о )  
»г1 rVf"< 
Примечание. Если предположить сходимость ряда (1) по 
мере для всех хе£г, из теоремы 2 вытекает теорема 2 из [7 ], 
Если дополнительно предположить, что if - ортогональная 
система и |l-2., то из данной теоремы внтекают соответ­
ствующие результаты Грепачевской Г 7,81. 
Теорема 3. Пусть Л = { - неубывающая положительная 
последовательность и пусть система <f для всех xt ' |UT 
со ) на е. удовлетворяет условию (A^J. Пусть,далее, 




, , 1 Mr-V 
2. [ —•— I не возрастает по и для 
IL = 0,4,1,...,  
3 .  £ |5^ f c KlV .  (10 )  TB-AL 
Тогда ряд (1) почти всюду на е является j Aj-суммиру­
емым для тех х е , для которых 
Теорема 4. Пусть Л = {- неубывающая положительная 
последовательность и пусть система ^ для всех х£  ( \ < 
<|г<=о) удовлетворяет на I условию (А^.1 . Пусть, далее, 
для Cüj. t со и метода А имеют место условия (10), 
1. Г>и uV"-1"'< ~ 
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. Г-НР--0 1/(л -Ч , I А*. иЛ, j 
2. j ~ 5^- j не возрастает по ru для 
4 = 0 , 1 , 2 . ,  . . .  .  
Тогда ряд (1) почти всюду на г, является |А| -сумми­
руемым для тех xet1 для которых 
£iy 'X" i< 0 0 -
Теорема 5. Пусть X - - неубывающая положительная 
последовательность и пусть система f для всех хе Vх ( '< 
<(г <<") удовлетворяет на а- условию (А"£) . Пусть, далее, 
для Ca^ t00 и метода А имеют место условие (10), 
П/ 
И  
-  ^ V l / v - v  
2. I J не возрастает по и. для 
1 
0,4/1, ... -
Тогда ряд (1) почти всюду на ч является |А | -сумми­
руемым для тех х <= для которых 
Примечание. Если предположить сходимость ряда (1) по 
мере на t для всех х е -(Л, то из теорем 3-5 вытекает тео­
рема 3 из [8]. При ортогональных системах и p--Z получаем 
в  с л у ч а е  А  -Р  о т с в д а  т е о р е ц у  5  и з  С 21 .  
4 .  Д о к а з а т е л ь с т в о  т е о р е м ы ! .  Д л я  
J j-суммируемости ряда (1) достаточно показать, что 
«TV a so k-Q 
По лемме 2 ([бJ, стр. 142) и по теореме Леви ([lj, стр. 
19) последнее имеет место, если для каждого Ь > О найдутся 
измеримое подмножество t с Т^>6--й £- и постоянная 
N. > О такие, что j2> 
1_ S ф - *v 
Л.--0 Г K-4J -> 
По условию 
V (А? ) ZV v ,, 




Итак, (А* j-суммируемость ряда (1) почти всюду на г выте­
кает из сходимости ряда 
Гда 6^П<|ПУ'„ 
Так как vim и) ^ лгр-•> 1/п. 
л=ц г.  
trv *1- *vVh) Н VC-Ü 
то при помощи неравенства Гельдера получаем оценку 
£ *2)*.  
"V * M-v(-n)H (L«0 
Г б Т . в ю И  J -  ' 6 j ^ « ) ( K , l » h „ U ,  
(r-0 e-o V = H,WH av 
получаем 
"SIT , ^  -хан.) l/(l 
, Mny*0 v(m.ti) j, 
{г ю h£ «-
m, п-Ц|«)И 
rrv г(£п) p, jt, , Yji 
+ ©(•))H 41 H ^  '—г.. АЧмн.)1 I -
m. i' t=o v= г(У M 
= Ö(1)ZZ -vt'yv/<? '^ r 
m, ^ ^ -иКч) ,
г 
i\ i/o. 
t«w^'n' 4^JBWmW - " 





= nvcut { 4vo , <$*тЛ . 
Рассмотрим случай X > -t/^, • В этом случае 
3 = Ö(ljL MN/^ + MJI-LM^C)X 4 R N + V T 
+ (9ЫУА^ E ) г ( т / п  (Г * "v4 _у_ £» 
.»i„£ £«?' tg • 
Учитывая условие (3) получим, что 
3 » 0 ( < j - « - © w 5 ^ ä J ! , )  
в следствие чего из условии (4) вытекает, что 3 = (Р (-1J 
Теорема при эс>1/<^ доказана. Далее отметим, что при ü = 
- 1/^ и при -4 < х <4/^, теорема доказывается аналогично. 
5 .  д о к а з а т е л ь с т в о  т е о р е м ы  2 .  Д л я  
доказательства теоремы 2 достаточно показать, что условия 
(4) ,(5) и (б) вытекает соответственно из ловий (7) ,(8) и 
(9). Во-первых покажем, что условие (4) вытекает из условия 
(7). На самом деле, так как . 
> м , г « - а ^ ( £ .  c ä ' N ] ^ V ,  
1  l7 n%»LH 
где М1 = Vi Й то положив в неравенстве (см. [5], тео­
рема 345) 
Cz-i **z/t к-ь 
ci - [Ä^ ],V , получаем, что при некотором М > <2 
г V1/i4 >, м е  4^. л 7 «г *- > 
что и требовалось доказать. 
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Во-вторых, положив в неравенстве (см.[5], теорема 344) 
«9 . «/ oo оо /, 
^[Ä^J'V » получаем, что 
Е Л Д 5 . , | 6 'М
л
| :{гса 1 Н] | 1} , / | > 6  
<  М х  Г  i t / v )  
Учитывая, что E£Ji 0 при Л ~~заключаем, что ряд 
У~ £ "1| сходится, если сходится ряд Х_ и."1 £^'v> . Итак, 
из условия (8) вытекает условие (5). 
Пусть -
/f/jv &•*< 1/ci. Заметив, что 
и из сходимости ряда 
вытекает сходимость ряда 
—Cv 
получаем, что в данном случае из условия (9) вытекает усло­
вие (6). 
Пусть, наконец, -1 < =к<-4/я . Тогда из неравенства 
Г"' -»>§?> 
7—j_ г w, 
;> 2Z -V (лг - игр. - иг.«) |Н » 
т. 
5 УЗ -V (. ^/4, - ^  = м l ^ •*1 
irv 
где М = *v (к - 1/G ) выводим, что и теперь из условия (Э)сле­
дует условие (б). Теорема 2 доказана. 
6 .  д о к а з а т е л ь с т в о  т е о р е м ы  3 .  В  с и л у  
леммы 2 ([67, стр, 142) и теоремы Леви мы должны для сходи­
мости ряда (2) показать, что для каждого Ь>0 найдутся из­
меримое подмножество T"t с а с «-.и 7"t> t--cv-t, и постоянная 
•У >О такие, что 
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& 1 I 4N 
m K«OTv K-C 






ИЛИ . rv - . 
6„4 i\fS? i«,j VVj Vr( D«/| У i 'С 
При помощи неравенства Гельдера получаем оценку 
6„ i MJE х„ K„i шу^>\ hl 
Применяя условие 1, получаем после изменения порядка 
суммирования^ что ^ • 
" V X K t 1  V '  
Учитывая условие 2, получаем, что 
и, наконец, из условия 3 вытекает что 
6 ~ =  m z  
( t~0 
Теорема 3 доказана. 
Теорема 4 и 5 доказываются аналогично. 
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On absolute summability of functional series 
L.Pallas 
Summary 
Let ={f ki denote a system of functions, that are 
measurable and finite almost everywhere on interval e=C<3,fc>] 
and for which the series (ч) are convergent on e for every 
x~ ^ • -1- t  is said that the series (1) is almost- every­
where on 6 absolutely summable by the method А- С^л/к ) or 
IAI -summable, if the condition (2) is satisfied almost eve­
rywhere on e . In [7,sJ sufficient conditions for IС I- and 
|PI -summability of functional series (1) have been found, 
assuming that £he series (1 )| is convergent, in measure. 
In- the present paper tb(e convergence^ in measure of. se­
ries (1) is replaced by the Icondition (/) л ). The following 
theorem is proved, that is vialid for some class of matrix 
methods defined by means of definition 1. 
Theorem 1. Let X -  n.jj be a non-decreasing sequence 
of positive real numbers, which satisfies the„condition (3) 
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and let system у satisfy the condition (A p) for every 
X6 (,f* (<f <o#) on 6f . Then the series (1) is /А*I-summable 
almost everywhere on 6 for these X« ß** for which in case 
the condition (4), in case 86= the conditions (5) 
and in case -d< the condition (6) are satisfied. 
The theorem 2 proved in this paper is the generaliza­
tion of the theorem 2 in £Vj; the theorems 5-5 are the gene­
ralisations of the theorem 5 in f8j. 
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МАКСИМАЛЬНЫЕ ТЕОРЕМЫ ДЛЯ ФУНКЦИОНАЛЬНЫХ РОДОВ 
X.Тюрнпу 
Тартуский государственный университет 
1. Рассмотрим на отрезке [а >3 = е ортонормированную 
(ОН) систему , состоящую из ограниченных на е 
функций . Через обозначим систему ограничен­
ных на множестве Тс R1 функции vyK , которые не обязатель­
но образуют ОН-систецу. Пусть* А = (и) конечноетрочный 
регулярный метод суммирования, задаваемый матрицей преобра­
зования ряда в последовательность, которую также обозначим 
через А . 
Говорят, что ряд 
JZ, (1) 
является почти всюду (п.в.) на е суммируемым методом А 
(короче, Д-суммируемым), если почти всюду на е существует 
предел 
•TT-WV У DT N K G « ) , 
п- К.=о . Г 
Если же, кроме того, 
5„л«-р12>гхк <а° (2) £  
п .  г  
к
- 0  
то говорят, что ряд (1) является р-максимапьно А-сумми­
руемым. 
Говорят, что ряд (1) является р-максимально ограничен­
ным методом А , если имеет место неравенство (2). 
Если р = 4 , то вместо 1-максимальной А-суммируемос-
ти (соответственно 1-максимальной А-ограниченности) мы го­
ворим о максимальной А-суммируемоети (соответственно мак­
симальной А-ограниченнос ти). 
Пусть — некоторое пространство последовательностей 
- Мы воспользуемся обозначениями и определениями из [l 
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Если ряд (1) для всех х<Е-Х является р-максимально А-
суммируемым (соответственно р-максимально А-ограниченным), 
то говорят, что cj) является системой р-макс имальной А-сум­
мируемости (соответственно ^-максимальной А-ограниченнос-
ти) для пространства & . 
В основном в качестве X мы рассмотрим пространства 
а также пространства коэффициентов фурье (соот­
ветственно моментов) функций |elf (4*р&оо) 
П
о системе 
(соответственно, по системе ^ ), обозначив последние через 
F(LP,tf) (соответственно FCI-мЧО), 
2. В настоящей статье мы докажем следующие утверждения. 
Теорема 1. Пусть ряд (1) для х0 = (|р<) — максималь­
но А-ограничен. Если найдется такая регулярная конечно-
строчная матрица С , что 




aLCc.^Y г* j  =  М 2 
К.-0 v 
TO ряд 
максимально А-ограничен (на множестве Т). 
Из теоремы 1 мы непосредственно выводим следующее 
Следствие 1.1. Пусть ер — система максимальной А-ог­
раниченности для X . Если найдется такая конечнострочная 
регулярная матрица С , чтобы имело место неравенство (3), то 
У является также системой максимальной А-ограниченности 
для . 
Рассмотрим в следствий 1.1 в качестве .X пространство 
I с где множество с =(<TKv) — символ 
Кронекера) является тотальным. 
учитывая, что в силу регулярности метода А на 1 п.в. 
Õ • /" /Ufvx. 
о 
то по лемме 1 (приведенной в обзаце 3) мы получим, что сис­
тема максимальной А-ограниченности для -С/ является систе­
мой максимальной А-суммируемости для V . Итак, из след­
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ствия 1.1 вытекает непосредственно 
Следствие 1.2. Пусть с^> — система максимальной А-ог-
раниченности для Ü (4-р'00 ). Если найдется такая конеч-
нострочная матрица С , что имеет место неравенство (3), то 
у является системой максимальной А-суммируемости для Ü. 
Применим следствие 1.2 в случае р=£ . Рассмотрим сис­
тему h = {#1|Л функций Ак , ограниченные на Т . Определим 
систему <2 произведений системы fx , полагая (см. [5], стр.2) 
для n = 2vk4 • •• Л,** с £,> к.
г
> . .. > к,, , 
Например, если k=fv — система Радемахера, то = w 
система Уольша-Пэли. ß [63 доказана, что система Уольша-Пэли 
является системой 2-максимальной сходимости для Ьх' . Итак, 
подавно  — система максимальной ограниченности для L . 
Возьмем в следствии 1.2 в качестве системы Ц> систему w , а 
в качестве системы у систему й , потребовав дополнительно, 
т.е. g является системой произведений слабо мультипликатив­
ной системой (см.[5], стр. 4). 
Так »ак (см.Гб), стр. 6) 
2Л-4 
I i  ( 4 )  
*.=о 
S T I = н т  б  
к,-о CJ *" ° 
< *«»; (5) 
т.е. условие (3 )  имеет место для некоторой матрицы С , для 
которой при и yhv=0 при V >£*-'! . 
Итак, мы получили, что "авдая система произведений ^ 
слабо мультипликативной системы является системой максималь­
ной сходимости для L*• . Такой результат вытекает, в част­
ности, из [7], где доказано, что каждая система произведений 
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слабо мультипликативной системн является системой 2-макси-
мальной сходимости для Vй . Мы получаем такой *е результат 
как следствие из теоремы 2. 
Берем теперь в лемме 1.1 в качестве пространства Jt 
пространство FCL.p,if) , jfe замкнутости системы в прост-
ранстве Lf следует, что множества тотально в 
F(.Lf . Следовательно, система максимальной А-ограничен-
ности одновременно является и системой максимальной А-сум­
мируемости. 
Итак, из леммы 1.1 вытекает 
Следствие 1.3. Пусть ^ — система максимальной А-ог-
раниченности для F(u,<-?) с - Если найдется такая 
конечнострочная матрица С , что имеет место неравенство 
(3), и нроме того G F( \1, Ц>), то замкнутая в LÜ 
система является системой максимальной А-суммируемости 
для Ftl-VfO, 
Далее, если нам известно, что функции J1e6era системы ср 
для некоторой конечнострочной регулярной матрицы С 
£* (C,cf,-L) =kl Ё 
v.- О 
удовлетворяют условию 
/^гойл^Ь СС, = ФЩу (6) 
it t . 
то для выполнения условия (3) достаточно, чтобы F (L , 
c-lrdT3, vf) .На самом деле, тогда по теореме 6. *.6 из[3](см. 
стр. 257) ряд 
215*1* ,,« (7) 
для всех /.=(.%)£ FCI^ Ф) и ^=(>jK) £ FCL , ц) является 
С -ограниченным, т.е. 
или же для всех ^eL и geL- имеем 
М
а) &) СЬАЬ « GPU), 
которое равносильно условию (3). 
Итак, в силу следствия 1.3 нами доказано еще следующее 
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Следствие 1.4. Цусть — система максимальной ограни­
ченности для F С |Л q>) с . Если найдется такая ко-
нечнострочная регулярная матрица С , для которой имеет мес­
то неравенство (б), то иа включения FGLf/40 S F С Lf, ц?) 
и 
F(L?l4') — FCl°t<-f>) вытекает, что замкнутая в L система Ф 
является системой максимальной сходимости для Ft-Lf/ty). 
Теорема 2. Пусть система tp является системой р-макси­
мальной А-ограниченности для F(Lp,q>) и пусть для некото­
рой регулярной конечнострочной матрицы С имеет место нера­
венство (6). Если F(L~^)=F(l^vV>^ то замкнутая в if сис­
тема Ф является системой р-максимальной А-суммируемости 
ДЛЯ FCi f/V)-
Применим теорему 2 в случае и ^ = <§- , где 
система произведений слабо мультипликативной системы. Учи­
тывая неравенство (4) и ортонормальность системы tV~ , имеем 
помимо неравенства ( 5), что 
UJ: = 'I, 
т"е- "ГТчл 
iVUUvw^ ^ 1 У, <лУ
к 
eft = öU J (8) 
и, следовательно, ^ 
"tree ° *-=о 
Покажем, что Ft If, £ Ft^u) . Для этого в силу условия 
(9) достаточно показать, что частные суммы ряда 
(7) сходятся для всех х =f£*.)e Ffl!°, cj) и ^ = t^*.) 6 




6. F(L\bf) • Так как определяют последователь­
ность линейных непрерывных функционалов на L1 , то по тео­
реме Банаха-Штейнхауза надо лишь установить, что для всех 
С L" с II Ml =4 
к 
2^_( 
rkk = ikiUjl do) 
ибо сходится последовательность на тотальном в L? 
множестве [tOv]. Так как условию (10) можно придать вид 
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Ц Ш) 51 <лГ<(^ ) = ФМ)/ 
то ив неравенств (5) и ^ ^  
II XII Ž ЦЛ <ЛШ4АрУ 
вытекает требуемое включение. Вслж потребовать, что ^ замк­
нута в Ч , то включение F (^",vrj Ь F(E^g) доказывается 
аналогично (вместо неравенства (5) применяем неравенством 
( 8 ) ) .  
Итак, из теоремы 2 вытекает i 
Следствие 2.1. Замкнутые в L? системы произведений ^ 
слабо мультипликативных систем являются системами р-макси­
мальной СХОДИМОСТИ ДЛЯ FÜ-^h : 
Приведем еще одно следствие, вытекающее ив теоремы 2. 
Доказательство этого следствия дадим после доказательства 
теоремы 2. 
Следствие 2.2. Системы произведения ß слабо мультипли­
кативных систем являются системами 2-максимальной сходимости 
для пространства 
Из следствия 2.2 внтекает полностью результат Шиппа из 
[7]. 
3. Приведем некоторые вспомогательные результаты. 
Лемма 1. Пусть линейные непрерывные операторы со 
значениями Ел*,*) иа ^-пространства X в F-пространство 
всех измеримых и почти всюду конечных на Т функции Му . 
Если на тотальном в л множестве X* п.в. на Т существует 
liv* h*(*,±) ( у-еХд) и, кроме того, для каадого >~&3{ имеем 
<:<=о п.в. на Т , то Для кавдого х&Х: п.в. на 
у" существует предел .. 
y£v»vv rVv(v ) . 
Д о к а з а т е л ь с т в о  с м .  [ 2 ] (  с т р .  3 6 1 ) .  
Лемма 2. Пусть А-Ы>и<) и ЗЬ = (ДмО конечноетроч-
ные регулярные матрицы и пусть |£° I • Тогда для кавдого 
натурального числа w найдется натуральное число \)
м 
так, 
что при \ 
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^ T 1 & % (tj I ^  1 'lf * 
Л w 
5. I "fr i ^ -j-'«»"1 
1 nfcrh ^-y 
Д о к а з а т е л ь с т в о  Из-за регулярности матриц 
А и D можно найти число vU так, чтобы 




где <W , 4lf 
3„ . l Kt Л, к.^6 
Но 
3ivt «-
4 S I  ^ , 4 ]  V f K . « iT i ^  Л Л  f  | л
т
т № } *  
4 А,  
следовательно, лемма доказана. 
4 .  Д о к а з а т е л ь с т в о  т е о р е м ы  1 .  В о с ­
пользуемся леммой 2 при |> = 4 . Обозначив 
ß^. (A,D/Xo,4',f) = {iiT'>^1)l2 ДУ I 1 h 4-А ** 1 
И ^ 




имеем в силу леммы 2, что 
( А ^ с Ч " ^ )  £  ^ +  С 1 " f A i D , X o , v j ^  4 )  
Но в силу ортонормальности системы 
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IWA |0/X<3/^ly|)= ^ 
= I ?; ^  )ÖvM e ^ Cc) ) ^  i <# * 
n"** 1  k.co 
< ГЬ^(А,У0/^,-1)лгг,а^ли^ ^Vw /Lf' Yz c) ' 
' -Gee 1 
Если положить' & = C , где С — матрица, фигурирующая в 
условии (3), то имеем 
-t/vOLv-H^p (С , <-Pz 'К ^  = CQM) • 
С « £  1  
(фоме того, по предположению 
Следовательно, 
ß^CA/^ f , / ! )  = Ф(*)> 
что и требовалось доказать. 
5 .  Д о к а з а т е л ь с т в о  т е о р е м ы  2 .  В  
силу леммы 1 мы должны лишь установить, что для кавдого Хе 
еРО-,Ч") fž>w(A, X,v, = (11) 
так как из замкнутости системы ^ в ü выводится, что 
множество I 2-Л тотально в F (Ц Ч/) , причем почти всюду 
Н 
Ш**\ ~У ^к-СЛ) = Ч*^.) 5 
Л 
К-=0 
где Wv(t) для каждого V п.в. конечна на Т . 
Для доказательства неравенства (11) заметим сперва,что 
из равенства FCL?3,^) =FCt^>-?) 
и иа 
неравенства (б) вы­
текает неравенство (3) и неравенство 
sE^vСС;Ч', ^, t) =СР(И}. ( 22) 
На самом деле, по теореме 6.4.6 из [з] (см. стр. 257) из 
F(L!°,4-0 F(L~ v) следует, что для фиксированной fv 6 L  
и для всех j-eL с II |ll М 
А 
К_/=0 
т . е .  i / w ,  
ATLCUA^f ['$_-C(i) 21 УУ
м
К<{«• )— ©М • 
k.-0 
Так как "К произвольна кз Г , то подавно имеет место 
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неравенство (3). Далее, из FCL"3,^) SFCHM") получаем ана­
логично, что имеет место неравенство (12). Теперь из нера­
венств (3) и (12) выводим, что для всех 4' имеет место 
с FCL'.cp) . 
На самом деле, воспользуясь теоремой 6.4.6 из [з], мы долж­
ны показать, что ряд 
для всех Ivel/ и •feL'*' = < ) суммируется мето­
дом С . По теореме Банаха-йтейнзсауаа мы должны лишь дока­
зать, что для всех (v£rLp и последовательность 
(13) 
ограничена, так как в силу замкнутости системы в \У мно­
жество {е.vi ^тотально в FfLfv,q) и, следовательно, 
ii»w • 








< Y <£ ГУ (С!  Yf 4*1 II 
— ATVCvt Аил> Cc, tf, C. ) |) ^ 
' Ce-e 
т.е. последовательность (13) ограничена. ? 
Покажем, теперь, что для кавдого £o = C£*)£FCL|tf) 
в*ч(А,*.,Ч\ I>) =  CPU). 
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Из ортонормальности системы в силу леммы 2 вытекает, что 
р) ~ Л •* 
-4w ^ . 
и-^м 1 1 *ž> <- t=o 1 
i I +-xß^(A,^o/4>, p)irvouw ^  (Cy + 
1 uee. 
-— 1ЛА<Хл c£гл t) • 
T teT I >» 
Так как ž«, fcFt-1-^ if), то 
<-?, p) =©(V), 
вследствие чего из условии (3) и (12) выводим, что 
СРС/О . 
Но 
FCU>) с FCL-'.ifb 
следовательно, учитывая, что 20бГ(^,^) была произвольная, 
получаем подавно, что для каадой х е FCL!\4-9 , имеет место 
неравенство СИ), что и требовалось доказать. 
6 .  Д о к а з а т е л ь с т в о  с л е д с т в и я  2 . 2 .  
Применяя доказательство теоремы 2, нам для доказательства 
следствия 2.2 надо лить установить, что для систем произведе­
ний слабо мультипликативных систем имеют место неравенства 
(3), (12) и (6), если tp=<ur . Но из условия (9) °«текает 
неравенство (6) для матрицы С , для которой —Л при 
и j-ttw-О в остальных случаях. Для такой же матри­
цы из неравенств (8) и (5) вытекают соответственно неравен­
ства (12) и (3). Следствие 2.2 доказана. 
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Maximal theorems for functional series 
H.Türnpu 
S ummary 
In this paper p-maximal A -summability systems in cer­
tain sequence spaces for row-finite matrix methods A are 
studied. 
Definition. A system ip is said to be p-maximal 
A -summability system in the space У , if the series (1) is 
almost everywhere A ^summable for every y = (fK)€ X ana the 
inequality (2) holds. 
For example the following theorem is proved. 
Theorem 2. Let be a p-maximal A-summability system 
in the space F(lf(x : {б ] . If the system у 
is closed in space tl and the equation F( IT 3,^) = РСС/Ч') 
holds, then a> is p-maximal Д-summability system in the 
space F (L (Я' • 
Theorem 2 generalizes some results of ilungarien mathe­
maticians Alexits and Schipp from papers [5] and £7] . 
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ОДИН МЕТОД ОСЛАБЛЕНИЯ ТАуБЕРОВЫХ О-УСЛОВИЙ В СОСЛОВИЯ 
Т.Сырмус 
Таллинский педагогический институт 
Пусть А и Ь - два линейных метода суммирования чис­
ловых рядов^ с последовательностью частных сумм^ 
х= (х^) . Из методов А и В один, например 6, слабее 
другого, так что поля суммируемости А' и В' этих методов 
связаны соотношением В*С А-
Если ( ^  ) - некоторая числовая последовательность,то 
следуя Кйнгро [4] назовем условие 
•4*4. ~ 6 w (1) 
или 
=  0 ? ( i )  ( 2 )  
В-тауберовым для метода А, если из условия (1) ( или соот­
ветственно (2)) и А-суммируемости ряда £ «а* следует В-
суммируемость данного ряда. Теоремы с подобными утверидени-
ями называются общими тауберовыми теоремами. В случае 
= Е , где Е - единичный метод, говорят о тауберовом усло­
вии для метода А. Составим последовательность 
V \ ^  , 
где Т- - некоторая нижняя треугольная числовая мат­
рица. При определенных дополнительных ограничениях усло­
вие ... 
*{ А )  ( з )  
или 
1h.= Ö(") (4) 
может оказаться также В-тауберовым для метода А- Если 




будем всюду писать X v-fe. , причем пусть 
ЭС = 2L v.. . 
j-
^Предполагаем (здесь и всюду далее) п= 0, 1, 2 
- 75 -
вия (3) или (4), то последние называют ослабленными тауберо-
выми условиями, а соответствующую теорему называют тауберо-
вой теоремой с ослабленным тауберовым условием. Имеется 
много работ, например [4,9-12], посвященных вопросам ослаб­
ления условия (1) в условия (2),(3) или (4). В таких работах 
в основном Б = Е \ А - конкретный или общий метод сумми­
рования, а условие (1) или (2) ослабляется в условие (3) или 
соответственно (4). Наиболее общие результаты об ослаблении 
тауберовых условий содержит работа [4]. 
В данной статье излагается один метод ослабления таубе-
рова о-условия (1) в 0-условие типа (4) в общих тауберовых 
теоремах. Приведены также применения доказанных теорем. 
1. Обозначения и вспомогательные результаты. Пусть все 
элементы вещественных числовых последовательностей (<х^), 
и ( } здесь и далее отличны от нуля, а /<_,,= 
г0 и ^=0 . Рассматриваемые последовательности ниже 
связаны определенными соотношениями. Поэтому обозначим: 
f c =  )  L - v c =  A - ^ t c  +  l ' i  
Рассматриваемый метод ослабления тауберовых условий 
связан со следующими последовательностями и соответствую­
щими им классами последовательностей: 
X м  =  К "  Ž c * ( 5 )  
Rn  <.*•) = -О * ) (б) 
V . W -  С  ( ? )  
W„o) = Je°4u.fc (8) 
л , ,  ( A l  «  { х  ;  =  «  ч  )  1  =  ^  х :  =  
R  =  \.* i  R „ u )  =  С  Л  .V,  ^ {•*-•. V n U )  =  < ? ( * ) ! , ,  
W ©  -  W „  t * )  =  ou ) } .  
Из соотношения ( 5) находим 
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U/,v = Д (*•])/ 
Q 
откуда в»текаети 
- (&zv ) А tv ^iv (*) V'v-t Д 
и поэтому л, _ " 
,9, 
Второе слагаемое в равенстве (9) приведем при помощи преоб­
разования Абеля к виду ^ 
f vt , д s4 I») - Ц А Чм) 54 I*) + ^  ^  (*), 
Ь = о  4 * о  




д («^-) £4 W f "Hv ^  W. 
Таким образом, для последовательности Л получаем разложение 
X - ^ ( S )  +  е  i s ; ,  ( 1 П )  
где ^ (S)= (S)J и 2.(S) = (г
Л 
(Sjj, причем 
^ w"£,/*•4'=*sr)s»w ui) 
и 
г*Л5)^ 5^ (а). (12) 
Поскольку преобразование (б) является частным случаем 
преобразования (5) при <*^ = 4 и + 4 , то, заменяя в 
равенствах (10)-(12) величину 5n (xj через (х) , полу­
чаем для последовательности а следующее разложение 
о с  -  Ц  ( С )  +  г  ( ß) ,  (13 )  
где ^ lß)=(^(R))viÖ(RJ=(^(ß)) , а 
>tß)=-^ (fe4/,)A (V4) ßfc (*) (1") 
г ^ ( Е )  =  ^  ( З С ) <  ( 1 5 )  
Аналогично преобразования (7) и (8) являются частными слу­
чаями преобразования (5) при /<ц= ^ и = А или со­
ответственно = 4. Поэтому, заменяя в равенствах (I1"1)-
(12) последовательность (5
Л 
(х)) через (V*, W) или 
Ввиду /м.1 » о , рассматриваемое равенство верно и при 
к - О ; здесь -S.4 Ы) можно брать произвольно, поэтому 
пусть 5.1 (*•) = °-
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(20) 
соответственно (W^ (х)) , приходим к следующим утверждени­
ям. 
Для последовательности X имеем место разложение 
x  =  u ( v j  +  2 .  ( v ; ,  d e )  
где = , Jt [V)={£„,(V)), & 
> i w = f  s t M V 4 ) v t ( x ) ,  ( 1 7 )  
и *=õ 
£ * v ( V ) =  ( U / ^ * 4 )  \ 4 v  ( x ) .  ( 1 8 )  
Для последовательности X имеет место разложение 
X  =  Ч  ( w )  +  2 .  ( W ) ,  ( 1 9 )  
где ^ (W) = (^ (W)J, 2 (W)= (ž-д, (Wj), 
^ ( W ) =  £  ^ д Н М )  4  ( * )  
(W) = ( ^yv/«-n, + 1 ) VVn, (xj. ^21) 
2. Основные леммы. При выводе теорем на ослабление тау­
беровых условий имеют большое значение следующие леммы. 
Лемма 1. Если (°4l ), ) и (^4.) удовлетворяют усло­
виям 
1° v>4 = О С) и 2° сг^ = О ИЗ, 
то любая последовательность хе5
е 
допускает разложение (10), 
где (S J и 4(5), определенные формулами (11) и (12), 
у д о в л е т в о р я ю т  У С Л О В И Я М
4  ^ С ^ £ 4
в
( Л )  
и  
г ( 5 ) £ С о .  
Д о к а з а т е л ь с  т в о .  П о с к о л ь к у  д л я  л ю б о й  п о с ­
ледовательности х, как установлено в пункте 1, имеет место 
разложение (ДО), то нужно доказать, что ^(S)e40(X) , а 
4(S)e.c«, в случае любой последовательности xeSö. 
На основании условия 1° и предположения x&Sy из фор­
мулы (12) следует, что е($)б С, . Исходя из равенства (11), 
составим величину 4^,(5), которая приводится к виду 
(Ь) = cr^ S
 
(x). Из полученного равенства, ввиду пред­
положения хе St, и условия 2°, вытекает w (S)e-5„ (>), Лемма ] 
доказана. 
4 
Символами с„, с и «V обозначены классы последователь­
ностей, сходящихся к нулю, сходящихся или ограниченных со­
ответственно. 
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Леша 2. Если Ы±), (>&.), ( м) и ( удовлетвори-
ЮТ условиям TV 
2.1° V = o(X^+l) и 2.2° Г I-Cfcl - Öl/M; 
fc=o 
то любая последовательность х€ Vö допускает разложение 
(16), где у (V) 
и 
е. (V) , определенные формулами (17) и 
(18), удовлетворяют условиям 
^  ( V )  6. Sjj и 2 (У) £ с0. 
Доказательство. На основании пункта 1 
имеет место разложение (16) для любой последовательности х. 
Поэтому нужно доказать, что у (V)6'5õ и 2 (v) £ с0 , если 
ХЕМФ '  т - е -  V ^ ( i t ) =  O ( - i ) .  
Поскольку выполняется условие 2.1° и х.6 , то на 
основании равенства (18) ясно, что < (v)е с„ „ Для последо­
вательности ч(V) , определенной формулой (17), составим 
по формуле (5) последовательность 5^ (V)) , простое пре­
образование которой дает ^ 
На основании х е и условия 2.2° из последнего равенства 
следует, что (V))» Ol'1 j ,  . . ^ (v) e Sy • 
Лемма доказана. 
Следствием леммы 2 при ^rv = a+z1 является следующая 
л е м м а ,  в  к о т о р о й  в в и д у  ф о р м у л  ( 6 )  и  ( 7 )  в е л и ч и н а  4 v з а ­
менена через R„(X). 
Лемма 3. Вели (<\ ), ( ^  ) и (/44J удовлетворяют усло­
виям л, 
3.1° KV = 0(л
м
„) и 3.2° lw4! = 0(дч), 
то любая последовательность xfe ß0 допускает разложение 
(13), где ij (ß) и г. (В) , определенные формулами (14) и 
(15), удовлетворяют условиям 
у  ( й ) £  s 0  и  г  ( ß j  €  с 0 .  
Лемма 4. Если ( *4), ( \), (/-t^) и ( Ь ) удовлетворя­
ют условиям 
4.1° о и 4.2° Ž I М = в (/<*), 
*--0 
то любая последовательность хе We допускает разложение 
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( 19), где у- (W) и г. (VV) ) определенные формулами (20) и 
( 21), удовлетворяют условиям 
^(Vv)eS(p и ž(W)ec0, 
д о к а з а т е л ь с  т в о .  И с х о д и м  и з  р а з л о ж е н и я  
(19), верного для любой последовательности х, и полагаем, 
что -х-6 vV0) т.е. vvrv . Из формулы (21), -xeVV^, 
и условия 4.1° непосредственно следует, что г (W)ee6.Далее, 
исходя из формулы ( 5) с учетом (20), составим последователь­
ность (^(W)J и преобразуем ее к виду 
На основании асе Ц, и условия 4.2° из последнего ра­
венства вытекает, что 5,л, (fy (Wy= (P(/i) , т.е. (W) е. Sy , 
чем завершается доказательство леммы. 
3. Георемы на ослабление тауберовых условий. Доказа­
тельства нижеследующих теорем об ослаблении тауберовых ус­
ловий опираются на лемму 27.1 из [1], являющейся частым 
случаем основной леммы из [4]. Приведем упомянутую лемму, 
назвав ее леммой А» где Т0 и Т - некоторые классы после­
довательностей. 
Лемма А. Пусть А э ß 
и 
д совместен с В- Если ус­
ловие xfcTe является 8-тауберовым для А, то условие осе.~Т 
будет 8-тауберовым для А тогда, когда любой элемент осеТ 
предствим в виде , 
t е. & . 
Теорема 1. Пусть А и S такие сохраняющие сходимость 
совместные методы, что А э ß, а последовательности (*{,), 
( >4), (/<4) и ( ^4) удовлетворяют условиям 1° и 2° леммы 1, 
а также 2.1° и 2.2° леммы 2. Если условие эс 6 40 (>) яв­
ляется В-тауберовам для А, то условие xeV^ также ß-
тауберово для А. 
Д о к а з а т е л ь с т в о .  П у с т ь  х  е  V ö  „  Н а  о с н о в а ­
нии леммы 2 последовательность зс допускает разложение 
(16), где 2- (Vj6 с0, а ^ (V)6 Se. По лемме 1 теперь следу­
ет, что эта последовательность и [V) представима в виде 
(10), так что oj (V)= y(S)+z (5) , где ty(S)e <50 (л), а 
2(5)е с0 . в результате применения обеих указанных лемм лю­
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бая последовательность зсеVp предетавкма в виде X=^(S) + 
+ 2. . где г = 2 (S) + 2. (V)eс
с 
, a ч (S) е 0
о 
(х). 
Поскольку условие х е <S0 (X) по предложению В-тауберо-
во для -А и а £ с0 с 8'» то из леммы А следует нужное нам 
заключение, что условие oie Vy является ß-тауберовым для Д. 
Аналогично доказываются следующие две теоремы, в кото­
рых вместо леммы 2 используются лемма 3 и соответственно 
лемма 4. 
Теорема 2. Пусть А и 6 такие сохраняющие сходимость 
совместные методы, что Аэ 15, а последовательности 
( ^k) и (/4g,) удовлетворяют условиям 1° и 2° леммы 1, а так­
же 3.1° и 3.2° леммы 3. Если условие х £ (л) является 13-
тауберовнм для А, то условие х6 также 6-тауберово для 
А . 
Теорема 3. Пусть А и 6 такие сохраняющие сходимость 
совместные методы, что А э ß, а последовательности (*< ), 
(•Ч. ),(/Ч^) и ( удовлетворяют услови.чм 1° и 2° леммы 1, 
а также 4.1° и 4.2° леммы 4« Если условие X е. 40 (х) является 
ß-тауберовым для А, то условие эс е W0 также В-тауберово 
для А. 
Полагая в теоремах 1-3 метод ß = Е, а метод А ре­
гулярным, имеем В' = с и А'ос. Б таком случае теоремы 
1-3 обращаются в тауберовы теоремы для метода А, в которых 
из А-суммируемости последовательности вытекает ее сходи­
мость при соответствующем тауберовом условии. Эти теоремы 
сформулируем в виде двух следствий, из которых первое вытека­
ет из теоремы 1 (соответственно теоремы 3), а второе из тео­
ремы 2. 
Следствие 1. Пусть А - регулярный метод, а последова­
тельности (с*. ),(Х^),(^) и ( ijjt, > удовлетворяют условиям 
1° и 2° леммы 1, а также 2.1° и 2.2° леммы 2 (соответственно 
4.1° и 4.2° леммы 4). Если условие X е. 40 W является тау-
беровым для метода А, то условие х е V@ (соответственно 
х- 
е %) также тауберово для А. 
Следствие 2. Пусть А - регулярный метод, а последова­
тельности (ott, ),( 1^) и (/^fe,) удовлетворяют условиям 1° и 2° 
леммы 1, а также 3.1° и 3.2° леммы 3. Если условие -х <М0(Л) 
- S i ­
ll 
является тауберовым для метода А, то условие з.е f<© также 
тауберово для А. 
Примечание. Доказательства теорем 1-3 показывают, что 
условие хе S0 (или xcVQ , или xt , или 0.6 We) яв­
ляется В-тауберовым для А, если хеа0(х) (или xeSe ) яв­
ляется В-тауберовым для А при определенных условиях, на­
лагаемых на (<*1 ) ,(>-1 ) «(/'Ч) и (^&_). В разработке нашего 
метода условие xeS0 - вспомогательное тауберово условие. 
4. Частные случаи и примеры. Известны различные методы 
суммирования с одними и теми же тауберовыми условиями. Напри­
мер для метода Бореля ßc тауберовым является условие Кара-
мата [8], т.е. »• ( exp JK) , где 
U,k exp a f ( 22) 
ЬТО 
а условие ( ехр(- \К))е с есть тауберово для круговых ме­
тодов (см. [11,15]). В статье [И] доказано, что последнее 
условие тауберово для всех таких аддитивных регулярных мето­
дов, которым тауберовым является условие (VTC и,^)ес. Этот 
результат обобщает 
Теорема 4. Пусть А и В такие сохраняющие сходимость 
совместные методы, что Аз ß, Если условие 
vuK = о (1) (23) 
является ß-тауберовым для А. то условие 
ч\л. = Õ (exp (и,+ 4)'), (24) 
где (fjft,) определена формулой (22), a р€ (0-,1/2) фиксирова­
но, также В-тауберово для А. 
Д о к а з а т е л ь с т в о .  П у с т ь  =  e x p  V " |  ,  ^  -
= \fl, exp и exp (& + <)' . Тогда условие 
(23) означает, что хе<50(л) есть ß-тауберово условие для А. 
Поскольку условие (24) означает xelVö при [х)= 
» ехр[- (ц+/|) ?] , то «виду теоремы 3 нужно лишь проверить 
выполнимость условий 1° и 2° леммы 1 и 4.1°, 4.2° леммы 4-
Выполнимость условий 1° и 4.1° очевидна. Проверяя условие 2° 
учтем, что д (=tfet4 1 ~ exP VE, где fa-
= ((4+'|/&)'1/1ехр Д VEm  - 0 1  0  . П о э т о м у  6 ^  =  
= o(-l) и условие 2° выполнено. 
Так как Д VI и <5^ = exp Д V477 ; 
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TO ехР и поэтому 
А 
/** L I ?tl * { ! L' A )  M) 3 /4exp(^^)^-UM) ?)]"-0 (".-W 
Ж7о 
Это завершает наше доказательство, поскольку выполнено 
и условие 4.2° из теоремы 3. 
Как очевидное, сформулируем без доказательства следую­
щее 
Следствие 3. Если условие (23) является тауберовым для 
рягулярного метода А, то условие (24), где ?€ (О>1/2) 
фиксировано, а 0]* ) определена формулой (22), также тауберо­
во для А. 
Следующие две теоремы обобщают предложение статьи fllj, 
в которой утверждается, что при о (п.) (соответственно 
©(a)) условие («к, (соответственно «0(1)), где 
кАХ
А-, (25) fe=o 
является тауберовым для всех таких регулярных и аддитивных 
методов, для которых: условие хе40 (л) является тауберовым. 
Теорема 5. Пусть А и 6 такие сохраняющие 
сходимость совместные методы, что Ао ß, a (?v) удовлетвор­
яет требованиям: X, = О , 0 (rv) f д = 0 (л) и а? « 
= o(x(v), где ^ е (0,1) фиксировано. Если хв (>) является 
В -тауберовым для А , то условие 
©((">")*,> (26) 
также ß-тауберово для А. 
Д о к а з а т е л ь с т в о .  П р и м е н я я  т е о р е м у  3 ,  в ы б е ­
рем 0^ = (г , ^ = гЛ4"1 и V = (cvH)? , где ^ фиксиро­
вано соответственно условиям теоремы. Выполнимость условий 
1° леммы 1 и 4.1° леммы 4 очевидна. 
При оценке величины в условии 2° леммы 1 после уп­
рощений имеем^: „ -
Проверяя выполнимость условия 4.2°, приходим к равен-
5 
Так как y-t-v = гЛ4"1 , то нижеследующее равенство верно и 
при п = 0, где С, МОЖНО взять произвольно. 
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ству
6: ^ о 
V г 
hl t~ i?fci ^-0(4+/1) (27) 
•L-О *- = и  
Правая часть равенства (27) является Uivfc) -преобразованием 
последовательности (Х^ /(4 +Л)« Со , где 
^ _ J п, при 
( 0  при 4 > >v. 
Поскольку для -/1 существует (см. [6], гл. И, § 1) 
lim f (4^)М?  +  < 
&То 
то метод (Ь^) е (Сс,т). Поэтому выполнимость условия 4.2° 
леммы 4 вытекает из (27). На основании теоремы 3 теперь зак­
л ю ч а е м ,  ч т о  у с л о в и е  ( 2 6 )  я в л я е т с я  ß - т а у б е р о в ы м  д л я  А .  
Теорема 6. Пусть А и ß такие сохраняющие сходимость 
методы, что Аз , а (>*.) удовлетворяет требованиям: >*,=• 
= 0М , Х0 = О , = СУ(-Л и |Л^И, Если х6<1«,(Л; 
является ß-тауберовым для А, то условие 
э^ = 0( ДЛ^+<), (28) 
где определено через (25), также ß-тауберово для А. 
Д о к а з а т е л ь с т в о .  П р и м е н я я  т е о р е м у  3 ,  в ы б е ­
рем Л„ = гъ , ^ = Ди отметим, что ус­
ловие ( 28) означает ос е Ц, при = ^/(ЛЯ
мИ
). 
Условие 1° леммы 1 выполнено в силу - о Ы . Прове­
ряя 2°, на основании условий получим 
о-клО^-нГ1 К1 +Дл^+1) —*0 -»ОО).  
Имея в виду эти же условия, заключаем 
Л^-#0 (а 
что обосновывает выполнимость условия 4.1°. Из-за 
и Ixjf оказывается I f о j + I ^1 + • " + I f«,| =• ®(A»v} . Таким 
образом, показана выполнимость условия 4.2°, что завершает 
доказательство теоремы. 
Известны различные тауберовы условия для логарифмических 
методов суммирования (L) и [I) . Пусть ниже Л^и^,= 
6 




,(^) In(i-M) . К методам (L) и W относятся следующие 
тауберовы условия: 
A^u^= «I'1), t29) 








/ I X 
То, что условие (29) является тауберовым для метода (.И 
а из-за включения (&)c(D > также для (Л) , доказано Ишигуро 
[7]. Поэтому называют условие (29) условием Ишигуро. Для ус­
ловия (32) Кауфман [5] доказал, что оно тауберово для метода 
(L) . Им же доказано при помощи условия (32), что тауберо ­
вым для (L) является также условие (31), называемое условием 
Кауфмана. Это же, исходя из условия Ишигуро, доказано в рабо­
те [12]. Для ©-условия Давыдов [2] первым доказал, что (30) 
является т-условибм для метода (£}, а в работе [l3j это ут­
верждение обобщается на метод (L). На то, что в условии (32) 
можно er заменить на 0, указал Тийц [14], основнваясь на об­
щих результатах из совместной работы с Мейер-Кбнигом [11]. 
Иным путем это доказал Кангро [4]. Доказано [14], что в усло­
вии Кауфмана (31) нельзя заменить V на 0. 
Пример 1. Применяя следствие 2, на примере метода ( Z )  
покажем, что (Р-условие вида 
~ (33) 
является тауберовым для метода (£), так как для него таубе­
рово »--условие Ишигуро [?], т.е. условие (29). 
Выберем 4 , а = -1/2 п, . 
Тогда условие (29) - тауберово условие вида = о [<1) и 
нам нужно показать, что хе , т.е., что условие (33) также 
тауберово для (£). Поскольку последнее утвервдение оправды­
вается следствием 2, то нам остается показать выполнимость 
условий леммы 3 и леммы 1. 
Условия 1° и 3.1° явно выполнены. Проверяя условие 2°, 
учтем равенство 
а )= - Г8- k (U + -i )] 1- £k(ieti)ln reefer*) \)-ln (k + *)]. 
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Поэтому <5i —+0 и условие 2° выполнено. Так как 
_1±1_л-х т- I . Ш i l n j i ü  4  Ak+t tf4 (!i+*)ln n+i) ln (4+ij > 
то для выполнимости условия 3.2° остается показать, что 
letfjf |«4 ! + •••+ J«.*, j = Ö [i )• (34) 
Поскольку 
1*01 4 .  K| + ---t|oi* l £  L+ I \ - i - ^  Ik I. (35) 
то на основании неравенства Бернулли (см. [3], стр. 8) и 
оценки (cM.[3j, стр. 9) -у2 
"ft" < (г^) 
получаем 
И - i  - 4  i k l <  ( b v ^ ) "  
Ha полученного и неравенства (35) вытекает нужная нам оцен­
ка (34). 
На возможность ослабления тауберова »-условия (31)в не­
которое ^-условие указывает следующее предложение. Оно выво­
дится из условия Ишигуро применением следствия 1. 
Предложение 1. Для логарифмического метода (L) условие 
У u^n(&+-<)= 0 (Inf (ft,-и)) (36) 
при любом фиксированном ^ € (0,1) является тауберовым, если 
условие (29) считать известным тауберовым для (L). 
Д о к а з а т е л ь с  т  в  о .  П у с т ь  Л ^ =  - ч } 1 п ( ^ - М )  ,  
ln(ivM} , • (»V+/I) la?(iv+4), ^=lnf и 
f e (0,1) фиксировано. Выполнимость условий 1° и 4.1° оче­
видна. Поскольку , 
=in (tv+4)in* ?{«-+'•) 
где кавдое из трех слагаемых стремится к нулю, то условие 2° 
леммы 1 удовлетворено. Последовательность 
/V l?fel ° ^(|л.+1)^ ^ln (ЬО 
представляет собой (t^)-преобразование к единице сходя­
щейся последовательности 
ut = (Vi)in + ПРИ 
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f xn^(4+i)-r(^+0'in^K+',)J i при 
** а^{ 0 при 1 > Kv-
Так как Ž. I W I = (PVO , то метод (k>.)e и поэто-
<L=0 
^ If.l + l?,l + •••+I?J =0</<J. 
т.е. выполнено условие 4.1°. Из следствия 1 теперь непос­
редственно следует, что условие (36) тауберово для метода 
IL). 
Замечание. Тауберово условие (24) слабее условия (23), 
условие (33) слабее условия (29), а условие Rp в теоре­
ме 2 слабее условия х € 40 (а). 
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Eine Methode zur Schwäcnung der o-Tauber-Bedingung 
in die O-Bedingung 
T .Sõrmus 
Zusammenfassung 
Die betrachteten Verfahren Д und 3 zur Summierung von 
Zahlenfolgen -X = mit 21x^=4^, seien linear und 
verträglich. Es sei A stärker als 6, so dass die Wirkfel­
der A und ß> für die Beziehung A'o 8> genügen. Vorgegeben 
sei eine Zahlenfolge mit von Null verschiedenen Fol­
gengliedern. 
Die Bedingung (1) heisst nach Kangro die B-Tauber-Be-
dingung für A, falls unter der Bedingung (1) von A-Limi-
tierbarkeib auf ß-Limitierbarkeit zurückgeschlossen wird. 
Bei ß=£ heisst die Nebenbedingung (1) bezüglich der Kon­
vergenz Tauber-Bedingung für A* Das Problem der Schwächung 
einer Tauber-Bedingung besteht darin, die angegebene Meben-
bedingung (z.B. o-Bedingung (1)) in eine neue (insbesondere 
schwächere) Bedingung (z.B. o-Bedingung (4)) umzuwandeln. 
Dazu hat Kangro Г4] eine allgemeine Method vorgeschlagen.Im 
Wesen der Methode lieget ein allgemeiner Hilfssatz ([4], s. 
24). 
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In diesem Aufsatz wird eine spezielle Methode für das 
Ableiten neuer (insbesondere schwächerer) ß-Tauber-Bedinglan­
gen für /\ der Form 0 aus den entsprechenden o-Bedingungen 
vorgestellt. Dabei wird ein von Baron ([1J, s. 229) г angege­
benes Hilfssatz angewandt. Unser allgemeines Resultat ist 
Satz 3. Es seien A und В lineare, konvergenztreue und 
verträgliche Summierungsverfahren, wobei A' S>. Die Zahlen­
folgen (04,), ) ;  (/XfeJ und (tjjJ sollen die Voraussetzun­
gen 1°, 2° des Lemma 1 und 4.1", 4.2° des Lemma 4 erfüllen. 
Ist die Bedingung X6$o(X) eine B-Tauber-Bedingung für 
A , so ist auch -XC W0 eine ß-Tauber-Bedingung für ,A. 
Als Anwendungen werden einige konkret angegebene Tau­
ber-Bedingungen (z.B. sie Karamata f8], Ishiguro [7J, Kauf-
man [5j ) untersucht. 
12 
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НЕЮТСРЫЕ ПРИМЕРЫ ВЫПУКЛЫХ И НУЛЬ-ВЫПУКЛЫХ 
СЕМЕЙСТВ МЕТОДОВ СУММИРОВАНИЯ 
А.Тали 
Таллинский педагогический институт 
$ 1. Введение 
Настоящая работа продолжает исследования выпуклых се­
мейств методов суммирования, начатые в статьях [3,4]. Здесь 
рассматриваются некоторые семейства, относящиеся к теории 
сильной суммируемости, при зтом обобщается понятие сильной 
суммируемости со скоростью, введенное в работе [2J. 
1. Пусть 5^ - семейство^- методов суммирования последо­
вательностей. Чтобы охватить случай сильной суммируемости, 
будем пользоваться более общим понятием метода суммирования, 
чем в работах, упомянутых выше. 
Следуя общему определению метода суммирования ( c M .fl], 
стр. 7), будем говорить, что последовательность»: суммируема 
методом В к сумме 4, если по некоторому определению ß ей 
сопоставлено число Будем говорить, что последователь­
ность х ограничена методом ß, если некоторая ее преобра­
зованная последовательность, определенная также определением 
5 , ограничена. Множество всех последовательностей,ограни­
ченных методом ß, будем обозначать через "гВ . Множество 
последовательностей, суммируемых методом б, будем обозна­
чать черев ев, а множество последовательностей, суммируемых 
к нулю - через e0ß . При этом метод суммирования определен 
так, что гарантируется единственность суммы 6 элемента х и 
имеет место включение cßcnvB. 
Обобщим, далее, понятие выпуклого семейства, приведен­
ное в работе [4]. 
Определение 1. Будем говорить, что семейство ßoi яз-
1 
Параметр ot является везде непрерывным и принимает зна­
чения * > <*у- („или же ) • 
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ляется выпуклый, если при <^<(3 выполняется условие 
irv С nrvßp ;  е 6 Ä  ^ с Bp, (1) 
и справедлива импликация 
xewzßk, ебр, <х <^<ß ==ф хе еВ^. (2) 
Если условия (1) и (2) имеют место с заменой в них с 
на с„, то будем называть семейство 6^ нуль-выпуклым (П-вы-
пуклым). 
2. В работе [4] рассматриваются О-выпуклые семейства 
методов суммирования заданных в виде. преобразований 
последовательности х •= (4
Л
) в последовательности^' А^х = 
= (t*), В ней приводится следующая теорема (теорема 1), ко­
торая дает достаточные условия для О-выпуклости семейства 
А*' 
Теорема А. Пусть ггА
й
ст-Вр и ceA*cc0Ap при «< 
< А . Пусть, далее, существуют числа 6- и матричные мето-
С**®® /Я* ® \ Г / \ 
ды t ' = ) и ^ = ) такие, что при каждом 
«. 0<<f<'l и cx.<в< 4- справедливо неравенство 
( а > 





1° методы Е* являются методами типа е®—* 10 
и 
2° методы б удовлетворяют условию 




На основе этой теоремы в работе [4j доказывается нуль-
выпуклость и выпуклость некоторых семейств методов свя­
занных при любых ос и <Г> О линейным соотношением 
2 А I* 
* Метод A# суммирует X к сумме 4, если и ог­
раничивает эс, если t* = р(/|) . Свободные индексы принима­
ют всюду значения 0,1,2,... . 
d 
Необходимые и достаточные условия для того, чтобы вы­
полнялось условие 1°, см., например, в [13, стр. 17. 
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j X CI* t* = pnr 4— (4) 
/ <*<f \ ^ Iflfl , /fti 
где ^„,4' - треугольные матрицы с = 1/(4^ , причем 
не зависят^от 4 и <v, a (4-*J - некоторые последова­
тельности с 4-^ £.0' . Отметим, что соотношению (4) удовлет­
воряют, например, семейства обобщенных методов Нерлунда (см. 
М) А*= (N/<^v) с 
X = JK (VVU-Ч > ( 5) 
где ^ >-V^ = ^/n-fe^rfe--£bC4 f^fe » h>°> М °> 
^>0 и - числа Чезаро. Соотношение (4) выполняется 
здесь с Р£ и »l^= . В частности, если а = 
=И, то методы (N, ; <j,n) являются методами Нерлунда 
flV, II* ) . Если же (V.H и р.
к
"=0 при и>о , а = 
= А* с ^ 0 , то мы получаем обобщенные методы Чезаро 
(С,*, р„) » причем при ^„,=-1 , т.е. если (i0 - 0 > пос­
ледние превращаются в методы Чезаро (С,«), 
3. В параграфе 2 данной работы мы остановимся более 
подробно на понятиях сильной суммируемости и сильной сумми­
руемости со скоростью. В параграфе 3 мы убедимся при помо­
щи теоремы А в О-выпуклости и выпуклости некоторых семейств 
методов , определяющих сильную суммируемость. Доказывае­
мые теоремы о выпуклости применяются к сильной суммируемос­
ти со скоростью. 
§ 2. О сильной суммируемости со скоростью 
Пусть А - некоторый метод суммирования, преобразующий 
последовательность х = (4ц,) в последовательность Дэс = 
= (t,v) . Пусть, далее, Р= (р^) - матричный метод, за­
данный в виде преобразования последовательности в последо­
вательность и удовлетворяющий условиям 
^ lful = W (6) 
и 
fSv*. * *("), (?) 
а - нетторое фиксированное число. Введем теперь ме­
тод А при номощй следующего определения. 
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Определение 2. Будем говорить, что последовательность х 
суммируема методом В к сумме 6, если 
(в) 
и ограничена методом 6, если 
Заметим, что условие (7) гарантирует единственность ß -
суммы последовательности эс, а (6) обеспечивает включе­
ние ей с m-ß. Охарактеризуем метод ß при помощи двух сле­
дующих теорем, которые доказываются аналогично теореме 7 
работы [5 j. 
Теорема 1. Пусть метод Р регулярен. Последовательность 
X является ß-суммируемой к сумме 4 тогда и только тогда, 




Теорему 1 можно переформулировать для суммы 4 = 0. При 
этом достаточно предполагать, чтобы Р было преобразованием 
типа t 0—»• Со • 
Теорема 2. Последовательность X является 6-ограни-
ченной тогда и только тогда, когда она PA-ограничена и 
5  M I V « П р ­
опираясь на сформулированные теоремы 1 и 2 и следуя ра­
боте [51, будем говорить, что метод В определяет сильную 
РА -суммируемость в степени (коротко С Р, А]-суммируе­
мость) и сильную PA-ограниченность в степени ч. (коротко 
[ Р А^-ограниченность). В дальнейшем будем также пользо­
ваться обозначением В = СР, А 3^. Подчеркнем, что данное 
здесь определение сильной суммируемости ( ограниченности) 
для метода РА зависит от компонент Р и А . 
Обобщим, далее, понятие сильной суммируемости со ско-
^ Последовательность х является РА-суммируемой к сумме 
Ö , если <5^-1*4 при п.—»«о, и рА-ограниченной, если <£ = 
= (9(1) . Условимся в дальнейшем пользоваться обозначением 
5^, в том же смысле. 
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ростью, введенное в работе С.21 для сильной РЕ -суммируе­
мости^. 
Определение с}. Пусть А = _ некоторая последова­
тельность с 0<Artf. Судем говорить, что последовательность 
х сильно РА-суммируема со скоростью А в степени п, (ко­
ротко [(Р,А)>]-суи|мируема) к сумме 4, если 
Ш, (Л 
и сильно PA-ограничена со скоростью Л в степени п, (ко­
ротко f(P,Aj^j-ограничена), если выполнено условие (8) и 
A^I^Utb-4r=6l(l). (10) 
Заметим, что Понятия С(Р,А) ]^-суммируемости и 
-С( Р, А )*]- ограниченности совпадают с понятием CfJ АД^-сум-
мируемости' тогда и1 только тогда, когда = (Р(i) . В част­
ности, понятие С(Р, Е^З^-суммируемости введено в [2]. 
Следующая теорема характеризует взаимоотношение между 
обыкновенной и сильной суммируемоетями со скоростью. 
Теорема 3. Пурть метод Р удовлетворяет условиям 
= б-С") = (И) 
5jL 1)Ч*ЮЛ4в©0) (12) 
д 
(13) 
Последовательность i х является С (RA) ] -суммируемой к -Д 
6 ' . Ч/ 
тогда и только тог^а, *огда 
= и-о (и) 
(15) 
Д  о  к  а  з  а  т  ^  л  ь  с .  т  в о .  Н е о б х о д и м о с т ь .  
Предположим, что удовлетворяет условию (9). Используя 
неравенство Гельдера1 и учитнвая условия (6) и (9), мн полу­
чаем, что 
0 
Метод Е является везде методом сходимости. 
6 
Условие (14) означает, что х регулярно PA-суммируе-
ма со скоростью > к А (см. С21). 
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I A„L (V.» (tl- >) I \v ^  Ipwtl IV »I -
Учитывая теперь условие (13), мы видим, что пополнено усло­
вие (14). Заметим, далее, что, ввиду условий (11), (12) и 
(14>» <— , , „ . V 
l[\üt Afe = frOV- (16) 
Используя неравенство Минковского, мы получаем при помощи 
условий (Ч) и (16), что , 
Г Ы Нь-^Л ^ (<г Ir^kliv»l )' + 
- 0-U). 
Таким образом, мы заключаем, что и условие (15) выполнено. 
Д о с т а т о ч н о с т ь .  П р е д п о л о ж и м ,  ч т о  в ы п о л н е н ы  
условия (14) и (15). Ввиду условий (11), (12) и (14) выпол­
нено и условие (16). Снова используя неравенство Минковско­
го, мы заключаем, что внполнено условие (9). действительно, 
IM ^ Г)'^ Va^jV 
= cl <J. 
Заметим, что доказанную теорецу можно переформулировать 
для суммы 4 = о< В этом случае условие (13) оказывается 
лишним. В частности, если - (9 (1), теорема 3 превраща­
ется в теорему 1. 
для С ( Р, А) ^-ограниченности справедлива следующая 
теорема, которая доказывается аналогично теореме 3. 
Теорема 4. Пусть <*> и выполнены условия (12) и 
(13). Последовательность х является С (Р, А ^^ограниченной 
тогда и только-тогда, когда она PA-ограничена со скоростью 
X и 
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Остановимся далее на некоторых семействах методов типа 
[РЛЪ 
§ 3. Выпуклые и нуль-внпуклне семейства 
методов = С ^  , A« J fv 
1. Пусть А
а 
- методы, преобразующие последователь­
ность XaU») в последовательности Av X = (*L I , а 
г
. OI . * «• I Ъ* FV' 
_i= I (Vt/ - матричные методы, заданные в виде преобразова­
ния последовательностей в последовательности и удовлетворяю­
щие условиям (б) и (7). Рассмотрим семейство методов ^ = 
- С R*.) К методам можно отнести следующее 
Примечание 1. Если ограничиваться суммированием к нулю 
и ограниченностью, то методы являются методами, прообра­
зующими последовательность х в последовательности ) с 
<=^1мН<Г. (17) 
Поэтоцу в исследованиях семейства Ь<^ на О-выпуклость мы мо­
жем опираться на теорему А. 
При доказательстве выпуклости семейства Bot, полезна и 
Лемма 1. Если матричные методы Aot= УД°нле1ГВ0Р-
яют условию 
2^ . <4. = <*<«. (is) 
с 0 , то из О-выпуклости семейства следует его 
выпуклость. В частности, если ОуМ при любом ос, то ме­
тоды Efet, к тому же совместны. 
2. Остановимся, далее, на более конкретном семействе 
Et*. Предположим, что методы А<* связаны соотношением (4), 
удовлетворяющим при любом с*, и О <<Гс J условиям 
1° последовательности (J 6^ |} монотонно возрастают vJ 
М* I ^  I 4%, j £ Ms_ (19) 
2° (0<i 4Н.) (Ш) 
и 
7 
В условиях ограниченности постоянные могут зависеть от 
ot и (J". Зависимость от других переменных отмечается особо. 
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з° CTF - <LA, »©{и-**«/"1} (o^<4. (,21) 
rvt F X / J K  f-f 
Оказывается, что при названных условиях семейство 0-
выпувло (jZU%{4]). Пусть, далее, - треугольные методн с 
|& ä/4-*+< ( 04 4 < kv) , удовлетворяющие условию (7). 
Условимся в этом разделе под семейством 6«. везде по­
нижать семейство l Д*.]ц, > удовлетворяющее условиям (4), 
Ф ,(19) ,(20) и (21). 
Примечание 2. Заметим, что ввиду соотношения (4) имеет 
•место равенство & &•«.- Н*.Дсн ( где постоянная M«. опреде­
лена соотношением (4)) и методы В
А 
определяют некоторую 
сильную суммируемость (ограниченность) в степени 1 метода­
ми А*.,.,, • В частности, если А«.= (N,/4v, ) » то Вое 
определяет [N, /\ , Cj«.]^-суммируемость (ограниченность), 
рассматриваемую в работах [6,7]. 
Перейдем » исследованию семейства Б,* на О-выпуклость. 
Докажем сначала следующую лемму. 
Лемма 2. Семейство 6<х удовлетворяет при любых А и 
А С <* <|> условиям 
m. ßÄ с ßp и с с о0 Bp . (22) 
Д о к а з а т е л ь с т в о .  Н е  о г р а н и ч и в а я  о б щ н о с ­
ти, мы можем считать, что /з = <Х4-<Г , где 0< < 4 . Восполь­
зуемся обозначением (17). Учитывая соотношение ( 4) и исполь­
зуя неравенство Гельдера, мы получаем: 
, ^т£-«1н:о(Ьс<)н 
t»c u 
Ввиду монотонности последовательностей (i 4* !) и условий 
(19) и (20) справедлива оценка 
fett т 




Используя еще раз условие (19), мы получаем оценку 
которая и завершает доказательство. 
Теорема 5. Семейство В* является О-внпуклым. 
Доказательство. Используя обозначение 
(17), покажем, что семейство удовлетворяет условиям 
теоремы A. S силу леммы 2 достаточно убедится в том, что 
имеет место неравенство (3) и выполнены условия 1° и 2° тео­
ремы А. Исходя из соотношения (4) с $6 (0, -l), при помощи 
некоторого числа В 
е (Va ,4) мы получаем, что 
где N = fSnJ . Преобразуя, далее, первую сумму при помощи 
преобразования Абеля, мы приходим к соотношению 
С'С- £' «г осе* <£СС* 
4-Nti 
Имеет место следующее неравенство: . . , £iü„I/IC I 
rv=0 
• £ ivjVI CTH-> 




Оценим , далее, каждую из сумм и , начиная с 
. Используя неравенство Гельдера и учитывая условие (21) 
и монотонность последовательностей (l^ !), м» получаем, 
= e{V" I1" lAt^C'iiCO 
4 ^ k*0 
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При помощи условий (19) и (21) мы имеем далее 
R~-£juJ7l6rfr'= 
»v=o 
Таким образом, мы получили для оценку 
^=®Л£(1"Л|СКМ). 1251 
Оценим теперь сумму . Учитывая условия (20), (19) 
монотонность последовательностей (Ц£**1) , мы получаем, 
что т. 
s^Li^f/ie'r-
- e 6 ( £ i C l  A ^ i c r i .  
При помощи преобразования Абе^я мы получаем далее: 
S, I^HQV 
Из последнего легко1 выводится оценка 
(26) 
Остается еще оценить сумму . Используя неравенство Гель 
дера, мы получаем, что ^ 
1КГя£|<С1к;Г)(Г|«|Г. 
1 K*ÜU k ЬЫЦ ^ к 
Учитывая условия (20), (19) и монотонность последовательное 
тей (16^I) , мы выводим, далее, что 
т„ =EiH llVlCT"r' 
л=С 
Таким образом, мы получили оценку 
т
т 
-eiw-e)1" ^6mjnv4+y|) Юй(27) 
Отметим, что оценки (24)-(27) дают нам неравенство (3), если 
мы заменим, в нем символы "iA на и введем обозначения 
Г к^
е
-(-»-/-<'И-Г/С,"1 об« <«., 
1 ^ < 4*<ге1 ' ' ' •*, 1 
"" 1 < NW»'"' I С*/ С*4 пр" "• 
V 0 при п. > «v,. 
^ /" I < „ 1 Л-(Г /а^1, ®+<Гн< 
oi.<fö_ J 4j И~&) (nv-пн) I n j при fУ^ЗбПгбйи, 
Чтп>~ ] 
i 0 при О £ ^ С®mi] и п. > Mi'. 
Учитквая еще раз условие (19) и монотонность последователь­
ностей (1I) , нетрудно убедится, что методы £* 0 _ F I /-• <AGQ I el(f6 \ 
'* v^.Tvn, ' и & -I^h ) > введенные внше, удолетворяют 
соответственно условиям 1° и 2° теоремы А с л=1/2, 4-=1 и 
f1* (6) a™i~L(f • (1 ~6,).Теорема доказана. 
d силу примечания 2 и леммы 1, из теоремы 5 вытекает 
Следствие 1. Пусть дано семейство методов C|V,jvÄj 
с oi > «-о >Л ( или <Х, >, »о> -"1 ). Если последовательности 
(|F^*I) монотонно возрастают и удовлетворяют условию (19) с 
_ рм. ^ 
то семе
й
ств0 выпукло, причем методы совместны. 
Заметим, что результат, аналогичный следствию 1, полу­
чен в работе [7], в частности, для методов в [6]. 
Из следствия 1 легко вывести, что семейство СN, А* , А£"1п. 
с р>
с 
О и 0 , т.е. семейство методов сильной суммируе­





ilpк помощи оценок (23) и (24) -(27) из теоремы А можно 
также вывести следующую теорему. 
Теорема 6. Пусть (с£ ) с Р* £ О - некоторые последо­
вательности. Если последовательности (| с* |) монотонно воз­
растают и удовлетворяют условию (19), то для методов 6
Л 




где э£ ,!*£"/ <1 и 
Если же методы матричные и удовлетворяют условию 
(18> е <\t- i , то мы можем в определении величины nJ? за-
/<* .ol . 
менить на с произвольным 4. 
Примечание 3. Заметим, что, если 00 При п.-* <х», 
то импликации (28)-(30) являются предложениями о сильной 
суммируемости (и ограниченности) со скоростью методами 
т о ч н е е ,  п р е д л о ж е н и я м и  о  [ " ( f t  , - с у м м и р у е м о с т и  ( и  
ограниченности), где ). 
3. В этом разделе мы обозначаем через Е>«. семейства 
Ь
Л
= Е]^ с треугольными методами , где 
= »- (*U) - некоторая матрица, а (4^) и (с*) 
- последовательности с * О • Предположим, что & 'удов­
летворяют условиям (б) и (7). 
Заметим, что такими методами являются, например, методы 
Рисса f^ = (R, (V ) с >0 (см. [lj, стр. 112). 
Теорема 7. Если последовательности 1^«.) и последова-
Из доказательств леммы 2 и теоремы 5 видно, что в слу­
чае положительных (1^, ) можно ограничения следствия 1 осла-
иить, сохранив лишь условие (19). Таким образом, семейство 
[N, А*,А^М выпукло при л> - j, 
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Ьельнор^ги (с.*) удовлетворяют условию9 (19) > то семейство 
А*. вапужяет 
Д о к а з а т е л ь с т о .  В силу леммы 1, достаточно 
убедится в том, что методы В* удовлетворяют условиям тео­
ремы А. Условие (19), наложенное на (4-^) и ( е£) (  обес­
печивает при <*-</3 включения (22). Воспользуемся, далее, 
обозначением (17) с tK = ^ . Следуя идее доказательства 
теоремы 5, разобьем сумму при помощи некоторого &е 
€ (1/2.4) на две частиц 
#v *s0 
где Ы -föhj . Учитывая условие (19), мы получаем, далее, 
что 31-©{(<-б) н-*^ и Эд,= 0g{lv£+<) • Из полеченных оце­
нок следует, что^ловия теоремы А выполнены с 6-^ = 
= Cfe. ' *~Ц, » лч/а/ > <- = 1 
и <f^(6) = NA<r?{4-e)fr 
Из теоремы 7 непосредственно вытекает 
Следствие 2. Пусть (<^/*) - некоторые последовательнос­
ти, удовлетворяющие условию (19). Если (»£) удовлетворяют 
условию (19), то для методов ßÄ при <* < (I справедлив^ имп­
ликации (28)430), еде < М£ I и 
< = т^Т 1 kfc 11 - 4 г. 
Язно, что при foo импликации в следствии 2 являются 
предложениями о [(ß t )** j„. -суммируемости (ограниченнос­
ти) , где Xf t\?Л*)„ 
Примечание 4. Следствие 2 справедливо, например, при ме­
тодах Рисса Р
л 
- ( r, р.* )"" с - (k+i)* . Здесь - А , 
С 
= pt, ' a Wk ) - некоторые последо­
вательности, удовлетворяющие условию (19). 
* Постоянные Mi и |V|t в условии (19) могут быть раз­
личными для разных последовательностей. 
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В заключение, сделаем еше одно замечание. 
Примечание 5. В определении методов Bot можно метод Е 
заменить на произвольный метод А, а также ^ на 
причем теорема 7 и следствие 2 остаются в силе. 
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Some examples on convex and zero-convex 
families of summability methods 
A.Tali 
Summary 
This article extends certain researches on convex fami­
lies of summability methods started in works [3»4-3 tp strong 
summability. — 
In section 2 "the concepts of strong summability and 
strong summability with rapidity given in works [5,2J are ge­
neralized (definitions 2 and 3). Relations between ordinary 
summability and strong summability as well as between ordi­
nary sumiauoillty wlTfl rapidity and strong summability with: 
r a p i d i t y  a r e  e s t a b l i s h e d  ( t h e o r e m s  1 ,  2 ,  3  and  4) .  
In section 3 some convexity theorems for strong summa-
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bility methods ß^= [ Rn, &*. are proved (theorems 5,7 and 
lemma 1). Proofs are based on the theorem A. These convexity 
theorems are translated to strong summability with rapidity 
(theorem 6 and corollary 2). The convexity theorem for 
[N,f4 , ^пЛц, - summability follows from the- theorem 5 (co­
rollary 1). This result is analogous to -theorems given in , 
works The theorem 6 includes the theorem about strong 
( N j  f 4 v # * >  Я/ * , )  -  s ummab i l i t y  v n i t h  r a p i d i t y - a s  a  s p e c i a l  c a s e .  
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ОПИСАНИЕ ВДЕАЛОВ ОДНОЙ ТОПОЛОГИЧЕСКОЙ 
АЛГЕБРЫ НЕПРЕРЫВНЫХ ФУНКЦИЙ 
М.Абель 
Тартуский государственный университет 
1. Пусть X - топологическое пространство, ©=©(Х\ -
покрытие пространства X и F - поле ft или С . Пусть 
C(X,F) - множество всех F-значных непрерывных: функций на 
X . CI (X, F) &) - множество всех таких функций ^еССК,?), 
при которых j CS) ограничено в F для каждого S« &  и 
C6(X,F ) - множество всех тех функций из С(Х, F) , кото­
рые ограничены на X . При этом, множества C(X,F) и 
Ct(X,F;6") совпадают, если каждое множество Se.©" являет­
ся относительно псевдокомпактным в X (т.е. таким подмно­
жеством в X , на котором ограничены все функций <£е С(Х, F)} 
и, кроме того, множества Q(X,F;б") и С|(Х,F) совпада­
ют, если пространство X само псевдокомпактно, или покрытие 
в пространства X конечно. Тайим образом, для любого пок­
рытия & пространства X справедливо 
Ct(X,F)£Cf(X,F;0) cC(X,F). 
Наделяя множество С^СХ^-б") топологией равномерной 
сходимости на элементах покрытия <£ пространства X и опре­
деляя алгебраические операции над функциями как обычно, по­
точечно, множество Ct^F'.e-) будет отделимой локально «.-вы­
пуклой алгеброй (с единицей) над F . Обычно эта топология 
на Ct(X, F.6") определяется семейством [ : S непрерыв­
ных полунорм, где 
рь[4)ж Snp{lfO*)l : xeSj 
для всех <£е (X .F;©-). 
2. Пусть 3(A) - множество всех* замкнутых идеалов, в 
7IZCА> - множество всех максимальных идеалов топологической 
1 




алгебры А над F . Пусть, далее, 'Т&.ЛА) = 'ТП(А) Л 3(A) 
и
, 
кроме того, Нот А - -множество всех F-грмоморфивмов алгебры 
А и horn А - подмножество тех F-гомоморфизмов, которые неп­
рерывны на А . 
Для каждого Тихонова пространства X пусть f>X - ком­
пактное отделимое пространство и T\X fX -Iß - всюду плотное 
вложение такие, что пара (р>Х,есть расширение Стоуна— 
Чеха пространства X . Пусть,далее, Как извест­
но (см.[т] , стр. 103), для каждой функции qe С(Х, /й) сущест­
вует функция Cfrx, IR*) такая, что о*<Д
х 
=а. В статье 
£33 водятся пространства 
, « « -• 4*(р) 6 R Це c4(x,ß,©0j 
и 
5f>X = Uicl^K Ах С5) '• Se.6"! 
и изучаются их свойства. В настоящей статье дается их ал­
гебраическая характеристика. Показывается, что множество 
Нот Ct(X,F;<5) можно отождествлять пространством 6"Х ; мно­
жество hom - пространством %Х ; множество 
Wl(C&(X,F',&))~ пространством |ьХ ; множество 3(С£(Х,Г;6")) 
- множеством Р(6^Х) всех непустых замкнутых подмножеств 
пространства ®£,Х и множество /VZ<l(C{J(XJF-j&)) - простран­
ством врХ . Оказывается, что ftomC<(X,F;<S') = Ao/w £g(X,F;6") 
тогда и только тогда, когда пространство SjiX наполнено; 
*n c(C6(X,fi&)) тогда и только тогда,когда 
пространство 6р( компактно и, что каждый Ме./Wl(Cb(X,F;6)) 
есяъ ядро некоторого е WomQ(X,#y©) тогда и только тогда, 
когда пространство 6рХ псевдокомпактно. 
§ 1. Описание максимальных идеалов алгебры CT(\,F:&) 
Пусть X - тихоново пространство, Д
х 
. X -> рХ — всюду 
плотное вложение и (vX,А
х
) - расширение Хьюитта простран­
ства X . Тогда для каждой функции ^€.C(X,F) сушествует такая 
однозначно определенная функция <£VG, (?('VX,F) , что £VCÄX = 
(см.[7] , стр. 117). В частном случае, когда vX = 
= Р,
х
(Х) , пространство X называется наполненным. Примером 
1 
Здесь и всюду в дальнейшем aJ^X обозначает замыкание 
множества X<s У в топологии пространства у . 
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наполненного пространства является сепарабельное метричес­
кое пространство (см.[б], стр. 26).' Таким образом, F яв­
ляется наполненным пространством. Поэтому, по теореме 1 и 
следствию 1 из статьи [з] справедливо 
Теорема А. ПУСТЬ X - тихоново пространство и Б 1—пок­
рытие пространства X . Тогда для каждой функции C^(X,F;G') 
существует такая функция ^е С(©\ F), что с • ПРИ 
этом, ображение есть изоморфизм алгебры ^(X,F-6") 
на CCS-X, F ) .  
ß дальнейшем используется следующий результат: 
Теорема Б. Пуе.ть X - отделимое вполне регулярное 
пространство. Тогд$ 
а) каадай М Щ 'ЭТКСО^РЗЬпределяет такую точку ре^Х, 
что* 
М =Mp(X) = {4eClX,F): р6 
и отображение р-*Мр(Х) есть биекцня рХ на 7%(C(X.,FJ); 
б) каждый «ре Нол? C(X,F) определяет такую точку ре. \>Х , 
что <p(£)=<£V(p) для всех ^.бССХуГ) и кег с|> = М
Р
(Х). 
Доказательствд для алгебры C(X,Jß) см., например,СбЗ, 
стр. 18-20 и 29. Случай С(Х,<С) доказывается аналогично. 
Справедлива 
Теорема 1. Пусть X - .тихоново пространство и 6 — покры­
тие пространства X . Тогда 
а) каждый М « ^(С6(Х^;6!|) определяет такую точку 
что 
М- Мр(Х;в)»^вС,(Х,Я;€Г): р* 
и отображение р-э> М(,(Х;6*) есть биекция f.X на 77t(<i(X,Fj6!j)k 
б) кавднй фе НотС6(Х,Р^б) определяет точку ре &У. та­
кую, что'2 <p = 5p = f^- , кег<р = Мр(Х-/5) и отображение р-> <?р с- % 
есть биекция 6"Х на Нот Ct(X,jF^6г); 
в) алгебра Ct(X,F-0") полупроста. 
Доказательство, а) Пусть М е<m(Cl(YiF^)). Поскольку 
отображение Б?есть изоморфизм Ct(X,F;6) на C(6X,F) 
1 3
Д®СЬ 2x(i) = { X : 4Ы - Oi. 
2 
Здесь npsf рефХ и £ в C(6K,F). 
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по теореме А , то F^(M)eTÄ(C.(6X,F)), Поэтому, по теоре­
ме Ба), существует такая точка <£е р(&Х) , что FY(M) = M l^^ x). 
Пусть iex - тождественное отображение на <^Х . Как 
показывается в [з! , ^существует гомеоморфизм G пространства (Ь@"Х) на рХ , удовлетворяющий условию 6 »Fi^  = <f <j*. Учи­
тывая это, 
=  [ G o  =  
= »lfx ZEX(F). 
Таким образом, 
Мр(Х;в) - (РеТЧм^Х)) (1) 
при р =©(<ре рХ. . Значит, М = Мр(Х;6). Далее, по тео­
реме Ба) и равенству (1) каждое множество Мр(Х-,в) с p«f>X 
принадлежит qTl(b(X,F\®)) - Следовательно, отображение 
р—*-Мр(Х;6) является сюрьекцией . 
Пусть, теперь, р*, р
х 





= Q^Cp*)е f>(.6"X) при k«1,Z и . 3 силу иньектив-
ности отображения ^М^(6Х) справедливо М^(вО() Ф 
Учитывая теперь иньективность отображения г"е и равенство (1), получаем, что 
Mh(X',6) »(FeT'CM^sx)) # (фГЧм^вх))« М^сх -е). 
Итак, отображение р—^MpCXj^ ) есть биекция f>X на 
б) Так как f>y есть изоморфизм Ct(X,Fj0) на CC3X,F) 
по теореме А, то SpoF# ^ Нот C(,(KtF;S) ПРИ р®бУ- Пусть, те­
перь, f« HomCt(X,F;e<). Тогда отображение Н«г , определяе­
мое равенством He-(tp)= при 6 НотCt(X,F^e), отоб­
ражает Нот Cf,(X,F-&) на Нот C(&X,F) . Поэтому, по теоре­
ме Бб), существует такая точка ^evCSX) , что 
#)= ^ ЛГ^У1(^) = ПЕШ<Г> - (F)\) 
для всех £@Ct(X,F;6). В силу наполненности пространства 6Х (см. [33, теорема 2а)), справедливо v(6X) - . 
Следовательно, f = (Л^У'Ц) е ^  и 
Г(4) = ГУ * Wp)- «  - ^ в 
для всех 4* CtCX,?-,6-). Такик образом, каждый <ре. 
- 108 -
e HomCt(X,F;6) определяет такую точку ре©Х , что 
{фоме того, по теоремам А и Бб) справедливо 
Fe-Ueruf) = пег Н&(<р) = М^(ех), (2) 
где с^е VX . Поскольку G""|<3X = ftw (см. [3], доказательст­
во теоремы 2а)), то p«G(c^ > Итак, по равенствам (1) и 
(2), справедливо кег<р = 1*ег)~Чм«(6-Х)) = МрСХ;^). 
Пусть, теперь, р^р^евХ и р< + pL . ß силу отде­
лимости и вполне регулярности пространства 6"Х (как под­
множества ^>Х ) существует функция qe Cfex,Г)такая, что 
$ ( Р < )  =  1  »  а  9 ( Р » Л = 0  .  П о  т е о р е м е  А  я с н о ,  ч т о  a g U  
е Ct(X,F;^) и (^=Х) = ^ • Поэтому " 
Sp<c Fe(gcfkx) Ä ^(Г<) Ф F^cfc*). 
Значит, Sp,»Fe Ф Spx»Fe- • Таким образом, отображение 
р-»§|,»Г<у есть биекция на HomCfc(X,F;60. 
в) Если'- » то $ * ^ e(ex,F) по Т80~ 
реме А. В силу этого, существует такая Р»в вХ , что 
^ о . Отсюда ясно, что кег Spc-Fe = Мр,(Х>в). 
Таким образом, если £ -f- &&(xtF-&) > то "f не принадлежит 
в радикал алгебры Cj (X,F)0) (см. [б], стр. 1Э7). Поэтов 
алгебра Ct{XfFy£) полупреета. 
Теорема доказана. 
Множество HomCi(X>Fr-6') будем в дальнейшем наделять 
слабой топологией, определенной алгеброй C{(X,F-8") . Тог­
да в этой топологии предбазой окрестностей точки cf«e 
<s Hom Ct(X,F;6) являются множества 
ь) =l<f eHomCt(X,F-6-): И(4)-^14)|<^, 
где 6?о и $<= С.б(Х,Р;6).По теореме 16) каждый cfe 
* Нот QXX.F^ определяет такую точку pefiK , что i£ = 
= S^FQ . Поэтому , окрестность £?(<(>.-,£, О гомоморфизма 
tpc = ,, F<y можно представить в виде 
t V F e :  l ^ - S ^ C p O U t S .  
Пусть О(^) - любая окрестность гомоморфизма tpc в 
1 
Здесь б. обозначает нулевой элемент алгебры А • 
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этой топологии. Тогда существуют такие функции <£t, 4»-> • • • > 4* G 
€ Cfc(X,F-e) , что 
iUvFei i^f(p)-(^f(pc)t<&H%). 





€<^Х , что 
l^)e(f) -^еГ(^)1<£> 
при ре <Р<рь) для кавдого *:= 1,2-> • •, ^  . Поэтому отобра­
жение р-'р—пространства на НотQ(X)F;Õ') отоб­
ражает окрестность <D(j^) в Cf<p0) и будет поэтому непре­
рывным на ©У . Поскольку пространство 6"Х вполне регуляр­
но, то топология пространства ©X совпадает со слабой топо­
логией , определенной алгеброй C(6X,F) (см. pL4} , стр. 95). 
В силу этого, для любой окрестности C(f>c) точки р,е. ©X 
существуют такие функции что 
И = П{р е<5х : 19" £ 
К»1 
Учитывая то, что р- есть "биекция SX на HomC§,(X,F;©) , 
р,= при <pe = и 
есть окрестность гомоморфизма в топологии пространства 
Нот Ct(X,F;©) , то {Л . непрерывно на HomCt(X) F ;©•) . 
Следовательно, р, отображает вХ гомеоморфе на 
HomCc,(X,F;<9'). 
Таким образом, справедливо следующее обобщение теоремы 
(1.6-2) книги [б]. 
Сдедотвие 1. Пусть X - тяхоново пространство и 6" 
покрытие пространства X . Если множество Нот Ci(X>F;,6') 
наделить слабой топологией, определенной алгеброй Ct(X,F-6'), 
то пространства 6Х и Нот Q(XjFj©) гоыеоморфны. 
§ 2. Описание замкнутых идеалов алгебры C<(X,F;©) 
Пусть X - топологическое пространство. Множество S& 
£ X называется С^. -вложенным в X , если для каждой функ­
ции ^eCfe($>ß) существует такая функция <eCb(Xilß), что Ü5=j. 
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Лемма 1. Пусть X - тихоново пространство и <3 _ по­
крытие пространства X . Если множество Se & является 
С^-вложенныы в X , то существует гомеоморфизм Т от 
на eS такой, что1 (4l5)f«T = ^  I cL А
х 
(5) для каждой <£е 
eCfc(X,F;©). * ~ 
Доказательство. Пусть $ев' , f = cl.xи «*.е 
Ct(#ix(5),F) - Тогда dLoKx<E C4(S,F). Так как 5 есть 
множество, которое С4-вложбнно в X , то существует такая 
функция <а.<>Ь
х 
<= Ct(X,F), что õlõkx |S . Таким образом 
ф у н к ц и я  ^  =  ( а о 1 5  в С
ь
( X , F )  и  ^ 1 ? х
х
( 5 ) =  e L  .  З н а ч и т ,  
h^CS) является С4~вложенным в 5 . Кроме того, пара 
(5, fixIS) есть компактное отделимое расширение пространства 
5 и ^4x1"' - гомеоморфизм 1^(5) на Л6(5) . Поэтому 
существует гомеоморфизм Ъ от S на такой , что f lfix(5)= 
~ (см.[б], теорема 1.1-1). Учитывая это, 
[(4l5)fVr](0 » J1]^ = L(iis)<^x )= 
={&U) = (4*\S)U) 
при всех 4 <= СДХ^б') и x« &X(S) . Следовательно, 
(4lS)pve = £*1 § Для всех 4е Ct(X,F;6). 
Лемма 2. Пусть X - тихоново пространство и 6" - по­
крытие пространства X . Тогда (?п * Fg е ft от Q(X,Ffi) при ре 
в €jpU 
Доказательство. Пусть ре&.Х . Тогда р„еД, при не­
котором S0&6". Так как (<$• ) = ps (-£) (см.[3], доказа­
тельство следствия 1) для всех 4е сДх,Г*©), то из 
f (>^FeX4)l = \I\)\ 4 pšo(4&) 
следует, что 
I (£|v ° (<Pl ^ Ps A4) 





F'G) в кавдой точке ре6"
р
Х. 
Лемма 3. Пусть X - компактное отделимое пространство, 
3 - идеал алгебры С(X, F) и C(X,F) . Функция 4® 
Если <3«C4(X,F) , то через обозначается такая одно­
значно определенная непрерывная функция на , что 
e cJc(x,F)-' тогда и только тогда, когда <$Лх) = О для каж­
дой точки 
* е ПI «<--1 (1оУ) : ч. е Уi. 
Доказательство см. Q.0] , стр. 41-42. 
Чтобы описать замкнутые идеалы алгебры Ct(X,F;<3) 
введем следующее обозначение: для каждого пусть 
^Р) = CfeU,F;G) : f^) =0 У ре Р^. 
Справедлива 
Теорема 2. Пусть X - тихоново пространство и © - по­
крытие пространства X , элементы которого Ct-вложены в 
X . Тогда 
а) каждый У <= Я(С^(Х5Р'в"))определяет такое Й, е P(<Sj,X), 
что У - ^-(Рэ) и отображение Р—> есть биекция Pf6iX) 
на XC,(X,F-©-)>-
б) каждый определяет такую точку р*ь 
е ejsX , что М = ^-(Ы) и отображение р —»• есть 
биекция <SpX на ^(^(х, FjOjl); 
в) каждый 6 HOMCT(X,Г;©*) определяет такую точку ре 
s Gf,X, что tp = 8„ <> Fy- и отображение р —» 5"р«>1§< есть гомео­
морфизм* 6рХ на homCt(X, F;6"); 
г) пространства <5£Х и "Т^СДСХ,<£;©')) гомеоморфны^; 
д) каждый 3= ЯО^^Г;©)) есть пересечение всех со­
держащих его замкнутых максимальных идеалов; 
е) Н0™ CttXjFjeO = hom тогда и только тогда, 
когда пространство 6р( наполнено; 
к) кавдый М е 7YLtCt(Y.,F;(j)) является ядром некоторого <fe 
е Нот С6(Х,Р;6) тогда и только тогда, когда пространство 
псевдокомпактно; 
з) W(ffefX,F;©')) = 7Ke.(Q()(,f;^)тогда и только тогда, 
когда пространство €»Х компактно; 
1 
Если А - топологическая алгебра, то на honiA рассмот­
рим топологию, индуцированную топологией пространства НотА. 
2 Если А - коммутативная m-выпуклая алгебра над С , 
то на ТТ^(А) рассмотрим топологию Гельфанда (см. [бЗ, стр. 
223) как и в случае коммутативных банаховых алгебр над € . 
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и) алгебры Ct(X,F;6')/jj-(P) и С(Р, F) изоморфны, если 
ре pc<SpX) является С -вложенным^ в 6"Х (в частности, если 
Р компактно в ©jbX ). 
Доказательство. а) Пусть Ре Р£6р.Х).По лемме 2 множест­
во ке<*Ц,*%) замкнуто в (^(Х, F,"©) при рб.<З^Х • Поэто­
му из равенства 
>CP) = mKeo(Sp«.Fe): fe Pi 
следует замкнутость множества J(P) в С4(Х,F^©) . Так как 
по теореме А справедливы (£ + 0®*:= 4^+4^ » (Н)6" = Ч'г и 
(ЦТ = ^V1" для всех 4,9есЛх,Р;в) и AeF , то ^(р) 
образует идеал в C6(X,F;6V. Следовательно, ^,(.Р)е 
для каждого Ре P(6jiX), 
Пусть, теперь, 5е 9((*(X,F;©-)) . Далее, для каждого 
5еб" пусть (а5 - гомоморфизм4 Cg,(X,F;6") на Cfe(S;F) , 
определенный равенством |Ч3(4) = 4(5 для всех 4«Ct(X,F;6^ 
Fs - изоморфизм Cg,(S,F) на C(f5,F). (теорема А при 
X=S и CS" - [Si) , определенный равенством Fs(«0=JlP для 
всех A® Ct(S,F) и ys - изоморфизм C(pS,F) на С(ЗГ,Г^ 
определений равенством^ ~для всех J-e C(f.S,F), 
где Ъ - гомеоморфизм S на (см. лемму 1). В силу неп­
рерывности этих отображений, tos = P§tF5'|us есть непрерыв­
ный гомоморфизм Ct(X)F;6') на C(3\F) и, по лемме 1,спра­
ведливо los(<£") = для каждой функции CfcCX^F• В). 
,Пусть, далее, 
Р , ( Э )  * П { 8 б 5  t  \ % ) = о ]  
4-ЕЧ J 
для каждого Se<8* и 
-  i s e © -  :  
3 Подмножество У &Х называется С-вложеннны в X , если 
каждая ^.eCC^IR) имеет продолжение C(X,IR) . Если X -
вполне регулярное отделимое пространство, то каждое компакт­
ное подмножество С-вложено в X (см.[7], стр. 43). 
4 
Отображение us сюрьективно, так как S есть 0,-вло-
жено в X . 
- ИЗ -
15 
Если = ^s^)- C(SjF) для каждого Se6* , то 3 = 
= Q(X,F;^) (см.[2], предложение 1) как всюду плотная замк­
нутая подалгебра в С
Ь
(Х,Р^) . Так как это невозможно, 
то t/s является собственным идеалом алгебры C(S,F) хотя 
бы при одном 5еф' и содержится таким образом в некотором 
максимальном идеале М5 алгебры C(S,F) . ß силу компакт­
ности множества S , существует такая точка ре. 5 , что 
Ms =^eC(5,F)i 4.(p)=ol 
(см., например, [4] „с тр. 73). Поэ току IptefsCO при этом 
SeG" . Следовательно, &^¥-ф . Таким образом, подмножест­
во 
- U{PsO): 5е 
пространства €р,Х не пусто для каждого 3« . 
Чтобы показать замкнутость множества R, в 6^Х , положим 
Qy = : ^1» 
где множество 
<54 = = 
при каждой 4gЯ . Тогда . Действительно, как объ­
яснено выше, идеал 3 определяет хотя бы одно 5б€> и точ­
ку реŠ такую, что (4®13)(р) =4^) ~ ° для всех <£е 1 . 
Значит, р<=Ф
э 
, Так как врХ£©Х (см. [з]), то функция Sf 
непрерывна на 6^Х . Поэтому, в силу отделимости простран­
ства F > множество Q^. замкнуто в 6кХ для каждой функ­
ции |еЗ (как прообраз множества {oi ). Отсюда ясно, что 
множество Qy замкнуто в <^Х . Остается показать, что 
. Для этого, пусть paß, . Тогда pef^(3) при не­
котором ScSj . Следовательно, ре . Пусть, теперь, ое 
е 1. Тогда ое:Qg для каждой <^
е 
У . Поэтому Cps S при 
некотором Sее и справедливо ср<г R.Q) при этом S . В си­
лу этого, ae R, . Таким образом, Р:) = Q«, и следовательно, 
каждый У <з 3(C&(X,F-,<3)) определяет Р-, е P(©f,X). 
Остается показать, что Я = ^,(Р3 ) . Для этого, пусть 
|еЗ . Тогда <^е(р) = 0 для каждой точки ре <33 = R, . По­
этому 4е. JCP.,) и, следовательно, 9 с. ^.(Р^ . Учитывая это 
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и то, что замкнуто, для равенства 3 = доста­
точно показать всюду плотность идеала !) в 1(Р
Э
), 
Пусть j.с е . Тогда ь%(^)(а) = О для каждой точ­
ки ре £2,(3) hi ^ 
Р5(^ = ЛЫ-4({оЬ):^^ 
для каадого Se<%, . Поэтоцу ciü(- f.tis по лемме 3. 
Пусть, теперь, Se ©VS,. Тогда при каадой точки ре 3 су­
ществует в 3 такая функция, которая отлична от нуля в этой 
точке. В силу этого (см. [4] , стр. 73), = C(5,F). Таким 
о б р а з о м ,  д л я  к а а д о г о  ч и с л а  & > о  и  к а а д о г о  м н о ж е с т в а  S c © -
существует такая функция 4^s& ^  » что 
pš (tis Oi? ~^))<&. 
Поскольку 
Ps(^t,s ~5С) ^ pšC^sG^S ~4°)Х 
то У = Ь . Следовательно, 9 = уРз). 
В заключение пусть ßеР(%Х) такие, что У = уР3}= 
= fj) . Если R, Rj' , то ввиду вполне регулярности про­
странства @р< , для точки р„ е Р3'\Р3 существует такая 
функция Ck е Ct«fX,Do,-a) , что <А(р0) = 1 и =^(Рэ) = t01 
Теперь, по теореме 1 изСЗЗ «существует geCtfX,F;6) такая,что 
qj^ot • Так как с|е £(?,) , но cj^(PV), то ^(Р3)+ JCP,). 
Таким образом, отображение 1(Р) есть биекция Р(§(г,У) 
на XCta,F;&)). 
б) Пусть М е -ЖДС^ХЛ;©)). Тогда М =* ^(Р) при неко­
тором Ре Р(6^Х) . В силу вполне регулярности пространства 
6р< , справедливо ^.( р>) с у р") в том и только в том слу­
чае, когда Р"с Р' . Поэтому, ввиду максимальности идеала N 
Р = {р), где ре 6р(. Таким образом, сужение на {^-.реб^ биек-
ции Р-* ^(Р) есть биекция 6р( на TOci£t(X(F*<3')). 
в) По лемме 2 справедливо Sp»F^- е bomCt(X,F;(^i при ре 
<^Х . Пусть, теперь, (р<= homС<(Х,Г;6") • Тогда кес^) е 
е Щ.(С^ (Xj/F,©-)) • Следовательно, по утверждению б) существу­
ет точка ре<3р<\ такая, что кег^ — клг> <šj> сF,^ . Отсюда следу­
ет, что = 8
р 
«-Fe (см. [15] , стр. 321). Таким образом, су-
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женив на гомеоморфизма <57- на Нот С^(Х, F-©) есть го­
меоморфизм б£,Х на bom Cfe(X,F;©). 
г) Так как С4(X• О1) есть коммутативная т-выпуклая 
алгебра над С , то существует биекция tf\(Cfc(X на 
homCgCX,!1;^ (см. [9], стр. И). Если на me(C6fx С;&)) 
рассматривать топологию Гельфанда, а на ham Сб(Х,<С;<Е>) - то­
п о л о г и ю  ,  и н д у ц и р о в а н н у ю  т о п о л о г и е й  п р о с т р а н с т в а  Н о т ; < • ? ) ,  
то эта биекция является гомеоморфизмом ^eXC^X, F;©1)) на 
hom . Таким образом, по утверждению в) прост­
ранства ©
й
Х и ^((^(Х^ог)) гомеоморфны. 
д) Пусть Dg d(C6(X,F;e)). Тогда 3 = ^(R,) , где Р,е 
е PC<qpX) по утверждению а), далее, по утверждению б), каж­
дый Me определяет точку р&ЩУ( такую, что М = 
= (J-ttpi) • Поэтоцу Mal в том и только в том случае,ког­
да peß . Следовательноs 3 есть пересечение идеалов ^ЦрУ)> 
где ре Р,. 
е) Как известно (см.[з] , теорема 26)) .пространство б^Х 
наполнено тогда и только тогда, когда <^Х =<?% . Поэтому 
справедливость утерждения е) следует из утверждения в) и 
теоремы 16). 
ж) Как известно (см. [3] , теорема 2в)) .пространство 
псевдокомпактно тогда и только тогда, когда в*Х— р-Х . По­
этому справедливость утверждения ж) следует из теоремы 1. 
з) ffeK известно (см. £з] , теорема 2г)) .пространство б^Х 
компактно тогда и только тогда, когда =^Х . Поэтому 
справедливость утверждения ж) следует из теоремы 1а) и ут­
верждения б). 
и) Если Ре Р(6рХ) является (^-вложенным в ©X, то отоб­
ражение Р сюрьективно и его ядро равно )-(Р). 
поэтому алгебры C6(X,F;©)/ у.Р) и C(P.,F) изоморфны/ 
Теорема 2 хорошо известна, в случае, когда X - ком­
пактное отделимое пространство и 6" = tXl . Кроме того, если 
X вполне регулярное отделимое пространство и © - множест­
во всех компактных подмножеств пространства X , то утверж­
дения а), б) и в) доказаны в [13] , стр. 325 и в [б] , стр.203, 
а если 6" = {S„ •-ne. Ml - счетное покрытие таких замкнутых под­
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множеств пространства X , что Sn5 S4+1 для всех ne IN , то 
утверждение в) доказано в [lžQ, стр. 36 (см. также [lfl ,стр. 
173Э). 
В заключение отметим, что в статье [i] утверждения б) 
и в) теоремы 2 обобошены на векторнозначные функций. 
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The description of ideals of a topological 
algebra of continuous functions 
M.Abel 
Summary 
Let X be a completely regular T^-epace, be 
the Sfcone-Öech compactification of X , & = 6f(X) be a cover 
of X and F be one of the fields R or С . Let Cb(X,F)6") 
denote the set of all F-valued continuous functions 4 on X 
for which the restrictions £| $ of £ to S are bounded 
for each S e€> . if the algebraic operations we define point-
wise then in topology of (Bf-convergence the set F}©*) 
is a commutative locally m-convex algebra over F. 
For each topological algebra A let HomA (hom,A) denote 
the set of all non-trivial F-homomorphisms (respectively, 
continuous F-homomorphisms) of A , ^ (A) (3(A)) denote the 
space of all maximal (respectively, closed) ideals of A and 
т
ь
ГА) = 7>1ГА)ЛХА). 
The topological properties of the spaces 
S " X = { p e { k X :  У $ * С к ( Х ^ б Э Д  
(here C(aX3 i? V{°°1) ^or ea°k j-e CCX^fB)) and 
. 6j;X = U{eJ#iXA(s)tSe6'l 
are considered in [3l- Some algebraical properties of those 
spaces are considered in this paper. It is proved that the 
set Horn. CbCX.F;®") we can indentify with the space ©X, the 
set hom Cb(X,F]&) - with vae space 6^X , the set 
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Ttt (C(,(X,F)6')) - with the space X^ , the set 3(Cf>(X,jF;0)) — 
with the set P(6jkX) of all non-empty closed subsets of €j^ X 
and the set |i??e(Ct(X)F,)€$) »-with the space 6»X . Moreover, 
it is shown that: Horn Cb(X,F;6Ü = f>om if and only if 
the space €pX is replete^<BE(C*(Xvf}6jD = if and 
only If the space 6^X is psetidocompact end every KlC 
e<?n(C4(X,F;G)) is the kernel of « f« Нот (^(X^FjG)) if and 
only if the space 6LX is compact. 
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О ПОЧТИ ВСВДУ БЕЗУСЛОВНОЙ (С , 1 )-СУММИРУЕМОСТИ 
ОБОБЩЕННЫХ ОРТОНОРМИРОВАНИИ* РОДОВ 
Ю.Ламп 
Таллинский политехнический институт 
Пусть ft - некоторое бесконечное множество, (К, Z , /и. ) 
- пространство с конечной мерой, {-{«Дд - ортонормированноэ 
семейство функционалов пространства 13 s i.1 (*, £ , уМ ) _, т.е. 
^ V* Ы -fpW fxlM t 64 р. j 
где - символ Рфонекера. 
В статье 141 мы определили понятие безусловной сходи­
мости почти всюду (п.в.) на ^ обобщенного ортонормирован-
ного ряда 
ш 
где - действительные числа. Именно, ряд (1) называется 
безусловно сходящимся п.в. на )t , если п.в. на & сходит­
ся каждая счетная подпоследовательность* 
г ^K^lrifelN (2) 
обобщенной последовательности 
1 ' О) 
где FW - направленное множество, состоящее из всех ко­
нечных подмножеств X множества А , упорядоченное по вклю­
чению, а 
= ' 
В настоящей заметке мы рассмотрим проблему безусловной 
суммируемости п.в. на * ряда (1) методом арифметических 
1 
у нас М - множество всех натуральных чисел. Последова­
тельность ( 2) является подпоследовательностью обобщенной 
последовательности (3), если 




( 4 )  
Ряд (1) назовем безусловно ic . \) -суммируемым п.в. на * , 
если для всякой подпоследовательности (2) обобщенной после­
довательности (3) сходится п.в. на $ последовательность 
( 5) 
Пусть , а у
Л
-\ои>... ,n 1 . Тогда преобразование 
(4) определяет арифметические средние обыкновенных ортонор­
мировании* рядов =о 
(6)  
3 случае , мы получим арифметические средние частич­
ных сумм 
двойных ортонормированных рядов 
J„cutLnM. (7) 
Для обьи-говенных ортонормированных рядов (6) В.Орлич в 
1927 г. опубликовал следующий фундаментальный результат (см. 
Ш, стр. 215) 
Теорема А. При условии 
1л<-
ортонормированный ряд (d), п.в. безусловно суммируемый ре­
гулярным матричным методом , п.в. безусловно схо­
дится. 
Теория безусловной суммируемости рядов (6) развита в 
работах П.Ульянова (см.[5-81). В то же время вопросы сумми­
руемости двойных ортонормированных рядов (7) исследованы 
мало, патей целью является обобщение упомянутой внше теоре­
мы В.Орлича на арифметические средние (4) рядов (1). 
Пусть для коэффициентов ряда (1) выполнено условие 
Ž, е <». <8) 
Мы используем обозначения 
, к_,- 0 (т.е. = к0 ), \К.\ - число 
элементов множества X . 
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16 
Обощим превде всего на средние одну теорему А. Колмогоро­
ва (cH.Ul, теорема 2.7.)-
Теорема 1. При выполнении условия (8) ив безусловной 
1 ,\) -суммируемости п.в, на ортонормированного ряда (1) 
следует п.". на * сходимость всякой подпоследовательности 
(2), для которой 
tKiJ >/4lxh-tl ) (9) 
где 
Доказательство. Так гак 
= А- (1У. \ 1 I 
с 
I u)_l 1 =  
IXfil п ^0 j =6 с-Ч5й.бйК(,^ 
--i- (Г^\ I I v. Z L СиЛ,<1>)) -
ixnl 1 1=0 otfcüXu i-=o 
= — 1 1 C.* -t , 
IXnl 
то ввиду ортонормированности системы \^(.)0"L , учитывая ус­
ловие (Я), имеем ^ 
£ u s V u) - ст. uftViAx) = Z ,4г u 1VK; / Z- с j- = fei \«кГ С--Л w Ы6ДК,, ^ 
- I I Z . 77 Л < I Tiv 1 Z d < Zc- <«3 
L^O L \Xn\ Л=0 ^ ^О^дзсс" <£ft J 
откуда по теореме Леви (см.[2^) следует наше утвервдение. 
Обобщением теоремы А на (С,*) -суммируемые ряды (1) яв­
ляется следующая 
Теорема 2. При выполнении условия (8) из безусловной 
1 )1)-суммируемости п.в. на > обобщенного ортонормированно­
го ряда (1) следует его безусловная сходимость п.в. на # . 
Доказательство. Пусть - некоторая подпоследо­
вательность обобщенной последовательности (3), для которой 
не выполнено условие (9). Выберем из Р (R)последовательность 
следующим образом: 
Т0 •» Х0 ) Тл э I 
1 ^ 4 Mtvx \ i \ ^ Ц-Н ) 
где <\? А . Так как последовательности <
г
Т<\1 и V гА > Где 
Хп х^(
Л 
удовлетворяют условию (9), то иэ предположения 
и иэ теоремы 1 следует сходимость п.в. на t подпоследова­
тельностей и xSy Ы\ . Но тогда сходится п. = . 
на Ч- также и последовательность \ Synl>) 1 , так »ак 
Для двойные ортонормированных рядов (5) из теоремы 2 
вытекает следующее 
Следствие. При выполнении условия 
I С;у < °о 
i-Л'О vxt 
из безусловной (.С, А) -суммируемости п.в. на * двойного ор-
тонормированного ряда, t 7) следует его безусловная сходимость 
п.в, на Ч . 
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Über die Unbedingte (C,1)-Summierbarkeit der 
verallgemeinerten Orthogonalreihen fast überall 
J. Lamp 
Zusammenfassung 
Es sei A eine unendliche Menge, (^,5.,^) ein Raum mit 
endlichem Map, ein orthonormiertes System von Funk­
tionalen des Raums und F(A) eine durch das Bnt-
haltsein geordnete Menge aller endlichen Untermengen К der 
Menge A . Man sagt, daf. die verallgemeinerte Orthogonal­
reihe (1) unbedingt fast uberall in X (C,1)-summierbar ist, 
wenn fast überall in X die Folge (5) bei jeder abzählbaren 
Unterfolge (2) konvergiert. 
Im vorliegenden Artikel wird ein Resultat von W.Orlicz 
(Theorem A) für fast überall (C,1)-Summierbarkeit der Rei­
hen (1) verallgemeinert. 
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НЕКОТОРЫЕ ПРИМЕНЕНИЯ РАВНОСУММИРУЕМОСТИ РЯДОВ 
Н. Веске 
В данной статье мы рассмотрим некоторые приложения к 
тригонометрическим рядам теории равносуммируемости, которая 
изложена автором в статьях £2, 3, 4}. Нас интересует равно-
суммируемость формального произведения рядов и последователь­
ности частичных сумм одного из умножаемых рядов. При этом мы 
будем пользоваться такими свойствами умножаемых рядов, кото­
рыми при исследовании суммируемости ряда-произведения до сих 
пор не пользовались. Такими свойствами являются, например, 
сходимость со скоростью, ограниченность со скоростью, сходи­
мость ряда 2. IV LM-^1. 
В § i мы докажем, что ряды 
^ + 2. <-G -> УЬЪС. эо V } (5) 
У jbuvv VVSO 9U ~Ф (2 )  
+ 2L С 004 Vv-эс -t-bvw WK. ^ ЗС/ •=# & W.k> 
( k, s О • t Л • ± Хл - . . , ) являются ( C( 4) -ограниченными со 
скоростью А = <_vv >4). 
В § 2 мы применим равно суммируемость к рядам Z. u,wVw 
и к тригонометрическим рядам. 
§ -I. ( С,/< Ограниченность рядов (4), (2) и (3) 
Пусть ( АаГ
л
) - последовательность частичных сумм ряда-
-произведения Коши £. ллг^ рядов X и 2. ajv, , /V -не­
которое <мсло. Частичные суммы рядов 2. u,w и JE, v^, обоз­
начим через IX.^ и ЛД*, . Ранее автором доказана 





(Ь) -суммируемой к нулю при всякой ( С, <<, Сумми­
руемой к нулю последовательности 
С ^Vv) ; (4) 
если выполнено одно из следующих условий: 
а) последовательность 
(. Ww) (5) 
является ( С, (Ъ- dj)-ограниченной со скоростью (t 
значением ЯГ при (Ъ «i-M • 
б) 2. \ 'У*,- 0,0 при {Ъ >, d^-t-4 ; 
в) ©U) при р =<1-М . 
Напомним определение ( с,Л ^-ограниченности: 
последовательность (5) называется ( С, А )"^-ограниченной зна­
чением , если 
хХ^ [U~0~4£/lV<ir] = 0(A), 
где l-Xvt,)- монотонно возрастающая последовательность 
положительных чисел. 
Тригонометрические рады (-1), (2) и (3) расходятся при 
любом ас, и ( С^)-суммируются при любом о. 
Для ряда (?) частичная сумма 
Л- О 4 . ТГ » 5<1 W (.vv-tr^.) Эс, 
о„ = 2- ь»* «• х- - —г—; ^ . 
^ о s> *>w со ^ 
откуда 
г < . С <Г » 3 1 Г 1Ъ 
^  * > 1  J , 
и 
Ü w 4 , 5 ^ / f t ^ - 0  п р и  а с .  
vv> с*у 
т. е. ряд (?) является ( С,А )-суммируемым к нулю. 
Для ряда (2) имеем 
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с® ч  , L < *  - со>С>*-» i)x 
<£> с > Suwte'av - т Get. т *, Vv f 1 ^ Jv S VXAv « i = / •? v vv "v^ — 4) v v <a , « tt , w *-— *v ^ Z ž> vVV 3*. V k-a-t 
откуда 
< - Л  k v  +  - <  x  3 0  ы!-|л, (>УЧ-Л~) дс 
^ = °°L X. U ^ 
SV ^ Ц i 
JUv^ sJt = при 30^ 
Рад (3) ( С,Л )-суммируется и его сумма равна 
X Оо*' aL при Э<.з?ь a.t«,Jr. 
Убедимся, что для этих рядов выполняется условие а). 
Для рада (?) имеем 
qfc? лу Л 
iv* Д 
следовательно, 
I 'VFvZ - ifll"! - Al _$> vw t k-mi т- 1 ^  
Л V»_ ^ Г bC'l/U ~1 ^ 
L Sivw ^  j у 
ATj« 
ограничено значением ( )"4 при всех^фиксированных x 
[ ос -4- Al«»л) . 
Для ряда (2) имеем 
АVJt _ лГ _ __Л # *0 ос.  
W + 4  ~  V  -  L j A 1 J w V  ? j r  k v  +  Л  
и следовательно, 
с vv-m) i 'ЗПд. - А г i - u j v t- i^±lž 30 i 
У Iw+л v 1 нТбЗ? % 
ограничено значением ( 4 s^w*- ^ j"1 при всех фиксированных зс, 
так как эс. ^ . 
Для рада (3) имеем 
'^vt, Л h I J fr С —l) ^ 
wt-t " 5^ (bvt- I) L 
V 4 _ žl-IA. C^-wl ae 
и следовательно, 
, ,i j WJt л И - I biztimilX. - * 1 
X/ 
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ограничено значением 5(4 ПРИ всех фиксированных х, 
так как х 4- . 
Итак, мы показали, что справедлива следующая 
Лемма tЛ. Ряды И), (2) и (3) являются ( С, Л )-ограни­
ченными со скоростью A. a (w+a) равномерно относительно Эй. 
н а  к а ж д о м  и н т е р в а л е  о  <  t  i x  s  а д -£ .  „ 
§ 2. Применение теоремы А. 
В этом параграфе применим теорему А к формальному произ­
ведению рядов. Рассмотрим, какие ряды удовлетворяют условиям, 
которые теорема А накладывает на ряд 2.Д.Ц» т- е- на после­
довательности (4). По теореме А последовательность (4) долж­
на быть ( С, «с )-суммируемой к нулю, если (Ъ >01+Л. Так как 
один ряд у нас уже суммируется методом ( С, Л ), то fl-oL= Л 
и a ot + Л, Мы получили, что последовательность (4) должна 
быть ( С, (Ь - Л )-суммируемой к нулю. 
Для сходящихся знакочередующихся рядов £ -и^ последова­
тельность (4) стремится к нулю. Тогда по теореме А ряд-про -
из ведение ( ) -суммируется к 'V'tl. где /Ц, - сумма знако­
чередующегося ряда. Нам удалось отказаться от абсолютной схо­
димости, так как по теореме <[67 (jjf|, стр. 286) для суммируе­
мости методом (С, п, ) рада-произведения требуется абсолютная 
сходимость одного ряда и ( С, h,)-суммируемость второго рада, 
где к > О. 
Для знакочередующего ряда 
Z (6) 
частичные суммы 
f Jit при л. sXk, 
J Q при к.= Ме.+Л. 
Рад (6) ограничен методом ( С( «ч.) и последовательность 
) является ( + Л )-суммируемой к нулю, так 
как 
IU, st /Ai** = tw (WM/X/Л^ = tivw (и+xjt ОЙ) = О. 
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Ряд (6) является тогда (С, А-М )-суммируемым к значению 
К*'* . Ряд-произведение, образованное по правилу Коши из ря­
да (6) и ( С, 4 ^-ограниченного ряда, где J» является 
на основании теоремы А ( С, вс+х» )-суммируемым к значению 
эй-*"1 лУ. 
Остановимся на условиях ( С ,«t) -суммируемости рядов ти­
па 
2. (7) 
( С,о(. )-суммы этого ряда при <*> L и о; 4j x,j—) 
имеют вид 
^ ~ IL/1"-'*- ^  Л"-
V. 
- -
<CSO Д*" - о ' 
- F AIT. E^ZK-^u.fc. <-=o /VÄO ^ lv=y-
Ho так как метод ( С,oi.) регулярно транслятивен при всех 
-з,. ..., то ( C,<dL )-суммы ряда (7) приобретают вид 
где являются ( С | oi. - X ) -суммами последовательнос­
ти I и,*.) . Но тогда 
5* = I --
/*.2О ' L--О • 
= z u""'2, АГ* . 
М-~А /*• w*/* 
В случае ( С, $v ) -суммируемости рядов типа (7) ( С, %,) -суммы 
приобретают вид 
ry _w> 
-2- , 2- АД,.АК -fc.=0 w *- tao <-







= Žo ^  
Чтобы найти необходимые и достаточные условия для (С,ос)-
-суммируемости рада (7), сравним его с ( C,oL )-суммируемой 
последо вательност ыо 
VC«,*,) . (8) 
( О,oL )-суммы этой последовательности при о(>2 приобретают 
вид 
5^ = vi KZ u'f- , fa/SO >Uw = 0 ^ W J 
а при oi = 2 
£lK= vi А* 
При помощи равно суммируемо ст и мы получим следующие результа­
ты. 
Теорема 2Л. Для того, чтобы рад (7) и последователь­
ность (8) были равносуммируемыми методом ( С,«1 ) при ot^. 2 
для любого рада £ ( С, А )-суммируемого к значению ЛУ , 
достаточно, чтобы последовательность (4) была ( С, d.-^/)-ог­
раничена. 
Д о к а з а т е л ь с т в о .  Р я д  ( 7 )  и  п о с л е д о в а т е л ь н о с т ь  
(8) являются равно суммируемыми методом (С, ы,) тогда и только 
тогда, когда разность ( O.ov )-средних ряда (7) и ( C,d )-сред­
них последовательности (8) стремится к нулю. Эта разность име­
ет при =<.> 2 вид 
(si- s1*) /к, (At v'iu't^K tv; /яд- 4(9) 
По лемме 4 (fgj, стр. -120) необходимые и достаточные условия 
д л я . т о г о ,  ч т о б ы  р а д  ( 9 )  с х о д и л с я  к  н у л ю  д л я  л ю б о г о  р я д а J L }  
(С, Л )-суммируемого к значению ЛУ , являются условия 
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ie (я *)-" u'*;*r = о, 
iv-»oo > 
v  № 1 г £ | л д и ' ^ | . о м ) .  /v = 0 ~ I 
Оба условия выполнены, если последовательность (4) является 
( С , о(_- L )-ограниченной. 
Разность ( С, Х-)-средних имеет вид 
Она сходится к нулю для всякого ряда , ( С, 4 )-сумми­
руемого к значению лУ .если последовательность (4) ограни­
чена. Теорема доказана. 
Следствие 2Л. Для того, чтобы ряд (?) был ( С,-*,)-сум­
мируемым при <ч.£ 2 для любого ряда ( С,4 ^-ограничен­




Л*-—о ' I 
i-uy. i-uirsu* 1-0 
w->oo ' yuu=o ^ ^ 1 
и достаточно, чтобы последовательность (4) была ( С., А- 2^ )_ 
-ограниченной. 
Д о к а з а т е л ь с т в о .  Т р и г о н о м е т р и ч е с к и е  р я д ы  ( 1 ) ,  
(2) и (3) являются (С( 4 ^-ограниченными значением U" при 
vv = С"- -*-•!) . Поэтому можно применить теорему Щура (£fj, 
стр. 22): для того, чтобы преобразование последовательности 
(Uh)b последовательность (U-Д) существовало и переводило все 
ограниченные последовательности в сходящиеся последовательно­
сти VUlH) > необходимо и достаточно выполнение условий 
существует Vvw cv^ 
- 131 -
2 °  Z  1 ^ 1  =  О  ( Л ) ,  
3° tlvw Z  ~СЦо| - 0 .  
w-1? ÖO lo 
При этом 
^-vvw 'Lt> ^ CXy ^'ly|y^ ^ 
В нашем случае эти условия приобретают вид (-10). Они выпол­
нены, если последовательность (4) является ( О, ou -1, )-ог­
раниченной. 
Остановимся на условиях ( С( А )-суммируемости рядов ти­





Ž. iCh, "-Vk ^ ^Ut ' 
л- J2- -З' _ ^ 4 
Z u . »  2 .  2 -  Д и .
е  
= ^ h . t .  )  
U ** fc=o t»0 K*° 
Ä u t  TX-O 
получим результаты, аналогичные предыдущим, а именно справед­
лива 
Теорема 2.2. Для того, чтобы ряд (7) и последовательность 
(8) были равносуммируемыми методом ( С)\ ) для любого ряда 
( С., К )-суммируемого к значению 1)* , необходимо и дос­
таточно, чтобы 
Üm» Л - О , 
| д « .
е
| - о ( л ) ,  
tso 
и достаточно, чтобы 
Z  j  Ä u J  < ° ° .  
Следствие 2.2. Для того, чтобы ряд (7) был ( С-, \ )-сум-
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минуемым для любого ряда 2. , ( Ot \ )х-о границе иного зна­
чением 1)" , необходимо и достаточно, чтобы 
^ uvv-k„ - ^к, , 
Г (ОД'1  £ l5u,U = 0(4) 
' 4сго 7 
^vv) Ä. | Д U^,-U,£, | - О 
и достаточно, чтобы 
Z I Д ич 1 < . 
Рассмотрим формальное произведение рядов типа (7). Най­
дем, при каких условиях ряд-произведение является (С( (Ь ) -
-суммируемым, если один ряд ( С, 4 )^-ограничен, где ,x=.(.wm3. 
Тригонометрические ряды (I), (2) и (3) удовлетворяют этим ус­
ловиям. Справедлива 
Теорема 2.3. Произведение ( с,4 )Л-ограниченных тригоно­
метрических рядов на ряд типа (7) является (C-jb )-суммируе­
мым, если последовательность (.лл,„.) коэффициентов ряда (7) 
-ограничена, выполнено условие 
и последовательность (.лу*.) ограничена. 
Д о к а з а т е л ь с т в о , .  П о  у с л о в и ю  а )  т е о р е м ы  А  
последовательность членов второго ряда должна быть ( С, (Ъ-\) -
суммируемой к нулю. Найдем, при каких условиях это выполнено. 
Для этого преобразуем сумму 
-  *)"'£ «-Д . 
- (flryitcr ~~~=(ЯГГ'£ utt «•„. 
' xsc) *ав 
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По теореме Шура ( 4 стр. 22) необходимыми и достаточными для 
того, чтобы мы получили при ограниченной последовательности 
сходящуюся последовательность, являются условия 
V CAtTÜ lu'^l «0(0, 
Х.=о ^ 
з° CfCVl liAl^-uU-o. 
%3o * 1 
Если последовательность коэффициентов (и.,*) рода (7) 
Со, ^-1) ограничена, то условия -I0 и 2° выполняются и 'U-x,= 0. 
В таком случае последовательность членов ряда (7) (С, (Ъ-4 )-
-суммируется к нулю, а условие 3° приобретает вид (-И). Тео­
рема доказана. 
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ABWENDUNGEN DER GLEICHSUMMIERBAHKEIT DER REIHEN 
H. Veake 
Zusammenfassung 
In der Arbeit werden die in den Artikeln [ 2 , 3 ]  erhalte­
ne Resultate im Fall, wenn eine von den Reihen eine trigo­
nometrische Reihe (1), (2) oder (3) und die andere eine 
Reihe (7) ist, verwendet. In den Sätzen 2.1 und 2.2 gibt 
man die notwendigen und hinreichenden Bedingungen fur die 
(C^otJ-Summierbarkeit der Reihe (7). ton bekommt: Satz 2.3. 
Das Produkt der Reihe (7) mit einer (С У -aummierbaren 
trigonometrischen Reihe ist (С , jO )-summierbar, wenn die 
Folge der Koeffizienten einer Reihe (7) ( С , (5 -%,)-beschränkt 
die Bedingung (11) erfüllt und die Folge (V^ ) beschränkt 
ist. 
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О МНОЖИТЕЛЯХ РАВНОМЕРНОЙ СХОДНОСТИ 
НЕЩГОРЫХ КЛАССОВ АНАЛИТИЧЕСКИХ ФУНКЦИЙ 
Ю.Липпус 
Таллинский политехнический институт 
Пусть wft] - некоторой модуль непрерывности. Обозначим 
через 3 множц;тво функций 
Ч, 2 - 1 ,  i z i < i >  ( 1 )  
аналитических внутри единичного /груга и непрерывных вплоть 
до границы, через Н множество функций j (2) аналитических 
внутри единичного кщге и удовлетворяющих оценке 
j Iftv^leb^00- ^ 
Если feH , то почти для всех а. существует TTM J-(<F I L X J-
-£ (&оЛ) , причем предельная функция принадлежит классу L 
интегрируемых 2£-периодических функций. 
Пусть далее (соответственно к
м
) обозначает мно­
жество тех I* из Н , "оторое на единичной от,ружности имеют 
интегральный модуль непрерывности, удовлетворящий оценке 
с о  ( £ , £  ) L  =  ( 9  ( w  ( t  ) J  ( с о о т в е т с т в е н н о  с о  ( f ,  t  J L  =  e r  ( с о  i t ) ) ) .  
Пусть еще BF обозначает "ласс тех J• из ß, степенной ряд 
»оторых сходится рапно»ерно в "руге |z|ž- 1 , и ßßF "ласс 
тех I из Ь, частичные суммы степенного ряда "оторчх в 
vpyre I z | ^  1 равно«ерно ограничены. 
Пусть = - не~оторая последовательность "омп-
ле»сннх чисел и jy_ 
AJ 121 
Говорят, что X принадлежит "лассу (h,6), если для "аждой 
I из Н ряд tao 
> \с^гк (3) 
является степенны» рядом некоторой функции из Б. Акало-
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гично определяются »лассы Ш, ßp), (H"w , ßFJ. (A,W|BP) и 
т.д. 
Пусть IM обозначает »ласс последовательностей "оси-
нус-^оэффициентов ограниченных функций. 
В настоящей работе ми ивучае« »опрос принадлежности X 
-класса« (Hto|ß,-), (4
Ш| в>р), (НШ|6вр) и (A/w, 6ßF), см. 
теоремы 3-5. 
Теорем" 3-5 являются аналогами теорем В.Р.Почуева [3jo 
классах (Lu, ,cf), Лр ) » tLy, C6F), (6u>, CqfJ- Здесь 
, CF) (соответственно (4j Cf )J-класс последовательнос­
тей Л -{ *}, таких, что если 
+ ) (СЦ cod &.ДС LX ) 
ряд Фурье интегрируемой периодической функции j для мо­
дуля непрерывности которой справедлива оценка uj(l,t)L -
-  ( f f  ( v o ( t ) )  ,  с о о т в е т с т в е н н о  о ц е н к а  с о  ( £ , i ) L - т о  
ряд о, \Г~ 
>о 17 +^_ <MLX+ (У^ЙЬ 4х) (4) 
сходится равномерно. Аналогично определяются классы 
lLuo, (-'вр)и Mw, CßF), если ряд (4) имеет равномерно огра­
ниченные частные суммы. 
В указанной работе накладывалось условие, что 3. яв­
ляется последовательностью косинус-коэффициентов ограничен­
ной функции. В наших теоремах 3-5 будем предполагать, что > 
является последовательностью класса 1 Н, В), В теоремах 1 и 
2 дается характеристика »лассов (Н, ß) и (И, 6>F)-
Пусть (х) = 2 Определим норму 
II Я. IlF~ i-af v-tWiip, J t-x) +^_ a,*"*"* j ) (5) 
где нияняя грань берется по произвольным последовательност­
ям комплексных чисел {^аратеодори и Фейер [5] по­
к а з а л и ,  ч т о  с у щ е с т в у е т  п о с л е д о в а т е л ь н о с т ь  ч и с е л  У 
реализующая нианюю грань в (5). Соответствующая ей функция 
по теореме о двойственности (см. например!*,] стр. 34) при­
надлежит "лассу L ограниченных измеримых функций. 
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18г 
Будем говорить, что X е 14', если li А11^= öl "О, где 
Vn А (х) = A М - <3^ Л (xj средние Балле Пуссена и 
- средние Фейера последовательности (2). 
Теорема 1. Для того, чтобы >6 (Н,&), необходимо и дос­
таточно выполнение условия Ae М -
Доказательство. Для того, чтобы £ & , необходимо и 
достаточно, чтобы средние Балле Пуссена ряда (3) {л (z) 
равномерно сходились в *руге |2.| \ . Так как класс И яв­
ляется банаховым пространством относительно норм» 
.2Х 
'if "L = šx j If UUXJUx 
с единичным шаром S = { ^ ^ ' "f и 6 относительно 
-нормы, то для применения теоремы Банаха-Штейнхауза 
достаточно внчислить норму оператора L^lj) = , дейст­
вующего из Н в 6. Так »ак вместе с j (z) в S принадле­
жит и функция u 






и (см. Карамата [?]) 
1ши ««3.1 L„ ф U) I = А 
je 5 iz|64 Т6У х 
г th/O-ЭС dvLfyyg|j'|- ) Vj^A (-t)d£| = 
х Mi; 0 . 
" ** ' <j f ^  ^  ^1 ^ ' ' 
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Теорема 2. Для того, чтобы А 6 (8, &
г
.) , необходимо и 
достаточно выполнения условия 
!iajf=W. 
Доказательство. Мы имеем 
(lltJ Л* (*-*)«(*. 
Повторная рассувдения, приведенные в доказательстве преды­
дущей теоремы, получаем, чдр нормой оператора 
=.^(z)= £чЧ*', 
действующего из Н в. Õ, является величина 
i«f»& I = 
Применяя теорему Ванаха-^тейнхауза, получаем утверждение 
теоремы. 
Для класса (L, CF) аналогичный результат получил Г.Гёс 
[6]. 
В дальнейшем будем предполагать, что модуль непрерыв­
ности tu (t)  удовлетворяет условию u'(~t)/t~* «. при t -*О. 
Теорема 3. Пусть М'. Тогда условие 
">(П)11Л
П
11Р -  Г(1) (6) 
необходимо и достаточно для того, чтобы Л€ (А,^,ß?) . 
Теорема 4. Пусть Л в М' • Тогда условие 
t v ( & ) H A j F = ö ( i >  ( 7 )  
необходимо и достаточно для того, чтобн А fe (4^, В_ J. 
Теорема 5. Пусть >е Mz . Тогда условие (7) необходимо 
и достаточно для того, чтобы Л б ( Н
ы1)6в?)или л е (к^1Ьвр), 
доказательство этих теорем проведем одновременно. 
Пусть (соответственно к^ ). ß силу условия 
ЛбМ' имеем, что ^еб и, следовательно, 
'I fx" r-v Ь "с * 1  h W ^ f* [ Z )  " • 
Остается оценить разность 
Х)-г 
Так как V^A(x) - Aal-*) не содержит гармоник до порядка п>, 
- 139 -
a t  (V00) и V^X (еЛ*) не содержат отрицательных степеней 
е. , то имеем: ' дх . . 
1 «"„fir sifA = at I j {{ 
+ n^Atx^J- ЛЛ^-*)-ГЛи.(*-^}ей|' 4 
4 iif - «V,f #L tl П. Ч * 1Л.1,)=еы^ил "f+ 
+ IM« Hp}, 
где m, = [ tv/aj. Поскольку ЛбМ', то /iv^Aii^. - (Р(1) , а иэ 
^ е (соответственно А.^), получаем £„, (|)L = (Р (w HAO] 
( соответственно С-(и(Уп,)) ). Поэтому в силу условия ( б)при 
uj» или в силу условия (7) при ^6 имеем, что рас­
сматриваемая разность стремится к нулю, или в силу условия 
(7) при ^ е - ограничена. Достаточность доказана. 
Для доказательства необходимость условий (6) и (7) по­
кажем, что если условие (б) (соответственно и (7)) не вы­
п о л н я е т с я ,  т о  с у щ е с т в у е т  ф у н к ц и я  ^ ( с о о т в е т с т в е н н о  
Ко) такая, что для нее ряд (3) расходится, причем при ^ е 
6 расходимость неограниченная, цри этом пользуемся ме­
тодикой из статьи [4 ]. 
Пусть существует последовательность чисел {Xfc,\ такая, 
что . " ч 
W ^  " V'f  *  ^  >  
где <х. = о, если не выполняется условие (б), и <* = 1; ес­
ли не внполняется условие (7). Можно считать, что последо­
вательность {п^ } удовлетворяет еще условиям 




Функцию ^ построим в виде ряда 
f(z)=^ r*wH/^)ft.(zJ, (Ю) 
ГДе ®NtH) bXf> (1(3 Nt-<)*), 
<Г
П 
(x) = 1 К
Д1г-1(а) - Кл( (x) ядро Балле Пуссена и (х) -
ядро Фей ера. Определенные таким образом функции fl(z) яв­
ляются полиномами степени SN^-1 и не содержат степеней до 
Nt-1 . По выбору чисел каждая степень z содержится 
в сумме (10) не более одного раза. Так как 
»Mu<3 ,  ,  
и  
4 1 )  
то по теореме Леви из (8) получаем, что fen. 
Оценим интегральный модуль непрерывности функции j- . 
Пусть , VH-H ~ ^ Vi*.Обозначим f(x) - f- (в"*) и = 
= L \о Оценим разность ||^(а-b) - (х)li, 
следующим образом: l  ^ 
м 
±т<. 
fe j(f (**М $4^*1 I fj l*^)' -Vj (*) I <*•* 1 "} NI si* (12) 
Так как fj {x) полиномы степени 5" N^- Ч , то в силу неравен­
ства Ьернп'тейна и (11) имеем1 
хп. -А « 
C,NJ UMJ)H. 
Вторую сумму в'(12) оцедим с помощью (11). Получаем 
/Kj). 
Отсюда с помощью (8) и (9) находим ' 
Il«f (х+А,)- F (x)llLS C Z K "*~К \Ш (V-Vfc) f C3 (fct*) со 
d силу свойств модуля непрерывности, имеем 
n ^ u : ( < / n t j 5 и  < о ( 1 / о - 4 м J  5  ^  W -
Следовательно: Ä 
H(xtA) - Ч"Сл.)llus Ci, к tv(Aj^ 
т.е. j- е Ну, , если л = с , и f.e , если «. = 1 . 
Оценим теперь разность 
1 
Здесь С., . обозначают абсолютные положительные 
постоянные. 
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fA(^J "4f^ « Ijf^ 1\Л(rx;" 
" ^ n, dx I = тлх УС I (<fc"^ (Vn^lO/v^/Ujf 
- A^-x)}cCx|= A"a)(V^Jn-v»* = 
= t'*uj (•Vai j mAX I AJ-^J + Г%Л" V (-^"r4A (>J> 
if" 
^ (Vnfc){llA^ÜF- II \A "F) > сw. 
Таким образом, ряд (3) расходится, причем при ^ е Aw 
расходимость неограниченная. Теоремы доказаны. 
Автор глубоко признателен С.А.Теляковскому за постанов­
ку вопроса и постоянное внимание к работе. 
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On multipliers of uniform convergence of some 
classes of analytic functions 
J.Lippus 
S ummary 
In the present note under some restrictions necessary 
and sufficient conditions are found for a sequence of comp­
lex numbers Х = {Х
И
} to transform the power series (1) of 
a function,analytic inside the unit circle, integrable on 
the unit and having there a given integral modulus of conti­
nuity, into a uniformly convergent power series (3). 
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ОПЕРАТОРЫ, СВЯЗАННЫЕ С ПРЕДЕЛАМИ 
А.Монаков-Рогозкин 
Таллинский педагогический институт 
Для класса функций f  : Х ~ *  I R  , имеющих конечный предел в 
любой точке топологического пространства X , соотношение 
L ( f )(Z) = h m  f ( x ) ,  геХ, 
x-»z 
определяет оператор L "перехода к пределу", действующий,как 
показано в первом разделе статьи, в пространство С(Х) непре­
рывных функций на X . Во втором разделе дается аксиоматичес­
кое описание оператора перехода к пределу, а именно, показы­
вается, что для всякого оператора L , удовлетворяющего неко­
торым условиям, существует слабейшая топология на множестве 
X , относительно которой этот оператор является оператором 
указанного выше типа.В заключительном разделе приводятся без 
доказательства некоторые дальнейшие результаты, в частности, 
показывается, что рассмотренная в работе ситуация обобщает в 
топологических терминах известные конструкции теории лифтинга 
(см. 12] - [47 ). 
Если X есть топология на множестве X , то соответствую­
щее топологическое пространство обозначается через (X ,т). 
Через 1
А 
обозначается характеристическая функция множества 
ДсХ ; мы полагаем также 0~=Z$ и ü = . 
§1. Непрерывность предельной функции и оператор 
перехода к пределу 
Пусть (X, т) и (У,!?) - топологические пространства. 
Поскольку предел отображения -f : X У в точке а.еХ опре­
делен лишь в том случае, когда OL является точкой сгущения 
множества X, то ниже мы будем всюду предполагать (или дока­
зывать), что рассматриваемые топологические пространства не 
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имеют изолированных точек, т.е. плотны в себе. 
Теорема 1. Если(Х,г)-Tj-пространство, а (У,р) - хаусдор-
фово регулярное топологическое пространство и отображение 
-f : X —*• У имеет предел в любой точке пространства X , то 
равенство 
Q ( z )  =  i i m  { ( У ) ,  z e X ,  ( 1 )  
о x-*z 
определяет непрерывное отображение g : X—*• У. 
Д о к а з а т е л ь с т в о .  В о з ь м е м  п р о и з в о л ь н о е  г 0 с Х  
и пусть 
Püri f(X) = Cj(Zo) = y0 & У. 
Для любой окрестности ZL точки подберем, в силу регуляр­
н о с т и  п р о с т р а н с т в а  У  ,  з а м к н у т у ю  о к р е с т н о с т ь  Ц т о ч к и  У 0 >  
а по окрестности Н'- окрестность V^Tточки н0 таким образом, 
чтобы ^СХ)Е21У для всех хе V, ХФ^. Пусть теперь не V и 
2^20.Так как X есть Т^-пространство (без изолированных то­
чек) , то существует такая окрестность W точки z , что\у^У 
и Дия всех X е W имеем /fX)€ И". Так как g fz) = 
= £isn {(X), то любая окрестность числа ^ fz) должна содержать 
числа вида fCX), где х е W » а потому эта окрестность пе­
ресекается с 2/' . Значит, gfz) - точка прикосновения для 
1/i' , откуда <^fe)eclV./=1l/<=-21. Таким образом, для любой окрест­
ности % точки у0 мы нашли такую окрестность V точки zOI что 
gcz)e li для всех ze V , тем самым, непрерывность функ­
ции в произвольно выбранной точке г0еХ доказана. 
В случае, когда С У, £) = ^  , равенство (1) определяет 
функцию g : Х-» ^  , которую мы будем называть предельной функ­
цией для функции f . Таким образом, теорема 1 утверждает, что 
предельная функция всегда непрерывна, т.е. принадлежит классу 
С(X, г) непрерывных функций на X , если (X, г) есть Т^-про­
странство. Обозначим через Sv-ßv(X) совокупность всех 
функций f : Х-— Ih , имеющих конечный предел в любой точке 
пространства X , и положим для f £<о-с- и ге X 
L ^ ( f ) ( z ) =  i ü v f c X ) .  ( 2 )  
Это равенство определяет оператор §-» C(Xt), который мы 
будем называть оператором перехода к пределу. Свойства класса 
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SZ и оператора L T  вполне ясны и вытекают из соответствую­
щих свойств предела. В следующем разделе будут вццелены неко­
торые важнейшие свойства (Al - А6), играющие роль характерис­
тических. 
§2. Восстановление топологии по оператору 
перехода к пределу 
Пусть X - непустое множество, А - подмножество про­
с т р а н с т в а  Т С Х )  в с е х  в е щ е с т в е н н ы х  ф у н к ц и й  н а  У  и  L ' - r f - - * T ( X ) ~  
некоторый оператор. Будем предполагать, что пара обла­
дает следующими свойствами: 
AI. Множество Л есть векторная подрешетка в ТСХ)',  
А2. Оператор L есть векторно-решеточный гомоморфизм; 
A3. Не Л ; 
A4. Если f, h e  Л  ,  C j e T ( X ) ,  fs g $  h  и Lff) = L ( h ) , r o  
A5. Оператор L является проектором,  . . L- Л — Л и 
L ( U { ) )  =  L ( f )  д л я  в с е х  - f е Л ;  
А6. Для любых f £ Л , Х6 X и £> О существует такое 
^  £  X ,  ч т о  X  и  I  f  f t p  -  L ( f ) C X ) l <  Е  .  
Приведенные условия не являются очень обременительными. 
Им удовлетворяет рассмотренный в предыдущем разделе оператор 
L-J- , заданный на классе §
г 
. Нашей целью является показать, 
что если пара (Л,1~) обладает свойствами Al - А6, то суще­
ствуют топологии на множестве X , относительно которых L 
является оператором перехода к пределу на функциональном клас­
се $ . Другими словами, существуют топологии г на X, обла­
дающие следующими двумя свойствами: 
Ci. Всякая функция f е Л имеет конечный предел в любой 
точке пространства (X, г) ; 
С2. Для любых -fe Л и zeX выполняется соотношение 
L(f)CB)= Um f fx), (з) 
где предел понимается относительно топологии V . 
Ниже мы построим одну конкретную топологию и покажем, 
что она является слабейшей среди всех топологий на X, обла­
дающих свойствами С1 и С2. Однако предварительно мы рассмо-
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трим некоторые вспомогательные объекты и выведем некоторые 
следствия из условий Al - А6. В силу AI и А2, имеем и 
[_(©}=©. Из А2 и A4 вытекает следующее 
Предложение 1. Если , д е Т(Х), s g < А. и 
L ( f )  =  L ( h ) , r o  L ( $ ) =  1 _ ф =  L ( h ) .  
Положим для f е & и е > О 
Л(±,е)= { x l  Ifto)-Uf)cx)t>£} 
и обозначим через )  = lSt($,L) систему всех множеств Л f/, £ ). 
Лемма 1. Если A/ežfY иМсгД/ ,то М € У£. 
Д о к а з а т е л ь с т в о .  Е с л и  М =  0  ,  т о  в  с и л у  
того, что 0= vV"С L({),s) для любых j-s Л и £?•О. Предположим 
теперь, что МФ Ф и MC Л/^ žff .Тогда N=iff(f,s) для неко­
торых fe и 6 > О. Нам нужно показать, что для 
некоторых и S > О. Рассмотрим вспомогательные функции 
^Гх)= mln { föO; L(J-)Cx)} и ^*00 = /пах {j-CX); L(J-){X)} . 
Тогда f* , / *е и для всех jcg М имеем -f^CX) <f (X), при 
этом f*cx)-f*(x)=tJ-cx)-L(J-Mx)lž£.Для хеМ положим осо<)= 
= f*PO+ f/Ž,тогда -^.Г*Ко«*)</*гх).Определим новую функцию $еТ(Х), 
полагая $(x)=otoa-ZM(x) + L-(f)(X)-Zx^M (х). Ясно, что 
Имеем L(f^)=L(^(f+L(J-)-lj--L(f)l))=L(j-)n аналогично L(J-*)= L(j-), от­
куда ^ G и L(£j)=L(j-). Таким образом, мы получаем, что £0<)= 
=<*гх)'^
м
оо + L(g)(x)-ZX s M  fx). Очевидно, что М={Х I ß(х)ФL(fl)(x)J, 
более того, как нетрудно показать, М- J\fCc],S/%), что и требо­
валось . 
Лемма 2. Если N^TC , то существуют такие и £>0, 
что N —  -JX /  /_f fj()- L ( f )  C X )  I  =  £  }  .  
Д о к а з а т е л ь с т в о .  И м е е м  A / = , v V f ^ , S )  д л я  н е к о т о ­
рых g £ и 8>0 , т.е. W= {У I Iflfxj-Ufficxriž-Sj.Обозначим 
£=S/Ž и положим для У е V 
j" L(g)0<)+ £ , если L-Cg)(x)< дсх), 
I LCqKx)- В , если L(p(x) >$(x). 
Тогда min {g«); U$)fx)} <о£СхК max{<fl(x)jUß)(x)]npn всех хе А/. 
Аналогично доказательству леммы 1 мы получаем, что функция 
~o((x)-XN(X)+ L(q)(X)-Zx^N(x) принадлежит ^ и Lf^J- L<^ j. Ясно 
также,что {yffoo* Lff 0} = {x|lfoo-L(f)(x)l=£}=fV, что и требовалось. 
Лемма 3. Если N € ТС , то существуют такие h и Е>0 
ч т о  L C h ) -  < 0  и  / V =  f x X  I  h  ( Х ) Ф  О  }  =  {  x  I  I  h  ( X )  \  =  £  }  .  
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Для доказательства достаточно положить k  =  f - L ( f )  , где 
функция f такова, как в доказательстве леммы 2. 
Предложение 2. Если А/е žff , то е $ и L(XN)=<Ü. 
Д о к а з а т е л ь с т в о .  П у с т ь  k  и  Е  т а к о в ы ,  к а к  в  
лемме 3. Положим ^ = lkle Л. Тогда а = £-Х
ы 
, откуда Д, 
Так как Lfg)= Ž? , то L(ZN) = (0. 
Лемма 4. Если , то NuM^YC. 
Д о к а з а т е л ь с т в о .  П о  п р е д л о ж е н и ю  2 ,  и м е е м  
Х^е- Л ,  Х
м
е А и L(XNhL(XM)=<D. Положим h.=ZNV%ME$, 
тогда И. = Хним » кроме того, Lf/i)= LfZjV)vLfZM) = ®. Имеем 
М UIV = fx | hf-X)> 1/? } = l'h(x)-L(hU)l >> l/Z} , а потому 
НиН = Л(Н,1/2)еГС. 
Из лемм 1 и 4 следует 
Предложение 3. Система Ж" является идеалом подмножеств 
множества X . 
Построим теперь на множестве X одну вспомогательную то­
пологию. Обозначим через Т =Z($,L) слабейшую топологию на 
X , относительно которой все функции вида L(f) , где 
непрерывны. Хорошо известно,что базу этой топологии образуют 
всевозможные конечные пересечения вида 
G= л Lfftf'CEi), (4) 
. l~i 
где f .  е л , а Е I - открытые множес т в а  в IR^. 
Лемма 5. Множества вида Lff)~i(Ie) , где f е и Ге= 
= ]-£,£ С , образуют базу топологии т. 
Д о к а з а т е л ь с т в о .  Т р е б у е т с я  п о к а з а т ь , ч т о  в с я ­
кое множество G вида (4) представляется как объединение не­
которых множеств вида Lff) (1£).Допустим сперва, что к = Z, 
т.е. G= f'tE^ncj'^Ez), где f= Lff) и Пусть 
£ 1=  U ÜK и Ez~ U Нт - представления множеств Е±  к Ez  
в виде объединений их составляющих интервалов. Тогда 
G - (UF'AJRKUF'WJ^ UU Г'(Ъ)П$- 1 (Н
Т
).  
к m к m 
Таким образом, G представляется в виде объединения множеств 
вида где 7 и W - интервалы в IR.  Покажем, 
что последние множества всегда представимы в виде L ( h )  ( I g ) ,  
где h е и 1£  = ]-E,S [. Рассмотрим некоторое множество 8 = 
= Поскольку Не: $ и J# есть векторное про-
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странство, то можно подобрать такие функции jc-L(fc) ,g0 = Lfg0) 
и положительное число £ , что j i(J)=f~1(IE) и %~'(Н)=$2*(1е\т-е. 
В=$~'(1£)П(}~1С1
е
). Наконец, так как $ есть векторная ре­
шетка и L векторно-решеточный гомоморфизм, то функция 
h = lfoIVl$0l принадлежит Л и h. = LCh). Нетрудно видеть, что 







гяе j- = L(f), g = L[p и Е,,^- откры­
тые множества в IRit представимо как объединение множеств ви­
да L(In) 1(Tg). По индукции мы получаем, что указанное представ­
ление имеет место для всех множеств вида (4). Лемма доказана. 
Обозначим теперь через tr+ Ы, L) топологию на X, порож­
денную совокупностью всех множеств вида 
G  =  (5) 
где fe Л , /Vc Tt и E - открытое множество в IR1. Базу 
этой топологии образуют всевозможные конечные пересечения 
В= П (UF^UE-LSNI) (б) 
множеств вида (5). 
Лемма б. Множества вида L ( f )  ( I ^ ) ^ N  , где /Ve Ус 
и Is =j-£, е С , образуют базу топологии . 
Д о к а з а т е л ь с т в о .  П о к а ж е м ,  ч т о  в с я к о е  м н о ж е с т ­
во В вида (6) представляется как объединение указанных в 
условии леммы множеств. Положим G^=L(^.)~'(F-)} i~l,2,...,K, тогда 
Пусть , тогда Ы
а
е:ТС и 8= (.Г) С^^А/р.По лемме 5, 
множество ,f5 Gi представляется как объединение некоторого 
семейства [и^Г^1
еГо0)}, а тогда В-(UL(ftxyL(I£M))\N0-
= U(L(f0()'1(Ig
м)) \ , что и требовалось показать. 
Предложение 4. В топологическом пространстве (X,Т^) нет 
изолированных точек. 
Д о к а з а т е л ь с т в о .  Д о п у с т и м ,  ч т о  х
с 
- изолиро­
ванная точка в ГХ,Г*) , т.е. {-К0$е Г* . Тогда, в силу лем­
мы 6, существуют такие -f е $ , Е>0 и /V е <)Y , что {х0$= 
= L(J-J (]-£,£ [)\/V. Не умаляя общности, можно считать, что 
LflHXo) = 0. Положим k=L(f)-h S-s-Zy, тогда he$, L(h)=L(j-) 
и для всех уеХ , у имеем I h(y)-L(h)(X0)l=lh (y)lž £, что 
противоречит условию Аб. 
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Предложение 5. В пространстве (X, г*) всякое множество 
fV е имеет пустую внутренность, 
Д о к а з а т е л ь с т в о .  Д о п у с т и м ,  ч т о  I n t N ^  ф .  Т о ­
гда существует содержащееся в N непустое множество L(j)~'(EhM, 
где fe. Л , М е ŽY и Е открыто в IR1. Пусть xQe L({ )'(Eh М. 
Имеем /V4x„}e iff и fx0J = (LfjrVehM)\( Wn {jc03) = 
= L(f) 4(Е)\((MUN)^Waj). Поскольку (MUNh{x0}£ ТС, то мы полу­
чаем, что {x0S е г* , т.е. -Х0 - изолированная точка в про­
странстве (X, г*). Тем самым мы пришли к противоречию с пред­
ложением 4. Предложение доказано. 
Покажем теперь,что топология г* удовлетворяет условиям С1 
и С2. Пусть ;feJ$ и н0еХ .  Положим A=L(f)(z0), И=]А~£,А+£[, 
ll'=]A-£/Z,A + £/2 f и S/=L(-f)~i(W). Тогда Ve £> и z„eV, Пусть 
также N=Jf(f,s/z), тогда /VN-i20}eyf и множество W=VNf/V^{20l) 
открыто в топологии tr* , кроме того, н0е W . Таким образом, 
W является открытой окрестностью точки z0 и, в силу предло­
жения 4, VvV { z0}. Для всех W таких, что л^г0, име­
ем L(f)(x)€ И'. Поскольку lf(X)-L(f)60l<£fe для всех W, 
и
с 
, то frtoe 1A = ]A-S, A f £ С при всех л е W, г0. Тем 
самым, мы показали, что 
ilm f(X) —  L (f) ( z 0 ) ,  
х-»н0 
и следовательно, топология Г* удовлетворяет условиям Ci и С2. 
Оказывается, что С* есть слабейшая среди всех топологий 
на X , удовлетворяющих условиям С1 и С2. Действительно, пусть 
•С - какая-нибудь топология на X , удовлетворяющая указанным 
условиям. Возьмем произвольное множество G = L(f) (E)^N (где 
j. € Д , /V С и Е - открытое множество в IR^), принадле­
ж а щ е е  б а з е  т о п о л о г и и  С *  ( с м .  л е м м у  6 ) ,  и  п о к а ж е м ,  ч т о  G e t .  
Пусть 20eG , тогда L(f)(г0)&Е и потому найдется окрест­
ность 2i-lA-S,A + £[ числа A = L(f)(B0) такая, что £". По­
ложим М- NHL(f) '(11), тогда, в силу предложений 2 и 3, Me iff, 
2
М 
е и L(/w)=®. Рассмотрим функцию h=L(-f)+3-£-%y€j4. Имеем 
L(h)=L(f),причем из соотношения j(eM вытекает, что hcx)<£ У.. 
Поскольку топология Т обладает свойствами С1 и С2,то для ука­
занной окрестности 7^ числа /1 = (в топологии 
Т ) в пространстве ГХ,f) должна найтись окрестность V 




4 М , мы получаем, что М Л V= $, и потому 
h(x)=L(j-)(x)e МсЕ для любого XeV. Значит, имеет место 
соотношение VcUjf^Uj^McUjTHE^N-Gt стало быть, точка 
z0 является внутренней точкой множества G в топологии С. в 
силу произвольности 20eG , мы получаем, что GeT, откуда 
следует, что r#ct . Таким образом, нами доказана 
Теорема 2. Если семейство функций, заданных на непус­
том множестве X , и оператор L' Л -~Т(Х) удовлетворяют 
условиям Al - А6, то существует слабейшая топология tr* на 
множестве X , относительно которой все функции -fe Л имеют 
конечный предел в любой точке множества X , а оператор L яв­
ляется оператором перехода к пределу на функциональном классе 
Л . Базу указанной топологии V# образуют все множества ви­
да Lffrjn-e,e [)XN, где fed и /VejY. 
З а м е ч а н и я .  1 )  Т е о р е м а  2  п о л у ч е н а  в  р а б о т е  [ 1 ]  п р и  
более ограничительных предположениях относительно Л и L . 
2) Беря в качестве Л и L соответственно c?-j- и /-
г
(см.§1), 
мы получаем, что Т с: Т*с С. Так как L(Л)с:С(Х,т), то мы 
видим, что для вещественных функций теорема 1 вытекает из тео­
ремы 2, причем без каких-либо предположений относительно про­
странства (К,т). 
§3. Некоторые дальнейшие результаты и связь с 
теорией лифтинга 
Пусть пара ( Л ,  L )  удовлетворяет условиям Al - А6 преды­
дущего раздела и t-* = С* (Л, L) - топология, построенная в 
теореме 2. Тогда , при этом оператор L (см.§1 ) 
является распространением оператора L и мы будем обычно обоз­
начать его той же буквой L . Оператор L = L является опе­
ратором перехода к пределу на классе <§^ , т.е. равенство 
(3) выполнено для всех неХ, Пара (§z , L) так­
же обладает свойствами Al - А6, при этом, как показывает сле­
дующая теорема, т
ж 
- это также и слабейшая топология, отно­
сительно которой все функции из <§•? всюду имеют предел. 
Теорема 3. Если t1="ZJ # , L )  и T z =  , L t )  , то = 
- 151 -
Теорема 4. Множество Wc: X принадлежит идеалу Ж ( § ^ , L )  
тогда и только тогда, когда оно не имеет точек сгущения в то­
пологическом пространстве (Х,тг^). 
Отсюда и из предложения 5 мы получаем, что всякое множест­
во A/e L) замкнуто и нигде не плотно в пространстве 
(X, Т-*). Так как L-и , то мы без труда полу­
чаем, что L( И)= И . С помощью стандартных рассуждений дока­
зывается следующая 
Теорема 5. Если последовательность { f
Л
} функций из 
равномерно сходится на множестве X к функции fe УТХ), то 
j  е  и  д л я  л ю б о г о  г е Х  
L C f ) ( s )  —  i l m  L ( f n ) ( z ) .  
«-»•oo 
Легко привести примеры, показывающие, что аналогичное 
утверждение для поточечной сходимости не имеет места. 
Определим теперь на Т ( Х )  отношение эквивалентности, по­
лагая J- ~ ^ , если для любого положительного числа £ мно­
жество -fx I If (-X)-$(~X)LŽ£} принадлежит классу Если 
£, g е Т(Х), то будем говорить, что j- < у почти всюду, ес-
л и  F v  F ~  $ • 
Предложение б. Имеют место следующие утверждения: 
1) Если £ б 6VjK , g е Я Х )  и f -V § , то и L($)=L(g). 
2) Если /, о е (§
г 
, то f ^  ^  тогда и только тогда, когда 
1_Ф = ид). 
3) Если j-,g £ и f ž g почти всюду, то L(f)^-LC^). 
Рассмотрим факторпространство Е^. = , снабженное 
естественными алгебраическими операциями и отношением порядка, 
и пусть т : <5Jr -» - каноническое отображение. Определим 
ассоциированное с L отображение IL - f —* <з , полагая 
lL = L°fr. Тогда IL есть векторно-решеточный гомоморфизм, та­
кой, что L(Jr(i1)) = й и Sr° IL - тождественное отображение 
на Etif. 
Отображения пространств измеримых функций, для которых 
ассоциированное отображение обладает свойствами оператора L, 
называются лифтингами (L3],[4]). Мы покажем, что рассмотрен­
ная в данной работе ситуация действительно обобщает конструк­
цию лифтинга.  Пусть  (X  ,5",  ^  )  -  пространство с  полной ё-ко-
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нечной мерой, оС°° - пространство всех ограниченных измери­
мых функций на X и р : ^  äi?00 - лифтинг пространства 
dC°° (см. определение в С41 ). Нетрудно показать, что пара 
(d, L) , где Л = и L = f , обладает свойствами AI -
А6, и потому всякий лифтинг является оператором перехода к 
пределу относительно соответствующей топологии г* . При этом 
tr* совпадает с известной в теории лифтинга топологией на 
X , образованной множествами вида Е \ N , где Е, Ne 2Г, 
jUfW = 0 и р(Х
Е
) = ХЕ • Идеал является в данном случае 
совокупностью всех множеств меры нуль, а пространство 
построенным в работах [2] и [37 наибольшим идеалом известного 
пространства S(X,Ž, /л) , на который может быть распростра­
нен ассоциированный с р лифтинг р = »JT. 
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OPERATORS CONNECTED WITH LIMITS 
A.Monakov-Bogozkin 
Summary 
For any function - f  ' •  X —* IR  that have a limit in every 
point of the topological space X the equality (3) defines a 
function L(f) which belongs to C(X). Some properties of 
the operator L are studied. We show that such operators may 
be axiomatically described, i.e. for a given operator L, 
satisfying conditions A1 - A6 (see §2), there is the weakest 
topology 17* on X so that L is of the form (3) with res­
pect to . We show also that the objects considered in 
this paper generalize some constructions of the lifting the­
ory. 
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ЭРГСЩИЧЕСНИЙ КЛАСС МЕТОДОВ СУММИРОВАНИЯ ПИТЁРСЕНА 
Л.Лооне 
Тартуский государственный университет 
Пусть Aw~ i&rrtnk) - матричные методы суммирования для 
любого т = о,(,••• Говорят, что последовательность х =(fjJ 
суммируема оо-методом (Aw) к числу съ , если равномерно от­
носительно п существует предел 
ILRRB TZ õ/mnk 
Пусть 9 - множество всевозможных операторов q,:W-?IVи 
пусть Bfy = . Значит, для любого матрица 
Вф имеет первым рядом какой-то ряд матрицы А* , вторым 
рядом какой-то ряд матрицы Аг, и.т.д. Пусть К
0 
- множест­
во, определяющее ядро Ккоппа. Ядром последовательностного 
о<,-метода в пространстве гп называется ядро, определяе­
мое множеством 
K« = cito U 1*В<^ («V  : Q} '  (1.1) 
Это ядро имеет следующие свойства (см.ГИ). 
Свойство 1. Множеством сходящихся элементов по ядру 
сс-метода является множество C«, всех <*/-суммируемых после­
довательностей, причем 
ос J V ree с
л  
, 
Свойство 2. Ядро почти-сходимости является ядром «.-ме­
тода (Am) с 
LO , при h>l< и при 
Свойство 3. Включение 
Kw(x) с2 k6(oc) V x e r r y  (1.2) 
имеет место тогда и только тогда, когда 
1° «(,-метод регулярен, (1.3) 
2° tm,' I/.A m II -"4. (1.4) 
Пусть Т - ( t nk )  -  матричный метод суммирования, причем 
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: К°-?К°. Пусть 
L •» { f: <Tx-x, f > = 0 e K°J (1.5) 
и пусть А = ( ü hU -
Теорема 1. Включение 
К°(Аос) С L(x) V х £ m, (1.6) 
имеет место тогда и только тогда, когда 
1° метод А регулярен, С 1.7) 
2° Ufa /Г lank I = 4, (1.8) 
П/ ^ У 
3° ftrtc > I Я/j)^ ДГ CL.nl t lk I =  О, (1,9) 
•v ~ С 
Д о к а а а т е л ь с т в о .  Н е о б х о д и м о с т ь .  
Пусть ^АСК0)^ L , т.е. имеет место включение (1.6). Так »а* 
LС 1<°, то по теореме 5 из [l], имеют место (1.7) и (1.8).Из 
включения 
tACKVcL вытекает, что ±Af-t(Al)f для любого 
& из К° , т.е. 
Т  f c (  A  - A T  ) f  =  0  Y f € .  К0. 
Значит, матричный метод A-AT суммирует все ограниченные 
последовательности в нуль-последовательности, т.е. имеет мес­
то (1.9). 
Д о с т а т о ч н о с т ь .  У с л о в и я  ( 1 . 7 )  и  ( 1 . 8 )  г а ­
рантируют включение *Л(К°)С К° -Тогда из условия (1.9)сле-
дует включение (1.6). 
Теорема 2. Включение 
K*(x) c L ( x )  V X m (1.10) 
имеет место тогда и только тегда, когда выполнены условия 
I 1.3), (1.4) и 
iu-и/ Ii Am ( I - Е) II - О . (1.11) 
т/ 
Д о к а з а т е л ь с т в о .  И з  с в о й с т в а  4  в ы т е к а е т  
необходимость условий (1.3) и (1.4). По определению ядра 
»6 -метода (Am) включение (1.10) равносильно включению 
* ß ^ ( K c ;  C L  VCJ,EQ • 
Из теоремы 1 получаем, что при (1.3) и (1.4) это включение 
имеет место тогда и только тогда, когда 
Z I  I  < Х г и / к  t i l e .  |  - О  V  
го k 1 v ' 
Отсюда, по определению множества <? , получаем равносильное 
требованию (1.11) условие 
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tuuv iujy JiT1 Qjtnnk Дг L ^  I — О. (1.12) &) rv> к. <-
Определение 1. Последовательноетный об -метод (А„) 
называется эргодическим, если найдется множество L , оп­
ределенное условием (1.5), такое, что K« - L • 
Ив свойства 3 следует, что метод почти-сходимости яв­
ляется эргодическим. Приведем один класс эргодических мето­
дов. 
Пусть Р - оператор выделения подпоследовательности, 
т .е .  Р— ( j ink)  с  j b r tk- ,  где j ' f e  9  и  h ~ jM<j ln+1)  
для любого не <Ы и и< jfn), если л г л
с
. Очевидно, что 
fcP : К0-» К". Рассмотрим «-метод ' (Am) с 
л js. 
д pL 
"ho m+'f ' > 
где PPt_1 для любого . Обозначим 
) • 
Значит Р
0=(<^;1п)к) и, следовательно, AM = (o-Whi,)inieeT вид 
> если 
атлк. -4 , . • . , 
[ 0 , если k ^ уЧл): 
Теорема 3. Последовательностннй оо-метод (Am) с 
Р° является эргодическим, причем 
K e < = { f : < P = c - < c , # >  =  o  ^ е К ^ -
Доказательство. а) Покажем, что К«.^ L , 
применяя теорему 2. Условия (1.3) и (1.4) этой теоремы вы­
полнены. Покажем, что метод Mm) удовлетворяет и условию 
(1.12). Действительно , 
I I  IZBF 4/w ~Z" 7^7 cj(^ I = 
fy? ~ ^  ^(п)к I -
Поскольку j'th) 5 Jc*4f>) для любого ь , то 
<j—" I ~ c®1<j'L+,(n)fel * 
Так как Z / т н - О  , то условие (1.11) имеет место. 
б) Пусть ^ является опорной функцией множества К
л 
. 
Значит, по определению множества , имеет место 
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21 
g ( 3 C >  ' Ä u f  4 ^  <  Ъ а * - 1  (  >  v о с е  п ъ .  
Рассмотрим множество последовательностей 
H  =  { E > c y X , : ^ C Q J .  
Так как функции £.е IV положительны, то 
4u,p{ < F f 9 j = < ou-p ti, j> 
(см. Li] стр. 48-49). 
Вычислим эту верхнюю грань ^ 





3 N - < fта £ fjkj ^  > = 
=  * Z F Ü B ^  =  U o c ) -
Функция Ai является опорной функцией множества L (см. 
[2]). Так как K<x.CL, то из $ z h> вытекает, что $ = к ,т.е. 
K^-L. Теорема доказана. 
Пусть Mm) и (Е>т) два последовательностных метода, 
определенные соответственно операторами Р1 = С cf,<» к) и 
Pz  ~ С <Г(чмО выделения подпоследовательности. Пусть j(*)> ги 
V и,^л0 и [bCn)>iv Vh?m0. Обозначим ядро, определенное ме­
тодом (aw) , через к* (-к) и ядро, определенное методом 
(  ß p , )  ,  ч е р е з  К р  С х )  .  П у с т ь  С ( т , п )  • = { j * »  '  i = o , < , m j  f )  
[pj(jci.n): С- mj и пусть catci С(м,») обозначает число 
элементов множества СО,п), 
Теорема 4. Включение 
К
л
Сх> с: Кр, (*:> Vx£ т/ (1.13) 
имеет место тогда и только тогда, когда 
1° По < Wc , 
2° —77 с autC(n,h) = 4 . ( i.!4) 
w m+,l v 
Д о к а з а т е л ь с т в о .  М е т о д  ( Л т )  р е г у л я р е н ,  п р и ­
чем km, II Am HM (см. свойство 3). Из теоремы 2 получаем, 
что включение (1.13) имеет место тогда и только тогда, когда 
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L*o II Atru (fy-E)ll-= 0. 
Обозначим (cl mnkj = A m ( PA-t;, Пусть 
f com/,», если найдется V , такое что jv(i>J=lc; 
^ m n j i  ' ( t ) - ^  е с л и  н е т  т а к о г о  t >  ,  ч т о  j v ( i > ) = k .  
Следовательно, имея в виду определение cLmnfc , получаем 
«W/b-Y,OrJ^TV ' если ^€^(/и).-г«о,rvvj, 
(_ о , если j"-(h)):C-o,м } . 
Так как = a««j: » то ПРИ h » п= получаем 
2"| dmnkj — j dn^fvi'-ln)! j dnvtv/vlj^Cn)) i — 
к. с-хО * £=с ® 
г- Jt; iii card а^п)). 
fc БС(П},П) 
Если h < п0 , то при }\Сь)Ф п получаем, что 
Idmiikl G l^mnnl + I ci m.ivfVCn)! - & • 
К _  
Значит fcw.' UJ f j t l dmnk l  =0  может иметь место лишь тогда, 
когда из h<b0 следует jb(n)-lv , т.е. ^ ?iu . Тогда 
I  DRNHK I  —  & Л С  4 < х у | у  £ ,  ( • ( —  CA.RDC(/V,N))} 
и,следовательно, включение (1.13) имеет место тогда и только 
тогда, когда верно (1.14). Теорема доказана. 
Рассмотрим оператор частичного левого сдвига, т.е. опе­
ратор SjfcD = (^)fc) , где 
f tv j если о <k0, i(n) = < 
L n-м , если л г- fco. 
Следствие £Л. Пусть оператор 5^0 частичного левого 
сдвига определяет ядро К* Ох) и оператор 5к^ частичного 
левого свига определяет ядро Кд (х) . Включение (1.13) 
имеет место тогда и только тогда, когда ко š кv 
Д о к а з а т е л ь с т в о .  П о  т е о р е м е  4  у с л о в и е  к
с  ^
 
к4 является необходимым. 
Пусть ко $ . Значит, при n < k0 jL(ь)= iv дЛЯ любого 
C = o,i,.„ , откуда следует, чтоУС!ЧП))= ^п)= ц, . Значит 
ji(b) = jbLj^Ch)) для любого к, с =о,(,.- ,#vv и , следовательно, 
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СQKid С•(v>iib)=M+<4. Пусть п г. ко .  Тогда j i(n)=mi и , 
следовательно , 
, ,, . ( мч/1 , асли ft +m < Ic*. 
самя С(™.и) =г 1 „„„„  ^ -> ь [ k W  )  0СЛИ h -t Уч У/ Ki . 
Значит /uvv CnL сыыХ C(m,h)^4> 
mj m-H rt* 
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The Ergodie Class of the Petersen's Summability Methods 
L.Loone 
Summary 
The core of Petersen's «4-method has been defined in 
[lj. This core is determined by the set K* (see (1.1)).In 
this paper the author investigates relations between the 
ov-core and the core which is determined by the set L (see 
С.5))» The necessary and sufficient conditions are estab­
lished for inclusions (1.6) and (1.10). Д method (Am) is 
called ergodic if there exists a set L defined by (1.5) 
such that K<* = L . Theorem 3 shows that the method 
(~m+4 J^ 0  is ergodic (here P denotes a method that 
detaches a subsequence) . 
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