Abstract
Introduction
EEG signals describe brain electrical activity measured through sensors placed over the scalp. Brain computer interface BCI offers a new communication way for persons suffering from severe physical disability by EEG signal analysis. Actually, the interpretation of EEG signals offers a possibility to distingue limbs movement imagination [1, 2] . EEG classification process begins with EEG signals preprocessing; several techniques are used for this aim such as, independent component analysis (ICA) [3] , Principal component analysis (PCA) [4] . Features extraction is then performed to create features describing the signal; several approaches are cited in the literature, such as fast Fourier transform FFT [5] , band power [6, 7] , common spatial pattern (CSP) [8] , the autoregressive model AR [9] or multivariate autoregressive model MVAR [10] , the wavelet transform for time-frequency analysis [11, 12, 13, 14, 15] . Next, movement classification is achieved; many classifiers are used such as neural networks [16, 17, 18] , linear discriminant analysis LDA, support vector machine (SVM) [19, 20] .
In this paper, signals are filtered between 0.5 and 30 HZ. Features extraction is performed by band power, wavelet transform, and autoregressive model. Indeed, different types of features vectors are constructed, powers calculated from specific frequency sub-bands, statistical parameters extracted from wavelet coefficients and AR model parameters, and are presented as input to LDA and neural network classifiers to compare their classification performance and to obtain EEG temporal segments corresponding to the highest classification results.
Materials and Methods

EEG data description
EEG motor imagery data utilized in this study is dataset III available in BCI competition II (2003) [21]. EEG signals are sampled with 128Hz and filtered between 0.5 and 30Hz. Dataset consists of 140 trials of training data and 140 test trials, each trial of 9s contains records acquired by electrodes C3, CZ and C4 according to the international 10-20 system of electrode placement. In each trial, subject imagined left or right hand movement between 3s and 9s. Dataset contains three records:  x-train contains 140 training trials  x-test contains 140 test trials  y-train contains trials labels {1, 2}, respectively for left and right hand movement, saved in x_train.
EEG temporal windowing
EEG trials are segmented with sliding windows of different sizes 128, 256, and 384 samples with a shift of one point in order to choose the optimal window size for features extraction. Based on classification results in table 1, EEG window size of 256 samples accomplished the highest classification accuracies. For this reason, we illustrate later Features extraction methods applied on EEG segment of optimal size of 256 samples corresponding to 2 seconds. Hence, each EEG trial is composed of a total number of 385 segments. Features matrices are created via following methods, band power, wavelet transform and AR model.
Features Extraction
In this paper, different wavelet functions are applied in order to investigate on the appropriate wavelet function for EEG features extraction and the corresponding EEG segment giving the highest accuracy; results are compared with those obtained using band power and AR model parameters.
Band Power:
EEG signals recorded from channels C3 and C4, over sensory-motor cortices; activated during movement imagination; are analysed in order to assess sensory-motor rhythms mu [8 13 ] HZ [22] and beta [13 30 ] HZ located in the centro-temporal region of the scalp. Indeed, the preparation or imagination of movement is accompanied by a decrease of power, named Event-Related De-synchronization (ERD) in mu and beta rhythms, and an increase in power is observed in these frequency bands after the end of movement called ERS (Event Related Synchronization) [23] . In BCI, these events are utilized to describe hand movements imagination. Band power is a simple method to extract features related to ERD/ERS defined as the change of power in mu and beta rhythms. First, a band pass filter in [8 30 HZ] frequency range is applied to EEG segments, then EEG samples are squared to get power samples which are averaged over time to smooth the data and reduce the variability, a log transform is applied to make the data more Gaussian [24] .
Wavelet Transform:
EEG segments are decomposed into frequency sub-bands using different wavelet families, Daubechies, Symmlet and Coiflet. Thus, several wavelet functions are tested to find the appropriate one for EEG decomposition [25, 26] 
Autoregressive model:
EEG signal x (t) is windowed into segments modelled by autoregressive model, AR(p), of order p presented as following:
x(n) is the sampled signal at point n, ap are the real valued AR coefficients estimated from finite samples of data x(1), x(2), x(3), … ,x(N); representing AR model coefficients calculated for EEG segments; and ε(n) is a white noise representing the error term independent of past samples. To estimate AR coefficients, Burg Algorithm is used assuring a stable, accurate and rapid model [27] . .. 
Linear Discriminant Analysis LDA
LDA idea is based on finding an optimal hyper plan separating two classes; hand movement in our case; by calculating distance between a new input belonging to the test features matrices and mean of training features set considering their covariance matrices.
Neural Network classifier
In this paper, Multilayer feed forward neural network MLP [16] is used. Network architecture consists of an input layer containing a number of units equal to EEG features vector size extracted from an EEG segment; precisely two units for band power technique, 12 units in case of wavelet transform, and 2*p units for different tested AR(p) model orders; a single hidden layer of 20 units and one output layer of one unit. Output layer exploit linear transfer function. MLP is employing backpropagation training algorithm Levenberg-Marquardt allowing rapid execution of the trained network. Indeed, mean square error MSE between network output and desired outputs is evaluated and nets weights are adjusted to minimise MSE. Training was conducted until the mean square error MSE fall below 0.01 or reaches a maximum iteration limit of 1000. MSE refers to the error limit to stop NN training. The desired target output was set to {1, 0} respectively for left and right hand movement. Patterns from 140 trials are used in training session and 140 trials are reserved for test. For each features matrix presented as input to the classifier, network performance is estimated in terms of classification accuracy based on the percentage of correct recognition rate of hand movement classes, calculated as following: Accuracy= (number of correctly classified patterns / total number of tested patterns)*100. Moving average classification accuracy of 10 past segments is employed to create curves showing the classification results in figure 2 as following:
Results and discussion
Choice of window size for EEG segmentation
The choice of appropriate sliding windowing size for features extraction is based on comparing highest classification results accomplished respectively by windows of size 128, 256 and 384 samples using different wavelet functions for features extraction as illustrated in table 1. Highest accuracies are achieved using optimal window size of 256 samples corresponding to 2 seconds, and results attained via different features extraction methods are detailed below. 
Classification results for wavelet transform
Considering classification results using neural network in table 1, among Daubechies wavelet functions (DB4, DB6, DB8, DB10, and DB12), DB10 reached the highest accuracy of 88.57% in segment (560-816 samples); for Coiflet wavelet functions (Coiflet2, Coiflet4 and Coiflet5) highest accuracy of 89.29% is accomplished via Coiflet5 in segment (544-800 samples), and for Symmlet wavelet functions (Symmlet5, Symmlet6, Symmlet7, Symmlet8, Symmlet9 and Symmlet10) highest accuracy is 89.29% in EEG segment (546-802 samples ) using Symmlet5. Table 2 presents classification results achieved by LDA classifier, The highest accuracy of 85.71% is achieved respectively for Daubechies wavelet functions; DB8, DB10, and DB12; and for Coiflet5. Considering LDA results accomplished by different wavelet functions , highest result of 87.88% is reached by Symmlet10.
Comparing results in table 1 and table 2 , show that MLP and LDA results differ slightly, also DB10 and Coiflet5 wavelets attain good accuracies using both LDA and MLP classifiers. 
Classification results using AR model parameters
Results in table 3 are considered to find the optimal AR model order offering the best classification accuracies using LDA and neural network classifiers. AR (4) reached the highest accuracy of 88% in segment (543-799 samples) using MLP classifier. 
Classification results using band power parameters
Results in table 4 showed that highest accuracy of 82% is achieved for MLP classifier. furthermore, band power features achieved lower accuracies using both MLP and LDA classifiers than AR and wavelet features. 
Discussion
Results in table 1 show that segment size equal to 256 samples corresponding to 2 seconds is optimal for EEG windowing, allowing extraction of features related to the beginning and end of movement imagination.
Highest classification accuracies achieved via wavelet functions are superior to those obtained by AR model and band power methods using either MLP or LDA classifiers, as seen in table 1, table 2,  table 3 and table 4 .
Success rates of LDA are slightly lower than those of MLP as seen in figure 2 , where The x -axis represents starting point of EEG segments of size 256 samples; the y-axis represents the moving average classification accuracy. LDA and MLP performances as function of time illustrated in figure 2 show that immediately after announcing the movement to imagine, the classification accuracy grows. It peaks at the time of the actual movement imagination, and it remains 2 s after.
Considering classification results achieved by neural network classifier illustrated in table 1 and  table 3 in order to compare features extracted via wavelet function and AR model, show that highest accuracies obtained using DB10, Coiflet5 and Symmlet5 are slightly better than AR(4) best results . Coiflet5 achieved 89.29% in segment (544-800 samples), and AR(4) accomplished 88% in segments (543-799 samples) and (559-815 samples), so, EEG segment (544-800 samples) can be perceived as optimal for classification based on features extracted via wavelet functions and AR model and MLP classifier. In figure 3 , Coiflet5 presents a second maximum in the classification accuracy of 87% at EEG segment (562-818 samples) , which may be explained by the beta synchronization ERS [24] , therefore Coiflet5 can be considered suitable for extraction of pertinent EEG features.
Conclusions
In this paper, EEG trials are segmented and prepared for features extraction by temporal windowing of 128, 256, and 384 samples with a shift of one point. Tests achieved using different window sizes allow choosing optimal size of 256 samples corresponding to 2 seconds for EEG segmentation. The purpose is to find EEG segments giving highest classification accuracy in all trials. Features extraction techniques based on different wavelet functions, band power, and autoregressive model parameters; are applied in order to compare their effects on the classification accuracy using LDA and MLP classifiers, among them; Coiflet5 wavelet function and AR(4) parameters reach good classification rate using neural network classifier. The ability of a subject of movement imagination is enhanced in optimal EEG segment. Tests achieved to find the appropriate wavelet function for features extraction, the appropriate order of the autoregressive model and the fluctuation of classification accuracies in time in different EEG segments indicated that classification results depended on individual subject concentration over time. (EANN '96) , pp.407-414, Turku, Finland, June 1996.
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