When working with large, multidimensional and multivariate data, science users are frequently interested in understanding variation in data, as opposed to the actual data values. Our work focuses on exploring how a simple statistical metric, the Coefficient of Variation (or C v ), can be used in several different ways to facilitate understanding variation in large data. As a statistical measure, it offers a key advantage over more widely accepted measures like standard deviation, namely to its ability to capture local variation properties. As a multidimensional projection operator, C v is an effective way of reducing data size while preserving the key variational signal. Visualizations produced from C v that target conveying variation in data are highly informative, especially compared to those produced with more widely known methods. We demonstrate these ideas within the context of a two-part application case study focusing on understanding long-term trends in the the changes in precipitation and winds in large-scale climate model ensemble output.
INTRODUCTION
To facilitate knowledge discovery in the visual exploration and analysis of large, complex, multidimensional data, we examine the question of how to present meaningful information through a combination of data projections and summarization. Existing methods for visual exploration of ensemble collections of data often rely on measures like standard deviation (σ ), which is measure of global population variation. However, as a global measure, it can be impossible to interpret without additional information, such as the population mean (x).
The main focus of this work is to explore use of C v as a measure of variance in data, and to compare and contrast it with σ in climate science case studies. The results show that C v reveals features not visible when using σ , suggesting it may be a more useful way to compute and display data variance in some circumstances. Additionally, we show use of C v as a data multidimensional data projection operator, where data reduction is an essential element of a large-data visualization strategy.
BACKGROUND AND RELATED WORK
There are several different approaches to computing and displaying variation in data. One of the earliest methods for displaying data population characteristics, including variation, is the box plot. The box size reflects the distribution range in data in terms of quartiles. Whitaker [5] extended this idea to depict variation in data features. One limitation of box plots is they, like other glyph-based methods, are have limited usefulness for large data sizes due to excessive visual clutter.
Current approaches often rely on producing and displaying a scalar-field representation of variation, then use traditional techniques for display. For example, Potter et al., 2009 [3] present a * e-mail: hoanguyen@sci.utah.edu † e-mail: dstone@lbl.gov ‡ e-mail: ewbethel@lbl.gov system, Ensemble-Vis, that uses this idea; it computes and displays variation in data, with a particular focus on ensemble collections of climate model output. While Ensemble-Vis uses several different linked views and interaction methods to facilitate user exploration, at the core of their approach is the use ofx and σ as statistical metrics. Our approach is similar, in that we are computing and displaying a scalar field representation of variation, but we are comparing and contrasting C v with the well known uses ofx and σ to show how C v reveals features not apparent when using these more familiar methods. An interesting benefit of operations and metrics likex, σ , and C v is that they are useful "projection" operators for reducing data size. Thex operator, for example, is an essential ingredient of wavelet compression [1] . These operators are different from other types of projection operators, like slicing for extracting data subsets, or Principal Component Analysis and Isomap [4] for finding lowerdimensional subsets of data. Such operators are useful in capturing trend, but not variation. In our case studies, we are exploring use of C v as a projection operator across multiple dimensions, both time and space, with a focus on examining data variation, rather than data trend.
COMPUTING VARIATION
In this work, we are exploring comparison of computing and displaying variation in data, as well as multidimensional data projection, using a statistical metric, the Coefficient of Variation (C v ), which is closely related to the more familiar Variance (V ) and standard deviation (σ ) (Eq. 1):
In Eq. 1, n is the number of data points, andx is the mean, or average, of the set of n data points. V is an absolute measure of differences from the mean, while σ normalizes V by the population size. C v represents the ratio of σ tox, hence it is a normalized form of σ , and is a more useful statistic for comparing the degree of variation from one data series to another, even if the means are drastically different from each other.
CASE STUDIES
We explore how C v can reveal features that would otherwise not be visible using onlyx or σ in large-scale climate data [2] .
Precipitation
To begin, we compare spatial projections ofx, σ , and C v , shown in Fig. 1 . The color map in the figure shows the variation of the precipitation. Spatial projections. We project from 4D to 2D space usinḡ x, σ , and C v across time and ensemble members to produce the images in Fig. 1 . The images ofx and σ precipitation (Figs 1a  and 1b) show the band of rainfall that straddles the equator, known as the Inter-tropical Convergence Zone (ITCZ), along with the midlatitude storm tracks that branch off from the ITCZ from the western sides of the major ocean basins; much less precipitation falls in higher latitude areas where the air is too cold to hold much water.
The image of C v (Fig. 1c) looks rather different. Generally it is highlighting the deserts in the subtropical areas to the north and south of the ITCZ. The air that has dried through precipitation while rising in the ITCZ moves poleward and descends here, leading to hot and dry conditions. The low mean precipitation means that the denominator of C v is small, and the infrequent but substantial storms lead to a comparatively high numerator. The exception to this subtropical focus is the area of higher C v over the eastern tropical Pacific (i.e. against South America). Because the trade winds blowing from the east pull up cool water from the deep ocean here, the water at the surface is usually quite cool, does not evaporate much, and thus does not provide much moisture for subsequent rainfall. However, during El Niño years, the winds reverse and temperature rises markedly, driving major thunderstorms.
Temporal projections. While the spatial projections (above) are useful in understanding how precipitation varies across the surface of the globe, climate scientists also want to study how precipitation varies across time.
Comparing these mean yearly values (blue bars in Fig. 2a ) with the ONI and the the major El Niño events of 1983 and 1998, which are reflected with exceptionally high ONI values during those years, there is no visible correlation between yearlyx and those high ONI values. Similar to thex plot, the σ plot (purple bars Fig. 2b) shows the little variation in the σ from year-to-year, and there is nothing remarkable about the σ during the major events of 1983 and 1998.
In contrast, looking at the C v projection in Fig. 2c , these two major events correspond to the two years with the highest C v values. The correspondence does not seem to hold for more moderate El Niño events, however (e.g. 1972).
For the sake of completeness, we present a boxplot presentation of yearly precipitation values in Fig. 2d , along with annotation showing the major El Niño events of 1983 and 1998. From this image, there is no visible evidence of anything remarkable happening in terms of precipitation variability associated with the major events of 1983 and 1998. The conclusion here is that visualization method, i.e., bar chart vs. boxplot, is not the key issue. The key issue is that C v reflects data characteristics in a way not possible with eitherx or σ .
Winds
We now explore these projections for wind speed data from the climate model simulations. The data is the monthly average wind speed on the 500 hPa surface, the pressure surface that is about half The most prominent features in the map of the mean winds are the mid-latitude jet streams. These winds are strongest over the ocean, flow from west to east in the 40 • -50 • latitude range, and extend down to the surface (hence named the "Roaring 40s" in the Southern Hemisphere). These appear as horizontally oriented regions of red in Fig. 3a , the projection of mean wind speed,x. Comparison of the C v (Fig. 3c map against thex map (Fig. 3a) reveals that the strong mid latitude winds have a tendency to expand equatorward but not poleward, something that is harder to distinguish in the σ map (Fig. 3b) .
CONCLUSION
The main focus of this work is to compare and contrast the Coefficient of Variation with more familiar methods for exploring variation in large collections of data. The results show that C v is capable of revealing characteristics in data not present with the traditional approach, suggesting that it may be more useful in some circumstances. Future work will include more detailed comparison with other metrics of population variation, such as entropy, application to other science problems, and examining alternative ways to work around some well known limitations of the C v computation. As a method that computes a scalar field, which can then be used with traditional visualization methods, it can be widely used by many different visualization tools and methods.
