Abstract. Greedy routing protocols for wireless sensor networks (WSNs) are fast and efficient but in general cannot guarantee message delivery. Hence researchers are interested in the problem of embedding WSNs in low dimensional space (e.g., R
Introduction
A wireless sensor network (WSN) consists of battery-powered nodes that can communicate with one another when within radio broadcast range and can perform local computations. Because there is no centralized control and because each node has only a small amount of memory, WSNs often employ memoryless routing, in which each node decides to whom a message should be forwarded based solely on the source of the message, its destination, and information gathered from nearby nodes. Geographic routing protocols are memoryless routing protocols that use geographic information such as the coordinates of the source, the destination, and nearby nodes. In the geographic routing protocol known as greedy routing each node forwards a message by choosing a neighbor that is closest to the destination. While this scheme is simple and efficient, it does not guarantee message delivery. This is because a routed message may become trapped in a cycle [6] or it may reach a local minimum; this is a node that is closer to the destination than any of its neighbors [11] .
Given a point set P ⊆ R 2 , a Delaunay triangulation of P is commonly defined as a triangulation of P satisfying the property that the circumcircle of each inner face (triangle) contains no point of P in its interior. This is known as the empty circle property. A Delaunay triangulation of P is also well known as the planar dual of the Voronoi diagram of P . It is this characterization that one can use to see that greedy geographic routing will always succeed on a Delaunay triangulation. Consider a node s that currently possesses the message M , intended for a destination t. Let v 1 , v 2 , . . . , v m be points in P whose Voronoi cells are adjacent to the Voronoi cell of s. Then for some v j , 1 ≤ j ≤ m, the half plane consisting of all points closer to v j than to s will contain t. Since the Delaunay triangulation is the planar dual of the Voronoi diagram, each v i , 1 ≤ i ≤ m, is a neighbor of s in the Delaunay triangulation. Specifically, the point v j is a neighbor of s that is closer to t than s.
The fact that greedy geographic routing is always successful on a Delaunay triangulation motivates the question of whether a given WSN can be embedded in the plane as a Delaunay triangulation. In cases where the WSN is not a triangulation to start with, standard topology control protocols [17, 20] can be employed to extract a planar spanning subgraph of the WSN which can then easily be converted into a triangulation. Define a combinatorial triangulation as a planar graph, all of whose inner faces are 3-cycles. Suppose that we are given a WSN G = (V, E) that is a combinatorial triangulation. We seek a one-one mapping Φ : V → R 2 such that if each vertex v ∈ V is placed on the plane at Φ(v) and each edge {u, v} ∈ E is represented by a straight line segment with endpoints Φ(u) and Φ(v), then the set of points Φ(V ) = {Φ(v) | v ∈ V } and the set of line segments Φ(E) = {{Φ(u), Φ(v)} | {u, v} ∈ E} defines a Delaunay triangulation. The problem of finding the mapping Φ is called the Delaunay realization problem, the mapping Φ, if it exists, is called a Delaunay realization, and combinatorial triangulations G for which a Delaunay realization exists are called Delaunay realizable graphs. The problem of determining whether or not a combinatorial triangulation is Delaunay realizable can be solved in polynomial time; for example by checking if a certain linear system of inequalities defined by Hiroshima et al. [10] has a feasible solution. However, as far as we know, the problem of actually finding a Delaunay realization does not have a polynomial time solution and seems rather difficult. In this paper we present a simple, iterative algorithm, called FindAngles, that finds a Delaunay realization of a Delaunay realizable graph. We do not prove polynomial time convergence of this algorithm, but we do present substantial experimental evidence indicating that FindAngles converges rapidly. The algorithm is inherently local and has an obvious, distributed implementation in which each node updates some local geometric information based on such information at neighboring nodes.
Recently two other approaches have been considered for the problem of finding embeddings that permit successful greedy geographic routing. The first approach, due to Papadimitriou and Ratajczak [16] , seeks greedy embeddings. Let a distance decreasing path in an embedding of a graph be a path
A greedy embedding of a graph is an embedding into the Euclidean plane such that there exists a distance decreasing path between every pair of vertices. A Delaunay realization of a combinatorial triangulation is clearly a greedy embedding, but there may be greedy embeddings that are triangulations, but not Delaunay triangulations. In fact, Papadimitriou and Ratajczak [16] conjecture that every combinatorial triangulation has a greedy embedding 3 . This conjecture was very recently proved by Dhandapani [8] . The proof essentially depends on the Knaster-Kuratowski-Mazurkiewicz Theorem [12] that is known to be equivalent to the Brouwer Fixed Point Thorem. Due to this dependency, Dhandapani's proof does not seem to immediately lead to a polynomial time algorithm. He does mention an iterative algorithm at the end of his paper, but without any theoretical bounds or experimental results.
A second approach to the problem of finding embeddings that permit successful greedy geographic routing uses power diagrams and is due to Chen at al. [5] . Let P ⊆ R 2 be a planar set of points, with each point p ∈ P having an associated disk D(p) with center p and radius r(p) ≥ 0. The power distance from any point q ∈ R 2 to p, denoted
The power diagram of P is the cell complex in R 2 that associates to each p ∈ P , the convex domain
The properties and applications of power diagrams, as well as algorithms for constructing them, have been studied by Aurenhammer [3] . The Voronoi diagram is a special case of a power diagram, obtained by setting r(p) = 0 for all p ∈ P . Just as Delaunay triangulations are duals of Voronoi diagrams, a more general class of triangulations (that include Delaunay triangulations) are the planar duals of power diagrams. These are called regular triangulations by Edelsbrunner and Shah [9] . This motivates the question of whether for a given combinatorial triangulation G = (V, E), we can find an embedding Φ : V → R 2 and a radius assignment r : V → R + , whose power diagram has, as its planar dual, the graph G. If we can find such an embedding, then greedy geographic routing can be used with power distance in lieu of Euclidean distance. The argument that greedy routing with power distance will always be successful on regular triangulations is identical to the argument provided above that shows that greedy geographic routing always works on Delaunay triangulations. For any combinatorial triangulation G (and in fact for any planar graph), it is known that there exists an embedding Φ : V → R 2 and a radius assignment r : V → R + that yields a power diagram whose dual is G. This follows from the celebrated Koebe Representation Theorem [1, 2, 13, 22] . None of the known proofs of Koebe's theorem lead to efficient algorithms. For example, the proof of this theorem in the book by Pach and Agarwal [15] (which was originally due to Thurston [22] ) critically uses a fixed point theorem. Again, we have a situation in which the existence of appropriate embeddings are well known, but the proof of existence does not give a clear indication of how to efficiently compute these embeddings. It should be noted that there are polynomial time algorithms to compute a Koebe representation [14, 21] , but these use the ellipsoid method and are therefore not practical and are essentially useless for obtaining a fast, distributed algorithm. Given this situation, Chen et al. [5] use a simple iterative algorithm to produce a Koebe representation. This algorithm is not guaranteed to run in polynomial time and is obtained in a straightforward way from Thurston's proof of Koebe's theorem. We will call this the Thurston algorithm. Chen et al. [5] also present an algorithm that improves on the performance of the Thurston algorithm by using fewer iterations to terminate with a power diagram. We call this the PowerDiagram algorithm. Both of these algorithms are described in some detail in Section 2.2. Chen et al. [5] present a small number of experimental results on small sized graphs comparing the performance of the PowerDiagram algorithm with that of the Thurston algorithm. In Section 4, we present strong experimental evidence indicating that our FindAngles algorithm is orders of magnitude faster than the PowerDiagram algorithm, which in turn is a bit faster than the Thurston algorithm.
Main results. We present a simple, iterative, local distributed algorithm, called FindAngles, for computing a Delaunay realization of any given combinatorial triangulation that is Delaunay realizable. Our algorithm is based on a characterization of Delaunay realizability due to Hiroshima et al. [10] . Our algorithm uses far fewer iterations as compared to the PowerDiagram algorithm of Chen et al. [5] . In experiments we ran, on average, the number of iterations of our algorithm was about 1/6 th of the number of iterations of the PowerDiagram algorithm (see Table 2 ). Using the PowerDiagram algorithm in a distributed setting is problematic because in each iteration, it requires a sweep of the entire graph in order to update coordinates. In a distributed setting, such operations are costly and each iteration of the PowerDiagram essentially corresponds to n communication rounds, where n is the size of the graph. In contrast, each iteration of FindAngles corresponds to exactly one round of communication. In addition, the number of iterations required by our algorithm scales linearly with n. The PowerDiagram algorithm was proposed as an improvement on the Thurston algorithm and in our experimental results, on average, the PowerDiagram algorithm uses about 19% fewer iterations than the Thurston algorithm, whereas our algorithm uses about 89% fewer iterations. Experimentally, FindAngles exhibits very well-behaved convergence; the error term falls rapidly in the beginning and then falls more slowly as the algorithm gets close to a valid Delaunay realization. The error term rarely increases and we are able to prove that it strictly decreases under certain initial conditions. This experimentally observed behavior, along with our analysis, provides some hope that our algorithm may have polynomial time convergence, at least for special classes of combinatorial triangulations (e.g., degree-bounded combinatorial triangulations). It should be noted that whereas the PowerDiagram algorithm runs on all combinatorial triangulations, FindAngles runs only on Delaunay realizable triangulations. This may not be much of a problem because the experimental results of Hiroshima et al. [10] indicate that most combinatorial triangulations are indeed Delaunay realizable. We also perform experiments whose outcomes strongly support these results. We randomly generated 5000 combinatorial triangulations on 100 vertices; of these only one was not Delaunay realizable.
Technical Background
Our algorithm is based on a characterization of Delaunay realizable graphs due to Hiroshima, Miyamoto, and Sugihara [10] . We call this the HMS test and describe it in Section 2.1. In our experiments, we compare FindAngles with the Thurston algorithm and the PowerDiagram algorithm. Both of these are based on the Koebe Representation Theorem and we describe that and sketch the Thurston algorithm and the PowerDiagram algorithm in Section 2.2.
The HMS test for Delaunay Realizability
Rivin [18, 19] presents a polynomial time test for Delaunay realizability that is based on ideas in hyperbolic geometry. In contrast, the HMS test is based on elementary Euclidean geometric ideas. We describe the HMS test in some detail here because our algorithm (described in Section 3) is based on the proof of correctness of the HMS test.
Let G = (V, E) be a combinatorial triangulation with internal faces f 1 , f 2 , . . . , f p . Each face f i is represented by a sequence of 3 vertices that bound the face in counter clockwise order. For each face f i , three variables x 3i+1 , x 3i+2 and x 3i+3 are defined, respectively corresponding to the three vertices in f i . Thus there are a total of 3p variables, each of these is called an angle variable. These variables should be interpreted as angles at the corners of triangle f i . See Figure 1 In the above list (C4) is particular to Delaunay triangulations and follows easily from the empty circle property. The remaining constraints are satisfied by every triangulation. Hiroshima et al. [10] point out that even though every Delaunay realization satisfies conditions (C1)-(C5), these conditions are not sufficient because they do not guarantee that the triangles incident on a vertex v can be consistently "glued" together around v (see Figure 1 (c)). Interestingly, Hiroshima et al. [10] were able to show that for any solution that does satisfy (C1)-(C5), there exists a transformation that modifies this solution into one that additionally satisfies a "consistent gluing" condition around each vertex. Thus Hiroshima et al. [10] were able to reduce the problem of testing if a combinatorial triangulation is Delaunay realizable into a problem of testing the feasibility of a linear system of equations and inequalities. Note that the size of this system (i.e., number of variables, number of constraints) is linear in the number of vertices in G. The result of Hiroshima et al. [10] can be summarized as follows.
Theorem 1. (Hiroshima et al. [10]) Whether a given combinatorial triangulation is Delaunay realizable can be tested in polynomial time.
The transformation mentioned above, that takes a solution to (C1)-(C5) and modifies it to additionally satisfy a "consistent gluing" condition is only shown existentially by Hiroshima et al. [10] . As a result the above theorem does not lead to a polynomial time algorithm for constructing a Delaunay realization. We now review the proof of Hiroshima et al. [10] which prompted our algorithm, presented in Section 3.
Let v be an inner vertex of G and let w 0 , w 1 , . . . , w s−1 be its neighbors in counter clockwise order. Then the angles Figure 2 ). Define
It is not difficult to see that to be able to "glue" the triangles incident on v consistently around v, F (v) must equal 1. This is shown in Lemma 3.1 of Hiroshima et al. [10] and follows from a straightforward trigonometric argument. Note that since all φ i 's and θ i 's are strictly between 0 and 180, we have F (v) > 0. Hiroshima et al. define a condition (C6) as follows:
Conditions (C1)-(C6) exactly capture Delaunay realizability; these conditions are both necessary and sufficient. Condition (C6) has to be satisfied by any triangulation, not just Delaunay triangulations. Unfortunately, (C6) is not "well behaved" like conditions (C1)-(C5) and no efficient algorithm is known for solving the system of equations and inequalities implied by conditions (C1)-(C6). Consider any real α. Let change(v, α) denote the operation in which each cc-facing angle φ i around v is changed to φ i +α and each c-facing angle θ i around v is changed to θ i −α. Let φ min denote min i φ i and let θ min denote min i θ i . For any α, −1 × φ min < α < θ min , applying the operation change(v, α) keeps all the angles positive. The operation change(v, α), for α, −1 × φ min < α < θ min , has the very useful property that if conditions (C1)-(C5) are satisfied before the operation, they will continue to be satisfied after the operation. Hiroshima et al. [10] show that given an assignment of values to the angle variables satisfying (C1)-(C5), there exists a set { (v 1 , α 1 ), (v 2 , α 2 ) 
The Koebe Representation Theorem
Koebe [13] in 1936 proved the following remarkable theorem.
Theorem 2. (Koebe [13]) Given any planar graph
. . , C n } in the plane with the property that C i and C j touch iff
The fact that the set C is a circle packing implies that the interiors of the circles are pairwise mutually disjoint. From Thurston's proof of Koebe's theorem [22] one can extract an iterative algorithm for (approximately) computing a Koebe representation (i.e., a circle packing promised by Koebe's theorem) for a given planar graph. In the following description we assume, for simplicity, that G is a combinatorial triangulation. Let r = (r 1 , r 2 , . . . , r n ) be arbitrary, initial radii assigned to the vertices v 1 , v 2 , . . . , v n respectively. Then r uniquely defines the three angles in each inner face of G. Let σ r (v i ) denote the sum of the angles at v i in all of the inner faces to which v i belongs. The subscript "r" here denotes the fact that the angles depend on the radii assignment r. If σ r (v i ) = 2π for all inner vertices v i , we are done because we can consistently "glue" the triangular faces together. If σ r (v i ) = 2π for some inner vertex v i , then we can find a new radius r i for v i such that with respect to r = (r 1 , r 2 , . . . , r i , . . . , r n ), the angle sum σ r (v i ) = 2π. Of course this update affects the angle sums at neighbors of v i . However, it is possible to show that this iterative process converges. Collins and Stephenson [7] suggest several improvements to this basic algorithm that reduce the number of iterations needed for convergence. This algorithm has an obvious distributed implementation in which, in each round, each node v i for which σ r (v i ) = 2π updates its radius r i . New radius values are then exchanged with neighboring nodes in one round of local communication, and the algorithm proceeds to the next round. It is this entire class of algorithms that we refer to as the Thurston algorithm.
A Koebe representation C = {C 1 , C 2 , . . . , C n } of a combinatorial triangulation G = (V, E) can also be viewed as a power diagram whose planar dual is G. This is the starting point of the work of Chen et al. [4, 5] , who go on to point out that Koebe representations are special power diagrams in which disks corresponding to adjacent cells are mutually tangent. With this motivation, Chen et al. [4, 5] develop a local power diagram (LPD) test takes as input a mapping Φ : V → R 2 and an assignment of disks D(v) to vertices v ∈ V and determines if {Φ, D} is a power diagram. It is this algorithm that we call PowerDiagram. This is called a "local" test because it involves checking a condition at each vertex v that is a function of Φ and D at v and its neighbors only. Thus this test can be implemented in a distributed fashion. One problem with LPD is the fact that it depends not just on the radii of the disks, but also on the coordinates of the vertices specified by Φ. This is a problem because after each radii update (as in the description of Thurston's algorithm) we have to recompute the coordinates of all the vertices by using some kind of a global sweep of the graph. Thus, after each round in which all nodes update their radii, we need Ω(diameter) rounds of communication to update the coordinates. In our view, this problem largely offsets the gains obtained by using LPD.
The FindAngles algorithm first obtains an initial angle assignment by finding a feasible solution of the linear program defined by constraints (C1)-(C5). The algorithm terminates if no feasible solution it found. Once an initial angle is found, the algorithm repeatedly adjusts the angle values. It is this angle adjustment process that is the focus of our work. Angles are adjusted through an iterative process that repeatedly applies the change(v, α) operation introduced in Section 2.1. This process consists of a sequence of rounds. In each round, we scan through all the inner vertices in an arbitrary order. At each inner vertex v we check if F (v) = 1. If this is not the case, we solve for an α * such that after applying change(v, α * ), F (v) equal 1. We then apply change(v, α * ). To see that it is possible to efficiently solve for such an α * , define the following function g : R → R:
Now suppose that
is a continuous function, it is guaranteed that for some α * ∈ (0, θ min ), g(α * ) = 1. In fact g(α) is monotonically increasing as α increases from 0 to θ min . To see this observe that the ratio sin(φ i + α)/sin(θ i − α) is monotonically increasing for 0 < α < θ i provided φ i +θ i ≤ 180. This is clearly so since φ i and θ i are required to be positive (condition (C5)) and the sum of φ i , θ i , and a third angle equals 180 (condition (C1)). Thus the equation g(α) = 1 can be easily solved using a standard numerical root finding technique such as Newton's method. We have a symmetric situation if F (v) > 1, where we solve for an α * < 1 such that g(α * ) = 1. After each iteration, we check if a global termination condition is satisfied. This termination condition depends on a fixed parameter ε > 0 and is defined as either:
Max-termination condition:
|1 − F (v)| < ε for all inner vertices v or Sum-termination condition: v∈I |1 − F (v)| < ε where I is the set of inner vertices in G. We have separately implemented both termination conditions and report results for both, however we focus on the first termination condition since it is local, i.e., each node can decide for itself, based on local information, if it needs to participate in the current iteration. Once the iterations terminate we perform a global BFS sweep of the graph to fix planar coordinates of all vertices in G. We Start with an arbitrary pair of adjacent vertices u and v and place them arbitrarily, at distinct points on the plane. The sweep guarantees that for every subsequent vertex w that is processed, there is a triangle of G, (a, b, w) such that a and b are vertices that have already been placed in R 2 . Given the fact that the three angles of the triangle (a, b, w) are known, there is a unique location in R 2 for w. Upon termination of our algorithm, each F (v) may differ from 1 by ε. Hence the angle variables themselves yield an approximate Delaunay realization (see Figure 3) . We therefore geometrically evaluate each approximate Delaunay realization to see if it is indeed a Delaunay triangulation. As expected, as ε becomes smaller, the fraction of approximate Delaunay realizations that are actually Delaunay triangulations, increases and reaches 1 (see Table 3 ). While FindAngles may not run in polynomial time, experimental evidence suggests that it is very fast (see Section 4), leading us to believe that some variant of this algorithm may indeed be shown to have polynomial time convergence. The FindAngles algorithm is summarized in the below pseudocode. The algorithm was implemented in Mathematica 6.0, using in-built functions for linear programming and root finding. Details of the implementation appear in the appendix. Output: An embedding of G in R 2 that is a Delaunay triangulation, or report G is not Delaunay realizable. 
Find a feasible solution to the LP defined by constraints (C1) -(C5
for(each inner vertex u) 8.
if
Compute α * such that F (u) = 1 following change(u, α * ) 10.
Apply change(u, α * ) 11.
end if 12.
end for 13. end while 14. Arbitrarily select adjacent vertices u and v and embed them at distinct points in R Embed w in R 2 using the three angle assignments associated with triangle (a, b, w)
Experimental Results
The basic experiments described in this section were run on a total of 65 input graphs, 13 each of order n ∈ {23, 43, 63, 83, 103}. To determine how well our algorithm scales we used 50 larger graphs up to order n = 1003. For a given input graph, we are interested in finding a realization that is the combinatorial dual of a power diagram. For simplicity, when we succeed in finding such a realization, we say we have found a "Power Diagram".
Relative Performance of Algorithm FindAngles
In this subsection we compare the performance of the FindAngles algorithm with that of algorithms Thurston and PowerDiagram. The comparison is along three dimensions: number of iterations, fraction of realizations that are power diagrams, and running time. Along all three dimensions, FindAngles outperforms both of the other algorithms. We start by looking at the number of iterations and the processing time required by each algorithm to produce 100% power diagrams (see Table 1 and Figure 4) . Recall that the PowerDiagram algorithm always terminates with a valid power diagram. So to perform a meaningful comparison, for each n we pick a largest ε for which all realizations generated by FindAngles are Delaunay triangulations and report the average number of iterations and time required using this ε. Note different ε may be selected for different n. The results for the Thurston algorithm are similarly selected and reported. Chen et al. [5] have proposed the PowerDiagram algorithm as an improvement over the Thurston algorithm. However, it is clear from Table 1 that the improvement of the PowerDiagram algorithm is marginal, relative to the improvement obtained by using our algorithm. For example, for n = 103, the Thurston algorithm needs 1664 iterations, the PowerDiagram algorithm needs 1330 iterations, whereas Algorithm FindAngles needs only 122 iterations! The last three columns of the table show the times (in seconds) for the three algorithms. Again, our algorithm is significantly faster than both the Thurston algorithm and the PowerDiagram algorithm. In our implementation, the PowerDiagram algorithm takes significantly more time than the Thurston algorithm, despite using fewer iterations. This is due to fact that we implemented the local power diagram test by solving a non-linear system of equations using the Mathematica function FindInstance. It is possible that an alternate, purely geometric, implementation of the local power diagram test would speed up the PowerDiagram algorithm.
Next we compare FindAngles with the Thurston algorithm (see Table 2 and Figure 5 ). The reported results are for ε = 10 −5 . Similar tables for other values of ε appear in the appendix. Again, the comparison is along three dimensions and again, FindAngles significantly out performs the Thurston algorithm.
As mentioned in Section 3, our algorithm produces an approximate Delaunay realization, where the approximation depends on ε: as ε → 0, the realization produced gets "closer" to a Delaunay triangulation. Table 3 shows the increase in the fraction of actual Delaunay triangulations produced by FindAngles and the Thurston algorithm as ε → 0. For example, for ε ≤ 1 × 10 −5 , all realizations produced by Algorithm FindAngles are Delaunay triangulations.
Average FindAngles  Thurston PowerDiagram  FindAngles  23  256  175  60  9  66  2  43  536  442  49  71  389  4  63  879  758  165  256  1115  23  83  1137  961  134  583  2123  24  103 1664  1330  122  1321  3922  27   Table 1 . For each n, we report the average number of iterations and time (in seconds) for the PowerDiagram algorithm to terminate. For each of the other two algorithms, for each n, we find the largest ε, for which all realizations produced by the algorithm are power diagrams. 23  309  11  100  83  3  100  43  591  78  100  104  9  100  63  879  256  100  165  23  100  83  1101  565  92  171  32  100  103  1341  1063  54  170  40  100   Table 2 . This summarizes the results of the execution of the Thurston algorithm and Algorithm Table 3 . This table shows the increase in the fraction of actual Delaunay triangulations produced FindAngles and the Thurston algorithm as ε → 0.
As mentioned in Section 3, we have also used sum-termination condition as an alternate termination condition for FindAngles. Being a bit more flexible than the max-termination condition, we expect termination to be reached in fewer iterations using sum-termination. This is confirmed in Table 4 . For example, for n = 103 and ε = 10 −4 , it takes on average, 200 iterations for FindAngles to terminate with the sum-termination condition. The sum-termination condition requires the sum of the "errors" at all inner vertices to be at most 10 −4 . We interpret this constraint as being roughly equivalent to the "error" at each vertex being bounded by 10 −4 /n = 10 −6 . We can then compare the 200 iterations needed to terminate with ε = 10 −4 with the sum-termination condition with the 243 iterations it takes to terminate with ε = 10 −6 under the max-termination condition. Similar comparisons can be made for each of the other values of n and we see that one can ensure roughly similar average error using slightly fewer iterations with the sum-termination condition. The salient point of this comparison is to show that convergence of our algorithm seems fairly robust and is not greatly affected by using alternate termination conditions. Table 4 . The last three entries of each row respectively represent the average number of iterations for ε = 10 −4 under sum-termination, ε = 10 −5 under max-termination, and ε = 10 −6 under max-termination.
Scaling to Graphs of Order n = 1000
Our simulations demonstrate that FindAngles is efficient for input graphs with up to 103 vertices. To determine whether it scales to larger graphs, FindAngles was run on five graphs each of order n ∈ {103, 203, 303, 403, 503, 603, 703, 803, 903, 1003}, using ε = 10 −5 . As shown in Table 5 and in Figure 6 , the number of iterations grows linearly with the input size. The processing time grows a bit more rapidly and consists mainly of time spent adjusting angles. The time needed to solve the linear program is just a small fraction of the overall processing time. 
Most triangulations are Delaunay Realizable
As mentioned in Section 1, one of the main motivations of our work is the observation by Hiroshima et al. [10] that most triangulations are Delaunay realizable. In that work the authors experimentally verified their observation for small size triangulations (with up to 12 vertices) [10] . In an effort to corroborate those findings, we randomly constructed 5000 pairwise non-isomorphic combinatorial triangulations of order n = 103 and used the linear program corresponding to constraints (C1)-(C5) to see how many were Delaunay realizable. The triangulations were generated by first dropping points randomly in the plane, constructing a Delaunay triangulation, "flipping" randomly chosen diagonals repeatedly, and finally extracting a combinatorial representation of the resulting triangulation. The number of diagonals flipped is determined by the parameter m. If the Markov Chain defined by this process is rapidly mixing, then for m not too large, the 5000 combinatorial triangulations would form a sample picked uniformly at random Fig. 6 . These charts represent the data from Table 5 .
from the set of all combinatorial triangulations on n points. In the future, we will investigate the mixing properties of this process. The result was quite satisfying and lends support to the observation of Hiroshima et al. [10] : of the 5000 combinatorial triangulations generated, only 1 is not Delaunay realizable.
Understanding the Convergence
The angle adjustment process of the FindAngles algorithm starts with an initial angle assignment (a feasible solution to (C1)-(C5)) and modifies the angles iteratively in an effort to satisfy constraint (C6) as well. This process can can be viewed as moving from an inconsistent angle assignment in which the triangles cannot be "glued" together, toward a valid Delaunay triangulation. As a measure of how close to a valid Delaunay triangulation the current angle assignment is after an iteration, we define error as v∈I |1 − F (v)|, where I is the set of all inner vertices and F (v) is as defined in Section 2.1. We are interested in the behavior of this error term as the iterations progress. The faster the error term converges to zero, the sooner the iterative process terminates. Figure 7 shows that the error falls rapidly initially and then converges more slowly as the algorithm gets closer to a valid Delaunay triangulation. While the decrease in error is largely monotonic, for a small percentage of iterations the error increases slightly. In the Theorem 3 we prove that under certain initial conditions the error term strictly decreases. For any inner vertex v and real α, let change(v, α) be as described in Section 2.1. Proof. There are two cases, depending on whether or not F (v) < 1. We first assume that F (v) < 1. Let φ i (θ i ), 0 ≤ i ≤ s − 1, be the cc-Facing (c-facing) angles about v (recall Figure 2) . Group the terms in F (v) as follows
calling them t 0 , t 1 , . . . , t s−1 respectively. Note that the two angles involved in term t j , namely φ j and θ j+1 , are "facing" angles and therefore according to condition (C4) satisfy φ j + θ j+1 < 180. Here (and in the remainder of the proof) we use modulo s arithmetic, so if j = s − 1, then j + 1 ≡ 0 and if j = 0, then j − 1 ≡ s − 1. Now let us view the quantity sin(φ j + α) sin(θ j+1 − α) as a function of α and denote it by t j (α). So t j (0) is just t j . Since φ j + θ j+1 < 180, using Lemma 4.2 from Hiroshima et al. [10] we see that t j (α) is monotonically increasing in the range α ∈ [0, θ j+1 ). Therefore the product 
We can lower bound this quantity as follows: 
Thus the decrease in the error term due to v is greater than
The operation change(v, α) also affects F (w j ) for each neighbor w j , 0 ≤ j ≤ s − 1 of v. To understand the precise effect, note that each F (w j ) contains the term sin(θ j ) sin(φj−1) times other terms that do not involve any of the changed angles. Note that φ j−1 , which is a cc-facing angle about v, is a c-facing angle around w j and similarly, θ j , which is a c-facing angle about v, is a cc-facing angle round w j . So F (w j ) can be written as · rest j Therefore the change in F (w j ) is
The above change is an increase in the contribution of F (w j ) to the error. Now for each j, 0 ≤ j ≤ s − 1, we can "charge" the increase in the contribution to the error by F (w j ) to the term
F (v) in Equation (2) . This is because F (v) ≥ F (w j ), since v was chosen to maximize F (v) and so we get:
Thus the increase in the error due to w j is less than the decrease in the error due to the term
tj−1 F (v) in Equation (2) . Summing this over all j, we obtain that the total increase in error due to the neighbors of v is less than the decrease in the error due to v. All of this is true for any α ∈ (0, α * ] and in particular for α = α * as well. The case in which F (v) > 1 is quite similar. Here we need to decrease F (v) so we pick a negative α and perform a change (v, α) . This results in an increase in F (w j )-values, but as in the above proof the decrease in F (v) decreases the error by more than total increase due to all of the F (w j )'s.
While the FindAngles algorithm presented in this paper is a significant improvement over both the PowerDiagram and Thurston algorithms, there are, nevertheless, further optimizations and extensions that should be pursued. As an initial preprocessing step FindAngles looks for a feasible solution to the global linear constraints (C1)-(C5) set forth by Hiroshima et al. [10] . We currently use the built in Mathematica function LinearProgramming to solve this LP. We would like to replace this with a strictly local test for feasibility. Since (C1)-(C5) are local constraints, such a test seems reasonable. We point out in Section 4.2 that virtually all processing time is spent adjusting angles. Hence, finding a simpler way to solve for α * (line 9 of the FindAngles algorithm) may greatly improve the algorithm's overall processing time. Currently vertices whose angles are adjusted are selected arbitrarily. We may be able to improve convergence by selectively picking vertices based on some threshold of their F -values. While our algorithm is efficient, it is limited to combinatorial triangulations. We would like to extend it to run on the the less restrictive class of 3-connected planar graphs. As mentioned in Section 1, Papadimitriou and Ratajczak conjecture [16] (and Dhandapani [8] has now proved) that every such graph has a greedy embedding. We show that with certain initial conditions the error term used for termination of our algorithm decreases monotonically. Motivated by the desire to find a general polynomial time algorithm for Delaunay realizability, we would like to study more closely the behavior of this error term and identify an alternate definition of error that decreases monotonically for all inputs.
