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ABSTRACT
GROUND WATER FLOW MODEL FOR FRACTURED MEDIA
by
Ernesto da S. Pitombeira 
University of New Hampshire, May, 1994
In fractured rock systems, ground water flow is not as simple and as methodical 
as in a porous medium. To create a numerical model of such a flow system, a four-part 
algorithm was written, which included MATLAB® as a fundamental component. It was 
intended that the model output define the zone of influence of pumping stresses. The 
four model parts are, sequentially: generation of the interconnected fracture geometry; 
generation of the linear finite element grid; the hydraulic calculations and the influence 
zone delineation. MATLAB® is used to stochastically generate the fracture geometry 
from empirical estimates of the probability distributions of: fracture length, orientation, 
width and density. This first part not only yields the fracture geometry but also develops 
two matrices: the interconnectivity matrix and the fracture endpoint matrix. In the 
second part, a matrix of linear finite elements is generated from the matrices of the first 
part. The solution of the flow equations in the third part gives the hydraulic head at each 
node of the finite element grid. From this, intemodal velocities can be calculated in the 
last part of the model in order to delineate the influence zone.
xiv
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An application of the hydraulic model was performed using the data set from the 
Blackwater Brook site in Dover, NH. The fitting of the hydraulic model to these field 
data represents an important step toward of use of this model with a larger set of field 
data not only to verify the hydraulic behavior of fractured media, but also to yield 
information for delineation of time-related capture zones for various hydraulic stresses 
which can be imposed.
Finally, sensitivity analyses were performed using adjoint operators in order to 
identify the parameters to which the system responds most strongly. The system was 
more sensitive to the areal recharge on a fracture segment.
In addition to widespread application for hydrogeologic studies, this model 
promises to contribute to the surge of studies in ground water science spurred by the 
strong interest by federal agencies in ground water protection and contamination at 
hazardous waste sites.
xv
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CHAPTER I 
INTRODUCTION
Traditionally, rock masses have been studied from the point of view of stability. 
This approach is justified when measured by the successes of engineering geology and 
rock mechanics in improving tunneling, underground and open pit mining and, deep 
surficial excavation based upon the study of rock mass stability.
During the last two decades, emphasis has been given to another important 
attribute of rock masses: their capacity to carry or store fluids, particularly hydrocarbon 
compounds and water. The petroleum industry was the first to dedicate massive financial 
resources to developing both mathematical models to describe the permeability of rock 
masses to hydrocarbon compounds (and even water) and field studies to identify the 
hydraulic and geometric characteristics of underground reservoirs. Hydraulic fracturing 
techniques have been developed with the purpose of increasing the motion of fluids in 
fractured formations and consequently improving the productivity of wells in these 
reservoirs.
Geophysical techniques have been improved rapidly so that underground mapping 
can be performed from the surface. Televiewing devices can describe a well log so 
precisely that fracture density, fracture orientation, and fracture aperture can be 
quantified from a borehole log. Difficulties remain in identifying which fractures are 
fluid conducting, and their lengths.
1
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2Nowadays, researchers are inclined to believe that in a three-dimensional network 
of fractures, flow develops in paths inside the fracture planes; thus flow does not occur 
on the whole extension of the fracture plane. Interconnectivity has been shown to be a 
very important factor in hydraulic conductivity. In this regard a rock mass could show 
some conductivity on one scale, and none at all on another, larger scale. Thus, there 
could be cases in which the representative elementary volume does not exist.
Presently there are two major reasons to study in-depth the behavior of rock 
masses from the hydraulic point of view. First, the growing need for water for either 
direct human use or agricultural/industrial uses urges the exploitation of some aquifers 
in fractured bedrock formations. Secondly, the need to store high level nuclear waste 
in underground reservoirs (e.g., Stripa Granite, Sweden and Fanay-Augeres, France) 
enforce the need to study and understand the groundwater flow in areas designed to store 
nuclear waste. The understanding of fluid flow in fractured media is crucial in order to 
forecast the fate of pollutants intentionally or accidentally put into these media.
This research intends both to define new ways and to improve existing procedures 
to study ground water flow in fractured media. To do so, a set of computer programs 
coded in MATLAB® was developed. This computer program set allows one to develop, 
both deterministically and stochastically, fracture systems based on geometric and 
hydraulic field data. Once field data are collected and analyzed, these data, e.g., fracture 
density, fracture length, fracture orientation, and fracture aperture, are used to simulate 
a fracture network through the use of probability distributions which represent field data. 
One can then simulate as many networks as desired. Here a constraint appears: the size
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3of the simulated system is limited by the size of the computer memory.
In the present study, after the fracture network was defined, hydraulic stresses and 
boundary conditions were imposed. By solving the system of equations which describes 
the network hydraulic continuity energy, a hydraulic head distribution was defined over 
the entire fracture system, first at the nodes of the network, and second on the entire 
fracture segment, since a finite element approach was used. Subsequently, other 
hydraulic parameters, e.g., velocity and flow in any finite element or fracture segment, 
were calculated. The maximum Reynolds number was determined in order to verify the 
validity of Darcy’s law in the hydraulic calculations for the system. By sorting the 
hydraulic heads in ascending order from the defined hydraulic sink (lowest hydraulic 
head) to the hydraulic source (highest hydraulic head), flowpaths were defined over the 
entire flow region. Based on these flowpaths, time-related capture zones for a defined 
hydraulic sink were determined.
Sensitivity analysis using adjoint operators was implemented in order to identify 
the hydraulic parameters to which the system responds most.
Finally, as an application of the hydraulic model, field data from a site in Dover, 
NH, were used with the purpose of verifying the model response to these data. Results 
from simulated and actual networks are discussed.




Flow in a fractured medium can be studied under three distinct conceptual 
approaches: by considering, a porous medium equivalent to the specified fractured 
medium; by considering a double porosity model in which the rock matrix, to some 
degree, is considered permeable; and by individually considering the flow in each 
fracture (the rock matrix being considered as impermeable) (Sagar and Runchal, 1982; 
Anderson and Woessner, 1992).
Once a conceptual approach to the fracture system flow is chosen, a deterministic 
or probabilistic approach is defined to study the fracture system geometry accordingly.
As a next step, a mesh is defined in order to discretize the flow domain region 
by identifying both nodes and elements and, under certain boundary conditions, to solve 
the resulting system of equations for the hydraulic heads at the mesh nodes. Once 
hydraulic heads are known, velocities in the finite elements or fracture segments can be 
calculated and, at least for porous media, a set of pathlines can be determined. Then, 
from hydraulic sinks, by backtracking particles on pathlines for specified particle travel 
times, an influence zone can be delimited.
Finally, an adjoint sensitivity analysis allows one to identify those parameters to 
which the hydraulic model responds most.
4
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52,2 Geometric Characteristics of Fractures in Rocks
In general, within a bounded area it would be very difficult to identify all the 
fractures in terms of length, aperture size, orientation and even density (number of 
fractures per unit area). Thus a statistical approach must be implemented in order to 
identify appropriate statistical distributions of the geometric characteristics of fractures 
in a rock mass.
Many studies have investigated the geometric properties of fractures in rock, i.e ., 
those properties related to the fracture length, fracture aperture size, fracture orientation, 
and fracture density.
Baecher et al. (1977) evaluated, in statistical terms, a large number of fracture 
data from two distinct sites in two very different environments. The first site was located 
inland, in New York state, on a bank of the Hudson River south of Albany. The second 
site was located on the coast of Connecticut.
After evaluating these data and reviewing at least seven other studies, Baecher et 
al. (1977) concluded that, for the fracture lengths the best fitting distribution was 
lognormal, and for the spacing between fracture planes the exponential distribution was 
appropriate. In addition, Baecher and his co-workers emphasized that these conclusions 
hold independent of the geological characteristics of a site.
Parameters for both fracture length and fracture plane spacing distributions are 
calculated from field data. A relationship between the number of fractures per unit 
length of borehole (or sample line) XL, the volumetric fracture density (or areal density) 
XA, and the mean area in three dimensions (or mean length) I of the fracture is given by
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
XL =  XA I cos0, where 8 is angle between the borehole axis (or sample line) and the 
mean fracture pole (the point on a stereonet representing the normal to a plane.)
This same relationship was used by Long (1983) to define the length-density 
parameter for the fracture simulations in a two-dimensional case in order to calculate 
directional permeability in two sets of constant aperture orthogonal fractures. The author 
summarized that the best estimates of field data, related to fracture length and location 
are represented by the Baecher et al. (1977) model. Long and Witherspoon (1985) also 
used this expression for XL to study the fracture length-density relationship.
A theory was developed by Fisher (1953) in order to study the distribution of 
measurements of positions on the surface of a sphere. This theory describes the mean 
direction of fracture poles as defined by a stereonet.
The fundamental probability density of the measurement errors in fracture 
orientation was defined by Fisher (1953) as being proportional to ekcot>, where 8 is the 
angular deviation from the true orientation, and k is a constant (k >  0). When 8 = 0, 
the probability density is maximum. Fisher’s distribution is symmetrical about the mean 
value.
As defined in Fisher’s theory, k is a measure of precision, and it plays an 
important role in the behavior of the distribution:
- If k is large, the distribution of poles is confined to a position very close to the location 
of maximum density;
- If k =  0, then the distribution of the poles is uniform over the surface of the sphere.
If R is the resultant of N unit vectors representing pole directions, N is large (no
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
value mentioned), and N - R  <  2, then k is defined as k =  (N - 1)/(N - R).
The location of the direction of maximum density is calculated as follows:
- a unit vector specifying this direction can be represented by the direction cosines lj, I2, 
and 13, relative to the axes pointing true north, east and down respectively;
- a unit vector specifying each pole direction defined for a fracture represented by the 
direction cosines (m,^, (m ^, and (m3)j relative to the axes as previously defined. Thus, 
for a sample which follows Fisher’s distribution, the direction of the maximum density 
is calculated as the following:
(2.1a)
(2.1b)
A  COS (iBa) i
3 h  *
(2.1c)
where n„ n2, and n3 are the arithmetic means of the direction cosines of the fracture
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8poles. The modulus of resultant R is calculated as
r = [(Hi) 3 + (aj) 2 + (i^ ) 2]1' 2
(2. Id)
Thus, the direction cosines of the estimated maximum density direction are
(2.1e)
where all the symbols were defined previously.
From Fisher’s theory, one can conclude that angular measures can not be 
analyzed as linear ones; the mean value of angular measures is not an arithmetic mean.
In order to generate synthetic joint sets, Snow (1965) and Snow (1969) applied 
Fisher’s theory to develop a method of evaluating fracture orientation and fracture 
spacing. By analyzing a borehole log, fractures were assigned to distinct sets based on 
a stereonet plot of the fracture poles. It was defined that a fracture set was formed by 
fractures lying within a cone of 120° or less, and that the axis of the borehole had to be 
inclined less than 30° from the central tendency of the poles of a set. An expression of 
the specific surface S [L 1] of a set of fractures was defined as
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where m is the number of fractures in a set intersecting the borehole axis (length D), and 
ii; is the cosine of the angle between the axis of a borehole and the normal to each 
fracture in that set. For a set of evenly spaced parallel fractures, the specific surface is 
S =  2/A, where A is the spacing between fractures. Ultimately, these parameters 
(describing the density of fractures) are directly related to the hydraulic conductivity of 
the medium.
Two other important matters in Snow’s (1965) work were the frequency of 
fractures intersecting a borehole of length D and the aperture size distribution. As the 
number of observations becomes large, a binomial process can be approximated by a 
Poisson distribution. Thus, the fracture density probability distribution of a Poisson 
process in which N intersections occur in distance D, (D <  L), is given by
r u n  = m
(2.3)
where ij is the average density of M intersecting fractures in a length L , ij =  M /L; jjD 
is, in fact, the average number of intersections. If ijD is >  5, P(N) approaches the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
10
normal distribution. In his work, fractures were considered of infinite length.
In reference to the aperture distribution, Snow (1965) performed an in-depth 
analysis. From the assumption that fracture intersections with borehole axes were 
Poisson-distributed, it follows that the distribution of the aperture width cubed must be 
normal or skewed as lognormal, exponential, or skewed normal, among others. After 
analyzing each possible distribution, the lognormal distribution was defined as the best 
fit to the apertures-cubed. Even though all theoretical procedures in Snow (1965) are 
well-founded, he acknowledged that real aperture distributions depend on direct 
measurements which justifies the use of numerous tests of small volumes of fractured 
media as a procedure to evaluate the properties of each medium. Such tests avoid the 
averaging process which results when large volumes are used, and it masks the property 
variations of a fractured medium.
As pointed out by Snow (1968), fracture spacing, openings and porosities are not 
directly observable. In general, those fracture properties are determined indirectly by 
permeability measurements, and many times a conventional continuous porous medium 
approach is defined. On this matter, one has to be aware that a conventional continuous 
approach may not be applicable to a mass of rocks with low density of fracturing or in 
multi-scaled fractured medium (National Research Council, 1991).
Besides the equivalent porous medium approach, other types of equivalence are 
used. For example, Caldwell (1972) modeled a permeability tensor (Ka) for an irregular 
jointed rock mass using an equivalent permeability tensor (Ke) for one joint set in which 
all the joints were continuous, of equal aperture and evenly spaced. The relationship
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between Ka and Ke was defined as Ka = C Ke, where C is a function of length, 
aperture, orientation and density of fracturing.
In summary, by revisiting works about fracture flow, one observes that statistical 
distributions are used to represent the geometric properties o f the rock mass. For 
example, fracture density is well described by a Poisson distribution. Thus, fracture 
centers are assumed to be distributed as a Poisson process over a pre-defined generation 
region, generally, regularly shaped (Long et al., 1982; Long, 1983; Schwartz et al., 
1983; and Smith and Scwartz, 1984). Figure 2.1 shows a generation region where 
fracture centers for two sets of fractures are plotted.
Fractures can be grouped by orientation. By plotting fracture poles on a 
stereonet, fracture clusters can be defined. One can then have as many fracture sets as 
the number of defined clusters on the stereonet (Snow, 1965; Snow, 1969; Long and 
Billeaux, 1987; Dreier et al., 1987). Figure 2.2 depicts a stereonet where two fracture 
sets are defined. For a two-dimensional network, fractures are defined by their traces. 
One can then determine the strike of fracture planes in each fracture set. This is called 
the "fracture orientation." This orientation can have a reference axis other than true 
north. Thus, mean orientation and variance can be defined for each fracture set. 
Fracture orientations are assumed to be either normally or uniformly distributed (Long 
et al., 1982; Long, 1983; Shimo and Long, 1987).
In the field, fracture trace lengths are not infinite. They are assumed to be 
lognormally distributed (Baecher et al., 1977; Long et al., 1982; Long, 1983; Shimo and 
Long, 1987).
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FIGURE 2.2 - A STEREONET WITH T O  DEFINED FRACTURE SETS
( .) Fracture poles
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Fracture aperture is assumed to be lognormally distributed (Snow, 1969; Long et al., 
1982; Long, 1983).
2.3 Hydraulics of Fracture Flow
The parallel plate model is the basic fracture ground water flow model. 
Governing equations for the laminar flow between two smooth, impermeable parallel 
plates can be formulated from the Navier-Stokes equations. Snow (1965), Snow (1969), 
and Wilson (1970) derived the very well known "cubic law" from the Navier-Stokes 
equations in Lamb (1945). The cubic law can be expressed as
q  = -  - ^ i - 1  b  DEPTH — ■ 12(1i 2 |i a x '
(2.4)
where q [L3T I] is flow in a single fracture of constant aperture b [L] and uniform depth 
DEPTH [L], y [ML'2T 2] is the specific weight of the fluid, n  [M L’T 1] is the dynamic 
viscosity of the fluid, 3h/3x’ [L/L] is the component of field gradient in the flow 
direction (or fracture direction), x’ represents the x-axis of a local coordinate system 
which lies along the fracture, and h represents the hydraulic head at two extremes of a 
fracture separated by a distance x ’ along the fracture. By theoretical means, Snow 
(1965) also derived that hydraulic head loss at fracture intersections was neglegible; 
Wilson and Witherspoon (1976) arrived at the same conclusion by experimental
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procedures. Bear (1972) used a model of constant aperture width b [L] in order to 
derive the cubic law of fracture aperture width by starting from the Navier-Stokes 
equations, which yielded the following expression for the average velocity in the fracture
(2.5)
where V [L T 1] is average velocity in a single slit defined by two parallel plates, and J 
= dh/3x’ [L/L] is the hydraulic gradient in the flow direction. The other terms were 
defined previously.
If a large number of parallel slits are considered, the mean velocity is
v  = n ( £ ) ( f ) J
(2 .6)
where n =  a/(a +  b) [L/L], and a [L] is separation between slits.
Marsily (1986), starting from Navier-Stokes equations, derived an expression for 
the parallel, steady, incompressible, viscous flow across a fracture segment of constant 
aperture b [L], length L  [L], and width e [L] as
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q  = »  b b 3 P i -  Pa
12 |l
(2.7)
where p, and p2 are the pressures at fracture extremes L  apart and pj > pj. If  n parallel 
fractures are considered over a depth I [L], rock porosity is
(■) = n  b
(2 .8)
Thus, the total flow Q [L3T ‘] through the total section of the rock A [L2] is given by
0  = n  q
(2.9)
or simply
Q = A fa) b 2 P i  ~ Pa 
12 p L
(2 . 10)
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Munson et al. (1990), using the same procedures as cited previously, obtained an 
expression for the flowrate per unit width q  [L3TVL] between parallel plates spaced b 
=  2h [L] as
QT =  -  2 h 2 l d p3p ( * )
(2 . 11)
Equation (2.4), (2.5), (2.7), and (2.11) all have the same mathematical structure. 
Thus, one can choose (2.4) as the basis for the representation of all the derived parallel 
plate flow equations
q  =  -  b  DEPTH — ■
1 2 v  d x '
(2 . 12)
where all the symbols have been previously defined.
Now a comparison can be made between (2.12) and the mathematical expression 
of Darcy’s law for a porous media. Let (2.13) represent Darcy’s law
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r  ,  d h
(2.13)
where q [L3! ”1] is the fracture flux, K [LT1] is the hydraulic conductivity of the 
medium, and dh/dx’ [L/L] is the hydraulic gradient component in the flux direction 
(Bear, 1972; Freeze and Cherry, 1979; Bear, 1979; Todd, 1980). Clearly, one can 
identify in both (2.12) and (2.13) that: g t f / U v  =  K  is the hydraulic conductivity in 
the fracture direction; b DEPTH =  A is the area of the cross-section of the fracture, and 
9h/3x’ is the hydraulic gradient in the flow direction. Then, (2.11) can be interpreted 
as an expression of Darcy’s law applied to the laminar, steady, viscous, incompressible 
flow in a constant aperture impermeable fracture. In this case, the rock matrix must be 
impermeable.
From here on, (2.12) will be used to define flow in individual fractures. This 
equation is a representation of the so- called "cubic law," because b3 appears in this 
equation.
Many studies have considered the "cubic law" for fluid flow. Witherspoon et al. 
(1980) presented a paper related to the validity of the cubic law in deformable fractures. 
Darcy’s law was written as
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_ 2 _ = — (£»)3 
A i f 1 1
(2.14)
where Q is a single fracture flowrate [ L T 1], ah is the difference in hydraulic head 
between pre-defined points inside a fracture [L], C is a constant that depends on both 
flow properties and flow geometry [ I / 'T 1], f  is a factor accounting for deviations from 
the ideal conditions (laminar flow, open fractures with no contact points, smooth fracture 
walls, etc.) [L/L], and b is fracture aperture [L]. From experimental results the authors 
concluded that the "cubic law" is valid for flow in a fracture, and the factor controlling 
flow is the fracture aperture size b. As the flow in a fracture depends primarily on b3, 
any small change in b can overcome any other change in the geometric characteristics 
of the flow field.
Owing to the importance of the fracture geometric characteristics on the fracture 
flow, they have been the object of study by several researchers. Tsang and Witherspoon 
(1983) studied the influence of fracture roughness on fracture flow. Fractures were 
defined in terms of aperture density distribution. An important finding of this study was 
that fracture wall roughness could be defined as two superimposed characteristics: a 
small-scale roughness and a large-scale undulation. The study concluded that the 
hydraulic properties of a fracture were controlled by the large-scale undulation of the 
fracture walls.
Tsang (1984) studied the influence of fracture tortuosity on fracture flow. By
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using electrical circuits composed of resistors and based on actual fracture apertures, the 
author concluded that fluid flow through a rough fracture depends on the roughness of 
the fracture walls, as Tsang and Witherspoon (1983) concluded. Fracture aperture plays 
an important role in fracture flow. Sometimes, field tests -  i.e., hydraulic and tracer 
tests -  in single fractures yields different estimates of the fracture aperture. Tsang 
(1992) showed there are three different definitions for the "equivalent aperture": mass 
balance aperture (Sm), frictional loss aperture (6,), and cubic law aperture (5C). Also, it 
was shown that the relationship among them could be expressed as
5. i i j i
(2.15)
and once one knows which "equivalent aperture" is being used, results from different 
tests and researchers can be compared.
In summary, the best current expression for evaluating fracture flow is based on 
the "cubic law" derived from the parallel plate model. It has been shown that this law 
holds under many field and laboratory conditions. On the other hand, as showed by 
Witherspoon et al. (1980), corrections can be added to the "cubic law" in order to better 
represent actual field conditions.
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2.4 Hydraulic Sink Capture Zone/Hvdraulic Source Plume
A time-related capture zone is defined as the surface or subsurface area 
surrounding a hydraulic sink, formed by all horizontal pathlines, within a specified 
travel time to the hydraulic sink (Shafer, 1987; Blandford and Huyakom 1990; and 
others).
At least six methods are known for delineating capture zones in porous media 
(U.S. EPA, 1987). The three most widely used are: analytical methods, semi-analytical 
methods and numerical flow/transport models. In all three methods, the particle 
tracking procedure plays an important role.
The best way to delineate a capture zone is by backtracking particles, introduced 
into an hydraulic sink, toward their source (Anderson and Woessner, 1992). Nelson 
(1978a) shows the first steps toward particle tracking when he points out the three factors 
needed to evaluate a ground water contamination problem: "the location of contaminants, 
the arrival time of contaminants and the quantity of contaminants" (pp.410-413). 
Actually, particle tracking procedures are concerned with the first two factors.
Since Nelson (1978a,b,c,d), many studies have been conducted on the subject, 
particularly related to porous media; some of them are related to solute transport in 
ground water, and not directly related to the capture zone delineation.
Konikow and Bredehoeft (1978) introduced a tracking procedure to investigate 
two-dimensional solute transport in a porous medium dominated by convective transport 
in order to account for the advective component. The transport equation was solved by 
the method of characteristics. Pricket et al. (1981) presented a similar procedure as did
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Konikow and Bredehoeft (1978).
One of the best known works on ground water transport is Javandel et al. (1984). 
The authors presented a complete review of methods for solving the transport equation, 
including both advantages and limitations of analytical, numerical and semi-analytical 
solutions of the transport equation. A particle tracking procedure is examined in order 
to define positions of contaminant fronts.
In the wake of Nelson’s (1978) work, Oberlander and Nelson (1984) developed 
a two-dimensional transport model called S-PATHS; the model calculates travel times of 
contaminants based on flow streamlines. A chemical retardation factor, as defined by 
Freeze and Cherry (1979), was introduced to modify the travel time of contaminants 
when they were in chemical equilibrium and sorbed onto the porous medium.
Shafer (1987a, b) presented a model called GWPATH, which performed 
numerical determination of a time-related capture zone by using a reverse pathline 
calculation procedure. This approach was implemented by determining, backwards from 
a hydraulic sink, ground water flow pathlines with a specified travel time.
An important advantage of numerical methods over analytical and semianalytical 
ones is that the former can be applied to nonhomogeneous, anisotropic porous media for 
a variety of boundary and initial conditions. An analytical two-dimensional model for 
porous media presented by Newson and Wilson (1988) defined a capture zone of a well 
in an area near a stream, with ambient flow, and involved image well theory. The model 
estimates flow nets based on pumping rates, ambient ground water flow parameters and 
location of both well and stream. Some simplifying assumptions were made however:
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horizontal flow; fully penetrating stream; perfect hydraulical connection between the 
stream and the homogeneous, isotropic aquifer; and a straight stream bed with no 
clogging layer. The model defined a dimensionless pumping rate as /3 =  Q /q,.*.d, 
where Q [L3T ‘] is the pumping rate, q. [L2!"1] is the ambient flow rate, and d is the 
distance from the well to the stream on the x-axis. There was a critical value of /? =  ft. 
when the stream was affected by the pumping rate of the well. Even though many 
simplifying assumptions were made, the model indicated that pumping water from an 
aquifer could induce recharge from streams.
Pollock (1988) developed a three-dimensional semi-analytical model for pathline 
computation using the finite-difference method to calculate velocities within a grid cell. 
A simple linear interpolation was used in order to generate field velocities. Thus, the 
individual components of the velocity vector field were integrated for each cell to obtain 
an analytical expression representing pathlines within each cell. As a general method, 
it can be applied to transient problems, although solving steady-state problems is more 
efficient.
Particle tracking methods have been used together with aquifer remediation 
planning models. Greenwald and Gorelick (1989) implemented a model in this way. By 
using optimization methods, such as minimizing the cost of aquifer restoration, their 
model defined the optimal pumping and injection rates at designated well sites. Ahlfeld 
and Sawyer (1990), using simulation and optimization techniques in a hypothetical 
aquifer, then showed the ability of the model to determine pumping rates and well 
locations which would minimize the cost of remediation.
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Bair et al. (1990) defined hypothetical spill sites in an actual area in order to 
identify the possibility of contamination of wells by those spill sites. A particle tracking 
method and the three-dimensional flow model (MODFLOW) developed by McDonald 
and Harbough (1988) were used in conjunction to determine the capture zone of pumping 
wells and the possibility of contamination of those pumping wells by the sites. The 
authors considered the use of flow paths and travel-times calculated by particle tracking 
methods as a guide for the definition of remediation proposals. The model limitation is 
the use of a field steady-state flow assumption: in reality, actual flowlines depend on the 
variation of hydraulic gradient caused by natural or artificial stresses (such as pumping 
in the field), which would cause the system to depart from steady-state.
Buxton et al. (1991) used a particle tracking procedure, and the same scheme 
adopted by Pollock (1988), in order to identify recharging areas in Long Island, New 
York.
A particle tracking scheme and an analytical groundwater flow model based on 
Theis’ equation (Theis, 1935) and Hantush-Jacob’s equation (Hantush and Jacob, 1954) 
were used by Bair et al. (1991) to delineate a time-related capture zone, by modifying 
the THWELLS program developed by van der Heidje (1987). This modified model was 
called CAPZONE. The output of the CAPZONE model was used as the input to the 
GWPATH model developed by Shafer (1987a, b). Results for leaky and nonleaky- 
confined aquifers were presented.
McElwee (1991) developed a model to delineate a time-related capture zone for 
isotropic, homogeneous, and uniform thickness aquifers with uniform regional and
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steady-state flow. Three dimensionless parameters were defined:
x  = 2 -* g« Bx 
0
(2.16)
where x , y , and t  are dimensionless variables corresponding to the capture zone space 
and time coordinates x, y, and t; q„ is the Darcy velocity; B is the aquifer thickness; Q 
is the pumping rate; and ij is the effective porosity. A relationship between the 
dimensionless space coordinates and time was defined as
An iterative scheme was proposed in order to solve the equations for the dimensionless 
variables; and subsequently, the x, y, and t values were calculated.
Many times, for a specific site, field data are scarce and not very reliable. 
Varljen and Shafer (1991) presented a stochastic approach to delineate a time-related 
capture zone. By using a conditional simulation of hydraulic conductivity, capture zones 
were stochastically simulated. The computer program GWPATH, Shafer (1987a,b), was 
used to determine the capture zones. In these simulated capture zones, uncertainties in
e * " * = c o s  y  + *  s i n  y
(2.17)
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hydraulic conductivity were built in. Thus, a Monte-Carlo-type simulation o f hydraulic 
conductivity was used to assess the uncertainty in the delineation of the time-related 
capture zone. Also, Bair et al. (1991) developed a Monte Carlo approach in order to 
delineate time-related capture zones. These simulated time-related capture zones were 
accomplished by using computer programs CAPZONE and GWPATH (Shafer, 1987a,b).
Latinopoulos and Kastsifarakis (1991) presented a particle tracking procedure in 
which hydraulic heads were calculated by using the boundary element method. The 
advantage of this method lies in the fact that an aquifer’s heterogeneities can be indirectly 
incorporated into the particle tracking module.
In order to verify the reliability of several capture zone models, Bair and Roadcap 
(1992) studied a leaky-confined fractured-carbonate aquifer. The comparison of the 
results were very distinct: i.e., a capture zone delineated by the DREAM/RESSQC 
models was twice the size of the capture zone delineated by the CAPZONE/GWPATH 
or MODFLOW/MODPATH models. The DREAM/RESSQC models have no 
capability to incorporate leakage across overlying confining layers. Thus, the other two 
combinations yielded more accurate results. The capture zone yielded by the 
DREAM/RESSQC models is conservative and can have both technical and economical 
consequences. For example, one might install a set of monitoring wells where there is 
no evidence of any kind of contamination or in an area which is protected against any 
kind of development in order to protect an over- sized influence zone (Bair and Roadcap, 
1992).
A new approach to capture zone delineation was presented by Schafer-Perini and
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Wilson (1991). The traditional particle-tracking procedure was improved by adding 
particles to the front of the capture zone. As the distance between particles on the front 
exceeds a maximum pre-defmed value, or as the front curvature becomes very 
accentuated, new particles are added to the capture zone front. This method was called 
"Dynamic Particle Allocation Front Tracking," and it is independent of both the method 
used to calculate the velocity field and the path line generation algorithm.
For porous media, capture zone delineation is a well known process. Some 
models on this subject can incoiporate both anisotropic and nonhomogeneous properties. 
If only advective transport is considered, particle tracking plays the most important role 
in the capture zone delineation process.
In fractured media, particle tracking procedures are very different from those for 
porous media. The former is a discrete approach; even though fractures are 
interconnected, flow and advective transport must be modeled individually at each 
fracture, and the paths are of a finite number. In the latter, the medium is treated as a 
continuum, averaged properties are used to represent actual properties of a continuous 
medium, and the paths are of infinite number.
Flow and transport in fractured media have been studied extensively, and the 
particle tracking procedure has been employed in order to define either the paths of 
pollutants or simply flow paths. Particle tracking is basic for capture zone delineation; 
however, for fractured media, it has been neglected.
Schwartz et al. (1983) presented a mass transport simulation in a fractured 
medium composed of two simulated sets of orthogonal fractures parallel to the coordinate
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axes, a limited fracture length, and no dead-end fracture segments. The authors used the 
particle-tracking procedure and the Krizek et al. (1972) research results which defined 
perfect mixing at intersections of the fracture network. The procedure is the following: 
a large number of particles is released at a single fracture at the high potential boundary 
(high energy) of the system, and the particle-tracking technique is applied in order to 
identify the movement of the particles in the system as the particles move by advection 
down hydraulic gradient in the fracture network. One conclusion of the work was that 
in a fractured medium, dispersion is a consequence of flow velocity distribution in the 
fractures. Smith and Schwartz (1984) studied the influence of fractured medium 
geometry on mass transport. Fracture characteristics such as location, length, and 
aperture were stochastically simulated as in Long et al. (1982) and Long (1983). The 
same particle-tracking procedure as in Schwartz et al. (1983) was employed. A 
sensitivity analysis was performed in order to identify the influence of fracture geometry 
on mass transport. The authors concluded that interconnectivity of the fractures between 
the boundaries of the system can decribe mass transport in the system.
In a related paper, Endo et al. (1984) developed a numerical model in order to 
investigate mass transport in a simulated fractured medium. Complete mixing at nodes 
of the network was not considered. Consequently, across a fracture segment, the 
velocity distribution for laminar flow is parabolic. Thus, in a fracture segment (or finite 
element) one can define as many fracture segment travel times as the number of stream 
tubes through the fracture segment.
In a capture zone delineation process, the assumption of no mixing at the nodes
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has no practical results, since one is interested in determining the particle travel time 
from the hydraulic source to the hydraulic sink. Thus, the stream tube in which the 
particle will travel has little relevance, particularly when a fracture network is 
stochastically simulated, randomly located on the generation region. This comment is 
supported by Cacas et al. (1990a,b), who assumed complete mixing at fracture network 
nodes of a three-dimensional fractured system.
Another mass transport model which assumes complete mixing at fracture network 
nodes was developed by Wollrath and Zielke (1990). The fracture network is simulated 
as in Long (1983), and information about observed actual fractures in the field could be 
incorporated into the network as defined by Anderson et al. (1984).
Schwartz and Smith (1988) presented a model for mass transport in a fractured 
medium by incorporating the continuum approach. The authors pointed out that their 
model determined dispersion based on flow conditions, i.e., the variability of the flow 
in the system. In general, this determination is made by adding empirical parameters to 
the mathematical model.
Javandel and Tsang (1986) used potential theory in order to define streamlines that 
separated capture zones for several wells from the rest of the aquifer. These capture 
zones were called "capture-zone-type curves." Thus, for a specified problem, 
comparison could be made between the determined capture zone and the capture-zone- 
type-curve.
Laboratory studies have been performed in order to define mass transport in 
fractured media and to characterize the routing of stream lines through a network of
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fractures, e.g., (Hull and Koslow, 1986; Hull et al., 1987, Robinson and Gale, 1987). 
In general, they assumed complete mixing at nodes of the fracture network only under 
certain conditions, e.g., at a node, the fracture aperture sizes ratio must stay inside a 
range of values.
Field studies for transport in fractured media in a single fracture were performed 
by Novakowsky et al. (1985); Raven et al. (1985); Raven et al. (1988), and Malozewsky 
and Z uber(1993).
In spite of the fact that a large number of studies on fractured media have been 
performed, there is little information about capture zone deleneation in these media. 
Many times, researchers are inclined to define an equivalent porous medium for the 
specified fractured medium. Thus, averaged properties of the fractured medium can be 
used. Marsily (1985) argues that the existence of a representative elementary volume 
(REV) is questionable in a porous medium, and even more so in a fractured medium. 
Marsily concludes that fracture connectivity plays the most important role in the fractured 
medium flow. Ballestero et al. (1991), in accordance with Marsily (1985) and Snow 
(1965), related the difficulties in determining the REV in a fractured medium with the 
purpose of studying a fractured rock vadose zone. It was suggested that the problem be 
studied from two view points: first, conceptually, by subdividing the medium into "a 
solid mass of rock where no fluid phase occurs" and "a continuum of interconnected pore 
spaces;" the second, by evaluating "the REV by either taking many small samples or a 
few large samples." (p. 100).
From this point of view, it is crucial to determine whether or not this equivalence
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is applicable (National Research Council, 1991). Sometimes, the discrete approach 
appears to be more appropriate but it cannot be applied because of computational 
constraints (National Research Council, 1991).
In order to delineate time-related capture zones in fractured media, the present 
work used the discrete approach. Thus, fractures were treated individually in terms of 
their hydraulic and geometric properties.
2.5 Adioint Sensitivity Analysis
In a fracture system one can define the parameters of the system and the response 
of the system to the variations of these parameters. The parameters of a system -  i.e., 
hydraulic conductivity (defined as a function of both fracture aperture and physical 
properties of a fluid), constant head boundaries, pumping or recharging at nodes of the 
fracture network, areal recharge on fractures, and flux from boundaries -  are known or 
a priori defined (Wilson and Metcalfe, 1985). The response of the system from the 
adjoint sensitivity theory point of view is a pre-defined function of the system — e.g., 
hydraulic head over the domain region or flow region, Darcy velocity in a fracture 
segment (finite element) of the fracture network, flux from a prescribed head boundary 
(in this case, the fracture segment or finite element must have one node on the 
boundary), among others — (Wilson and Metcalfe, 1985).
In order to study the sensitivity of a system to its parameters, a natural procedure 
is to change the parameters (small perturbations) and to observe or quantify changes in 
the system’s response (McCuen and Snyder, 1986). In ground water studies, this is
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equivalent to solving the system of equations that mathematically represents the process 
under consideration (called the primary problem) as many times as the number of 
parameter perturbations. This procedure becomes expensive and time-consuming, 
particularly when a large number of parameters is present.
Adjoint sensitivity theory alleviates this burden by defining adjoining equations 
(called adjoint problems) to the traditional sensitivity analysis. The adjoint sensitivity 
procedure has been applied in many fields of study, e.g., optimal control, parameter 
estimation and parameter sensitivity analysis (Wilson and Metcalfe, 1985).
Oblow (1978) developed the adjoint sensitivity theory for thermal-hydraulic 
problems based on reactor physics. Transient and steady-state problems were studied. 
At least three advantages of the adjoint sensitivity analysis were outlined: first, for a 
large number of parameters, the developed theory allows one to analyze all of them by 
one solution of both primary and adjoint problems for each pre-defined response of the 
system; secondly, the adjoint problem provides a physical significance for the process 
being analyzed, and thirdly the sensitivity coefficient determined by the adjoint problem 
provides the same utility as in linear perturbation theory and uncertainty analysis.
Cacuci (1981) provided theoretical bases for the adjoint problem by studying two 
approaches to system sensitivity: "forward sensitivity formalism" and "adjoint sensitivity 
formalism." It was shown that, for a given set of input parameters and its respective set 
of parameter peturbations, one needs to do the following for each response of the system: 
evaluate the primary problem once for the input parameters; and evaluate the primary 
problem as many times again as the number of parameter perturbations. This is the
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"forward sensitivity formalism," or simply the sensitivity analysis. On the other hand, 
under the adjoint approach for the same system and conditions, one needs to solve the 
primary problem once, and the adjoint equations (adjoint problem) only once per 
response of the system, because the adjoint equations do not depend on the vector of 
changes of the input parameters.
INTERA (1983) and Sykes et al. (1985) developed an adjoint sensitivity analysis 
procedure for ground water flow systems. Theoretical aspects for two-dimensional 
steady-state ground water flow were implemented, and to the resulting equation of the 
primary problem a finite element technique was applied in order to integrate the partial 
differential over the flow domain. These procedures were applied to an actual 
hydrogeologic system with the purpose of evaluating its performance. It was concluded 
that adjoint sensitivity analysis can determine the sensitivity of the performance measure 
or system response to the parameters of the system.
Wilson and Metcalfe (1985) presented an application of the adjoint sensitivity 
theory by using a one-dimensional ground water flow system in a porous medium. They 
pointed out that to verify an adjoint numerical flow code, a parameter perturbation must 
be performed and derivative comparisons must be made with and without parameter 
perturbations (derivative computed by numerical code).
LaVenue et al. (1989) used the same procedure as Wilson and Metcalfe (1985) 
and INTERA (1983) to analyze an actual problem at Deaf Smith County, Texas. It was 
concluded that adjoint sensitivity formalism is a very useful tool in evaluating 
hydrogeologic systems.
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In conclusion, adjoint sensitivity analysis can be used in ground water flow 
systems with the purpose of both evaluating the sensitivity of system response or 
performance measure to the changes in the system parameters and getting physical insight 
into some aspects of the ground water flow system that could not be seen in the solution 
of the primary problem itself (Oblow, 1978; INTERA, 1983; Sykes et al., 1985, 
LaVenue et al., 1989).




The mathematical background of this work ranges from very elementary plane 
geometry to the higher concepts of spaces. Computer programs, coded in MATLAB® 
language provided the means to get the answers to the research objectives.
MATLAB® is an interactive software and programming language package for 
general numerical computation. By integrating linear algebra, matrix computations and 
graphic capabilities, one can develop a computer program coded in MATLAB® which 
may solve numerical problems faster than those codes developed using other 
programming languages.
3.2 Fracture System Generation
In order to generate a random fracture network, the following steps were 
implemented (Long et al., 1982; Long, 1983):
- In the plane of each fracture set, each individual fracture was randomly centered;
- For each fracture center, a straight line of infinite length is then positioned by using the 
fracture orientation probability distribution;
- A fracture length is then individually assigned. This fracture length is bounded by the 
grid size in the fracture generation region;
- Lastly, an aperture is defined for each fracture set or for each single fracture.
35
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
36
3.2.1 Location of the Fracture Centers
By assuming that fracture centers on the portion of plane termed "the generation 
region" follow a Poisson distribution, the coordinates of those centers are easily 
determined (Snow, 1965; Baecher et al., 1977). To generate (locate) each fracture
center, first a pair of random numbers between 0 and 1, RXY(1,1) and RXY(1,2), are
generated.
Consider a (xlength x ylength) generation region where xlength is the length in 
the x-direction and ylength is the length in the y-direction on the xy-plane; then the i th 
fracture center coordinates (xj, yt) are respectively
CODX(i) =  RXY(i,l)*xIength (3.1a)
CODY(i) =  RXY (i,2) *ylength (3.1b)
The RXY values are generated by the MATLAB function "rand."
Figure 3.1 shows the fracture center points for two fracture sets.
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3.2.2 Fracture Orientation
For each fracture set, fracture orientation is assumed to be normally distributed 
(Long et al., 1982; Long, 1983). Fracture orientation is defined as the angle between the 
straight line representing the fracture and the positive x-direction. In the field, individual 
fracture orientations 9» 9„ ... 0; . . .  0a, can be measured and then one can determine 
the mean as:
If 6 is normally distributed with mean n,  and variance a,2, one can simulate 6 values as
(3.2a)
and the variance value as:
(3.2b)
®i ~ 1*0 + °0
(3.3)
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where n s =  E[0] is the expected value of 0, o f  =  var[0] is the variance of 0, and Kj is 
calculated as:
J - 2 5
1^ = 0 . 6 9 2 8  £  RNj-8 . 6603
(3.4)
where RNj is a random number. If 0 and S f  are the estimates of ne and o f ,  
respectively, then 0 values can be simulated by:
8(i) = 0 +
(3.5)
Then the equation for each fracture is defined as
y  =
(3.6)
where mj =  tan[0(i)], and bi =  CODY(i) - CODX(i)*tan[0(i)].
Figure 3.2 shows two extensive fracture sets, limited only by the generation region.




























0 20 40 60 80 100 120 140
X DISTANCE in meters or centimeters
Fractures in Set #1 
Fractures in Set #2
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
41
3.2.3 Fracture Length
In the field, fracture lengths are limited; however without unearthing an entire 
formation, the fracture length is extremely difficult to measure directly. It is assumed 
that fracture lengths follow a lognormal distribution (Baecher et al., 1977); that is, the 
logarithms of the fracture lengths in each set are normally distributed. If LF represents 
a sample of a fracture set length, ln(LF) is normally distributed.
Let LF and S^ 2 represent the mean and variance of LF, 
respectively; then
(£ F )n = -  i m [ ( 4 k ) a + 1]
2 LF
(3.7a)
represents the mean value of ln(LF), and
= l n [ ( - i = ) aLF
1]
(3.7b)
represents the variance of In(LF).
Simulated fracture length values can be determined by
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YLL{1) = exp[£F +
(3.8)
Figure 3.3 displays how fracture endpoints are defined.
From the fracture center on the straight line representing the fracture trace, one adds half 
the randomly generated fracture length in both directions. By convention, the 
coordinates of the right-hand side are (XDU, YDU), and those of the left-hand side are 
(XDL,YDL). For these definitions, fracture orientation doesn’t matter.
One can then write




tanO(i) = *?L(i) - CODYU)  
ZDL(d)  -  CODYU.)
(3.9b)
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FIGURE 3.3 - FRACTURE ENDPOINTS
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By solving this set of equations, one obtains
X D U ( l )  =  C O D X(l)  + TERMSDM(l)
(3.9c)
and
Y D U ( l )  = CODY(d) + tand(i) *  TERMS DM (1 )
(3.9d)
where TERMSUM(i) = [(YLL(i)/2)2 /(l + tan0(i))2]* .
By using the same procedure, the left-hand side endpoint coordinates are similarly 
calculated.
In order to keep fracture endpoints inside of the generation region, or at least on 
the boundaries, a decision was made whereby for each boundary:
- If XDU(i) > xlength, then XDU(i) = xlength and 
YDU(i) = XDU(i)*tan0(i) - CODX(i)*tan0(i) + CODY(i),
- If XDU(i) < xlength, then XDU(i) = XDU(i).
Similar inequalities are employed for the Y-coordinate.
Also, similar procedures are followed for each boundary of the generation region, for 
each fracture set.
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In order to avoid a change in fracture density near the boundaries due to the 
length truncation, a flow region (the region which is to actually be modeled) smaller than 
the generation region should be defined. Figure 3.4 depicts a flow region in the much 
larger generation region.
For each new flow region the procedure for fracture end- point coordinates must 
be performed because of the new coordinate system origin.
3.2.3.1 Identification of the Fracture Intersections. Fracture intersections are 
determined by solving a (NJ-l)x(NJ-l) two-equation system, where NJ represents the 
total number of fractures inside the generation region. Intersections coordinates are 
calculated by
X CROSS(i,i+l) =  (JINDEPO+l) - JINDEP(i))/
(JRETA(i) - JR ETA (i+l)) (3.10a)
and
Y CROSS(i,i+l) =  (JRETA(i+ l)*JRETA(i) - JRETA(i)*JINDEP(i+1))/
(JRETA(i) - JR ETA (i+1)) (3.10b)
where XCROSS and YCROSS are fracture intersection coordinates,
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JRETA defines the angular coefficient of a fracture and JINDEP are the coordinates at 
the origin of the fracture.
For any new flow region with origin coordinates (Xorig,Yorig), new fracture 
intersection coordinates can be determined without solving the system of equations again, 
but by merely defining
XCROSS =  XCROSOLD - Xorig (3.1 la)
and
YCROSS =  YCROSOLD - Yorlg. (3.11b)
where XCROSOLD and YCROSOLD are the old origin corrdinates.
Obviously, this procedure considers only a translation of axes in the generation 
region. However, the flow region could be either enlarged or reduced as long as it is 
kept inside of the generation region. The final result is two matrices, XCROSS and 
YCROSS.
As the equation of the line for each fracture yields an infinite length, fracture
intersections of these lines can lie outside the flow region. Those intersections are
disregarded as far as the flow domain is concerned. To be considered as a fracture 
intersection, the point must lie between fracture endpoints and in the flow domain. It is 
up to the modeler to determine whether or not intersections outside of the flow domain
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are important. A realistic modeling endeavor selects a flow region domain sufficient in 
size to minimize these effects. In order to determine which intersections are in the flow 
region, a matrix called JUNCTION is formed, where:
- JUNCTION(NJ,NJ) is a square matrix;
- If JRETA(i) is equal to JR E T A (i+ l), the fracture orientations are parallel and the 
intersection is at an infinite distance from the origin of the coordinate system, both 
JUNCTIONS,i+1) and JUNCTION (i+l,i) are equal to zero, and consequently the 
JUNCTION matrix’s diagonal is zero.
- If either XCROSS(i,i+1) or YCROSS(i,i+l) is negative (they are outside of the 
generation region - see Figure 3.5), both JUNCTIONS,i+1) and JU N CTIO N (i+l,i) 
are equal to zero.
Let both fracture endpoints and fracture crossing points for each pair of fractures be 
sorted in ascending order, as
[XXPOS,I] =  sort[XDL, XCROSS, XDU] (3.12a)
and
[YYPOS.H] =  sort[YDL, YCROSS, YDU]. (3.12b)
- If XCROSS and YCROSS lie between the respective fracture endpoint coordinates, 
then XCROSS and YCROSS are on the fracture and JUNCTION(ij,i2) =  1.
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Figure 3.5 depicts fracture intersections inside and outside of a flow region.
3.2.3.2 Elimination of the Isolated Fractures From the Flow Domain. All
of the isolated fractures in the flow region have to be eliminated from the system since 
they do not contribute to the groundwater flow. By taking the JUNCTION matrix, one 
must examine each fracture individually in order to find out the isolated fractures. 
Consider a hypothetical JUNCTION matrix as below:
1 2 3 4 ...i ... J - l  J
I
• • • • • •  i
1 I 0 0 1 0 ...0... 1 0
2 10  0 0 0 ...0... 0 0
3 11  0 0 0 ...0 ... 1 0
4 1 0  0 0 0 ...0 ... 0 1
. I . .
. I . .
i I 0 0 0 0 ...0... 0 0
•  I • « • • ....... . •
J-l! 1 0  1 0  ...0 ... 0 0
J  I 0 0 0 1 ...0 ... 0 0
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FIGURE 3.5 - FRACTURE INTERSECTIONS
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Examining the JUNCTION matrix column-wise, one can determine that both fracture 
2 and i do not intersect any other fracture. If a fracture intersects just one other fracture, 
this pair of fractures may also be an isolated cluster inside of the flow region not 
contributing to system ground water flow, and may have to be eliminated from the 
system. For example, from the exhibited JUNCTION matrix one can identify that 
fracture 4 intersects only fracture J  and vice-versa. Thus the cluster formed by fractures 
4 and J  can be eliminated from the fracture system if they are not connected to the 
fractures of interest in the system. Figure 3.6 depicts a fracture system without isolated 
fractures. The procedure to identify the number of fracture intersection is quite a simple 
column-wise procedure:
- Select a column (fracture) of the JUNCTION matrix;
- Determine how many elements in that column are equal to 1; i.e., the number of 
intersections on that fracture;
- If there are no elements equal to 1, the fracture does not cross any other fracture;
- If there is just one element equal to 1, that fracture crosses just one fracture. 
Identification of the second fracture is by row-wise examination of the JUNCTION 
matrix. On this second fracture, the number of elements equal to 1 has to be at least 2 
in order to define a flow path with three fractures. However, some isolated clusters are 
possible and can be preserved in the flow region.
Ultimately, the fracture intersections will be used as nodes in the hydraulic model. 
The updated XCROSS and YCROSS matrices are
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FIGURE 3,6 - FLOW REGION (90 x 90) WITH ALL 
ISOLATED FRACTURES DELETED
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XCROSS =  JUNCTION*XCROSS (3.13a)
YCROSS = JUNCTION* YCROSS, (3.13b)
This element by element multiplication of the XCROSS and YCROSS matrices by the 
JUNCTION matrix yields a matrix of nodes for the flow network finite element grid. 
In addition, for each fracture, the two fracture endpoints are considered as flow network 
nodes because:
- fracture endpoints which lie inside of the flow region boundaries and are integrated in 
the ground water flow domain must be identified because they are very important nodes 
of the flow network;
- if one wants to consider recharging water on fractures, the extreme segments of them 
play an important role in the recharging process. Now, three matrices are formed: 
XNODE, YNODE and ADJ. The first two matrices represent the X and Y coordinates 
of both the intersections and endpoints. The third represents the actual interconnectivity 
network. It contains only 0 (zeros) and 1 (ones).
3.2.4 Fracture Aperture
Fracture apertures are assumed to follow a lognormal distribution (Snow, 1968). 
If AF represents a sample of a fracture set aperture measurements, with mean AF and 
variance S * /, ln(AF) is normally distributed and simulated values of fracture apertures 
are calculated as
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Y A A ( l ) = exp[AF +
(3.14)
where K* was defined by equation (3.4) previously.
Program GER.M calculates: fracture center, orientation and length distributions, 
and it delimits the flow region. Figure 3.7a shows the flowchart for the program 
GER.M.
3.2.5 Mesh Identification
Each portion of a fracture between either two intersections (nodes) or an 
intersection and a fracture end- point (node) is called an element.
Mesh identification in the context of this work means the delineation of the 
connectivity matrix. In reality this (NE,2) matrix represents the correspondence between 
the local and global nodes of the network (Reddy, 1993). In order to identify fracture 
ends, fracture endpoint coordinates are set up as a negative number as a signal to the 
computer code. These negative signs have no influence on the calculations. Then, 
fracture by fracture, the node X-coordinates as well as the node Y-coordinates are sorted 
in ascending order. All the coordinate pairs are put together in the matrix XYMATRIX. 
As each intersection belongs to at least two fractures, at least two elements have a 
common node. (Normally, the number of elements having a common node is four.) 
Then, the matrix RRMATR(NE,4) is formed which accounts for interconnection.
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FIGURE 3,7a - FLOWCHART OF PROGRAM GER.M
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The connectivity matrix is determined next. Each row of the RRMATR matrix 
defines the X and Y node coordinates of an element so that row number one defines the 
element number 1, row number i defines the element number i, and so on. To the first 
row of the RRMATR matrix is assigned N O D E(l,l) =  1 and NODE(l,2) =  2, where 
NODE(i j )  is the connectivity matrix, i represents the element number, and j  represents 
the number of the node of element i in local coordinates, j  =  1, 2 (line elements). 
Then, along the RRMATR matrix row, each time that X and Y coordinates are 
repeated, the node number is left constant, or it is increased by one otherwise. In 
general, N OD E(ij) = by is the global node number (Reddy, 1993). If one wants to 
refine the mesh to define smaller finite elements in order to increase the accuracy of the 
calculated hydraulic heads at the nodes, it can be done by subdividing the length of each 
finite element. When a new length is assigned to the finite elements, the number of them 
between two nodes is calculated by
NBETW = fix(DISTANCE/LCOMP) +  1 (3.15)
where NBETW is the new number of finite elements between nodes, DISTANCE is the 
old finite element length (the distance between nodes), LCOMP is the new finite element 
length, and fix(DISTANCE/LCOMP) is the integer portion of that ratio. The old node 
numbering remains, and the new node numbers on an element are placed between the 
two old node numbers. This procedure presents at least one advantage: one can easily 
determine the gain in accuracy between the two numbering schemes. At this point it is
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important to note that if on the fracture system, stress (pumping and/or recharging) only 
exists at nodes, no difference in hydraulic head at nodes can be due to the node 
numbering procedures. This is because of the linear behavior of the load vector on the 
system of linear equations produced by the model. On the other hand, if the stress on 
the system takes into account areal recharging on fractures, the hydraulic head 
distribution on a portion of a fracture between two intersections becomes very different 
from one node numbering procedure to another because o f the non-linear behavior of the 
load vector in this state of stress. Program CONNEC.M calculates the node coordinates, 
defines the connectivity matrix, and specifies the fracture aperture to each finite element 
accordingly. Figure 3.7b shows the flowchart for the program CONNEC.M.
3.3 Finite Element Model Using Line Elements
The finite element model developed in this work is based on parallel plate ground 
water modeling with the following assumptions:
- Steady-state flow
- Flow only in the x’ direction (direction along the fracture)
- Laminar, incompressible and viscous flow
- Impermeable rock matrix
- Smooth parallel plates
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3.3.1 The Parallel Plate Model and the Continuity Equation
3.3.1.1 The Parallel Plate Model. Consider a fracture element on a horizontal 
plane as depicted in Figure 3.8; Under the assumptions defined in the last section, the 
average ground water flow velocity Vx’ in the fracture can be written as:
[L'T>
(3.16)
where g is gravitational acceleration [L/T2], b is the separation between plates [L] 
(fracture aperture), v is kinematic viscosity of the fluid [L2/T], and 3h/3x’ is the 
hydraulic gradient in the x’-direction [L/L] (Wilson, 1970; Bear, 1972; Marsily, 1985; 
Munson et al., 1990). The gb2/12>» term is clearly the hydraulic conductivity Kx’ of the 
medium between the plates.
3.3.1.2 Continuity Equation. Consider a fracture network as depicted in 
Figure 3.9. The portion of a fracture between two consecutive nodes represents a finite 
element. The continuity equation can be written as:
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FIGURE 3.9 - FRACTURE NETWORK
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V. (pvx/) -  pg = o
(3.17)
where p is the fluid density [FL‘4T2], Vx. is the velocity in the x’-direction [L T 1], and 
q is the source (+q)/sink (-q) term [L3/T/L3] or [T 1] (Marsily, 1985). By considering 
the ground water to be an imcompressible fluid, p = constant, and (3.16) for Vx>, one 
can write (3.17) as
3 / -  dh  , 
a ? ( ~ q
(3.18)
Here, the ground water flow is assumed to move between nodes in a constant velocity 
over the thickness (depth) of the fracture (since there is no vertical gradient) and across 
the aperture width (uniform flow), thus, the factor b*DEPTH can multiply each term in
(3.18) (Wilson, 1970). Then (3.18) becomes
— , ( -b*DEPTH*Kr , * — ) -  Q =
a x '  x  a x '
(3.19)
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where b is the fracture aperture [L], DEPTH is the fracture system vertical dimension 
[L], and Q is the source/sink term [L2!"1]. The solution to this equation is the hydraulic 
head (h) everywhere in the system (nodes) where it is unknown. This solution is 
obtained with knowledge of boundary conditions (known h or Q at various nodes, and 
an initial condition.)
3.3.2 Solution of the Continuity Equation
3.3.2.1 Galerkin M ethod. Over each finite element of bounded domain, one 
constructs a trial solution for h (Pinder and Gray, 1977)
£  = a t + a 2x '
(3.20a)
Consider a finite element as illustrated in Figure 3.10. In
order to solve (3.20a) for the two constants a, and a2, one sets h(x=x’j) =  h, and 
h(x’= x ’j) =  h2. Then
(3.20b)
and the trial solution is
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£  = £  ^
ir-  1
(3.21a)
where ^  and </>2 are the shape functions [L/L] over the element. Figure 3.11 shows how 
the shape functions are distributed over an element.




(Galerkin Method), one can write:
Y i f w l — A 'b .D E P T H . — ,) - Q ] d x l) = 0 
•"i f cbf d x
(3.22)
(Segerlind, 1976; Pinder and Gray, 1977; Reddy, 1993). Thus by substituting the trial 
solution into (3.19), it becomes zero only if a weighting factor W is considered. Then, 
for each finite element one can write
ir-i
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FIGURE 3.11 - SHAPE FUNCTIONS FOR 
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f  ~b DEPTH K-> — ■) -  Q ld x '  =
d x '  d x '
- f - b  DEPTH K ,, — , d x '  -  fw  Q dx' +  
{  *  d x f d x ' J
[ -W  b  DEPTH Kw, ]  SouniUTya£
a x r
(3.23a)
where the last term on the right-hand side is null inside of the domain, and is evaluated 
only on the boundaries of the domain: it represents the boundary flux.
Then, for each finite element, if one knows the W and fi for each node, (3.23a) 
becomes:
ti) t  i b  d e p t h  -  £ / * « 06x1  = °jm.  m- i  \  ax  o x ' m«i  ,
(3.23b)
or in matrix form:
(3.23c)
By evaluating the first integral and (3.23b), the matrix Amn
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in (3.23c) can be expressed as
># _  f * i i  “*121 _  b  DEPTH  JC^/f 1  - 1 ]
m  *A ji A a J  DELTX  l - l  1  J
(3.23d)
The load vector (the stress term) B'M can be expressed as two terms:
- A recharging or pumping (source/sink point) directly at the finite element node(s) q*, 
[L3T ‘] and;
- An areal recharging (line source) directly on a fracture or on fractures % =  qe.b [L2^
Then, the load vector is:
jr«i
q£ d x ' + qu
(3.24a)
and can be expressed as
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B* = b  DELTX
(3.24b)
Finally (3.23a) can be written as
Jb DEPTH Kx t H1H w JS) DELTX - [11 + 'f lr 'i
DELTX HH1 2 .....q 1.
(3.25)
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3.3.2.2 Assembly of Finite Elements. In order to assemble the finite element 
equations, one must consider the connectivity matrix which expresses the relation 
between the local and global nodes. For instance, the fracture system of Figure 3.9 
yields the following (7 by 2) connectivity matrix:
Global Node Numbers 
;  i
I 1 3 I -* Element 1
I 2 4 I -* Element 2
I 3 41 ...........
NODE = 1 4  61 ...........
15  31 ...........
13 71 ...........
14  8 I-* Element 7
In order to assemble the system of equations, one can simplify equation (3.25) by 
defining
b  DEPTH K-i-----------------— = C
DELTX
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= p t i
i
(3.26)
The assembled system is
_ K .F1 Sic1 -c1
c2 -c2 f 2 Sa
- C 1 CC33 -c3 cs -c6 f 1+f 3+f s+f 6
- c2 -c3 ccti - c4 -c8 f 2+f 3+f *+ f 7
' + •s « y
c5 -c5 F s S5
- C 4 c* *6 F *
-c8 c6
*7 F s-c* c8
? v
(3.27)
where CC33 = C 1+ C 3-Cs+ C 6 and CC^ =  C2+ C 3+ C 4+ C 8. The solutions desired are 
the h values at each node.
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3.3.2.3 Boundary Conditions for a Specified System of Fractures. Consider
the Figure 3.9, in which there is a sink (well) at node 3, and a constant areal recharge 
on all the elements. Two types of boundary conditions can be imposed (Pinder and Gray, 
1977; Wang and Anderson, 1982; Taylor and Poyret, 1982; Huyakom and Pinder, 1983; 
Bear and Verrujit, 1987; Bear and Bechmat, 1991; Anderson and Woessner, 1992 and, 
Reddy, 1993):
Essential Boundary Conditions (Dirichlet) and Natural Boundary Conditions (Neumann). 
By imposing essential boundary conditions, the hydraulic head is specified at nodes on 
boundaries such as h, =  H„ h2 = H2 and, h6 = H6, the system of 
equations (3.27) becomes:
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 cc33 - c 3 c 5 0 -c* 0
0 0 - c 3 cc44 0 0 0 - c 8
0 0 cs 0 0 - c 5 0 0
0 0 0 0 0 1 0 0
0 0 -c6 0 0 0 c6 0
0 0 0 - c 8 0 0 0 c 8
K ' * 1










where FF33=F1+F3+F5+F6-(-C1H,)+q3 and FF44=F2+F3+F4-(-C2H2)-(C4H6). 
The system is stressed by pumping only at node 3. Thus, only (fc ^  0.
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Program FRACT.M, calculates the coefficients to form: equation (3.25), the 
assembled system of equations using (3.25), and imposes the boundary conditions to that 
system, resulting in (3.28). This system of equations is then solved by Gaussian 
elimination. Program FRACT.M has no area limitation, neither by the program itself 
nor by the software. An area (size) limitation does exist however and this is a function 
of the random access memory size of the computer used by the analysis. Input for the 
flow model of the finite element program FRACT.M is: the connectivity matrix of finite 
elements (NODE), the matrix of finite element endpoint coordinates (RRMATR), and 
a fracture aperture vector; the values of areal recharge, pumping/recharging at nodes and 
boundary conditions are imposed during the program’s execution time. The output of 
the model is quite complete, and it is
represented by: a vector of the h ’s (hydraulic head distribution at nodes over the entire 
domain or flow region), and fluid velocity, flowrate and Reynold’s number at each finite 
element. A mass balance can be performed both at nodes and for the system as a whole. 
Figure 3.12 shows the flowchart for the program FRACT.M.
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3.4 Capture Zone in a Fractured Medium
3.4.1 Concepts.
In this study, only time-related capture zones are considered. From the hydraulic 
point of view, a time-related capture zone in a fractured medium with impermeable rock 
matrix can be defined as a portion of the flow region dominated by a hydraulic gradient, 
where at least two points are connected, which contributes water to the lowest hydraulic 
head point within a pre-determined period of time. Capture zone delineation in fractured 
media is very distinct from that of porous media. First, all the flow paths are pre­
defined by the fractures themselves. Secondly, as a consequence of this, the number of 
paths is finite, although it can be a very large number. In fact, in general, by 
considering the rock matrix impermeable and taking only advective transport into 
account, a capture zone in a fractured medium is represented by a partial picture of the 
system of fractures in the portion of rock under consideration.
In a porous medium, capture zone delineation is well understood and is 
determined by using a particle backtracking
procedure, which consists of introducing particles into the system at low hydraulic head 
points of interest and backtracking along pathlines toward their sources, located at higher 
hydraulic head points (Todd, 1980; Newson and Wilson, 1988; Bair et al., 1990; 
Blandford and Huyakom, 1990; Buxton et al., 1991; McElwee, 1991; Varljen and 
Shafer, 1991; Anderson and Woessner, 1992).
In order to identify the flow paths in a network of fractures, a perfect mixing of 
fluxes at nodes is hypothesized. When a particle arrives at a node, it can follow any
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outlet element with a probability proportional to the ratio between the flowrate of each 
outlet to the total flowrate through the node (total inflow or total outflow) (Krizek et al., 
1972; Schwartz et al. 1983; Smith and Schwartz, 1984; Cacas et al., 1990).
The procedure to delineate a time-related capture zone in a fractured medium is 
fundamentally based on:
- Flow paths following fracture traces or a segment of them (pre-defined finite elements);
- Flow paths being singled-out by an ascending sequence of hydraulic heads at nodes 
belonging to the network of fractures inside of the flow region;
- There being as many flow paths as the number of distinct ascending sequences of 
hydraulic heads when starting at a defined node;
- The node where an ascending sequence of hydraulic heads starts being considered as 
a hydraulic sink (for example, a
pumping node), and for those ascending sequences of hydraulic heads, this node holds 
one of the low hydraulic head values within the flow region. Program CAPFRAME.M 
calculates all the steps in order to delineate a time-related capture zone. Its flowchart is 
presented in section 3.4.4.
Consider Figure 3.9, where a hydraulic sink (well) was defined at node 3. 
Clearly, one can define two backtracked flow paths starting at node 3. These flow paths 
are: 3 -► 1 and 3 -* 4 -* 2. At steady state conditions with the well at node 3, the 
hydraulic head values h3 =  hs = h7 and h4 = hg, thus there is no flow in these elements 
due to the lack of a hydraulic gradient; consequently, they do not appear on the flow 
paths. On the other hand, during the same condition the hydraulic head at node #4 is
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higher than the hydraulic head at node 6 thus element 4 does not appear on the flow 
paths for the capture zone of node 3. In a transient analysis, one would expect flow 
from elements 5 and 6 to node three and thus clearly these elements are in the final 
capture zone delineation
3.4.2 Number of Flow Paths
In order to define flow paths for a complex network of fractures, one can consider 
the network as a directed graph or digraph. A graph G =  (NODES, ELEMENTS) is 
a finite set of NODES (called vertices) and ELEMENTS (called edges). On Figure 3.9 
the NODES are {1 2 3 4 5 6 7 8} and the ELEMENTS are {(I-*3) (2-4) (3-*4) (4- 6) 
(5—3) (3—7) (4—8) }. This is a purely geometric concept. A digraph is a graph in 
which each edge has a direction associated with it (Gould, 1988). In order to take 
advantage of Graph Theory, the hydraulic head at the nodes are used as a factor which 
is able to define a digraph. This factor is simply the flow direction in each 
fracture or finite element.
To accomplish this step, nodes in the connectivity matrix are put in ascending 
order of hydraulic heads, one element at a time. Then, the matrix CRNODE can be 
formed as
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1 1 3  1
1 2  4 1
1 3  4 1
1 6 4*1 (*) denotes change a t node
1 5  3 1 position.
1 3  7 1
1 4  8 1
Notice that only one element (element 4) had its node number positions changed in the 
CRNODE matrix. Elements 5, 6 and 7 are no-flow elements, so their node positions 
do not matter. One can then determine the adjacency matrix of a digraph. An adjacency 
matrix ADJHH =  [a^] of a digraph is a (NBNODE by NBNODE) matrix where each 
column and each row corresponds to a distinct node of a fracture network. For example, 
if node i is adjacent to node j ,  au =  1; if node i is not adjacent to node j ,  a^ =  0 
(Gould, 1988).
Then for the network of Figure 3.9, the adjacency matrix is
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Entry Nodes 
I 4 I I
1 1 2 3 4 5 6 7 81
11 0 0 1 0 0 0 0 01
21 0 0 0 1 0 0 0 01
31 0 0 0 0 0 0 0 01
ADJHH =  4 1 0 0 1 0 0 1 0 01
51 0 0 0 0 0 0 0 01
61 0 0 0 0 0 0 0 01
71 0 0 0 0 0 0 0 01
81 0 0 0 0 0 0 0 01
and it completly defines the structure of the network (digraph) (Gould 1988). For 
example, let one take node 3 which corresponds to column 3 in the ADJHH matrix. 
One can determine that node 3 is dominated (in hydraulic terms) by nodes 1 and 4; then, 
one can define the first reach of paths from in the entire capture zone to node 3, if those 
paths exist. In this example, these reaches are
-PA T H  1 (3 — 1)
-P A T H  2 ( 3 - 4 ) .
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Now, taking the last nodes on PATHS 1 and 2, one can observe on the ADJHH matrix 
that there are no links between node 1 and any other node. So, node 1 is the end node 
of PATH 1. By taking node 4 one can find a link between it and node 2. Thus, the 
entirety of all flow paths from node 3, in this flow scenario, are
PATH 1 (3 -  1) and PATH 2 ( 3 - 4 - 2 ) .
Once again, taking the last node on the PATH 2, one can find out on the ADJHH matrix 
that there are no links between node 2 and any other node. Notice that all the entries on 
the ADJHH matrix must be column-wise, because one wants to follow the flow in the 
up-hydraulic-gradient direction in order to define the capture zone. Once that adjacency 
matrix is formed, one can define as many starting points as the number of nodes in the 
network, even for more than one hydraulic sink.
Now, for node 3 the flow paths are defined as
nodes 
I  I  i  
13 1 0 I -  PATH 1 
PATH = I I
13 4 2 I -  PATH 2
The zero in the first row, third column simply completes that matrix element.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
81
Another important property of the adjacency matrix ADJHH is that, if  one takes 
entries row-wise, one is following the down gradient hydraulic paths and, advective 
contaminant transport can be defined in the same way as was the capture zone.
3.4.3 Particle Backtracking and Travel Time
Since all of the possible flow paths on the fracture network are defined based on 
the hydraulic gradient at each fracture (finite element), capture zone travel time has to 
be defined. The hydraulic model calculates fluid velocities in all the elements. As the 
element length is also defined, residence time of a particle in an element is the ratio of 
its length to its fluid velocity, that is
TRES =  DELTX/VELOC (3.29)
where TRES is the residence time of a particle in an element [TJ, DELTX is the length 
of an element [L], and VELOC is the fluid velocity in an element [L T 1] that 
corresponds to the DELTX. All of the residence times are calculated by an element-by- 
element vector division. In MATLAB language it is coded as:
TRES =  DELTX ’. /abs( VELOC) ’ (3.30)
where (.) (dot) operates from a DELTX element to the
correspondent VELOC element, (/) (slash) defines a division, and (’) (apostrophe)
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defines a transposition of a matrix (or vector).
For each flow path on the fracture network, coordinates of the farthest reachable 
point from a hydraulic sink are calculated in the following the steps:
- Specify capture zone time PTOTAL;
- Select a flow path on the network of fractures;
- Select the residence time for each element j  on the flow path TRES0);
- Accumulate TRES as STIMEy, =  51 (j=1J) TRES0);
- For each element, a decision is made:
If PTOTAL <  STIMEy,, the coordinates of the farthest reachable point for the 
specified capture zone time, are calculated by using the endpoint coordinates of the 
farthest element, its velocity and the difference TDIF =  PTOTAL - STTME^,,, as 
shown in Figure 3.13.
Let LEXE be the last portion on the flow path reachable from the hydraulic sink in 
PTOTAL: then
LEXE =  abs( VELOC (ELM)) *TDIF; (3.31)
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FIGURE 3.13 - THE FARTHEST ELEMENT 
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Thus, the farthest endpoint coordinates can be calculated as
XTRAC = X , + ----—) *LEXE
1 DELTX
(3.32a)
YTRAC = y ± + *LEXE
1 DELTX
(3.32b)
For both fracture (element) orientation and flow path
direction, a decision is made in terms of endpoint coordinates of the farthest reachable 
element for a given capture zone time. Sometimes, on an element, more than one 
farthest point can be defined. This can happen because two or more nodes can belong 
to distinct flow paths. One has to keep in mind that flow paths are defined by hydraulic 
gradients on the network of fractures.
If PTOTAL >  STIME^, the coordinates of the farthest reachable element are 
imposed to lie on the boundary of the fracture network.
3.4.4 Capture Zone Shape
The capture zone’s shape is influenced chiefly by two factors: fracture orientation 
distribution and fracture aperture distribution. The first factor is self-explanatory; since
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the capture zone’s limiting points must stay on the fracture traces (elements), its shape 
has to resemble the network of fractures. The second factor is explained by the low fluid 
velocities in small aperture fractures (elements). Indeed, a particle takes a long time to 
go through a very tight fracture. Consequently, a capture zone sometimes shows a very 
pronounced asymmetry. Figure 3 .14a, b, c, and d show
two distinct capture zones for the same fracture system. Figure 3.14a and c have a 
constant fracture aperture and Figure 3.11b and d do not. Figure 3.14e depicts the 
flowchart for the program CAPFRAME.M.
3.5 Adioint Sensitivity Analysis
3.5.1 Concepts
As used in this work, sensitivity is the rate of change of a system performance 
measure caused by a variation in the system parameters (Tomovic and Vukobratovic, 
1972). The performance measure of a system is the system response or model response, 
and it must be a specified function (Cacuci, 1981; Wilson and Metcalfe, 1985). 
Parameters are the system parameters (Cacuci, 1981), i.e., hydraulic conductivity, 
prescribed head, prescribed boundary flows, prescribed areal recharge and prescribed 
point hydraulic sources/ hydraulic sinks (INTERA, 1983; Sykes et al., 1985; Wilson and 
Metcalfe, 1985).
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FIGURE 3.14a - CAPTURE ZONES FOR 30 TRAVEL TIMES IN A
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FIGURE 3.14b - CAPTURE ZONES FOR 30 TRAVEL TIMES FOR A
VARIABLE FRACTURE APERTURE SYSTEM
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FIGURE 3.14c - CAPTURE ZONES FOR 30 TRAVEL TIMES IN A
CONSTANT FRACTURE APERTURE SYSTEM
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FIGURE 3.14d - CAPTURE ZONES FOR 30 TRAVEL TIMES IN A 
VARIABLE FRACTURE APERTURE SYSTEM 
OVERLAIN ON THE FRACTURE NETWORK
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In general, sensitivity analysis is a powerful mathematical tool to identify how 
both numerical and analytical solutions are affected by a change in the parameters of a 
model. On the other hand, to accomplish the sensitivity analysis in this way, the model 
parameters must be perturbed and the numerical or analytical solution must be performed 
as many times as the number of parameter perturbations, in order to identify the 
sensitivity of the model - or performance measure -  to the parameter variations. Adjoint 
sensitivity analysis simplifies this procedure. As pointed out by Oblow (1978), the 
adjoint sensitivity approach avoids the necessity of having multiple runs of the model for 
the primary problem (flow problem.) The basic run is performed in order to determine 
the adjoint state of the system (the primary state is h, the vector of the hydraulic heads 
at nodes of the system), and then the adjoint problem is run only once for each 
performance measure -- e.g., hydraulic head at a node, Darcy velocity in an finite 
element, etc independently of the number of the model parameters.
3.5.2 The Prim ary Flow Problem
The solution of (3.29) is referred to as the solution of the primary flow problem, 
and it can be presented as a finite element formulation (Reddy, 1993; Sykes et al., 1985; 
Wilson and Metcalfe, 1985; Pinder and Gray, 1977),
[A]{h} =  {B> (3.33)
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where [A] is the stiffness matrix of the system, {B} is the load vector and {h} is the 
unknown h hydraulic heads vector.
A generic term of the stiffness matrix [A] is
Au  =  DEPTH  | ^ , < H
(3.34)
and a generic term of the load vector {B} is
Bi  =  /4 > i  QfdA *  b  DEPTH Kx, - J ^ )  +  q t  -
(3.34b)
The second term of (3.34b) is equal to the flow from the prescribed head boundary. 
Thus (3.34b) can be equivalently written as
SB
SB
Bi  =  J + i  +  M  +
i - i
(3.34c)
All terms have been previously defined.
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3.5.3 The Adioint Problem
3.5.3.1 The Performance Measure or Response Function. First of all, in order 
to analyze model sensitivity one has to specify the performance measure as noted in 
3.5.1. For a discrete problem, the performance measure can be expressed as
J  =  J({«} , {h}) (3.35)
where J  is the performance measure, ( i.e., hydraulic head [L] at specified nodes, Darcy 
velocity [L/T] in a specified element, flux [L3/T] from a prescribed head boundary, 
spatially averaged hydraulic head [L.L2/L2], groundwater travel path [L], and so on), 
{a} is a vector of the model parameters (i.e., hydraulic conductivity [L/T], prescribed 
head [L], flux from the boundaries [L3/T], prescribed areal recharge [L2/T], prescribed 
point hydraulic source/hydraulic sink [L3/T ], and {h} is a vector of the unknown nodal 
hydraulic heads [L] (Cacuci, 1981; Sykes et al., 1985; Wilson and Metcalfe, 1985).
At this point, it must be pointed out that {a} can be written as
{ a F  = Urx / ,  £  , 9  ,  DEPTH , qt  , q±)
(3.36)
As K„, (Element) =  g[b(Element)]2/12»' in (3.36) represents a vector of hydraulic 
conductivity in each finite element that corresponds to sectons of each fracture. 
Generally Kx. cannot be handled as a unique value except in very particular situations
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where fracture apertures can be considered constant throughout the flow region. In 
further analysis of K,., the element must be specified.
3.5.3.2 The Adioint Equation. In order to determine the adjoint equation, (3.33) 
and (3.35) must be differentiated with respect to a chosen parameter of vector {a} 
(Cacuci, 1981; Sykes et al., 1985; Wilson and Metcalf, 1985). Let a k be that parameter. 
From (3.35) one can define
d a
-J(ia )  , to) = i-J((e) , to) + [-JL«7({a} , to )]  r| ^  t da* dto da*
3.37)
where d j/d a k is the performance measure marginal sensitivity or sensitivity coefficient, 
3J/3ak is the "direct effect term," [3J/3{h}]T3{h}/3ak is the "indirect effect term," 
(Oblow, 1978; Cacuci, 1981), and 3{h}/3ak is the sensitivity of the hydraulic heads to 
the chosen parameter a k, also called "state sensitivity vector" {^}k, to the parameter a k 
(Wilson and Metcalfe, 1985).
From (3.33) one can define
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8  [A ] #. i r 8 th ) _  8 (g )  
8ak J dak dak
or
(3.38)
where { B J  is written to simply have a homogeneous presentation of (3.38).
To eliminate the {^}k terms in both (3.37) and (3.38), an arbitrary coefficient 
{^*} was chosen. By multiplying (3.38) by this coefficient, it follows that
{**}r [A] {+)* -  {fF te*} = 0
(3.39)
Subtracting (3.39) from (3.37) yields
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By equating the sum of {^}k terms to zero, one can formulate the adjoint equation as
= 0
or finally
“ <*•> -  - m
(3.40)
where {^*} is the adjoint state sensitivity vector or importance function. The marginal 
sensitivity is given by
d J « a )  ,  ttJ) = 3J-((g} , m  +
d a k dak *
(3.41)
The advantage of the adjoint problem is that, for a given performance measure, 
one only has to solve (3.40) once for (the adjoint state sensitivity), and this is then 
interpreted as the change in the performance measure due to the unit volume influx of
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water at any node of the network (INTERA, 1983; Sykes et al., 1985; Wilson and 
Metcalfe, 1985).
3.5.4 Performance M easure M arginal Sensitivity
As pointed out in 3.5.3.1, one can define a performance measure as J  =  J({a}, 
{h}). In the same way, performance measure marginal sensitivity is defined by (3.41). 
In order to solve the adjoint problem, the following steps are performed:
- a) Solve the primary problem for {h};
- b) Establish the performance measure, J  =  J({a}, {h}), and solve the adjoint problem 
equation (3.40) for {^'}
- c) Calculate the "direct effect term" 3J/3ak;
- d) Calculate the "indirect effect term" {^*}T{B J;
- e) Calculate the sensitivity coefficient 5 ^  =  d j/d a k by using equation (3.41).
3.5.4.1 Solving the Primary Problem. The solution of the primary problem is, 
in fact, the solution of the system of equations given by (3.28). In order to implement 
an adjoint sensitivity analysis to the groundwater flow, one needs from the primary 
problem two vectors: the hydraulic head vector {h} and parameter vector {a}T.
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3.5.4.2 Definition of the Performance Measures and Solution of the Adioint 
Equation. In this work there are four distinct performance measures defined: hydraulic 
head, spatially averaged hydraulic heads at the nodal points of the network, flux from a 
prescribed head boundary, and Darcy velocity in an element. In general, one can choose 
any kind of peformance measure if it can be identified by the system parameters.
1) Hydraulic Head Performance Measure - For a discrete system, the hydraulic head 
performance measure can be defined as
HP
, to )  = E 2* iO i.« w w flOT'ii- i
(3.42a)
where NBNODE is the number of nodes of the network [L/L], and NP is the number 
of nodal points considered in the performance measure. GGY is a (NBNODE by 1) 
vector defined as: GGY(j,l) = I if hj is considered in the performance measure, and 
GGY (j,l) =  0 otherwise. Then, the performance measure is formulated as:
«7({a) , to) = iG G Y ij ' l ) )*  t o
(3.42b)
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and the load vector to (3.40) is
750
(3.43a)
For example, if one considers the hydraulic head performance measure for the network 
of Figure 3.9 as formed by nodes 3, 7 and 8, the GGY vector would be
GGY =
(3.43b)
The solution to the adjoint problem is given by
{* * }  =  FIHEAD  = [A ] \G G Y
(3.44)
where the backslash (\) represents a MATLAB command to solve the system of 
equations by Gaussian elimination.
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2) Spatially Averaged Hydraulic Heads Performance Measure - First, one has to
define the concept of this performance. Consider Figure 3.15, where four fractures are 
depicted. At each node, the hydraulic head is weighted by the ratio between half of the 
area of all the elements convergent at that node
to the total area of the fracture network. For example, elements q, ej, ek and e, converge 
to node i. Then, the weighting factor for that node is
where A; is the area which is dominated by node i [L2], AT is the total area of the 
fracture network [L2], Aj72 is the area of each half of the convergent finite element to 
node i [L2], NFIN is the number of the convergent finite elements to node i [L/L], 
NELM is the total number of finite elements in the network [L/L], and AELM is the area 
of each finite element [L2].
Then, performance measure is expressed by
(3.45)
, lb)) = T  M )  h±
maos
(3.46a)
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FIGURE 3.15 - CONCEPTUAL MODEL FOR 
AVERAGED HEAD AT A NODE
'v s  ■' ,ys’ ‘ s'
\  ■ X  ■'
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
where {A} is a column vector formed by the A^s, the ith element of the load vector to
(3.40) is
jrar (A /)  
BIAREA 4 = 0 0  ~ ^  J 1
1 " a> i ‘  &  « * ,>
(3.47a)
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The solution of the adjoint problem is given by
{* * }  =  FIA R EA  =  [A ] \P IA R E A
(Eq. 3.48)
3) Flux From a Prescribed Head Boundary Performance Measure - First, one defines 
flux from a prescribed head boundary as
O il = ~ K x, b  DEPTH M
(3.49)
where (y) stands for the node numbers of the element with either node i or j  on the 
system boundaries. Then, the performance measure can be represented as
NP
, {h» = £
np=i
6  ( X 1 -  Xap) | -  Kx , b  DEPTH
(3.50a)
where np is a prescribed head node [L/L], NP is the number of prescribed head nodes, 
5(x’ - xnp) =  1 if node x’ is equal to node xnp, and S(x’ - xnp) =  0 otherwise. But in 
general h =  {^}T {h}; consequently, d h /d x ’ = (3{^}T/3x’){h). Then, an expression 
for the performance measure is
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«7({a}, (it}) = 52  < - * » '*  D E P rm  W ]
qp-i dX
(3.50b)
and the i-th element of the load vector to (3.40) is:
B I ± = ~  = -  Kx, b  DEPTH  — ,
1 dhi ax'
(3.51a)
where all of the symbols were defined previously. At this point, some explanations 
about nodes and elements are necessary.
First, K*. (hydraulic conductivity) and b (fracture aperture) correspond to the 
element to which the node i belongs. Secondly, 4i corresponds to the shape function of 
the nodes on either end of each the boundary element. For example, consider Figure 
3.16a and b, where an IN and an OUT-boundary elements are depicted. On the IN- 
boundary element e the only unknown hydraulic head is at x’j node, since hxU is a known 
prescribed head boundary. Then in (3.51a) ^  corresponds to <t>i- Thus, the partial 
derivative of the shape function related to the coordinate x’ at x ’ =  x’| is
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FIGURE 3.16a - IN-BOUNDARY 
ELEMENT SHAPE FUNCTION
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
106




O U T - N O D E  P R E S C R I B E D  
H E A D  B O U N D A R Y
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= I  I  \
d x ')xl.x,t \ DELTX(NBEL) /
and for the OUT-boundary element at x’ =  x’j is
a x ' DEL TX  ( NBEL)
and the ith element of the load vector is
(B IJ  = - |£  = ± Kx, b  DEPTH
dhs *  \ DELTX(NBEL) }
(3.51b)
where the positive sign is taken into account when one is considering an OUT-boundary 
element and, the negative sign is taken into account when an IN-boundary is considered. 
If an element has no node on the boundaries, 3J/3h0J) = 0. In looking at the Figure 3.9, 
if one considers the flux in element #1, for a prescribed head boundary at node #1, the 
load vector to the (3.40) is given by
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B I  =
0
0
d j  






The solution to the adjoint problem is given by
(*.} = FIFLU X  = [A] \B J
(3.51c)
(3.52)
4) Darcy Velocity Performance Measure - In an element, Darcy velocity can be written 
as
dhv , -  -  JO
x a * '
(3.16)
By considering Darcy velocity in an element as the performance measure, one can
write:
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where h can be represented as h =  {>}T{h}. Then, the performance measure can be 
written as:
d(d>}1




In general, if the node i is the first node of element e, one can write:
(BTVELOCj) = 4 i r  = ~ Kx> — , = ------T- rdhx d x 1 DELTX (NBEL)
(3.54a)
if the j  node is the second node of element e
(BTVELOCj) = M .  = -  Kx , ^ --- -
3  dh j x a x ' DELTX (NBEL)
(3.54b)
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and, if both i and j  nodes do not belong to element e
( BIVBLOCj J  =  =  0 .
(3.54c)
In Figure 3.9, if one considers the Darcy velocity in element 3 as the performance 













It can be observed in (3.54c) that non-zero terms in that vector are not necessarily 
consecutive. Their order depends on the node-numbering process, it means the 
connectivity matrix. The adjoint state sensitivity vector is the solution of the
adjoint problem, and it is given by
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{+ *} =  FIVELO C  =  [A ] \B IV E L O C
(3.55)
3.5.4.3 The "Direct Effect Term.11 dJ/dav. After Cacuci (1981), it is always 
possible to express the sensitivity coefficient by two terms: the "direct effect" term and 
the "indirect effect" term.
The "direct effect" term as defined by Oblow (1978) represents the direct or 
explicit dependence of performance measure J({a},{{h}) on parameter a k. As the 
performance measure functions J  were previously defined, one can calculate the direct 
contribution of any parameter a k G {a} to the sensitivity coefficient 5 ^ .
1) Hydraulic Head Performance Measure - An expression for the hydraulic head 
performance measure was defined as J({«},{h})={GGY(j,l)}T{h}. Then, the "direct 
effect" term can be calculated as
a J T k ) ,  to }) = & Q Q Y U , l ) ) r uA 
dak dak
(3.56)
where all the terms were previously defined. But 3({GGY(j,l)}T)/3ak=0, because 
G GY (j,l) =  constant. Thus, the "direct effect" term is
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a jd g ^ ih t t
dak = 0
(3.57)
As the a k value represents any a  6  {«}, by changing any parameter of the 
system there is no "direct effect" on the hydraulic head performance measure marginal 
sensitivity.
2) Spatially Averaged Hydraulic Heads Performance Measure was defined as 
J({a},{h})= (l/A T){A}T{h}. Then, the "direct effect" term can be written as
ard tth fo } ) = _ l 
dak A, dak {&}
(3.58)
{A} vector is not a function of any a k €  {a}; consequently,
dak
(3.59)
and there is no contribution to the spatially averaged heads performance measure 
marginal sensitivity due to the system parameter changes.
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3) The Flux from a Prescribed Head Boundary Performance M easure was defined
as:
JO*
«7({a} , {h}) = £  [6<x' -  x j  (- Kk, b  DEPTH) {&}]
jjp»i a x
(3.50b)
and the "direct effect" term is calculated as:
S J t U  . M» _ S  W  (X ' M l
d a i  d a k
(3.60a)
For an element NBEL, with node numbers i=  1, 2,(local coordinates) where one node 
is on either the IN-boundary or OUT-boundary, the expression of the "direct effect" term 
can be written as
f a7({g),{fa» \ = ± ■ ■--- * b  d e p t h  h t
v ° ak  Ji DELTX (NBEL) dak 1
(3.60b)
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As one can see, (3J/3ak)| ^  0 only when a k = K x \ Consequently, if {ak}T = 
[fi, DEPTH, q,, q j ,  then (3J/3ak), =  0. In (3.60b), the positive sign is taken when 
node i is on the IN-boundary, and the negative sign is taken when node i is on the OUT- 
boundary. Theses signs come from the derivative of the shape functions ^  and <j>2. By 
(3.60b), only a change in the hydraulic conductivity of the element with a node on the 
boundary (IN or OUT) can directly contribute to the flux from a prescribed head 
boundary performance measure sensitivity coefficient.
4) Darcy Velocity Performance Measure was defined by (3.53b) as J({a},{h}) =  - Kx’ 
(3{0}Te/3x’){b}e. Then, the "direct effect" term is
As one can see, the "direct effect" term is non-zero only if a k represents the hydraulic 
conductivity of the element in which Darcy velocity is the performance measure. Thus, 
if ofk=K x’, the "direct effect" term is given by
a<7({g},to})
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and, if a k is equal to any parameter of {ak}T =  [fi, I), DEPTH, q„ q j ,  the "direct 
effect" term is equal to zero.
3.5 .4.4 The "Indirect Effect Term .” B ^ . The "indirect effect term" as 
defined by Oblow (1978) represents the indirect or implicit dependence of the 
performance measure J({a},{h}) on parameter a k through the hydraulic heads {h}, 
which are the solution of the primary problem. The performance measure functions were 
defined above. From (3.41), the "indirect effect term" is defined as where
{^*} represents a solution of the adjoint problem, and vector is defined by (3.38) 
which is represented by
t o )  _ a u i_  t o  = )
oak
(3.38)
and all the terms were previously defined. The {B} term is the load vector of the 
primary flow problem, and a generic term of it is defined by (3.34c) as,
r m
=  f<fri Qf + + ~
A  4-1
(3.34c)
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The [A] term is the stiffness matrix of the primary flow problem, and a generic 
term of it is defined by (3.34a) as
where the first term stands for the marginal sensitivity of the performance measure to the 
areal recharge (qf) directly on the fractures, the second term represents the marginal 
sensitivity of the performance measure to the prescribed boundary flux (()), the third term 
is the marginal sensitivity to the hydraulic source/hydraulic sink point flux (q^, the fourth 
stands for the marginal sensitivity to the prescribed head boundaries (fij), and the fifth 
term represents the marginal sensitivity to the fracture hydraulic conductivity (Kx.) (Sykes 
et al., 1985). It is important to note that the hydraulic conductivity (K,.) is individually 
defined (or it is calculated) for each fracture.
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The a k parameters are those represented by (3.36), and it is repeated for 
completeness:
( o P  = iKx, ,  £  , §  ,  DEPTH , q t  ,  g * )
(3.36)
Thus, one can define the vector {B^} for each parameter of the system.
1) The a k param eter is the Hydraulic Conductivity (K,.) - In this case it is the only 
non-zero term in (3.62):
NNODB
= DEPTH  £  /
dK^t d$i
dak d x ' d x '
h jdA
(3.63)
Since the a k parameter coincides with the hydraulic conductivity of the finite 
element taken into consideration, 3Kx./3ak =  1. By using the connectivity matrix, one 
can form the vector {B^}, and it is a function only of the primary problem flow stiffness 
matrix [A]. For a finite element, one can write
dak
DEPTH
D E LTX f [i ?] K
(3.64)
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Program ADJMD.M evaluates the vector { B J  as:
= -  X) ( (ADOBLUAlnLADO, : ) )  . * h h ')
(3.65)
where NLADG (= 1, NBNODE) counts the rows of the vector {B,}; 
ADGELMA(NLADG,:) represents a row of the partial derivative matrix of the stiffness 
matrix [A] of the primary flow problem; (:), (.), and (*) represent MATLAB commands; 
and hh’ represents the transpose of the calculated hydraulic head vector. Then, the 
"indirect effect term" related to the hydraulic conductivity in (3.41) for four performance 
measures can be written as the following.
- Hydraulic Head Performance Measure - The {^’} vector is defined by (3.44) as {\p*} 
= {FTHEAD}. Thus, the "indirect effect term" is
(t*}r tej) = {f ih e a d V  tet  OT,nJ
(3.66)
- Spatially Averaged Hydraulic Head Performance Measure - The {\T} vector is 
defined by (Eq. 3.48) as {\p*} =  {FIAREA}. Then, the "indirect effect term" is:
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{ f K  =  {FIAREA) *  {J?t f m u w }
(3.67)
- Flux From a Prescribed Head Boundary Performance Measure -
The vector is defined by (3.52) as {^*} =  {FEFLUX}, and the "indirect effect
term" is
{ f * F  {B*} =  {F IF L V X )* { B t 'K M )
(3.68)
- Darcy Velocity in  an Element Performance Measure - The {4>*} vector is defined by
(3.55) as =  {FXVELOC}, and the "indirect effect term" is defined as:
{ I V  =  [F IVELO CjT {B ,imMX3}
(3.69)
2) The a k parameter is the constant head boundary at a node (hj) - For this parameter, 
the only non-zero term in (3.62) is:
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For example, if parameter a k =  fi, then dfij/dak =  0 V j  ^  1. In general, if ak = fij, 
with j  = 1, NB, program ADJMD.M calculates the vector {B*} as
{ J B } =  ~  £  ( (ADJQELMAttfHj,  : )  . *D E L H jD E L H j')
(3.71)
where NHj (=  1, NBNODE) counts the rows of the vector {B^}; ADJGELMA(NHj, 
:) represents a row of the [A] stiffness matrix of the primary problem; DELHjDELHj 
is a (NBNODE by 1) vector (composed of 0 and 1) which defines the Ay terms in 
accordance with the constant head boundary nodes to be considered; and other symbols 
were previously explained. Thus the "indirect effect term" related to the constant head 
boundary in (3.41) for each of the four performance measures are as follows.
- Hydraulic Head Performance Measure - The vector does not change, and it is 
represented by (3.44) as {^*} =  {FIHEAD}, consequently, the "indirect effect term" 
is:
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<♦•}*  =  {FXHEADt* { B , ^ }
(3.72)
- Spatially Averaged Hydraulic Head Performance Measure - As the {^*} vector only 
depends on of the performance measure, this vector is defined by (3.48) as = 
{FTAREA}, and the "indirect effect term" is:
( * * } T { * , }  = {F IA SEA )* { B ^ }
(3.73)
- Flux From a Prescribed Head Boundary Performance Measure - The {yO vector, 
depends on the performance measure, and it is defined by (3.52). It can be written as 
{^*} =  {FIFLUX}. The "indirect effect term" is:
{ ♦ * } T =  {F IF L U Q *
(3.74)
- Darcy Velocity in an Element Performance Measure - The {$*} vector is defined by
(3.55) and the "indirect effect term" is determined as:
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{*•} {«,} = {FIVBLOq r
(3.75)
3) The a k parameter is areal recharge on fractures (elements) (qf) - In this situation the 
only non-zero term in (3.62) is
A  *
(3.76)
Thus dq|/dak = 1, and by considering a linear finite element with dA =  (b).(dx’) one 
can write:
= f  ^ dA = f  ♦,(!>) d x ' = (2>) f a  d x '
A  L  L
(3.77)
and finally program ADJMD.M evaluates:
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=  RFIEQ£(NODE(NQf t i )  , 1 )  =
R F IH Q f {NODE (NQf l  1 ) , 1 )  +
(  DELTX (NQ,)  \  .
I  - — —  I *DELQ£DELQf (NQ{ , 1 )  * b  (NQg)
(3.78)
where NQf (=  1, NBEL) counts the vector {B*} rows; i =  (1,2) is the local coordinate 
node number; and DELQfDELQf is a (NBEL,1) vector (composed of 0 and 1) which 
defines those finite elements (or fractures) undergoing recharge. At this point, the 
"indirect effect term" related to the parameter a k = areal recharge on fractures in (3.41) 
for the four defined performance measures are as follows.
- Hydraulic Head Performance Measure - As before, {$*} vector does not change, and 
it is defined by (3.44) as {^*} -  {FIHEAD}. Thus, the "indirect effect term" is:
i r ) T {B*} =  {FIHEADj*
(3.79)
- Spatially Averaged Hydraulic Head Performance Measure - For the same 
performance measure, {^’} =  {FIAREA} vector, represented by (3.48), is invariant. 
Thus, the "indirect effect term" is defined by:
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{ * * } T {* ♦ }  =  {FIAKBA)*
(3.80)
- Flux From a  Prescribed Head Boundary Performance Measure - The adjoint state 
vector, {^‘} =  {FlFLUX}, represented by (3.52), is invariant as previously defined. 
Thus, the "indirect effect term" is determined as:
{ * * T  {* * }  *  {F IF L U X I'
(3.81)
- Darcy Velocity in an Element Performance Measure - The adjoint state vector, 
invariant for this performance measure, is defined by (3.55) as {^*} =  {FIVELOC}, 
and the "indirect effect term" is:
( * * } T {£ * }  =  {FIVELOC,*
(3.82)
4) The a k parameter is the Pumping/Recharging Flow at a Node (qj) - If the flow at a 
node is the parameter to be analyzed, (3.62) is reduced to:





For example, if a k =  q, then =  0 V i ^  1. Program ADJMD.M calculates the
{B*} vector as:
{ £ * .W i} =  R F IH Q i (NQi , l )
(3.84)
where NQ; ( = 1 ,  NBNODE) counts the vector ( B j  rows, and RFIHQi is a (NBNODE 
by 1) vector (composed of 0 and l)in accordance to the stressed nodes. The "indirect 
effect terms" related to the pumping/recharging at a node in (3.41) for the four specified 
performance measures are the following.
- Hydraulic H ead Performance Measure - (3.44) defines the adjoint state sensitivity 
vector as {^*} =  {FDHEAD}. Thus, the "indirect effect term" is:
{B*} =  {FIHEAD)*
(3.85)
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- Spatially Averaged Hydraulic Head Performance Measure - (3.48) defines the 
adjoint state sensitivity vector, for this performance measure, as =  {FIAREA}. 
Then, the "indirect effect term" is calculated as
{ * T  {**} = { m s s a } *  {B,,Wi}
(3.86)
- Flux From a Prescribed Head Boundary Performance Measure - (3.52) defines the 
{$*} vector as =  {FIFLUX}. The "indirect effect term" is
i r ) T {B*} =  {F IF L U X \*
(3.87)
- Darcy Velocity in an Element Performance Measure - (3.55) defines the vector {if/*} 
= {F1VELOC}. The "indirect effect term" is:
{+ * } *  { B ,}  =  {F IV B L O Q *
(3.88)
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3.5.4.5 Performance Measure M arginal Sensitivity. The marginal sensitivity 
coefficient represents the change in the performance measure — J({a},{h}) -  due a unit 
change of parameter a k, where a k E  {a}T =  {Kx, , f i , f ) , DEPTH , % , q j ,  Oblow 
(1978). The marginal sensitivity coefficient has been previously defined by (3.41) as
= a r g a l i )  + { p  , 
d a k  d a k  *
(3.41)
where, on the right-hand side of (3.41), the first term represents the "direct effect term," 
and the second term represents the "indirect effect term." Four performance measures 
were defined, and four parameters of the system were specified. Thus, one can evaluate 
sixteen distinct marginal sensitivity coefficients. For the sake of simplicity, those 
coefficients are presented in Table 3.1 and the flowchart for the program ADJMD.M is 
depicted in Figure 3.17.











Table 3.1: Marginal Sensitivity Coefficient 
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FIGURE 3,17 - FLOWCHART OF PROGRAM ADJMD.M
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CHAPTER IV 
EXAMPLE STUDIES OF FRACTURE SYSTEMS
4.1 Introduction
As pointed out previously, fractured media flow can be studied under three 
distinct approaches: the equivalent porous medium approach, dual porosity modeling, 
and the discrete fracture approach.
This work focuses on the discrete fracture approach. In this approach, fracture 
networks can be developed by either a deterministic or stochastic process. Generally, 
it is difficult to measure all the fractures in a pre-defined area in the field, so a 
probabilistic representation of the fracture network is very often used. On the other 
hand, sometimes it is possible to identify fracture zones where a single fracture or a set 
of them can be identified. In such a case a deterministic representation of the fracture 
network can be implemented.
In this study, in order to achieve either a stochastic or deterministic representation 
of the fracture network, two steps were followed. First, the computer program 
FRACT.M was verified by evaluating the accuracy of the program’s output as follow: 
a simple finite element mesh was employed in which the hydraulic continuity of the 
simulated flow was verified; then the flow as determined analytically in this simple mesh 
was compared with the output of FRACT.M. Secondly, a very generic fracture network 
was simulated, and the respective connectivity matrix was identified; the output accuracy
130
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of program FRACT.M was then verified by the continuity equation. This same 
procedure was used to define the time-related capture zone for the simple network.
Sensitivity analysis was employed to identify the hydraulic parameters to which 
the system seemed most sensitive.
4.2 Deterministic Approach for Fracture Networks
4.2.1 Computer Program FRACT.M Verification
In order to verify the results from the computer program FRACT.M, consider a 
simple mesh as depicted in Figure 4.1. In this case, the network geometry is known, 
thus all probability distributions need only be described by the mean (standard deviation 
equals zero).
4.2.1.1 The Analytical Solution. As specified in Figure 4.1, the simple mesh 
and boundary conditions are defined by:
-Fifteen lOOOcm-long linear finite elements;
-Sixteen nodes;
-Constant head boundaries imposed on both the left-hand side (h,=101 cm) and the right- 
hand side (hu = l  cm);
-A no-flow boundary specified to the top-boundary (the bottom boundary has no influence 
on the flow here since it is disconnected from the system). Consequently, if no 
recharging/pumping stresses are specified for the elements number e„ through e,s and 
nodes 12 through 16, then the hydraulic heads here must all be equal:
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FIGURE 4.1 - EXAMPLE FRACTURE
NETWORK SYSTEM
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1*6 =  hi6 =  h,s = h I4 =  h13 =  h ,2
(4.1)
and the flux in the elements must also equal to zero under steady state conditions:
Q r l l  =  Qel2 =  Q c13 =  Q cl4 =  QelS =  ®
(4.2)
Then, if no recharging/pumping stresses are specified for elements e, through e,„ and 
for the nodes 1 through 11, the flux in the elements e, through e,„ is
~ q»2 ~ “ ‘ • ■ “ *.10 “ “ Kl Ai ( '5 i ) i
(4.3)
which represents darcian flux, where K, [L T 1] is the constant hydraulic conductivity of 
a single fracture segment or finite element; A, is the flux cross-section [L2]; Ah [L] is 
the hydraulic head difference between fracture segment or finite element extremities Ax 
[L] apart; (Ah/Ax); is the hydraulic gradient in element e;. As the hydraulic heads at 
nodes 2 through 10 and the flux in elements e, through eI0 are unknown, one can write 
the expression for Darcy’s law for the system between nodes 1 and 11. Thus:
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(4.4)
or by making Ah and Ax explicit:
Q = - K  A *11 -  * i 
*11 ~ *L
(4.5)
where Q is the flux in the system (from node 1 through node 11) [L T 3]; h n and h, are 
the hydraulic heads at nodes 11 and 1, respectively; x„ and x, are the x-coordinates of 
nodes 11 and 1, respectively; and K and A were previously defined.
From (3.16), one can write an expression for the hydraulic conductivity in a 
single fracture as
(4.6a)
where all terms were previously defined. By assigning numerical values to the terms in
(4.6) as g =  981 cm/s2 (gravitational acceleration); b = 1.0E-2 cm (=  1.0E-4 m)
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(fracture aperture); and v =  1.12E-2 cm2/s (the kinematic viscosity of water at 15 °C), 
the hydraulic conductivity is equal to
K  =  72.99E-2 cm/s (=  6.31E+4 cm/day)
(4.6b)
The cross-section area A [L2] of the fracture is expressed as
A = b  DEPTH
(4.7a)
where the numerical value of DEPTH =  10,000cm is the vertical dimension or depth 
of the fractures in this system. Thus:
A =  1.0E+2 cm2
(4.7b)
The hydraulic head difference is:
A2i = -  2^
(4.8a)
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Ah =  - 100.00 cm
The finite element length is:
A x = X u -  ^
and its numerical value is:
Ax =  10,000.00 cm




Q =  72.99E-2 cm3/s (=  6.31E+4 cm3/day)
(4.10)
Since the flux Q (4.10) is constant throughout the elements (from e, to e10), one 
can calculate the unknown hydraulic heads at the nodes of the system. Thus
qel =  Q = 6.31E+4 (cm3/day) -
- 6.31E+4(cm/day) x lO^cm2) x [h2 - 101.00(cm)]/l,000.00(cm)
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which yields h2 =  91.00 cm. By using the same procedure, the hydraulic heads 
throughout the system are calculated as in Table 4.1.
4.2.1.2 The Numerical Solution. The numerical solution of the flow problem in 
the specified mesh by the program FRACT.M is shown in Table 4.1. These numbers 
are reported in the given accuracy so that the reader can appreciate the significance of 
the match between model and analytical predictions.
An error analysis between the analytical and numerical solutions is as follows: 
from Table 4.1 the numerically computed flowrates vary between 
6.30642857142860E+4 cm3/day and 6.30642857142856E+4 cm3/day. The analytical 
value of the flowrate through the system was 6.306428572E+4 cm3/day. Then, for this 
simple fracture model, the absolute error and the corresponding relative error were 
computed as
Absolute error =  Analytical flowrate - max. numerical flowrate 
=  1.0E-5 cm3/day
Relative error =  Absolute error/Analytical flowrate 
=  1.6E-10.
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Table 4.1: Analytical Solution - Hydraulic Heads 












1 101.0000* 1.010000e+02 1 6.30642857142859e+04
2 91.0000 9.100000e+01 2 6.30642857142860e+04
3 81.0000 8.099999e+01 3 6.30642857142858e+04
4 71.0000 7.099999e+01 4 6.30642857142857e+04
5 61.0000 6.099999e+01 5 6.30642857142857e+04
6 51.0000 5.099999e+01 6 6.30642857142856e+04
7 41.0000 4.099999e+01 7 6.30642857142856e+04
8 31.0000 3.099999e+01 8 6.30642857142856e+04
9 21.0000 2.100000e+01 9 6.30642857142856e+04
10 11.0000 1.100000e+01 10 6.30642857142856e+04
11 1.0000** 1.000000e+00 11 0.00000000000000e+00
12+ 51.0000 5.099999e+01 12 8.96197402003704e-l 1
13 + 51.0000 5.099999e+01 13 4.48098701001852e-l 1
14+ 51.0000 5.099999e+01 14 4.48098701001852e-l 1
15+ 51.0000 5.099999e+01 15 0.00000000000000e+00
16+ 51.0000 5.099999e+01
* IN-Constant head boundary 
** OUT-Constant head boundary 
+  Nodes that correspond to the no-flow elements
By considering a recharge on elements e, through e10, as depicted in Figure 4.2, 
one can calculate the accuracy of the results from program FRACT.M as was performed 
previously. Note in this example that the left and right side constant head boundaries 
have the same value.
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FIGURE 4.2 -  EXAMPLE FRACTURE 
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4.2.1.3 Analytical Solution - Recharging on Fractures. The equation which
describes this process is (3.19),
( -  i  D E P O T  J j L  I -  o  =  0
(4.11a)
where Q [L T  ] is the hydraulic source term. Thus if b is constant, one can write
b  DEPTH  J O  — ■ ( — ■ | =  0x ax' ax'
(4.11b)
with the boundary conditions h(x’) =  0 at x ’ =  0 and h(x’) = 0 a t x ’ =  10,000 cm. 
The solution of (4.1 lb) is given by
t ( X , )  = b  DEPTH Kxi [ -  ^  + X '
(4.12a)
Recharge on fractures of 10 cm/day corresponds to Q =  10 cm/day x b (cm) = 1.0E-1 
cm2/day. Then, the resulting expression for the hydraulic head is:
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h { x ' )  = 0 . 1 5 8 5 6 8 3 5 4  x  10"7 x 'j
(4.12b)
The resulting analytical h values are displayed on Table 4.2.
The analytical solution for the fracture flux is a simple task. In (4.1 la), the term 
in parentheses is the fracture flux. Thus (4.11a) can be written as:
(4.13a)
where QF is the flux in a fracture segment or finite element.
With the boundary condition QF = 0 at x’ =  5,000 cm, the resulting equation for 
fracture flux is:
O , = 0 . 1  x / _ 500
(4.13b)
The analytical values of QF are on Table 4.3.
In order to have a total mass balance in the system, the flowrates at two extreme 
points, e.g., node 1 and node 11, are calculated (which corresponds to calculating the
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flowrate at the finite element center and adding the recharge on a half length of the finite 
element or fracture segment.) Thus, at x’ =  0, abs(QF) =  500 cm3/day; a tx ’ =  10,000 
cm, abs(QF) =  500 cm3/day. The total recharge on the system is QR =  10 cm/day x 
(1.0E-4 x 1.0E+2) cm x 10,000 cm =  1,000 cm3/day. It must be equal to the sum of 
outflows at the fracture extremes: QF(x’= 0) +  QF(x’ = 10,000) =  1,000 cm3/day.
Table 4.2: Analytical Solution - Hydraulic Heads 
Areal Recharging - Elements (1...10)












Table 4.3: Analytical Solution - Fracture Flows 
Areal Recharging - Elements (1...10)











* x’ values corresponding to the finite element center.
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4.2.1.4 The Numerical Solution - Recharging on Fractures. The numerical 
solution to the flow problem using program FRACT.M is given in Table 4.4 as follows:
Table 4.4: Numerical Solution - Hyd. Heads and Flow 
Areal Recharging - Elements (1...10)
Node No. Hydraulic Head (cm) Elemt.No. Flow (cm3/day)
1 0.00000000000000e+00 1 4.49999999999999e+02
2 7.13557594291538e-02 2 3.50000000000000e+02
3 1.26854683429607e-01 3 2.50000000000000e+02
4 1.66496772001359e-01 4 1.50000000000000e+02
5 1.90282025144410e-01 5 5.00000000000000e+01
6 1.98210442858761e-01 6 4.99999999999998e+01
7 1.90282025144410e-01 7 1.50000000000000e+02
8 1.66496772001359e-01 8 2.50000000000000e+02
9 1.26854683429607e-01 9 3.50000000000000e+02
10 7 .13557594291538e-02 10 4.49999999999999e 4- 02
11 0.00000Q00000000e+00 11 3.50077110157697e-13
12 1.98210442858760e-01 12 1.75038555078848e-13
13 1.98210442858760e-01 13 1.75038555078848e-13
14 1.98210442858761e-01 14 3.50077110157697e-13
15 1.98210442858761e-01 15 0.00000000000000e+00
16 1.98210442858761e-01
Since program FRACT.M uses hydraulic heads to calculate the flowrate in finite 
elements, error analysis was made only on flowrate results. Table 4.5 displays for each 
finite element the error or accuracy of the flowrate.
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Table 4.5; Flowrate E rror Analysis
Recharging Elements (1...11)
Elemt.No. Absolute E rror (cm3/day) Relative E rro r (-)










Then, for this system the maximum absolute error in flowrate calculations was 
6.2527E-13 cm3/day, and the maximum relative error was 3.8369E-15. The Reynolds 
number was about 1.0E-5.
By considering a hydraulic sink Qp = 1,000 cm3/day at node 6 as depicted in 
Figure 4.3, one can follow the same procedure that was followed for the recharging 
process.
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4.2.1.5 The Analytical Solution - Hydraulic Sink. This problem is decribed by
Darcy’s law as:
Qp = - b  DEPTH Kx, J *
d x !
(4.14a)
In this situation with node 6 at the fracture center, each half of the fracture contributes 
to the sink flow by a value of Qp/2, because of symmetry. Then, (4.14a) can be written 
as
& =  -  b  DEPTH K-,
2 1 d x '
(4.14b)
which, solved with the boundary condition of x’ =  0, h =  0, yields
h  =  -    1 ----- x ‘
2 b  DEPTH Kx,
(4.15a)
Thus, the hydraulic heads were calculated as:
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h  = -  7 . 92 8 S -5  x '
(4.15b)
and Table 4.6 shows the hydraulic head values.
Table 4,6: Analytical Solution - Hydraulic Head 
Sink at Node 6












(*) represents values determined by the system symmetry
4.2.1.6 The Numerical Solution - Hydraulic Sink. The numerical solution of 
the flow problem was performed by program FRACT.M. Table 4.7 presents the solution 
in terms of hydraulic head and flowrate.
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Table 4.7: Numerical Solution - Hyd. Head and Flowrate 
Hydraulic Sink a t Node 6
Node No. Hydraulic Head (cm) Elemt.No. Flow (cm3/day)
1 0.00000000000000e+00 1 4.99999999999999e+02
2 -7.92841771435042e-02 2 4 99999999999999e+ 02
3 -1.58568354287008e-01 3 4.99999999999999e+02
4 -2.37852531430513e-01 4 4.99999999999999c+02
5 -3.17136708574017e-01 5 5.00000000000000e+02
6 -3.9642088571752le-01 * 6 5.00000000000000e+02
7 -3 .17136708574017e-01 7 4.99999999999999e+02
8 -2.37852531430513e-01 8 4.99999999999999e+02
9 -1.58568354287008e-01 9 4.99999999999999e+02
10 -7.92841771435042e-02 10 4.99999999999999e+02
11 0.00000000000000e+00 11 7.00154220315393e-13
12 -3.96420885717521e-01 12 3.50077110157697e-13
13 -3.96420885717521e-01 13 3.50077110157697e-13
14 -3.9642088571752le-01 14 3.50077110157697e-13
15 -3.96420885717521e-01 15 0.00000000000000e+00
16 -3.96420885717521e-01
* The lowest value of the hydraulic head in the system corresponding to the 
hydraulic sink node.
The negative sign of the hydraulic heads indicates a lowering of piezometric 
surface below the initial level of 0.00cm.
The error analysis for the flowrate is shown below. Table 4.8 displays the 
absolute and relative errors.
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Table 4.8: Flow E rro r Analysis
Hydraulic Sink at Node 6











The maximum absolute error was 8.5265E-13 cm3/day, and the maximum relative error 
was 1.705E-15. The Reynolds number was about 1.0E-5.
Figure 4.4 depicts the profile of system hydraulic heads for each node as 
calculated by program FRACT.M, and Figure 4.5 shows the flowrates in the finite 
elements or fracture segments of the fracture network.
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FIGURE 4.4 - NUMERICALLY SIMULATED 
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In summary, the very small absolute and relative errors in both the hydraulic head 
and flowrate calculations are due to the round-off error caused by the finite capacity of 
the computer memory. Thus, a single arithmetic operation causes a round-off error 
because the computer memory cannot keep all the digits for the next arithmetic operation. 
For the problems where the analytical solution yielded a linear variation between the 
unknown -  e.g., hydraulic head, flowrate -  and the distance x’, both analytical and 
numerical solutions had to yield the same values for the unknowns. The difference 
between the two solutions are due to the round-off error. Thus, the discretization process 
has no significant influence on the final results.
4.2.2 Verification of the program CAPFRAME.M 
(CAPture zone in FRActured MEdia)
The output of the CONNEC.M and FRACT.M programs is the input for the 
program CAPFRAME.M. Thus one can use the analytical results employed to verify 
FRACT.M to also verify the numerical results from CAPFRAME.M.
A simple fracture network was used as depicted in Figure 4.1. Both the analytical 
and numerical solutions were developed.
4.2.2.1 The Analytical Solution - Natural G radient. For the simple fracture 
network defined in Figure 4.1, constant head boundaries were specified. Thus, the 
analytical solution of equation (3.16) yields:
-  with boundary conditions x’ =  0, h, = 101 cm, and x’ =  10,0000 cm, h „  = 1.0 cm
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Vx’ =  630.6428572 cm/day
(4.16)
This Vx’ value is constant for all the fracture segments. The residence time of each 
fracture segment of length L is then:
T R E S^ iiytle tl V x '
(4.17)
For L  =  1,000 cm, the numerical value is TRES>Ilalylicil =  1.585683543 day.
Thus, by considering node 11 as a hydraulic sink (the lowest hydraulic head in 
the system), and backtracking a particle from this node up-hydraulic gradient toward 
node 1, the conceptual flowpath should be:
Node Numbers 
PATH l l - » 1 0 - * 9 - * 8 - * 7 - * 6 - » 5 - * 4 - * 3 - * 2 - * l  
t  t
Hypothetical Hypothetical
Hydraulic Sink (h = 1 cm) Hydraulic Source (h =  101 cm)
where the hydraulic heads at nodes are put in ascending order.
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4.2.2.2 - The Numerical Solution - Natural Gradient. CAPFRAME.M
calculates the residence times for each finite element or fracture segment, defines the 
flowpaths for a given hydraulic sink (it can be as much as the number of nodes in the 
system), and plots the capture zone for each defined travel time. The residence times 
for all the finite elements were calculated to be 1.585683543E+00 day.
The flowpath is:
Node Numbers 
PATH l l - * 1 0 - * ' 9 - * 8 - * 7 - * 6 - * 5 - » 4 - * 3 - * 2 - + l  
t  t
Hypothetical Hypothetical
Hydraulic Sink (h = 1 cm) Hydraulic Source (h =  101 cm)
If one considers only nine decimal digits in the numerical calculation of the 
residence time, the error analysis is a simple arithmetic operation:
Absolute error =  1.585683543 - 1.585683542 =  1.0E-9 day
and
Relative error =  1.0E-9/1.585683543 =  1.0E-9
By using the residence times and the flow velocity in each finite element, a time-
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related capture zone can be depicted. Table 4.9 shows both the travel times and the 
time-related capture zone point coordinates for a series of time-related capture zones. 
Figure 4.6 depicts a series of time-related capture zones for a hydraulic sink located at 
node 11.
It is important to note that CAPFRAME.M calculates (defines) a time-related 
capture zone not only when a hydraulic sink (well) is present in the system, but also 
when a low hydraulic gradient node is defined as a starting point for a time-related 
capture zone. This low hydraulic gradient node works as a hydraulic sink. Thus, the 
program CAPFRAME.M can identify the motion of contaminants in a fracture system 
under ambient flow without any kind of hydraulic stress.
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Table 4.9: Travel Time and Coordinates of a Series of 
Capture Zones
C O O R D I N A T E S  (cm)


















1.4271 le+01 1.00000e+03 5.00e+03
1.50639e+01 5.00000e+02 5.00e+03
1.58568e+01 2.92175e-ll 5.00e+03
4.2.2.3 A Bidimensional Network of Fractures. In the fracture network depicted in 
Figure 4.7, an analytical solution to the capture zone problem is not possible because of 
network complexity; however one can examine the qualitative aspect of the time-related 
capture zone defined by CAPFRAME.M. The flow region size is 100.0m-by-100.0m, 
and 1.0 m deep. The fracture network is formed by two fracture sets, orthogonally 
oriented, and constant finite element lengths equal to 10.0 m.













FIGURE 4,7 - A TWO-DIMENSIONAL REGULAR GRID 
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The fracture network defines 180 finite elements and 177 nodes. Tables 4.1 A, 
4. IB, and 4.1C in the appendix display the matrix RRMATR of the node coordinates; 
the matrix NODE which represents the network connectivity matrix; and the matrix 
HHCAPT of the hydraulic heads. Fracture aperture is constant and equal to b =  1.0E-6 
m; constant head boundaries are imposed equal to zero on both left-hand and right-hand 
sides; both top and bottom boundaries are defined as no-flow boundaries. Hydraulic 
stress is a sink at central node 59 equal to Qp =  1.0E-12 m3/s.
First, the accuracy of the hydraulic model, e.g., the hydraulic continuity of the 
flow in the system, was examined. Since the only hydraulic stress on the system is a 
hydraulic sink at node 59, the flow from the boundaries of the system should be equal 
to the sink flow. From the left-hand side boundary, the total flow was calculated to be:
Qlefl =  9 l0 +  929 +  Q« +  967 "F 986 +  9 lOS +  9 l24 +  9 l43 +  9 l62 
=  4 „9999999999999998E-13 m3/s
and from the right-hand side, it was
Q  right = 9i9 + 938 + q57 + q7<; + q^ + qI14 + q133 + q,S2 + q171 
=  4.9999999999999999E-13 m3/s.
The total flow from the boundaries was then
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Qflow bouBcuria =  Qicft + Qnght = 9.9999999999999997E-13 m3/s.
Thus, the absolute error was
Absolute error =  Qp - Q n„w bend™.
= 2.019483917365799E-28 m3/s,
and the relative error was
Relative error =  (Qp - Q n„Wboundari«)/Qp
= 2.019483917365799E-16.
The maximum Reynolds number in the system was Re=4.52E-7, which 
characterizes a smooth laminar flow throughout.
The geometrical pattern of the time-related capture zone for the defined hydraulic 
sink at node 59 was identified as a diametral symmetric distribution of points on the 
network. Thus, by taking any straight line which contains the node sink, the time-related 
capture zone points on this straight line are symmetrical points related to it. Also, the 
time-related capture zone presents a diametral symmetric form related to the two 
orthogonal fratures which cross at the sink node. Then, by taking the matrices PATH 
(which contains the flowpath nodes) and TCAPTUR (which contains the point 
coordinates of the time-related capture zone), both found in the appendix, one can choose
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two diametral opposite particle paths and define a time-related capture zone point on each 
flowpath. The distances between each time-related capture zone point and the sink node 
should be co-equal. To verify, this equality one can consider two flowpaths from the 
matrix PATH.
Node Numbers 
PATH 26 59 -  70 -*71 - 8 2  - 8 3  - 8 4  - 8 5  -*86 
PATH 355 59 -* 48 -  47 -* 36 -* 35 -* 34 -  33 -  32.
If one takes the travel time of 2 .0E +7 sec, the two capture zone point coordinates are:
X Y 
On PATH 26 (50.0000 , 54.9330)
On PATH 355 (50.0000 , 45.0670).
The hydraulic sink node coordinates are 
X Y 
Hyd. Sink (50.0000 , 50.0000).
Clearly those two points (on PATH 26 and PATH 355) are symmetric points related to 
the sink node. Figure 4.8 shows the time-related capture zone for the travel time of 
4 .0E+8 sec (=  4.63E+3 day).
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By considering the travel time of 4 .0E+8 sec and the same two flowpaths, the 
two time-related capture zone coordinates from the matrix TCAPTUR are:
X Y
On PATH 26  (62.3576 , 70.0000)
On PATH 355 (37.6424 , 30.0000),
and again the hydraulic sink node coordinates are
X Y
Hyd. Sink (Node 59) (50.0000 , 50.0000).
As before, these points on the PATH 26 and PATH 355 present symmetry related to the 
location of the hydraulic sink. Figure 4.9 depicts the time-related capture zone for the 
travel time of 6.0E+8 sec (=  6.95E+3 day), and Figures 4.10a and b, show the time- 
related capture zones for sixteen different travel times.













FIGURE 4,9 - CAPTURE ZONE FOR 
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FIGURE 4,10a - CAPTURE ZONE FOR 11.57E+3 DAY TRAVEL TIME
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FIGURE 4,10b - CAPTURE ZONE FOR 11.57E+3 DAY TRAVEL TIME
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4.3 Stochastic Approach for a Fracture Network
4.3.1 Simulated Fracture Networks
In Chapter 3, programs GER.M and CONNEC.M were discussed. Together, 
they yield a simulated network which is the input for the program FRACT.M. The link 
between GER.M, CONNEC.M and FRACT.M is shown in Figure 4.11. Thus, for a 
given set of input field parameters, by using the sequence displayed on Figure 4.11, one 
may determine:
- a simulated network; and
- a set of hydraulic parameters, such as hydraulic head at the nodes of the network, 
velocity, flow and Reynolds number in fracture segments or finite elements.
Program CAPFRAME.M was used in order to study a time-related capture zone 
in a system of two parallel fracture sets. Both constant fracture aperture distribution and 
variable fracture aperture distribution were studied.
In order to simulate a more intricate network consisting of two sets of parallel 
fractures, the input parameters found in Table 4.10 were used to generate the fracture 
system.
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Table 4.10: Parameters for Simulation of Fracture Sets
Fracture Set 1 Fracture Set 2
Fracture Density
Num.Fract. =  45 Num.Fract. =  45
Fracture Orientation 
Mean = 135° Mean =  45°
Variance =  0° Variance =  0°
Fracture Length
Mean =  60 m Mean =  55 m
Std. Dev. =  20 m Std. Dev. =  15 m
Fracture Aperture (Variable)
Mean =  0.001 cm Mean =  0.005 cm
Var. =  5.0E-3 cm2 Var. =  1.0E-4 cm2
Fracture Aperture (Constant)
Mean =  1.0E-6 m Mean =  1.0E-6 m
Var. =  0 m Var. =  0 m
The size of the generation region was defined as 150 m-by-150 m, and the flow region 
was defined as 100 m-by-100 m. Depth of the system was defined as 100 m. This 
procedure avoids loss of density close to the boundaries of the system. The resultant 
network defined 302 finite elements of variable length, and 244 nodes. The network
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simulation does not depend on the fracture aperture distribution. Thus this network was 
used to study both constant aperture distribution and variable aperture distribution. 
Figure 4.12a, 4.12b, 4.12c, and 4.12d depict the network simulation process. They 
show the fracture centers as a Poisson distribution; grid-bounded fracture sets as a 
normal distribution of the fracture orientations; finite fracture length distribution (with 
a defined flow region size) as a lognormal distribution of the fracture lengths; and flow 
region as a consequence of the pre-defined flow region size and removal of isolated 
fractures.
4.3.1.1 Constant Fracture A perture. The system was stressed with a hydraulic 
sink of 1.0E-12 m3/s at node 170; constant head boundaries were set equal to zero at the 
left-hand and right-hand side boundaries of the system; and no-flow boundaries were 
defined on the top and bottom. Under these conditions, program FRACT.M yielded:
Flow from the left-hand-side boundary =  QIeft
= 3.114E-13 m3/s,
corresponding to the element numbers
38, 83, 127, 153, 166, 177, 198, 270, 271, 272, 274, 276, 277, 281, 289, 290, 291, 
293, 297, 299, 300, and 302;
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FIGURE 4,12(1 - FINAL MODEL FLOW REGION (100 xlOO) 
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Flow from the right-hand-side Boundary =  Q ^ ,
= 6.886E-13 m3/s.
corresponding to the element numbers
81, 122, 125, 134, 135, 136, 213, 214, 236.
The total system inflow was
Qtoudinfiow *  1.000E-12 m3/s.
The absolute error was -4.50E-26 m3/s. The maximum Reynolds number was 8.64E-7, 
corresponding to finite element 183, defined by nodes 170 and 172. Notice that the 
hydraulic sink was defined at node 170. Thus, finite element 183 is linked directly to 
the hydraulic sink. The hydraulic head at node 170 was calculated as h170 =  -1.26E+1 
m , the lowest drawdown in the system.
Five time-related capture zones for the hydraulic sink defined at node 170 were 
delimited. The total number of flowpaths was 5054. Figure 4.13 depicts a time-related 
capture zone for a travel time of 3.0E+8 sec (=  3.47E+3 day), and Figure 4.14a and 
b shows a set of five time-related capture zones for the travel times 1.0E+7 sec (= 
115.74E+0 day), 5 .0E +7 sec (=  578.70E+0 day), 1.0E+8 sec (=  1.16E+3 day),
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2.0E+8 sec (=  2.31E+3 day), and 3.0E+8 sec (=  3.47E+3 day). It is visually 
apparent from Figures 4.14a and b how fracture interconnectivity influenced the time- 
related capture zone form. In Figure 4.14b, the capture zone developed almost entirely 
above the diagonal defined by the point coordinates (0,100) and (100,0), where fracture 
intersections appear more densely distributed close to the hydraulic sink node. Both 
fracture density and fracture length distributions play an important role in the 
interconnectivity of a fracture network (Marsily, 1985). In Figure 4 .14b, by keeping the 
same fracture density and fracture orientation distribution, and increasing the mean 
fracture length, a larger number of fracture intersections were defined, thus increasing 
the fracture interconnectivity.










FIGURE 4,14a - CAPTURE ZONE FOR 3.47E+3 DAY TRAVEL TIME
IN A CONSTANT FRACTURE APERTURE SYSTEM















FIGURE 4,14b - CAPTURE ZONE OF FIGURE 4.14a SUPERIMPOSED
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4.3.1.2 Variable Fracture Aperture. For lognormally distributed fracture 
aperture, and the same fracture network, hydraulic stress, and boundary conditions as in 
4.3.1.1, program FRACT.M yielded:
Flow from the left-hand side boundary =  Qletl
=  1.782394949117069E-15 m3/s,
corresponding to the same elements as in the constant aperture case, and
Flow from the right-hand side boundary =  Q ^ ,
=  9.982175354279222E-13 m3/s,
corresponding to the same elements as in the constant aperture case. The total system 
inflow was
Q  total innow — Q left Q  right
»  1.00E-12 m3/s.
The absolute error was about 6.96E-20 m3/s, and the Reynolds number was 1.79E-6, 
corresponding to the finite element 184, defined by nodes 170 and 55. Hydraulic head 
at node 170 was calculated as h,70 =  -4.39 m, the lowest drawdown in the system. The 
range of fracture aperture values was determined as (4.22E-10 m) ^  b ^  (4.23E-4 m).
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In order to identify the importance of the fracture aperture distribution on the 
time-related capture zone, five time-related capture zones were delimited using the same 
five travel times as in the constant aperture case. Figure 4.15 depicts a time-related 
capture zone for a travel time of 3.0E+8 sec (=  3.47E+3 day), and Figure 4.16a and 
b show a set of five time-related capture zones for the travel times previously defined.
By examining Figures 4.16a and b, one may identify the strong influence of the 
fracture aperture distribution on the time-related capture zone form. The hydraulic sink 
is at the intersection of elements 181, 183, 184, and 287. These elements are 
characterized in Table 4.11.










FIGURE 4,15 - CAPTURE ZONE FOR 3.47E+3 DAY TRAVEL TIME AND
VARIABLE FRACTURE APERTURE SUPERIMPOSED
OVER THE FRACTURE NETWORK
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FIGURE 4,16a - CAPTURE ZONE FOR 3.47E+3 DAY TRAVEL TIME
IN A VARIABLE FRACTURE APERTURE SYSTEM














FIGURE 4,16b - CAPTURE ZONE OF FIGURE 4,16a SUPERIMPOSED
OVER THE FRACTURE NETWORK
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Table 4.11: Element Characteristics (181,183,184,287) 
Element No. Node No. Aperture(m) Residence Time (s)
181 99-170 3.10E-9 2.96E+15
183 172-170 3.10E-9 2.59E+11
184 55-170 5.43E-5 2.82E+08
287 229-170 5.43E-5 oo
Element 287 is a no-flow element, because it is a dead-end element, and no 
recharge on the system was specified. The residence times for element 181 and 183 are 
much larger than any travel time specified for the time-related capture zone. This is a 
consequence of the effect of the fracture aperture on the flow velocity in those elements. 
Thus, the time-related capture zone tends to expand in the direction of the larger fracture 
aperture (element 184), in which the residence time is smaller than the residence times 
for elements 181 and 183.
4.4 The Field Data of the Blackwater Brook Site
In order to test the hydraulic model developed in this work, an application using 
field data was performed. A deterministic approach for the fracture system was used 
instead of a stochastic approach. The reasons for following this approach are explained 
in subsequent sections.
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4.4.1 The Site
The Blackwater Brook site is located in Dover, NH, bounded approximately by
the coordinates (4788000 m - 4792000 m )N and (343000 m - 344500 m)E. Figure 4.17
depicts the defined area.
Vernon et al. (1993) describe the hydrogeologic setting as:
The Blackwater Brook site is underlain by a Pleistocene transgressive sequence 
consisting of permeable glacial or marine sands and gravels overlain by marine 
blue clays. These unconsolidated deposits overlie fractured crystaline bedrock 
consisting of schist and other metasedimentary rocks intruded by quartz 
monzonite. The site lies along a contact zone trending about N60°E between 
quartz monzonite (to the north) and metasedimentary rocks with northeast striking 
foliations ... and is 2 miles (3.2 km) northeast of a quarry where a steeply dipping 
fault striking about N60°E is exposed ... .(page 42)
Vernon et al. (1993) listed five boreholes penetrating the rocky formation: one 
test borehole called TW and four observation wells called R,, R2, R3, and R4. Figure 
4.18 shows the spatial distribution of the boreholes. Boreholes R3, R,, and TW are 
aligned along the contact zone tending about N60°E. Boreholes R, and R2 are located 
along a line perpendicular to the trend N60°E. All the boreholes are approximately 400 
ft (122 m) deep. Observation wells called BW-4, BW-5, BW-8, and BW-9, in the 
approximately 30 ft (9.12 m) thick clayey confining layer, are located close to the 
bedrock observation wells in order to monitor the water levels in the sand and gravel 
layer between the bedrock and the overlying clayey confining layer.
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FIGURE 4.17 - THE BLACKWATER BROOK SITE - Dover, NH
IJlaclwate M U k C K W A T l
Cocheco
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
188
FIGURE 4,18 - SPATIAL DISTRIBUTION OF THE BOREHOLES
Blackwater Brook site - Dover, NH 
Adapted from Vernon et al. (1993)
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Bedrock 





Zm f BW—9 O verburden o Monitoring 
WellBW-3BW—4
NOMENCLATURE
R ,  > BW2
R ,  > BW3
R ,  > BW6
R .  > BW7
T W  > BW1
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
189
4.4.2 Flow and Drawdown Data
A pumping test was performed at the TW test borehole in the bedrock for 15 days 
-  (7/11/90 - 7/26/90) -- at a constant rate of 200 gpm (1,090.18 m3/day). Drawdown 
of the four bedrock observation wells were recorded during the pumping test period. At 
steady-state flow, drawdowns were as identified in Table 4.12.
Table 4.12: Blackwater Brook Steady-State drawdowns at 
Bedrock Observation Wells R „ R2, R3, and  R4
Observation Well Drawdown at Steady-State
(ft) (m)
R, (BW2) 58.94 17.96
R2 (BW3) 58.96 17.97
R3 (BW6) 32.36 9.86
R4 (BW7) 54.17 16.51
4.4.3 The Hvdrogeoloqic Conceptual Model for the 
Blackwater Brook Site 
The conceptual hydrogeologic model for the Blackwater Brook site is based on 
the structural geology information for the area and hydrogeologic investigations as 
described by Vernon et al. (1993). This information is summarized herein.
- Strong lineaments striking N60°E are present, as noticed in the photolineament 
analyses.
- A faulted or fractured contact zone is believed to underlie the site approximately 300 
ft (91.44 m) wide in the direction transverse to the N60°E lineaments.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
190
- A dye tracing experiment, when the aquifer was stressed by pumping at test borehole 
TW, yielded water that came from two directions, northeast and north-northwest.
-The drawdown data from the four bedrock observation wells, R ,, R2, R3, and R4, are 
consistent with the flow direction as identified by the dye tracing experiment.
Thus, a set of two extensive fractures was defined as follows:
- One extensive vertical fracture striking N60°E connecting the bedrock observation wells 
R3, R4, and the test borehole TW;
- One extensive vertical fracture striking N30°W (normal to the N60°E extensive vertical 
fracture) connecting the bedrock observation wells R ,, R2, and the test borehole TW. 
Consequently, the test borehole TW is at the intersection of the two conceptually defined 
vertical fractures. Figure 4.19a shows an idealized view of the Blackwater Brook 
hydrogeologic setting; Figure 4 .19b depicts distributions of fracture strike determined 
from televiewer log data, and Figure 4.20 depicts a generalized cross-section of the 
aquifer in direction N60°E and N30°W as adapted from Vernon et al. (1993).
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FIGURE 4,19a - AN IDEALIZED VIEW OF THE HYDROGEOLOGIC SETTING
Blackwater Brook site - Dover, NH 
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FIGURE 4,19b - DISTRIBUTION OF FRACTURE STRIKE DETERMINED 
FROM TELEVIEWER LOGS
Blackwater Brook site - Dover, NH 















A - For all fractures identified in borehole TW
B - For all fractures identified in borehole R]
C - For fractures in boreholes TW, Rj, Rj, and Rj
associated with inflow or outflow during pumping




















FIGURE 4.20 - A GENERALIZED CROSS-SECTION OF THE AQUIFER
Blackwater Brook site - Dover, NH 
Direction N60°E and N30*W 
Adapted from Vernon et al. (1993)
TW - Test borehole
Rj, Rj, Rj, and R^  - Bedrock observation wells
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4.4.4 Boundary Conditions and Fitting Parameters
By plotting the drawdown at the observation wells -  after 15 days of pumping (at 
a constant rate of 200 gpm (1,090.18 m3/s)) at test borehole TW -  against their 
respective distances from well TW, the distance from well TW to a location of zero 
drawdown was determined as r0 =5,000 ft (1,524 m). Figure 4.21 shows a plot of 
distance (logarithm) versus drawdown as described above. Thus, the boundary 
conditions are constant hydraulic heads equal to zero at a distance of 5,000 ft from the 
test borehole TW. A 10,000 ft (3,048 m)-by-10,000 ft (3,048 m) square area was 
defined as the flow domain region.
In order to implement the finite element network, fractures were subdivided such 
that boreholes R „ R2, R3, R4, and TW are nodes of the network. The finite element 
lengths were 60.96 ft (200 m); exception is made for the finite elements at which the 
nodes are the boreholes. Figure 4.22 depicts the finite element network.
The effective fracture aperture was chosen as a fitting parameter. As the 
hydraulic model is based on the parallel plate model, fracture aperture b plays an 
important role in the model ~  the flux in a fracture is proportional to b3. Thus, a small 
variation in the size of b may produce very different values for the hydraulic heads at 
the nodes of the network.
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FIGURE 4.21 - DISTANCE (log) vs DRAWDOWN
Blackwater Brook Site -  Dover, NH
Steady State Flow (Q-200 gpm)
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FIGURE 4,22 - CONCEPTUAL MODEL - FINITE ELEMENT NETWORK
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4.4.5 Input Parameters
Based on the information about the area, the input parameters for the hydraulic 
model, which assumes confined conditions, were specified as in Table 4.13.
Table 4.13: Input Parameters for the Hydraulic Model
Flow region s iz e .................  3,050m by 3,050m
Aquifer thickness  115.82 m
Boundary conditions
Hydraulic heads 
Nodes 1, 37, 38, 39 .... 0
Hydraulic stress
Pumping at node 10 .... 1,090.18 m3/day
Connectivity m atrix*..............  NODE
Matrix of the node coordinates** RRMATR 
* See Table 4.14 
** See Table 4.15
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Table 4.14; Matrix NODE - Connectivity Matrix 
Blackwater Brook Site, Dover,NH
Elm.No. NODES Elm.No. NODES
1 1 2 20 10 12
2 2 3 21 12 15
3 3 4 22 15 18
4 4 5 23 18 21
5 5 6 24 21 24
6 6 7 25 24 27
7 7 8 26 27 30
8 8 9 27 30 33
9 9 10 28 33 36
10 10 11 29 36 39
11 11 14 30 13 10
12 14 17 31 16 13
13 17 20 32 19 16
14 20 23 33 22 19
15 23 26 34 25 22
16 26 29 35 28 25
17 29 32 36 31 28
18 32 35 37 34 31
19 35 38 38 37 34
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Table 4.15: Matrix RRMATR of Node Coordinates, 
Blackwater Brook Site, Dover,NH
Element No. C O O R D I N A T E S  (x 1.0E+3) m
X Y X Y
1 0 -1.5250 0.2000 1.5250
2 0.2000 1.5250 0.4000 1.5250
3 0.4000 1.5250 0.6000 1.5250
4 0.6000 1.5250 0.8000 1.5250
5 0.8000 1.5250 1.0000 1.5250
6 1.0000 1.5250 1.2000 1.5250
7 1.2000 1.5250 1.4000 1.5250
8 1.4000 1.5250 1.4128 1.5250
9 1.4128 1.5250 1.5250 1.5250
10 1.5250 1.5250 1.6000 1.5250
11 1.6000 1.5250 1.7066 1.5250
12 1.7066 1.5250 1.8000 1.5250
13 1.8000 1.5250 2.0000 1.5250
14 2.0000 1.5250 2.2000 1.5250
15 2.2000 1.5250 2.4000 1.5250
16 2.4000 1.5250 2.6000 1.5250
17 2.6000 1.5250 2.8000 1.5250
18 2.8000 1.5250 3.0000 1.5250
19 3.0000 1.5250 -3.0500 -1.5250
20 1.5250 1.5250 1.5250 1.5716
21 1.5250 1.5716 1.5250 1.6000
22 1.5250 1.6000 1.5250 1.8000
23 1.5250 1.8000 1.5250 2.0000
24 1.5250 2.0000 1.5250 2.2000
25 1.5250 2.2000 1.5250 2.4000
26 1.5250 2.4000 1.5250 2.6000
27 1.5250 2.6000 1.5250 2.8000
28 1.5250 2.8000 1.5250 3.0000
29 1.5250 3.0000 -1.5250 -3.0500
30 1.5250 1.4788 1.5250 1.5250
31 1.5250 1.4000 1.5250 1.4788
32 1.5250 1.2000 1.5250 1.4000
33 1.5250 1.0000 1.5250 1.2000
34 1.5250 0.8000 1.5250 1.0000
35 1.5250 0.6000 1.5250 0.8000
36 1.5250 0.4000 1.5250 0.6000
37 1.5250 0.2000 1.5250 0.4000
38 -1.5250 0 1.5250 0.2000
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4.4.6 The Simulations
The fitting parameter was the effective fracture aperture b. A series of b values 
was used in order to fit the hydraulic model to the field data. Three b values were 
selected to explain the behavior of the aquifer by the hydraulic model simulated 
drawdown.
The first value, b =  1.0E-4 m, was suggested by Vernon et al. (1993). The 
second and third values selected were b = 1.46E-5 m and b = 1.454E-5 m.
For b =  1.0e-4 m, the drawdown values were very small when compared to the 
observed drawdown values. Hence this b value was -  for this simulation -  very large, 
such that a minimum drawdown could provide the withdrawal of 200 gpm (1,090.18 
m3/day) at test borehole TW. For b = 1.46E-5 m (almost one order of magnitude less), 
the simulated drawdowns at the observation wells R,, R2, and R4 were still smaller than 
those observed; it can be concluded that for these locations the b value was still larger. 
Simulated drawdown value at observation well R3 was larger than the observed 
drawdown value. (This will be explained later.) Finally, for the aperture value b = 
1.454E-5 m, the simulated drawdown values were very close to those observed at the 
wells. The simulated drawdown at observation well R3 increased and became much 
larger than the observed drawdown at R3. Thus, the value of b = 1.454E-5 m provides 
a good fit for the drawdowns at observation wells R „ R2, and R4. For the increasing 
behavior of the simulated drawdown at observation well R3, several explanations are 
possible:
- The hydraulic model was based on linear finite elements with a linear trial solution
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defined by Equation (3.21a); fracture aperture was considered constant. Thus, for the 
same distance from the test borehole TW on both defined fractures, the simulated 
drawdown should have the same value; the simulated drawdown variation on the defined 
fracture N60°E should be linear, as dictated by Equation (3.21a). Then, for the constant 
value of b =  1.454E-5 m, the R3 simulated drawdown will never fit the R3 observed 
drawdown.
- The observed drawdown suggests some kind of recharge on the fracture reach on which 
R3 lies. This could be explain the low observed value of drawdown at R3.
- A poor connectivity between R3 and TW after a certain drawdown at R3 was reached.
- The effective aperture of the reach on which R3 lies could be distinct from the 
effective aperture for other fracture reaches.
- The three-dimensional nature of the problem was addressed as a two-dimensional 
system of vertical fractures. The assumption of fracture verticality could have been too 
strong.
- After a certain period of pumping, water levels at the observation wells fell below the 
confining layer, thus yielding unconfined flow characteristics in the system. Figure 4.23 
depicts the simulated drawdowns at the observation wells, for the two extensive vertical 
fractures, under a pumping stress at test borehole TW.
In order to verify the performance of the hydraulic model, three additional 
different simulations were implemented using the same pumping rate at test borehole TW 
(200 gpm). First, only the defined fracture striking N60°E was considered, and the 
simulated drawdown at observation well R3 was matched to the observed drawdown by
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adjusting b on this fracture. The effective aperture was b =  2.170E-5 m. Figure 4.24 
displays the results of this simulation. Only the simulated drawdown at observation well 
r 3 was matched to the observed drawdown value at this well; simulated drawdown at 
R4 remained smaller than the observed drawdown value at this well. In a second 
simulation, only the defined fracture striking N60°E was considered, as above, and the 
simulated drawdown at the observation well R4 was matched to the observed drawdown 
by adjusting b on this fracture. The effective aperture was b =  I.850E-5 m. Figure 
4.25 shows the results of this simulation. The simulated drawdown value at R4 was 
matched to the observed drawdown value, but the R3 simulated drawdown remained 
higher than the R3 observed drawdown. This was a coherent result since the hydraulic 
head variations are linear, as defined by Equation (3.21a). Finally, only the fracture 
striking N30°W was considered, and the simulated drawdowns at R, and R2 were 
matched to the observed drawdowns at respective observation wells for a value of b = 
1.832E-5 m. Figure 4.26 shows the results of this simulation. Again, a coherent result 
appears: since the observation wells on the N30°W striking fracture keep an equal 
distance form the test borehole TW, by the Equation (3.21a), the simulated drawdown 
at these two wells should be very close to each other. It is important to notice that for 
all simulations the Reynolds number stayed below 50 in the fractures. This value 
characterizes a rough laminar flow in the fractures (Marsily, 1986). One may admit that, 
near test borenoie TW, flow departs from the laminar flow.
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FIGURE 4.24 - Distance (log) vs Drawdown
Blackwater Brook Site - Dover, NH
Steady State Flow (Q ■ 200 gpm)
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FIGURE 4.25 - Distance (log) vs Drawdown
Blackwater Brook Site -  Dover, NH
Steady State Flow (Q ■ 200 gpm)
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FIGURE 4.26 - Distance (log) vs Drawdown
Blackwater Brook Site -  Dover, NH
Steady State Flow (Q ■ 200 gpm)
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4.5 Adjoint Sensitivity Analyses
In order to study the sensitivity of the system to its parameters, a simple network 
was defined as displayed in Figure 4.27.
The system parameters are: prescribed head at node h, and h„; hydraulic 
conductivity of the fracture segments; areal recharge on element 13; and recharge at node 
13.
Three performance measures were defined: hydraulic head at node 3; flux from 
the prescribed head boundary h,; and Darcy velocity in finite element eg.
The marginal sensitivity coefficients were calculated by two distinct procedures: 
calculation using adjoint theory, and perturbing the system by changing some of its 
parameters. As expected, these two procedures yielded the same results. The marginal 
sensitivity coefficient represents the change in the performance measure per unit change 
of the parameters K4 (hydraulic conductivity in element 4), Qr,3 (areal recharge on 
element 13), and Qil3 (hydraulic sink/hydraulic source at node 13) taken one at a time.
The adjoint states FIHEAD, FIFLUX, and FIVELOC were calculated for each 
performance measure. The adjoint state represents the variation of the performance 
measure value yielded by a unit volume of water injected at any node of the system. 
Thus, FIHEAD is the adjoint state for the hydraulic head at node 3 performance 
measure; FIFLUX is the adjoint state for the flux from the prescribed head at node 1 
performance measure; and FTVELOC is the adjoint state for the Darcy velocity in 
element 8 performance measure. By definition, adjoint state is equal to zero at 
prescribed head boundaries (Wilson and Metcalfe, 1985). This means that an injection
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of a unit volume of water at the boundary nodes 1 and 11 has no effect on the hydraulic 
head at node 3 performance measure.
4.5.1 Hydraulic Head at Node 3 Performance Measure
For an injection of a unit volume of water at node 3, which corresponds to the 
node where the hydraulic head represents the performance measure, the adjoint state 
FIHEAD was a maximum. Thus, the greatest impact on the hydraulic head at node 3 
performance measure occurs when the unit volume of water was injected at node 3. As 
the node where the unit volume of water is injected gets close to the node where the 
performance measure is defined, the impact on the performance measure increases. An 
injection of a unit volume of water at any node of the system always yields a positive 
increment on the hydraulic heads of the system.
The hydraulic head at node 3, shown in Figure 4.28, would be increased by 
FIHEAD corresponding to each node at which the unit volume of water was injected.
Also, Figure 4.28 shows the adjoint state for the hydraulic head at node 3 
performance measure (FIHEAD). Marginal sensitivity coefficient E represents the 
change in the performance measure caused by a unit change of a pre-chosen parameter 
of the system. Thus, the influence of a parameter on the performance can be quantified 
by the marginal sensitivity coefficient E (sigma).
For the hydraulic head at node 3 performance measure, the sensitivity coefficient 
was calculated for three distinct parameters of the system as defined previously: areal 
recharge on element 13 (Qn3); hydraulic conductivity in element 4 (K*); and hydraulic
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sink/hydraulic source at node 13 (QiI3). Initially, neither areal recharge on element 13 
nor hydraulic sink/hydraulic source at node 13 were defined. The unit of change in the 
parameter Qn3 is simply Qn3 =  0 + 1  cm/day. This corresponds to QF13 =  1 
cm/day x 1.0E-2 cm x 1000 cm =  10 cm3/day, which is transformed by FRACT.M 
into 5 cm3/day at node 14 and 5 cm3/day at node 15, in order to form the load vector 
of the adjoint problem. Thus, a unit of change in Qn3 yielded a much higher value for 
the sensitivity coefficient than did the unit of change in the parameter Q |13 = 1 cm3/day. 
In this case, QiI3 works as a hydraulic source because, by convention, Q; is positive when 
a hydraulic source is defined at a node, and negative when a hydraulic sink is defined 
at a node. Both are coherent results, since injection of water into a system always yields 
a positive increment in the hydraulic heads (where they are not prescribed head 
boundaries). Thus, a unit of change in the parameter Qn3 (areal recharge on element 13) 
yielded an increase in hydraulic head at node 3 by approximately 16.0E-4 cm; a unit of 
change in parameter Qil3 yielded an increase in hydraulic head at node 3 of 
approximately 2.0E-4 cm.
For the parameter hydraulic conductivity in element 4, a unit of change yielded 
a negative effect on the hydraulic head at node 3. This is a coherent result: if the 
hydraulic conductivity of a element is increased, a smaller hydraulic gradient is required 
to flow through this element at the same flowrate. Thus, by a unit of change in the 
hydraulic conductivity of element 4, the hydraulic head at node 3 was decreased by 
approximately 0.5E-4 cm. Figure 4.29 depicts the marginal sensitivity coefficient of the 
hydraulic head at node 3 performance measure caused by the unit change in K*, Qn3, and
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Q i,3, calculated by the two distinct procedures previously cited:
- by adjoint sensitivity theory (in Figure 4.29 called CALC. SIGMA and represented by 
small circles);
- by perturbing the parameters and solving the primary problem twice (in Figure 4.29 
called DIF.SIGMA and represented by stars). The horizontal axis, called 
PARAMETERS, has no units. Number 1 represents Qn3, number 2 represents K4, and 
number 3 represents QiI3.
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4.5.2 Flux from a Prescribed Head Boundary
Figure 4.30 displays the adjoint state for the flux from the prescribed head 
boundary in element 1 performance measure (FIFLUX). For the flux from a precribed 
head boundary performance measure was defined as the flux in element 1, which keeps 
a node (node 1) on the boundary of the system (prescribed head boundary h, =  101 cm). 
The adjoint state for this performance measure is zero on the boundaries (by definition). 
The greatest impact either positive or negative on the flux in element 1 performance 
measure occurs when a unit volume of water is injected at a node which belongs to this 
element. Thus, when the injected node is node 2, the adjoint state at this node is equal 
to approximately 1.0E-4 cm3/day. The flux in element 1 performance measure must 
then vary by 1.0E-4 cm3/day. From Figure 4.30, flow in element 1 is approximately - 
6.31E+4 cm3/day. The negative sign came from the solution of the primary problem; 
thus, flux from element 1 must decrease in absolute value. This is a coherent result 
because when a unit volume of water was injected at node 2, flux in element 1, which 
comes from the boundary of the system by natural gradient must decrease. As the 
injection node approaches element 1, the adjoint state becomes larger and the flux in 
element 1 performance measure becomes smaller in absolute value.
The marginal sensitivity coefficient (E) was calculated for the three parameters 
defined previously. For the areal recharge on element 13 (Qn3), E was approximately 
5 cm3/day. Thus, the flux from element 1 performance measure was calculated as:
Flux in element 1 = - 6 .31E+4 cm3/day +  5 cm3/day.
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This is a coherent result, since a unit of change in Qn3 represents a flowrate of 10 
cm3/day injected into the system (nodes 14 and 15), and the flux in element 1 must be 
smaller than that flow developed by natural gradient. Parameter Qil3 plays the same role 
in the flux in element 1 performance measure. As Qil3 is only 1 cm3/day, its effect on 
the flux in element 1 performance measure is smaller than Qm’s effect on the same 
performance measure.
Parameter K /s  effect on the flux in element 1 performance measure is opposite 
to the other two parameter effects. When K, is increased by 1, flux in element 1 
performance measure increases by approximately 0.20 cm3/day in absolute value. This 
is a coherent result. Since an increased K element needs a smaller hydraulic gradient to 
flow at the same flowrate, a smaller hydraulic gradient in element 4 yielded a larger 
hydraulic gradient in element 1. Thus, flux in element 1 increased.
For the three parameters, marginal sensitivity coefficients were calculated by 
adjoint theory (CALC.SIGMA) and parameter perturbation (DIF.SIGMA). Figure 4.31 
depicts the marginal sensitivity coefficient of the flux from a prescribed head boundary 
in element 1 performance measure caused by a unit change in the three system 
parameters defined previously, calculated both by adjoint sensitivity theory and by 
perturbing those defined parameters.
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4.5.3 Darcv Velocity Performance Measure
Finally, Figure 4.32 shows the adjoint state for the Darcy velocity in element 8 
performance measure. For this performance measure, adjoint state (FTVELOC) is zero 
on the boundaries of the system as defined previously. As the node which is injected 
with a unit volume of water approaches element 8, adjoint state increases in absolute 
value. The adjoint state is a maximum when the node at which a unit volume of water 
is injected coincides with a node of element 8 (in this system, node 8). As the node 
which receives the unit volume of water gets farther from element 8, the adjoint state 
decreases in absolute value. In general, if the node at which the unit volume of water 
is injected is upstream of the studied element, adjoint state increases in absolute value 
as the node approaches the studied element; on the reach downstream, the opposite 
occurs.
Marginal sensitivity coefficients were calculated for the three parameters defined 
previously. Parameter Qn3 causes an increase in Darcy velocity in element 8. This is 
an expected result. Since Qn3 is upstream of element 8, the flux in it must increase 
because of Q n 3. As the geometric characteristics of element 8 did not change, Darcy 
velocity in element 8 must increase to a greater flowrate. The same analysis is pertinent 
to the Qil3 parameter. When parameter K, was increased by 1, the flux from element 1 
increased as previously discussed. Element 8 must show the same flowrate as did 
element 1. Then, Darcy velocity in element 8 increased by a quantity defined by SIGMA 
in Figure 4.33. This figure displays the marginal sensitivity coefficient to the Darcy 
velocity in element 8 performance measure caused by a unit change in system parameters
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^4 ) Qfl3> and Q|,3. Again, marginal sensitivity coefficients were calculated by two 
distinct methods: adjoint sensitivity theory (CALC.SIGMA) and parameter perturbation 
(DIF.SIGMA), both depicted in Figure 4.33. No difference was observed in the SIGMA 
values determined by adjoint sensitivity theory or parameter perturbation.
Adjoint sensitivity appears to be a very important mathematical tool in the 
analysis of ground water systems: besides the time saved in the computational effort, 
sensitivity analysis using adjoint operators may be very helpful in identifying which 
parameters a system responds to most strongly. Thus, during field work planning, it is 
important to allocate some financial resources to improving the quality of some collected 
data after a pre-analysis of the field data.


























FIGURE 4.32 - ADJOINT STATE





_200 _ * - DARCY VELOCITY ‘
_300 _ — o— - ADJOINT STATE (F1VELOC) _





0 2 4 6 8 10 12 14 16
N O D E  N U M B E R
t - - -- - - - - -- - ------ - - - -- - - -- - - - - -- - - -- - - - - -- - - -- - - - - -- r
_„ . I
J___________ I___________ I___________ I___________ I___________ I___________ L
















FIGURE 4.33 - MARG, SENSITIVITY COEFFICIENT






! MARG.SENS. DARCY VEL. ELM.
I 
/
o - CALC. SIGMA 





PARAMETERS Qf, K, Qi
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS
5.1 Fracture System Generation
To some degree, simulation of a fracture system by the stochastic approach 
appears to be a good representation of the reality, since it is difficult or even impossible 
to measure all the fractures in a designated study flow region. Thus, as the simulated 
fracture network is intended to represent reality, it must be based on field data. The 
collection and analysis of these data should be very carefully conducted in order to avoid 
bias; e.g., large fractures are probably easier to identify than small ones; fractures with 
large apertures are easily identified.
Simulated fracture aperture plays an important role on the fluid conductance in 
the simulated fracture network. As a stochastic process, the simulation of fracture 
aperture may produce fracture aperture values ranging from a very tight to a relatively 
large fracture aperture; e.g., in one case study from this work, the range was (4.22E-10 
m) ^  b ^  (4.23E-4 m), which represents a range of six orders of magnitude. This is 
a consequence of both the mean and variance values of the measured fracture aperture 
series. Thus, the procedure for sampling the fracture aperture seems to be an important 
factor in the fracture aperture simulation results.
Simulated fracture lengths have a great effect on the interconnectivity of the
222
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fracture network. This is manifested by the appearance of isolated fracture clusters 
inside of both the generation and flow regions. Generally, these clusters do not 
participate in the flow process in the flow region. There is only one situation in which 
these clusters could participate in the flow process: if at least one node of a fracture 
segment lies on the low hydraulic head boundary, and either an areal recharging stress 
on the fractures or a node pumping stress is present in the fracture cluster. Clusters 
inside the flow region do not participate in the flow process. The dead-end fracture 
segments could be treated like a fracture cluster-a cluster formed by one fracture 
segment; however, the dead-end fracture segments were kept because of their importance 
in the areal recharging process.
The numerical analysis of discrete random fracture network is bounded by the 
problem size. If all the information- e.g., fracture aperture of individual fracture 
segments; finite element or fracture segment length, etc. -  is to be saved, computer 
memory size is the principal constraint on random fracture network generation.
5.2 Fracture System Flow
The results of the hydraulic model developed in this work showed a high degree 
of accuracy related to the mass balance in the system. Two approaches were studied:
- A deterministic approach characterized by two pre-defined fracture networks;
- A probabilistic or stochastic approach characterized by one fracture network and two 
distinct fracture aperture distributions.
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5.2.1 The Deterministic Approach
The deterministic approach of the fracture network was developed by using two 
distinct networks:
A simple network was defined by a set of two orthogonal fractures, with constant 
aperture. For this network three distinct sets of hydraulic stresses were imposed on the 
system, one at a time, and the flow problem (primary problem) was solved analytically 
and numerically.
By considering the analytical solution as the exact solution of the problem, 
comparisons were made between the numerical and analytical solutions. For the three 
imposed hydraulic stresses, the numerical solutions were very precise when compared 
to the analytical solutions. Thus, the hydraulic model, embedded in the computer 
program FRACT.M, represents a good compromise between the accuracy and the code 
complexity.
The bi-dimensional network, as defined by two sets of orthogonal fractures with 
constant aperture, was stressed by a hydraulic sink at the central node of the network 
(node 59). Thus flow from the boundaries — calculated by the numerical model -  were 
compared to the flow from the hydraulic sink, and were found to differ by an 
inmesurable small quantity. Thus, for both the simple network and the bi-dimensional 
network, the hydraulic model presents very precise numerical results.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
225
5.2.2 The Probabilistic or Stochastic Approach
The fracture network probabilistic approach was developed using one fracture 
network and two distinct fracture aperture distributions.
To the constant aperture distribution network, as in the bi-dimensional fracture 
network, an analytical solution could not be performed due to the fracture network 
complexity. Thus, a measure of accuracy of the numerical calculations was performed 
by comparing the numerically calculated flow from the system boundaries to the imposed 
hydraulic sink flow. The absolute error was approximately 1.0E-26 m3/s— a quantity 
impossible to measure, at least by conventional procedures.
For the variable fracture aperture distribution network, the absolute error was 
approximately 1.0E-20 m3/s. Even though this value is larger than the absolute error 
value for the constant aperture distribution network, it does not represent any change in 
the accuracy of the numerical results compared to the hydraulic sink flow.
Thus, program FRACT.M represents a very powerful tool for numerically 
calculating flow in fracture systems. In addition to its accuracy, the hydraulic model can 
save all information related to a single individual finite element --e .g ., hydraulic heads 
at system nodes, velocities, Reynolds number, fracture segment aperture, fracture 
segment length, node point coordinates, fracture segment orientation, etc. No 
information is lost.
The ability of the hydraulic model to incorporate geometric properties of the 
fracture network represents a very important link between the field data and the 
theoretical basis of the model; this link may be an open door to providing parameter
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definitions that could facilitate the model fitting to field data; one of these parameters 
could be the natural state of stress or the developing state of stress caused either by 
pumping or recharging the aquifer.
5.3 Time-related Capture Zone Delineation
A time-related capture zone delineation may be accomplished by the program 
CAPFRAME (CAPture zone in FRActured MEdia), which was precisely verified using 
both a simple network and a bi-dimensional network.
For the simple network, the residence time of a particle inside a finite element 
could be determined both analytically and numerically. Thus, for the simple network, 
the absolute errors in the residence times for a particle inside a finite element was 
approximately 1.0E-9 days, which indicates how closely CAPFRAME approximated 
theory.
For the bi-dimensional network, CAPFRAME was verified by the form of the 
time-related capture zone. For a regular network of fractures with constant aperture, 
stressed by a hydraulic sink at the central node of the mesh, a time-related capture zone 
should be symmetrical in relation to the two orthogonal fractures crossing at this central 
point (node).
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Another important verification of CAPFRAME is that a time-related capture zone 
front point cannot reach the dead-end fracture segments, unless some kind of recharging 
or pumping stresses were defined at those fracture segments or finite elements.
For the stochastically simulated network of fractures, two important factors were 
observed to have a strong effect on the time-related capture zone: fracture system 
interconnectivity and fracture aperture distribution. First, when the fracture aperture is 
constant throughout the system, fracture interconnectivity plays an important role in the 
time-related capture zone form; this interconnectivity was dictated by both fracture 
density and fracture length. Second, when fracture aperture follows a probability law, 
the time-related capture zone form was dictated by the fracture aperture distribution. In 
this regard, the flow velocity distribution in the finite elements plays an important role, 
since the residence time of a particle in each individual finite element depends directly 
on the flow velocity in this individual finite element.
The number of flowpaths in a network of fractures that was able to be maintained 
in storage was a strong computational constraint to CAPFRAME.
CAPFRAME does not need a real hydraulic sink in order to define a time-related 
capture zone. Thus, a natural ambient flow could be studied (simple network) using 
CAPFRAME; a time-related capture zone may be delineated for any low hydraulic head 
(low potential) in the system.
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5.4 An Application of the Hydraulic Model to Field Data
From the hydraulic model simulation results using the Blackwater Brook Site data, 
the following could be concluded:
As a first approximation, the hydraulic model simulated the field data.
The order of magnitude of the fracture aperture b fitting value (one order of 
magnitude less than the b value estimated by Vernon et al. (1993)) reflects the strong 
effect of b on the hydraulic model results — the flow in a fracture represented by the 
parallel plate model is proportional to b3.
There is a possibility of poor connectivity between the borehole R3 and the test 
borehole TW when drawdown at R3 reaches a certain level.
Since the observed drawdown at R3 was below the calculated value, some kind 
of recharging process could be occurring on the fracture reach on which R3 resides.
Even though the drawdowns during the actual pumping test may be indicative of 
unconfined conditions, for small drawdowns (less than 20% of the saturated thickness), 
the system can be treated as confined. That is, the nonlinear unconfined flow terms are 
insignificant for small drawdowns. In additon, the absolute value of the water level at 
overburden monitoring well BW-8 (close to the bedrock monitoring well R3) never gets 
below of the confining layer at R3. This might explain the difficulties with matching the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
229
drawdown at observation well R3. The reality could be that, the fracture reach on which 
R3 lies remains confined because it is not open at the top.
The assumed verticality of the fractures may not have been reflected at the site.
The hypothesis of two smooth perpendicular fractures is a very strong assumption, 
which may depart from reality.
On the other hand, by using only one fitting parameter ~  fracture aperture b -  
the hydraulic model simulation results can be considered an encouraging starting point 
for the hydraulic model developed in this work.
5.5 Adjoint Sensitivity Analyses
From the adjoint sensitivity analyses performed on a single network, the following 
was concluded:
Sensitivity analyses using adjoint operators precisely defines the marginal 
sensitivity coefficient — the change in performance measure per unit change in the chosen 
parameter.
For the performance measure of hydraulic head at node 3, and Darcy velocity 
in element 8 , by changing the parameter Qfl3 one unit, both performance measures 
presented (in absolute value) a significant increase in the marginal sensitivity coefficient.
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For the flux from element 1 performance measure, the effect of changing the parameter 
was the opposite. Consequently, the hydraulic head at node 3, and the Darcy velocity 
in element 8 were increased from the value calculated from the primary problem, and the 
flux from element 1 was less. Thus, for these performance measures, the recharging 
element 13 (parameter) showed more importance than the other two parameters.
Both performance measure Darcy velocity in element 8 and flux from element 1 
showed the same influence from parameter K,: both were increased (in absolute value) 
from the primary values. Thus, the system can present a larger flux and velocity under 
the same hydraulic gradient. On the other hand, the hydraulic head at node 3 became 
smaller than the value determined by the primary solution; this was another coherent 
result because if hydraulic conductivity in a element is increased, a smaller hydraulic 
gradient is required for the same flowrate, thus reducing system drawdowns.
The same analysis made for parameter Qn3 is valid for parameter Qil3, because 
both parameters play the same role in the finite element equations.
From these conclusions, one can observe how the power of sensitivity analysis 
using adjoint operators for both determining the system sensitivity and identifying those 
parameters whose variations impact the system most strongly.
Future research should include:
- the selection of a site where a fractured medium can be identified, and inside the
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boundaries of the rock mass all the geometric characteristics~e.g., fracture density, 
aperture, length and orientation-quantified;
- a long study to identify the motion of "contaminants" artificially introduced into the 
site. This will enable a researcher to better understand fractured media capture zone 
delineation using CAPFRAME;
- a study of the system (rock mass) responses to the parameter perturbations-e.g., by 
artificially recharging some pre-defmed areas of the site in order to identify the zones of 
larger hydraulic conductivity-fracture aperture, interconnectivity, and preferential 
direction of flow within the site.
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Table 1A: Matrix RRMATR - Regular Mesh - Coordinates of Nodes
Elemt.No. COORDINATES Elemt.No. COORDINATES
X Y X Y X Y X
1 10 0 10 10 25 60 10 60
2 20 0 20 10 26 70 10 70
3 30 0 30 10 27 80 10 80
4 40 0 40 10 28 90 10 90
5 50 0 50 10 29 0 20 10
6 60 0 60 10 30 10 20 20
7 70 0 70 10 31 20 20 30
8 80 0 80 10 32 30 20 40
9 90 0 90 10 33 40 20 50
10 0 10 10 10 34 50 20 60
11 10 10 20 10 35 60 20 70
12 20 10 30 10 36 70 20 80
13 30 10 40 10 37 80 20 90
14 40 10 50 10 38 90 20 100
15 50 10 60 10 39 10 20 10
16 60 10 70 10 40 20 20 20
17 70 10 80 10 41 30 20 30
18 80 10 90 10 42 40 20 40
19 90 10 100 10 43 50 20 50
20 10 10 10 20 44 60 20 60
21 20 10 20 20 45 70 20 70
22 30 10 30 20 46 80 20 80
23 40 10 40 20 47 90 20 90
24 50 10 50 20 48 0 30 10
49 10 30 20 30 73 60 40 70
50 20 30 30 30 74 70 40 80
51 30 30 40 30 75 80 40 90
52 40 30 50 30 76 90 40 100
53 50 30 60 30 77 10 40 10
54 60 30 70 30 78 20 40 20
55 70 30 80 30 79 30 40 30
56 80 30 90 30 80 40 40 40
57 90 30 100 30 81 50 40 50
58 10 30 10 40 82 60 40 60
59 20 30 20 40 83 70 40 70
60 30 30 30 40 84 80 40 80
61 40 30 40 40 85 90 40 90
62 50 30 50 40 86 0 50 10
63 60 30 60 40 87 10 50 20
64 70 30 70 40 88 20 50 30
65 80 30 80 40 89 30 50 40
66 90 30 90 40 90 40 50 50
67 0 40 10 40 91 50 50 60
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69 20 40 30 40 93 70 50 80 50
70 30 40 40 40 94 80 50 90 50
71 40 40 50 40 95 90 50 100 50
72 50 40 60 40 96 10 50 10 60
97 20 50 20 60 121 70 60 70 70
98 30 50 30 60 122 80 60 80 70
99 40 50 40 60 123 90 60 90 70
100 50 50 50 60 124 0 70 10 70
101 60 50 60 60 125 10 70 20 70
102 70 50 70 60 126 20 70 30 70
103 80 50 80 60 127 30 70 40 70
104 90 50 90 60 128 40 70 50 70
105 0 60 10 60 129 50 70 60 70
106 10 60 20 60 130 60 70 70 70
107 20 60 30 60 131 70 70 80 70
108 30 60 40 60 132 80 70 90 70
109 40 60 50 60 133 90 70 100 70
110 50 60 60 60 134 10 70 10 80
111 60 60 70 60 135 20 70 20 80
112 70 60 80 60 136 30 70 30 80
113 80 60 90 60 137 40 70 40 80
114 90 60 100 60 138 50 70 50 80
115 10 60 10 70 139 60 70 60 80
116 20 60 20 70 140 70 70 70 80
117 30 60 30 70 141 80 70 80 80
118 40 60 40 70 142 90 70 90 80
119 50 60 50 70 143 0 80 10 80
120 60 60 60 70 144 10 80 20 80
145 20 80 30 80 169 70 90 80 90
146 30 80 40 80 170 80 90 90 90
147 40 80 50 80 171 90 90 100 90
148 50 80 60 80 172 10 90 10 100
149 60 80 70 80 173 20 90 20 100
150 70 80 80 80 174 30 90 30 100
151 80 80 90 80 175 40 90 40 100
152 90 80 100 80 176 50 90 50 100
153 10 80 10 90 177 60 90 60 100
154 20 80 20 90 178 70 90 70 100
155 30 80 30 90 179 80 90 80 100
156 40 80 40 90 180 90 90 90 100
157 50 80 50 90
158 60 80 60 90
159 70 80 70 90
160 80 80 80 90
161 90 80 90 90
162 0 90 10 90
163 10 90 20 90
164 20 90 30 90
165 30 90 40 90
166 40 90 50 90
167 50 90 60 90
168 60 90 70 90
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Table IB: Matrix NODE - Connectivity Matrix
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Table 2A; PATH Matrix - Particle Path Nodes 
PATH N O D E  N U M B E R S
1 59 48 37 26 15 14 13 12 11 10
2 59 58 47 36 25 14 13 12 11 10
3 59 60 49 38 27 16 17 18 19 20
4 59 70 69 68 67 66 65 0 0 0
5 59 48 47 36 25 14 13 12 11 10
6 59 48 49 38 27 16 17 18 19 20
7 59 58 57 46 35 24 13 12 11 10
8 59 58 69 68 67 66 65 0 0 0
9 59 60 61 50 39 28 17 18 19 20
10 59 60 71 72 73 74 75 0 0 0
11 59 70 71 72 73 74 75 0 0 0
12 59 70 81 80 79 78 77 76 0 0
13 59 48 37 36 25 14 13 12 11 10
14 59 48 37 38 27 16 17 18 19 20
15 59 58 47 46 35 24 13 12 11 10
16 59 60 49 50 39 28 17 18 19 20
17 59 70 69 80 79 78 77 76 0 0
18 59 48 47 46 35 24 13 12 11 10
19 59 48 49 50 39 28 17 18 19 20
20 59 58 57 56 45 34 23 12 11 10
21 59 58 57 68 67 66 65 0 0 0
22 59 58 69 80 79 78 77 76 0 0
23 59 60 61 62 51 40 29 18 19 20
24 59 60 61 72 73 74 75 0 0 0
25 59 60 71 82 83 84 85 86 0 0
26 59 70 71 82 83 84 85 86 0 0
27 59 70 81 82 83 84 85 86 0 0
28 59 70 81 92 91 90 89 88 87 0
29 59 48 37 26 25 14 13 12 11 10
30 59 48 37 26 27 16 17 18 19 20
31 59 58 47 36 35 24 13 12 11 10
32 59 60 49 38 39 28 17 18 19 20
33 59 70 69 68 79 78 77 76 0 0
34 59 48 47 36 35 24 13 12 11 10
35 59 48 49 38 39 28 17 18 19 20
36 59 58 57 46 45 34 23 12 11 10
37 59 58 69 68 79 78 77 76 0 0
38 59 60 61 50 51 40 29 18 19 20
39 59 60 71 72 83 84 85 86 0 0
40 59 70 71 72 83 84 85 86 0 0
41 59 70 81 80 91 90 89 88 87 0
42 59 48 37 36 35 24 13 12 11 10
43 59 48 37 38 39 28 17 18 19 20
248
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44 59 58 47 46 45 34 23 12 11 10
45 59 60 49 50 51 40 29 18 19 20
46 59 70 69 80 91 90 89 88 87 0
47 59 48 47 46 45 34 23 12 11 10
48 59 48 49 50 51 40 29 18 19 20
49 59 58 57 56 55 44 33 22 11 10
50 59 58 57 56 67 66 65 0 0 0
51 59 58 57 68 79 78 77 76 0 0
52 59 58 69 80 91 90 89 88 87 0
53 59 60 61 62 63 52 41 30 19 20
54 59 60 61 62 73 74 75 0 0 0
55 59 60 61 72 83 84 85 86 0 0
56 59 60 71 82 93 94 95 96 97 0
57 59 70 71 82 93 94 95 96 97 0
58 59 70 81 82 93 94 95 96 97 0
59 59 70 81 92 93 94 95 96 97 0
60 59 70 81 92 103 102 101 100 99 98
61 59 48 37 26 15 16 17 18 19 20
62 59 58 47 36 25 24 13 12 11 10
63 59 60 49 38 27 28 17 18 19 20
64 59 70 69 68 67 78 77 76 0 0
65 59 48 47 36 25 24 13 12 11 10
66 59 48 49 38 27 28 17 18 19 20
67 59 58 57 46 35 34 23 12 11 10
68 59 58 69 68 67 78 77 76 0 0
69 59 60 61 50 39 40 29 18 19 20
70 59 60 71 72 73 84 85 86 0 0
71 59 70 71 72 73 84 85 86 0 0
72 . 59 70 81 80 79 90 89 88 87 0
73 59 48 37 36 25 24 13 12 11 10
74 59 48 37 38 27 28 17 18 19 20
75 59 58 47 46 35 34 23 12 11 10
76 59 60 49 50 39 40 29 18 19 20
77 59 70 69 80 79 90 89 88 87 0
78 59 48 47 46 35 34 23 12 11 10
79 59 48 49 50 39 40 29 18 19 20
80 59 58 57 56 45 44 33 22 11 10
81 59 58 57 68 67 78 77 76 0 0
82 59 58 69 80 79 90 89 88 87 0
83 59 60 61 62 51 52 41 30 19 20
84 59 60 61 72 73 84 85 86 0 0
85 59 60 71 82 83 94 95 96 97 0
86 59 70 71 82 83 94 95 96 97 0
87 59 70 81 82 83 94 95 96 97 0
88 59 70 81 92 91 102 101 100 99 98
89 59 48 37 26 25 24 13 12 11 10
90 59 48 37 26 27 28 17 18 19 20
91 59 58 47 36 35 34 23 12 11 10
92 59 60 49 38 39 40 29 18 19 20
93 59 70 69 68 79 90 89 88 87 0
94 59 48 47 36 35 34 23 12 11 10
95 59 48 49 38 39 40 29 18 19 20
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96 59 58 57 46 45 44 33 22 11 10
97 59 58 69 68 79 90 89 88 87 0
98 59 60 61 50 51 52 41 30 19 20
99 59 60 71 72 83 94 95 96 97 0
100 59 70 71 72 83 94 95 96 97 0
101 59 70 81 80 91 102 101 100 99 98
102 59 48 37 36 35 34 23 12 11 10
103 59 48 37 38 39 40 29 18 19 20
104 59 58 47 46 45 44 33 22 11 10
105 59 60 49 50 51 52 41 30 19 20
106 59 70 69 80 91 102 101 100 99 98
107 59 48 47 46 45 44 33 22 11 10
108 59 48 49 50 51 52 41 30 19 20
109 59 58 57 56 55 54 0 0 0 0
110 59 58 57 56 55 66 65 0 0 0
111 59 58 57 56 67 78 77 76 0 0
112 59 58 57 68 79 90 89 88 87 0
113 59 58 69 80 91 102 101 100 99 98
114 59 60 61 62 63 64 0 0 0 0
115 59 60 61 62 63 74 75 0 0 0
116 59 60 61 62 73 84 85 86 0 0
117 59 60 61 72 83 94 95 96 97 0
118 59 60 71 82 93 104 105 106 107 108
119 59 70 71 82 93 104 105 106 107 108
120 59 70 81 82 93 104 105 106 107 108
121 59 70 81 92 93 104 105 106 107 108
122 59 70 81 92 103 104 105 106 107 108
123 59 70 69 68 67 66 77 76 0 0
124 59 58 57 46 35 24 23 12 11 10
125 59 58 69 68 67 66 77 76 0 0
126 59 60 61 50 39 28 29 18 19 20
127 59 60 71 72 73 74 85 86 0 0
128 59 70 71 72 73 74 85 86 0 0
129 59 70 81 80 79 78 89 88 87 0
130 59 58 47 46 35 24 23 12 11 10
131 59 60 49 50 39 28 29 18 19 20
132 59 70 69 80 79 78 89 88 87 0
133 59 48 47 46 35 24 23 12 11 10
134 59 48 49 50 39 28 29 18 19 20
135 59 58 57 56 45 34 33 22 11 10
136 59 58 57 68 67 66 77 76 0 0
137 59 58 69 80 79 78 89 88 87 0
138 59 60 61 62 51 40 41 30 19 20
139 59 60 61 72 73 74 85 86 0 0
140 59 60 71 82 83 84 95 96 97 0
141 59 70 71 82 83 84 95 96 97 0
142 59 70 81 82 83 84 95 96 97 0
143 59 70 81 92 91 90 101 100 99 98
144 59 58 47 36 35 24 23 12 11 10
145 59 60 49 38 39 28 29 18 19 20
146 59 70 69 68 79 78 89 88 87 0
147 59 48 47 36 35 24 23 12 11 10
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148 59 48 49 38 39 28 29 18 19 20
149 59 58 57 46 45 34 33 22 11 10
150 59 58 69 68 79 78 89 88 87 0
151 59 60 61 50 51 40 41 30 19 20
152 59 60 71 72 83 84 95 96 97 0
153 59 70 71 72 83 84 95 96 97 0
154 59 70 81 80 91 90 101 100 99 98
155 59 48 37 36 35 24 23 12 11 10
156 59 48 37 38 39 28 29 18 19 20
157 59 58 47 46 45 34 33 22 11 10
158 59 60 49 50 51 40 41 30 19 20
159 59 70 69 80 91 90 101 100 99 98
160 59 48 47 46 45 34 33 22 11 10
161 59 48 49 50 51 40 41 30 19 20
162 59 58 57 56 55 44 43 0 0 0
163 59 58 57 56 67 66 77 76 0 0
164 59 58 57 68 79 78 89 88 87 0
165 59 58 69 80 91 90 101 100 99 98
166 59 60 61 62 63 52 53 0 0 0
167 59 60 61 62 73 74 85 86 0 0
168 59 60 61 72 83 84 95 96 97 0
169 59 60 71 82 93 94 105 106 107 108
170 59 70 71 82 93 94 105 106 107 108
171 59 70 81 82 93 94 105 106 107 108
172 59 70 81 92 93 94 105 106 107 108
173 59 58 47 36 25 24 23 12 11 10
174 59 60 49 38 27 28 29 18 19 20
175 59 70 69 68 67 78 89 88 87 0
176 59 48 47 36 25 24 23 12 11 10
177 59 48 49 38 27 28 29 18 19 20
178 59 58 57 46 35 34 33 22 11 10
179 59 58 69 68 67 78 89 88 87 0
180 59 60 61 50 39 40 41 30 19 20
181 59 60 71 72 73 84 95 96 97 0
182 59 70 71 72 73 84 95 96 97 0
183 59 70 81 80 79 90 101 100 99 98
184 59 48 37 36 25 24 23 12 11 10
185 59 48 37 38 27 28 29 18 19 20
186 59 58 47 46 35 34 33 22 11 10
187 59 60 49 50 39 40 41 30 19 20
188 59 70 69 80 79 90 101 100 99 98
189 59 48 47 46 35 34 33 22 11 10
190 59 48 49 50 39 40 41 30 19 20
191 59 58 57 56 45 44 43 0 0 0
192 59 58 57 68 67 78 89 88 87 0
193 59 58 69 80 79 90 101 100 99 98
194 59 60 61 62 51 52 53 0 0 0
195 59 60 61 72 73 84 95 96 97 0
196 59 60 71 82 83 94 105 106 107 108
197 59 70 71 82 83 94 105 106 107 108
198 59 70 81 82 83 94 105 106 107 108
199 59 48 37 26 25 24 23 12 11 10
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200 59 48 37 26 27 28 29 18 19 20
201 59 58 47 36 35 34 33 22 11 10
202 59 60 49 38 39 40 41 30 19 20
203 59 70 69 68 79 90 101 100 99 98
204 59 48 47 36 35 34 33 22 11 10
205 59 48 49 38 39 40 41 30 19 20
206 59 58 57 46 45 44 43 0 0 0
207 59 58 69 68 79 90 101 100 99 98
208 59 60 61 50 51 52 53 0 0 0
209 59 60 71 72 83 94 105 106 107 108
210 59 70 71 72 83 94 105 106 107 108
211 59 48 37 36 35 34 33 22 11 10
212 59 48 37 38 39 40 41 30 19 20
213 59 58 47 46 45 44 43 0 0 0
214 59 60 49 50 51 52 53 0 0 0
215 59 48 47 46 45 44 43 0 0 0
216 59 48 49 50 51 52 53 0 0 0
217 59 58 57 56 55 66 77 76 0 0
218 59 58 57 56 67 78 89 88 87 0
219 59 58 57 68 79 90 101 100 99 98
220 59 60 61 62 63 74 85 86 0 0
221 59 60 61 62 73 84 95 96 97 0
222 59 60 61 72 83 94 105 106 107 108
223 59 70 81 80 79 78 77 88 87 0
224 59 70 69 80 79 78 77 88 87 0
225 59 58 57 56 45 34 23 22 11 10
226 59 58 69 80 79 78 77 88 87 0
227 59 60 61 62 51 40 29 30 19 20
228 59 60 71 82 83 84 85 96 97 0
229 59 70 71 82 83 84 85 96 97 0
230 59 70 81 82 83 84 85 96 97 0
231 59 70 81 92 91 90 89 100 99 98
232 59 70 69 68 79 78 77 88 87 0
233 59 58 57 46 45 34 23 22 11 10
234 59 58 69 68 79 78 77 88 87 0
235 59 60 61 50 51 40 29 30 19 20
236 59 60 71 72 83 84 85 96 97 0
237 59 70 71 72 83 84 85 96 97 0
238 59 70 81 80 91 90 89 100 99 98
239 59 58 47 46 45 34 23 22 11 10
240 59 60 49 50 51 40 29 30 19 20
241 59 70 69 80 91 90 89 100 99 98
242 59 48 47 46 45 34 23 22 11 10
243 59 48 49 50 51 40 29 30 19 20
244 59 58 57 56 55 44 33 32 0 0
245 59 58 57 68 79 78 77 88 87 0
246 59 58 69 80 91 90 89 100 99 98
247 59 60 61 62 63 52 41 42 0 0
248 59 60 61 72 83 84 85 96 97 0
249 59 60 71 82 93 94 95 106 107 108
250 59 70 71 82 93 94 95 106 107 108
251 59 70 81 82 93 94 95 106 107 108
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356 59 48 49 38 39 40 41 42 0 0
357 59 48 37 36 35 34 33 32 0 0
358 59 48 37 38 39 40 41 42 0 0
359 59 58 57 56 55 66 77 88 87 0
360 59 58 57 56 67 78 89 100 99 98
361 59 60 61 62 63 74 85 96 97 0
362 59 60 61 62 73 84 95 106 107 108
363 59 70 81 92 91 90 89 88 99 98
364 59 70 81 80 91 90 89 88 99 98
365 59 70 69 80 91 90 89 88 99 98
366 59 58 57 56 55 44 33 22 21 0
367 59 58 69 80 91 90 89 88 99 98
368 59 60 61 62 63 52 41 30 31 0
369 59 60 71 82 93 94 95 96 107 108
370 59 70 71 82 93 94 95 96 107 108
371 59 70 81 82 93 94 95 96 107 108
372 59 70 81 92 93 94 95 96 107 108
373 59 70 81 80 79 90 89 88 99 98
374 59 70 69 80 79 90 89 88 99 98
375 59 58 57 56 45 44 33 22 21 0
376 59 58 69 80 79 90 89 88 99 98
377 59 60 61 62 51 52 41 30 31 0
378 59 60 71 82 83 94 95 96 107 108
379 59 70 71 82 83 94 95 96 107 108
380 59 70 81 82 83 94 95 96 107 108
381 59 70 69 68 79 90 89 88 99 98
382 59 58 57 46 45 44 33 22 21 0
383 59 58 69 68 79 90 89 88 99 98
384 59 60 61 50 51 52 41 30 31 0
385 59 60 71 72 83 94 95 96 107 108
386 59 70 71 72 83 94 95 96 107 108
387 59 58 47 46 45 44 33 22 21 0
388 59 60 49 50 51 52 41 30 31 0
389 59 48 47 46 45 44 33 22 21 0
390 59 48 49 50 51 52 41 30 31 0
391 59 58 57 68 79 90 89 88 99 98
392 59 60 61 72 83 94 95 96 107 108
393 59 70 81 80 79 78 89 88 99 98
394 59 70 69 80 79 78 89 88 99 98
395 59 58 57 56 45 34 33 22 21 0
396 59 58 69 80 79 78 89 88 99 98
397 59 60 61 62 51 40 41 30 31 0
398 59 60 71 82 83 84 95 96 107 108
399 59 70 71 82 83 84 95 96 107 108
400 59 70 81 82 83 84 95 96 107 108
401 59 70 69 68 79 78 89 88 99 98
402 59 58 57 46 45 34 33 22 21 0
403 59 58 69 68 79 78 89 88 99 98
404 59 60 61 50 51 40 41 30 31 0
405 59 60 71 72 83 84 95 96 107 108
406 59 70 71 72 83 84 95 96 107 108
407 59 58 47 46 45 34 33 22 21 0
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408 59 60 49 50 51 40 41 30 31 0
409 59 48 47 46 45 34 33 22 21 0
410 59 48 49 50 51 40 41 30 31 0
411 59 58 57 68 79 78 89 88 99 98
412 59 60 61 72 83 84 95 96 107 108
413 59 70 69 68 67 78 89 88 99 98
414 59 58 57 46 35 34 33 22 21 0
415 59 58 69 68 67 78 89 88 99 98
416 59 60 61 50 39 40 41 30 31 0
417 59 60 71 72 73 84 95 96 107 108
418 59 70 71 72 73 84 95 96 107 108
419 59 58 47 46 35 34 33 22 21 0
420 59 60 49 50 39 40 41 30 31 0
421 59 48 47 46 35 34 33 22 21 0
422 59 48 49 50 39 40 41 30 31 0
423 59 58 57 68 67 78 89 88 99 98
424 59 60 61 72 73 84 95 96 107 108
425 59 58 47 36 35 34 33 22 21 0
426 59 60 49 38 39 40 41 30 31 0
427 59 48 47 36 35 34 33 22 21 0
428 59 48 49 38 39 40 41 30 31 0
429 59 48 37 36 35 34 33 22 21 0
430 59 48 37 38 39 40 41 30 31 0
431 59 58 57 56 67 78 89 88 99 98
432 59 60 61 62 73 84 95 96 107 108
433 59 70 81 80 79 78 77 88 99 98
434 59 70 69 80 79 78 77 88 99 98
435 59 58 57 56 45 34 23 22 21 0
436 59 58 69 80 79 78 77 88 99 98
437 59 60 61 62 51 40 29 30 31 0
438 59 60 71 82 83 84 85 96 107 108
439 59 70 71 82 83 84 85 96 107 108
440 59 70 81 82 83 84 85 96 107 108
441 59 70 69 68 79 78 77 88 99 98
442 59 58 57 46 45 34 23 22 21 0
443 59 58 69 68 79 78 77 88 99 98
444 59 60 61 50 51 40 29 30 31 0
445 59 60 71 72 83 84 85 96 107 108
446 59 70 71 72 83 84 85 96 107 108
447 59 58 47 46 45 34 23 22 21 0
448 59 60 49 50 51 40 29 30 31 0
449 59 48 47 46 45 34 23 22 21 0
450 59 48 49 50 51 40 29 30 31 0
451 59 58 57 68 79 78 77 88 99 98
452 59 60 61 72 83 84 85 96 107 108
453 59 70 69 68 67 78 77 88 99 98
454 59 58 57 46 35 34 23 22 21 0
455 59 58 69 68 67 78 77 88 99 98
456 59 60 61 50 39 40 29 30 31 0
457 59 60 71 72 73 84 85 96 107 108
458 59 70 71 72 73 84 85 96 107 108
459 59 58 47 46 35 34 23 22 21 0
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460 59 60 49 50 39 40 29 30 31 0
461 59 48 47 46 35 34 23 22 21 0
462 59 48 49 50 39 40 29 30 31 0
463 59 58 57 68 67 78 77 88 99 98
464 59 60 61 72 73 84 85 96 107 108
465 59 58 47 36 35 34 23 22 21 0
466 59 60 49 38 39 40 29 30 31 0
467 59 48 47 36 35 34 23 22 21 0
468 59 48 49 38 39 40 29 30 31 0
469 59 48 37 36 35 34 23 22 21 0
470 59 48 37 38 39 40 29 30 31 0
471 59 58 57 56 67 78 77 88 99 98
472 59 60 61 62 73 84 85 96 107 108
473 59 70 69 68 67 66 77 88 99 98
474 59 58 57 46 35 24 23 22 21 0
475 59 58 69 68 67 66 77 88 99 98
476 59 60 61 50 39 28 29 30 31 0
477 59 60 71 72 73 74 85 96 107 108
478 59 70 71 72 73 74 85 96 107 108
479 59 58 47 46 35 24 23 22 21 0
480 59 60 49 50 39 28 29 30 31 0
481 59 48 47 46 35 24 23 22 21 0
482 59 48 49 50 39 28 29 30 31 0
483 59 58 57 68 67 66 77 88 99 98
484 59 60 61 72 73 74 85 96 107 108
485 59 58 47 36 35 24 23 22 21 0
486 59 60 49 38 39 28 29 30 31 0
487 59 48 47 36 35 24 23 22 21 0
488 59 48 49 38 39 28 29 30 31 0
489 59 48 37 36 35 24 23 22 21 0
490 59 48 37 38 39 28 29 30 31 0
491 59 58 57 56 67 66 77 88 99 98
492 59 60 61 62 73 74 85 96 107 108
493 59 58 47 36 25 24 23 22 21 0
494 59 60 49 38 27 28 29 30 31 0
495 59 48 47 36 25 24 23 22 21 0
496 59 48 49 38 27 28 29 30 31 0
497 59 48 37 36 25 24 23 22 21 0
498 59 48 37 38 27 28 29 30 31 0
499 59 48 37 26 25 24 23 22 21 0
500 59 48 37 26 27 28 29 30 31 0
501 59 58 57 56 55 66 77 88 99 98
502 59 60 61 62 63 74 85 96 107 108
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Table 3A; Matrix TCAPTUR - Capture Zone Point Coordinates
Travel Time
= 0.2E+8sec =  4.0E+8sec
Path No. 
1 . 0 0 0 0  








1 0 . 0 0 0 0  
1 1 .0 0 0 0  








2 0 . 0 0 0 0  
2 1 . 0 0 0 0  








































































































































































2 0 . 0 0 0 0  
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