Abstract| The paper presents a viewpoint planning strategy which automatically guides a movable camera from an arbitrary position to a position where the optical axis is perpendicular to a plane spanned by any two intersecting edges on a polyhedral object, i.e., a junction.
I. Introduction
Active vision as introduced in 1] is aimed at purposive control of various degrees of freedom of the sensory system. Most active vision research has concentrated on controlling the optical degrees of freedom or tracking objects using stationary camera heads. In recent years there has been an increasing interest in controlling the positional degrees of freedom of a camera { the so called viewpoint planning or purposive viewpoint adjustment.
Viewpoint planning assumes that a camera can move around and look at an object from di erent viewpoints. Work employing viewpoint planning for object recognition and indexing include 2], 3], 4], 5], or shape recovery 6], 7]. In these approaches the concept of generic or special viewpoints is central. The purpose of moving the camera is to arrive at special viewpoints, such that the solution to an inherently three-dimensional problem is essentially reduced to a 2D problem. This paper describes a viewpoint planning strategy for determining the true angle between two intersecting object edges without performing reconstruction. The aim of the strategy is to align the optical axis with the normal of the junction plane to get a projection where the true angle can be measured directly from the image.
Motivation for this work grew out of work on single image recognition of polyhedral objects using a probabilistic approach 8], 9], 10]. Conditional probabilities linking angles in images to true angles are used to rank beliefs in object models. The strategy presented here could be used as a robust way of measuring one or a few crucial junction angles for nal disambiguation in such systems for recognizing polyhedral objects. The strategy can determine true angle, but is basically an alignment procedure and could be applied to, e.g., welding or cutting sheet metal by aligning a tool with the surface normal, by mounting the camera together with the tool on a manipulator so as to have the optical axis parallel to the tool axis.
A review of selected work on viewpoint planning reveals that four key elements are shared by these approaches. A combination of shape from occluding contour and view planning is presented in 7] . The camera is moved in a circle in the tangent plane to a point of interest, and the curvature of the occluding contour is computed from positions on this circle. A maximum Claus Madsen is with the Laboratory of Image Analysis, Aalborg University, Aalborg, Denmark. E-mail: cbm@vision.auc.dk Henrik Christensen is with the Center for Autonomous Systems, Royal Institute of Technology, Stockholm, Sweden. E-mail: hic@bion.kth.se and minimum in contour curvature correspond to the two principal curvatures, and the relative positions on the circle provide the directions of principal curvatures. Thus, a surface patch around the interest point can be reconstructed.
Wilkes and Tsotsos 3], present a viewpoint planning strategy aiming at simplifying 3D object recognition. The strategy aligns the camera with the object to obtain a 'generic' view. Their approach is to select and track an edge segment and move the camera to maximize the length of the segment. Then another segment is selected and the length of this is maximized, keeping the rst segment at its maximum length. The resulting view is one of several generic ones for the particular object. These generic views can be predicted from the model of an object, and recognition is reduced to a 2D matching problem.
Some key elements are common to this type of approaches. The fundamental idea is to localize the position of the movable observer relative to an object centered coordinate system, i.e., move to a generic viewpoint. The camera is moved in some manner (typically circles in space) around an interest point. For guiding the camera to the desired viewpoint an image feature is chosen, which has some characteristic variation with viewpoint. This variation is monitored during camera motion and typically extrema indicate a special camera position. Camera guidance is handled by some strategy, deciding how to move the camera and how to interpret the variation in the image feature. The strategy presented here has the same four elements: 1) a concept of one or more special viewpoints, 2) an image feature suitable for control of camera motion, 3) a way of constraining the motion of the camera, and 4) a super-ordinate control strategy.
A problem in viewpoint planning is the stability of the image feature being monitored during camera movement. 7] uses the curvature of the occluding contour, a feature it can be di cult to extract reliably. Wilkes and Tsotsos, 3] , use the lengths of edge segments, also an unreliable feature. This paper addresses this reliability problem by demonstrating how an alignment similar to that of Wilkes and Tsotsos can be achieved by using the angle between two edge segments, rather than the lengths.
Using the angle has several advantages. First, the angle is more robust than length. The angle between two segments is the di erence in their orientations, and it is commonly accepted that segment orientation is more stable than length. This has also been demonstrated theoretically and experimentally in 11]. Furthermore, our approach does not require estimating and maintaining the distance to the object as done in 3], nor does it require known focal length. Finally, partial occlusion of the edges can be tolerated, since only the edge orientations are used.
A. Overview of approach
It is assumed that two edge segments can be identi ed in an image as being the projections of two object edges forming a junction, i.e., that meet at a point. In the proposed strategy this junction point is xated, i.e., kept at the image center for all viewpoints. The angle between the edge segments in the image shall be called the apparent angle. The angle between the edges forming the object junction is called the true angle.
The canonical viewpoint in our strategy is where the image plane is parallel to the plane spanned by the junction, and the junction is xated. At the canonical viewpoint the apparent angle equals the true angle. Thus, in addition to performing alignment, the angle is also obtained directly with no reconstruction. As mentioned this angle can be used for model disambiguation or as a strong key for object indexing.
The strategy is designed around the key observation that the apparent angle varies as a saddle surface over the range of all viewpoints. Our strategy utilizes this by monitoring the apparent angle during camera motion and detecting local extrema. We show how two ways of moving the camera can be de ned from the image of the junction. The strategy rst uses one way of moving the camera until a local minimum in apparent angle is detected. The strategy then changes to the second way. When a local maximum occurs, the camera has reached the desired canonical viewpoint, coinciding with the saddle point. The strategy requires an 'eye-in-hand' setup allowing the camera to be moved around an object. To control the camera movement using image data, a known relative orientation between camera and manipulator coordinate systems is assumed. Finally, the technique requires known image center location and pixel aspect ratio. The image center is used for the xation and the pixel aspect ratio is needed to compute the angle between the two edge segments.
The remainder of the paper is organized as follows: section II describes how the apparent angle varies with viewpoint, how the two ways of moving the camera can be de ned and how this is integrated into an alignment strategy. Section III reports on a set of 60 experiments running the strategy on real images. Section IV summarizes the main elements of the work.
II. Conceptual framework
The strategy moves the camera to achieve a known position relative to an object centered coordinate system. To that end we introduce a Junction Coordinate System, JCS, having its origin at the intersection point of the two object edges forming the junction ( gure 6 in appendix). The z-axis of the JCS is oriented along the normal of the plane spanned by the junction. The junction plane divides 3D space into two half-spaces. The JCS z-axis points into the half-space containing the viewpoint. The JCS x-axis is in the junction plane and oriented along the line that bisects the two junction lines. The JCS y-axis is oriented so that the three axes de ne a right-handed coordinate frame. The canonical viewpoint is anywhere on the JCS z-axis, and xation on the JCS origin is maintained during camera movement.
A. View variation in apparent angle
Appendix A derives a general relationship between viewpoint and apparent angle using a full perspective projection model. Assuming the junction point is xated in the image center the apparent angle does not depend on the distance from the camera to the junction point, nor on the camera focal length. Therefore all viewpoints can be represented by the surface of a view sphere. Figure 1 shows that the viewpoint variation in apparent angle over the view sphere has the shape of a saddle surface.
The fundamental idea behind our algorithm is to exploit this generic saddle surface shape for guiding the camera. Notice from gure 1 that the two principal directions of the saddle surface, the "ridge" and the "valley", are parallel to the x and y axes of the Junction Coordinate System. This can be used for detecting when the camera passes trough the xz or the yzplane of the JCS. E.g., if the camera passes perpendicularly through the yz-plane, i.e., crosses the "valley", then the passage will be detectable as a local minimum in apparent angle. The subsequent section presents a technique for moving the camera such that this extremum e ect can be used.
B. Reactive camera movement Figure 2 shows how two directions can be de ned from an image of a junction. Together with the viewpoint each direction de nes a plane in space passing through the origin of the JCS. The two directions can be taken to be the projections of the JCS x-axis (along) and y-axis (across) respectively. The planes formed by the image directions and the viewpoint will therefore respectively be perpendicular to the yz-plane and xz-plane of the JCS. Thus, if the camera can be made to move around the junction point in a circle in one of these planes it will automatically cross a valley or a ridge of the saddle surface, making it possible to utilize the extremum e ect 1 . Such movement can be achieved by performing a small translation of the camera parallel to the image plane in the chosen direction, e.g., along the bisecting line, then re-xate on the junction point, translate again etc. This scheme will result in a trajectory approximating a circle around the junction point. Since the apparent angle is invariant to the distance between camera and object it is not important to maintain a xed distance.
The reactive component in the movement is that the appearance of the junction in the image determines the exact orientation of the resulting circle trajectory. The two types of movement will subsequently be referred to as Motion Along Bisector and Motion Across Bisector; each can be executed using Positive Speed or Negative Speed. C. Camera location from apparent angle extrema
In 12] a general expression is derived for the camera trajectories of the reactive camera movement. It is also shown that extrema in apparent angle signify a crossing through either the JCS xz or yz-plane. Su ce it here to summarize the development in apparent angle during camera motion graphically, gure 3. The gure shows the Junction Coordinate System viewed along the z-axis, with a unit circle drawn in the JCS xyplane. The general direction of motion (trajectory projected to the xy-plane) is indicated by the arrows inside the unit circles. D. Viewpoint planning strategy A two-step alignment strategy can be built around the two camera movements and the relationship between apparent angle extrema and well-de ned JCS planes. By rst engaging Motion Along Bisector and continuing until a minimum in apparent angle is detected, the camera will arrive at the JCS yz-plane.
Subsequently, by executing Motion Across Bisector until a maximum is detected, the camera will automatically arrive at the canonic view point. Conceptually it is indi erent which of the two motions is engaged rst. Having thus described the conceptual framework of the strategy this section presents aspects of how the strategy is actually implemented. Following that we present a series of experiments demonstrating the strategy on real images. A. Important practical considerations Thresholds and other parameters are rarely addressed in the literature. This work has two such degrees of freedom: 1) a threshold for detecting apparent angle extrema, and 2) a parameter for controlling how much the camera is moved between frames. In the implementation both have been made relative to the standard deviation in an apparent angle measurement, ! . 12] reports a set of experiments determining ! to be approx. 0:4 .
In the pseudo code it was assumed that apparent angle extrema could be detected as !(N) = 0. In practice something more robust is required. In our implementation ! has been used for detecting, e.g., a 'su ciently' small value on each side of a maximum. If, on both sides of the currently largest apparent angle, there are measurements which are two times ! smaller than the largest value, then the largest value was a maximum. The camera is then moved backwards until the apparent angle again is within one standard deviation of the maximum. Another problem facing viewpoint planning is controlling the camera displacement between frames. 3] estimates the distance to the object and then controls the displacement to get a certain number of frames per distance traveled on the view sphere. 7] does not address this topic. In our approach distance is not estimated. Instead displacement is continuously scaled to get a change in apparent angle per frame which equals ! .
B. Demonstrating example Figure 4 presents 12 frames from a sequence of 104 acquired during a run of strategy using real images. Figure 5 shows the camera trajectory and the measured apparent angle for all images in the sequence. For the experiments the robot's internal coordinate system has been approximately aligned with the JCS of the test object to be able to record the trajectories. From the development in the apparent angle a decreasing tendency is seen, as required during the Motion Along Bisector part of the strategy, followed by an increase terminating at 90:2 . The true angle of the junction on the object is 90:0 . Figure 5 demonstrates the two-step operation of the strategy. The camera moves from a position in the second octant towards the y-axis of the JCS. The 'over-shoot' is due to the fact that extrema cannot be detected until they are passed as described in section III-A. The second subprocess moves the camera according to Motion Across Bisector. Initially, as expressed in the pseudo-code, Positive Speed is selected for this second motion. This is seen in the trajectory plot as the view point actually going towards increasing y-coordinate. This is detected quickly since the apparent angle is decreasing, and a switch is made to Negative Speed at frame 64. Figure 4 shows how the length of particularly one segment su ers from erroneous image processing. This demonstrates the main advantage of using the apparent angle instead.
C. Accuracy of performance
In total 60 experiments with di erent true angles have been performed. For each experiment the camera was initially positioned at some point on the JCS view sphere and control passed over to the strategy. The initial points are scattered all over the view sphere, i.e., there are large and small initial apparent angles for all true angles. For some initial points the angle between the optical axis and the junction plane normal is 80 .
The experimental setup does not facilitate a direct determination of the alignment accuracy. Since the apparent angle equals the true angle at the canonical viewpoint, it has been chosen to evaluate the strategy in terms of the accuracy with which the true angle can be determined. By studying the apparent angle function this can then be converted to how accurately the optical axis is aligned with the junction plane normal. Table I shows that the consistency and the accuracy of the technique is very high. The mean and the standard deviation of the di erences between ground truth and estimated angle are listed below each table. The mean indicates a systematic over-estimation. This is believed to be due to an inaccuracy in the determination of the pixel aspect ratio, a task for which the technique in 13] was employed. This is substantiated by the tendency toward larger over-estimation for larger true angles.
It is reasonable to conclude that the strategy is able to determine the true angle with an accuracy of 1 . This in turn means that the optical axis can be aligned with the junction A run required from 50 to 120 frames. The mechanical setup used for moving the camera in the reported experiments limit processing to 6 frames/minute, but the ultimate limiting factor is the rate at which images can be processed. With the proposed strategy processing is essentially limited to edge detection which can be done in real time. Thus, a manipulator capable of operating at this speed could align in approximately 4 seconds.
The simplicity of the strategy is key to the robustness. Three types of situations can cause failure, though. 1) The strategy has no built-in mechanism for detecting whether the junction is a real junction or an accidental alignment. Relative depth from focus is a reliable and fast method for determining this 14]. 2) If track is lost of a junction edge due to poor illumination or occlusion the apparent angle cannot be determined and the strategy must terminate. If the tracking procedure starts tracking a wrong edge the strategy behavior will be unpredictable. Often this will result in a situation where the edges are not a real junction, ( rst failure situation). 3) If the computed direction of the bisecting line used for determining camera motion direction is wrong, the angle extrema will not occur at the correct positions relative to the Junction Coordinate System. This problem is eliminated if the bisector direction is re-computed for every frame, instead of just for the rst frame of each of the two motion directions.
IV. Conclusion
A large segment of viewpoint planning techniques use a dynamically changing image feature for controlling the movement of the camera to a canonical viewpoint. An all-important issue in this context is the robustness of such features.
It has been demonstrated that a viewpoint planning strategy for alignment can designed around the changing apparent angle of an object junction. By using apparent angle instead of, e.g., segment lengths, we have achieved high robustness as well as independence of distance to the object and of camera focal length. Furthermore, the apparent angle feature is insensitive to partial occlusions.
The presented strategy is capable of determining the true angle of a junction with an accuracy of 1 , corresponding to an By transforming these three points to the image we obtain three points that de ne the image of the junction. From the xation constraint the edges will intersect at the image center.
Thus,l1 = p 1 
Eq. (3) states that the tangent of the apparent angle equals a ratio in terms of the true angle, , and the viewpoint represented by the two spherical angles and . Thus the focal length and the distance to the junction point do not in uence the apparent angle even though a full perspective transformation was used in the derivation.
