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a b s t r a c t
This work deals with mathematical programs with fuzzy equilibrium constraints. It
shows that solving the fuzzy MPEC is equivalent to solving a fuzzy complementarity
constrained optimization problem. By using the tolerance approach, we show that
the fuzzy complementarity constrained optimization problem can be converted to a
regular nonlinear programming problem. A new smoothing approach based on entropic
regularization is developed for solving the resulting optimization problem. Numerical
examples are also included to illustrate the solution procedure.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Amathematical programwith equilibrium constraints (MPEC) is an optimization problem, for which an embedded set of
constraints is used to model the equilibrium conditions in various applications. This equilibrium concept corresponds to a
desired state such as the optimality conditions for the inner problem of a bilevel optimization model, the Nash equilibrium
of a game played by rational players, a traffic equilibrium on a transportation network, and so on [1].
In the MPEC setting the equilibrium constraints are parameterized by a variable of the overall optimization problem.
That is, for each fixed upper level variable, a new set of equilibrium constraints has to be satisfied. For instance, consider a
traffic network where the users of the network try to traverse different origin–destination pairs. A traffic equilibrium occurs
when the users choose the paths that are the most appealing ones according to their interests, distancewise or pricewise.
The problem of determining the optimum toll prices on this network is a good example of a typical MPEC problem. In
this case, the toll price is the upper level variable and for each fixed price, a different equilibrium occurs according to the
path preferences of the users [1]. Another well-known application of MPECs is to identify the quasibrittle fracture material
properties of a novel composite engineered in Italy as described in [2]. There are many other applications of MPEC such as
dynamic pricing in telecommunication networks, motion-planning in robotics, capacity enhancement in traffic networks
and optimal design in mechanics [3]. Due to the vagueness involved in real world problems, the MPEC problem in a fuzzy
environment becomes an important problem both in theory and in practice.
This work considers a mathematical program with fuzzy equilibrium constraints. The equilibrium constraints in MPEC
problems are usuallymodeled by a set of parametric variational inequalities or complementarity constraints in the literature
[4]. In this work the MPEC problemwhose constraints include some fuzzy parametric variational inequalities is introduced.
Although a powerful theory has been developed for variational inequalities, the parameterized setting in MPEC problems
makes these problems very difficult to solve. There have been different approaches to deal with this problem such as general
penalization techniques [5,6], heuristics [7,8], and continuation methods [9,10]. The equivalence of the fuzzy parametric
variational inequalities and the fuzzy parametric complementarity problem is discussed in this work to transform the fuzzy
MPEC problem into a regular nonlinear optimization problem. A solution method based on solving a sequence of perturbed
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Fig. 1. The membership function µG˜v (x, y) of the fuzzy inequality 〈F(x, y), v− y〉
≥∼ 0.
problems is used to approximate the resulting non-differentiability optimization problem. The proposed solution method
exploits the use of entropic regularization, which has been successfully applied in solving various problems [11–13]. There
exist several advantages of using entropic regularization. For instance, the nonlinear optimization solvers performwellwhen
the functions of the problemhas desirable properties such as convexity, nonsingularity of the gradient, and so on. It has been
shown that the smoothing function used in entropic regularization satisfies these properties [1]. Therefore, it can be claimed
that the proposed approach provides an efficient tool for practitioners to solve a class of the fuzzy MPEC problems with any
nonlinear programming solver.
The paper is organized as follows: In Section 2 amathematical programwith fuzzy equilibrium constraints is introduced.
It shows that solving the fuzzy MPEC is equivalent to solving a fuzzy complementarity constrained optimization problem.
Applying the fuzzy set theory, we show that the fuzzy complementarity constrained optimization problem can be converted
to a regular nonlinear programming problem. A new smoothing approach based on entropic regularization for solving the
resulting optimization problem is presented in Section 3. A numerical example is provided in Section 4 to illustrate the
solution procedure. The paper is concluded in Section 5.
2. The mathematical program with fuzzy equilibrium constraints
A mathematical programs with fuzzy equilibrium constraints is a constrained optimization problem whose constraints
include some fuzzy parametric variational inequalities and can be described as follows.
min f (x, y)
s.t. x ∈ X
y solves V˜I(F(x, ·), C(x)),
(1)
where f : Rn+m → R is a continuously differentiable function, X is a nonempty set in Rn, F : Rn+m → Rm is a continuously
differentiable function, C : Rn → 2Rm is a set valued mapping, and V˜I(F(x, ·), C(x)) is the fuzzy parametric variational
inequality problem defined by the pair (F(x, ·), C(x)); that is, y solves V˜I(F(x, ·), C(x)) if and only if
y ∈ C(x),
〈F(x, y), v− y〉 ≥∼ 0, ∀v ∈ C(x), (2)
where 〈F(x, y), v − y〉 ≥∼ 0 are fuzzy inequalities, ∀ v ∈ C(x), and ‘‘≥∼’’ denotes the fuzzified version of ‘‘≥’’ with the
linguistic interpretation ‘‘approximately greater than or equal to’’. More precisely, for any x ∈ Rn, given v ∈ C(x), each
fuzzy inequality 〈F(x, y), v − y〉 ≥∼ 0 actually determines a fuzzy set G˜v in Rn+m, whose membership function is denoted
by µG˜v(x, ·), such that for each y ∈ Rm, µG˜v(x, y) is the degree to which the regular inequality 〈F(x, y), v− y〉 ≥ 0 is sat-
isfied. To specify the membership functionµG˜v , it is commonly assumed thatµG˜v(x, y) should be 0 if the regular inequality〈F(x, y), v − y〉 ≥ 0 is strongly violated, and 1 if it is satisfied. This ‘‘tolerance approach’’ leads to a membership function
in the following form, ∀ v ∈ C(x):
µG˜v(x, y) =
{1, if 〈F(x, y), v− y〉 ≥ 0,
µv(〈F(x, y), v− y〉), if − p < 〈F(x, y), v− y〉 ≤ 0,
0, if 〈F(x, y), v− y〉 ≤ −p,
where p ≥ 0, is the tolerance level which a decision maker can tolerate in the accomplishment of the fuzzy inequality
〈F(x, y), v− y〉 ≥∼ 0.We usually assume that µv(〈F(x, y), v− y〉) ∈ [0, 1] and it is continuous and strictly increasing over
[−p, 0]. Fig. 1 shows different shapes of such membership functions.
It is well known that variational inequalities is equivalent to the generalized complementarity problem over a convex
cone [14]. In this paper, we extend the idea and consider solving the fuzzy parametric variational inequalities (2) in view of
the following fuzzy parametric complementarity problem.
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Find y ∈ Rm such that
y ∈ C(x),
〈F(x, y), y〉 =∼ 0,
F(x, y)
∈∼ C∗(x),
(3)
where C(x) is a convex cone in Rm,∀ x ∈ Rn, ‘‘=∼’’ denotes the fuzzified version of ‘‘=’’ with the linguistic interpretation
‘‘approximately equal to’’, and C∗(x) = {u ∈ Rm | 〈u, v〉 ≥ 0, ∀ v ∈ C(x)} is a polar (dual) cone of C(x) in Rm,∀ x ∈ Rn.
The equivalence of the fuzzy parametric variational inequalities (2) and the fuzzy parametric complementarity problem (3)
is established in Theorem 1.
Theorem 1. The fuzzy parametric variational inequalities (2) is equivalent to the fuzzy parametric complementarity problem (3)
when C(x) is a convex cone, ∀ x ∈ Rn.
Proof. To show that the problem (2) is equivalent to the problem (3) over a convex cone, we start by showing that problem
(3)⊂ problem (2).
For any x ∈ Rn, suppose that y∗ is a solution of the problem (3), then we have
〈F(x, y∗), y∗〉 =∼ 0 (4)
and
〈F(x, y∗), v〉 ≥∼ 0, ∀v ∈ C(x). (5)
Combining (4) and (5), we have 〈F(x, y∗), v− y∗〉 ≥∼ 0, ∀ v ∈ C(x). Therefore, y∗ is also a solution of the problem (2).
Nextwe show that problem (2)⊂ (3). Let y∗ be the solution of the problem (2)with themembership degreeα, 0 ≤ α ≤ 1.
According to the tolerance approach [15,16], we have
〈F(x, y∗), v− y∗〉 ≥ µ−1
G˜v
(α) ≥ −p, ∀ v ∈ C(x), (6)
whereµ−1
G˜v
(α),∀ v ∈ C(x), are the inverse functions ofµG˜v(x, ·), and p ≥ 0 is the tolerance levelwhich a decisionmaker can
tolerate in the accomplishment of the fuzzy inequality 〈F(x, y), v−y〉 ≥∼ 0. Suppose that either 〈F(x, y∗), y∗〉 > q1, q1 ≥ 0
or 〈F(x, y∗), y∗〉 < q2, q2 < 0 is true. For any x ∈ Rn, since C(x) is a convex cone, we have 〈F(x, y∗), y∗〉 ≥ −pλ−1 , p ≥ 0
when v = λy∗ with λ > 1, and 〈F(x, y∗), y∗〉 ≤ p, when v = 0. If 〈F(x, y∗), y∗〉 > q1, q1 ≥ 0, then −pλ−1 ≥ q1. This leads
to a contradiction. If 〈F(x, y∗), y∗〉 < q2, then p ≤ q2. There lies a contradiction. Therefore, q2 ≤ 〈F(x, y∗), y∗〉 ≤ q1, q1 ≥
0, q2 < 0, that is, 〈F(x, y∗), y∗〉 =∼ 0. Furthermore, from (6) we have
〈F(x, y∗), v〉 ≥ 〈F(x, y∗), y∗〉 − p,
≥ q2 − p, ∀v ∈ C(x).
This implies that 〈F(x, y∗), v〉 ≥∼ 0, ∀ v ∈ C(x). Consequently, we have F(x, y∗) ∈∼ C∗(x). Therefore, y∗ is also a solution of
the problem (3).
This completes the proof. 
3. Solution procedure
To solve the fuzzy MPEC with V (x) being a convex cone, ∀ x ∈ Rn, we consider the following fuzzy complementarity
constrained optimization problem:
min f (x, y)
s.t. x ∈ X, y ∈ C(x),
〈F(x, y), y〉 =∼ 0,
F(x, y)
∈∼ C∗(x).
(7)
Let the set valued mapping C(x) is defined by
C(x) , {y ∈ Rm | D(x)y ≥ 0,D(x) is an l×mmatrix, and D(x)
, [di(x)]with di(x) being the ith row of D(x),∀i = 1, 2, . . . , l}
be a convex cone for any x ∈ Rn. It can be shown that F(x, y) ∈ C∗(x) if and only if there exists a nonnegative vector
r = (r1, r2, . . . , rl)T ∈ Rl such that
F(x, y) = r1dT1(x)+ r2dT2(x)+ · · · + rldTl (x) = DT (x)r,
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that is, d′i(x), F(x, y) ≥ 0, ∀ i = 1, 2, . . . , l, where d′i(x) is normal to di(x) [17]. Therefore, the fuzzy complementarity
constrained optimization problem (7) can be rewritten as follows:
min f (x, y)
s.t. x ∈ X
di(x)y ≥ 0, i = 1, 2, . . . , l,
〈F(x, y), y〉 =∼ 0,
d′i(x)F(x, y)
≥∼ 0, ∀i = 1, 2, . . . , l
(8)
or
min f (x, y)
s.t. x ∈ X
di(x)y ≥ 0, i = 1, 2, . . . , l,
〈F(x, y), y〉 ≥∼ 0,
〈−F(x, y), y〉 ≥∼ 0,
d′i(x)F(x, y)
≥∼ 0, ∀i = 1, 2, . . . , l.
(9)
We see that problem (9) is a mathematical programming with fuzzy inequality constraints. Each fuzzy inequality in (9) can
be represented by a fuzzy set S˜j with the corresponding membership function µS˜j(x, y), for j = 1, 2, . . . , l + 2. To specify
the membership functions µS˜j , ∀ j = 1, 2, . . . , l + 2, similar treatment for defining the membership function µG˜v of the
fuzzy inequality 〈F(x, y), v− y〉 ≥∼ 0 can be applied, that is,
µS˜1(x, y) =
{1, if 〈F(x, y), y〉 ≥ 0,
µ1(〈F(x, y), y〉), if − t1 < 〈F(x, y), y〉 ≤ 0,
0, if 〈F(x, y), y〉 ≤ −t1,
µS˜2(x, y) =
{1, if 〈−F(x, y), y〉 ≥ 0,
µ2(〈−F(x, y), y〉), if − t2 < 〈−F(x, y), y〉 ≤ 0,
0, if 〈−F(x, y), y〉 ≤ −t2,
µS˜j(x, y) =

1, if d′j−2F(x, y) ≥ 0,
µj(d′j−2F(x, y)), if − tj < d′j−2F(x, y) ≤ 0,
0, if d′j−2F(x, y) ≤ −tj,
∀ j = 3, 4, . . . , l+ 2,
(10)
where tj ≥ 0, j = 1, 2, . . . , l+ 2, is the tolerance level which a decision maker can tolerate in the accomplishment of the
fuzzy inequalities in (9). Moreover, based on the concept that fuzzy constraints should yield a fuzzy objective, say S˜0, we
define the following two parameters [18].
f¯ = min f (x, y)
s.t. x ∈ X
di(x)y ≥ 0, i = 1, 2, . . . , l,
〈F(x, y), y〉 ≥ 0,
〈−F(x, y), y〉 ≥ 0,
d′i(x)F(x, y) ≥ 0, ∀i = 1, 2, . . . , l
and
f = min f (x, y)
s.t. x ∈ X
di(x)y ≥ 0, i = 1, 2, . . . , l,
〈F(x, y), y〉 ≥ −t1,
〈−F(x, y), y〉 ≥ −t2,
d′i(x)F(x, y) ≥ −ti+2, ∀i = 1, 2, . . . , l.
The membership function of the objective, µS˜0(x, y), is defined as follows.
µS˜0(x, y) =

1, if f (x, y) ≤ f ,
µ0(f (x, y)), if f < f (x, y) ≤ f¯ ,
0, if f (x, y) > f¯ .
(11)
To find a solution to the fuzzy mathematical programming problem (9), we define a fuzzy decision D˜ of (9) as the fuzzy
set resulting from the intersection of fuzzy sets S˜j, for j = 0, 1, 2, . . . , l + 2. By choosing the commonly used ‘‘minimum
operator’’ for the fuzzy set intersections [16], we can define the membership function for D˜ as
µD˜(x, y) = minj=0,1,2,...,l+2{µS˜j(x, y)}.
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Consequently, the fuzzy mathematical programming problem (9) has multiple solutions and can be described in the fuzzy
set {((x, y), µD˜(x, y))}. Since a global minimum is often required for practical problems, following the work of [15,16], a
solution of (9) can be taken as the solution with the highest membership in the fuzzy decision set D˜ and obtained by solving
the following problem:
max
(x,y)∈S
min
j=0,1,2,...,l+2{µS˜j(x, y)},
which is equivalent to the following ‘‘min–max’’ problem:
− min
(x,y)∈S
µ′
D˜
(x, y) , max
j=0,1,2,...,l+2
{−µS˜j(x, y)}, (12)
where S , {(x, y) ∈ Rn+m | x ∈ X, di(x)y ≥ 0, i = 1, 2, . . . , l}.
From the above procedure, we see that a fuzzy complementarity constrained optimization problem (7) can eventually
be reduced to a regular nonlinear programming problem (12). One major difficulty encountered in developing solution
methods for solving the ‘‘min–max’’ problem (12) is the non-differentiability of the max function µ′
D˜
(x, y). A distinct
feature of the recent development centers around the idea of developing ‘‘smooth algorithms’’ [19,20]. Among them, a
class called ‘‘regularization methods’’ has been developed based on approximating the max function µ′
D˜
(x, y) by certain
smooth function [21,22,20]. Here we adopt the newly proposed ‘‘entropic regularization procedure’’ [11,12]. This procedure
guarantees that, for an arbitrarily small ε > 0, an ε-optimal solution of the min–max problem (12) can be obtained by
solving the following problem:
− min
(x,y)∈S
µγ (x, y) = 1
γ
ln
{
l+2∑
j=0
exp[γ (−µS˜j(x, y))]
}
, (13)
with a sufficiently large γ , where µγ (x, y) is a smooth function which approximates µ′D˜(x, y) uniformly and accurately
when γ is taken sufficiently large. It should be noted that in practice a sufficiently accurate approximation can be obtained
by using a moderately large γ . Also because µγ (x, y) appears in a special ‘‘log–exponential’’ form, it is highly smooth and
avoids most over-flow problems in computation.
4. Numerical example
Consider the fuzzy MPEC with the following data:
f (x, y) = 1
2
((x1 − y1)2 + (x2 − y2)2),
X = [0, 10] × [0, 10],
C(x) =
{
y = (y1, y2, y3)T ∈ R3
∣∣∣∣[d1(x)d2(x)
]
y ≥ 0,
where d1(x) = [−1,−1, 3], d2(x) = [−2, 1,−1]
}
and F(x, y) =
2y1 + 0.2y31 − 0.5y2 + 0.1y3 − 3−0.5y1 + y2 + 0.1y32 + 0.5
0.5y1 − 0.2y2 + 2y3 − 0.5
 .
The corresponding problem (9) can be derived as
min
1
2
((x1 − y1)2 + (x2 − y2)2)
s.t. 0 ≤ x1, x2 ≤ 10,
−y1 − y2 + 3y3 ≥ 0,
−2y1 + y2 − y3 ≥ 0,
(14)
f1(x, y) = 〈F(x, y), y〉 = 0.2y41 + 2y21 − 3y1 + 0.1y42 + y22 + 0.5y2
+ 0.5y2 + 2y23 − 0.5y3 − y1y2 + 0.6y1y3 − 0.2y2y3 ≥∼ 0,
f2(x, y) = 〈−F(x, y), y〉 = −0.2y41 − 2y21 + 3y1 − 0.1y42 − y22 − 0.5y2
− 2y23 + 0.5y3 + y1y2 − 0.6y1y3 + 0.2y2y3 ≥∼ 0,
f3(x, y) = d′1(x)F(x, y) = −4.8y31 − 55y1 + 0.9y32 + 22y2 − 12.4y3 + 79 ≥∼ 0,
f4(x, y) = d′2(x)F(x, y) = y31 + 5y1 + 0.2y32 + 1.1y2 − 15.5y3 − 10 ≥∼ 0,
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with the membership function µS˜j(y), j = 1, 2, . . . , 4, being specified as follows:
µS˜1(x, y) =

1, if 0 ≤ f1(x, y),
9+ f1(x, y)
9
, if − 9 < f1(x, y) ≤ 0,
0, if f1(x, y) ≤ −9,
µS˜2(x, y) =

1, if 0 ≤ f2(x, y),
12+ f2(x, y)
12
, if − 12 < f2(x, y) ≤ 0,
0, if f2(x, y) ≤ −12,
µS˜3(x, y) =

1, if 0 ≤ f3(x, y),
16+ f3(x, y)
16
, if − 16 < f3(x, y) ≤ 0,
0, if f3(x, y) ≤ −16,
µS˜4(x, y) =

1, if 0 ≤ f4(x, y),
10+ f4(x, y)
10
, if − 10 < f4(x, y) ≤ 0,
0, if f4(x, y) ≤ −10.
(15)
To solve fuzzy mathematical programming problem (14) with membership functions specified as (15), we define the
following two parameters.
f¯ = min 1
2
((x1 − y1)2 + (x2 − y2)2)
s.t. 0 ≤ x1, x2 ≤ 10,
−y1 − y2 + 3y3 ≥ 0,
−2y1 + y2 − y3 ≥ 0,
f1(x, y) ≥ 0, f2(x, y) ≥ 0,
f3(x, y) ≥ 0, f4(x, y) ≥ 0,
(16)
and
f = min 1
2
((x1 − y1)2 + (x2 − y2)2)
s.t. 0 ≤ x1, x2 ≤ 10,
−y1 − y2 + 3y3 ≥ 0,
−2y1 + y2 − y3 ≥ 0,
f1(x, y) ≥ −9, f2(x, y) ≥ −12,
f3(x, y) ≥ −16, f4(x, y) ≥ −10.
(17)
The membership function of the objective is defined as follows.
µS˜0(x, y) =

1, if f (x, y) ≤ f ,
f¯ − f (x, y)
f¯ − f , if f < f (x, y) ≤ f¯ ,
0, if f (x, y) ≥ f¯ .
(18)
To find a solution to the fuzzy mathematical programming problem (14), the following nonlinear programming problem is
considered.
max
(x,y)∈S
min
{
1
f¯ − f
(
f¯ − 1
2
((x1 − y1)2 + (x2 − y2)2)
)
,
1
9
(0.2y41 + 2y21 − 3y1
+ 0.1y42 + y22 + 0.5y2 + 2y23 − 0.5y3 − y1y2 + 0.6y1y3 − 0.2y2y3 + 9),
1
12
(−0.2y41 − 2y21 + 3y1 − 0.1y42 − y22 − 0.5y2 − 2y23 + 0.5y3 + y1y2 − 0.6y1y3 + 0.2y2y3 + 12),
1
16
(−4.8y31 − 55y1 + 0.9y32 + 22y2 − 12.4y3 + 95),
1
10
(y31 + 5y1 + 0.2y32 + 1.1y2 − 15.5y3)
}
,
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which is equivalent to the following ‘‘min–max’’ problem:
− min
(x,y)∈S
max
{
1
f¯ − f
(
1
2
((x1 − y1)2 + (x2 − y2)2)− f¯
)
,
1
9
(−0.2y41 − 2y21
+ 3y1 − 0.1y42 − y22 − 0.5y2 − 2y23 + 0.5y3 + y1y2 − 0.6y1y3
+ 0.2y2y3 − 9), 112 (0.2y
4
1 + 2y21 − 3y1 + 0.1y42 + y22 + 0.5y2
+ 2y23 − 0.5y3 − y1y2 + 0.6y1y3 − 0.2y2y3 − 12),
1
16
(4.8y31 + 55y1 − 0.9y32 − 22y2 + 12.4y3 − 95),
1
10
(−y31 − 5y1 − 0.2y32 − 1.1y2 + 15.5y3)
}
,
where S , {(x, y) ∈ R5 | 0 ≤ x1, x2 ≤ 10,−y1 − y2 + 3y3 ≥ 0,−2y1 + y2 − y3 ≥ 0}. An -optimal solution of the
‘‘min–max’’ problem can be obtained by solving the smooth nonlinear programming problem:
− min
(x,y)∈S
1
γ
ln
{
exp
[
γ
f¯ − f
(
1
2
((x1 − y1)2 + (x2 − y2)2)− f¯
)]
+ exp
[γ
9
(−0.2y41 − 2y21 + 3y1 − 0.1y42 − y22 − 0.5y2 − 2y23 + 0.5y3 + y1y2 − 0.6y1y3 + 0.2y2y3 − 9)
]
+ exp
[ γ
12
(0.2y41 + 2y21 − 3y1 + 0.1y42 + y22 + 0.5y2 + 2y23 − 0.5y3 − y1y2 + 0.6y1y3 − 0.2y2y3 − 12)
]
+ exp
[ γ
16
(4.8y31 + 55y1 − 0.9y32 − 22y2 + 12.4y3 − 95)
]
+ exp
[ γ
10
(−y31 − 5y1 − 0.2y32 − 1.1y2 + 15.5y3)
]}
, (19)
with γ being sufficiently large.
Taking γ = 100, we solve the problem (19) and obtain (x∗, y∗) = (0.6383, 3.2830, 0.6404, 3.2852, 1.6385)T with the
membership degree α∗ = 0.9891.
5. Conclusion
In this paper a mathematical program with fuzzy equilibrium constraints is studied. An equivalent relation between the
fuzzy parametric variational inequalities and the fuzzy parametric complementarity problem is established. By using the
tolerance approach, we have shown that the fuzzy complementarity constrained optimization problem can be reduced
to a regular nonlinear programming problem. An ‘‘entropic regularization’’ technique is applied to solve the resulting
optimization program. Thismethod essentially allows us to use any optimization package to solve the transformed problem.
The required software development effort is minimal. A numerical example is provided to illustrate the validity of the
proposed method.
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