Abstract. We consider the problem of constructing efficient locally decodable codes in the presence of a computationally bounded adversary. Assuming the existence of one-way functions, we construct efficient locally decodable codes with positive information rate and low (almost optimal) query complexity which can correctly decode any given bit of the message from constant channel error rate ρ. This compares favorably to our state of knowledge locally-decodable codes without cryptographic assumptions. For all our constructions, the probability for any polynomial-time adversary, that the decoding algorithm incorrectly decodes any bit of the message is negligible in the security parameter.
Introduction
When a message x is sent over a channel C, the channel might introduce some errors so that the received message differs from the original message x. To deal with this, the sender typically encodes the given message to obtain a codeword y so that x can be recovered even if the received codeword y differs from the original encoding y in some of the places.
The message is represented by a sequence of k symbols from alphabet Σ. The codeword is also represented as a sequence of K symbols from the same alphabet Σ. The encoding function is denoted by S : Σ k → Σ K and the decoding function is denoted by R :
The information rate (or simply rate) of the code is k/K and measures the amount of extra information needed by the code for correctly decoding from errors. Such a coding scheme is called a (K, k) q -coding scheme, where q = |Σ|.
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to construct codes which can decode a single bit of x by reading only a few bits of y . Such codes are called locally decodable codes (LDCs) [1, 22, 11] .
Informally, a locally decodable code with query complexity , error rate ρ, and error correction probability p is a pair of algorithms (S, R), where S is the encoding algorithm and R is the decoding algorithm, such that the decoding algorithm makes at most queries into the corrupted codeword y and recovers any given bit j of x with probability p or more if y differs from y in at most a ρ fraction of alphabets. For brevity, such a code is sometimes written as ( , ρ, p)-LDC and we require that p > 0.5. An LDC is called adaptive if the queries of R depend upon the answers of previous queries. It is called non-adaptive if they depend only on the random coins of R.
Of course, locally decodable codes with high information rate, high error rate, high error correction probability, and low query complexity are most desirable. Low alphabet sizes (q = |Σ|) are desirable too as most channels are best at transmitting only bits.
Locally decodable codes have found several notable applications. In complexity theory [6], PCPs [1], and so on. In cryptography they have been useful due to their interesting connection with private information retrieval protocols [4, 13, 2] . Their interesting properties make them applicable in several database applications such as fault-tolerant data storage [11] . It is tempting to say that constructions of good locally decodable codes can yield benefits to several related fields of computer science.
Modeling the Noisy Channel. The nature of channel errors plays an important role in the design of good error correcting codes. Historically, there are two popular ways of modeling a noisy channel: Shannon's model and Hamming's model. In Shannon's symmetric channel model, each symbol is changed to a random different one independently with some fixed probability. In Hamming's adversarial channel model, symbols get changed in the worst possible manner subject to an upper bound on the number of errors (such as a constant fraction of the size of the codeword). It should be noted that Hamming's channel are computationally unbounded. As a consequence, good error-correcting codes in Hamming's model ensure robustness of the coding scheme. But at the same time, constructing error correcting codes becomes more challenging in this model. In particular, good 1 locally decodable codes are not known to exist in this model. An interesting idea due to Lipton [15] , models the noisy channel as a computationally bounded adversarial channel. That is, the channel C is modeled as a probabilistic polynomial time algorithm which can change symbols in the worst possible manner subject to an upper bound on the number of errors. Thus, Lipton's channels are essentially Hamming channels restricted to feasible computation. Modeling channels in this way makes a lot of sense as all real world channels are actually computationally bounded. The codes designed in this model guarantee that if a channel can cause incorrect decoding with high probability, it can also be used to break standard hardness assumptions.
