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Abstract In this paper we study a criterion for the viability of stochastic
semilinear control systems on a real, separable Hilbert space. The neces-
sary and sufficient conditions are given using the notion of stochastic quasi-
tangency. As a consequence, we prove that approximate viability and the
viability property coincide for stochastic linear control systems. We obtain
Nagumo’s stochastic theorem and we present a method allowing to provide
explicit criteria for the viability of smooth sets. We analyze the conditions
characterizing the viability of the unit ball. The paper generalizes recent
results from the deterministic framework.
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1 Introduction
We begin by introducing the basic notations. We consider two separable
real Hilbert spaces (H, 〈·, ·〉H) , (Ξ, 〈·, ·〉Ξ). We let L (Ξ;H) be the space of
continuous linear operators and L2 (Ξ;H) be the space of Hilbert-Schmidt
linear operators endowed with its usual norm. We consider a linear operator
A : D (A) ⊂ H −→ H which generates a C0-semigroup of linear operators
(S (t))t≥0 .We let (Ω,F , P ) be a complete probability space. The processW
will denote a cylindrical Wiener process with values in Ξ. The probability
space (Ω,F , P ) is endowed with the natural, complete filtration (Ft)t≥0
generated by W . We consider (G, 〈·, ·〉G) a real separable Hilbert space and
a closed, bounded subset U ⊂ G. For a finite time horizon T > 0, we let
A denote the space of all predictable processes u : [0, T ] × Ω −→ U. The
coefficient functions f : H × U −→ H and g : H × U −→ L (Ξ;H) will
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be supposed to satisfy standard assumptions (see Section 2). Finally, we
consider a closed set K ⊂ H .
Given a stochastic control system
dXt,ξ,u(s) =
(
AXt,ξ,u(s) + f
(
Xt,ξ,u(s), u (s)
))
ds
+g
(
Xt,ξ,u(s), u (s)
)
dWs, for all s ∈ [t, T ] ,
Xt,ξ,u(t) = ξ ∈ L2 (Ω,Ft, P ;H) ,
(1)
the aim of this paper is to give necessary and sufficient conditions for which,
for every t ∈ [0, T ], and every ξ ∈ L2 (Ω,Ft, P ;K), one can find an admissi-
ble control process u ∈ A such that the mild solution of (1) associated to u
remains inside the setK, or, at least, in an arbitrarily small neighborhood of
K. These properties are called viability, respectively ε−viability, and they
have been extensively studied both in deterministic and stochastic setting.
In the finite-dimensional deterministic framework, the first result on via-
bility goes back to Nagumo [16] and it has been rediscovered several times
in the late sixties. For stochastic finite-dimensional systems, the methods
used to characterize viability rely either on stochastic contingent cones (e.g.
[1]-[3], [13]) or on viscosity solutions (e.g. [4]-[6], [14]). We also recall [7] for
a necessary condition for the viability of semilinear evolution systems us-
ing viscosity solutions of a class of fully nonlinear Hamilton-Jacobi-Bellman
equations in abstract Hilbert spaces.
In [15] it has been proved by duality methods that approximate con-
trollability of infinite-dimensional linear systems reduces to the study of
(backward) viability with respect to some dual system. Therefore, beside
the interest in the result itself, a necessary and sufficient criterion for vi-
ability in the infinite-dimensional setting could be a tool for the study of
controllability properties.
Recently, the authors of [8]-[10] have provided a characterization of the
viability of (deterministic) multi-valued nonlinear evolutions on Banach
spaces via the quasi-tangency condition. Motivated by this approach, our
main objective is to introduce the notion of quasi-tangency corresponding
to the stochastic framework and to prove the relation with the viability
of stochastic semilinear control systems. This will allow to extend existing
results (e.g. [2]) in both directions: to an infinite-dimensional state space
and to systems driven by cylindrical Brownian motion. Under the assump-
tion that the noise coefficient g is L2 (Ξ;H)-valued, we provide a criterion
equivalent to the ε-viability property. In the more general framework, this
condition remains sufficient for ε-viability. For the converse, the estimates
only allow to prove a slightly weaker quasi-tangency condition.
We point out that the stochastic quasi-tangency conditions extend the
stochastic contingent cone introduced in [2] for the finite-dimensional set-
ting. As for [2], the criteria are not deterministic (as is the case in [4]-[6],
[14]), but the method can be easily adapted for random sets of constraints.
One can derive deterministic conditions by calculating contingent sets to di-
rect images. We will give a simple example showing how the viability of the
unit ball can be explicitly characterized from the quasi-tangency conditions.
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The paper is organized as follows: In the first section, we introduce the
concept of quasi-tangency and state the main results. The second section
is concerned with the proof of the equivalence between stochastic quasi-
tangency and the property of ε-viability for stochastic semilinear control
systems. In the last section, two classes of examples are considered. First,
we prove that, for infinite-dimensional stochastic linear control systems,
ε-viability and viability coincide. Second, we give Nagumo’s stochastic the-
orem as a corollary of our main result and deduce explicit conditions for
the viability of smooth sets. In particular, we study the viability of the unit
ball in H .
2 Assumptions and main results
The coefficient functions f : H × U −→ H and g : H × U −→ L (Ξ;H) are
supposed to satisfy the following standard assumptions:
(A1) There exists some positive constant c > 0 such that{ |f (x, u)− f (y, u)| ≤ c |x− y| , and
|f (x, u)| ≤ c (1 + |x|) , (A1)
for all x, y ∈ H and all u ∈ U ;
(A2) For every t > 0 and every (x, u) ∈ H × U , one has S (t) g (x, u) ∈
L2 (Ξ;H) . Moreover, for some constants c > 0 and 0 ≤ γ < 12 ,
|g (x, u)|L(Ξ;H) ≤ c (1 + |x|) ,
|S (t) (g (x, u)− g (y, u))|L2(Ξ;H) ≤ c (t ∧ 1)
−γ |x− y| , and
|S (t) g (x, u)|L2(Ξ;H) ≤ c (t ∧ 1)
−γ
(1 + |x|) ,
(A2)
for all x, y ∈ H and all u ∈ U.
Given t ∈ [0, T ] and an admissible control process u ∈ A, we recall that
an (Ft)-predictable process Xt,ξ,u with E
[
sups∈[t,T ]
∣∣Xt,ξ,u (s)∣∣2] <∞ is a
mild solution of (1) if, for all s ∈ [t, T ] ,
Xt,ξ,u (s) = S (s− t) ξ +
∫ s
t
S (s− r) f (Xt,ξ,u (r) , u (r)) dr
+
∫ s
t
S (s− r) g (Xt,ξ,u (r) , u (r)) dWr , dP − a.s.
Under the standard assumptions (A1) and (A2), there exists a unique mild
solution of (1). For further results on mild solutions, the reader is referred
to [11] and [12].
Let us consider λ ∈ [0, 12) and introduce the concept of stochastic λ
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Definition 1 (λ Quasi-tangency condition) A closed set K ⊂ H satisfies
the λ quasi-tangency condition with respect to the control system (1) if, for
every t ∈ [0, T ) and every ξ ∈ L2 (Ω,Ft, P ;K) , we have
lim inf
hց0
inf
{
1
h1−2λ
E
[
|ζ − η|2
]
+
1
h2
E
[∣∣EFt [ζ − η]∣∣2] :
(ζ, η) ∈ S (t, h) ξ × L2 (Ω,Ft+h, P ;K)
}
= 0, (2)
where
S (t, h) ξ =
{
S (h) ξ +
∫ t+h
t
S (t+ h− s) f (ξ, u(s)) ds,
+
∫ t+h
t
S (t+ h− s) g (ξ, u(s)) dWs, u ∈ A
}
.
Remark 1 The term involving the conditional expectation in (2) corresponds
to the deterministic quasi-tangency condition. The term in h1−2λ (written
for λ = γ) is specific to the stochastic part of the equation (1). When-
ever the coefficient function g takes its values in L2 (Ξ;H) and is Lipschitz
continuous in the state variable, one can consider λ = 0.
The following simple proposition provides a sequential formulation of
the stochastic quasi-tangency condition.
Proposition 1 A nonempty, closed set K ⊂ H satisfies the λ quasi-tangency
condition with respect to the control system (1) if and only if, for every t ∈
[0, T ) and every ξ ∈ L2 (Ω,Ft, P ;K), there exist a sequence of positive real
constants hn ց 0, a sequence of random variables pn ∈ L2 (Ω,Ft+hn , P ;H)
and a sequence of admissible control processes (un)n ⊂ A such that the
following assertions hold simultaneously:
(a) limn
(
E
[
|pn|2
]
+ 1
h
1+2γ
n
E
[∣∣EFt [pn]∣∣2]) = 0, and
(b) S (hn) ξ +
∫ t+hn
t
S (t+ hn − s) f (ξ, un(s)) ds+∫ t+hn
t
S (t+ hn − s) g (ξ, un(s)) dWs + h
1
2
−λ
n pn ∈ K, dP−almost surely,
for all n ≥ 1.
The proof is straightforward and we leave the details to the interested
reader. We recall the definitions of ε−viability and viability.
Definition 2 (a) A nonempty, closed set K ⊂ H is called (mild) viable
with respect to the control system (1) if, for every t ∈ [0, T ] and every initial
condition ξ ∈ L2 (Ω,Ft, P ;K) , there exists an admissible control process u
such that
Xt,ξ,u (s) ∈ K, dP -a.s., for all s ∈ [t, T ] .
(b) A nonempty, closed set K ⊂ H is called (mild) ε−viable with respect
to the control system (1) if, for every t ∈ [0, T ] and every initial condition
ξ ∈ L2 (Ω,Ft, P ;K) ,
inf
u∈A
sup
s∈[t,T ]
d
(
Xt,ξ,u (s) , L2 (Ω,Fs, P ;K)
)
= 0.
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Remark 2 In the definition of ε−viability, the set L2 (Ω,Fs, P ;K) should
be seen as a closed subset of L2 (Ω,Fs, P ;H) and d
(·, L2 (Ω,Fs, P ;K)) as
the usual distance to a closed set in the Hilbert space L2 (Ω,Fs, P ;H) , i.e.
d2
(
ζ, L2 (Ω,Fs, P ;K)
)
= inf
{
E
[
|ζ − η|2
]
: η ∈ L2 (Ω,Fs, P ;K)
}
,
for every ζ ∈ L2 (Ω,Fs, P ;H) .Whenever the projection map ΠK : H  K
defined by
ΠK(x) = {y ∈ K : dK(x) = |y − x|}
has nonempty images (e.g. for closed, convex sets of constraints), using [3],
Corollary 8.2.13, one can replace the ε-viability condition by
inf
u∈A
sup
s∈[t,T ]
E
[
d2K
(
Xt,ξ,u (s)
)]
= 0.
We now state the main results of the paper. The proofs will be postponed
to the next section.
Theorem 1 (Necessary condition for ε-viability)
Let us suppose that (A1) and (A2) hold true. Moreover, we suppose that
K ⊂ H is a nonempty, closed set. If K is ε−viable with respect to the control
system (1), then the quasi-tangency condition (2) holds true for λ = γ.
Theorem 2 (Sufficient condition for ε-viability)
Let us suppose that (A1) and (A2) hold true. Moreover, we suppose that
K ⊂ H is a nonempty, closed set and the quasi-tangency condition (2) holds
true for λ = 0. Then the set K is ε−viable with respect to the control system
(1).
The following result is a direct consequence of the previous theorems. It
provides a useful criterion equivalent to the ε-viability of control systems
with L2 (Ξ;H)-valued noise coefficient.
Corollary 1We assume (A1) and
(A2’) For every (x, u) ∈ H×U , one has g (x, u) ∈ L2 (Ξ;H) . Moreover,
for some real constant c > 0,
{ |g (x, u)− g (y, u)|L2(Ξ;H) ≤ c |x− y| , and
|g (x, u)|L2(Ξ;H) ≤ c (1 + |x|) ,
(A2’)
for all x, y ∈ H and all u ∈ U.
Then the quasi-tangency condition (2) with λ = 0 provides a criterion
equivalent to the ε-viability property.
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3 Proof of the main results
3.1 Necessary condition for ε-viability
Proof (of Theorem 1). We begin by proving that, whenever K enjoys the
ε-viability property, it satisfies the quasi-tangency condition with λ = γ. We
consider arbitrary t ∈ [0, T ) , h ∈ (0, 1) small enough and ξ ∈ L2 (Ω,Ft, P ;K).
If K enjoys the ε-viability property, then there exists an admissible control
process u (which may depend on t, h and ξ) such that the mild solution of
(1) issued from ξ and associated to u (denoted by Xt,ξ,u) satisfies
d
(
Xt,ξ,u (s) , L2 (Ω,Fs, P ;K)
)
< h3 for all s ∈ [t, T ] .
In particular, there exists a random variable η ∈ L2 (Ω,Ft+h, P ;K) such
that
E
[∣∣Xt,ξ,u (t+ h)− η∣∣2] < h3. (3)
Using the continuity property of the mild solution (see, for example [11]
proof of Theorem 9.9.1), we get
sup
s∈[t,t+h]
E
[∣∣Xt,ξ,u (s)− ξ∣∣2] ≤ C ( sup
r∈[0,h]
E
[
|S (r) ξ − ξ|2
]
+ h1−2γ
)
,
(4)
where C is a generic constant which may change from one line to another.
C depends on the Lipschitz constants of the coefficients, the initial data ξ
and the time horizon T > 0 (but not on h). Using the assumptions (A1)
and (A2) and the inequality (4), one gets
sup
s∈[t,t+h]
E
[∣∣f (Xt,ξ,u (s) , u (s))− f (ξ, u(s))∣∣2]
≤ C
(
sup
r∈[0,h]
E
[
|S (r) ξ − ξ|2
]
+ h1−2γ
)
, (5)
and
E
[∣∣S (t+ h− s) (g (Xt,ξ,u (s) , u (s))− g (ξ, u(s)))∣∣2]
≤ C (t+ h− s)−2γ
(
sup
r∈[0,h]
E
[
|S (r) ξ − ξ|2
]
+ h1−2γ
)
, (6)
for all s ∈ [t, t+ h]. Let us now introduce
qh =η − S (h) ξ −
∫ t+h
t
S (t+ h− s) f (ξ, u(s)) ds
−
∫ t+h
t
S (t+ h− s) g (ξ, u(s)) dWs. (7)
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Combining (5), (6) and (3) yields
E
[
|qh|2
]
≤ C
(
E
[∣∣Xt,ξ,u (t+ h)− η∣∣2]
+ E
∣∣∣∣∣
∫ t+h
t
S (t+ h− s) [f (Xt,ξ,u(s), u(s))− f (ξ, u(s))] ds∣∣∣∣∣
2

+E
∣∣∣∣∣
∫ t+h
t
S (t+ h− s) [g (Xt,ξ,u(s), u(s))− g (ξ, u(s))] dWs
∣∣∣∣∣
2

≤ Ch1−2γ
(
sup
r∈[0,h]
E
[
|S (r) ξ − ξ|2
]
+ h1−2γ
)
. (8)
Next, we notice that
EFt [qh] = EFt [η]− S (h) ξ −
∫ t+h
t
S (t+ hn − s) f (ξ, u(s)) ds.
Thus, using Jensen’s inequality and (5), we get
E
[∣∣EFt [qh]∣∣2] ≤ Ch2
(
h1−2γ + sup
r∈[0,h]
E
[
|S (r) ξ − ξ|2
])
. (9)
We introduce the Ft+h-measurable random variable
ph = h
γ− 1
2 qh. (10)
The inequalities (8) and (9) imply
E
[
|ph|2
]
+
1
h1+2γ
E
[∣∣EFt [ph]∣∣2] ≤ C
(
sup
r∈[0,h]
E
[
|S (r) ξ − ξ|2
]
+ h1−2γ
)
.
(11)
Using the strong continuity of (S(r))r≥0 and a dominated convergence ar-
gument, we get
lim
h→0+
(
E
[
|ph|2
]
+
1
h1+2γ
E
[∣∣EFt [ph]∣∣2]) = 0.
Also, by the choice of η and ph,
S (h) ξ +
∫ t+h
t
S (t+ h− s) f (ξ, u(s)) ds
+
∫ t+h
t
S (t+ h− s) g (ξ, u(s)) dWs + h( 12−γ)ph = η ∈ K,
dP−almost surely. The proof is now complete.
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Remark 3 1. A careful look at the previous proof shows that lim inf in the
definition of quasi-tangency can be strengthen to lim sup .
2. Moreover, for every deterministic initial data ξ = x ∈ K and every k ≥
2, the random variable ph (given by (10)) can be chosen in L
k (Ω,Ft+h, P ;H)
whenever one of the following assumptions holds true:
a) the set of constraints K is viable with respect to (1);
b) the set of constraints K is convex and ε-viable;
c) the set K is bounded and ε-viable.
Indeed, if a) holds true, then the random variable η in (3) can be chosen
as η = Xt,x,ut+h . Under the assumption b), one can choose η = piK
(
X
t,x,u
t+h
)
,
where piK is the projection on K. If c) holds true, η ∈ L∞ (Ω,Ft+h, P ;H) .
The conclusion follows from (7) and (10).
3.2 Sufficient condition for the ε-viability property
In order to prove the converse, we introduce the notion of ε-approximate
mild solution.
Definition 3 For every 0 ≤ t ≤ T˜ ≤ T , every initial condition ξ ∈
L2 (Ω,Ft, P ;K) and every positive real constant ε, an ε-approximate mild
solution of (1) defined on
[
t, T˜
]
is a sixtuple (σ, u, ϕ, ψ, θ, Y ) such that
(a) the function σ :
[
t, T˜
]
−→
[
t, T˜
]
is non decreasing and such that
s− ε ≤ σ (s) ≤ s, for all s ∈
[
t, T˜
]
.
(b) the process u is an admissible control process.
(c) the process ϕ :
[
t, T˜
]
−→ H is predictable and such that
E
[∫ eT
t
|ϕ (s)|2 ds
]
≤
(
T˜ − t
)
ε.
(d) the process ψ :
[
t, T˜
]
−→ L2 (Ξ;H) is predictable and such that
E
[∫ eT
t
|ψ (s)|2L2(Ξ;H) ds
]
≤
(
T˜ − t
)
ε.
(e) the function θ :
{
(s, r) : t ≤ r < s ≤ T˜
}
−→
[
t, T˜
]
is Lebesgue-
measurable and it satisfies θ (s, r) ≤ s − t and s 7→ θ (s, r) is nonexpansive
on
(
r, T˜
]
(i.e. |θ (s, r)− θ (s′, r)| ≤ |s− s′| , for every s, s′ ∈
(
r, T˜
]
).
(f) the process Y :
[
t, T˜
]
−→ H is predictable. Moreover, the process
Yσ :
[
t, T˜
]
−→ H defined by
Yσ (s) = Y (σ (s)) , for all s ∈
[
t, T˜
]
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is predictable and
Y (s) = S (s− t) ξ +
∫ s
t
S (s− r) f (Y (σ (r)) , u (r)) dr
+
∫ s
t
S (s− r) g (Y (σ (r)) , u (r)) dWr
+
∫ s
t
S (θ (s, r))ϕ (r) dr +
∫ s
t
S (θ (s, r))ψ (r) dWr,
for all s ∈
[
t, T˜
]
.
(g) for every s ∈
[
t, T˜
]
, Y (σ (s)) ∈ K, dP -almost surely and Y
(
T˜
)
∈
K, dP -almost surely. Moreover,
E
[
|Y (σ (s))− Y (s)|2
]
≤ ε, for all s ∈
[
t, T˜
]
.
We begin by proving some qualitative properties of ε-approximate mild
solutions.
Proposition 2 We suppose that (A1) and (A2) hold true. If t, T˜ ∈ [0, T ] ,
such that t ≤ T˜ , ξ ∈ L2 (Ω,Ft, P ;K), ε ∈ (0, 1) is a positive real constant
and (σ, u, ϕ, ψ, θ, Y ) is an ε-approximate mild solution of (1) defined on[
t, T˜
]
, then
sup
s∈[t,eT ]
E
[
|Y (s)|2
]
≤ C. (12)
Here C is a positive real constant which only depends on T and ξ (but not
on t, T˜ , ε nor on (σ, u, ϕ, ψ, θ, Y )).
Proof Let us fix s ∈
[
t, T˜
]
. In order to prove (12), one uses the conditions
(c) and (d) in Definition 3 to have
E
[
|Y (s)|2
]
≤ C
(
E
[
|S (s− t) ξ|2
]
+ E
[(∫ s
t
|S (s− r) f (Y (σ (r)) , u (r))| dr
)2]
+E
[∫ s
t
|S (s− r) g (Y (σ (r) , u (r)))|2 dr
]
+ ε
)
= C (I1 + I2 + I3 + ε). (13)
To estimate I1, we use the properties of the semigroup (S (r))0≤r≤T and
obtain
I1 ≤ CE
[
|ξ|2
]
. (14)
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For I2, we write
I2 ≤ CE
[(∫ s
t
|f (Y (σ (r)) , u (r))| dr
)2]
≤ C (s− t)1+2γ
∫ s
t
(s− r)−2γ E
[
|f (Y (r) , u (r))|2
]
dr
+ C
∫ s
t
E
[
|Y (r)− Y (σ (r))|2
]
dr, (15)
Using property (g) in Definition 3 and the assumption (A1), the inequality
(15) yields
I2 ≤ C
(∫ s
t
(s− r)−2γ E
[
|Y (r)|2
]
dr + 1
)
. (16)
Similar arguments allow to obtain
I3 ≤ C
(∫ s
t
((s− r) ∧ 1)−2γ E
[
|Y (r)|2
]
dr + 1
)
. (17)
We substitute (14), (16) and (17) in (13) to finally get
E
[
|Y (s)|2
]
≤ C
(
1 +
∫ s
t
(s− r)−2γ E
[
|Y (r)|2
]
dr
)
,
for all s ∈
[
t, T˜
]
. The conclusion follows from a variant of Gronwall’s in-
equality.
The following result proves further regularity properties of the Y com-
ponent of an approximate mild solution.
Proposition 3 If t, T˜ ∈ [0, T ] , such that t ≤ T˜ , the initial condition ξ ∈
L2 (Ω,Ft, P ;K), ε ∈ (0, 1) is a positive real constant and (σ, u, ϕ, ψ, θ, Y ) is
an ε-approximate mild solution of (1), then Y is mean-square continuous.
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Proof We let (σ, u, ϕ, ψ, θ, Y ) be an ε-approximate mild solution of (1) de-
fined on
[
t, T˜
]
. Let us fix s ∈
[
t, T˜
]
. For every s ≤ s′,
E
[
|Y (s′)− Y (s)|2
]
≤ C
(
E
[
|S(s′ − s)ξ − ξ|2
]
+ E
∣∣∣∣∣
∫ s′
s
S (s′ − r) f (Y (σ (r)) , u (r)) dr
∣∣∣∣∣
2

+ E
[∣∣∣∣∫ s
t
(S (s′ − r) − S (s− r)) f (Y (σ (r)) , u (r)) dr
∣∣∣∣2
]
+ E
∣∣∣∣∣
∫ s′
s
S (s′ − r) g (Y (σ (r)) , u (r)) dWr
∣∣∣∣∣
2

+ E
[∣∣∣∣∫ s
t
(S (s′ − r) − S (s− r)) g (Y (σ (r)) , u (r)) dWr
∣∣∣∣2
]
+ E
∣∣∣∣∣
∫ s′
s
S (θ (s′, r))ϕ(r)dr
∣∣∣∣∣
2
+
∣∣∣∣∣
∫ s′
s
S (θ (s′, r))ψ (r) dWr
∣∣∣∣∣
2

+ E
[∣∣∣∣∫ s
t
(S (θ (s′, r))− S (θ (s, r)))ϕ(r)dr
∣∣∣∣2
]
+E
[∣∣∣∣∫ s
t
(S (θ (s′, r))− S (θ (s, r)))ψ (r) dWr
∣∣∣∣2
])
= C (I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8) (18)
The strong continuity of the semigroup S and a simple dominated conver-
gence argument yield
lim
s′ցs
I1 = 0. (19)
For the term I2 (respectively I4) we use (A1) (respectively (A2)) and Propo-
sition 2 to get {
I2 ≤ C (s′ − s)2 and
I4 ≤ C (s′ − s)1−2γ . (20)
For the term I3 (respectively I7) we use the continuity of the semigroup S
and a dominated convergence argument to have
lim
s′ցs
I3 = 0 = lim
s′ցs
I7. (21)
Next, one notices that
I5 = E
[∫ s
t
|(S (s′ − s)− I)S (s− r) g (Y (σ (r)) , u (r))|2 dr
]
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and, from the dominated convergence theorem it follows that
lim
s′ցs
I5 = 0. (22)
Similar arguments hold true for I8. Finally, the conditions (c) and (d) in
Definition 3 imply
lim
s′ցs
I6 = 0. (23)
Combining (18)-(23), we prove the mean-square right-continuity of Y. Sim-
ilar arguments give the left-continuity. The proof of the Proposition is now
complete.
The main step in the proof of Theorem 2 consists in the construction of
approximate mild solutions. To this purpose, we prove
Lemma 1 Let us suppose that (A1) and (A2) hold true and that K ⊂
H is a nonempty, closed set which satisfies the quasi-tangency condition
(2) with λ = 0. Then, for every t ∈ [0, T ), every initial condition ξ ∈
L2 (Ω,Ft, P ;K), every time horizon T˜ ∈ [t, T ] and for each ε ∈ (0, 1) , there
exists an ε-approximate mild solution of (1) denoted by (σ, u, ϕ, ψ, θ, Y ) and
defined on
[
t, T˜
]
.
Proof Let us fix t ∈ [0, T ), ξ ∈ L2 (Ω,Ft, P ;K), T˜ ∈ [t, T ] and ε ∈ (0, 1) .
The proof of the Lemma will be given in three steps.
Step 1. We will first show the existence of an ε-approximate mild solution
on some small interval [t, t+ δ] . We fix ε′ ∈ (0, ε) . We will latter specify
how ε′ should be chosen. Using the quasi-tangency property of K, one gets
the existence of some δ ∈ (0, ε′), of an admissible control process u and of
a random variable p ∈ L2 (Ω,Ft+δ, P ;H) such that
E
[
|p|2
]
+
1
δ
E
[∣∣EFt [p]∣∣2] ≤ ε′
and
S (δ) ξ +
∫ t+δ
t
S (t+ δ − s) f (ξ, u(s)) ds (24)
+
∫ t+δ
t
S (t+ δ − s) g (ξ, u(s)) dWs +
√
δp ∈ K, dP − almost surely.
We define the functions σ : [t, t+ δ] −→ [t, t+ δ] by setting σ (s) = t, for all
s ∈ [t, t+ δ]. Using the martingale representation theorem for the random
variable p, we get the existence of some L2 (Ξ;H)-valued predictable process
η, defined on [t, t+ δ] such that
p = EFt [p] +
∫ t+δ
t
ηsdWs, dP − a.s.
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We introduce ϕ : [t, t+ δ] −→ H given by
ϕ(s) =
1√
δ
EFt [p] , for all s ∈ [t, t+ δ] ,
and ψ : [t, t+ δ] −→ L2 (Ξ;H) given by
ψ (s) =
√
δηs, for all s ∈ [t, t+ δ] .
Moreover, we let θ : {t ≤ r < s ≤ t+ δ} −→ [t, t+ δ] be defined by
θ (s, r) = 0, for all t ≤ r < s ≤ t+ δ.
Next, we define a process Y by
Y (s) = S (s− t) ξ +
∫ s
t
S (s− r) f (ξ, u (r)) dr
+
∫ s
t
S (s− r) g (ξ, u (r)) dWr +
∫ s
t
ϕ (r) dr +
∫ s
t
ψ (r) dWr ,
for all s ∈ [t, t+ δ] .We claim that (σ, u, ϕ, ψ, θ, Y ) is an ε-approximate mild
solution. The conditions (a), (b), (e) and (f) of Definition 3 are obviously
satisfied. From the choice of p, one gets
E
[
|p|2
]
+
1
δ
E
[∣∣EFt [p]∣∣2]
= E
[∣∣EFt [p]∣∣2]+ E [∫ t+δ
t
|ηs|2 ds
]
+
1
δ
E
[∣∣EFt [p]∣∣2] ≤ ε′.
Thus, the conditions (c) and (d) are also satisfied. Hence, we only need
to check the last condition of Definition 3. To this purpose, we recall that
δ < ε′ and write
E
[
|Y (s)− ξ|2
]
≤ C
(
E
[
|S (s− t) ξ − ξ|2
]
+ E
[(∫ s
t
|S (s− r) f (ξ, u (r))| dr
)2]
+ E
[∫ s
t
|S (s− r) g (ξ, u (r))|2 dr
]
+E
[(∫ s
t
|ϕ (r)| dr
)2]
+ E
[∫ s
t
|ψ (r)|2 dr
])
≤ C
(
sup
r∈[0,ε′]
E
[
|S (r) ξ − ξ|2
]
+ I1 + I2 + ε
′
)
, (25)
for all s ∈ [t, t+ δ] . Using (A2), we notice that
I2 ≤ C (ε′)1−2γ
(
E
[
|ξ|2
]
+ 1
)
.
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Similar estimates hold true for I1. We return to (25) and get
E
[
|Y (s)− ξ|2
]
≤ C
(
sup
r∈[0,ε′]
E
[
|S (r) ξ − ξ|2
]
+ (ε′)1−2γ
)
,
for all s ∈ [t, t+ δ] . The constant C may be chosen to depend only on
T , ξ and the Lipschitz constant of f and g (but not on δ, nor ε′). Thus,
by considering small enough ε′ ∈ (0, ε), we may assume, without loss of
generality, that
E
[
|Y (s)− ξ|2
]
≤ ε, for all s ∈ [t, t+ δ] .
By the choice of σ, Y (σ (s)) = ξ ∈ K, dP -almost surely, for all s ∈ [t, t+ δ]
and (24) implies that Y (t+ δ) ∈ K, dP -almost surely. It follows that the
condition (g) is also satisfied and, thus, (σ, u, ϕ, ψ, θ, Y ) is an ε-approximate
mild solution.
Step 2. To prove the existence of some approximate solution on the whole
interval
[
t, T˜
]
, we use the following result, also known as the Brezis-Browder
Theorem:
Theorem 3 Let S be a nonempty set, ⊂ S × S a preorder on S and let
N : S −→ R∪{+∞} be an increasing function. Suppose that each increasing
sequence in S is bounded from above. Then, for each a0 ∈ S, there exists an
N -maximal element a∗ ∈ S such that a0  a∗.
For proof of this result and further remarks, the reader is referred to
Theorem 2.1.1 in [10] and references therein.
We now return to the proof of the Lemma. We introduce the set S of
all ε-approximate mild solutions defined on intervals of the form [t, t+ α] ⊂[
t, T˜
]
. On this set, we define the following preorder relation : given two
ε-approximate mild solutions (σ1, u1, ϕ1, ψ1, θ1, Y1) defined on [t, t+ α1],
respectively (σ2, u2, ϕ2, ψ2, θ2, Y2) defined on [t, t+ α2] , we write
(σ1, u1, ϕ1, ψ1, θ1, Y1)  (σ2, u2, ϕ2, ψ2, θ2, Y2)
if α1 ≤ α2, u1 = u2, ϕ1 = ϕ2, ψ1 = ψ2 on [t, t+ α1]×Ω up to an evanescent
set and θ1 = θ2 almost everywhere on {t ≤ r < s ≤ t+ α1} . We consider
an increasing arbitrary sequence in S
L = {(σn, un, ϕn, ψn, θn, Yn) defined respectively on [t, t+ αn] , n ∈ N} .
We define
α = sup
n
αn.
If α = αn for some index, then the element (σn, un, ϕn, ψn, Yn) is an upper
bound for L. Otherwise, since σn are increasing functions satisfying (a),
there exists the limit
lim
n→∞
↑ σn (αn) ∈ [t, t+ α] .
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This allows to define an increasing function σ : [t, t+ α] → [t, t+ α] by
setting
σ(s) =
{
σn (s) , if s ∈ [t, t+ αn] ,
limn→∞ ↑ σn (t+ αn) , if s = t+ α.
The function σ satisfies the condition (a) of Definition 3. We consider an
element u0 ∈ U and introduce the control process
u (s) = 1[t,t+αn](s)un(s) + 1{t+α} (s)u
0,
for s ∈ [t, t+ α] . Next, we define
ϕ (s) =
{
ϕn (s) , if s ∈ [t, t+ αn] ,
0, if s = t+ α.
and
ψ (s) =
{
ψn (s) , if s ∈ [t, t+ αn] ,
0, if s = t+ α.
For every n, one can extend ϕn on [t, t+ α] by setting
ϕn (s) = 0, for all s ∈ (t+ αn, t+ α] .
Then ϕ is the pointwise limit of ϕn (except for an evanescent set). Thus, ϕ
is predictable. Property (c) of ε-approximate mild solutions yields
E
[∫ t+α
t
|ϕn (s)|2 ds
]
≤ αnε, for all n ∈ N.
Then, by Fatou’s lemma, one gets
E
[∫ t+α
t
|ϕ (s)|2 ds
]
≤ αε, (26)
and the condition (c) holds for ϕ. Moreover, a simple dominated convergence
argument proves that ϕn →n ϕ in L2 (Ω × [t, t+ α] ;H). The condition (d)
follows in the same way. Next, one notices that whenever m, k ∈ N such
that m ≥ k, for every r ∈ [t, t+ αk), the nonexpansive property of θm and
θk yields
|θm (t+ αm, r) − θk (t+ αk, r)| ≤ |αm − αk| .
This implies the existence of limn θn (t+ αn, r) . We define
θ (s, r) =
{
θn (s, r) , if t ≤ r < s ≤ t+ αn,
limn θn (t+ αn, r) , if t ≤ r < s = t+ α.
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We recall that
Yn(t+ αn)
= S (αn) ξ +
∫ t+α
t
1[t,t+αn] (r)S (t+ αn − r) f (Yn (σn (r)) , un (r)) dr
+
∫ t+α
t
1[t,t+αn] (r)S (t+ αn − r) g (Yn (σn (r)) , un (r)) dWr
+
∫ t+α
t
1[t,t+αn] (r)S (θ (t+ αn, r))ϕn (r) dr
+
∫ t+α
t
1[t,t+αn] (r)S (θ (t+ αn, r))ψn (r) dWr.
Proposition 2 and a simple dominated convergence argument allow to obtain
the existence of the limit
lim
n
Yn(t+ αn) in L
2 (Ω,Ft+α, P ;H) .
Moreover, since K is closed, the limit is in K dP -almost surely. We can now
define
Y (s) =
{
Yn (s) , if s ∈ [t, t+ αn] ,
limn Yn(t+ αn), if s = t+ α.
We notice that, whenever σ (t+ α) > σ (t+ αn) , for all n ≥ 1, by the mean-
square continuity of Y , the process Yσ can be seen as the pointwise limit of
the sequence
Yn (σn (·)) 1[t,t+αn] (·) + Y (σn (t+ αn)) 1(t+αn,t+α] (·) .
Thus, Yσ is predictable.
Let us check the condition (g) of Definition 3. We need to show that
Y (σ (s)) ∈ K, dP − a.s. and for all s ∈ [t, t+ α] . If s ≤ t + αn for some
n, then Y (σ (s)) ∈ K, dP − a.s. Otherwise, using the fact that σ (t+ α) =
limn σn (t+ αn), and Y is mean-square continuous, we get Y (σ (t+ α)) ∈
K, dP − a.s. In order to prove that (σ, u, ϕ, ψ, θ, Y ) is an ε-approximate
mild solution on [t, t+ α] one only needs to verify
E
[
|Y (s)− Y (σ (s))|2
]
≤ ε,
for all s ∈ [t, t+ α]. If s ≤ t+αn for some n, we have nothing to prove. We
recall that
E
[
|Y (t+ αn)− Y (σ (t+ αn))|2
]
≤ ε,
for all n ≥ 1. Using the definition of Y and σ and the continuity of Y, we
also get
E
[
|Y (t+ α)− Y (σ (t+ α))|2
]
≤ ε.
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It follows that (σ, u, ϕ, ψ, θ, Y ) is an ε-approximate mild solution on [t, t+ α]
and an upper bound for L. We introduce the increasing function
N : S −→ R+, given by N ((σ, u, ϕ, ψ, θ, Y )) = α,
whenever (σ, u, ϕ, ψ, θ, Y ) is defined on [t, t+ α] . We apply the Brezis-
Browder Theorem to obtain the existence of an N -maximal element of S
denoted by (σ∗, u∗, ϕ∗, ψ∗, Y ∗) and defined on [t, t+ α∗] .
Step 3. We claim that t + α∗ = T˜ . Let us assume, for the moment,
that t + α∗ < T˜ . By definition, Y ∗(t + α∗) ∈ K dP -a.s. We recall that
K satisfies the quasi-tangency condition with respect to the control system
(1). Therefore, for every ε′ < ε there exist 0 < δ∗ ≤ min
{
T˜ − t− α∗, ε′
}
,
p∗ ∈ L2 (Ω,Ft+α∗+δ∗ , P ;H) and an admissible control process u˜ ∈ A such
that
E
[
|p∗|2
]
+
1
δ∗
E
[∣∣EFt+α∗ [p∗]∣∣2] ≤ ε′, and (27)
S (δ∗)Y ∗ (t+ α∗) +
∫ t+α∗+δ∗
t+α∗
S (t+ α∗ + δ∗ − s) f (Y ∗ (t+ α∗) , u˜(s)) ds
+
∫ t+α∗+δ∗
t+α∗
S (t+ α∗ + δ∗ − s) g (Y ∗ (t+ α∗) , u˜(s)) dWs +
√
δ∗p∗ ∈ K,
(28)
dP−almost surely. The martingale representation theorem yields the exis-
tence of some predictable process η∗ defined on [t+ α∗, t+ α∗ + δ∗] such
that
p∗ = EFt+α∗ [p∗] +
∫ t+α∗+δ∗
t+α∗
η∗sdWs.
We introduce the functions
σ(s) =
{
σ∗ (s) , if s ∈ [t, t+ α∗] ,
t+ α∗, if s ∈ (t+ α∗, t+ α∗ + δ∗] , (29)
u (s) =
{
u∗ (s) , if s ∈ [t, t+ α∗] ,
u˜ (s) , if s ∈ (t+ α∗, t+ α∗ + δ∗] ,
ϕ (s) =
{
ϕ∗ (s) , if s ∈ [t, t+ α∗] ,
1√
δ∗
EFt+α∗ [p∗] , if s ∈ (t+ α∗, t+ α∗ + δ∗] , (30)
ψ (s) =
{
ψ∗ (s) , if s ∈ [t, t+ α∗] ,√
δ∗η∗s , if s ∈ (t+ α∗, t+ α∗ + δ∗] ,
θ (s, r) =

θ∗ (s, r) , if t ≤ r < s ≤ t+ α∗,
(s− t− α∗) + θ∗ (t+ α∗, r) ,
if t < r < t+ α∗ < s ≤ t+ α∗ + δ∗,
0, if t+ α∗ ≤ r < s ≤ t+ α∗ + δ∗
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and
Y (s) =

Y ∗ (s) , if s ∈ [t, t+ α∗] ,
S(s− t− α∗)Y ∗ (t+ α∗) + ∫ s
t+α∗
S (s− r) f (Y ∗ (t+ α∗) , u (r)) dr
+
∫ s
t+α∗
S (s− r) g (Y ∗ (t+ α∗) , u (r)) dWr +
∫ s
t+α∗
ϕ (r) dr
+
∫ s
t+α∗
ψ (r) dWr, if s ∈ (t+ α∗, t+ α∗ + δ∗] .
It suffices now to choose ε′ as in Step 1 to prove that (σ, u, ϕ, ψ, θ, Y ) is an
element of S. Moreover,
(σ∗, u∗, ϕ∗, ψ∗, θ∗, Y ∗)  (σ, u, ϕ, ψ, θ, Y ) and
N ((σ∗, u∗, ϕ∗, ψ∗, θ∗, Y ∗)) < N ((σ, u, ϕ, ψ, θ, Y )) .
This inequalities come in contradiction with the initial assumption of
(σ∗, u∗, ϕ∗, ψ∗, Y ∗) being maximal. We deduce that (σ∗, u∗, ϕ∗, ψ∗, Y ∗)
is an ε−approximate mild solution defined on
[
t, T˜
]
and this completes the
proof of our Lemma.
Using this result, we are now able to prove that the quasi-tangency
condition (2) written for λ = 0 provides a sufficient condition for ε-viability.
Proof (of Theorem 2). We assume thatK satisfies the quasi-tangency condi-
tion (2) with λ = 0. Let us fix t ∈ [0, T ), ξ ∈ L2 (Ω,Ft, P ;K) and ε ∈ (0, 1) .
We apply the previous Lemma and get the existence of an ε-approximate
mild solution of (1) denoted (σ, u, ϕ, ψ, θ, Y ) which is defined on [t, T ] . From
the definition of ε-approximate mild solutions,
Y (s) = S (s− t) ξ +
∫ s
t
S (s− r) f (Y (σ (r)) , u (r)) dr
+
∫ s
t
S (s− r) g (Y (σ (r)) , u (r)) dWr
+
∫ s
t
S (θ (s, r))ϕ (r) dr +
∫ s
t
S (θ (s, r))ψ (r) dWr, (31)
dP − a.s., for all s ∈ [t, T ], Y (σ (s)) ∈ K, dP -almost surely, for all s ∈ [t, T ]
and Y (T ) ∈ K, dP -almost surely. Moreover,
E
[
|Y (σ (s))− Y (s)|2
]
≤ ε, (32)
for all s ∈ [t, T ]. It follows that
d2
(
Xt,ξ,u (s) , L2 (Ω,Fs, P ;K)
) ≤ E [∣∣Xt,ξ,u (s)− Y (σ (s))∣∣2]
≤ 2
(
E
[
|Y (s)− Y (σ (s))|2
]
+ E
[∣∣Xt,ξ,u (s)− Y (s)∣∣2]) , (33)
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for all s ∈ [t, T ] . Next, in order to estimate E
[∣∣Xt,ξ,u (s)− Y (s)∣∣2] , we use
E
[∣∣Xt,ξ,u (s)− Y (s)∣∣2]
≤ C
(
E
[∣∣∣∣∫ s
t
S (s− r) (f (Y (r) , u (r))− f (Xt,ξ,u (r) , u (r))) dr∣∣∣∣2
]
+ E
[∣∣∣∣∫ s
t
S (s− r) (f (Y (r) , u (r))− f (Y (σ (r)) , u (r))) dr
∣∣∣∣2
]
+ E
[∣∣∣∣∫ s
t
S (s− r) (g (Y (r) , u (r))− g (Xt,ξ,u (r) , u (r))) dWr∣∣∣∣2
]
+ E
[∣∣∣∣∫ s
t
S (s− r) (f (Y (r) , u (r))− f (Y (σ (r)) , u (r))) dWr
∣∣∣∣2
]
+E
[∣∣∣∣∫ s
t
S (θ (s, r))ϕ (s) ds
∣∣∣∣2
]
+ E
[∣∣∣∣∫ s
t
S (θ (s, r))ψ (s) dWs
∣∣∣∣2
])
= C (I1 + I2 + I3 + I4 + I5 + I6) , (34)
for all s ∈ [t, T ] . In order to estimate I1, we use the Cauchy-Schwarz in-
equality and the Lipschitz property of f, and get
I1 ≤ CE
[(∫ s
t
∣∣Y (r) −Xt,ξ,u (r)∣∣ dr)2]
≤ C (s− t)1+2γ
∫ s
t
(s− r)−2γ E
[∣∣Y (r) −Xt,ξ,u (r)∣∣2] dr. (35)
For I2, similar arguments combined with (32) yield
I2 ≤ Cε. (36)
The assumption (A2) gives
I3 = E
[∫ s
t
∣∣S (s− r) (g (Y (r) , u (r))− g (Xt,ξ,u (r) , u (r)))∣∣2 dr]
≤ C
∫ s
t
((s− r) ∧ 1)−2γ E
[∣∣Y (r) −Xt,ξ,u (r)∣∣2] dr (37)
and
I4 ≤ Cε. (38)
For the last terms I5,6 it suffices to recall properties (c) and (d) of Definition
3 and get
I5 + I6 ≤ Cε. (39)
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We substitute the estimates (35)-(39) in (34) to obtain
E
[∣∣Xt,ξ,u (s)− Y (s)∣∣2]
≤ C
(
ε+
∫ s
t
(s− r)−2γ E
[∣∣Y (r)−Xt,ξ,u (r)∣∣2] dr) ,
for all s ∈ [t, T ] . Then, applying a variant of Gronwall’s inequality, we have
E
[∣∣Xt,ξ,u (s)− Y (s)∣∣2] ≤ Cε, (40)
for all s ∈ [t, T ] . We substitute (32) and (40) in (33) to finally get
d2
(
Xt,ξ,u (s) , L2 (Ω,Fs, P ;K)
) ≤ Cε,
for all s ∈ [t, T ] . The conclusion follows by recalling that C can be chosen
independent of ε (and s ∈ [t, T ] ) and ε ∈ (0, 1) is arbitrary. The proof of
the main result is now complete.
4 Applications
4.1 The linear case
Let us now consider the following particular case of the control system (1):
dXt,ξ,u (s) =
(
AXt,ξ,u (s) +Bu (s)
)
ds+
(
CXt,ξ,u (s) +Du (s)
)
dWs,
for s ∈ [t, T ] ,
Xt,ξ,u (t) = ξ ∈ L2 (Ω,Ft, P ;H) .
(41)
Here A is a linear unbounded operator on H that generates a C0-semigroup
of linear operators (S (t))t≥0 , B ∈ L (G;H) , C is an L (Ξ;H)-valued linear
operator onH and there exist γ ∈ [0, 12) and c > 0 such that, for every t > 0,
S (t)C ∈ L (H ;L2 (Ξ;H)) and |S (t)C|L(H;L2(Ξ;H)) ≤ c (t ∧ 1)
−γ
, and D is
an L2 (Ξ;H)-valued linear bounded operator on G. We also suppose that
U is a closed, bounded and convex subset of G. (A3)
Remark 4 If the assumption (A3) holds true, the space of admissible con-
trol processes A is convex. As a consequence, A is a closed subspace of
L2 ([t, T ]×Ω;G) with respect to the weak topology on L2 ([t, T ]×Ω;G).
It is obvious that viability implies ε-viability for a closed set K ⊂ H . For
the particular case of a linear control system we will prove that the quasi-
tangency condition written for λ = 0 is a sufficient condition not only for
the ε−viability, but also for the viability property of an arbitrary nonempty,
closed and convex set K ⊂ H. Hence, whenever C ∈ L (H ;L2 (Ξ;H)) ,
viability and ε-viability of closed, convex sets with respect to the linear
control system (41) are equivalent. The main result of this section is
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Theorem 4 Let us suppose that (A1), (A2) and (A3) hold true. Moreover,
we suppose that K ⊂ H is a nonempty, closed and convex set that satisfies
the quasi-tangency condition with respect to the control system (41) with
λ = 0. Then K is viable with respect to the control system (41).
Proof Let us fix t ∈ [0, T ) and ξ ∈ L2 (Ω,Ft, P ;K) . For every n ≥ 2,
Lemma 1 gives the existence of an n−1-approximate mild solution denoted
by (σn, un, ϕn, ψn, Yn) and defined on [t, T ] . By definition, for every n ≥ 2
and every s ∈ [t, T ] ,
Yn(s) = S (s− t) ξ +
∫ s
t
S (s− r)Bun (r) dr +
∫ s
t
S (s− r)CYn (σn (r)) dWr
+
∫ s
t
S (s− r)Dun (r) dWr
+
∫ s
t
S (θn (s, r))ϕn (r) dr +
∫ s
t
S (θn (s, r))ψn (r) dWr , (42)
dP -almost surely. The estimates of Proposition 2 yield
sup
n≥2
sup
s∈[t,T ]
E
[
|Yn (s)|2
]
≤ c,
for a generic constant c. Moreover, since U is bounded,
sup
n≥2
sup
s∈[t,T ]
E
[
|un (s)|2
]
≤ c.
The above estimates, together with the assumption (A3), allow to find a
subsequence (still denoted by (Yn, un)), a process Y ∈ L2
(
[t, T ] ;L2 (Ω;H)
)
and an admissible control process u such that (Yn, un)→ (Y, u) in the weak
topology on L2
(
[t, T ] ;L2 (Ω;H × U)) .
Step 1. We begin by showing that Y can be identified with Xt,ξ,u (the
unique mild solution of (41) starting from ξ and associated to the control
process u). We make the following notations
M1,ns =
∫ s
t
S (s− r)Bun (r) dr, M1s =
∫ s
t
S (s− r)Bu (r) dr,
M2,ns =
∫ s
t
S (s− r)CYn (σn (r)) dWr , M2s =
∫ s
t
S (s− r)CY (r) dWr ,
M3,ns =
∫ s
t
S (s− r)Dun (r) dWr , M3s =
∫ s
t
S (s− r)Du (r) dWr,
M4,ns =
∫ s
t
S (θn (s, r))ϕn (r) dr +
∫ s
t
S (θn (s, r))ψn (r) dWr , for all s ∈ [t, T ] .
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Let us fix φ ∈ L2 (Ω,Fs, P ;H) . Using the weak convergence of (un) , one
gets
lim
n→∞E
[〈
M1,ns , φ
〉]
= lim
n→∞E
[∫ s
t
〈S (s− r)Bun (r) , φ〉
]
dr
= lim
n→∞
E
[∫ s
t
〈un (r) , B∗S∗ (s− r)φ〉 dr
]
= E
[∫ s
t
〈u (r) , B∗S∗ (s− r)φ〉 dr
]
= E
[〈
M1s , φ
〉]
.
If Φ ∈ L2 ([t, T ] ;L2 (Ω;H)) is an (Ft)-adapted process, the previous equal-
ity, combined with a dominated convergence argument, allows to prove that
lim
n
E
[∫ T
t
〈
M1,ns , Φ (s)
〉
ds
]
= E
[∫ T
t
〈
M1s , Φ (s)
〉
ds
]
.
Since Φ is arbitrary, this proves that M1,n converges in the weak topology
on L2
(
[t, T ] ;L2 (Ω;H)
)
to M1. Using condition (g) in the Definition 3 of
approximate mild solutions, we get
sup
s∈[t,T ]
E
[
|Yn (s)− Yn (σn (s))|2
]
≤ n−1.
Thus, in order to prove that M2,n converges in the weak topology on
L2
(
[t, T ] ;L2 (Ω;H)
)
to M2, one can replace M2,n by the process N2,n
given by
N2,ns =
∫ s
t
S (s− r)CYn (r) dWr , for all s ∈ [t, T ] .
If φ ∈ L2 (Ω,Fs, P ;H) , using the martingale representation theorem we
prove
lim
n→∞
E
[〈
N2,ns , φ
〉]
= E
[〈
M2s , φ
〉]
.
Using, as before, the dominated convergence theorem, we get that N2,n
converges in the weak topology on L2
(
[t, T ] ;L2 (Ω;H)
)
to M2. Similar
arguments allow to prove that M3,n converges in the weak topology on
L2
(
[t, T ] ;L2 (Ω;H)
)
to M3. The conditions (c) and (d) in the Definition 3
of approximate mild solutions imply that M4,n converges strongly to 0 in
L2
(
[t, T ] ;L2 (Ω;H)
)
. It follows that the limit (Y, u) satisfies
Y (s) = S (s− t) ξ +
∫ s
t
S (s− r)Bu (r) dr +
∫ s
t
S (s− r)CY (r) dWr
+
∫ s
t
S (s− r)Du (r) dWr. (43)
Title Suppressed Due to Excessive Length 23
This equation is, a priori, satisfied dPds−almost everywhere. We can now
identify Y with its continuous version Xt,ξ,u.
Step 2. We claim that Ys ∈ K dPds− almost everywhere on Ω × [t, T ] .
Indeed, let us consider the following application γ : L2
(
[t, T ] ;L2 (Ω;H)
) −→
R+,
γ (Z) = E
[∫ T
t
d2K (Z (s)) ds
]
.
Obviously, this application is convex. Using the fact that Yn converges in
the weak topology on L2
(
[t, T ] ;L2 (Ω;H)
)
to Y , one finds a sequence of
convex combinations of (Yn) , denoted by Zn, which converges strongly to
Y in L2
(
[t, T ] ;L2 (Ω;H)
)
. For every n ≥ 2,
γ (Yn) ≤ E
[∫ T
t
|Yn (s)− Yn (σ (s))|2 ds
]
≤ Tn−1.
Thus, using the convexity of γ, one can assume, without loss of generality,
that
γ (Zn) ≤ n−1, (44)
for all n ≥ 2. Then
γ (Y ) ≤ 2
(
γ (Zn) + E
[∫ T
t
|Y (s)− Zn (s)|2 ds
])
.
We let n→∞ in the last inequality. Due to (44) and to the strong conver-
gence of Zn to Y , one has
γ (Y ) = 0.
In other words, Y (s) ∈ K, dPds− almost everywhere on Ω × [t, T ] . The
conclusion follows from the continuity of Y .
4.2 Nagumo’s stochastic theorem. Viability of smooth sets
We assume that A is a linear operator on H that generates a semigroup of
continuous operators denoted by (S (t))t≥0. We consider F : H −→ H and
G : H −→ L2 (Ξ;H) such that, for some positive constant c > 0,
|F (x)− F (y)|+ |G(x) −G(y)|L2(Ξ;H) ≤ c |x− y| . (B)
for all x, y ∈ H. We consider the stochastic semilinear equation
dXt,ξ(s) =
(
AXt,ξ(s) + F
(
Xt,ξ(s)
))
ds
+G
(
Xt,ξ(s)
)
dWs, for all s ∈ [t, T ] ,
Xt,ξ(t) = ξ ∈ L2 (Ω,Ft, P ;H) .
(45)
The aim of this subsection is to deduce explicit conditions for the viability
of smooth sets with respect to the system (45). In particular, we study the
viability of the closed unit ball B (0, 1) .
We begin by stating the following version of Nagumo’s stochastic theo-
rem.
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Theorem 5 (Nagumo’s stochastic theorem) A nonempty, closed set K ⊂ H
is viable with respect to (45) if and only if, for every t ∈ [0, T ) and every
ξ ∈ L2 (Ω,Ft, P ;K) , there exist a sequence hn ց 0 and a sequence of
random variables pn ∈ L2 (Ω,Ft+hn , P ;H) such that
lim
n
E
[
|pn|2
]
+
1
hn
E
[∣∣EFt [pn]∣∣2] = 0
and S (hn) ξ + hnF (ξ) +G (ξ) (Wt+hn −Wt) +
√
hnpn ∈ K, dP−almost
surely, for all n.
This result is a simple consequence of Theorems 1 and 2.
We consider some orthonormal basis in Ξ, denoted by (em)m∈N∗ . We
introduce, for every m ∈ N∗, βm· = 〈W·, em〉 . This defines a sequence of
independent standard 1-dimensional Brownian motions. We also consider,
for every m ∈ N∗, the m−dimensional Brownian motion Wm· =
m∑
i=1
βi· ei.
For every m ≥ 1, we denote by {Fmt : t ≥ 0} the filtration generated by the
one-dimensional Brownian motion βm· completed by the P -null sets and by{
F1,mt : t ≥ 0
}
the filtration generated by the finite-dimensional Brownian
motion Wm· completed by the P -null sets.
We will show how deterministic criteria can be inferred from the quasi-
tangency condition for smooth sets of constraints. To be more precise, we
consider sets of constraints K that can be written as
K = {x ∈ H : ϕ (x) ≤ 0} , (46)
for some C2-function ϕ : H −→ R with bounded, Lipschitz-continuous
second order derivative.
Proposition 4 Under the assumption (B), if the set K given by (46) is
viable with respect to (45), then, for every x ∈ D (A) such that ϕ (x) = 0,
0 ≥ 〈Dϕ (x) , Ax〉 + 〈Dϕ (x) , F (x)〉
+
1
2
∞∑
i=1
〈
D2ϕ (x)G (x) ei, G (x) ei
〉
, (47)
and
G∗ (x)Dϕ (x) = 0. (48)
Proof If the set K is viable, and x ∈ D (A) such that ϕ (x) = 0, for every
sequence hn ց 0 we get, by Nagumo’s stochastic theorem (see also Remark
3), the existence of some sequence pn ∈ L2 (Ω,Fhn , P ;H) such that{
limn
(
E
[
|pn|2
]
+ 1
hn
E
[∣∣EFt [pn]∣∣2]) = 0 and
S (hn)x+ hnF (x) +G (x)Whn +
√
hnpn ∈ K, dP -a.s.,
for every n ≥ 1. Moreover, we can assume (cf. Remark 3) that pn ∈
L4 (Ω,Fhn , P ;H), for every n ≥ 1. Using the martingale representation
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theorem, there exists an (F)-predictable process qn such that pn = E [pn]+∫ hn
0
qn (s) dWs. Moreover, by standard estimates,
E
(∫ hn
0
|qn (s)|2 ds
)2 ≤ CE [|pn|4] , (49)
for some generic constant C independent of pn and hn. For every n ∈ N∗,
we introduce the process Y x,n· given by
Y x,ns = S (hn)x+ hnF (x) +G (x)Ws +
√
hnE [pn] +
√
hn
∫ s
0
qn (r) dWr,
for every s ∈ [0, hn]. It is obvious from (49) that
E
[
sup
s∈[0,hn]
|Y x,ns |4
]
≤ C.
We apply Itoˆ’s formula to Y x,n to get
ϕ
(
Y
x,n
hn
)
= ϕ
(
S (hn)x+ hnF (x) +
√
hnE [pn]
)
+
∫ hn
0
〈
Dϕ (Y x,ns ) ,
(
G (x) +
√
hnqn (s)
)
dWs
〉
+
1
2
∫ hn
0
∞∑
i=1
〈
D2ϕ (Y x,ns )
(
G (x) +
√
hnqn (s)
)
ei,
(
G (x) +
√
hnqn (s)
)
ei
〉
ds.
(50)
Using a first order Taylor expansion of ϕ gives
ϕ
(
S (hn)x+ hnF (x) +
√
hnE [pn]
)
≥ 〈Dϕ (x) , (S (hn)− I) x+ hnF (x)〉 − hnP 1n , (51)
where P 1n ∈ R+ such that limn P 1n = 0. Moreover, by standard estimates,∫ hn
0
∞∑
i=1
〈
D2ϕ (Y x,ns )
(
G (x) +
√
hnqn (s)
)
ei,
(
G (x) +
√
hnqn (s)
)
ei
〉
ds
≥ hn
∞∑
i=1
〈
D2ϕ (x)G (x) ei, G (x) ei
〉− hnP 2n , (52)
where P 2n ∈ L1 (Ω,Fhn , P ;R) such that limnE
[∣∣P 2n∣∣] = 0. Substituting
(51) and (52) in (50) and taking expectation, we get
0 ≥ E [ϕ (Y x,nhn )] ≥ 〈Dϕ (x) , (S (hn)− I)x+ hnF (x)〉
+ hn
∞∑
i=1
〈
D2ϕ (x)G (x) ei, G (x) ei
〉− hn (P 1n + P 2n) .
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The condition (47) follows by dividing the last inequality by hn and letting
n→∞.
Standard estimates and (50) yield
0 ≥ ϕ (Y x,nhn ) = ∫ hn
0
〈
Dϕ (Y x,ns ) ,
(
G (x) +
√
hnqn (s)
)
dWs
〉
−
√
hnQ
1
n, (53)
where Q1n ∈ L1 (Ω,Fhn , P ;R) such that limnE
[∣∣Q1n∣∣] = 0. Moreover, again
by standard estimates,∫ hn
0
〈
Dϕ (Y x,ns ) ,
(
G (x) +
√
hnqn (s)
)
dWs
〉
= 〈Dϕ (x) , G (x)Whn〉 −
√
hnQ
2
n, (54)
where Q2n ∈ L1 (Ω,Fhn , P ;H) such that limnE
[∣∣Q2n∣∣] = 0. Then, by sub-
stituting (54) in (53) and dividing by
√
hn we get
Q1n +Q
2
n ≥
1√
hn
〈Dϕ (x) , G (x)Whn〉 .
For every m ∈ N∗, taking conditional expectation with respect to Fm∞ yields
Qn ≥ 〈Dϕ (x) , G (x) em〉
βmhn√
hn
,
for some process Qn ∈ L1 (Ω,Fhn , P ;H) such that limnE [|Qn|] = 0. Stan-
dard properties of Brownian sample paths imply that the above inequality
can only hold if (48) holds true. The proof is now complete.
Using the above result, we are going to deduce explicit deterministic
conditions for the viability of the unit ball. In the case of a diagonal operator
A, using the quasi-tangency characterization of viability, we prove that these
conditions are also sufficient.
Proposition 5 If the unit ball B (0, 1) is viable with respect to (45), then,
for every x ∈ D (A) such that |x| = 1,{
0 ≥ 〈x,Ax〉+ 〈x, F (x)〉+ 12 |G (x)|2L2(Ξ;H) , and
G∗ (x)x = 0.
(55)
Conversely, if A is a diagonal operator, this condition is also sufficient for
the viability of B (0, 1).
Proof That viability implies (55) is a simple consequence of Proposition 4.
Conversely, we assume that (55) holds true whenever x ∈ D (A) is such that
|x| = 1.We fix t ∈ [0, T ) and ξ ∈ L2 (Ω,Ft, P ;B (0, 1)) . For every l ≥ 1, we
denote by Jl the orthogonal projector onto the space Hl generated by the
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first l eigenvectors of A. We fix, for the moment m, l ≥ 1. For every t ≥ 0
and every ζ ∈ L2
(
Ω,F1,mt , P ;Hl
)
, we define the system{
Xt,ζ,m,ls =
(
AlX
t,ζ,m,l
s + JlF
(
Xt,ζ,m,ls
))
ds+ JlG
(
Xt,ζ,m,ls
)
dWms , s ∈ [t, T ] ,
X
t,ξ,m,l
t = ζ.
Obviously, the solution lives in the finite dimensional spaceHl and the Brow-
nian motionWm· is finite dimensional. Consequently, the condition (55) and
classical results due to Aubin, Da Prato in the finite dimensional framework
(cf. [2], page 596) yield that the unit ball of Hl, denoted by BHl (0, 1) is
viable with respect to the previous equation. Then, from Theorem 1, for
every h > 0, there exists pl,m,h ∈ L2
(
Ω,F1,mt+h , P ;Hl
)
⊂ L2 (Ω,Ft+h, P ;H)
such that
S (h)JlE
F1,m
∞ [ξ] +
∫ t+h
t
S (t+ h− s)JlF
(
JlE
F1,m
∞ [ξ]
)
ds
+
∫ t+h
t
S (t+ h− s)JlG
(
JlE
F1,m
∞ [ξ]
)
dWms +
√
hpl,m,h ∈ B (0, 1) , (56)
dP − a.s. Moreover (see inequality (11)),
E
[
|pl,m,h|2
]
+
1
h
E
[∣∣EFt [pl,m,h]∣∣2]
≤ C
(
sup
s∈[0,h]
E
[∣∣∣(S (s)− I)JlEF1,m∞ [ξ]∣∣∣2]+ h
)
≤ C
(
sup
s∈[0,h]
E
[
|(S (s)− I) ξ|2
]
+ h
)
. (57)
A careful look at the proof of Theorem 1 shows that C can be chosen
independent of l and m. The inequality (57) guarantees the existence of
some subsequence (pl,m,h)l,m converging weakly in L
2 (Ω,Ft+h, P ;H) to
some ph ∈ L2 (Ω,Ft+h, P ;H) such that
E
[
|ph|2
]
+
1
h
E
[∣∣EFt [ph]∣∣2] ≤ C
(
E
[
sup
s∈[0,h]
|S (s) ξ − ξ|2
]
+ h
)
. (58)
Then, by taking weak limit in L2 (Ω,Ft+h, P ;H) in (56), one gets
S (h) ξ +
∫ t+h
t
S (t+ h− s)F (ξ) ds
+
∫ t+h
t
S (t+ h− s)G (ξ) dWs +
√
hph ∈ B (0, 1) . (59)
We recall that t, ξ, h are arbitrary and the constant C in (58) can be chosen
independent of h. Then (59) and (58) give the 0 quasi-tangency condition.
The viability of the initial system follows from Theorem 2.
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