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Research on the graphical facilitation of probabilistic reasoning has been characterised 
by the effort expended to identify valid assessment tools. The authors developed an 
assessment instrument to compare reasoning performances when problems were 
presented in verbal-numerical and graphical-pictorial formats. A sample of 
undergraduate psychology students (n=676) who had not developed statistical skills, 
solved problems requiring probabilistic reasoning. They attended universities in Spain 
(n=127; f=71.7%) and Italy (n=549; f=72.9%). In Italy 173 undergraduates solved these 
problems under time pressure. The remaining students solved the problems without 
time limits. Classical Test Theory (CTT) and Item Response Theory (IRT) were applied 
to assess the effect of two formats and to evaluate criterion and discriminant validity. 
The instrument showed acceptable psychometric properties, providing preliminary 
evidence of validity. 
Keywords: probabilistic reasoning; format of problem presentation; verbal-numerical 
format; graphical-pictorial format; educational assessment; validity 
INTRODUCTION  
Probabilistic reasoning is a crucial aspect when using mathematics and statistics  
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(e.g., Brase, 2009; Brase & Hill, 2015; Franklin et al., 
2007; Mandel, 2014; Tubau, 2008). This reasoning 
is omnipresent in our society, supporting 
judgements about uncertainty in daily and 
scholastic contexts (Gigerenzer, 2008; Jones, 2006; 
Sharps,  
Hess, Price-Sharps, & Teh, 2008). As Batanero and 
Sánchez (2006, p.241) stated, “(…) in high school 
students are expected to determine the likelihood 
of an event by constructing probability 
distributions for simple sample spaces, compute 
and interpret the expected value of random 
variables in simple cases (…), to identify mutually 
exclusive and joint events, understand conditional 
probability and independence, and draw on their 
knowledge of combinations, permutations, and 
counting principles to compute these different 
probabilities”. In the “Guidelines for Assessment 
and Instruction in Statistics Education” (GAISE), 
among other indications, there are “understand and 
apply basic concepts of probability” (Franklin et al., 
2007, p.5). It is a very specific type of thinking, 
which does not improve at a specific age; indeed, it 
is reliant on education, and individuals are expected 
to reach a satisfactory performance after an 
appropriate training (Agnoli & Krantz, 1989; 
Mandel, 2015). 
The study of probabilistic reasoning applied to 
mathematical and statistical problems has 
interested many researchers, specifically in order to 
overcome the great troubles encountered by the 
students when trying to solve probabilistic 
problems. Some items about the probabilistic and 
Bayesian reasoning have been considered in 
literature as a useful type of tasks in order to 
evaluate the features of some kind of statistical 
reasoning (Brase, 2009; Brase & Hill, 2015; 2013; 
Mandel, 2014).  
DelMas (2004) analysed in a deep way the 
features of statistical and mathematical reasoning, 
in order to shed light on the main characteristics of human reasoning. He stated that 
probability theory is an essential part of mathematics and statistics; moreover, he 
highlighted the differences between statistical and mathematical reasoning, mostly 
as concerns the key and strong role of the context of the problem in the application 
of statistical reasoning (DelMas, 2004; Franklin et al., 2007). Franklin et al. (2007) 
examined in detail the different approach to the solution of probabilistic problems in 
statistics and in mathematics. They highlighted that the probability problem solving 
in statistics (for example in the classical coin problem) generally starts from an 
unfamiliar situation. Often the solution is reached in an experimental way, deriving 
from specific practices (it is context related). Instead, in mathematics the solution of 
a probabilistic problem derives from the application of a known rule (that is, the 
solution is model determined) (Franklin et al., 2007). In this regard, it is useful to 
refer to the well-known Garfield and Ben-Zvi classification (Ben-Zvi & Garfield, 
2004; Garfield & Ben-Zvi, 2008), which discriminated between statistical literacy, 
State of the literature 
 Many authors highlighted the difficulties 
encountered by undergraduates in 
probabilistic reasoning. The study of the 
features of this reasoning has been 
considered very useful in order to find 
methods to support the performances in these 
problems. 
 The administration of the problems in specific 
formats (i.e., frequency formats, in a natural 
sampling framework, using graphical-pictorial 
representations) has been appraised as a 
useful way to improve this performance.  
 Nevertheless, there are few suitable measures 
valuable to assess the performance in these 
problems, comparing different formats of 
presentation, specifically in the same 
inexperienced student. 
Contribution of this paper to the literature 
 This paper appraises the psychometric 
characteristics of an instrument settled to 
evaluate probabilistic reasoning in both 
verbal-numerical and graphical-pictorial 
formats.  
 We focused on simple and conditional 
probabilities expressed as frequencies, 
consistent with classic studies in the 
literature. 
 By applying the Classical Test Theory and the 
Item Response Theory, we evaluated the 
features of our items, the validity of criterion 
and discriminant. We assessed the two 
formats in the three samples of inexperienced 
psychology undergraduates in Italy and Spain, 
in presence versus absence of time pressure. 
We provided preliminary evidence of validity. 
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statistical reasoning and statistical thinking. Statistical literacy (Ben-Zvi & Garfield, 
2004; Gal, 2002) derives from individual’s education and consists of the 
understanding of the basic use of statistical language and simple statistical tools 
(such as the mean), discriminating among dissimilar data representations (Chance, 
2002; Rumsey, 2002). Statistical reasoning is the process applied in the reflection on 
statistical data, in order to give meaning to aspects related to them. It may implicate 
the association of one concept with another, or the combination among dissimilar 
concepts inferred from the data and probability considerations (Garfield & Ben-Zvi, 
2008; Garfield, 2003). The statistical reasoning presents specified relationships with 
probabilistic reasoning (Ben-Zvi & Garfield, 2004; Garfield & Ben-Zvi, 2008). Indeed, 
six main classes of statistical reasoning were identified (i.e., on data, on 
representations of data, on associations of variables, on statistical measures, on 
samples, and on uncertainty) (Garfield, 2003). Within these classes, the reasoning on 
uncertainty is extensively used in statistical and mathematical education. This kind 
of reasoning denotes the ability to infer and use notions of casualness, chance and 
probability. Statistical thinking denotes specifically the statistician’s type of thought 
(Wild & Pfannkuch, 1999). It connotes detailed knowledge about how and why to 
apply a method, a measure, or a statistical model. Thus, it refers to awareness of the 
theories implied in the statistical process and methods (Chance, 2002). Garfield and 
Ben-Zvi (2008) clarify that statistical literacy, reasoning and thinking are facets of 
the same dimension, in which there are multiple intersections. All previous 
considerations allow understanding that the probabilistic reasoning, which is the 
object of our investigation, is the most important crossover point between the 
different forms and abilities of thinking so far mentioned. 
These aspects have been often studied in the recent years, in order to define and 
describe the undergraduates’ difficulties when dealing with these topics. Many 
papers have highlighted the troubles implied in this form of reasoning, especially in 
the academic context (Díaz & De La Fuente, 2006; Gal, 2005). These difficulties are 
relevant to all students, especially undergraduates in humanistic faculties, who must 
cope with courses that contain a strong mathematical component (e.g., statistics) 
(Chiesi & Primi, 2009; Guàrdia-Olmos et al., 2006). It has been observed that these 
students often do not possess foundations adequate to take advantage from these 
courses (Galli, Chiesi & Primi, 2011). Moreover, the students often do not appreciate 
the utility of these mathematical aspects for their future careers (Guàrdia-Olmos et 
al., 2006).  
Then the teachers and the scholars attempted to devise specific ways or formats 
of problem presentation in order to overcome these difficulties on the study of 
probabilistic topics. This topic deserves further attention, in order to understand 
why and how the subjects are often affected by biases preventing the reach of a 
correct solution (Pessa & Penna, 2000). For these reasons, a large number of 
investigations have been performed to assess the effects produced on reasoning by 
the different formats of the problem presentation (modifying wording, type of 
numerical data presented, and illustrations) (e.g., Moro, Bodanza & Freidin, 2011; 
Sirota, Kostovičová, & Vallée-Tourangeau, 2015). In this context, many authors have 
attempted to develop approaches to overcome these well-known individuals’ 
difficulties in probabilistic reasoning in different situations (García-Retamero, 
Galesic, & Gigerenzer, 2011; Gigerenzer & Hoffrage, 1995; Johnson, Pierce, Baldwin, 
Harris, & Brondmo, 1996). We could focus on the widespread use of graphics to 
support this type of reasoning (Bishop, 2008; Clements, 2014; De Hevia, Vallar, & 
Girelli, 2008; González, Campos, & Perez, 1997; Johnson & Tubau, 2013; Konold, 
Higgins, Russell, & Khalil, 2014; Lean & Clements, 1981; Tubau, 2008; Tufte, 2001; 
Zahner & Corter, 2010).  
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The use of graphical representation is related to a widely invoked effect in this 
body of literature: graphical facilitation (e.g., Brase 2009; Brase & Hill, 2015; 
Hoffrage, Gigerenzer, Krauss, & Martignon, 2002; Moro & Bodanza, 2010). However, 
some authors do not agree that graphics pay a facilitating role and speak of 
graphical impediment (Knauff & Johnson-Laird, 2002; Castañeda & Knauff, 2013). 
The debate about this theme is strong in literature. Indeed, also when it seems 
recognised the effect of graphical facilitation, it is not clear what are the factors that 
could affect the application of probabilistic reasoning, enhancing the performance 
(Brase & Hill, 2015; Mandel, 2014; Moro & Bodanza, 2010).  
The different opinions could find a theoretical basis in the old theory of dual 
coding (Paivio, 1971), which postulates that data can be represented in both verbal 
and visuo-spatial modalities. Consequently, the specific format of problem 
presentation could support the selection of an adequate solution strategy based on a 
suitable high-level problem representation. 
Also the more recent Dual-Processes Theory (Evans & Stanovich, 2013) suggests 
important considerations on facilitation effect, supporting the idea that different 
problem presentation formats could enhance diverse levels of data processing (Type 
I – fast and automatic - and Type II –controlled and rule-based). These cognitive 
aspects could be evaluated in relation to the nested-sets approach (Barbey & 
Sloman, 2007; Girotto & Gonzalez, 2001; Sloman, Over, Slovak, & Stibel, 2003) that 
states that the facilitation could derive from the enlightening of relationships among 
sets. Coherently with this approach, some authors have highlighted the null iconicity 
effect (Sirota, Kostovičová, & Juanchich, 2014), affirming that the level of iconicity 
did not affect the facilitation effect, because only the structure of problem could have 
an impact on the probabilistic reasoning. 
On the other hand, the solution processes are also undoubtedly related to many 
aspects, such as the features of the task (e.g., the presence or absence of time 
pressure) (e.g., Rieskamp & Hoffrage, 2008) and the individual characteristics (e.g., 
cognitive and non-cognitive dimensions, such as ability, anxiety and attitudes) (e.g., 
Galli et al., 2011; Onwuegbuzie & Seaman, 1995). These aspects might strongly affect 
the student performance, interacting with reasoning and problem solving (e.g., 
Chiesi, Primi, & Morsanyi, 2011).  
Recently, we have observed an increasing attention to the study of probabilistic 
reasoning and problem presentation format (e.g., Kellen, Chan, & Fang, 2006; 2007; 
2013; Sirota et al., 2014). Specifically it is cogent and demanding the requirement to 
study in more detail the probabilistic reasoning, in order to better understand its 
features and opportunities for improvement, as a function of different formats of 
problem presentation. 
However, in the existing literature we can find only few specific assessment 
instruments that are useful for comparing reasoning performance as a function of 
problem format, e.g., verbal-numerical compared to graphical-pictorial formats (e.g., 
Chan & Ismail, 2014; Cokely, Galesic, Schulz, Ghazal, & Garcia-Retamero, 2012). 
Some previous studies on this topic often evaluated the effect of graphical 
facilitation by comparing single pairs of problems, which are frequently presented 
to different individuals (e.g., Moro & Bodanza, 2010).  
Coherently with these considerations, to overcome these limitations, we 
conducted two pilot studies (Agus, Peró-Cebollero, Penna, & Guàrdia-Olmos, 2014; 
Penna, Agus, Peró-Cebollero, Guàrdia-Olmos, & Pessa, 2014), based on an ad hoc 
assessment instrument, in which the same student must solve problems presented 
in both verbal-numerical and graphical-pictorial formats. Indeed our work aimed at 
devising an agile and short assessment instrument of probabilistic reasoning, 
assessed by items presented in the two cited formats (verbal-numerical and 
graphical-pictorial). In order to identify our items in both formats, we referred to 
the classic studies reported in this kind of literature, selecting specific problems 
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related to simple and conditional probability (e.g., Brase, 2009; Gigerenzer & 
Hoffrage, 1995; Yamagishi, 2003).  
In this paper, we report an assessment of the psychometrics features of this 
instrument used in a sample of psychology undergraduate students without any 
statistical expertise.  
The data were collected in Italy and Spain, which are both members of the 
European Higher Education Area (EHEA), to evaluate the reliability of these 
measures in both countries.  
Moreover, we administered the instrument preliminarily to Italian 
undergraduates to compare the effect of presence and absence of time pressure, 
reserving the extension of this evaluation among Spanish student if interesting 
results were identified. In this way, we assessed the validity of the measures under 
different timing conditions (Maule, Hockey, & Bdzola, 2000).  
METHOD 
Participants  
Our research was conducted on 676 undergraduates in Psychology during the 
first year of the degree course in Spain (n= 127) and Italy (n= 549) (Table 1). The 
participants consisted of 91 females in Spain (71.7%) and 400 females in Italy 
(72.9%). The average age of the Spanish sample was 20.32 years (SD = 6.098) and 
20.00 years for the Italian sample (SD=3.676).  
Of the Italian participants, 173 solved problems under a time pressure condition 
(the remaining students worked without time limits). Our samples included 
students who voluntarily participated in the study (non-probability sampling) who 
were selected based on their accessibility (convenience sampling). The data were 
collected during regular classes by the same trained researcher during the first 
semester of academic activity (from September 2013 to January 2014). All 
universities involved in this study were located in metropolitan areas. 
We evaluated the undergraduates’ previous curricula to identify and exclude 
students who had already learned statistics from this study.  
Table 1. Summary of demographic characteristics  
 Spanish sample Italian sample 
 without time pressure  without time pressure  with time pressure  
Sample size 127 376  173 
Percentage of women 71.70 78.70  60.10 
Mean age  20.32 20.14  19.69 
Standard deviation age 6.09 4.297  1.63 
Age range 17-52 18-62  18-36 
University affiliation by percentage Barcelona 100% Cagliari 7.40% 
Chieti 38.30% 
Genoa 15.40% 
Milan 13.30% 
Naples 9.30% 
Pavia 5.30% 
Trieste 10.90% 
 Rome 100% 
Mean university marks 1 8.82 78.96  78.35 
Standard deviation of university marks 1.14 10.55  10.98 
Range of university marks 6.33-13 60-100  60-100 
SCALE M SD M SD  M SD 
PMA VISUO-SPATIAL 23.93 11.81 19.72 10.46  23.59 11.69 
PMA NUMERICAL 17.11 6.31 17.20 6.69  18.50 6.17 
Note: Access to university is regulated differently in Spain and Italy; moreover, the marks required for admission are different. 
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Instruments 
The demographic characteristics were requested on a specific form. Then, 
participants completed subsequent sections of the protocol. The first and second 
sections, which were intended to assess the subjects’ abilities, consisted of the 
Intermediate Form of the Primary Mental Abilities (PMA) test (L.L. Thurstone & T.G. 
Thurstone, 1981; 1987) appraising the visuo-spatial and numerical dimensions. 
These scales were administered according to the time limits and indications of the 
PMA manual. 
The following protocol sections assessed probabilistic reasoning in verbal-
numerical (N) and graphical-pictorial (G) formats. Through pilot studies (Agus, 
Peró-Cebollero, Guàrdia-Olmos, & Penna, 2013; Agus et al., 2014; Penna et al., 2014), 
we created a short questionnaire, including five problems for each format (see 
Appendix).  
To create the problems, we first identified basic aspects of probabilistic 
reasoning, referring to simple and conditional probability, as stated by many 
authors in the typical works on this topic (Brase, 2009; Ben-Zvi & Garfield, 2004; 
Garfield & Ben-Zvi, 2008; Mandel, 2014; Moro & Bodanza, 2010). Specifically our 
items referred to the core domain of probability introduced by Moore (1990), which 
identified the basic probabilistic concepts developed, from the early grades of 
school, for the evaluation of the chance. This author specifically referred to the 
concepts related to simple and conditional probability, the independence of the data 
and the concept of random sampling. These aspects constituted in his theorisation 
the intermediate level of probabilistic reasoning (Langrall & Mooney, 2006; Jones, 
2006; Moore, 1990). 
The selection of appropriate problems occurred through collaboration with 
experts on this topic. Subsequent presentation of the problems to samples of 
inexperienced students allowed us to clarify and select the most appropriate 
problems (Agus et al., 2014). The development of the instrument was supported also 
by the application of a qualitative data analysis on the open responses given to the 
probabilistic problems presented. The solution to the problems required basic 
mathematical skills learned in high school. We used a numerical format of 
probabilistic problems, based on representations of frequencies, referring to classic 
works on this topic. We included the problems on medical diagnoses (e.g., Brase, 
2008; 2009; Brase, Cosmides, & Tooby, 1998; Cosmides & Tooby, 1996; Evans, 
Handley, Perham, Over & Thompson, 2000; Gigerenzer & Hoffrage, 1995; Sloman, 
Over, Slovak & Stivel, 2003), on decks of cards (e.g., Kahneman & Tversky, 1974), on 
university examinations (e.g., Girotto & González, 2001), on dices (e.g., Watson & 
Moritz, 2003), on production defects (e.g., Yamagishi, 2003) (see Appendix). The G 
format of probabilistic problems included tree diagrams and simple drawings, as 
indicated and suggested by classical research on probabilistic reasoning (e.g., Brase, 
2009; Corter & Zahner, 2007; Hoffrage et al., 2002; Moore, 1990; Zhu & Gigerenzer, 
2006).  
The performances in these kind of problems have been studied by many authors, 
which attempted to identify the features of probabilistic reasoning evaluating the 
subjects’ performances in relation to different formats of presentation (e.g., Corter & 
Zahner, 2007; Evans, Handley, Neilens, & Over, 2010; Evans, Handley, Perham, Over, 
& Thompson, 2000; Hoffrage et al., 2002; Gigerenzer & Hoffrage, 1995; Gilovich, 
Griffin, & Kahneman, 2002; Girotto & Gonzalez, 2001; 2008; Moro & Bodanza, 2010; 
Moro, Bodanza, & Freidin, 2011; Sloman et al., 2003; Tversky & Kahneman, 1983; 
Yamagishi, 2003). 
For each problem, we provided a short explanation and four response options (of 
which only one was correct). Subsequently, the students were asked to describe 
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their reasoning in an open-ended question. We analysed the results of problem 
solving by summing the number of correct responses for both N and G scales. 
This test was part of a larger research project, and during the same work session, 
the students filled out other questionnaires assessing statistical anxiety and 
attitudes towards statistics (not used in this investigation).  
Each student completed the protocol in his/her native language. We 
administered all paper-and-pencil questionnaires to large groups in a quiet lecture 
room.  
Procedure  
The performance of each participant was assessed for both problem formats to 
control for variability due to individual characteristics. The problems were 
presented in different format orders (e.g., NG, first N then G format, versus GN, first 
G then N format) and problem sequences (sequences 1 and 2, in which the latter was 
the reverse of the former sequence), ensuring that each problem was not always 
presented in the same position.  
To investigate the potential effect of timing administration, we first selected a 
sample of Italian undergraduates (n=173) to who these problems were presented 
under time pressure. The time limit was 30’ to solve 10 problems in the N and G 
formats and to complete the other two sections of the protocol (all outstanding 
undergraduates solved all problems before the time limit).  
We obtained different samples, which were studied separately (the Spanish 
sample without time pressure and Italian students both without and with time 
pressure). 
Analysis approach 
We evaluated descriptive statistics to determine the number of correct 
responses. From the open-ended responses provided for each problem, we 
identified the students who obtained the correct answer randomly, which we coded 
as incorrect. We observed that many missing values were obtained for problems 
that were perceived as very difficult (as clarified by the open-ended responses). 
Consequently, we consider these missing values as the inability to provide the 
correct response.  
Then, our analysis proceeded in several steps. 
Initially, we evaluated the potential effects of format order and sequence of 
problem presentation through a one-way ANOVA of the scores by format. Variables 
identifying the four presentations (NG1, NG2, GN1, GN2) were used as factors. 
Because some variables did not meet the assumptions of the ANOVA, we applied the 
Kruskal-Wallis Test for some comparisons. We did not find significant effects of 
Table 2. One-way Analysis Of Variance and Kruskal-Wallis Test for order and sequence of problem 
presentation in verbal-numerical and graphical-pictorial formats 
  Levene  F Kruskal-Wallis NG1 NG2 GN1 GN2 Total 
sample format Levene df1; df2 p F df b;w p KW df p m sd m sd m sd m sd m sd 
Spanish  
without  
time 
pressure 
N .60 3;123 .61 .72 3;123 .53 /   2.17 1.50 1.66 1.32 2.10 1.59 2.00 1.47 2.00 1.48 
G 4.01 3;123 .01 /   5.51 3 .13 3.00 1.15 2.73 1.61 2.36 1.30 2.36 1.22 2.62 1.34 
Italian  
without  
time 
pressure 
N .29 3;372 .82 .01 3;372 .99 /   1.72 1.33 1.76 1.47 1.73 1.44 1.75 1.53 1.74 1.44 
G 1.13 3;372 .33 .95 3;372 .41 /   2.59 1.45 2.68 1.41 2.45 1.33 2.37 1.28 2.53 1.37 
Italian 
with  
time 
pressure 
N 1.50 3;169 .21 1.32 3;169 .26 /   2.58 1.27 2.22 1.34 1.95 1.58 2.33 1.63 2.27 2.57 
G 3.28 3;169 .02 /   6.74 3 .08 2.76 1.64 2.09 1.50 2.58 1.30 2.84 1.16 1.47 1.43 
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order or sequence (p>.05) (Table 2). Then, we conducted analyses for all problems 
jointly. 
At this point, our work followed two main approaches, Classical Test Theory 
(CTT) and Item Response Theory (IRT). The use of both methods is helpful and has 
been identified in previous research as a respected method of developing 
assessment instruments (e.g., Frey & Seitz, 2009; Hays, Brown, Brown, Spritzer, & 
Crall, 2006; Kunina-Habenicht, Rupp, & Wilhelm, 2009; Pollard, Dixon, Dieppe, & 
Johnston, 2009). Specifically, the application of IRT overcomes some limits of CTT 
methods, which are essentially based on correlational data and processes that 
capitalise on Cronbach’s alpha (Reeve & Fayers, 2005). Moreover, CTT is highly 
dependent on subject abilities, accessing only a small part of the underlying 
dimensions (Singh, 2004). The application of IRT offers supplementary evidence and 
information with respect to CTT, being the parameters that are independent from 
the sample of items to which the subjects respond and furnishing additional 
suggestions to disregard non-discriminating or redundant items (Embretson & 
Reise, 2000; Hartig & Höhler, 2009). 
In relation to CTT, we applied Classical Item Analysis and evaluated reliability 
using Cronbach’s Alpha. Furthermore, we explored construct validity using 
Confirmatory Factor Analysis (CFA). We also evaluated discriminant and concurrent 
validity. Specifically, to appraise discriminant validity, we considered the type of 
high school attended (in the Italian sample, we distinguish between students with 
“strong” and “weak” mathematical educations). To assess concurrent validity, we 
correlated our measures of probabilistic reasoning in both formats with the visuo-
spatial and numerical PMA values and admission marks.  
In the succeeding phase of the analysis, we applied Item Response Theory (IRT) 
to determine the difficulty and discrimination of problems in both formats. This 
method overcomes some limits of CTT related to sample dependency in the 
evaluation of item features (Fan, 1998). 
The analyses were conducted using R 3.1.3, EQS 6.1 (Bentler, 1995) and IRTPRO 
2.1 software (Cai, Thissen, & du Toit, 2011). 
RESULTS 
The first phase - CTT 
We evaluated the scale’s alpha reliability, the difficulty and discrimination 
indices, and the correlation item-total (Table 3). 
The difficulty index indicates that most problems had some difficulty in both 
formats, and only one problem in the G format (B4) was considered easy to solve 
(Table 3). It is clear that this index “is not determined solely by the content of the 
items” (Ebel & Frisbie; 1991, p. 228). Indeed, the difficulty also reflects subject 
abilities to solve specific problems, unlike when IRT models are used (Fan, 1998).  
The discrimination index was computed in two ways: first, based on the 
difference between the proportion of correct answers in the top 50% group and the 
bottom 50% group, and second, by the correlation between the item-total score 
excluding that problem (Table 3). The discriminating capacity of the problems was 
reasonably good (higher than 0.3) in both the N and G formats. The correlations 
between item-totals are considered acceptable if they are higher than 0.3 (e.g., 
Schinka & Velicer, 2003). However, we observed some problems with lower values. 
In particular, we detected a poor index value among all samples for problem A3. 
Problem A5 produced a poor index value only among the Italian students (with and 
without time pressure). In the G format, the values are low across samples for B5; 
moreover, poor values are identified for both Spanish and Italian students without 
time pressure for B3. 
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Internal consistency (Cronbach’s Alpha coefficient) was weak for both formats, 
with values ranging to .52 to .60. These values refer to dichotomy scores, which not 
does suggest that these index values are too poor (Ebel & Frisbie, 1991). Moreover, 
these low values might be related to the small number of problems involved in 
questionnaire construction (Kline, 2000) (Table 3). Our considerations also relate to 
the lively debate in the literature on the limitations of the application of Cronbach’s 
Alpha (e.g., Laverdière, Morin, & St-Hilaire, 2013; Pastore, & Lombardi, 2014; 
Sijtsma, 2009a, 2009b).  
Confirmatory factor analysis  
We performed a CFA to assess the structure of our problems in each format. All 
analyses were performed using the EQS 6.1 software (Bentler, 1995). We used the 
covariance matrices to explore the data in the unifactorial solution (Table 4). We 
assessed univariate and multivariate normality. In this regard, the variable 
distribution showed a non-symmetrical curve and a non-normal multivariate trend; 
therefore, the solutions were estimated using Elliptical Least Squares (ELS). We 
fixed the factor variance at 1.0 and specified all factor loadings as free to be 
estimated (Kline, 2000). 
On the base of our theoretical framework, we chose to analyse the items on 
probabilistic reasoning in two formats (N and G) separately, as different 
arrangements of the items inquiring the same construct; then we applied two CFAs 
in unifactorial solution, separately for each sample of undergraduates.  
Many authors (e.g., Bentler, 1995; Hu & Bentler, 1999; Schermelleh-Engel, 
Moosbrugger, & Müller, 2003) recommend using multiple fit indices to evaluate 
Table 3. Classical Item Analysis for problems in verbal-numerical and graphical-pictorial formats 
Spanish sample without time 
pressure       
Italian sample without time 
pressure      
Italian sample with time 
pressure     
Verbal-numerical format 
Alpha reliability = .584; St. Alpha =.580    Alpha reliability = .576; St. Alpha =.574   
Alpha reliability = .567; St. Alpha 
=.560 
It
em
 la
b
el
 
 
D
if
fi
cu
lt
y
 i
n
d
ex
 
D
is
cr
im
in
at
io
n
 
in
d
ex
 
 
r(
it
em
, t
o
ta
l)
 
   
It
em
 la
b
el
 
 
D
if
fi
cu
lt
y
 i
n
d
ex
 
D
is
cr
im
in
at
io
n
 
in
d
ex
 
 
r(
it
em
, t
o
ta
l)
 
  
It
em
 la
b
el
 
 
D
if
fi
cu
lt
y
 i
n
d
ex
 
D
is
cr
im
in
at
io
n
 
in
d
ex
 
 
R
 (
it
em
, t
o
ta
l)
 
 
A1  .465 .738  .325    A1  .359 .648  .347   A1  .538 .842  .445  
A2  .472 .833  .461    A2  .402 .728  .374   A2  .584 .719  .389  
A3  .220 .380  .232    A3  .242 .504  .294   A3  .266 .385  .141  
A4  .409 .690  .342    A4  .394 .728  .401   A4  .491 .719  .387  
A5  .433 .666  .347    A5  .346 .520  .254   A5  .399 .649  .276  
Graphical-pictorial format 
Alpha reliability = .522; St. Alpha = .509     Alpha reliability = .545; St. Alpha = .546   
Alpha reliability = .602; St. Alpha = 
.602 
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B4  .874 .333  .151    B4  .816 .472  .324   B4  .838 .385  .356  
B1  .386 .738  .418    B1  .359 .624  .327   B1  .422 .719  .335  
B3  .575 .666  .232    B3  .582 .656  .288   B3  .572 .736  .369  
B2  .504 .761  .392    B2  .513 .776  .385   B2  .491 .894  .499  
B5  .283 .500  .255    B5  .263 .440  .226   B5  .249 .456  .244  
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model fit. For these reasons, we compared the root mean squared error 
approximation (RMSEA), standardised square root mean residual (SRMR) and 
comparative fit index (CFI). To compare the models, we also followed Wang and 
Russell (2005), who suggest using the RMSEA and its confidence interval because 
this index is not sensitive to the number of indicators and factors, sample size or 
model complexity (Cheung & Rensvold, 2002). Table 4 includes the fits and statistics 
of the models. In relation to the RMSEA, SRMR and CFI, Schermelleh-Engel et al. 
(2003) indicate that values of at least .08 and .10 for RMSEA and SRMR, respectively, 
and between .95 and .97 for CFI are indicative of acceptable model fit.  
Generally, all problems in both formats appeared useful to assess the dimensions 
of interest. The factor concerning probabilistic reasoning in the N format exhibited 
good or acceptable fit indices in each sample. For example, the RMSEA was not 
higher than .056. Additionally, the SRMR index was lower than .046 (Table 4). The 
factor loadings indicated a unique problematic value for A3 in the sample of Italians 
under time pressure, unlike the other samples.  
The problems in the G format highlighted some problems; indeed, the RMSEA 
produced values higher than .08 in both Italian samples compared to the Spanish 
sample. The CFI appeared also problematic for Italians without time pressure. In 
relation to the factor loading, we observed a low value for the Spanish sample for 
problem B4 (which produced a higher value for Italians). 
Table 4. Confirmatory Factor Analyses, Goodness of Fit indices, and factor loadings for items in verbal-
numerical and graphical-pictorial formats 
sample indices 
Items 
N format 
Items 
G format 
A1 A2 A3 A4 A5 B4 B1 B3 B2 B5 
Spanish sample 
without time pressure 
Factor loadings  .45 .70 .27 .47 .44 .14 .72 .28 .64 .30 
χ2 6.95 2.82 
χ2 (df) 5 5 
χ2 p .22 .72 
INDEPENDENCE AIC 63.32 35.15 
MODEL AIC -3.04 -7.18 
RMSEA .05  .00  
RMSEA [90% CI] [0.00, 0.14] [0.00, 0.09] 
SRMR .04 .03  
CFI .97 1.00 
Italian sample 
without time pressure 
Factor loadings  .49 .54 .38 .56 .34 .43 .49 .39 .59 .31 
χ2 13.13 21.91 
χ2 (df) 5 5 
p .02 .01 
INDEPENDENCE AIC 194.44 171.61 
MODEL AIC 3.13 11.91 
RMSEA .03 .09  
RMSEA [90% CI] [0.02, 0.11] [0.05, 0.13] 
SRMR .03 .04 
CFI .96 .90 
Italian sample 
with time pressure 
Factor loadings  .67 .59 .18 .48 .36 .40 .49 .49 .72 .32 
χ2 6.07 13.83 
χ2 (df) 5 5 
p .29 .01 
INDEPENDENCE AIC 92.47 108.04 
MODEL AIC 3.92 3.83 
RMSEA .03 .10 
RMSEA [90% CI] [0.00, 0.11] [0.03, 0.16] 
SRMR .03 .05 
CFI .99 .92 
Note: AIC=Akaike Information Criterion; RMSEA=Root mean square error of approximation; SRMR=Standardised Root Mean Square 
Residual; CFI= Comparative Fit index; χ2=Chi-squared test 
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Concurrent and discriminant validity  
We assessed the criterion-related validity for the evaluation of concurrent 
validity. We computed the linear relationships (the Pearson’s r) for performance in 
the N and G formats, numerical and visuo-spatial scales, and university admission 
marks. The choice of these dimensions was related to previous research indicating 
the existence of relationships between performance in probabilistic reasoning and 
these dimensions (e.g., Chiesi et al., 2011; Furlan & Agnoli, 2010; Guàrdia-Olmos et 
al., 2006; Tubau, 2008).  
In both formats, probabilistic reasoning exhibited weak significant direct 
correlations with the PMA scales, and university admission marks were not 
correlated with probabilistic reasoning (Table 5). Moreover, the interpretation of 
these correlations required specific attention due to the content of evaluated 
reasoning. Low values of r could be ascribed to a mismatch among our dimensions 
and other instruments (Kubiszyn & Borich, 1990). Furthermore, the weak linear 
bivariate associations, found in our data among these external constructs and the 
probabilistic reasoning, may perhaps be related also to the effect of interacting 
dimensions (attitudes and anxiety, for example). The complex effects of other 
variables on reasoning have been identified, according to the literature (e.g., Chiesi 
& Primi, 2009; Lalonde & Gardner, 1993), in other studies conducted by the authors 
(Agus, Peró-Cebollero, Penna, & Guàrdia-Olmos, 2015). As result, the relationships 
among abilities and performances in probabilistic reasoning only partially may be 
described by the bivariate linear correlation. Consequently, we are confident that 
the validity of our items relies on the reference to the broad literature on the topic, 
and furthermore on qualitative analysis of open responses applied in our previous 
pilot studies (Agus et al., 2014). Therefore, as indicated by Kubiszyn and Borich 
(1990, p. 355), we considered the evidence of content validity to be “most 
important”. 
To assess the discriminant validity, we distinguished between students who 
attended high schools with a mathematical orientations and humanistic 
orientations. Then, we randomly extracted two groups of similar size from the 
Italian sample working without time pressure. We observed a significant effect. 
Namely, students whose math curricula were stronger obtained higher scores, 
compared to their colleagues who attended high schools that emphasised the 
humanities in both the N (t= 2.228, df=294; p=.027; Partial η2= .017; m= 1.618, 
sd=1.413 versus m= 1.993, sd=1.479) and G (t=3.165; df=294; p=.002; Partial 
η2=.033; m= 2.269, sd=1.317 versus m= 2.763, sd=1.368) formats. 
The second phase - IRT 
We used Item Response Theory (IRT), applying Marginal Maximum Likelihood 
Estimation (MMLE), using the IRTPRO 2.1 software (Cai et al., 2011). We estimated 
two-parameter logistic models (2PLM) (parameter of discrimination – a – and 
Table 5. Pearson’s r correlations by format, university admission mark, PMA visuo-spatial and numeric 
scales 
Sample r 
 Format Admission mark Visuo-Spatial scale Numeric scale 
Spanish without time pressure  N .21* .19* .10 
G .18* .20* .03 
Italian without time pressure  N .17** .19** .14** 
G .07 .25** .11* 
Italian with time pressure  N .02 .26** .27** 
G -.01 .22** .13 
Note: *p < .05. **p < .01 
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difficulty – b) without considering a parameter for guessing (c) (1). The following 
equation provides the applied computation rule (Cai et al., 2011): 
𝑝𝑖( 𝑥𝑖  | 𝜃, 𝑏, 𝑎) =
𝑒𝐷𝑎𝑖(𝜃−𝑏𝑖)
1+𝑒𝐷𝑎𝑖(𝜃−𝑏𝑖)
    (1) 
where pi is the probability of each answer for item i defined as a function of the 
latent dimension and item parameters, θ is the level of ability, bi is the coefficient of 
difficulty for item i, ai is the coefficient of discrimination for item i, and D is a 
constant. The 2PLM model was estimated because we previously individuated the 
students who had provided correct responses randomly, using the responses to the 
open-ended question associated with each problem. We evaluated the assumptions 
of unidimensionality and local independence (Baker, 2001; Paek & Han, 2013). 
Moreover, we estimated the model parameters, item fit statistics, population 
parameters as well as the standard error, item information function, marginal 
reliability estimate, -2 log likelihood, Akaike Information Criterion and Bayesian 
Information Criterion (Paek & Han, 2013) (Table 6 and Table 7). 
The parameter of discrimination (a) highlighted indices with a wide range for 
both problem formats. De Ayala (2009) recommended that discrimination indices 
range from 0.8 to 2.5. Referring to these criteria, we observed that some problems 
had low discrimination (even if these values changed in our samples). In the N 
format, problem A3 exhibited low discrimination (a), especially among the Italians 
under time pressure; the same problem provided medium discrimination for the 
Spanish sample and Italian sample without time pressure. In the G format, we 
Table 6 . Fit measures from IRT (2PLM) in N and G formats 
Sample Statistics Format N Format G 
Spanish 
without time 
pressure 
 
-2 log likelihood 780.75 723.98 
Akaike Information Criterion (AIC) 800.75 743.89 
Bayesian Information Criterion (BIC) 829.19 772.42 
G2 22.22 38.03 
G2 (df) 21 21 
G2 p .38 .01 
RMSEA 0.02 0.08 
X2 16.83 59.47 
X2 (df) 21 21 
X2 p .72 .01 
Italian 
without time 
pressure 
 
-2 log likelihood 2271.13 2196.48 
Akaike Information Criterion (AIC) 2291.13 2216.48 
Bayesian Information Criterion (BIC) 2330.43 2255.77 
G2 28.05 29.45 
G2 (df) 21 21 
G2 p .13 .10 
RMSEA 0.03 0.03 
X2 (df) 27.75 30.51 
X2 (df) 21 21 
X2 p .14 .08 
Italian 
with time 
pressure 
 
-2 log likelihood 1076.66 979.87 
Akaike Information Criterion (AIC) 1096.66 999.87 
Bayesian Information Criterion (BIC) 1128.19 1031.40 
G2 18.24 36.46 
G2 (df) 21 21 
G2 p .63 .01 
RMSEA 0.00 0.07 
X2 (df) 16.55 35.73 
X2 (df) 21 21 
X2 p .73 .02 
Note: χ2=Chi-squared test; G2= Test for maximum likelihood statistical significance; RMSEA=Root mean square error of 
approximation 
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observed a low index of discrimination only in the Spanish sample for problem B4. 
The same problem exhibited a medium index of discrimination in the Italian 
samples. Moreover, problems B3 and B5 had low discrimination values (below 0.8), 
particularly for the Spanish sample. High discrimination indices are observed for B1 
and B2 in the G format and problem A2 in the N format for all samples. 
In relation to the difficulty, in N format, problem A3 appeared difficult, 
particularly for the Italian sample under time pressure. None of the remaining 
problems registered high values of b. In the G format, we observe a low index of 
difficulty (b) (Baker, 2001) only for problem B4 (representing the classic “ballot 
box” problem) in all samples. On the other hand, B5 had high and similar index 
values for all samples. In the Spanish sample, problems B4, B3, and B2 (G format) 
had a low level of difficulty; instead, these values are higher for B1 and B5. These 
facts constitute a common trend for all samples. Then, we might assume that this 
trend might be related to the construction of specific problems.  
Comparing the effects pressure compared to no time limits highlighted 
interesting differences. We observed a greater level of difficulty in the G format than 
in the N format for problems B1 and B5. We also observed a lower level of difficulty 
in G for the remaining problems (B2, B3, and B4). Comparing the difficulty among 
Italian students with and without time pressure, we observe that some problems in 
the N format exhibit lower indices of difficulty in the sample with time limits (A1, 
A2, A4 and A5). We observed a higher difficulty index only for A3 under time 
pressure. In the G format, the difficulty values are lower under time pressure for 
problems B4 and B1; however, the difficulty indices for B2, B3 and B5 seem similar 
Table 7. Parameters a and b resulting from IRT in verbal-numerical and graphical-pictorial formats  
  Spanish without time pressure Italian without time pressure Italian with time pressure 
  Parameter a Parameter b Parameter a Parameter b Parameter a Parameter b 
Format Item a se b se a se b se a se b se 
N A1 1.13  .37 .16   .20 1.33   .28  .58   .13 2.36   .84 -.11   .12 
A2 2.81  1.44 .08   .13 1.54   .33 .37  .11 1.74   .47 -.29  .14 
A3 .71  .33 1.95  .81 1.02   .22 1.34   .25 .44   .23 2.39  1.22 
A4 1.20   .39 .39   .21 1.60   .38 .39  .11 1.28   .36 .04   .16 
A5 1.11  .37 .30  .21 .78  .18 .92  .23 .89  .27 .54  .24 
G B4 .41  .39 -4.88  4.35 1.60 .41 -1.32 .21 1.44  .47 -1.54 .35 
B1 2.52  1.64 .34 .15 1.33 .28 .58 .13 1.32  .36 .32  .16 
B3 .61  .29 -.54  .38 .98  .22 -.41 .14 1.28 .35 -.29  .17 
B2 2.29  1.61 -.03  .14 1.72  .41 -.05 .09 3.20 1.54 .03  .11 
B5 .74  .35 1.40  .58 .79  .20 1.47 .33 .86 .28 1.48  .44 
Note: a: Parameter a;  b: Parameter b;  se: standard error 
 
N format G format 
  
Figure 1. Test Characteristic Curve of the Spanish sample without time pressure by format 
Note: abscissa axis: Theta parameter; Ordinate axis: Test Characteristic value 
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under both timing conditions. In Figures 1, 2, and 3 we illustrate the Test 
Characteristic Curve (TCC) for both formats for each sample. These figures indicate 
that, in the G format, subjects generally solve more problems correctly, than they do 
in the N format for the same level of ability (Theta θ). 
GENERAL CONCLUSIONS 
Researchers have long discussed the effects of problem presentation format in 
probabilistic reasoning (e.g., Braithwaite & Goldstone, 2013 a; 2013 b; Brase, 2009; 
Schonlau & Peters, 2012; Sirota et al., 2014). Notwithstanding, the existing measures 
used to assess this type of reasoning are only partially appropriate for evaluating the 
role of problem presentation format. This fact implies some limitations on research 
about the effect of graphical facilitation (e.g., Moro et al., 2011). Consequently, we 
developed an instrument to assess the features of this type of reasoning with 
problems presented in both verbal-numerical and graphical-pictorial formats.  
We focused on simple and conditional probabilities expressed as frequencies, 
consistent with classic studies in the literature (e.g., Brase, 2009; Moro & Bodanza, 
2010; Yamagishi, 2003).  
The evaluation of the psychometric properties of our problems confirmed that 
the construction of this assessment tool was demanding. Probabilistic reasoning is a 
very specific type of thinking, which does not improves at a specific life period, but is 
related to individual education (e.g., Agnoli & Krantz, 1989; Mandel, 2015). This 
N format G format 
  
Figure 2. Test Characteristic Curve of the Italian sample without time pressure by format 
Note: abscissa axis: Theta parameter; Ordinate axis: Test Characteristic value 
 
N format G format 
 
 
 
Figure 3. Test Characteristic Curve of the Italian sample with time pressure by format 
Note: abscissa axis: Theta parameter; Ordinate axis: Test Characteristic value 
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specific aspect stimulated us to assess this type of reasoning in a sample of students 
who have not received statistical education.  
The data analysis showed specific patterns that we would illustrate. The CFA 
highlighted problems with the fit indices, particularly for the G format in the Italian 
sample without time limits (the RMSEA and CFI produced values over the 
guidelines) (Schermelleh-Engel et al., 2003). Additionally, the N format problems 
seem to produce a better fit than the G format problems. 
Moreover, a specific concern is related to the α reliability of our scales. Namely, in 
all samples, these values appeared problematic for both formats. The aim to 
construct a small and agile instrument containing only five problems in each format 
could produce practical and empirical advantages but also reduce reliability (Ebel & 
Frisbie, 1991; Kline, 2000; Sijtsma, 2009). 
We provided evidence of a pattern of weak correlations with external constructs, 
suggestive of concurrent validity. The weak correlations between our scales and 
external measures (university admission marks and numeric and visuo-spatial PMA 
scales) might be related to peculiarities of the inquiry (e.g., Klaczynski, 2014; Sirota, 
& Juanchich, 2011). Indeed, probabilistic reasoning under both presentation formats 
reasonably presents multifactorial interactions with many processes and aspects 
that are only partially identified by bivariate linear correlations (Kubiszyn & Borich, 
1990). 
Therefore, discriminant validity was assessed by estimating the mean differences 
between undergraduates with different curricula in mathematics. These 
assessments verified the existence of the supposed differences (Galli et al., 2011). 
Indeed, we observed that a stronger mathematical education could improve 
performance in probabilistic reasoning under both formats. 
Both the CTT and IRT highlighted higher indices of difficulty, especially under the 
N format (although with some differences among the specific problems and sub-
samples). Furthermore, the values observed for the Italian and Spanish samples 
without time pressure are similar, although the Spanish exhibited lower difficulty 
values in the G format. These differences might be related to real differences within 
the respective populations (e.g., Huggins, 2012; 2014); indeed, the reasoning 
processes of these undergraduates might be affected by many background variables, 
reflected as differences in the IRT indices (e.g., Glas, 2001).  
The examination of several samples highlighted other interesting differences, 
especially among Italian students operating with and without time pressure. Larger 
differences in the index values computed by CTT and IRT were observed for the N 
format, whilst for the G format, the parameters for discrimination and difficulty 
were similar. Importantly, three times out of five, the difficulty values were lower 
for the N format administered under time pressure. These results appear to conflict 
with the hypothesis that time pressure might impede performance (e.g., Rieskamp & 
Hoffrage, 2008). The presence of time pressure might support an effective 
commitment to probabilistic reasoning (e.g., Salehi, Cordero, & Sandi, 2010), 
particularly in the N format. Moreover, the G format might be less affected by timing 
in problem administration. 
Examining the results of IRT models for both formats, we suppose that the 
problems in the G format refer to a lower level of ability (Theta θ) in probabilistic 
reasoning than those in the N format. Observing the Test Characteristic Curves 
(TCC), we noted that the G format appeared simpler than the N format among all 
samples, especially among Spanish students (consistently, these students exhibited 
higher visuo-spatial ability scores). These circumstances might also be observed 
when examining the difficulty indices in the CTT and IRT models. Examining the 
TCC, we observed that the curves for the Italians students under time pressure 
seemed better than the corresponding curves of the other samples, because their 
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performance is superior to the other samples. We might suppose that time pressure 
improves the functioning of our scales in both formats.  
Evaluating the findings of our work, we might suppose that this short instrument 
of assessment of probabilistic reasoning in N and G formats offers some preliminary 
evidences of validity, demonstrating its potential applicability and utility in the 
study of this specific reasoning, also if some aspects could be further enhanced. 
Indeed, there are a series of implications related to the improvement of the 
assessment of performance in these problem formats, especially in the investigation 
of graphical facilitation. Our scales allowed more accurate investigation of 
probabilistic reasoning with respect to the use of a single problem. Moreover, they 
permitted the identification of the precise relationships to the individual differences 
and various outcome variables identified in the literature (e.g., attitudes, emotional 
aspects, and cognitive styles) (e.g., Lim & Chapman, 2013). To deepen the study of 
these effects, a promising starting point would be the introduction of a qualitative 
classification of reasoning. In fact, we recently highlighted that sometimes the N 
format supports a higher level of reasoning than the G format does (Agus et al., 
2014). This aspect requires further investigation, which could be conducted through 
a multi-method, quantitative and qualitative approach (e.g., Manor, Ben-Zvi, & 
Aridor, 2014).  
However, besides the previous general considerations, some specific criticisms 
can be identified. For instance, we are aware that the presentation of similar 
problems in the same work session might be, on the one hand, an advantage (aiming 
to compare the performance of the same student controlling for the influences of 
individual differences) but on the other hand, a disadvantage (involving the effect of 
problem structure learning on performance). In this investigation, we attempted to 
overcome this limitation by presenting the items in different format orders and 
problem sequences.  
Moreover, the effort to construct a small and agile instrument produces 
advantages for administration but also reduces reliability and validity evaluations. 
The construction of a few adequate problems in two formats was complicated by a 
multiplicity of factors (for example, the effect of wording, problem structure, type of 
numerical data and type of representation) (e.g., Moro et al., 2011). 
Finally, the results of our analyses support the application of this instrument as a 
sustainable measure of probabilistic reasoning in verbal-numerical and graphical-
pictorial formats for undergraduates without statistical expertise. Overall, this 
measure exhibits acceptable psychometric properties, discriminating across 
dimensions in two formats and maintaining helpful problems. Although the 
instrument exhibited some limits from a CTT approach, the preliminary evidence of 
validity and information furnished by the application of IRT encourage us in the use 
of these problems. The validation judgement is grounded in a combination of 
empirical outcomes and theoretical foundations (Messick, 1996). From this 
perspective, we will systematise future evaluations of our instrument to improve 
some critical features and assess other aspects of validity. Currently, this instrument 
offers an improvement over other classical method to assess the effect of graphical 
facilitation. By evaluating and comparing indices in CTT and IRT, we could identify 
whether these problems would be suitable to observe these effects and their 
relationships to other variables identified in the literature, controlling for timing 
differences. This instrument might be applied in future research, allowing more 
accurate evaluations of the effects exerted by relevant constructs (cognitive, 
metacognitive, non-cognitive and contextual dimensions) on graphical facilitation.  
The future application of this instrument, extended to subjects with different and 
specific features, might be useful in determining how students could take advantage 
of graphical facilitation in probabilistic reasoning. 
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APPENDIX: VERBAL-NUMERICAL FORMAT PROBLEMS 
ITEM A_1 
 
We have a deck of 52 cards with four suits each consisting of 13 cards (hearts, spades, diamonds and clubs). Each 
suit includes an ace. 
What is the probability that a card selected at random from the deck will be a heart or an ace? 
 
a) 13 / 52 
b) 16 / 52 
c) 17 / 52 
d) 4 / 52 
 
 
ITEM A_2 
 
In a group of 300 students enrolled in a statistics course, 150 completed the coursework, while the remaining 150 
completed only half the coursework. 
Of the 150 students who completed half of the programme, 15 passed the exam and 135 did not. Of the 150 students 
who completed the full programme, 145 passed the examination and 5 did not. 
What is the probability that a student who has passed the examination completed only half of the coursework? 
 
a) 15 / 300 
b) 15 / 160 
c) 15 / 135 
d) 15 /145 
 
 
ITEM A_3 
 
Imagine simultaneously throwing two dice each of which has six faces. 
What is the probability that the sum is a number less than or equal to six? 
 
a) 15 / 36  
b) 16 / 36 
c) 18 / 36 
d) 12 / 36  
 
 
ITEM A_4 
 
A factory produces electronic games, but not all the games work well. For every 100 games produced, 20 might have an 
electrical problem and 80 might work correctly.  
The company has developed control systems to identify faulty games; however, these systems do not work properly. In 
reality, half of the games with electrical problems continue in the production line, where they are considered as well 
functioning. 
If you randomly select a game that has been sent to shops for sale and evaluated as free of defects, what is the probability 
that it is defective? 
 
a) 10 / 90 
b) 10 / 100 
c) 10 / 80 
d) 20 / 100 
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ITEM A_5 
Some women develop illness X, which seems to be related to high blood pressure (hypertension). To treat this 
illness, a medication has been developed that might have undesirable side effects. The following table lists 
occurrence of side effects for this drug, which was administered to both hypertensive and non-hypertensive women. 
If 103 of 1000 women have side effects with the use of this drug, how many will be hypertensive? 
 
 SIDE EFFECT YES SIDE EFFECT NO TOTAL 
HYPERTENSIVE WOMEN 80 20 100 
NON HYPERTENSIVE WOMEN 950 8950 9900 
TOTAL 1030 8970 10000 
 
a) 8 / 103 
b) 9.5 / 103 
c) 95 / 103 
d) 80 / 103 
 
 
 
 
 
GRAPHICAL-PICTORIAL FORMAT PROBLEMS 
ITEM B_1 
Of 500 students in a biology course, half attended only some lectures and seminars, while the other half attended all 
lectures and seminars. 
Considering the following graph, what is the probability that a student who passed the examination attended only 
some lectures and seminars? 
 
a) 10 / 250 
b) 10 / 240 
c) 10 / 210  
d) 10 / 500 
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ITEM B_2 
A factory that produces personal computers has problems in its production process. Some of the computers are 
defective (they have problems with the video card). Such problems are not always identified by quality control and 
consequently some defective computers are sent along the production line. The graphic below illustrates this 
process.  
What is the probability that a computer sent to shops for sale and evaluated as free of defects is defective? 
 
a) 15 / 100 
b) 15 / 70 
c) 15 / 85 
d) 3 / 10 
 
 
ITEM B_3 
Imagine simultaneously throwing two dice that both have six faces; one die is white and one is purple. 
What is the probability that the number on the white face is higher? 
 
 
a) 15 / 36 
b) 6 / 36 
c) 18 / 36 
d) 12 / 36 
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ITEM B_4 
Consider the following representation. What is the probability of drawing a ball that is not red from the urn? 
 
a) 8 / 22 
b) 10 / 22 
c) 4 / 18 
d) 18 / 22 
 
ITEM B_5 
Some women develop disease Y. To improve diagnosis, a laboratory test has been developed. The following diagram 
illustrates the results of this test. 
If 16 of 100 women receive a positive test result, how many of these 16 women actually have the illness? 
 
 
a) 7 / 16 
b) 9 / 16 
c) 5 / 16 
d) 12 / 16 
 
 
