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Abstract
Low-earth orbit (LEO) satellite communications systems have been under rapid de-
velopment in the past few years as it is predicted that they will become part of the
Next Generation Internet (NGI), a global heterogeneous network that provides ubiq-
uitous access to every part of the world. Nevertheless, very little research has been
done on the cost aspect of a satellite network. In this thesis, uplink and downlink
costs are ignored and a cost equation based solely on crosslinks is developed and
studied closely together with a seamless constellation model. Using this cost equa-
tion, cost optimization is performed in LEO and GEO satellite systems to find the
optimum constellation size with respect to the amount of uniform traffic present.
Modifications of the constellations, such as the 3-crosslink-per-node mesh network,
and the 1-inter-plane-crosslink mesh network, are introduced in an attempt to further
reduce the cost of the system. Interaction of hotspot traffic with uniform traffic in a
square mesh is also studied. We are able to find a lower bound and an upper bound
of the minimum required crosslink capacity, given a stream of uniform traffic and
multiple streams of hot spot traffic. We also find the properties of hot spot traffic
in an infinite grid and extend the result to a fixed size grid. Finally, the notion of
incorporating the satellite network into the global heterogeneous network is explored.
The relationship between the satellite network and the terrestrial network is stud-
ied. In particular, the assignment of cost metrics to inter-satellite links, uplinks and
downlinks, and terrestrial links is investigated. At the end a basic simulation of the
traffic in a heterogeneous network is developed in MATLAB, which can be used to
study the transient properties of the network.
Thesis Supervisor: Vincent W. S. Chan
Title: Joan and Irwin M. Jacob Professor of Electrical Engineering and Computer
Science, and Aeronautics and Astronautics
Director, Laboratory for Information and Decision Systems
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Chapter 1
Introduction
Inspired by the successful launch of the V-2 rockets in 1942, well known writer Arthur
C. Clarke, in his visionary article in Wireless World dated October 1945 called "Ex-
tra terrestrial relays", inspired a whole new field of communications by exploring the
possibilities of using geostationary satellites for global communications. From this
time onward, satellites have been used for television broadcasting, military commu-
nications, telephony trunking, data relay and mobile communications. In the past
few years, research and development efforts in the low-earth orbit (LEO) satellites
have increased as there are a need and a possibility of a ubiquitous global communi-
cation network. It is foreseeable that satellites can be an important part of the Next
Generation Internet (NGI), due to the following reasons [2]:
* Satellite services can be provided over wide geographical areas including urban,
rural, remote, and inaccessible areas. It should be noted that two-thirds of the
world still does not have Internet infrastructure.
* Satellites can act as a safety valve for other parts of the NGI. Fiber failure, or
network congestion problems, can be recovered easily by routing traffic through
a satellite channel.
* Satellite system can be deployed faster than most terrestrial infrastructures into
regions with little or no existing access.
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Recent LEO satellite development can be highlighted by the development of
several LEO satellite systems by different commercial parties, such as Globalstar,
Teledesic and Iridium. Each system has a different architecture. For example, Glob-
alstar uses a bent-pipe architecture with no inter-satellite links (ISLs). On the other
hand, Teledesic and Iridium use ISLs but they have very different constellations.
Iridium has 66 satellites with a 6 x 11 constellation and Teledesic has 288 satellites
with a 12 x 24 constellation. One of the reasons for this difference is the different
frequency bands used in the two systems, with the Teledesic system using higher
frequencies (Ka-band) which requires higher minimum elevation angle for terminals.
Higher minimum elevation angle forces the system to have more satellites for global
coverage.
One of the goals of this thesis is to find out the reasons, other than the difference
in frequency bands used, for this big discrepancy in system architecture among the
networks, as all of them have the same basic aim of providing ubiquitous coverage
to every part of the world. We will first look at the dependency of the cost of a
system on crosslink costs. We will also develop a simple square mesh model for our
analysis of the constellation. With the cost equation and the constellation model,
we will be able to deduce the optimum constellation based on the amount of traffic
in the network and crosslink considerations alone. We will also try to minimize the
system cost further by making architectural changes, such as reducing the number of
crosslinks per node, to the constellation.
Uniform distribution of traffic from each node is the general case considered in
doing the cost optimization. However, this is not the most general case of traffic
in any type of networks. A chapter will be devoted to exploring another type of
traffic, hotspot traffic. Our main interest in this chapter is to find what the minimum
capacity required is when multiple streams of hotspot traffic and a stream of uniform
traffic are present in the network.
Finally, as previously suggested, satellites in the future will become part of the
global heterogeneous network. The last part of the thesis will explore the interactions
of the satellite network with the terrestrial networks. Finally, a basic simulation of the
11
heterogeneous networks, with terrestrial links, up and down links, and inter-satellite
links will be developed in MATLAB. It can be used to study the transient properties
of the network, such as the effects of different assignments of cost metrics to the
amount of traffic in different types of links.
The analyses done in this thesis may be very different from the analyses already
done in the field. Nevertheless, this thesis hopefully could provide new insights on
the satellite communications systems from a fresh perspective and shed lights on the
current conditions of the satellite communications industry.
12
Chapter 2
The cost equation and the mesh
model for constellation
optimization
2.1 Introduction
Unlike other types of communications networks such as terrestrial wireless network
or wireline network, a satellite system can provide true global coverage to every
part of the world at all time; on the other hand, it is also a huge and complex
communications system. In order to study this complex network, we will, in this
chapter, develop a simplified model of a satellite communication system. One of the
goals of this thesis is to study the sensitivity of the cost of the system to different
constellation arrangements. We will first derive the cost equation for the crosslink
part of the system, and towards the end of the chapter, we will construct a mesh model
to represent the satellite constellation and this will be used in our future analysis.
2.2 Previous works
There have not been a lot of previous works done on constellation optimization in
satellite communications. Werner in his paper [19] has determined a lower limit for the
13
necessary number of satellites based on the ratio of the total surface area of the Earth
to the area of a footprint of a satellite. Furthermore, for a polar orbit constellation,
he found the minimum number of orbits (or planes) for global coverage, Q, and the
required number of satellites in each orbit to be:
27r
1 =[ -I, N~ V3Q ~ 2Q (2.1)3 a
where a is the half-sided angle of the footprint, as shown in figure (3-4).
The goal of Werner's analysis is to find the minimum number of satellites required;
however, having the minimum required number of satellites does not necessarily result
in minimum cost, as there are other factors, such as sizes and distances of crosslinks,
uplinks and downlinks, which also play a very important role in determining the
overall cost of the system. Therefore, further analyses are needed to be done for the
minimization of the overall system cost.
2.3 Derivation of the cost equation
In this section, we try to derive the overall cost of a satellite communication system.
Optical crosslinks will represent significant portion of the total cost of a LEO system
since crosslinks are a substantial fraction of the overall communications resources.
Any cost can be broken down into two components: fixed cost and variable cost [7,
p.220]. As a result, our cost equation for the overall system has the structure:
C = N($fixed + $var) (2.2)
where C is the overall cost of the system,
N is the number of crosslinks in the system,
$fixed is the fixed cost of a crosslink, and
$va, is the variable cost of a crosslink based on capacities and distances of the
crosslinks.
In a crosslink, the variable cost roughly depends on the diameter of the telescope
14
D
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Figure 2-1: Telescope between a transmitter and a receiver
of the transmitter according to this relation:
variable cost of the telescope oc D', 2 < a < 3 (2.3)
where a is the cost coefficient whose value depends on the technologies and manufac-
turers used, and D is the diameter of the lens.
D is dependent on the transmission rate, the amount of power transmitted, and
the distance between a receiver and a transmitter. In order to find the variable cost
of a crosslink using the aforementioned parameters, we consider figure (2-1).
First of all, because of diffraction [91, the transmitted power will propagate in free
space at an angle of ~ A; thus, at the receiver,
radius of the receiver field area r, = R (2.4)2 D
and therefore,
receiver field area Ar = 7r2 (2.5)
rA
= -( R)2  (2.6)
On the other hand, the actual area of the receiver is determined by the radius of the
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lens of the receiver, 2. Therefore2 erfoe
D
area of the receiverA,, - 7r( )2  (2.7)2
The amount of power received is dependent on the ratio of the two areas, A, and Ar,.
Ar'fractional power received Ar (2.8)Ar
(D)2
- 2 (2.9)(AR)2
4D4
2 f 2  (2.10)
Therefore, if PT is the power transmitted from the transmitter, using equation (2.10),
we have
PT D4  2.1
received power at the receiver = P2 4 (2.11)A2 ft 2
Rate is proportional to the amount of power received. The receiver is characterized
by a sensitivity parameter, and the rate depends on this parameter. Let # be this
receiver sensitivity parameter in [received energy/ (bits/s)], then,
PTD 4
rate (C) = A2 R 2  (2.12)
From equation (2.3), we have
$va, K D', where K is a constant specific to the technology chosen (2.13)
From equation (2.12), we have
CA2R2/ 1D = ( ) (2.14)
PT
Then, equation (2.3) becomes
CA2R 2/3$var - K ( ) 4 (2.15)
PT
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SK'(C R 2) (2.16)
SK' C4 R (2.17)
with
K' =KAQ7Q
P 4
We have found the variable cost. Therefore, the overall cost equation of the system,
equation (2.2), can be expressed as:
C = N(ko + kiC da) (2.18)
where C is the overall cost of the system,
N is the number of crosslinks in the system,
ko is the fixed cost of a crosslink,
k, is the coefficient associated with the variable cost of a crosslink (this is the
same as K' in equation (2.17)),
C is the capacity of the crosslink, and
d is the distance between two crosslinks.
2.4 Mesh model
In order to study a complex network, we first need to make a large number of sim-
plifying assumptions and approximations. The aim of this approach is to reduce
complexity and break the entire complex network into simple parts and deal with the
parts that are most relevant to our analysis. We can increase complexity gradually
once we have formed a basic model. Adding complexity will provide a more accurate
representation of the real conditions.
A low earth orbit (LEO) satellite constellation provides ubiquitous communica-
tions to everyone at any place of the world at one time. Therefore, satellites are spread
out to cover every part of the Earth. Our goal in this section is to map the earth's
surface into a two-dimensional plane for simpler analysis. The following simplification
17
is made in our model.
2.4.1 Un-twisting of the planes
LEO Satellites are organized into planes. Satellites in the same plane follow the same
ring-shaped orbit which goes from the north pole to the south pole and then back
to the north pole. Satellites communicate to neighboring in-plane satellites through
intra-plane inter-satellite links (ISLs) and communicate to neighbors that are not
in the same plane through inter-plane inter-satellite links. Note that all the planes
converge in the polar regions, and diverge as they go away from the polar regions. In
forming the two-dimensional mesh, we break the rings formed by the orbital planes
and lay them flat, as shown in figure (2-2). In this figure, different shades and shapes
are used to denote nodes of different planes. Nodes of the same plane are drawn in
the same shape and shade.
Figure 2-2: Twisted planes
Note that there is a twist of the planes in both of the poles. We further simplify
the model by 'un-twisting' the planes (Figure 2-3). The positions of the nodes will
change as all the nodes in the same plane are grouped vertically in this un-twisted
18
model. This simplification can be made because we will not analyze the routing
schemes of any path with specific origin and destination; rather we will analyze cases
of a more general nature, such as uniform traffic and hot spot traffic (they will be
defined in future chapters).
Figure 2-3: Planes un-twisted
2.4.2 Inter-satellite links
We make a general assumption about the number of inter-plane inter-satellite links.
We assume that all the links are bi-directional. Therefore, there are 2 inter-plane
inter-satellite links for each satellite. As a result, there are 4 inter-satellite links to
each node, 2 in-plane and two cross-plane. As a result, our two-dimension model has
become a two-dimensional square mesh, with each end connected to the opposite end.
2.4.3 Number of satellites in a plane
Motorola's Iridium has a constellation of 6 x 11 [6], and Teledesic's system has a con-
stellation of 12 x 24 [14]. The number of satellites in a plane is therefore approximately
19
twice the number of planes. In our model, we will assume
N=2M (2.19)
where N is the number of satellites in a plane and M is the number of planes in the
system.
The reason behind N = 2M is that with this type of constellation, the maximum
distances between any two in-plane (longitudinal) neighboring satellites and between
two cross-plane (latitudinal) neighboring satellites will be the same. Consider a sys-
tem with M planes, and N satellites in each plane. The planes are separated from
each other with the same angular distance of I. The satellites in a plane are sep-
arated from each other with an angular distance of -. If we want the maximum
distances between two in-plane (longitudinal) neighboring satellites and between two
cross-plane (latitudinal) neighboring satellites will be the same, we need the two
angles to be equal. The two angles are equal only when N = 2M.
2.4.4 Seamless Model
We have also assumed a seamless model. In the real model, at the edges of the
network there will be two counter-rotating planes, and this is known as the seam.
Implementing inter-satellite links at the seam will be very hard due to the high
relative speed of the satellites moving in opposite directions. In most part of the
thesis, we will ignore this effect since seamed networks are difficult to analyze.
The Walker delta network [18], a constellation which has received considerable at-
tention, is a seamless model by placing all the ascending nodes equidistantly around
the equatorial plane. Delta network is easier to analyze because of its seamless as-
sumption; on the other hand, it will also provide double network coverage since the
number of orbits is doubled when compared to a seamed network, and every place
will be covered by two satellites [20]. Because of this double coverage, the cost of
such a system will be higher as well.
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2.4.5 Polar effects
At the polar regions, some of the inter-satellite crosslinks need to be turned off because
of the interference caused in the convergence of the planes. Furthermore, because of
the changing orientation of the planes and the high relative speed of satellites in polar
regions, the tracking of the antennae will be very difficult. However, these polar effects
are ignored in our model since they are not relevant to our studies.
Furthermore, at the polar regions, due to the spherical nature of the Earth, the
distances between neighboring satellites will be substantially smaller than the dis-
tances around the equator. In our mesh model, we will neglect this spherical effect
and have all the distances between neighboring satellites to be equal for all cases.
2.4.6 Homogeneous Network
In this thesis, we will consider the network to be a homogeneous network, meaning
that inside the network, every satellite node is identical, considers itself to be the
center of the network and sees the network in the same way. This model is a very
simplistic model; nevertheless, this is a good starting point for mathematical analysis.
The model we have arrived at is very similar to the bi-directional Manhattan Street
Network-a modification from the famed Manhattan Street Network (MSN) [3]. It
is named for its peculiar topology, resembling the street and traffic organization in
downtown Manhattan. Other constellation patterns, such as the Walker delta network
[181, and various circle patterns [5, 1], have been proposed; however, they will not not
be discussed in this thesis.
2.5 Summary
In this chapter, we have derived a cost equation for crosslinks, which constitute the
a large proportion of the total cost of a satellite communications network. In the
second part of this chapter, a simplistic mesh model is proposed to model a satellite
communications network. We have explored the drawbacks and the advantages of
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using such a simple model. Even though there are drawbacks, this model will be used
as the core model for analysis in future chapters because of its simplicity.
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Chapter 3
Constellation Optimization Based
on Uniform Traffic
3.1 Introduction
In this chapter, we would like to minimize the total crosslink costs of the system
using the cost equation we have derived in the previous chapter. We assume the
traffic pattern to be uniform traffic, which is defined as follows:
Uniform Traffic. Uniform traffic is the type of traffic in which every node sends
to every node in the grid. T is the total amount of uniform traffic. Essentially each
node sends T/(NM) 2 amount of traffic to every node, and receives the same amount
of traffic from each node, including itself. A node can be both the sender and the
recipient because they can both be located on the same footprint.
In order to do this optimization, we first will find the amount of capacity required
for the crosslinks in order to support a stream of uniform traffic T". We then try
to express the distance between satellites in terms of M, the number of plane in the
system. We then substitute the values into the cost equation to find the minimum
cost with respect to M. GEO satellites are briefly explored with this optimization
model as well. Lastly, numerical examples are given to give us more insight into the
planning behind real systems such as Iridium and Teledesic.
23
3.2 Capacity Required For Crosslinks Under Uni-
form Traffic
We will consider two types of constellations in this section. One is the homogeneous
seamless network model which is less realistic but easier to analyze because of its
symmetric pattern; the other one is the seamed network model which is more realistic
but more difficult to analyze.
3.2.1 Homogeneous Seamless Network
To find the capacity required, we first try to find the average number of hops in the
x and y-direction for sending traffic from all nodes to the center (0,0). To keep the
mesh as general as possible, we consider a mesh of size M x N, with M and N being
positive odd numbers. For an arbitrary mesh with M and N not equal to each other,
we would not expect each crosslink in the mesh to receive equal amount of traffic, even
for uniform traffic. Consider an M x N mesh with N greater than M, there are more
nodes in the y-direction; as a result, if the center sends the same amount of traffic to
every node, the center will be required to send more traffic in the y-direction simply
because there are more nodes in the y-direction. Therefore, for a M x N mesh with
N > M, the amount of capacity received by the crosslinks in the y-direction will be
greater than the amount received by the crosslinks in the x-direction. (Note that this
may not be true in the seamed case.) Nevertheless, for uniform traffic, there is still
symmetry in the x-direction and y-direction separately. All the intra-plane crosslinks
(links in y-direction) will have equal capacity and all the inter-plane crosslinks (links
in x-direction) will have equal capacity as well. Note that when we map a M x N
spherical constellation into a two-dimensional M x N rectangular grid, some of the
links will be broken and some of the routes will not be optimum as a result. This
effect will be further explained in section (3.2.2).
In order to find the required crosslink capacities, we first find the total number of
hops required for the center node (0,0) to send traffic to all nodes in the mesh. The
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sum is the following:
+ N-i (3.1)
=-(M - 1) j _ -(N -1)
2 2
However, for this calculation, we have to separate the crosslinks into two distinct
groups: inter-plane crosslinks (y-direction) and intra-plane crosslinks (x-direction),
since they have different capacities.
E__+ -E | (3.2)
i=~M-~) j- -(N-1) -(M-1) __= -(N-1)
2 2 2 2
x-direction y-direction
We first consider the inter-plane crosslinks. The number of hops in the inter-plane
crosslinks is the following:
Hinter-plane-
___ (N-i)
2 2
M-1 N-i
= 4 E E i + hops from nodes on the x-axis
i=1 j=1
M-1 N-1 M-1
i=1 j=1 k=1l
N -I M-1M+1 M -1M+1
4 2 2 __ _ _
2 2 2 2
M -1M+1 M -1M+1
= (N - 1) +2 2 2 2
1
4
1
-(M - 1)(M + 1)N (3.3)
4
Similarly, by symmetry, with M and N interchanged, the number of hops in the
intra-plane crosslinks is the following:
1
Hintrapaane =-(N - 1)(N + 1)M (3.4)4
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There are a total of NM nodes. As a result, the average number of hops per node in
the x-direction is:
H - 1
HaVginterplane 4N(M -1)(M+1)N
1 1
= -(M - ) (3.5)4 M
Similarly, for the y-direction:
1 1
Havgntrapane = (N~-) (3.6)4 N
Note that this pair of results is good even for M = 1 or N 1, or M, N = 1.
According to the equations above, when M = 1, Harg _,t = 0. This is true
because when M is equal to one, there will be only one plane and there will not
be any traffic in any of the inter-plane crosslinks. The same happens when N = 1.
When N is equal to one, Havginra plan= 0 as there will be only one node per plane
and there will not be any traffic in any of the intra-plane crosslinks. When M and N
are all equal to one, no traffic will be sent to crosslinks at all, and both Havgntra-plan,
and Hagntel are zero as a result. Nevertheless, M = 1 or N = 1 is not a valid
constellation for LEO satellites since the whole Earth cannot be fully covered with
such a constellation.
We would like to find the capacities for the inter-plane and intra-plane crosslinks
under uniform traffic. We can find the capacity by the following equation.
Ccrosslink - Chop Havg #(paths) (37)#(crosslinks)
where
Ccrosslink = capacity of a crosslink,
Chop = capacity per path1 ,
Ha,9 = average number of hops per path,
'Throughout this thesis, a path means a pair of origin and destination.
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#(paths) = number of paths, and
#(crosslinks) = number of crosslinks.
Consider a stream of uniform traffic T. For a mesh of size M x N, each path will
have T/(NM) 2 amount of traffic. As a result, Ch0, is equal to T/(NM) 2 . Therefore,
for inter-plane crosslinks,
TU ICinter-Piane (N) ( -1(N )
= 1 (M - -- ) (3.8)
8MN M
By symmetry, for intra-plane crosslinks,
Cintra-piane =(NM)2  - 1 (NM
T 1
- T (N- ) (3.9)
8MN N
We have found the capacities of the inter-plane crosslinks and intra-plane crosslinks
under uniform traffic. If M = N, we will have a square mesh, and the inter-plane
and intra-plane crosslinks will have equal capacity.
T 1 T__ 1
CM=N = 8 M2(M -M or 8 N2(N - ) (3.10)
However, since the link distances are not equal to one another in this type of M = N
constellation, the system cost will be different.
If N = 2M, as in our satellite model, then the capacities for respective crosslinks
will be:
Cintra-plane = 8 -(N -8MN N
T 1
- 16%- (2M - ) (3.11)16M2 2M
(3.12)
8M
27
T 1
Cinter-piane = 8 (M I8MN M
( 1 - (3.13)
16 M2(M M
TU
~ 6M (3.14)16M
In this case the link distances are equal, but the capacities are not. Continuing
with the calculation, the ratio of intra-plane crosslink capacity to that of inter-plane
crosslink for N = 2M constellation is:
Cintra-plane (2M-
Cinter-piane 6M 
- M )
(2M - )
(M - y)
1 4M 2 
-1 (3.15)
2 M 2 -1
~ 2, as M gets large (3.16)
Therefore, for our satellite model, under uniform traffic, we could assume Cintrapane =
2 Cinterpane. There is no total symmetry in the arrangement. Either we can space
out the satellites at equal distances but the crosslinks will not have equal capacity (as
in the M x 2M case), or we do not space out the satellites equally and the crosslinks
will have equal capacity (as in the M x M case). However, for commercial systems
such as Teledesic and Iridium, their crosslinks are designed to have equal amount of
capacity. The reason for that is that the system would want to have spare crosslinks
that can replace either an inter-plane or intra-plane crosslink whenever one is out of
service. As a result, we would want to size the crosslinks to have the maximum ca-
pacity needed. With this scheme, the capacity of each crosslink will have the capacity
of the intra-plane crosslinks, which is T.
3.2.2 Validity of our mesh model
According to the above analysis, the inter-plane crosslinks should have twice the
capacity of the intra-plane capacities under uniform traffic. However, in the case
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of Teledesic and Iridium, all the crosslinks in both systems have same amount of
capacities. This would raise the question of whether our mesh model is correct or
not.
There are no borders in a spherical surface of finite area as the surface is wrapped
around. On the other hand, there is always a border in a two-dimensional surface
of finite area. Thus, there is no easy way of mapping a spherical surface into a
two-dimensional surface. If we force the transformation, some of the spherical surface
properties will be lost. For example, in forming our N = 2M model from the spherical
model, some links between nodes have to be broken and this will affect our calculation
of shortest routes among nodes. On the other hand, if we want to preserve all the
links, we will arrive at a 2M x 2M model, but we will have double-counted the number
of nodes on the spherical surface instead. In Appendix A, we will devise a scheme
to eliminate the double coverage of the 2M x 2M network and this will lead to a
result where all crosslinks, inter-plane and intra-plane, will receive the same amount
of traffic.
It therefore seems like that we should not map the spherical constellation into
a two-dimensional surface; however, this would further hamper our analysis as this
would increase the difficulty of the analysis tremendously. Even though some of the
links are lost in the N = 2M model, one fix that is introduced to our analysis is the
assumption of a homogeneous network (section 2.4.6). When the network is assumed
to be homogeneous, every node will consider itself to be the center of the network, and
connectivity to each neighboring node at the center is always maintained. As a result,
the properties of a homogeneous N = 2M network will resemble the properties of a
spherical network of M planes and 2M satellites per plane. We have made an effort
in making the two-dimensional model to look like a spherical network as much as
possible. Some of the traffic under this assumption will not follow its actual shortest
path. The capacities of the crosslinks derived in the previous subsection is thus an
upper bound.
In using a M x 2M grid and making the sender to be the center of the network,
we have actually favored intra-plane crosslinks over inter-plane crosslinks. At the
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center of a M x 2M grid, there are -1 planes on each side. However, in a sphere
there are actually M - 1 planes on each side because of the wrapping around of
planes in a sphere. As a result, a path in this M x 2M grid can at most go around
a quarter of the Earth latitude-wise. For example, under this M x 2M grid, using
our routing algorithm, a path whose destination is exactly at the opposite end of
the Earth can only use the intra-plane crosslinks, even though in an actual sphere,
going through the inter-plane crosslinks is an equally good option which results in
the same number of hop counts. For this routing algorithm, we have favored the
intra-plane crosslinks over the inter-plane crosslinks, and we have thus got the result
that Cintra-pane = 2 Cinter-pane. In Appendix A we show a better model in which all
paths will follow the shortest path routes. In this model, we obtain the result that
Cintra-pane and Cinter-plane are both equal to T,(, - 48M3)
3.2.3 Seamed network
A
B
D
C
Ring 1
A7
B
D
C
Ring 2
A
B
D
C
Ring 3
A
B
D
C
Ring M
Figure 3-1: Seamed Network
In this section, we consider the case where there is no connectivity across the
seam. As a result, we would expect the amount of traffic to be higher crossing the
interior rings. Going cross-plane first and then intra-plane first, and going intra-plane
first and then cross-plane will result in the same pattern for crosslink capacities, as
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we can regard one to be the reverse of the other. The paths are simply reversed and
the capacities in crosslinks will not change. By symmetry, all intra-plane crosslinks
in all planes will have equal capacities, and the inter-plane crosslinks between two
rings will have same capacities also. Figure (3-1) is a representation of the seamed
network.
We will consider traffic going cross-plane first and then intra-plane in this section,
since this scheme is easier to analyze and as shown in the last paragraph, there is no
loss in generality and optimality in letting all traffic to go cross-plane first and then
intra-plane. Let's first consider the crosslink from node A of ring 1 to node A of ring
2, CA1,A2. Since all the traffic will first go cross-plane, all the traffic in this crosslink
must originate from the node Al. The amount of traffic originated from Al is .
Out of the M planes in the network, there are M planes to the right, and all the
cross-plane traffic originating from Al will need to pass through this link CAI,A2. As
a result, the amount of traffic in CA1,A2 is:
TU M-1(3.17)
NM M
All the crosslinks going from ring 1 to ring 2 will have this amount of capacity. We
then look at the crosslink CA2,A3. The traffic in this crosslink comes from ring 1 and
ring 2 only. MI1 of the traffic from CA1,A2 will be dropped in ring 2, and therefore,
the amount of traffic in CA2,A3 that is from ring 1 is:
T, M-1M-1 Tu M-2
NM M M-2 NM M
From the perspective of node A2, there are M - 2 planes to the right. Therefore,
similar to the argument above, the amount of traffic in CA2,A3 that is from ring 2 is:
Tu M-2 (3.19)
NM M
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The total amount of traffic in CA2,A3 is the sum of the two terms:
T~ M-2
2  M (3.20)NM M
We continue this calculation for each crosslink. For a crosslink going from plane m to
plane m + 1, there are m planes to the left, and therefore m nodes will be using that
particular crosslink; there are also M - m planes to the right. As a result, Mgm of the
traffic originated from the m nodes to the left of the crosslink will use that crosslink.
There is also T of traffic originating from each node. Therefore, in general, the
amount of traffic in crosslink going from plane m to plane m + 1, for 1 < m < M - 1,
is:
T M-m T
Cm,m+1=m M M NM 2 (M-m)m, for 1 <m<M-1 (3.21)NM M NM2
Similarly, by symmetry, the amount of traffic in crosslink going from plane m to plane
m - 1, for 2 < m < M, is:
T
Cm,m-1 - u 2 (M - m)m, for 2 < m < M (3.22)NM2
We now show that the maximum capacity occurs in the center region. Although the
function is an integer function, in order to find the maximum point, we can assume
the function to be a continuous, reasonably smooth function and then look at the
integers around the maximum point:
d TT
dm[ NM(M - m)m] = N (M 2m), for 1m <mM-1 (3.23)dm N M2 N M2 -
S0, when m = (3.24)
2
and
di 2 CM''m , dm2 Cm+i,m - NM2 ' (3.25)
which is negative for all values of m.
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Therefore, the maximum occurs at 2 if M is even, or at-i - and z + 2 if M
is odd. The maximum is Tu n when M is even, or T( -W)(+ 1) when MNM 2 2 2 NM2 2 2  2 2 )e
is odd.
Figure 3-2: A Ring Constellation
To find the capacities in intra-plane crosslinks, we first try to find the total number
of hops required for one node to send to every in-plane node. Let N be the number
of satellites in the plane.
If N is odd, then
N-1
Total number of hops 2i =N 1 N-i (3.26)
N22 2
N- 1 (3.27)
4
If N is even, then
N
2N N N-2 N
Total number of hops = 2i + - 2 + (3.28)
2 2 2 2
N2  (3.29)
4
There are N nodes in the plane; thus, the total number of hops for all nodes to send
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to every in plane node is:
N( N2_1) :N odd
Total number of hops for all nodes = N 4 N (3.30)
:N even
We will just consider the case when N is even since it is simpler to work with.
There will be traffic coming from planes outside. For each in-plane node there will
be exactly M - 1 outside plane nodes which choose that particular node as an entry
point into the plane. Including that particular in-plane node itself, the total number
of nodes that choose that particular node as an entry point is therefore M - 1+1 = M.
As a result, there will be N MM2 = of in plane traffic from each in-plane node.
There are 2N crosslinks in the system. Therefore,
TU N3
Capacity of each intra-plane crosslink = (N
2 M) 4 _ __31
2N -8M (.1
There is no dependency on N due to the uniform traffic assumption inside the ring.
For traffic originating from each node, there will be always some which will travel
through half of the ring to reach the farthest node, regardless of the number of nodes
in the ring. Because of this independency on the number of nodes, the capacity inside
each intra-plane crosslink depends only on the total amount of traffic, Tu.
We need to choose the maximum capacity for the size of the crosslink. Maximum
traffic in inter-plane crosslinks can be found in the center region, and they have
capacity:
Cm - T MM _ T2. for M even (3.32)
mm1 NM 2 2 2 -4N'
Therefore, the capacity of the crosslink needs to be sized at:
Tu Tu
max ( )U U (3.33)4N' 8M
If N = 2M, as in our satellite model, the crosslink capacity becomes:
T T TU
max ( U) = (3.34)8M' 8M 8M
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Figure 3-3: Geometry of Satellites in a Plane
The maximum capacities of inter-plane and intra-plane crosslinks are the same in
this case. Furthermore, this crosslink capacity is the same as the crosslink capacity
obtained in the seamless model in section (3.2.1). However in Appendix A, the
crosslink capacity calculated is smaller-T . This is because of the presence of
crosslinks between the seam which allows more efficient routing. Less capacity is
needed for the crosslinks as a result. However, cross-seamed crosslinks are expensive
and impractical, and therefore this result of 1u for seamed network should always be
used.
3.3 Expressing link distance, d, in terms of the
number of planes, M
We have found the cost equation to be
C 4NM(ko + kiCi d ) (3.35)
Before we could do any analysis, we would want to reduce the number of variables
so that optimization can be done more easily. We have expressed C, the capacity of
a crosslink, in terms of M, the number of planes in the system. In this section, we
would want to express d-the distance between two satellites-in terms of M as well.
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Figure 3-4: Geometry of Two Satellites in a Plane
First of all, we look at the approximations that will be made in our analysis.
3.3.1 Approximations going to be made in the calculation
In arriving at an expression of d in terms of M, we will use the following two approx-
imations:
tanO
tan - tan -s2M
7IT 7r
(3.36)
(3.37)sin 2M 2M
The first approximation implies:
7F
tan 0 - tan -
2M
tan 0
tan ,
> tan 2M
2M
(3.38)
(3.39)
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do Satellite 2
0
W2
or
Using simple geometry, we have
_ g
tan h = and tan M +r (3.40)
Therefore, (3.39) becomes:
> g (3.41)
h h+r
1 1
- > 1 (3.42)h h +r
h+r > h (3.43)
h
hr< 1 (3.44)
We arbitrarily set the threshold to }:5.
h 1
< - (3.45)h +r - 5
5h < h + r (3.46)
r 6376 km
h 4 - 4 1600 km (3.47)
This shows that this approximation is valid for LEO satellite systems, since the
height of the LEO satellites is less than 1500 km.
Figure (3-5) is a graph of the comparison of sin x vs. x. From the graph, we can
notice that sin x and x are approximately equal from x = 0 to 0.55. Thus, we require
that ' is between 0 and 0.55 for the approximation to be valid; this is equivalent
to having M greater than 3. This clearly lies in our range of M since M is usually
greater than 5. Therefore, both approximations (3.36) and (3.37) are valid in our
analysis for LEO satellites.
3.3.2 Using the approximations in the cost equation
Figures (3-3) and (3-4) show the geometry of the satellites. As shown in figure (3-4),
two satellites in the same plane make an angle of 2a' at the center of the Earth. We
would like to express d in terms of r-the radius of the Earth, h-the height of the
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Figure 3-5: sin x vs x
satellite, and a. First, using basic trigonometry, we have:
We then find angle A:
a,'a = sin( )
r + h 2
d' =- (r + h) sin(')2
r - a 7r aA 2
2 2 2
We then use A to find the relationship between d' and k, which is half of the distance
between two satellites:
sin A k2d' (3.51)
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(3.48)
(3.49)
(3.50)
From equation (3.51), and using equations (3.49) and (3.50), we get:
k = 2d'sin A
= 2(r + h) sin(s) sin( )
2 2 2
= 2(r + h) sin(-) cos( )2 2
= (r + h) sin(a) (3.52)
The distance between two satellites, d, is therefore:
d = 2k = 2(r + h) sin(a) (3.53)
We have found d in terms of r, h and a. We then need find a in terms of h, r, and
0, which is the complementary angle of the minimum elevation angle of the satellite.
The minimum elevation angle, in satellite networks, is the minimum angle between a
satellite and the horizon such that a satellite can still communicate with the user on
the ground. This angle is specific to a particular system. For example, the Teledesic
model has a minimum elevation angle of 40', while that of Iridium is only 8.20. In
our model, all satellites are separated with this minimum elevation angle with respect
to the Earth surface. This is to ensure that the distance between two satellites will
be minimized and therefore, the crosslink cost will be minimized as well. To find a,
we again use simple trigonometry:
= tan(_)_ = tan(a) (3.54)
h h + r
Combining the two equations, we have:
tan(0)h = tan(a)(h + r) (3.55)
h
a = tan'tan(O) ] (3.56)
We have M = ; therefore
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M =_7 (3.57)2 tan-I[tan(0) (
We then manipulate the above equation to get h:
tan-l[tan() h + = 2r (3.58)h +r 2M
tan(O) h = tan( 7) (3.59)h+r 2M
h+r r tan(6)
h h tan(2)
tan(O) (3.61)
tan(2) h
h= r
tan(0)
tan(L )
r tan(2) (3.62)
tan(O) - tan()(.
We have found h in terms of M, and 0. Now put this h back in the expression of d.
d = 2 sin(a)(r + h)
7 r tan( 2M)
= 2sin(2)(r + a ( t ) (3.63)2M tan(O) - tan( )
tan ta(r
2 sin(-)r(1- + 2M' ) (3.64)2M tan(O tan IT
2sin(2 tan() (3.65)
2M )T(tari(O)
2sin(-)r- us3ing
7M tan(O)
IT
2 M r, using approximation (3.37) (3.67)
7 ad
-
valid for M >5 and h < 1500 (3.68)
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We have successfully reduced, d, the distance between two satellites, into a function
of M only.
3.4 Cost optimization using the cost equation
We have derived an expression in terms of M for both d and C in the previous two
subsections. We could now plug the expressions back into the cost equation, equation
(3.35). In this analysis, we assume the constellation to be M x 2M and every crosslink
will have the same capacity, 6, because this value is the capacity required for the
intra-plane crosslinks, which demands more capacity than inter-plane crosslinks in
a constellation of M x 2M, and this value is also the capacity required for both
intra-plane and inter-plane crosslinks in the seamed model.
C 4NM(ko + kiCi d2) (3.69)
= 8M 2 (ko + kiCi d) (N = 2M) (3.70)
- 8M 2 [ko + ki ( ) (-) ], using C and equation (3.68) (3.71)8M M S
= 8koM 2 +8k( ) (2 1 (3.72)8 M-2
- k'M 2 + k' T4 (3.73)0 1 -r -2
with k' = 8ko and k' 8-ilk(
Note that there are two variables in the above cost equation-Tu and M. There
are two types of optimization we can work on. Firstly, we can treat Tu as a constant
and then optimize the cost equation over M, and secondly, we can treat both M and
T, as variables: we find the optimum M and T using profit maximization.
3.4.1 Treating Tu as a constant
Treating T to be a constant means in reality that the LEO system is faced with T"
amount of uniform traffic, and we try to find the optimum M such that the overall
cost, C, is minimum.
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Differentiating equation (3.73) with respect to M, we have:
dC
dM =2k0M- ( 4 )-1
To minimize C, we set d to zero:
2kIM * - ( a - 2)k' T "0 1 (M*) 
-
2k'(M*)4
M*
= 0
3
= (-c -2)k'T,4
4
= (a - 2)k'T, ]4 i
with k2 =2k 
with k3 = [k2 (Ia - 2)]a
Note that a needs to be greater than ; otherwise M* will be negative. Taking the3'
derivative results in minimal cost because
d2C
dM 2 =2k +
3 3
4 4
TkU
- )k' > 0
for M*, k, ki > 0 and a > .
3.4.2 Treating T and M as variables
In this section, we will treat T and M as variables, and try to find the operating
point where the profit is maximized.
In order to find out the revenue, we first need to find out the revenue function
of our satellite network. In the bandwidth market, since there is not one dominant
player, we can assume that it is in perfect competition [7, p. 219], i.e. each network
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(3.74)
(3.75)
(3.76)
(3.77)
(3.78)
(3.79)
(3.80)
(3.81)
cannot affect the price of bandwidth by varying its amount of supply, but rather the
price is a constant as determined by the market.
We will assume uniform traffic in this analysis. In uniform traffic every node sends
to all nodes and therefore each node will generate the same amount of revenue. We
can then express revenue as a linear function of T:
R(T,) = aT, + b (3.82)
and
dR(T) = a (3.83)
dTu
The constant b is the fixed revenue, which may include subscription fees from the
users and other source of revenue.
We then look at the cost function. We have found M* in the last subsection.
We can substitute M* back into equation (3.73)-the cost equation-so that it will
be expressed in terms of T only. After that, we will find 4. Using (3.80), (3.73)
becomes
2 T 21C* k1M* + k'1 (3.84)
M*
2 T
= k'T k3'T'' (3.85)
(T13) 4 -
2=O;T + k1'TU (3.86 )
(k' + k1')T (3.87)
with k' - k'k 32 , and k' - k'k3 4
Then,
dC* 2
-T = -(kg + ki')T (3.88)dTu 3
Note that is a strictly decreasing function for T, > 0 and this suggests that the
marginal cost will decrease as Tu increases. If we assume R(Tu) to be a linear function,
then the marginal revenue is simply a constant. This implies that we always should
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choose T to be as big as we can, in order to maximize profit. Therefore, we should
always set the capacity of crosslinks to a point where it can accommodate maximum
amount of uniform traffic allowable by capacities of the uplinks and downlinks, and
by what the market can bear.
3.5 Geostationary orbit (GEO) satellite networks
In this section, we extend the analysis to geostationary orbit (GEO) satellite systems.
Again, similar to the analysis for LEO satellite systems, we need to find expressions
for C and d. We will show that the GEO satellite systems have only one orbit;
therefore, we can assume the satellites to form a ring pattern, or simply a circle.
3.5.1 Finding the distance between two neighboring satellites
First of all, we can assume h, the height of a satellite, is a constant because there
is only one circular orbit in the equatorial plane which is suitable for geostationary
satellites. This is due to Kepler's Third Law [10, p.9]:
Theorem 3.1 (Kepler's Third Law) The period T of a satellite and the mean
distance-the semi-major axis of the elliptical orbit, a-are related as follows
T2 = pa3  (3.89)
where M is a constant, which can be determined according to the dimensions of T and
a.
With a in kilometers and T in mean solar days (a unit equal to 1.0027379 sidereal
days that we use), p has the value of 2.367 x 10'. It can be shown that for geosta-
tionary orbit, T is equal to 0.99727 [17]. Then, according to Kepler's third law, we
obtain
a = x 0.99727 2/3 (3.90)
2.367 x 10-
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With circular orbit, a is simply the sum of the radius of Earth and the height of the
Earth, r + h. The radius of the Earth is 6378 km. Therefore,
h = (42241 x 0.997272/3 - 6378) km (3.91)
~ 35786 km (3.92)
Therefore, all the GEO satellites lie 35786 km above the ground. We can therefore
express h as a constant.
Using the law of cosines, we can find d, the distance between two neighboring
satellites, in terms of r, h, and N-the number of satellites in the system. The angle
0 is equal to J. Referring to the figure below:
d
r+h
0 r+h
Figure 3-6: Geometry of geostationary satellites
d 2 =(r + h)2 + (r + h)2 - 2(r + h)2 cos O (3.93)
= 2(r + h)2(1- cos ) (3.94)
2ir
= 2(r + h)2(1- cos 27) (3.95)N
Therefore,
d V2 (r + h) (1 - cos )2 (3.96)
N
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with kd = 2' (r + h) (9
3.5.2 Finding the capacity of each crosslink
We then need to find the capacity of the crosslink for uniform traffic. First of all note
that this case is essentially the same as the intra-plane crosslink case in the seamed
network model.
Recalling from section (3.2.3), the total number of hops for all nodes to send to
every node is:
Total number of hops for all nodes =
N(N 2
-1)
4
N3
N odd
N even
(3.99)
For each path, there is T of traffic going through, and there are 2N crosslinks in
the system. Therefore,
Capacity of each crosslink = { N(N 2 _1)N2  4 _ TsN(N 2 -1)2N 8N 3N2 4 = }_2N 8
We will just consider the case when N is even since it is simpler to work with.
Surprisingly, the capacity of a crosslink only depends on the total amount of traffic,
T,. It does not depend on the number of satellites in the system. This is due to the
uniform traffic assumption in a ring discussed in section (3.2.3).
3.5.3 Plugging the values back into the cost equation
We have found an expression for both C and d. We can now substitute these expres-
sion in the cost equation. The cost equation for a GEO satellite system is
C= 2N(ko + k1C di) (3.101)
since there is only 2 crosslinks per satellite.
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N odd
N even
(3.100)
=kd (I - COSN )T (3.98)
Substituting C and d into the equation, we have:
C = 2N(ko + ki C1d ) (3.102)
T 427r
= 2koN+2kN kd (1 - cos)T (3.103)
8 N
The expression is very complex, and the derivative -4- will be more complex since itdN
involves products and trigonometric functions. We cannot apply the approximations
as in the LEO case because the approximations are no longer valid in the operation
region. It would be very hard to solve - = 0 analytically. Nevertheless, since the
number of satellites in a GEO system cannot be that big (otherwise a LEO or a MEO
would make more sense), we can simply plug in values ranging from 3 to - 10 (or
some other number) for N in the cost equation and choose the N with the minimum
cost. It can be seen that the optimum number of satellites in a GEO system, based
on the cost equation (3.101), depends on the constants in the cost equation.
3.6 Numerical examples
In this section, a few numerical examples for LEO and GEO satellites are provided.
We set a to 3 and have three sets of values for ko and ki:
1. ko 1.000 x 103, ki 5.654 x 10-9
2. ko = 5.000 x 10 5, k1 =4.243 x 10-9
3. ko 1.000 x 106, ki = 2.828 x 10-9
All the above ko's and ki's give a total cost of 2 million dollar per crosslink with
10 Gbps and 50000 km. For each LEO case, the following graphs are produced to
show the sensitivity of cost, crosslink capacity and constellation size to ko and ki:
1. M vs. amount of traffic, using equation (3.80)
2. Capacity of a crosslink vs. amount of traffic, with capacity of a crosslink equal
to T.8M*
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3. Total Cost vs. amount of traffic, using the cost equation, equation (3.35)
Detailed analysis of the LEO results will be provided in the next section.
For each GEO case, graphs are produced to show the sensitivity of total system
cost to ko and kj, with T. equal to 1.0 x 109, 1.0 x 1012, and 1.0 x 1015. From
the graphs, it can be seen that the minimum cost of a system depends very much
on the total amount of traffic and the constants, ko and k1. When T is equal to
1.0 x 109, fewest number of satellites results in lowest cost. However, when T, is
equal to 1.0 x 1012, or 1.0 x 1015, fewest number of satellites results in maximum cost.
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Figure 3-7: LEO: M & MN vs. amount of traffic, for ko = 1000
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Figure 3-9: LEO: M & MN vs. amount of traffic, for ko = 5.0 x 10'
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Figure 3-10: LEO: Crosslink capacity and total system cost vs. amount of traffic, for
ko - 5.0 x 105
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Figure 3-11: LEO: M & MN vs. amount of traffic, for ko = 1.0 x 106
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Figure 3-12: LEO: Crosslink capacity and total system cost vs. amount of traffic, for
ko = 1. 0 x 10'
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3.7 Interpretation of k0 and k1 in the cost equation
for LEO satellite systems
We have plotted the results for the following three scenarios. The first scenario is the
case where fixed cost is a very small proportion of the total cost; the third scenario is
the case where fixed cost is half of the total cost; and the second scenario is the case
where fixed cost is between the two extremes in the first and third scenarios.
Scenario ko ki Fixed cost Variable cost Total cost
1 1.000 x 103 5.654 x 10-9 1.000 x 103 1.999 x 106 2.000 x 106
2 5.000 x 105 4.243 x 10-9 5.000 x 105 1.500 x 106 2.000 x 106
3 1.000 x 106 2.828 x 10-9 1.000 x 106 1.000 x 106 2.000 x 106
Table 3.1: Three sets of values for ko and k,
ko is essentially the fixed cost of a satellite, which includes the cost of the com-
ponents which can be found in every satellite, such as batteries, transponders, and
constant parts of the communication payload such as the acquisition and tracking sys-
tem, payload control processors, etc., and this cost is independent of the distance and
the capacity served. Intuitively, we would want to minimize the number of satellites
when ko is large.
k, is associated with the variable cost of the crosslink, which is dependent on
the distance served and the capacity of the crosslink. With a = 3, the variable cost
becomes kiC 3 /4d3 /2. This term is rather insensitive to distance and capacity, since
the exponentials to the term are very close to 1. Therefore, it seems to suggest that
the fixed cost (ko) plays a more important role than the variable cost in determining
the optimized number of satellites.
The total amount of traffic in the network desired in current environment is be-
tween 100 Gbps (1 x 10"bps) to around 1 terabits per second (1 x 10 2bps). When
ko is in the range of 10' to 106, the number of satellites required to support this
range of traffic is very small (M is equal to less than 3). This is infeasible for LEO
satellites because with low altitudes this small number of satellites cannot possibly
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cover the entire surface of the Earth. This suggests that when ko and k, are found
to have values similar to the last three cases, the LEO system would not have opti-
mum constellation size if it were used to carry current traffic demand (100 Gbps to 1
Tbps). With similar kO and ki, and with the number of satellites very close to that of
Iridium or Teledesic, the system will be optimized if it were used to carry traffic that
is in the range of 1014 to 1017. It implies that a LEO system such as Teledesic and
Iridium would be very costly to support today's traffic demand. However, as demand
of bandwidth keeps on doubling every half a year (Moore's Law of Bandwidth) [8],
such a system may make sense in a few years time. In fact, it is foreseeable that by
2001 Internet traffic will exceed 30 Tbps.
We have found that the fixed cost has to be ridiculously small (such as 1000
per crosslink) in order to support total traffic that is in line of current demand of
bandwidth (100 Gbps to 1 Tbps). When ko is 5.00 x 105 or 1.00 x 106, the optimal
range of traffic that a system should support is between 1.00 x 1014 bps to 1.00 x 1017
bps, as shown in figures (3-9) and (3-11). This finding suggests that the high fixed
cost of satellites has made a LEO system very costly to support low latency Quality
of Service in current situation. Note that the equation for the optimized number of
satellites depends on the ratio between ko and k1 . When ko is 1000, the ratio (ko/ki)
is 1.77 x 10"; when ko is 10000, the ratio is 1.77 x 10". Therefore, for a LEO satellite
system with the number of satellites similar to that of Iridium and Teledesic, we have
found in this analysis a necessary ratio between the two constants such that their
number of satellites is optimized-ko and k, must have a ratio in the magnitude of
1011 to 1012. However, this ratio holds only when the fixed cost of a satellite is very
low.
With this analysis, we can make the following conclusions about the constellations
of Iridium and Teledesic:
* The Teledesic architecture is more efficient when it supports traffic that far
exceeds current traffic demand. They are designed to handle traffic of the
future. However, their system specifications seem to suggest the contrary.
59
" The designs of their systems have not taken into account the cost of the crosslinks.
Their systems are not optimized with the number of satellites required. They
have wasted too much capital in building extra satellites and crosslinks.
" They may have a cost equation different from the one we have.
" LEO satellite systems may be too costly to support current level of traffic.
Alternatives, such as terrestrial optical cables, may provide a more cost-efficient
solution to support global traffic.
" Previous studies on the optimization of the required number of satellites seem
to focus solely on height as the only variable for the cost of the satellites.
The capacity and distance served of the crosslinks are insignificant to the total
manufacturing costs in their calculations. In Richharia [16], it was assumed
that minimum number of satellites would result in the most minimum network
cost and as a result, orbital height which governs the total number of satellites
and hence the total cost of the network is used as an important optimization
parameter. Our results, on the other hand, do not rely very much on the
orbital height but instead rely on the the crosslink capacities and link distances.
Different assumptions will lead to different results and therefore, our results may
not be totally consistent with other people's results.
3.8 Summary
In this chapter, we have found an optimum constellation based on crosslink costs
given any particular amount of uniform traffic T. In the process of getting this, we
first have found the amount of capacity in a crosslink with uniform traffic, in the
un-seamed and seamed model. We then found a way to express d in terms of M,
using some valid approximations. The values we have obtained are plugged back into
the cost equation for optimization. We have extended this optimization exercise to
GEO satellite systems as well. Lastly, numerical results are plotted to explore the
sensitivity of the system cost to the constants ko and ki in the cost equation.
60
Chapter 4
Reducing the number of crosslinks
per node
4.1 Introduction
In previous chapter, we have derived the cost equation of the network to be:
C = 4NM[ko + k1C,' 4 da/2J (4.1)
In this cost equation, we have assumed that there are four crosslinks (two inter-plane
crosslinks and two intra-plane crosslinks) per node to give a symmetric (with respect
to connectivity) constellation. Since the total cost depends very much on the number
of crosslinks, it may be sensible to reduce the number of crosslinks per node. This
chapter will explore this idea of reducing the number of crosslinks to minimize system
cost.
4.2 Will this scheme actually result in cost reduc-
tion?
Fixed cost can contribute to as much as half of the total cost of the network, even in
future systems. As a result, one logical approach is to reduce the number of crosslinks
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Figure 4-1: One crosslink per node network
per node as much as we can, while still maintaining continuous global coverage. We
could reduce the average number of crosslinks per node to one and are still able to
maintain continuous global coverage (Figure 4-1). However, this would increase the
average number of hops per path since most of the links are no longer available. If
we want minimal effect on the increase of path lengths while trying to decrease the
number of crosslinks per node, we may want each node to have 3 links to neighboring
nodes in order to maintain a mesh-like coverage. This 3-crosslink-per-node type of
network is constructed from our original square constellation in which every node has
4 crosslinks to its neighbors. Each node has two inter-plane crosslinks as in the original
constellation. However, in every plane, we first remove the left inter-plane crosslinks
from all the odd-numbered nodes, and then the right inter-plane crosslinks from all the
even-numbered nodes, and the result will be a 3-crosslink-per-node network (Figure
4-2). Its new cost equation will then be:
C = 2NM[ko + kiCIa/4 d/ 2 + NM[ko + k1(C")"I4da/2] (4.2)
Let's take a close look at the new cost equation. We first look at the variable
cost part (the terms with k1 ). The distance between crosslinks remains to be the
same as the original square constellation since no nodes have been moved around
or removed. The only variables that have changed are therefore C' and C", the
capacity of the intra-plane and inter-plane crosslinks. Since a usually ranges from 2
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Figure 4-2: 3-crosslink-per-node mesh network
to 3, the exponent to C' and C", a/4, is therefore less than 1. As a result, the cost
function with respect to the capacity is a concave function. Therefore, the variable
cost exhibits increasing return to scale, since the exponent associated with capacity is
less than 1. When the crosslink doubles its capacity, the variable cost associated with
this doubling of capacity is less than the variable cost of having two crosslinks of the
original capacity to support the same amount of traffic (Figure 4-3). Furthermore,
reducing the number of crosslinks will result in a reduction of total fixed cost (the
terms with ko). Therefore, it seems that reducing the number of crosslinks is always
a good idea.
However, the question of whether the total cost will decrease depends also on the
amount of capacity increased per crosslink when the number of crosslinks is reduced.
The capacity of each crosslink will increase due to the reduction of the number of
crosslinks available. In fact, if the original constellation carries C amount of uniform
traffic per crosslink, the new constellation will require each crosslink to carry at
least 4/3C amount of uniform traffic, due to, firstly, the decrease in the number of
crosslinks, and secondly, due to the re-routing required when some of the crosslinks
are no longer available. Some of the paths will need additional hops.
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Figure 4-3: Cost difference between a crosslink with capacity C and a crosslink with
capacity 2C
As a result, there are two opposing factors in the new cost equation:
1. There are fewer crosslinks, and this lowers the fixed cost.
2. The capacity of each crosslink will increase as a result of the decrease in the
number of crosslinks. This will increase cost.
Therefore, it is not clear whether reducing the number of crosslinks per node will
actually decrease the total cost of the system. In the next section, we will find the
necessary conditions such that reducing the number of crosslinks will actually result
in the decrease of total system cost.
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Crosslink
Capacity
4.3 Necessary conditions for reduction of total sys-
tem costs when reducing the number of crosslinks
per node
There are four variables in this discussion of the reduction of crosslinks per node.
The first two are the number of inter-plane and intra-plane crosslinks per node, and
the third and fourth variables are the amount of increased capacity per inter-plane
crosslink and intra-plane crosslink. Since we would want to achieve maximum cost
reduction, we assume in this analysis that the new crosslinks do not need to have
equal capacities-intra-plane and inter-plane crosslinks can have different capacities.
We will try to find the necessary relationship among the four variables for actual
cost reduction. Since the intra-plane crosslinks and the inter-plane crosslinks have
different capacities, and the amount of increased capacities is different in the two
cases, we cannot bundle the inter-plane and intra-plane crosslinks together as one
case. We also assume the seamless model in this analysis. Even though the seam of
the network is ignored, our results, for capacity increased in crosslinks, will still be a
lower bound to the results from the seamed network. This is a lower bound because
with a seamed model, traffic can no longer go through the seam and as a result, there
will be more traffic for the inter-plane crosslinks in the seamed case.
First of all, we let EO to be the number of inter-plane crosslinks to be removed
per node, and E1 be the number of intra-plane crosslinks to be removed per node.
Secondly, we let C' and C" to be the new required capacities of an inter-plane
crosslink and an intra-plane crosslink respectively, when Eo of the inter-plane crosslinks
and Ei of the intra-plane crosslinks are reduced, the capacities in the crosslinks will
change:
C' - poC, and C" = 1 C, where yo, , ; 1 (4.3)
po and p1 are always greater than or equal to 1 because C' and C" are always
greater than or equal to C for all cases. With these new variables, the new cost
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equation has become:
C' = (2 - E0 ) NM [ko + k1C''lda/2] + (2 - E1 ) NM [ko + k1Cua14da/2
= (4 - E0 - E1 ) NM ko + (2 - E0 ) NM k1 da/ 2C"/4 +
(2 - E1 ) NM ki da/ 2C" 1/4
Using equation (4.3), we get:
C' = (4 - (E0 + E1 )) NM ko + (2 - EO) NM k1 da/2C"/4"4/+
(2 - E1 ) NM k1 da/2 C"/4([p1)"/ 4
(4 - (E0 + E1 )) NM ko + NM ki da/ 2Ca/4 [(2 - EO)p' 4 +
(2 - E1)(p1)a/4
(4.4)
(4.5)
We want the reduction of the number of crosslinks to result in a decrease in cost,
i.e.
C-C' > 0 (4.6)
Expanding C and C' using equations (4.1) and (4.5), we obtain:
4NM[ko + k1 C/4de/2 _NM k0 [4 - (E0 + E1 )]-
NM k1 dc/ 2 C",/4 [(2 - Eo),a/4 + (2 - E1)p"/4 > 0
(E0 + E1 ) NM ko + NM ki dce/ 2 C&/4 [4 - (2 - EO)p / 4 - (2 - E1 )A,/4] > 0
-(E 0 + E1 ) ko
-(E 0 + E1 ) ko
ki da/2Ca/4
< ki da/ 2 C"/4 [4 - (2 - E0)p/t 4 - (2 - E1)pt 4
< [4 - (2 - EO)p< 4 - (2 - E1)pft]
66
(4.7)
(4.8)
(4.9)
(4.10)
Note that the left hand side of the inequality is proportional to the negative of (Eo +
E1 ) times the ratio of fixed cost to variable cost of an inter-plane crosslink. We denote
this ratio to be 0.
-(Eo + E1 )O - 4 < -(2 - Eo)p/4- (2 - Ei)p 4  (4.11)
(Eo + E1 )O + 4 > (2 - Eo)p /4 + (2 - E1) / 4  (4.12)
We have therefore determined the relationship of how much capacity per inter-
plane crosslink and intra-plane crosslink is allowed to increase such that the total
system cost will decrease. We first need to find /to and [pi for that particular network,
and then plug it into the equation (4.12) and determine whether the condition is
satisfied or not.
4.4 3-crosslink-per-node mesh network
In this section we will examine the 3-crosslink-per-node seamless mesh network as
discussed at the beginning of the section, and determine whether the additional ca-
pacity required per crosslink will exceed the value as determined by equation (4.12).
We consider a (M + 1) x (2M + 1) network, M even, for reason of symmetry. We
will further assume that the traffic in intra-plane crosslinks is twice as much as the
traffic in inter-plane crosslinks. In this constellation, Eo is equal to 1 because there
is one inter-plane crosslink removed at every node. E1 is zero because no intra-plane
crosslinks are removed. Therefore, equation (4.12) becomes:
Q + 4 > p 4 + 2y a/4 (4.13)
We first need to find po, the ratio of increased capacity to original capacity in each
inter-plane crosslink. Consider an s-t cut across two planes that cuts the nodes into
two groups, group S and group 'T (Figure 4-4). In the original (M + 1) x (2M + 1)
network with no deletion of crosslinks, there are 2M + 1 inter-plane crosslinks across
that cut. Since all the crosslinks have equal capacity, and if we let C be the capacity
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Figure 4-4: An s-t cut across two planes
in one of these crosslinks, the amount of traffic going from S to T is (2M + 1)C. If
we now remove one inter-plane crosslink from each node, following the scheme just
described before, there will be either M or M + 1 inter-plane crosslinks remaining
across the cut. Since we have assumed uniform traffic, each inter-plane crosslink will
again receive equal amount of traffic. The amount of traffic in each of new crosslinks
will be (2M+1)C or (2M+1)c Then
M ' M+1 Thn
new amount of traffic (2M+1)C (2M+1)C
= or M+1
original amount of traffic C C
2, when M is large (4.14)
However, since we have discovered that only half of the capacity is used in each
inter-plane crosslink in the original constellation, half of the capacity in each inter-
plane crosslink is free. As a result, we only need to increase the inter-plane crosslink
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capacity by half of the capacity increased, i.e., po is equal to half of (4.14), which is 1.
(Note that this result, ILo = 1, is only valid for the seamless case, not for the seamed
case.)
Center (0,0)
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Figure 4-5: Paths that require additional hops
We have found po, and our next step is to find pl. First of all, we find the paths
which require additional number of hops as a result of the change of constellation.
We first consider traffic which originates from the center and travel to every node. As
shown in the figure (4-5), paths which require additional number of hops are those
not colored in grey. We first consider the right side of the diagram. At one horizontal
hop away from the origin, the only destination node which requires additional hop is
(1, 0), and it requires two additional vertical hops. At two horizontal hops away, the
destination nodes which require additional hops are (2, -1), (2, 0) and (2, 1). Each
path needs two additional vertical hops, and therefore the total sum of extra hops
is 6. We then look at destinations which are three horizontal hops away. There are
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five nodes which require additional hops: (3,0) requires four additional hops and the
rest require two additional hops. The total number of additional hops required is
therefore 4 + 2 + 2 + 2 + 2 = 12. We can show, by mathematical induction, that for
paths on the right hand side of the figure, the number of additional vertical hops for
paths that terminate at i horizontal distance away is:
i
ai =Z 2i= i2 + i (4.15)
j=1
Proof: First of all, at one unit of horizontal distance away from the center, as
mentioned in the last paragraph, the number of additional vertical hops required is
2, and
ai = z2i= 12 +1 = 2 (4.16)
j=1
Suppose that the number of additional vertical hops for paths that terminate at
i - 1 horizontal distance away is (i - 1)2 + (i -- 1), as according to equation (4.15).
We now consider paths at i horizontal distance away. If we compare the destinations
at horizontal distance i to those at horizontal distance i - 1, there will be two more
nodes in the grey shaded region (notice that the grey shaded region is like a triangle;
there will be one additional node at the top and one additional node at the bottom
as we increase the horizontal distance by 1) and each of them requires two additional
vertical hops, and i - 2 of the nodes will require two more additional hops. As a
result, as we increase the horizontal distance by one, there will be an increase of
2 x 2 + 2 x (i - 2) = 2i. Therefore, the number of additional hops for paths that
terminate at i horizontal distance away is:
(i-1) 2 + (iZ- 1)+2i=i2 + ai=Z2i=a (4.17)
j=1
Therefore, by mathematical induction, the number of additional vertical hops for
paths that terminate at i horizontal distance away is determined by equation (4.15).
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There are ! planes to the right of the center node; as a result, the total number
of additional hops on the right hand side of the diagram is:
M
Zai (4.18)
i=1
The left hand side of the diagram follows the same pattern, except that the pattern
starts at two horizontal hops, not at one horizontal hop. Therefore, the total number
of additional hops on the left hand side of the diagram is:
-12
az (4.19)
i=1
The total number of additional hops required is thus equal to:
M M
2 2
S ai + 5 a (4.20)
i=1 i=1
We first examine the first term:
M M (421
ai = -2 + Z' (4.21)
= 6 2 + 1)(M + 1) + ( 2 + 1) 2 (4.22)6 22 2 2 2
M 1 1( + 1)M[ (M + 1) +] (4.23)2 12 4
M + 1)M( i M ) (4.24)
2 12 3
The second term is:
1M
2 = Eaj - a (4.25)
i=1 i=1
M M I M M
- (2 +)M(12 3 2 2 (4.26)
M 1iM Mi1
= M( ± 2)( + 1) -M( ) + 2 (4.27)12 3 2 4 2
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M M
6 12
1
3
M
4
M2 I
=M( - -)
24 6
The total number of additional hops is therefore
Hadd
M M
= (2 + 1)M(-2 12
M( 2
= (12
1
3) M(24
1
2) (4.28)
(4.29)
1 (4.30)
(4.31)
(4.32)
(4.33)
3M 1
12 12
M
= -(M + 2)(M + 1)12
M 3 +3M 2 + 2M
12
In chapter 3, we have derived the average number of hops in intra-plane crosslinks in
the original constellation is:
H = 1
Hintra lane = -(N' - 1)(N' + 1)M'4 (4.34)
In our constellation, M' = M + 1, and N' - 2M + 1, then
Hintra-plane =
1
--2M(2M + 1)(M + 1)
4
12M 3 + 18M 2 + 6M
12
p is therefore:
Hintra-plane + Hadd
Hintra -plane
13M 3 + 21M 2 + 8M
12M 3 + 18M 2 + 6M
13
12' when M is large
We have found yo and pi, and can plug them back into the inequality (4.13). The
right hand side of (4.13) becomes:
a/4 + 2po/4 - 1+2 12 (4.39)
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(4.35)
(4.36)
(4.37)
(4.38)
The left hand side of (4.13) is 0 + 4. Since 0 is a ratio of fixed cost and variable cost,
it is positive, and since a ranges from 2 to 3, the right hand side will never be greater
than 4; therefore, the inequality will always be satisfied in this new constellation. Cost
will definitely be reduced by using this type of 3-crosslink-per-node mesh network.
4.5 1-inter-plane-crosslink mesh network
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Figure 4-6: 1-inter-plane-crosslink mesh network
We then consider another case at the other end of the spectrum. In this case,
only one inter-plane crosslink is remained between two planes. All the other inter-
plane crosslinks are removed (Figure 4-6). Clearly the traffic will not be uniformly
distributed among the inter-plane crosslinks or the intra-plane crosslinks. The intra-
plane crosslinks nearest to the inter-plane crosslinks will have the most traffic among
all the intra-plane crosslinks. The crosslinks which will experience the most traffic in-
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crease will be the inter-plane crosslinks because there is only one inter-plane crosslink
remaining.
In this new constellation, E1 is zero because no intra-plane crosslinks are removed.
There are now only 2 intra-plane crosslinks per 2M + 1 nodes. As a result, we have
2 - EO ~ (4.40)2M±+1
2
Eo 2 - 2 (4.41)2M + I
Therefore, inequality (4.12) becomes:
(2 - 2 ) + 4 > 2 4 + 2p,/ 4  (4.42)2M+1 2M+1 
Again, we consider a (M+ 1) x (2M + 1) network, M even, for reason of symmetry.
We consider the uniform traffic case, where each node sends out traffic
to every node.
We first need to find po, the ratio of increased capacity to original capacity in each
inter-plane crosslink. Consider an s-t cut across two planes that cuts the nodes into
two groups, group S and group T (Figure 4-4). In the original (M + 1) x (2M + 1)
network with no deletion of crosslinks, there are 2M + 1 inter-plane crosslinks across
that cut in one direction. Since all the crosslinks have equal capacity, and if we let C
to be the capacity in one of these crosslinks, the amount of traffic going from S to T
is (2M + 1)C. In the new constellation, there is only one inter-plane crosslink across
the cut, but the amount of traffic going across the cut remains the same; as a result,
this lone crosslink needs to absorb all the traffic flowing from S to T. Therefore, the
new capacity required is (2M + 1)C. Therefore,
new amount of traffic = (2M + 1)C 2M + 1 (4.43)
original amount of traffic C
However, since we have discovered that, in the seamless case, half of the capacity is
free in each inter-plane crosslink in the original constellation, yo is thus equal to half
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of 2M + 1:
1
po = -(2M + 1) (4.44)2
We have found po, and our next step is to find p1. We have noticed that the intra-
plane crosslinks nearest to the inter-plane crosslinks will have the most traffic among
all the intra-plane crosslinks. The traffic distribution of the intra-plane crosslinks
will be the same in every plane because of the symmetry. For convenience's sake,
we denote one of the intra-plane crosslinks nearest to the inter-plane crosslinks to be
crosslink Y, as shown in figure (4-6). To find pi, we need to find the new required
capacity in crosslink Y, since p1 needs to be the largest ratio of new to old capacities
among all intra-plane crosslinks.
First of all, traffic in the crosslink can be divided into two groups: inter-plane
traffic and intra-plane traffic. We will first find the amount of inter-plane traffic in
crosslink Y, and then the amount of intra-plane traffic in crosslink Y.
To find the amount of inter-plane traffic, we notice that only the inter-plane traffic
which terminates at the nodes above crosslink Y will use crosslink Y. There are M
of these in-plane nodes. Furthermore, in a (2M + 1) x (M + 1) constellation, there
are a total of (2M + 1)M nodes that are not in the same plane. As a result, there
are a total of (2M + 1)M x M = (2M + 1)M 2 inter-plane paths that use crosslink Y.
Each path has T amount of traffic. Therefore, the amount of inter-plane
traffic in crosslink Y, Ynter, is equal to:
Yinter =)) (2M + 1)M 2  (4.45)((M + 1)(2M + 1))2
We next calculate the amount of intra-plane traffic in crosslink Y. Intra-plane
traffic follows a symmetric pattern as every node is sending the same amount of
traffic to every in-plane node. Therefore, the amount of intra-plane traffic in each
intra-plane crosslink is equal to
TPathNH (4.46)
CL
where Tpath is the amount of traffic in each path,
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N is the number of nodes in a plane,
H is total number of hops required per node,
and CL is the number of intra-plane crosslinks.
There are 2M + 1 nodes in a plane. For a node to send to every in-plane node,
M
Total number of hops required = 2 Zi =(M + l)M (4.47)
There are 2M + 1 nodes sending traffic to each other, and there are a total of
2(2M + 1) intra-plane crosslinks.
Using the above information, equation (4.46) becomes:
'Tu (2M + 1)(M + 1)M
((M + 1)(2M + 1))2 2(2M + 1)
TU (M+1)M
((M+1)(2M+1))2 2 (4.48)
The combined amount of traffic in crosslink Y is therefore equal to
((M + 1)(2M + 1))2
TU
((M + 1)(2M + 1))2
T
((M + 1) (2M +1))2
(2M + 1)M 2
(M±+1)M][M 2 (2M + 1) + 22
(2M 3 +3m2 + 2
In previous section, we have found that under uniform traffic, the capacity of
an intra-plane crosslink in the original square mesh to be T, (N' - ). With
M' M + 1 and N' = 2M + 1, this capacity becomes:
T______1
((2M + 1) - )8(M + 1)(2M + 1) 2M + I
T1 1
(M +M1)(2M +1)((2M +1) -((M + 1)(2M + 1))2 8 2M + I
T_ _ 18M4 + 20M 3 + 16M 2 + 4M
((M + 1)(2M + 1))2 8 2M + 1 (4.50)
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+ T((M + 1)(2M + 1))2
(M + 1)M
2
(4.49)
As a result,
new amount of traffic
P original amount of traffic
(2M 3 + IM 2 + M)
1 8M 4 +20M 3 +16M 2 +4M
8 2M+1
8(2M 3 + 2M 2 + M)(2M+1)
8M 4 +20M 3 +16M 2 +4M
32M 4 + 40M 3 + 20M 2 + 4M
8M 4 + 20M 3 +16M 2 + 4M
~ 4, when M is large (4.51)
Therefore, we have found yo to be 2M2+1, and M, to be 4. We substitute these
values into inequality (4.42). The right hand side becomes
2 2M + 1 2 4- (( )2/4 + 2 (4/4) - ( ) + 2 (4.52)2M+l 2 2M+1
a is between 2 and 3. Therefore, the right hand side will definitely be greater than
4. The left hand side of the inequality (4.42) is (2 - 2M )O + 4. Depending on the
values of 0, a, and M, the inequality may be satisfied. It is unclear whether there will
actually be a cost reduction by using this constellation. As shown in this example,
reducing too many crosslinks may not necessarily result in a reduction of total cost.
4.6 Summary
In this chapter, we have devised ways to reduce the overall cost of a system by
reducing the number of crosslinks per node. We have shown that changing the original
square mesh network into a 3-crosslink-per-node mesh network will definitely lead
to a reduction of cost. However, further reducing the number of crosslinks does
not necessarily equate to reducing cost, as shown in the 1-inter-plane-crosslink mesh
model. This is because the crosslink capacity will be forced to increase because of
the reduction of the number of crosslinks available, resulting in longer average paths.
77
Chapter 5
Hot Spot Traffic
5.1 Introduction
In this chapter we will extend the analysis to hot spot traffic. In previous chapters,
we have only used uniform traffic, a very fundamental way to characterize traffic, as
the basis of our analysis; however, this assumption of uniform traffic seems arbitrary,
as it is obvious that uniform traffic will not occur all the time. As a result, hot spot
traffic is introduced in this chapter in order to make our analysis more realistic. We
define hot spot traffic as follows:
Hot Spot Traffic. Hot spot traffic is the traffic that originates from one place,
which can be covered by one or more nodes, and transmits to every node in the mesh.
Th denotes the total amount of hot spot traffic that originates from a hot spot, and
every node in the mesh receives T amount of traffic from the hot spot.
5.2 Lower and upper bounds of minimum crosslink
capacities with uniform and hot spot traffic
In this chapter we consider the case where there is one volume of uniform traffic
and one or multiple origin(s) of hot spot traffic in a square symmetric grid of size
M x M. A square symmetric grid of size M x M is the framework used in this chapter
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because it can be analyzed more easily but is still able to provide us with a general
understanding of the interaction between hotspot and uniform traffic.
5.2.1 Functions for mesh grids
First of all, we define a set of functions for the mesh grid. We assume the grid to be of
infinite size and therefore, we can ignore the effect of boundaries on those functions.
We denote the node at the center of the grid to be the origin of the grid. f(n) is the
number of nodes at distance n from the origin (Figure 5-1).
Node at distance 3
Nodes at
distance 2
Nodes at
distance 1 JI *'" 
Figure 5-1: Definition of f(n)
By observation from a sample grid, we obtain the follow values for f(n).
n f(n)
0 1
1 4
2 8
3 12
Table 5.1: Values of f(n)
By simple observation, we obtain a closed form for f(n).
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f(n) =
4n
n = 1
n > 1
(5.1)
Another function, F(n), is the cumulative function of f (n). It is the summation
of the number of nodes at distances 1 to n from the origin.
n
= f (n)
i=O
n
= 1+Ef(n)
i=1
= 1+24n=
=1 +2n +2n 2
Crosslinks between
nodes at
distances 1 & 2
Crosslinks between
nodes at distances
2 & 2LCX~J
1+4 [n(+n)]
(5.2)
.. .. ...
lb
F-
MW
U S i........
Figure 5-2: Definition of g(n)
We have another function, g(n), for the number of crosslinks serving between
nodes with distance n from the origin and nodes with distance n + 1 from the origin
(Figure 5-2).
Similarly, by observation from figure (5-2), we obtain the following values for g(n):
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F(n)
AM,
n g(n)
0 4x2
1 12x2
2 20x2
Table 5.2: Values of g(n)
In general, g(n) has the following general form:
g(n) = 8 + 16n (5.3)
With these functions set up, we could analyze hot spot and uniform traffic more
easily.
5.2.2 Relationship between pass-through and non-pass-through
traffic in uniform traffic; lower and upper bounds for
crosslink capacity
With uniform traffic in a square symmetric grid of size M x M, every node in the
network can be regarded as identical. Since each node is identical, each crosslink
surrounding a node must have equal amount of non-pass-through and pass-through
traffic. As defined before, each node sends out TU/M2 of traffic to every node. There
are four outgoing crosslinks for each node; as a result, the amount of traffic in a
crosslink that originates from the parent node is:
1 T, M 2 _ 
4M 2  M 2  (5.4)
1/M 2 of the originating traffic will not be passed to the crosslinks because this amount
of traffic will be released down back to the earth because the destination is in the
same footprint as the origin. Because of the uniform assumption, by symmetry, there
will the same amount of traffic coming into the node.
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Derived from chapter 3, the capacity for each crosslink in the seamless and seamed
cases is T/8M. As a result, the fraction of non-pass-through traffic in each crosslink
is:
1 M 2 1 8M(M2 _ 1)
4 M 2 M 2  -8(
4M 4
8M
2(M 2  1)(55)
M3(.)
Since non-pass-through traffic cannot be re-routed, for a system that serves T"
uniform traffic and Th hot spot traffic, a lower bound of the minimum required capac-
ity of any crosslink is one that is able to hold at least all the non-pass-through traffic
and the hot spot traffic in its region. Because we have assumed all the crosslinks to
have equal capacity, the lower bound is constrained by the required capacity of the
crosslinks which experience the most amount of traffic. The theorem below shows
that the crosslinks originating from the center of the hot spot experience the most
amount of traffic.
Theorem 5.1 (Center Crosslinks) In a square mesh grid with a stream of hot spot
traffic and a stream of uniform traffic, assuming no re-routing of traffic, the crosslinks
which experience the most amount of traffic are the ones which originates from the
center of the hot spot, which is also known as the origin.
Proof:
There are two types of traffic-uniform traffic and hot spot traffic. As discussed
above, assuming uniform traffic is not re-routed, all crosslinks will have an equal
amount of uniform traffic, which is T. However, each crosslink will receive a different
amount of hot spot traffic, depending on the location of the crosslink relative to the
hot spot center. Let's denote Th(n) to be the amount of hot spot traffic that is in
a crosslink whose origin is n hops away from the center. Because the square mesh
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grid is symmetric, the amount of hot spot traffic in the network decreases gradually
as it moves away from the center. When a stream of hot spot traffic has arrived
at a node, that node will absorb Th/M 2 amount of traffic and pass the rest to the
outer crosslinks. Because of the symmetry involved, all the crosslinks with the same
distance away from the center will have the same amount of traffic. Hence, Th(n) can
be expressed as follows:
#(nodes served)1  1
#(nodes) #(crosslinksn)
where
#(nodes served) = number of nodes that have already received the hot spot traffic,
#(nodes) = total number of nodes, and
#(crosslinksn) = number of crosslinks that are at distance n from the center
of the hot spot and have the same direction flow as the hot spot traffic. Using the
functions previously defined in the section (5.2.1), Th(n) becomes:
F(n) 1
Th'(n) = Th [ 1 - F ]) (5.7)M 2  g(n)/2
From equation (5.2), F(n) equals to 1 + 2n + 2n2 , and from equation (5.3), g(n)
equals to 8 + 16n. Therefore, F(n) has its minimum at n = 1, and 1 - F(n) has its
maximum at n = 1. Similarly, the minimum of g(n) occurs at n = 1, and therefore
1 is maximum for n = 1. Therefore, T/'(n) has its maximum when n = 1. This
g(ri)/2ismxmmfrn 1Thrfrh
means that the crosslinks that originates from the center of the hot spot receive the
maximum amount of hot spot traffic. Subsequently, they also receive the maximum
amount of traffic, when uniform traffic is included.
Because hot spot traffic highly concentrates near the origin, the crosslinks around
the origin will require the most capacity. The capacity required for hot spot traffic is
thus constrained by the capacity required at the center crosslinks. The lower bound
for the required capacity of the crosslinks is thus:
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Ts 2(M 2 -1) Th 1 TU M 2-1 Th8M- M3 + -h or 4+ (5.8)8M M3 4 4M2  M 2  4
If the crosslinks are set at this lower bound capacity, the crosslinks at the center
can only accept the non-pass-through traffic and all the pass-through traffic will then
need to be pushed to outer less crowded crosslinks. Similarly for multiple hot spots,
a lower bound for the required crosslink capacity would be one that allows crosslinks
to hold all the non-pass-through traffic for all hot spots, plus the non-pass-through
traffic from uniform traffic. Thus, the lower bound for crosslink capacity for multiple
hot spots is:
T8 2(M 2 
- 1) + max(combined hot spot traffic) (5.9)8M M3
where max(combined hot spot traffic) is the maximum of combined hot spot traffic
from different streams in a crosslink, among all crosslinks.
A sensible upper bound for the minimum capacity is one that just provides enough
bandwidth such that all the traffic will not need to be re-routed because of congestion.
This would mean that the crosslinks must need to provide enough capacity for all the
non-pass-through and pass-through traffic for both uniform and hot spot traffic. This
upper bound is therefore:
To Th
+ - (5.10)8M 4
However, for multiple hot spot streams, there is a constraining case in which
every node has a stream of hot spot traffic of equal size. In this case, all the hot
spot traffic has essentially become another instance of uniform traffic. The upper
bound of minimum capacity must be able to support these combined streams of hot
spot traffic. In this case, M 2 streams of hot spot traffic combine together to form an
additional stream of uniform traffic, T':
T' M 2 (5.11)
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For uniform traffic, the crosslink capacity needs to be -. As a result, the capacity
required for these streams of hot spot traffic is:
T' TaM TMS ThM 2  ThM (5.12)8M 8M 8
As a result, the upper bound for minimum capacity of crosslinks in the multiple hot
spot case is:
T~ M
8M + -- max(T) (5.13)8M 8
where max(Th) is the traffic from the busiest hot spot.
Below is a table to summarize the upper and lower bounds of minimum crosslink
capacity for the two cases:
Lower Bound Upper Bound
Single hot spot and M M 2 + 4 L +
uniform traffic
Multiple hot spots TL 2(M 2 -1) + max(comb. hot spot) + -max(Th)
8M M
3  8Mmb 8o pt y Ia(h
and uniform traffic
Table 5.3: Upper and lower bounds of crosslink capacity
The next sections discuss about how much uniform and hot spot traffic one system
can serve given the capacity of the crosslinks. We will first consider a grid of infinite
size as the initial case, and will go on to explore grids of arbitrary sizes. However,
before all these, we should consider how re-routing of displaced traffic should be done
to enhance the performance of the network.
5.3 Re-routing of displaced pass-through traffic
If we set the capacity of the crosslinks to be smaller than the upper bound described
in equation (5.10), then there will be at least some pass-through traffic that needs to
be re-routed. When the traffic is re-routed, it will then need to follow a non-optimized
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route which will result in an increase in hop counts in each route. As a result, the
overall capacity required will increase. The number of hop counts increased depends
on how the traffic is re-routed. Nevertheless, there are two general sensible objectives
that we should keep in mind:
1. In order to minimize the utilization of crosslink capacity, when a traffic stream
needs to be re-routed, it should use a path with the minimum number of in-
creased hop counts among all the alternate paths. This optimization of crosslink
capacity will lead the network to support as much traffic as possible.
2. Since uniform traffic is symmetric for every node, and hot spot traffic is sym-
metric across the x and y axes, the re-routed path should also be symmetric
across the x and y axes; otherwise there will be unused capacity that got trapped
by fully occupied crosslinks. We will show that this is a good configuration to
minimize the number of hop counts for all paths.
5.3.1 Proof of the first objective
The first objective is simply a re-statement that a local optimization of hop counts
for each path will lead to a global optimization of hop counts for the entire network.
Suppose there are K paths in the network, and xi is the number of hop counts for
path i. The first objective is essentially:
k k
minE xi - E min xi (5.14)
i=1l i=1
subject to crosslink capacity constraints.
In order to prove this statement, we first need to show that path lengths, as a cost
metric, exhibit the Markovian property.
Definition 1 (Markovian Property) [12, p. 22]
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Consider a cost function
J = J(x(0), x(1), ...x(N); u(0), u(1), ...u(N))
where x(i) is the i-th state, and
u(i) is the decision chosen at stage i,
we say that J has the Markovian property if, given the two decision sequences, U and
U, with
U = [u(0), u(1), ... , u(k), u(k + 1), ... , u(N)], and (5.15)
U = [u(0), U(1), ..., U(k) jiu(k + 1), ..., (N)] (5.16)
then, whenever
x(k) = T(k), (5.17)
u(i) = U(i), i = 0, 1,..., k - 1, (5.18)
and
J(x(k), x(k + 1), ... , x(N); U) < J(x(k), T(k + 1), ... , (N); U), (5.19)
then
J(x(0),x(1),...,x(N);U) < J(x(0),T(1), ... , (N);U) (5.20)
Let xp(ai, a3 ) be the number of hop counts from node a, to node a3 using path p,
and xP,(ai, a3) be the number of hop counts from node a, to node a3 using path p'.
Suppose that to go from node a, to node a3, node a2 must be visited. Therefore, we
have
xp(ai, a3) = xp(a,, a2 ) + xp(a 2 , a3 ), and (5.21)
XI (a,  a3) X(a,, a 2 ) + p' (a 2 , a3) (5.22)
If xp(a,, a2 ) = xp,(ai, a2 ) and xp(a 2 , a3 ) > xp,(a 2 , a3 ), then by the additive nature
of hop counts (equation (5.22)), then xp(ai, a3 ) > xp,(ai, a3 ).
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In simple English, this means that if the path lengths from node a, to node a2
using paths p and p' are the same, and the path length from a 2 to a3 using path p' is
shorter than the path length using path p, then the overall path length from a, to a 3
is shorter using path p'. Therefore, path length as cost metric exhibits the Markovian
property.
Markovian property has the property that current decisions only depend on the
current state, not past decisions and states. We then use this Markovian property to
examine the re-routing of a path. Consider a simple network in figure (5-3):
E
BC
A
Figure 5-3: A Simple Network
We would like to find a path with minimum number of hop counts from A to D.
When the link (A,D) is not full, the optimum path is clearly A-D. However, we now
consider the case when the link (A,D) is full. The optimum path cannot be used and
therefore we must use the path (A,B) and the path (C,D). The problem then becomes
min x(A, D) = x(A, B) + min x(B, C) + x(C, D) (5.23)
poss.path poss.path
subject to crosslink capacity constraints.
Because of the Markovian nature of path length, this problem has become sim-
ply to find the optimum path between B and C, subject to the crosslink capacity
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constraints.
Theorem 5.2 (Bellman's Principle of Optimality) [12, p. 55] An optimal pol-
icy has the property that whatever the initial state and initial decision are, the re-
maining decisions must constitute an optimal policy with regard to the state from the
state resulting from the first decision.
If we consider every path as one stage of the entire network decision process, then,
according to this principle, in a global optimum solution, every path should itself be
an optimum solution, subject to the capacity constraints of the links in the network.
Therefore, a local optimization of path lengths for each path will result in the global
optimization of path lengths for the whole network.
Therefore, if we had more than one option for the alternate path, we would choose
the one with the minimum number of hop counts such that there will be more excess
capacity available to other traffic. We would want to conserve as much capacity as
possible. The consequence of this is that we will try to start with paths that has one
more hop count than the original path, and if this is not possible, we would search
for paths with 2 more hop counts and continue doing that until we have found a valid
path. Graphically, we start with crosslinks that is 1 distance away from the center
and increase the distance unit by unit. In a sense this is a radial search in which we
extend the radius gradually until we have found a valid path.
5.3.2 Proof of the second objective
The second objective deals with the symmetry of the traffic pattern. For hot spot
traffic, the 8 (g(O)) crosslinks (both inward and outward) around the origin will be
the most congested and g(1) crosslinks between nodes at distances 1 and 2 from the
center will be the second most congested and so on. There is a symmetry in capacity
usage across the two major axes. As a consequence from the first objective, we would
want to divert traffic to the shortest alternate paths. We thus should occupy the
crosslinks that are closer to the origin first than those farther away. Furthermore,
we should try, as much as we can, to design a re-routed path such that its crosslinks
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should have equal amount of excess capacity. This is to ensure that all the crosslinks
are used to their fullest capacity. If the paths are not designed this way, there will be
some unused capacity that will be trapped by crosslinks which have no extra capacity.
Since all surrounding crosslinks have been used to their fullest capacity, the trapped
excess capacity cannot be used. To further elaborate this idea, consider the two paths
as shown in figure (5-4).
Crosslinks that have reached capacity
Excess capacity
gets trapped &
cannot be used ... ....
........... w
Figure 5-4: Trapped excess capacity
As shown in the figure, there are some crosslinks between the two paths which
have excess capacity. However, no traffic can utilize this excess amount of capacity
because all the surrounding crosslinks have reached their capacity already. As a result,
some bandwidth is wasted and this configuration is definitely not optimal. The other
scheme should give better performance since no bandwidth in the center region will
be wasted.
5.4 Infinite Mesh
An infinite mesh is essentially a two dimensional square grid which extends indefinitely
in both x and y directions. This is just a theoretical, unrealistic scenario because no
such constellations exist in real world. However, since there are no corners or end
points in this theoretical case, this simplifies the analysis a lot.
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Theorem 5.3 (Infinite Mesh, Single Hot Spot) In an infinite mesh that sup-
ports one stream of hot spot traffic and one stream of uniform traffic, the minimum
capacity required of the crosslinks is the maximum of u + 6 and the amount of non-
pass-through traffic in the most congested part of the network, which is the center. 6
is just an arbitrary positive small number. The minimum capacity is
max{ TU 6 Tu 2(M 2 _ 1) ±Th} (5.24)
8M '8M M 3  4
When a network supports only uniform traffic, all crosslinks will have identical
distribution of traffic. Each crosslink will have an equal amount of pass-through and
non-pass-through traffic. Previously, we have established that given the total amount
of uniform traffic to be Tu, each crosslink will be required to serve T amount of
uniform traffic. This is also the minimum capacity requirement for each crosslink
under uniform traffic condition.
When there is an additional stream of hot spot traffic added to the network, it is
clearly that the minimum capacity requirement has to be greater than the requirement
solely for uniform traffic. This idea is incorporated into the first part of the theorem,
which says that the capacity of the crosslink has to be at least greater than the
required crosslink capacity requirement for uniform traffic. Nevertheless, this is not
the absolute minimum. Another criterion for the required capacity is that it has to at
least be able to support all the non-pass-through traffic at the most congested part
of the network, which is the origins of hot spot traffic. The network does not need
to support the overall sum of uniform traffic and hot spot traffic, because the non
pass through traffic can be re-routed to paths with less congested crosslinks. We will
prove next that the less crowded crosslinks are able to absorb all the displaced re-
routed pass-through traffic and the minimum capacity required is thus the maximum
of - + 6 and the amount of non-pass-through traffic in the most congested part of
the network.
Hot spot traffic is most concentrated at the node of origin. The amount of hot
spot traffic will decay gradually as the traffic has spread to more nodes. The amount
of hot spot in a crosslink that is n units of distance from the center is:
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SM2-F(n) g(n - 1) (5.25)
M2 g(r)
which is equal to:
M 2 - 2(n 2 + n) - 18+16(n - 1) (5.26)
M2 8 + 16n
Take a close look at the second fraction. The maximum value of F(n) for any
arbitrary grid is M 2 , since F(n) is the aggregate sum of the number of nodes 0 to
n distances away from the center, and there are only M 2 nodes in the grid. As a
result, this term will get very close to zero if n is large. For an infinite grid, we can
assume M 2 to be a very large number, and the amount of hot spot traffic, when it is
very far away from the center of origin, is very close to zero. Therefore in crosslinks
that are far away from the center, the traffic inside is mostly uniform traffic and
hot spot traffic is negligible. As a result, there will actually be extra capacity inside
those crosslinks because the capacity is sized to be at least greater than the required
capacity for uniform traffic.
Since the crosslinks far away is definitely able to support all the uniform traffic,
it can handle all the non-pass-through and pass-through uniform traffic. As a result,
there will not be any overflowed traffic from those crosslinks. The overflowed traffic
must therefore come from crosslinks in the center. As a result, the crosslinks that
produce overflowed traffic are surrounded by crosslinks that have excess capacity. The
number of crosslinks that have overflowed traffic is thus finite, and this implies that
the amount of overflowed traffic is also finite.
On the other hand, for an infinite mesh, we have an infinite number of crosslinks.
There will be an infinite number of crosslinks that will have at least 6 excess capacity.
This infinite excess capacity can therefore be used to absorb the re-routed overflowed
pass-through traffic. Since the amount of overflowed traffic is finite, and the number
of hops is only doubled each time when it goes one unit of distance away from the
center, an infinite mesh can definitely absorb the displaced pass-through traffic.
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The minimal capacity for crosslinks is the bigger of the two values, as defined in
equation (5.24). For the two values, it would be nice to find a condition to determine
which one is actually the minimal capacity. We would choose the capacity requirement
to be the amount of all non-pass-through traffic if it is greater than the overall uniform
traffic:
T, 2(M 2 - 1) Th > TU
8M M 3  4 8M
Th TU 2 (M2 _ 1)
4> 8M M 3
Th 1 [1 2(M 2 - 1  (5.27)
T- > 2M M3
Therefore, we have the following modified theorem.
Theorem 5.4 (Modified Infinite Mesh, Single Hot Spot) In an infinite mesh
that supports one stream of hot spot traffic and one stream of uniform traffic, if Th is
greater than Tu 2-bj1~ 2- ]M1)], then the minimum capacity required for each crosslink
is
Tu 2(M2 - 1) Th
8M M 3  + 4 (5.28)
otherwise it is:
T
T + (5.29)
8M
We can extend this theorem for multiple hot spot traffic. If there are k hot spots
in the network, the amount of overflowed traffic is still finite, since the crosslinks that
produce overflowed traffic are still surrounded by crosslinks that have excess capacity.
There will still be an infinite number of crosslinks that have at least 6 excess capacity.
This infinite amount of excess capacity can therefore be used to absorb the re-routed
overflowed pass-through traffic. Since the amount of overflowed traffic is finite, and
the number of hops is only doubled each time when it gets re-routed to a path that
is one unit of distance further away from the center, an infinite mesh can definitely
absorb the displaced pass-through traffic. Therefore, if all the crosslinks have enough
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capacity to hold the uniform traffic (i.e. it has to be greater than T), and also have
the capacity to hold all the non-pass-through traffic in every part of the network,
then an infinite mesh can support the uniform traffic and multiple hot spot streams.
This gives us the next theorem.
Theorem 5.5 (Infinite Mesh, Multiple Hot Spots) If each crosslink in every
part of the network has the capacity to handle all the non-pass-through traffic, and it
has some excess capacity when handling one stream of uniform traffic, then, regard-
less of the number of hot spots in the network, the network will be able to support
all the traffic because all the pass-through can definitely be re-routed to links at outer
perimeter.
5.5 Grid of Fixed Dimensions
In previous sections, we have considered an imaginary infinite grid in which we can
ignore boundary conditions in the calculation. However, this type of grid does not
exist and therefore we should examine a more realistic case with a grid of fixed
dimensions. We first examine few basic properties of a grid of fixed size M x M.
For a grid with dimension M x N (M is odd number), the functions described in
the previous section, f(n), F(n) and g(n), will all have the same values as the infinite
case from n = 1 to (M - 1)/2. However as n becomes greater than (M - 1)/2, the
values will be smaller than those in the infinite case because some of the nodes are
cut off at the boundaries. f(n) has its maximal at n = (M - 1)/2 and (M - 1)/2 + 1.
Furthermore, f(n) will also be symmetric across n = 1/2M/2, i.e. f(M - 1) will be
equal to f(1), f(M - 2) will be equal to f(2), and so on. Therefore, f(n) for fixed
size grid will typically look like a plateau function (See figure (5-5)).
Furthermore, we can define a s-t cut as a subset S of the set of nodes /V such that
s E S and t V S. Let C be the set of crosslinks connecting between the two sets. In
every crosslink, there are the pass-through traffic and the non-pass-through traffic.
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f(n) for a square grid of size M x M
(M-1)/2 (M-1)/2 + 1
n
M-1
Figure 5-5: f(n) for a square mesh of size M x M
For uniform traffic, the non-pass-through traffic, T,,, is equal to
2-1-(number of nodes in S) (number of nodes in T)
(number of crosslinks in C)
(5.30)
There is a factor of 2 because there are incoming traffic going into and outgoing traffic
going from set S. Pass-through uniform traffic, Tp,, is thus:
8M
(5.31)pt
If we define S to be the set of nodes with distance less than or equal to n from the
origin, g(n) will then become the number of crosslinks in C, F(n) will become the
number of nodes in S, and Tst will become:
2F(n)(M 2 - F(n))
g(n) (5.32L)
Tpt is then:
8M (5.33)g(n)
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I
- Tl
Tu 2TuF(n) (M2 - F (n))
Lastly, similar to previous argument, the amount of hot spot traffic in each crosslink,
Thot (n), in C is
Tht(1 2 (5.34)
g(n)/2
We will now introduce a systematic and iterative method to find a close lower
bound to the possible hot spot and uniform capacities of the grid.
As discussed before in the previous section, when the load of the crosslinks at
some distance n from the center has exceeded its capacity, the traffic will need to be
diverted to the outer perimeter with additional hop counts. We have shown that if
we choose a path that is one more hop away from the center, the number of hops will
be doubled. As a result, we have the following difference equation:
(overflow capacity)i+1 -
max{2(overflow capacity)i - (excess capacity)j+1 , 0} (5.35)
where
(overflow capacity), (OC,) is the amount of traffic that needs to be diverted in
crosslinks that is n distance from the origin;
(excess capacity), (ECQ) is the amount of unused capacity in crosslinks that are
n units of distance away from the origin; (EC), is equal to
g(n) x (capacity of crosslink (C) - Th' - Tpt- T ) (5.36)
Negative (EC), means that current demand of capacity cannot be satisfied by
the crosslinks and needs to be diverted to outer levels.
In any type of mesh networks, if the amount of overflowed traffic is equal to zero
when it reaches any of the boundaries, the network will then be able to handle this
type of traffic demand. Therefore, for a mesh of size M x M (M odd), if (OC)(M-1)/2+1
is equal to zero, then all the overflow traffic can be absorbed in outer crosslinks and
the network is thus able to handle this particular type of traffic. Using the difference
equation, equation (5.35), starting with EC(m- 1)/2+1, and continuing down to (OC)i,
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we would get the following:
M - 1 M - I0 >= 2( )OC, - 2( 2 - 1)EC222
M - 1
-2( - 2)EC32
-2ECM-1 - ECM-1+1 (5.37)
2 2
or,
M-1 M-1
2( )OC 1 <= 2( - 1)EC22 2
+2( M I - 2)EC3 +-2
+2ECm-1 + ECM-,+ 1  (5.38)2 2
Using this scheme, the crosslinks at the center are filled up first, and then traffic
gets spread out radially until it has reached one of the boundaries. As a result, there
is actually excess capacity at the outer edges of the mesh which we have not used.
As a result, it would be ingenious if we could use those unused capacity to increase
the amount of traffic it can handle.
If the boundaries are real boundaries, then there is nothing we could do since
the filled crosslinks have spread to the edges and they have partitioned the set of
non-filled crosslinks into two sub-groups, and these two sub-groups cannot transfer
traffic to each other anymore since the traffic must go through the section with filled
crosslinks, which has no more excess capacity. Nevertheless, the boundaries in satellite
mesh network are not rigid boundaries. The boundaries are in fact interconnected
since the network wraps around the globe to form a sphere. Therefore, those unused
capacity at the outer edges can definitely be used to support more traffic since traffic
can go around the boundaries to the other side of the mesh grid. As a result, what
we have found is actually a lower bound of the capacity that can be served by that
particular mesh.
We could therefore find a tighter lower bound if we include the crosslinks that
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are not utilized in our previous scheme for re-routing of overflowed traffic. Note that
there are more excess capacity in crosslinks as we move further away from the center.
Therefore, if we want to move traffic from one part of the mesh to the other side
through the boundaries, the bottleneck will be the starting crosslinks since they are
the ones with the least excess capacity. Once the starting crosslinks is able admit
the traffic, the traffic will be guaranteed to arrive at the other side of the network
mesh through the boundaries without experiencing any congestion problems. As a
result, if the excess capacity at the next level is greater than the overflowed capacity
at the boundary, then the network will be able to support that level of traffic. We
have therefore found a tighter lower bound. The new equation, modified from (5.37),
has become:
ECM-1+ 2 >=
2
or,
M-1
2( )0C1 <2
M-1 M-12( )OC 1 - 2( - - 1)EC 22 2
-2( M _ - 2)EC3 - - - -2
-2EC m -i - ECM-+1
22
M-1
- 2( - 1)EC 22
+2( MI - 2)EC 3 +-2
+2ECM-l + ECM-l+1 + ECm-l+22 22
Therefore, for a mesh size M x
hot spot traffic it can hold, we can
M, in order to determine how much
do the following:
uniform and
1. Find the values of the functions, f(i), F(i), and g(i), for all i's ranging from 1
to M-1 + 2
2
2. Determine T, 0t. - Tt, - Tpt, for all i's from 1 to M2 1 + 2.
3. With those values, obtain ECj and OCZ.
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(5.39)
(5.40)
4. Lastly substitute the values into equation (5.40) and determine if the condition
is satisfied or not. If the condition is satisfied, it means the network can hold
that particular amount of hot spot and uniform traffic.
The above method will work even if there are multiple hot spot traffic streams.
The tricky part is to calculate TLOt. for different hot spot traffic streams. Nevertheless,
we can deal with the hot spot traffic stream one by one. For each hot spot traffic
stream, we should just translate the center of hot spot to be the origin of the grid,
and then find Tha, for all the nodes. We repeat this step for all the hot spot traffic
streams and add all the Thot/ from different streams together to form the overall T'ot.
With this overall Thet, we are able to use the above method for multiple hot spot
traffic without much modification.
5.6 Summary
In this chapter we have incorporated hotspot traffic into our analysis. We first have
found an upper bound and a lower bound for the minimum capacity of a crosslink
to serve a stream of uniform traffic T and stream(s) of hotspot traffic Th. We then
explored ways to displace non-pass-through traffic when links become congested. We
have also considered a theoretical infinity mesh with uniform and hotspot traffic.
Lastly, we looked at a grid of size M x M and find a condition to check whether such
a network can support particular amount of hotspot and uniform traffic, Th and T.
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Chapter 6
Interaction with terrestrial fiber
networks
6.1 Introduction
In previous chapters, we have explored the concept of serving both hotspot and uni-
form traffic in satellite communication systems. We have found out that if the system
serves only one arbitrary stream of uniform traffic, Ts, the capacity of the crosslinks
can be set to T,/8M and there will not be any overflowed traffic. We have also de-
rived the necessary conditions for crosslink capacity so that the system will be able
to support an arbitrary amount of hot spot and uniform traffic. However, we have
always assumed the static case: in real world there can be a sudden surge of traffic
which exceeds the designed capacity of the system. As a result, congestion will occur
and the satellite system will not be able to support some of the surged traffic.
Nevertheless, in next generation Internet (NGI) which is conceived to be a hetero-
geneous global network, the satellite communication system we have been exploring
constitutes only one section of the entire network. There will also be a terrestrial
fiber network which forms the core of the network. As a result, if a satellite network
has reached its maximal capacity and there is some overflowed traffic, the overflowed
traffic does not need to be dropped. In fact, the terrestrial fiber network can be used
as a buffer to alleviate congestion in the satellite network when congestion occurs.
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Connecting the satellite network and the terrestrial networks are the uplinks and
downlinks. Uplinks are links for transporting data from ground to space, while down-
links are for transporting data in the reverse direction. As a result, there are three
major elements of a global heterogeneous network: inter-satellite crosslinks; uplinks,
and downlinks; and lastly, terrestrial networks. In the following section we will first
discuss about the general assumptions that can be made on a global heterogeneous
network. Using these assumptions, a simulation in MATLAB will be built in the next
chapter. We will then discuss about the cost metrics and the necessary relationships
between the different components of the global heterogeneous network.
6.2 Assumptions on link capacities
The following assumptions about link capacities can be made:
1. The capacity of the satellite network is significantly smaller than that of terres-
trial networks.
2. The capacities of the inter-satellite links and the terrestrial fiber links are con-
stant and are not affected by weather.
3. The only links with time-varying capacities are the uplinks and downlinks of
the satellite network, whose capacities can be described in step functions. The
uplinks and downlinks have smaller capacities than the inter-satellite links or
the terrestrial fiber links.
6.2.1 Overall capacities of satellite and terrestrial networks
The overall capacity of the satellite network is significantly smaller than the capacity
of the terrestrial network:
Csatt < Cterr (6.1)
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This assumption is valid with current existing condition as the bandwidth of the
satellite network is in the Mbps range, while that of terrestrial networks is in the Gbps
range. With this assumption, it could be assumed that when the satellite network
experiences congestion, the terrestrial network could always absorb most packets from
the space network without affecting the traffic in terrestrial networks greatly.
6.2.2 Capacities of the links inside the satellite and terres-
trial networks
The capacities of the fiber links in terrestrial network and the inter-satellite links
(ISLs) are static. They are not affected by weather or any other time variables. This
is true since all types of fiber cables have constant data rates under some maximal dis-
tances. Furthermore, weather only affects conditions in the Earth's atmosphere. The
ISLs are well above the atmosphere and therefore are not affected by the turbulence
of weather conditions on the Earth's surface.
CISL = constant (6.2)
CFiber = constant (6.3)
6.2.3 Capacities of uplinks and downlinks
The uplinks and downlinks of the satellite network are the only links with varying ca-
pacities. The capacities of the links depend on the weather condition at the particular
location where the uplinks and downlinks are situated.
Step functions can be used to describe the capacities of the uplinks and downlinks.
Different modulation rates and coding rates will be used in the links given various
weather conditions. Given a good weather condition, a better channel with less noise
will be available. As a result, with constant bit error rate (BER), we could increase
the modulation and coding rates to achieve higher capacities. Since modulation and
coding rates are discrete in nature, the capacities of the uplinks and downlinks vary
in a step wise manner. Jihwan Choi has developed a Markov atmospheric model and
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Figure 6-1: Graph of the capacity step function for uplinks and downlinks
it consists of four stages, namely Clear, Light Rain, Moderate Rain, and Heavy Rain
[4]. Each stage occupies a region of the capacity step function as shown in figure
(6-1).
Graphically, the entire global heterogeneous system can be conceived as two big
meshes (one for the satellite network, the other for the terrestrial network) which are
inter-connected by uplinks and downlinks which have smaller capacity.
6.3 Cost metrics in the heterogeneous network
Cost metrics are one-dimensional variables for indicating the preference over different
systems. Depending on the value of cost metrics on different types of links, traffic
will be routed to different paths. Cost metrics are usually assigned arbitrarily; how-
ever they can also be used as a measure of monetary cost, delay, jitter, bandwidth,
reliability or hop count of a link or a system. Monetary cost has been the main focus
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Figure 6-2: Heterogeneous Global Network
throughout the thesis. As a result, we will focus on this aspect of the cost metric in
this section.
Three major components-terrestrial links, uplinks and downlinks, and inter-
satellite links-form our heterogeneous global network. This heterogeneous network
will provide an enormous number of route choices. The question of whether the
satellite network, or the terrestrial network will be used depends on the cost metrics
assigned to different types of links. Different assumptions of the links will lead to
different utilization rate of the terrestrial and satellite systems. For a simple illustra-
tion, we consider the traffic going from point 1 to point 4 in figure (6-2). We assume
the cost metric to be additive in this case since the traffic cost depends on the number
of links it has passed through and the number of links is additive.
There are three different available paths as shown in the table below.
Case A reflects the case where traffic will never be sent up to the sky. Case B is
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Case Choice of path Cost metrics associated
A Terrestrial links only CT1 + CT2 + CT3
B Up & downlinks but no ISLs Cu1 + CD1 + CT2 + CU2 + CD2
C ISLs with up & downlinks Cu1 + CISL + CD2
Table 6.1: Three choices of path
the Globalstar case where only uplinks and downlinks, together with terrestrial links,
are used. Case C resembles the Iridium or Teledesic case where inter-satellite links
exist. The chosen path will be the one with the lowest cost metrics. We will examine
various reasons behind why one system is chosen over the two other.
6.3.1 Terrestrial links
According to the table, case A will be chosen over case B if CuI + CD1 + CU2 + CD2 >
CT1 + CT2. And if CU1 + CISL + CD2 > CTI + CT2 + CT3, case A will be chosen over
case C.
With the assumption that the terrestrial links are essentially fiber optics links and
can be manufactured and set up in low cost (except for undersea long fiber links),
the cost metrics of terrestrial links will definitely be smaller than the other two cases.
Terrestrial networks will always be used with this assumption.
6.3.2 Globalstar
Globalstar differs from the Iridium/Teledesic case for it does not have any inter-
satellite links. Case B is chosen over Case C when CISL > CD1 + CT2 + CU2 . This
will be true when the inter-satellite link is more expensive than an uplink, a downlink
and a terrestrial link combined altogether, and this largely depends on the design
assumptions and manufacturers of the network.
Case B is chosen over Case A when CUI + CD1 + CU2 + CD2 < CT1 + CT2. The cost
of terrestrial links can be very expensive in the ocean since undersea cables cost a lot
more than normal ground fiber optic cables, or in un-populated areas or mountain
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regions where it is not economically sensible to cover those regions with fiber. As
a result, the Globalstar network is good for traffic which will at least pass through
some regions where there is a scarcity of cheap terrestrial links such as oceans and
mountains. However, this type of communications requires gateways that serve as
the connecting points between the satellite network and the fiber networks.
6.3.3 Iridium/Teledesic
Case C is chosen over Case B when CISL < CD1 + CT2 + CU2. When T2 is located in
some remote areas or in the ocean, link T2 is very costly, and using inter-satellite-links
will be a sound solution. Case C is chosen over Case A when Cui + CISL + CD2 <
CT1 + CT2 + CT3. This can happen when all the terrestrial links are located in remote
areas and therefore have become very expensive. Overall, Case C will be good for
cases where traffic will only pass through areas with very limited supply of inexpensive
terrestrial links.
Other considerations, such as delay, and congestion level, are usually used in
assigning cost metrics to links. However, they will not be covered in the thesis since
they are not the main focus here. Nevertheless, these cases can be simulated using
the simulator in the next chapter by setting some arbitrary values to the link metrics.
6.4 Relations between uplinks, downlinks, and inter-
satellite links
Traffic in most cases originates from the ground; therefore, when traffic is admitted
into the satellite network system, traffic has to first pass through the uplinks and
downlinks. The amount of traffic admitted into the satellite network is therefore de-
pendent very much upon the capacity of uplinks and downlinks. In previous sections,
we have neglected the effects of uplinks and downlinks; now we will examine the
relationships in capacity between up/downlinks and the inter-satellite links.
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6.4.1 Required capacity for uplinks and downlinks
Consider there is T amount of uniform traffic in the satellite network of size M x 2M.
By our earlier definition of uniform traffic, there will be T of traffic originating from
each node. As a result, if the system wants to support Tu amount of uniform traffic,
each uplink and downlink should at least have capacity T.
We now extend this argument to hot spot traffic. Assuming that a stream of
hot spot traffic is served by only one node, in order to support an outgoing (or
incoming) hot spot traffic stream of Th, the uplink (or downlink) of that node must
therefore have a capacity of at least Th. Similarly, extending to the case where
multiple hot spot traffic streams originating from different nodes, the capacity of the
up/downlink therefore must be greater or equal to the maximum hot spot traffic,
max{Th}. Therefore, with uniform traffic and hot spot traffic, the capacity of each
uplink / downlink has to be at least Tu +max{Th}. Therefore, we have the following
theorem:
Theorem 6.1 (Capacity of uplinks and downlinks) Assuming all uplinks and
downlinks have equal capacities, in order for the satellite network to serve a stream
of uniform traffic in the crosslinks, the uplinks and downlinks have to at least have a
capacity of:
(6.4)
2M 2
On the other hand, in order to serve both uniform traffic and hot spot traffic, the
uplinks and downlinks have to at least have a capacity of:
2M2 + max{Th} (6.5)2M2
of capacity. max{Th} is the traffic from the busiest hot spot.
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6.4.2 Necessary relationships between uplinks, downlinks, and
inter-satellite links
Previously we have shown that the crosslink capacity has to be at least 1, in order
to support a uniform traffic stream of T. As a result, the ratio of capacity between
crosslink and up/downlink for maximum utilization of crosslinks under uniform traffic:
capacity of a crosslink
____ ___ 
____ 
__ 
< 8M
capacity of an up/downlink -
2M 2 TU
8MT
M (6.6)
4
As a result, we have the following theorem:
Theorem 6.2 (Constraint for uplinks and downlinks under uniform traffic)
If each inter-satellite links is sized at T to support T amount of uniform traffic, each
uplink or downlink has to have this minimum amount of capacity:
- x Capacity of crosslink (6.7)
M
If the uplinks and downlinks have more capacity than the amount described in
equation (6.7), the uplinks and downlinks are then able to support extra traffic, such
as the bent-pipe traffic in Globalstar, that does not go through the inter-satellite
links.
From equation (6.7), the capacity of a crosslink is greater than the capacity of
an uplink and downlink if and only if -I < 1, or M > 4. The constellation size of
Teledesic is 12 x 24 [14]. The M for the network is thus 12. Therefore, using equation
(6.7), the capacity of the uplink or downlink has to be at least -, or -, of the capacity12' 3 tecpiy
of the ISL. On the other hand, for Iridium, whose M is 6 [6], the capacity of the an
uplink or a downlink has to be at least 1, or of the capacity of an ISL in order for the
system to be able to admit enough traffic for maximal performance of the crosslinks.
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From this calculation, the uplinks and downlinks of Iridium should have more similar
capacities to its inter-satellite links when compared to the Teledesic system. This
is in fact true since Iridium's inter-satellite links, uplinks and downlinks are all RF
links and they have similar capacities. It uses RF ISLs because it aims to provide
low-rate voice communications. On the other hand, Teledesic aims to provide higher
rate data communications and therefore uses higher capacity optical laser crosslinks.
Because of that, the crosslinks and up/downlinks of Teledesic have a bigger difference
in capacity. This agrees with our analysis that M should be made larger if there is a
large disparity between the up and downlink capacity and the crosslink capacity.
6.5 Summary
In this chapter we have explored the idea of incorporating the satellite communica-
tion network into part of the global heterogeneous network. The differences between
terrestrial links, up and downlinks, and inter-satellite links have been discussed. De-
pending on the values of cost metrics for different types of links, traffic will take
different paths, and we have discussed about different scenarios in which one type of
links is more favorable than the others. At the end of the chapter, we have found
a necessary condition between the capacity of an up/downlink and an inter-satellite
link so that the satellite network can be used at its maximal potential for uniform
traffic.
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Chapter 7
Simulation of routing in a
heterogeneous network
In this chapter a framework to simulate the routing of packets in a heterogeneous
network is developed using MATLAB. This framework uses the assumptions we have
made in the previous chapter. Using this framework, we could explore the transient
properties of the network that are very hard to be analyzed mathematically. Those
properties can be the stability issues of a particular routing algorithm, or the sensitiv-
ities of various parameters, such as amount of traffic; traffic distribution; capacities
of crosslinks, terrestrial links and up/downlinks; routing table update interval; and
cost metrics of the links, to the performance to different routing algorithms.
In this framework the satellite network and the terrestrial network are modeled
as two square mesh grids of the same size, and the two meshes are linked together by
uplinks and downlinks. There is There are a few variables that a user could set:
1. size of the mesh (M x N)
2. capacities of crosslinks, terrestrial links and up/downlinks
3. buffer sizes of terrestrial and satellite nodes
4. time and amount of uniform traffic
5. time and amount of hot spot traffic originated from a particular node
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6. time interval to update routing table
Users must input their own routing algorithms (tables) to the framework according
to a format described in the program; this adds to the robustness by making the
framework able to simulate any routing algorithms defined by the user. The source
code of the framework can be found in Appendix B.
As an example, we have produced results for a simple 3 x 3 grid. We have plotted
the amount of traffic in crosslinks versus time for the following cases:
1. T, = 81 and T = 162
2. T = 81 with Th = 9 originating from the center
In the graphs, we are able to notice how the traffic is built up before reaching
its steady state. Furthermore, as shown in the first graph, the amount of traffic in a
crosslink in the simulation matches to the result we have got in equation (3.10), with
M, N = 3. The second graph shows the difference in the amount of traffic among
crosslinks at different locations.
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Figure 7-1: Amount of traffic in crosslink vs. time for different values of T
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Figure 7-2: Amount of traffic in crosslink with T = 81 and Th = 9 at the center
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Chapter 8
Conclusion and Future Research
8.1 Conclusion
Building a satellite communications system is very costly; as a result, analyses on the
system costs should definitely be carried out before actually constructing any system.
In this thesis, we have done some preliminary works on the cost of a satellite commu-
nications system. Since crosslinks constitute a significant part of the entire system
cost, particularly in LEO satellite systems, we first derived a cost equation of the sys-
tem based on the crosslink cost alone. We then developed a simple seamless model
for the constellation of the satellites. Even though a seamless model is unrealistic, it
nevertheless provides us with a basic understanding of the constellation. Using the
cost equation and the constellation model we had developed, we tried to optimize the
cost of the crosslinks by assuming a uniform distribution of traffic from each satellite
node. We then extended the analysis to GEO satellites as well. Lastly, at the end of
Chapter 3, we made some remarks on Iridium and Teledesic networks based on our
analysis.
We then looked into further cost reduction by reducing the number of crosslinks
per node. We looked at two possible new constellations, the 3-crosslink-per-node
mesh network and the 1-inter-plane-crosslink mesh network. We have found the 3-
crosslink-per-node mesh network will always result in further cost reduction; on the
other hand, cost reduction may or may not happen in the 1-inter-plane-crosslink mesh
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network, depending on the ratio of fixed cost to variable cost, and other constants.
Hot spot traffic is another traffic pattern that we have studied closely, together
with uniform traffic. In Chapter 5, we analyzed in the interaction of hot spot traffic
and uniform traffic in a square mesh. We first made some observations about traffic
in an infinite mesh, then continued onto analysis for fixed sized grids. We also made
observations on how pass through traffic should be re-routed to minimize the capacity
required for crosslinks.
We lastly incorporated the satellite communications network into the global het-
erogeneous network. We first compared the different systems, with an emphasis on
the difference in capacities among inter-satellite links, up/down links and terrestrial
links. We then studied the cost metrics for links in the heterogeneous system. By as-
suming different cost metrics for different links, we made some comments on the three
most prominent satellite systems nowadays-Iridium, Teledesic and Globalstar. At
the end, a framework to study the transient properties of the heterogeneous network
was built, using the assumptions we had discussed in Chapter 6.
8.2 Directions for Future Research
Our cost equation relies on the assumption that crosslinks form a significant portion of
the cost in a satellite systems. While this assumption may be true at present, this may
change as new evolving technologies are developed. Furthermore, this cost equation
can vary a lot as it depends very much on the vendors and the technologies used.
There has been little research on this aspect of satellite communications engineering
since this is very much vendor-specific. Therefore, one possible direction of future
research is to derive a more complex and realistic cost equation for the total system, by
incorporating more components of a satellite system, or by making the cost equation
more technology-dependent, rather than vendor-dependent.
The mesh model that most of the analyses in this thesis is based on is a seamless
model that contradicts with the seamed model that Iridium or Teledesic has. Even
though the seamless model provides a very close approximation to the seamed model,
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it is possible to refine the analysis of this thesis by using a more complex seamed
model, as in section (3.2.3).
In this thesis, two forms of traffic flows-uniform traffic and hot spot traffic-are
investigated. These traffic patterns are fictional; they are created merely to facilitate
our analysis of traffic in a mesh model. Researchers have been trying to model traffic
patterns in the Internet using Poisson distribution, heavy tailed distributions, fractals
[15, 13], or Markov-modulated Poisson Process (MMPP) [11]. An improvement of this
thesis can be made by using these distributions in the analysis; however, this may be
a very difficult task to complete.
Lastly, as of September 2000, with the Iridium system to be de-orbited, the future
of satellite communications networks remains uncertain. It is definitely more sensible
to do more cost analysis before actually constructing a network in the sky. Further
analysis on the market demand for such an expensive communications system should
be carried out; otherwise, another setback for satellite networks, like the de-orbiting
of the Iridium satellites, would definitely happen again.
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Appendix A
Uniform capacity in crosslinks
As mentioned in section (3.2.2), when we map a spherical surface of size M x 2M into
a 2M x 2M model, we will maintain all the link connectivities but at the same time
double-count the number of nodes on the spherical surface. In this section, we will
try to modify this 2M x 2M grid into a grid with no double coverage, and find the
capacities of the crosslinks on this modified grid. With this modified grid, intra-plane
crosslinks will not be favored over inter-plane crosslinks and as a result, all crosslinks
will receive equal amount of capacity.
There are two images of the same node in the 2M x 2M grid. We modify the
2M x 2M grid by comparing the distances of each pair of image nodes from the
center and removing the one that is farther away from the center. We first choose an
arbitrary node to be the center of the grid and then examine the other (M x 2M) - 1
pairs of image nodes one by one. For each pair, we delete one of the nodes which is
farther away from the center. After this process, we will arrive at a mesh which bears
the shape of a rhombus with the lengths of both of the diagonals equal to 2M hops.
The outer edges of the rhombus are two sets of duplicated nodes in which both images
of the nodes are equidistant from the center. Also, the four corner of the rhombus is
in fact the same node-the node that is exactly at the opposite side of the Earth. We
will assume that traffic to the duplicated nodes at the outer edges from the center
will use all the available equal-length paths at equal probabilities.
With uniform traffic, every node is a sender and the total traffic inside the grid is
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Figure A-1: Rhombus on a 2M x 2M Grid
thus the superposition of M x 2M rhombi. With this superposition and the symmetry
of a rhombus, all crosslinks will have equal amount of traffic. We will just look at
the inter-plane crosslinks in this section, since intra-plane and inter-plane crosslinks
will have the same capacities and the calculation for the amount of traffic in either
of them is identical.
Since the outer edges of the rhombus contain duplicated nodes, we will break the
calculation into two parts: we will first consider the nodes inside the edges (interior
nodes), and then the nodes on the outer edges (exterior nodes).
We will first find the total number of horizontal hops needed for the center to
reach every interior node. On the left hand side of the rhombus, there are 1 node at
M - 1 units of distance away from the center, 3 nodes at M - 2 units of distance
away from the center, and so on. This is the same for the right hand side as well. To
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find the total number of horizontal hops, we add up the horizontal distances of each
node from the center. The total number of horizontal hops required is therefore:
M-1
2 (M -i)(2i - 1)
i=1
M-1
= 2 5[-2i 2 + (2M + 1)i - M]
i=1
M-1 M-1 M-1
= 2[-2 i 2 +(2M+1) i- SM]
i=1 i=1 i=1
S[-2 (M - 1)(M)(2M - 1) (2M + 1)(M - 1)M M(M-1)]6 2
-1 2M 3 -M 2 MMM
= 2[ (2M 3 -3M 2 + M) + - m2 + M]3 2
=1 (-4M3 + 6M2 - 2M +6M3 - 3M2 - 3M -6M2 + 6M)3
= 
- (2M 3 
-3M 2 + M)3
(A.1)
(A.2)
(A.3)
(A.4)
(A.5)
(A.6)
(A.7)
We then consider the exterior nodes. There are two paths to each node, except
for the corner nodes (which are actually duplicated images of the same node at the
exact opposite end of the Earth) which have 4 paths. Again, on the left side of the
rhombus, there is one exterior node at horizontal distance M from the center, and
there are 2 exterior nodes at horizontal distances M - 1 to 0 from the center. Similar
to finding the total number of horizontal hops for the interior nodes, we add up the
horizontal distances of each exterior node from the center. However, since there are
two different paths for each actual node (except the corner node) on the exterior
edges, we multiply the total number of hops by 1. And for the corner nodes, since
there are 4 paths, we multiply the number by 1. Therefore, the total number of
horizontal hops required for the exterior nodes is:
1I (number of hops required for the non-corner exterior nodes) +2
1I (number of hops required for the corner nodes)
4
M-1 1
= (4 i) + - 2M
2~ 4
(A.8)
(A.9)
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M-1 M
= 2 i+ (A.10)
i=12
(M -1)M M
=2 2 + - (A.11)2 2
1
=m2 M (A.12)2
The total number of horizontal hops required is therefore:
( ~1 M)
(M3 M 2 + -M) + M2- -M (A.13)3 3 2
- 3 1 M (A.14)3 6
There are a total of 2M 2 nodes. As a result, the average number of horizontal hops
per node is:
Havqne,_,,an = 2M 2  M - -M) (A.15)
M 1
3 1 - I(A.16)3 12M
As in section (3.2.1), to find the capacities for the inter-plane and intra-plane crosslinks
under uniform traffic, we use the following equation:
Ccrossiink - Chop Ha=9  (paths) (A.17)#(crosslinks)
where
Ccrosslink= capacity of a crosslink,
Chop = capacity per path,
Hay, = average number of hops per path,
#(paths) = number of paths, and
#(crosslinks) = number of crosslinks.
For a mesh of size M x 2M, each path will have T amount of traffic. As a
result, Chop is equal to Ts/4M 4. There are 4M 2 inter-plane crosslinks in the mesh.
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Therefore, for inter-plane crosslinks,
Cinter-gPane = 4M ( 1 )4M 4  (A.18)4M2 4M4 3 12M
To M 1
4M 2  3 12M) (A.19)
T 1 1
= T( )-(A.20)12M 48M3
TU
~ when M is large (A.21)12M'
We have found the capacity of the inter-plane crosslinks. Intra-plane crosslinks
will have the same amount of capacity because of symmetry. As we should expect,
this result is between the inter-plane crosslink capacity and the intra-plane crosslink
capacity in the M x 2M seamless case, which are T and T respectively. Also, this
result is bigger than the result obtained in the seamed case in section (3.2.3). This
is because a seamless model is used here. When compared to the seamed model, the
crosslinks across the seam in this model allow more efficient routing, and as a result,
the capacity required for crosslinks in this case is lower.
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Appendix B
Source Code
Source code of the simulation is enclosed here.
% CONSTANTS
X M = size of grid in x-dimension
X N = size of grid in y-dimension (M & N are odd)
% MAXNUMPACKET = maximum number of allowable traffic stream
% should be set to a very large number to ensure maximum will not be reached
% TIMEOFSIMULATION = total time of simulation
7 routing-update-interval = update interval of routing table
% sky.buffer-size = buffer size of satellite nodes
% terr-buffer-size = buffer size of terrestrial nodes
% ISL-size = capacity of the ISLs
% uplink-size = capacity of the uplinks
X downlink-size = capacity of the downlinks
% terr-link-size = capacity of the terrestrial links
% ISL-metrics = initial metric value for the ISLs
% updownmetrics = intial metric value for the uplinks and downlinks
. terr-metrics = intial metric value for the terrestrial links
X DATA STRUCTURES
. nodes -- terrestrial and satellite nodes
% total number of nodes for each type= NM
. (M(x-1) + y)-th node = satellite node of (x,y)
% (MN + M(x-1) + y)-th node = terrestrial node of (x,y)
% fields inside nodes
% (1,2) location of the node
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% (3) amount of traffic arrived at the node
% (4) available buffer size in node
% links -- ISLs, terrestrial links, and up/downlinks
% total number of ISLs = 4MN
% total number of terrestrial links = 4MN
% total number of up/downlinks = 2MN
. (M(x -1)+ (y-1)) * 4 + 1-th link = left ISL of (x,y)
% (M(x -1)+ (y-1)) * 4 + 2-th link = upper ISL of (x,y)
% (M(x -1)+ (y-1)) * 4 + 3-th link = right ISL of (x,y)
% (M(x -1)+ (y-1)) * 4 + 4-th link = lower ISL of (x,y)
% (4MN + M(x -1)+ (y-1)) * 4 + 1-th link = left terrestrial link of (x,y)
% (4MN + M(x -1)+ (y-1)) * 4 + 2-th link = upper terrestrial link of (x,y)
% (4MN + M(x -1)+ (y-1)) * 4 + 3-th link = right terrestrial link of (x,y)
% (4MN + M(x -1)+ (y-1)) * 4 + 4-th link = lower terrestrial link of (x,y)
% (8MN + M(x -1)+ (y-1)) * 2 + 1-th link = uplink at (x,y)
X (8MN + M(x -1)+ (y-1)) * 2 + 2-th link = downlink at (x,y)
% fields inside links
% (l)capacity available in link
% (2,3)origin and (4,5)destination of the link
% (6) cost metric of the link
% (7) flag to indicate whether origin is in the sky or in the ground -- 1 in sky; 0 = in ground
% (8) flag to indicate whether destination is in the sky or in the ground -- 1 = in sky; 0 = in ground
% fields inside packets
% (1) flag to signal whether this place is used -- 0 = not in used; 1 = in used
% (2,3) current node
% (4,5) origin
% (6,7) destination
% (8) time started
% (9, 10) transit information
% (11) flag to determine whether the switching is done for the current time interval or not -- 1 = not done; 0 = done
% (12) flag to indicate whether current node is in the sky or in the ground -- 1 = in sky; 0 = in ground
% (13) flag to indicate whether origin is in the sky or in the ground -- 1 in sky; 0 = in ground
% (14) flag to indicate whether destination is in the sky or in the ground -- 1 = in sky; 0 = in ground
% fields inside routing-table
% (1,2) origin
A (3) flag to indicate whether origin is in the sky or in the ground -- 1 = in sky; 0 = in ground
% (4,5) destination
% (6) flag to indicate whether destination is in the sky or in the ground -- 1 = in sky; 0 = in ground
% (7) number of intermediate nodes
% (8,9,10) (11,12,13) (14, 15, 16) ... = triplets of intermediate nodes
%%%%%%%%X%%%%%%%%XXXX%%%%%%%%%%
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. process.m
% main backbone of the simulation
%%%%%%%%%%%%%%%%%%X%%%%%%%%%%%%%%
clear all;
X set time to start at 1
global time
time = 1;
%initialization
init;
% generation of empty packets to hold traffic information
global MAXNUM-PACKET
global packets
MAX-NUM-PACKET = 1000;
packets = zeros(MAXNUMPACKET,17);
X initial generation of uniform and hot spot traffic put here
gen-uniform-traffic;
%genhot-spottraffic([2 2J);
. user-supplied routing table put here to replace gen-routing-table
gen-routing-table;
% specifiy time of simulation and routing update interval here
TIMEOF-SIMULATION = 100;
routing-update-interval = 10;
while (time <= TIMEOFSIMULATION)
if (mod(time, routing-update-interval) == 0)
X user-supplied routing table put here to replace gen-routing-table
gen-routing-table;
end
. procedure for switching of packets put here
packet-switchingl;
%increase time by 1
time = time + 1;
% further generation of traffic put here
%gen-uniform-traffic;
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% can put data collection routines here
nodes
time
pause
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%XXXX%%%%%%X%%X
% init.m
X initialization of the simulation
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% initialization of the grid
% M = size of grid in x-dimension
% N = size of grid in y-dimension (M & N are odd)
global M
global N
global nodes
global links
M = 3;
N = 3;
% node -- terrestrial and satellite nodes
% total number of nodes for each type= NM
% (M(x-1) + y)-th node = satellite node of (x,y)
% (MN + M(x-1) + y)-th node = terrestrial node of (x,y)
% information about nodes
% (1,2) location of the node
% (3) amount of traffic arrived at the node
% (4) available buffer size in node
% satellite nodes
nodes = zeros(2*M*N, 4);
skybuffersize 1000;
terr-buffer-size 10000;
for i = 1:M
for j = 1:N
nodes(M*(i-1) + j, 1)
nodes(M*(i-1) + j, 2)
nodes(M*(i-1) + j, 3)
nodes(M*(i-1) + j, 4)
end
end
= i;
= ;
= 0;
sky-buffer-size; % in case for nodes having different buffer sizes
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% terrestrial nodes
for i = 1:M
for j = 1:N
nodes(M*N+ M*(i-1) + j, 1) = i;
nodes(M*N+ M*(i-1) + j, 2) = j;
nodes(M*N+ M*(i-1) + j, 3) = 0;
nodes(M*N+ M*(i-1) + j, 4) = terr-buffer-size; % in case for nodes having different buffer sizes
end
end
links
total
total
total
-- ISLs, terrestrial links, and up/downlinks
number of ISLs = 4MN
number of terrestrial links = 4MN
number of up/downlinks = 2MN
% (M(x -1)+ (y-1)) * 4 + I-th link = left ISL of (x,y)
X (M(x -1)+ (y-1)) * 4 + 2-th link = upper ISL of (x,y
% (M(x -1)+ (y-1)) * 4 + 3-th link = right ISL of (x,y
% (M(x -1)+ (v-1)) * 4 + 4-th link = lower ISL of (x,y
* 4 + 1-th link =
* 4 + 2-th link =
* 4 + 3-th link =
* 4 + 4-th link =
left terrestrial link of (x,y)
upper terrestrial link of (x,y)
right terrestrial link of (x,y)
lower terrestrial link of (x,y)
% (8MN + M(x -1)+ (y-1)) * 2 + 1-th link = uplink at (x,y)
% (8MN + M(x -1)+ (y-1)) * 2 + 2-th link = downlink at (x,y)
% fields of links
% (1)capacity available in link
% (2,3)origin and (4,5)destination of the link
% (6) cost metric of the link
% (7) flag to indicate whether origin is in the sky or in the ground -- 1 in sky; 0 = in ground
% (8) flag to indicate whether destination is in the sky or in the ground -- 1 = in sky; 0 = in ground
links = zeros(10*M*N, 8);
terr-link-size = 10000;
ISLsize =1000;
uplinksize = 800;
downlink-size = 800;
ISLmetrics = 5;
updownmetrics = 10;
terr_metrics = 1;
for i = 1:M
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(4MN
(4MN
(4MN
(4MN
X
'A
+ M(x -1)+
+ M(x -1)+
+ M(x -1)+
+ M(x -1)+
(y-1))
(y-1))
(y-1))
(y-1))
)
)
)
for j = 1:N
for k = 1:4
links((M*(i-1) + (j-1))*4 + k, 1) = ISL-size;
links((M*(i-1) + (j-1))*4 + k, 2) = i;
links((M*(i-1) + (j-1))*4 + k, 3) = j;
links((M*(i-1) + (j-1))*4 + k, 6) = ISL.metrics;
links((M*(i-1) + (j-1))*4 + k, 7) = 1;
links((M*(i-1) + (j-i))*4 + k, 8) = 1;
end
if (i == 1)
links((M*(i-1)
else
links((M*(i-1)
end
links((M*(i-1) +
links((M*(i-1) +
if Cj == N)
links((M*(i-1)
else
links((M*(i-1)
end
if (i == M)
links((M*(i-1)
else
links((M*(i-1)
end
links((M*(i-1) +
links((M*(i-1) +
if (j == 1)
links((M*(i-1)
else
links((M*(i-1)
end
+ (j-1))*4
+ (j-1))*4
(j-1))*4 +
(j-1))*4 +
+ (j-1))*4
+ (j-1))*4
+
+
1.,
2,
+
+
1, 4)
1, 4)
5) =
4) =
2, 5)
2, 5)
+ Cj-1))*4 + 3, 4)
+ (j-1))*4 + 3, 4)
(j-1))*4 + 3, 5)=
(j-1))*4 + 4, 4) =
+ (j-1))*4 + 4, 5)
+ (j-1))*4 + 4, 5)
= M;
= i-i;
;
i;j= 1;
= j+1;
= 1;
= i+1;
= N;
=j-1;
end
end
for i = 1:M
for j = 1:N
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for k = 1:4
links(4*M*N+(M*(i-1) + (j-1))*4 + k, 1) = terr-link-size;
links(4*M*N+(M*(i-1) + (j-1))*4 + k, 2) = i;
links(4*M*N+(M*(i-1) + (j-1))*4 + k, 3) = j;
links(4*N*M+(M*(i-1) + (j-1))*4 + k, 6) = terr-metrics;
links(4*N*M+(M*(i-1) + (j-1))*4 + k, 7) = 0;
links(4*N*M+(M*(i-1) + (j-1))*4 + k, 8) = 0;
end
if (i == 1)
links(4*M*N+(M*(i-1)
else
links(4*M*N+(M*(i-1)
end
links(4*M*N+(M*(i-1) +
links(4*M*N+(M*(i-1) +
if (j == N)
links(4*M*N+(M*(i-1)
else
links(4*M*N+(M*(i-1)
end
if (i == M)
links(4*M*N+(M*(i-1)
else
links(4*M*N+(M*(i-1)
end
links(4*M*N+(M*(i-1) +
links(4*M*N+(M*(i-1) +
if (j == 1)
links(4*M*N+(M*(i-1)
else
links(4*M*N+(M*(i-1)
end
end
end
+ (j-1))*4 +
+ (j-1))*4 +
(j-1))*4 + 1,
(j-1))*4 + 2,
+ (j-1))*4 +
+ (j-1))*4 +
+ (j-1))*4
+ (j-1))*4
(j-1))*4 +
(j-1))*4 +
+ Cj-1))*4
+ (j-1))*4
+
+
3,
4,
+
+
for i = 1:M
for j = 1:N
links(8*M*N+(M*(i-1) + (j-1))*2 + 1, 1) = uplink-size;
links(8*M*N+(M*(i-1) + (j-1))*2 + 2, 1) = downlinksize;
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1,
1,
5)
4)
2,
2,
3,
3,
5)
4)
4,
4,
4) = M;
4) = i-1;
= j;
5) = 1;
5) =j+1;
4) = 1;
4) = i+1;
=j;
5) = N;
5) = j-1;
links(8*M*N+(M*(i-1)
links(8*M*N+(M*(i-1)
links(8*M*N+(M*(i-1)
links(8*M*N+(M*(i-1)
+
+
+
+
(j-1))*2
(j-1))*2
(j-i))*2
(j-1))*2
+
+
+
+
1,
1,
2,
2,
7)
8)
7)
8)
0;
1;
1;
0;
for k = 1:2
links(8*M*N+(M*(i-1) + (j-1))*2 + k, 2) = i;
links(8*M*N+(M*(i-1) + (j-1))*2 + k, 4) = i;
links(8*M*N+(M*(i-1) + (j-1))*2 + k, 3) = j;
links(8*M*N+(M*(i-1) + (j-i))*2 + k, 5) = j;
links(8*N*M+(M*(i-1) + (j-1))*4 + k, 6) = ISL-metrics;
end
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
X gen-hot-spot-traffic.m
% function to generate hot spot traffic
% parameter: origin -- origin of the hot spot traffic stream
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function gen-hot-spot.traffic(origin)
global M
global N
global nodes
global packets
global time
for i = i:M
for j = 1:N
if (nodes(M*(origin(i)-1) + origin(2), 4) > 0)
nodes(M*(origin(1)-1) + origin(2), 4) = nodes(M*(origin(i)-1) + origin(2), 4) - 1;
else
error('buffer reached capacity');
end
slot = placenewpacket(packets);
% path of the packet = (origin(1),origin(2)) to (i,j)
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packets(slot, 1) = 1;
packets(slot, 2) = origin(i);
packets(slot, 3) = origin(2);
packets(slot, 4) = origin(i);
packets(slot, 5) = origin(2);
packets(slot, 6) = i;
packets(slot, 7) = j;
packets(slot, 8) = time;
packets(slot, 9) = 0;
packets(slot, 12) = 1;
packets(slot, 13) = 1;
packets(slot, 14) = 1;
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
X gen-uniform-traffic.m
% script file to generate uniform traffic for each node
%X%%%%%%X%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
global time;
for i = 1:M
for j = 1:N
for k = 1:M
for p = 1:N
if (nodes(M*(i-1) + j, 4) > 0)
nodes(M*(i-1) + j, 4) = nodes(M*(i-1) + j, 4) - 1;
else
error('buffer reached capacity');
end
slot = placenewpacket(packets);
% packet path = (i,j) to (k,p)
packets(slot, 1) = 1;
packets(slot, 2) = i;
packets(slot, 3) = j;
packets(slot, 4) = i;
packets(slot, 5) = j;
packets(slot, 6) = k;
packets(slot, 7) = p;
packets(slot, 8) = time;
packets(slot, 9) = 0;
packets(slot, 12) = 1;
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packets(slot, 13) = 1;
packets(slot, 14) = 1;
end
end
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
X placenewpacket.m
% function to an empty slot to place new traffic in data
% structure packets
% parameter: packets -- data structure for holding traffic
X return value: the index of the empty slot
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function place = placenewpacket(packets)
% function to look for the next available slot for packet
global MAXNUMPACKET
for i = 1:MAXNUMPACKET
if (packets(i,1) == 0)
place = i;
return
end
end
error('max number of packets reached');
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
% packetswitchingl.m
% this is a script file which looks at the routing table for each node and performs packet switching
X for all the packets currently in transit
%%XXXXXXXXXX%%%XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
for i = 1:MAX-NUMPACKET
if (packets(i,1) 0)
packets(i,11) = 1;
end
end
for i = 1:MAXNUMPACKET
if (packets(i,1) -= 0)
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X look up routing table -- find next hop
r-table-loc = M*(packets(i,4)-1)+ packets(i,5);
entry_loc = find(routingtable(rtable_loc, :, 4) == packets(i,6) & ...
routing-table(r-table -loc, :, 5) == packets(i,7) & routing-table(r-table_loc, :, 6) == packets(i,14));
if (packets(i,2) == packets(i,6)) & (packets(i,3) == packets(i,7)) & (packets(i,12) == packets(i,14))
% reached destination already
packets(i,11) = 0;
else
% find next hop
%nexthop = zeros(1,3);
if packets(i,9) >= routing.table(r_tableloc, entryloc,7)
packets(i,15) = routing-table(r-tableloc, entryloc,4);
packets(i,16) = routingtable (rtableloc, entryloc,5);
packets(i,17) = routing.table(r-table -loc, entry-loc,6);
else
packets(i,15) = routingtable(r.tableloc, entry_loc, 3*packets(i,9)+8);
packets(i,16) = routing-table(r-table-loc, entryloc, 3*packets(i,9)+9);
packets(i,17) = routingtable(r.table-loc, entry_loc, 3*packets(i,9)+10);
end
if (packets(i,11) -= 0)
% check crosslink is full or not
if (links(find(links(:,2) == packets(i,2) & links(:,3) == packets(i,3) & ...
links(:,4) == packets(i,15) & links(:,5) == packets(i,16) & ...
links(:,7) == packets(i,12) & links(:,8) packets(i,17)), 1) > 0)
% decrease XL capacity by one
links(find(links(:,2) == packets(i,2) & links(:,3) == packets(i,3) &
links(:,4) == packets(i,15) & links(:,5) == packets(i,16) & ...
links(:,7) == packets(i,12) & links(:,8) == packets(i,17)), 1)
links(find(links(:,2) == packets(i,2) & links(:,3) == packets(i,3) & ...
links(:,4) == packets(i,15) & links(:,5) = packets(i,16) & ...
links(:,7) packets(i,12) & links(:,8) == packets(i,17)), 1) - 1;
% leaving current node
nodes(M*N*(1-packets(i,12))+M*(packets(i,2)-1)+ packets(i,3), 4)
nodes(M*N*(1-packets(i,12))+M*(packets(i,2)-)+ packets(i,3), 4) + 1;
else
% do nothing; since crosslink is full
packets(i,11) = 0;
end
end
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end
end
end
for i = 1:MAXNUMPACKET
if (packets(i,i) -= 0) & (packets(i,11) -= 0)
% arriving at node
if (nodes(M*N*(1-packets(i,17))+M*(packets(i,15)-1) + packets(i,16), 4) > 0)
nodes(M*N*(1-packets(i,17))+M*(packets(i,15)-1) + packets(i,16), 4) = ...
nodes(M*N*(1-packets(i,17))+M*(packets(i,15)-1) + packets(i,16), 4) - 1;
else
error('buffer reached capacity'); % assuming infinite buffer size
end
% increase link capacity by one; since traffic has arrived at node
links(find(links(:,2) == packets(i,2) & links(:,3) == packets(i,3) & ...
links(:,4) == packets(i,15) & links(:,5) == packets(i,16) & ...
links(:,7) == packets(i,12) & links(:,8) == packets(i,17)), 1) =
links(find(links(:,2) == packets(i,2) & links(:,3) == packets(i,3) & ...
links(:,4) == packets(i,15) & links(:,5) packets(i,16) & ...
links(:,7) == packets(i,12) & links(:,8) packets(i,17)), 1) + 1;
X update packet information
packets(i,2) = packets(i,15);
packets(i,3) = packets(i,16);
packets(i,12) = packets(i,17);
% increase number of hop count by one
packets(i,9) = packets(i,9) + 1;
packets(i,11) = 0;
end
end
for i = 1:MAXNUMPACKET
if (packets(i,i) -= 0)
% check whether destination has been reached
if (packets(i,2) == packets(i,6)) & (packets(i,3) == packets(i,7)) & (packets(i,12) == packets(i,14))
% remove from packet list
packets(i,1) = 0;
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% leaving current node
nodes(M*N*(1-packets(i,12))+M*(packets(i,2)-1)+ packets(i,3), 4)
nodes(M*N*(1-packets(i,12))+M*(packets(i,2)-i)+ packets(i,3), 4) + 1;
% can check time needed for completion
% can put old packet into new array
end
end
end
for i = 1:MAX-NUMPACKET
if (packets(i,11) -= 0)
error('should have done switching')
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%X%%%%%%%%%%%%XXXX%%%%%%%
% gen-routing-table.m
% script file to generate routing table for a 3X3 grid
M%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%3%%%%%%%;%%%%%%%%%
M =3;
N = 3;
routing-table = zeros(2*M*N,2*M*N,13);
% (M(x-1) + y)-th routing table = routing table of satellite nodes(x,y)
% (MN + M(x-1) + y)-th routing table = routing table of terrestrial nodes(x,y)
for i = 1:M
for j = 1:N
for k = 0:1
routing-table(M*N*(-k)+M*(i-1)+j,:, :) = router5([i, j, k], links);
end
end
end
XX/XXXX/XXXXXXXXXXXXXXXXXXXXXXIXXXXXXXXXXX/XX/XX/XXXXXXXXXXXX/XXXXX
% router5.m
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X This is a function to generate routing table for a 3 X 3 system
X parameter: current-loc -- origin of the route
% links -- data structure holding information of links
X returns a routing table of 9 entries
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
function routing-table = router5(current-loc, links)
M = 3;
N = 3;
X map all points to a square grid
7.
7
4
1
--- 8
5
--- 2
--- 9
6
3
points = zeros(9, 3);
points(:,3) = current-loc(3);
points(5,:) = currentloc;
if (current-loc(1) == M)
points(3,1) = 1;
points(6,1) = 1;
points(9,1) = 1;
else
points(3,1)
points(6,1)
points(9,1)
current-loc(1) + 1;
current-loc(l) + 1;
current-loc(1) + 1;
end
if (current-loc(l) == 1)
points(1,1) = M;
points(4,1) = M;
points(7,1) = M;
else
points(l,1)
points(4,1)
points(7,1)
end
current_loc(l) - 1;
current_loc(1) - 1;
current-loc(1) - 1;
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points(8,1) = current-loc(1);
points(2,1) = current-loc(1);
if (current-loc(2) == N)
points(7,2) = 1;
points(8,2) = 1;
points(9,2) = 1;
else
points(7,2) = current-loc(2) + 1;
points(8,2) = current-loc(2) + 1;
points(9,2) = current-loc(2) + 1;
end
if (current.loc(2) == 1)
points(1,2) = N;
points(2,2) = N;
points(3,2) = N;
else
points(1,2) = current-loc(2) - 1;
points(2,2) = current-loc(2) - 1;
points(3,2) = currentloc(2) - 1;
end
points(4,2) = current-loc(2);
points(6,2) = current-loc(2);
% populating routing table
routing-table = zeros(18, 13);
% 5 to 1
pathimetric = (links(find(links(:,2) == current_loc(1) & links(:,3) == current-loc(2) ...
& links(:,7) == current-loc(3)...
& links(:,4) == points(4,1) & links(:,5) == points(4,2) & links(:,8) == points(4,3)),1) +.
links(find(links(:,2) == points(4,1) & links(:,3) == points(4,2) & links(:,7) == points(4,3).
& links(:,4) points(1,1) & links(:,5) == points(1,2) & links(:,8) points(1,3)),1));
path2metric = (links(find(links(:,2) == current-loc(1) & links(:,3) currentjloc(2) ...
& links(:,7) == current-loc(3)...
& links(:,4) == points(2,1) & links(:,5) == points(2,2) & links(:,8) == points(2,3)),1) +
links(find(links(:,2) == points(2,1) & links(:,3) == points(2,2) & links(:,7) == points(2,3).
& links(:,4) == points(1,1) & links(:,5) == points(1,2) & links(:,8) == points(1,3)),1));
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if (pathimetric > path2metric)
routing.table(i,:) = [currentjloc(1), currentloc(2), current-loc(3), points(l,1),
points(1,2), points(1,3), 1, points(2,I), points(2,2), points(2,3), 0, 0, 0];
routing-table(9+1,:) = [current.loc(i), current-loc(2), current-loc(3), points(1,1),
points(1,2), ~points(1,3), ...
2, points(2,I), points(2,2), points(2,3), points(1,l), points(1,2), points(1,3)];
else
routing-table(1,:) = [current-loc(i), current-loc(2), currentloc(3), points(i,1),
points(1,2), points(1,3), 1, points(4,1), points(4,2), points(4,3), 0, 0, 0];
routing.table(9+1,:) = [current-loc(i), current_loc(2), current.loc(3), points(l,l),
points(1,2), ~points(1,3), ...
2, points(4,1), points(4,2), points(4,3), points(1,1), points(1,2), points(1,3)];
end
X 5 to 2
routing.table(2,:) = [current-loc(1), current-loc(2), current-loc(3), points(2,1), points(2,2),
points(2,3), 0, 0, 0, 0, 0, 0, 0];
routing-table(9+2,:) = [current-loc(i), current-loc(2), currentloc(3), points(2,1), points(2,2),
~points(2,3), 1, points(2,1), points(2,2), points(2,3), 0, 0, 0];
% 5 to 3
pathimetric = (links(find(links(:,2) == current-loc(1) & links(:,3) == current-loc(2)...
& links(:,7) == current-loc(3)...
& links(:,4) points(6,1) & links(:,5) == points(6,2) & links(:,8) == points(6,3)),l) +
links(find(links(:,2) == points(6,I) & links(:,3) == points(6,2) & links(:,7) == points(6,3)...
& links(:,4) == points(3,1) & links(:,5) == points(3,2) & links(:,8) == points(3,3)),1));
path2metric = (links(find(links(:,2) == current-loc(i) & links(:,3) == current-loc(2)...
& links(:,7) current-loc(3)...
& links(:,4) == points(2,1) & links(:,5) == points(2,2) & links(:,8) == points(2,3)),l) +
links(find(links(:,2) == points(2,1) & links(:,3) == points(2,2) & links(:,7) == points(2,3)...
& links(:,4) == points(3,1) & links(:,5) == points(3,2) & links(:,8) == points(3,3)),1));
if (pathimetric > path2metric)
routing-table(3,:) = [currentloc(1), currentloc(2), current_loc(3), points(3,1), points(3,2),.
points(3,3), 1, points(2,1), points(2,2), points(2,3), 0, 0, 0];
routing-table(9+3,:) = [currentjloc(1), current-loc(2), current-loc(3), points(3,1), points(3,2),...
~points(3,3),
2, points(2,1), points(2,2), points(2,3), points(3,I), points(3,2), points(3,3)];
else
routingtable(3,:) = [currentjloc(1), currentloc(2), currentloc(3), points(3,1), points(3,2),.
points(3,3), 1, points(6,1), points(6,2), points(6,3), 0, 0, 0];
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routing-table(9+3,:) = [current-loc(1), current-loc(2), current-loc(3), points(3,1), points(3,2),...
~points(3,3), 2, points(6,1), points(6,2), points(6,3), points(3,1), points(3,2), points(3,3)];
end
% 5 to 4
routing-table(4,:) = [current_loc(1), current_loc(2), current-loc(3), points(4,1), points(4,2),...
points(4,3), 0, 0, 0, 0, 0, 0, 0];
routing-table(9+4,:) = [current-loc(1), current-loc(2), current-loc(3), points(4,1), points(4,2),...
~points(4,3), 1, points(4,1), points(4,2), points(4,3), 0, 0, 0];
X 5 to 5
routingtable(5,:) = [currentjloc(1), current-loc(2), currentloc(3), points(5,1), points(5,2),...
points(5,3), 0, 0, 0, 0, 0, 0, 0];
routing.table(9+5,:) = [currentjloc(1), currentloc(2), current-loc(3), points(5,1), points(5,2),...
~points(5,3), 1, points(5,1), points(5,2), points(5,3), 0, 0, 0];
X 5 to 6
routing.table(6,:) = [current-loc(l), currentloc(2), current-loc(3), points(6,1), points(6,2),...
points(6,3), 0, 0, 0, 0, 0, 0, 0];
routing-table(9+6,:) = [current.loc(l), currentloc(2), current.loc(3), points(6,I), points(6,2),...
~points(6,3), 1, points(6,1), points(6,2), points(6,3), 0, 0, 0];
% 5 to 7
pathimetric = (links(find(links(:,2) == currentloc(l) & links(:,3) == current-loc(2)...
& links(:,7) == current-loc(3)...
& links(:,4) == points(8,1) & links(:,5) == points(8,2) & links(:,8) == points(8,3)),l) +
links(find(links(:,2) == points(8,1) & links(:,3) == points(8,2) & links(:,7) == points(8,3)...
& links(:,4) == points(7,1) & links(:,5) == points(7,2) & links(:,8) == points(7,3)),));
path2metric = (links(find(links(:,2) == currentloc(i) & links(:,3) == current-loc(2)...
& links(:,7) current-loc(3)...
& links(:,4) points(4,1) & links(:,5) == points(4,2) & links(:,8) == points(4,3)),l) +
links(find(links(:,2) == points(4,1) & links(:,3) == points(4,2) & links(:,7) == points(4,3)...
& links(:,4) == points(7,1) & links(:,5) == points(7,2) & links(:,8) == points(7,3)),));
if (pathimetric > path2metric)
routingtable(7,:) = [current-loc(l), current-loc(2), current-loc(3), points(7,1), points(7,2),...
points(7,3), 1, points(4,1), points(4,2), points(4,3), 0, 0, 0];
routing-table(9+7,:) = [current-loc(1), current-loc(2), current-loc(3), points(7,1), points(7,2),...
points(7,3), 2, points(4,1), points(4,2), points(4,3), points(7,1), points(7,2), points(7,3)];
else
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routingtable(7,:) = [current-loc(l), current-loc(2), current_loc(3), points(7,l), points(7,2),...
points(7,3), 1, points(8,1), points(8,2), points(8,3), 0, 0, 0];
routing-table(9+7,:) = [current.loc(i), current_loc(2), currentloc(3), points(7,1), points(7,2),...
points(7,3), 2, points(8,1), points(8,2), points(8,3), points(7,1), points(7,2), points(7,3)];
end
% 5 to 8
routing-table(8,:) = [current_loc(l), current-loc(2), current-loc(3), points(8,1), points(8,2),...
points(8,3), 0, 0, 0, 0, 0, 0, 0];
routing-table(9+8,:) = [currentjloc(1), current-loc(2), current_loc(3), points(8,1), points(8,2),...
~points(8,3), 0, points(8,1), points(8,2), points(8,3), 0, 0, 0];
% 5 to 9
pathimetric = (links(find(links(:,2) == currentloc(i) & links(:,3) == current-loc(2)...
& links(:,7) == current-loc(3)...
& links(:,4) == points(6,1) & links(:,5) == points(6,2) & links(:,8) == points(6,3)),1) +
links(find(links(:,2) == points(6,1) & links(:,3) == points(6,2) & links(:,7) == points(6,3)...
& links(:,4) == points(9,I) & links(:,5) == points(9,2) & links(:,8) == points(9,3)),1));
path2metric = (links(find(links(:,2) == currentloc(1) & links(:,3) == current.loc(2)...
& links(:,7) == current-loc(3)...
& links(:,4) == points(8,I) & links(:,5) == points(8,2) & links(:,8) == points(8,3)),i) +
links(find(links(:,2) == points(8,l) & links(:,3) == points(8,2) & links(:,7) == points(8,3)...
& links(:,4) == points(9,1) & links(:,5) == points(9,2) & links(:,8) == points(9,3)),1));
if (pathimetric > path2metric)
routing.table(9,:) = [currentjloc(1), currentloc(2), current-loc(3), points(9,1), points(9,2),...
points(9,3), 1, points(8,1), points(8,2), points(8,3), 0, 0, 0];
routing-table(9+9,:) = [currentjloc(1), currentloc(2), currentloc(3), points(9,l), points(9,2),...
points(9,3), 2, points(8,1), points(8,2), points(8,3), points(9,1), points(9,2), points(9,3)];
else
routing-table(9,:) = [current_loc(1), currentloc(2), current-loc(3), points(9,1), points(9,2),...
points(9,3), 1, points(6,1), points(6,2), points(6,3), 0, 0, 0];
routing-table(9+9,:) = [current-loc(l), current-loc(2), currentloc(3), points(9,1), points(9,2),...
points(9,3), 2, points(6,1), points(6,2), points(6,3), points(9,1), points(9,2), points(9,3)];
end
return
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