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Abstract
The authors consider the generalized airfoil equation in some weighted Hölder–Zygmund spaces with uniform
norms. Using a projection method based on the de la Vallée Poussin interpolation, they reproduce the estimates of
the L2 case by cutting off the typical extra logm factor which seemed inevitable to have dealing with the uniform
norm, because of the unboundedness of the Lebesgue constants. The better convergence estimates do not produce
a greater computational effort: the proposed numerical procedure leads to solve a simple tridiagonal linear system,
the condition number of which tends to a ﬁnite limit as the dimension of the system tends to inﬁnity, whatever
natural matrix norm is considered. Several numerical tests are given.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
This paper proposes a numerical method for solving the so-called generalized airfoil equation given
by
−1

∫ 1
−1
f (y)
y − x
√
1− y
1+ y dy +


∫ 1
−1
log |x − y|f (y)
√
1− y
1+ y dy = g(x), (1.1)
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where x ∈ (−1, 1), the ﬁrst integral has to be understood in the Cauchy principal value sense,  is a
complex number, g is a known function and f is the sought function.
Such an equation arises from the two dimensional oscillating airfoil in a wind tunnel. It has been
investigated by several authors and several numerical procedures have been studied for solving it. For
instance we recall [4,8,11,13,15,17] and in particular the papers [2,3] by Berthold et al. In [2,3] Eq. (1.1) is
considered in a pair ofweightedSobolev-like subspaces ofL2 and in these spaces the uniformboundedness
of Fourier and Lagrange projections is fundamental to derive the optimal order of convergence.
Ifwewant to deduce pointwise estimates from theL2 results,wemake a loss of the order of convergence.
Hence it follows the idea to consider Eq. (1.1) directly in some weighted Hölder–Zygmund spaces with
uniform norms. Working in these spaces, the main trouble is the lack of bounded projections, which
typically leads to an extra logm factor in the error estimates in weighted uniform norm. We overcome
the problem, and succeed in cutting off this logm factor, by taking a discrete interpolating version of the
de la Vallée Poussin operator and introducing new polynomial bases.
For the rest we use the standard procedure of the projection methods. Assuming Eq. (1.1) is univocally
solvable and stable, we deduce the same properties also hold for the discrete equation we get by applying
our de la Vallée Poussin projection to (1.1). The solution fm of the discrete equation constitutes a poly-
nomial approximation of the original solution f of (1.1), and in the weighted uniform norm we state that
fm tends to f with the same order as the best polynomial approximation of f, exactly as happen in the L2
case.
In this way our estimates include those present in literature and, from the computational point of view,
we need not pay any reckoning since we propose a fast and well-conditioned numerical procedure which,
with respect to the Lagrange projectionmethods, requires a comparable computational effort. In fact, once
chosen a suitable pair of orthogonal polynomial bases, the computation of fm is reduced to the solution
of a tridiagonal system, which is very similar to that one we obtain by Lagrange projection methods, and
it can be solved by means of the Thomas-algorithm, consuming about O(m) ﬂops.We compute explicitly
the elements of the tridiagonal matrix of the system and study its condition number as m increases. With
regard to this we prove that the limit for m → ∞ of the condition number exists and is ﬁnite, for every
natural matrix norm. Moreover in the particular case of the spectral norm, the limit is strictly connected
with the condition of the original problem (1.1).
The paper is organized as follows. In Section 2 we give some notations, introduce the function spaces
where Eq. (1.1) is studied, and give a preliminary result on the mapping properties of the operators
involved in Eq. (1.1). Section 3 is devoted to the study of the de laVallée Poussin interpolating operators:
we recall some error estimates and state some properties useful for the proposed numerical method. In
Section 4 we describe the numerical method: we construct the ﬁnite dimensional equation, estimate the
error that we have approximating f by fm and give all the details on the computation of fm. In Section
5 we show several numerical examples. Finally, Section 6 gives all necessary proofs.
2. Preliminaries
Throughout the paper we denote by C a positive constant which may take different values in different
formulas andwriteC 	= C(a, b, ..) to underline thatC is independent of the parameters a, b, . . .Moreover,
if A,B are two positive quantities depending on some parameters, then A ∼ B means that there exists a
constantC > 0 independent of these parameters, such thatC−1BACB.As usual we denote byPm the
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set of all algebraic polynomials of degree atmostm, by v,(x) := (1−x)(1+x) a Jacobiweight, and by
{pm(v,)}m the corresponding system of orthonormal polynomials having positive leading coefﬁcients.
C[a, b] denotes the space of all continuous functions on [a, b], equipped with the norm ‖f ‖C[a,b] =
maxx∈[a,b]|f (x)|, and for the sake of brevity we set C0 := C[−1, 1] and ‖f ‖∞ := ‖f ‖C[−1,1].
If u= v, is a Jacobi weight with , > 0, we deﬁne the space Cu as follows
Cu :=
{
f ∈ C] − 1, 1[: lim|x|→1 f (x)u(x)= 0
}
.
In the case =0 or =0 the deﬁnition ofCu is slightlymodiﬁed: if u(x)=(1+x) with > 0 (respectively
u(x)= (1−x) with > 0) then Cu consists of all functions that are continuous on ]−1, 1] (respectively
[−1, 1[) and such that
lim
x→−1 f (x)u(x)= 0
(
respectively lim
x→1 f (x)u(x)= 0
)
.
Finally, in the case u(x)= 1 (i.e. = = 0) we set Cu = C0.
In all cases we equip Cu with the following norm
‖f ‖Cu := ‖f u‖∞ = max
x∈[−1,1] |f (x)u(x)|
and obtain a Banach space.
Very important subspaces of Cu are the weighted Hölder–Zygmund-type spaces which can be deﬁned
by means of the error of best weighted polynomial approximation
Em(f )u := inf
P∈Pm
‖(f − P)u‖∞
as well as by means of the weighted -modulus given by
k(f, t)u := k(f, t)u + inf
P∈Pk−1
‖(f − P)u)‖C[−1,−1+4k2t2]
+ inf
P∈Pk−1
‖(f − P)u)‖C[1−4k2t2,1],
where k ∈ N, (x) := √1− x2, and k(f, t)u is the weighted main-part modulus of continuity deﬁned
as
k(f, t)u := sup
0<h t
‖(khf )u‖C[−1+2k2h2,1−2k2h2])
with
khf (x) :=
k∑
r=0
(−1)r
(
k
r
)
f
(
x + kh
2
(x)− rh(x)
)
.
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Taking into account the following Jackson and Stechkin type inequalities [6,12]
Em(f )uCk
(
f,
1
m
)
u
, C 	= C(m, f ), (2.1)
k(f, t)uCtk
∑
0j 1/t
(j + 1)k−1Ej(f )u, C 	= C(t, f ), (2.2)
the Hölder–Zygmund space Zr(u), r > 0, can be deﬁned using the -modulus k(f, t)u with k > r as
follows
Zr(u) :=
{
f ∈ Cu : sup
t>0
k(f, t)u
tr
<∞
}
, (2.3)
or, equivalently, using the error of best polynomial approximation
Zr(u) :=
{
f ∈ Cu : sup
k>0
(k + 1)rEk(f )u <∞
}
. (2.4)
It is well known that Zr(u) is a Banach space equipped with the norm deﬁned by
‖f ‖Zr(u) := ‖f u‖∞ + sup
t>0
k(f, t)u
tr
, (2.5)
or equivalently given by [6,12]
‖f ‖Zr(u) ∼ ‖f u‖∞ + sup
k>0
(k + 1)rEk(f )u. (2.6)
In particular, for all f ∈ Zr(u) we have
Em(f )u
C
mr
‖f ‖Zr(u), C 	= C(m, f ). (2.7)
Finally, in the non-weighted case u(x)=1 wewill omit the indication of u and use the simpliﬁed notations
k(f, t), Em(f ), and Zr .
2.1. Some properties of the operators involved in Eq. (1.1)
Eq. (1.1) can be rewritten in operator form as follows
(D + K)f = g, (2.8)
where D is the Cauchy singular integral operator
Df (x) := −1

∫ 1
−1
f (y)
y − x v
1
2 ,− 12 (y) dy (2.9)
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and K is the perturbation operator
Kf (x) := 1

∫ 1
−1
log |x − y|f (y) v 12 ,− 12 (y) dy. (2.10)
The next theorem summarizes the mapping properties of the operator D. Its proof can be found in [14].
Theorem 2.1. For all r > 0 the operator D : Zr(v 12 ,0) → Zr(v0, 12 ) is a bounded, linear map having a
bounded inverse given by
D̂f (x)= 1

∫ 1
−1
f (y)
y − x v
− 12 , 12 (y) dy. (2.11)
In addition, for all k > r > 0 we have
sup
t>0
k(Df , t)
v
0, 12
t r
∼ sup
t>0
k(f, t)
v
1
2 ,0
t r
. (2.12)
We recall the operator D̂ is also the adjoint operator of D (see e.g. [18]), i.e. we have
〈Df , g〉
v
− 12 , 12
= 〈f, D̂g〉
v
1
2 ,− 12
, (2.13)
where, as usual, 〈f, g〉u :=
∫ 1
−1 f (x)g(x)u(x) dx denotes the weighted scalar product.
On the operator K we state the following
Theorem 2.2. For all f ∈ C
v
1
2 ,0
we have
‖Kf ‖∞C‖f v 12 ,0‖∞, C 	= C(f ). (2.14)
If in addition we assume f ∈ Zr(v 12 ,0), then
k(Kf , t)
tr+1
C sup
	>0
k−1 (f, 	)
v
1
2 ,0
	r
(2.15)
holds for all t > 0 and k − 1>r > 0. Thus K : Zr(v 12 ,0) → Zr+1 is a bounded operator and, for all
s < r + 1, the map K : Zr(v 12 ,0)→ Zs is compact.
From the previous theorems, the following result on the solvability of (2.8) easily follows.
Corollary 2.3. If ker{D + K} = {0} then D + K : Zr(v 12 ,0) → Zr(v0, 12 ) has a bounded inverse for
all r > 0, i.e., for any g ∈ Zr(v0, 12 ) Eq. (2.8) has a unique and stable solution f ∈ Zr(v 12 ,0).
We recall [3, Corollary 3.8] that if  is a real number, then ker{D+ K}= {0} holds. Hence, from now
on, we always assume  ∈ R so that Corollary 2.3 can be applied.
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Finally we note that applying the operator D̂ to both sides of (2.8) we obtain the so-called regularized
equation
(I + D̂K)f = D̂g. (2.16)
By a result in [9], the map D̂K : C
v
1
2 ,0
→ C
v
1
2 ,0
is compact. Thus the Fredholm alternative theorem
assures that I + D̂K has a bounded inverse in C
v
1
2 ,0
. Sometimes, in the sequel, we will consider the
Fredholm regularized equation (2.16) in the space C
v
1
2 ,0
instead of (2.8).
3. Some de la Vallée Poussin interpolating operators
The projection method we propose is based on the following de laVallée Poussin interpolating operator
Vm(u, f, x) :=
3m/2∑
k=1

k(u)Wm(u, x, xk)f (xk), (3.1)
where m is an even positive integer, u is one of the following Jacobi weights
u= v 12 ,− 12 or u= v− 12 , 12 ,
{xk}k=1,..,3m/2 are the zeros of p3m/2(u), 
k(u) =
[∑3m/2−1
j=0 p2j (u, xk)
]−1
are the Christoffel numbers,
and
Wm(u, x, y) :=
2m−1∑
k=0
kpk(u, x)pk(u, y) (3.2)
with
k :=
{
1 if km,
2m− k
m
if k >m, (3.3)
is the so-called de la Vallée Poussin kernel.
The discrete operator (3.1) was studied in [19,5]. It can be achieved beginning from the continuous de
la Vallée Poussin operator
vm(u, f, x)=
∫ 1
−1
Wm(u, x, y)f (y)u(y) dy (3.4)
and applying the Gaussian rule on 3m/2 points with respect to the weight u.
By this construction the following invariance property follows
Vm(u, P )= P, ∀P ∈ Pm. (3.5)
Moreover, in [19] the following interpolating property is stated
Wm(u, xh, xk)= h,k

k(u)
, h, k = 1, . . . , 3m/2, (3.6)
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and, consequently, we have
Vm(u, f, xk)= f (xk), k = 1, . . . , 3m/2. (3.7)
In [5] a general theorem on the uniform boundedness of Vm(u) in the uniform weighted spaces can be
found. Here we use the following particular result ﬁrst proved in [19, Theorem 3.2].
Theorem 3.1. Let m ∈ N be an even integer,  = v 12 , 12 , and u = v 12 ,− 12 or u = v− 12 , 12 . Then the map
Vm(u) : C√u → C√u is uniformly bounded with respect to m, i.e., for any f ∈ C√u we have∥∥Vm(u, f )√u∥∥∞C‖f√u‖∞, (3.8)
and ∥∥[Vm(u, f )− f ]√u∥∥∞CEm(f )√u, (3.9)
where C 	= C(m, f ) in both the inequalities.
Consequently, in the Zr(
√
u)-norm the following corollary holds.
Corollary 3.2. Assume = v 12 , 12 and u= v 12 ,− 12 or u= v− 12 , 12 . Then for all evenm ∈ N and each r > 0,
the map Vm(u) : Zr
(√
u
)→ Zr (√u) is uniformly bounded with respect to m. In particular, for any
f ∈ Zs
(√
u
)
with sr ,
‖Vm(u, f )− f ‖Zr(√u)
C
ms−r
‖f ‖Zs(√u) (3.10)
holds, where C 	= C(m, f ).
3.1. A particular polynomial space
Generally one refers to the de la Vallée Poussin operator (3.1) as a quasi-projection since it preserves
the polynomials of degree at most m (see (3.5)), but for all locally continuous functions f, Vm(u, f ) is a
polynomial of degree 2m−1. In order to construct a projection method for solving Eq. (1.1) we will look
Vm(u) as a projection into a suitable polynomial space which is nested between Pm and P2m−1. More
precisely, we set
Sm(u) := span{Wm(u, x, xk) : k = 1, . . . , 3m/2}. (3.11)
The interpolation property (3.6) assures that {Wm(u, x, xk) : k = 1, . . . , 3m/2} is a system of linearly
independent polynomials of degree 2m−1. Thus, recalling also (3.5) we have that Sm(u) is a polynomial
space of dimension 3m/2 such that
Pm ⊂ Sm(u) ⊂ P2m−1.
The following proposition gives a different basis of Sm(u) in terms of the orthonormal polynomials
{pk(u)}k .
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Proposition 3.3. For all even integers m and for u= v 12 ,− 12 or u= v− 12 , 12 , we have
Sm(u)= span [{p0(u), p1(u), . . . , pm(u)}
∪
{
m+ 2s
2m
p 3m
2 −s(u)−
m− 2s
2m
p 3m
2 +s(u) : s = 1, ..,
m
2
− 1
}]
. (3.12)
In order to simplify, we set
qj (u) :=
{
pj (u) if 0jm,
2m− j
m
pj (u)− j −m
m
p3m−j (u) if m<j < 3m/2,
(3.13)
so that (3.12) can be written simply as
Sm(u)= span{q0(u), q1(u), . . . , q3m/2−1(u)}. (3.14)
We explicitly note that while (3.11) gives an interpolating basis of Sm(u), the system in (3.14) constitutes
an orthogonal basis of Sm(u).
In proving Proposition 3.3 (see Section 6) we will state the following basis transformation
Wm(u, x, xk)=
3m/2−1∑
j=0
pj (u, xk)qj (u, x), k = 1, . . . , 3m/2. (3.15)
Thus an arbitrary function f ∈ Sm(u) can be expressed in terms of the interpolating basis (3.11) as
f (x)=
3m/2∑
k=1

k(u)f (xk)Wm(u, x, xk) (3.16)
and in terms of the orthogonal basis (3.14) as follows
f (x)=
3m/2−1∑
j=0
cj (u, f )qj (u, x), (3.17)
where the Fourier coefﬁcients cj (u, f ), by virtue of (3.15), are given by
cj (u, f ) := 〈f, qj (u)〉u〈qj (u), qj (u)〉u
=
3m/2∑
k=1

k(u)f (xk)pj (u, xk). (3.18)
Comparing (3.16) and (3.1) we deduce
f ∈ Sm(u) ⇐⇒ f = Vm(u, f ). (3.19)
Thus, as previously announced, we have Vm(u) : f → Vm(u, f ) ∈ Sm(u) is a projection operator on the
polynomial space Sm(u).
In the next section the projection Vm(v− 12 , 12 ) will be used in deﬁning the ﬁnite-dimensional equation
which will give the approximate solution fm ∈ Sm(v 12 ,− 12 ) of Eq. (1.1). Before this, let us end the section
by giving two more properties that will be useful in the sequel.
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Recalling the following well-known identities (see e.g. [18])
Dpj(v
1
2 ,− 12 )= pj (v− 12 , 12 ), j = 0, 1, . . . (3.20)
D̂pj (v
− 12 , 12 )= pj (v 12 ,− 12 ), j = 0, 1, . . . (3.21)
by (3.13) we easily get
Dqj(v
1
2 ,− 12 )= qj (v− 12 , 12 ), j = 0, 1, . . . , (3.22)
D̂qj (v
− 12 , 12 )= qj (v 12 ,− 12 ), j = 0, 1, . . . . (3.23)
Consequently, from (3.14) we deduce the following
Proposition 3.4. The operator D given by (2.9) maps the space Sm(v 12 ,− 12 ) into the space Sm(v− 12 , 12 ).
The correspondence is bijective and its inverse is D−1 = D̂ : Sm(v− 12 , 12 )→ Sm(v 12 ,− 12 ).
Finally, the following theorem holds.
Theorem 3.5. For all even m ∈ N and each f ∈ Zr(v0, 12 ), r > 0, we have
‖[D̂f − D̂Vm(v− 12 , 12 , f )]v 12 ,0‖∞ C
mr
‖f ‖
Zr(v
0, 12 )
, C 	= C(m, f ). (3.24)
4. The numerical method
In order to construct a ﬁnite dimensional equation that approximates Eq. (2.8), let us consider the
sequence of operators {Km} deﬁned by
Kmf (x) := Vm(v− 12 , 12 , Kf , x), (4.1)
where from now on we always assume m ∈ N even.
The properties of the operatorsKm easily follow from the results stated for K and Vm. In particular, by
(3.8) and (2.14) we obtain
‖(Kmf )v0, 12 ‖∞C‖f v 12 ,0‖∞, f ∈ C
v
1
2 ,0
, C 	= C(m, f ), (4.2)
and from Corollary 3.2 and Theorem 2.2 we deduce
‖Kmf ‖
Zr+1(v0,
1
2 )
C‖f ‖
Zr(v
1
2 ,0)
, f ∈ Zr(v 12 ,0), C 	= C(m, f ). (4.3)
Furthermore, using the error estimates (3.9) and (3.10), we get
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Theorem 4.1. Let be 0<rs, and f ∈ Zs(v 12 ,0). Then, for all m, we have
‖[(K −Km)f ]v0, 12 ‖∞ C
ms+1
‖f ‖
Zs(v
1
2 ,0)
, (4.4)
‖(K −Km)f ‖
Zr(v
0, 12 )

C
ms+1−r
‖f ‖
Zs(v
1
2 ,0)
, (4.5)
where C 	= C(m, f ) in both the inequalities.
In particular, the previous theorem gives
lim
m→∞‖K −Km‖Zr(v 12 ,0)→Zr(v0, 12 ) = 0, (4.6)
where, as usual, the symbol ‖ · ‖
Zr(v
1
2 ,0)→Zr(v0,
1
2 )
denotes the operator norm
‖T ‖
Zr(v
1
2 ,0)→Zr(v0,
1
2 )
:= sup
f 	=0
‖Tf ‖
Zr(v
0, 12 )
‖f ‖
Zr(v
1
2 ,0)
.
That said, let us describe the numerical method which we propose.We approximate the generalized airfoil
equation (D + K)f = g by the following discrete equation
(D + Km)fm = gm, (4.7)
where fm is the unknown polynomial solution, and
Kmfm := Vm(v− 12 , 12 ,Kfm), gm := Vm(v−
1
2 ,
1
2 , g).
Note that once assumed the hypothesis of existence and uniqueness of Corollary 2.3, the existence,
uniqueness and stability of the solution of (4.7) is assured by the following classical theorem which proof
is based on standard arguments (see for instance [1]), but for convenience of the reader it is also given in
Section 6.
Theorem 4.2. The operator D + Km : Zr(v 12 ,0) → Zr(v0, 12 ) has a bounded inverse for all m>m0,
m0 being a ﬁxed positive and sufﬁciently large integer. Moreover, for the corresponding operator norms
we have
sup
m
‖(D + Km)−1‖<∞, (4.8)
and the condition number of D + Km tends to the condition number of D + K , as m→∞, i.e.
lim
m→∞
‖D + Km‖‖(D + Km)−1‖
‖D + K‖‖(D + K)−1‖ = 1. (4.9)
Summing up, for any g ∈ Zr(v0, 12 ), r > 0, the approximate equation (4.7) is uniquely solvable for all
m sufﬁciently large. Its solution, fm, is a stable polynomial approximation of the solution f of (2.8) and
as m →∞, it converges to f with the same order of the error of best approximation Em(f )
v
1
2 ,0
. Indeed
we have the following
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Theorem 4.3. Let g ∈ Zr(v0, 12 ) with r > 0. Then, for any sufﬁciently large m, the solution fm of (4.7)
belongs to the polynomial space Sm(v
1
2 ,− 12 ) and satisﬁes the estimates
‖(f − fm)v 12 ,0‖∞ C
mr
‖g‖
Zr(v
0, 12 )
, (4.10)
‖f − fm‖
Zs(v
1
2 ,0)

C
mr−s
‖g‖
Zr(v
0, 12 )
, 0<sr, (4.11)
where f ∈ Zr(v 12 ,0) is the solution of (2.8) and C 	= C(m, f ).
4.1. On the computation of fm
Once stated that fm represents a good polynomial approximation of the unknown solution f, let us give
a numerical method to solve (4.7) and ﬁnd fm.
To this aim we observe that since fm ∈ Sm(v 12 ,− 12 ), it is sufﬁcient to calculate only the components of
fm in a ﬁxed basis of Sm(v
1
2 ,− 12 ). On the other hand the ﬁnite-dimensional equation (4.7) represents the
projection ofDf + Kf = g on the polynomial space Sm(v− 12 , 12 ) by means of Vm(v− 12 , 12 ). In fact taking
into account that Dfm = Vm(v−
1
2 ,
1
2 ,Dfm), (4.7) can be equivalently written as
Vm(v
− 12 , 12 ,Dfm)+ Vm(v−
1
2 ,
1
2 ,Kfm)= Vm(v−
1
2 ,
1
2 , g). (4.12)
This identity in the space Sm(v−
1
2 ,
1
2 ) will be satisﬁed if and only if both the left and right-hand side
members of (4.12) have the same components with respect to a ﬁxed basis of Sm(v− 12 , 12 ). Thus, following
a general procedure, we have to ﬁx a basis in Sm(v
1
2 ,− 12 ) for representing fm and a basis in Sm(v−
1
2 ,
1
2 )
for representing the identity (4.12). In this way we obtain a linear system which has a unique solution
given by the vector of the components of fm in the chosen basis.
Of course different choices of the bases lead to different linear systems to solve. We propose to take
the orthogonal bases of Sm(u) (u= v 12 ,− 12 or u= v− 12 , 12 ) deﬁned in (3.13)
Sm(u)= span{q0(u), q1(u), . . . , q3m/2−1(u)}. (4.13)
In terms of the basis functions qj (v
1
2 ,− 12 ), j = 0, .., 3m/2− 1, the polynomial solution fm ∈ Sm(v 12 ,− 12 )
can be written as
fm(x)=
3m/2−1∑
j=0
fj qj (v
1
2 ,− 12 , x). (4.14)
In order to calculate the unknown values fj , let us represent the identity (4.12) with respect to the
orthogonal basis {qi(v− 12 , 12 ) : i = 0, 1, . . . , 3m/2 − 1} of Sm(v− 12 , 12 ). In such basis, making equal the
components of the left- and the right-hand side members of (4.12), we get
ci(v
− 12 , 12 , Dfm + Kmfm)= ci(v−
1
2 ,
1
2 , gm), i = 0, 1, . . . , 3m/2− 1, (4.15)
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where we set
ci(v
− 12 , 12 , f ) :=
〈f, qi(v− 12 , 12 )〉
v
− 12 , 12
〈qi(v− 12 , 12 ), qi(v− 12 , 12 )〉
v
− 12 , 12
.
Due to (4.14), (4.15) can be written as follows
3m/2−1∑
j=0
fj
[
ci(v
− 12 , 12 , Dqj (v
1
2 ,− 12 ))+ ci(v− 12 , 12 , Kmqj (v 12 ,− 12 ))
]
= ci(v− 12 , 12 , gm),
i = 0, 1, . . . , 3m/2− 1, (4.16)
where, by virtue of (3.22),
ci(v
− 12 , 12 , Dqj (v
1
2 ,− 12 ))= ci(v− 12 , 12 , qj (v− 12 , 12 ))= j,i , (4.17)
and, by virtue of (3.18), (3.7),
ci(v
− 12 , 12 ,Kmqj (v
1
2 ,− 12 ))=
3m/2∑
k=1

k(v
− 12 , 12 )Kqj (v
1
2 ,− 12 )(xk)pi(v−
1
2 ,
1
2 , xk), (4.18)
ci(v
− 12 , 12 , gm)=
3m/2∑
k=1

k(v
− 12 , 12 )g(xk)pi(v−
1
2 ,
1
2 , xk), (4.19)
{xk}k being the zeros of p3m/2(v− 12 , 12 ), and

k(v
− 12 , 12 )= 2(1+ xk)
3m+ 1 , k = 1, . . . , 3m/2,
being the explicit expression of the Christoffel numbers (see e.g. [3]).
Summing up, from (4.17)–(4.19) we obtain the following linear system:
3m/2−1∑
j=0
fj
i,j +  3m/2∑
k=1

k(v
− 12 , 12 )Kqj (v
1
2 ,− 12 )(xk)pi(v−
1
2 ,
1
2 , xk)

=
3m/2∑
k=1

k(v
− 12 , 12 )g(xk)pi(v−
1
2 ,
1
2 , xk), i = 0, 1, . . . , 3m/2− 1, (4.20)
the solution of which gives the unknown values fj , j = 0, 1, . . . , 3m/2− 1, we need in (4.14).
Remark. Instead of (4.7) we could equivalently consider the regularized discrete equation
(I + D̂Km)fm = D̂gm (4.21)
in the space Sm(v
1
2 ,− 12 ) and compute fm ﬁxing a basis in this space for representing both fm and the
identity (4.21).
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If we choose the orthogonal basis {qj (v 12 ,− 12 ) : j = 0, 1, . . . , 3m/2 − 1} of Sm(v 12 ,− 12 ), then, using
(2.13), it is possible to check that we get exactly the same linear system (4.20).
Alternatively we could choose the interpolating basis of Sm(v
1
2 ,− 12 ) given by{
bk(x) := 
k(v 12 ,− 12 )v− 12 ,0(yk) Wm(v 12 ,− 12 , x, yk), k = 1, . . . , 3m2
}
, (4.22)
where yk are the zeros of p3m/2(v
1
2 ,− 12 ) and 
k(v
1
2 ,− 12 )= 2(1− yk)/(3m+ 1).
This is a Marcinkiewicz basis in C
v
1
2 ,0
, i.e., for any even m ∈ N and any polynomial P(x) =∑3m/2
k=1 vkbk(x), we have [5]
‖Pv 12 ,0‖∞ ∼ ‖v‖∞, (4.23)
where the constants in “∼” are independent ofP andm, v=(v1, . . . , v3m/2), and ‖v‖∞=max1k3m/2|vk|
is the uniform vectorial norm.
Consequently, choosing the basis (4.22) we get the advantage that the resulting linear system has the
condition number with respect to the discrete uniform norm which does not increase with m and it is
equivalent to the condition of the original problem. More precisely we have
Theorem 4.4. Let the operator I + D̂Km : Sm(v 12 ,− 12 )→ Sm(v 12 ,− 12 ) be represented by the matrix Bm
in the basis (4.22). Then there exists a constant C > 0 independent of m, such that
1
C
(I + D̂K)∞ lim inf
m→∞ (Bm)∞ lim supm→∞
(Bm)∞C (I + D̂K)∞, (4.24)
where (Bm)∞ is the condition number of Bm with respect to the maximum row-sum matrix norm and
(I + D̂K)∞ is the condition number of I + D̂K considered as operator in C
v
1
2 ,0
.
Nevertheless we propose to consider the orthogonal basis (4.13) instead of (4.22) since, as we will see
below, this choice leads to a very simple linear system, the condition number of which tends to a ﬁnite
limit as m→∞, whatever natural matrix norm is considered.
4.2. Some computational facts
Now let us examine some computational aspects of the proposed numerical method.
First we observe that for computing the entries of the matrix of system (4.20) we have to calculate the
quantities
Qj(xk) := Kqj (v
1
2 ,− 12 )(xk)= 1

∫ 1
−1
log |xk − t |qj (v 12 ,− 12 , t)v 12 ,− 12 (t) dt, (4.25)
for j=0, 1, .., 3m/2−1 and k=1, .., 3m/2.A possible numerical procedure for evaluating these integrals
is suggested by the following.
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Proposition 4.5. For all evenm ∈ N and each k=1, .., 3m/2, the integrals in (4.25) satisfy the following
identities
Q0(xk)= (xk − log 2)/√ (4.26)
Qj(xk)= jpj+1(v− 12 , 12 , xk)− jpj (v−
1
2 ,
1
2 , xk)− jpj−1(v−
1
2 ,
1
2 , xk),
j = 1, . . . , 3m/2− 1, (4.27)
where the coefﬁcients j , j and j depend on j and m as follows
j :=
{ [2(j + 1)]−1 if 1jm,
1
2m
[
2m− j
j + 1 −
j −m
3m− j
]
if m<j < 3m/2, (4.28)
j :=
{ [2j (j + 1)]−1 if 1jm,
1
2m
[
2m− j
j (j + 1) +
j −m
(3m− j)(3m− j + 1)
]
if m<j < 3m/2, (4.29)
j :=
{ [2j ]−1 if 1jm,
1
2m
[
2m− j
j
− j −m
3m− j + 1
]
if m<j < 3m/2. (4.30)
Next we denote the matrix of the linear system (4.20) by
Am := (a(m)i,j )i,j=0,..,3m/2−1,
a
(m)
i,j := i,j + 
3m/2∑
k=1

k(v
− 12 , 12 )Qj (xk)pi(v−
1
2 ,
1
2 , xk).
(4.31)
From the previous proposition, the following interesting result on the structure of Am follows.
Proposition 4.6. For all even m ∈ N, the matrix Am in (4.31) is tridiagonal with entries given by
a
(m)
i,j =

1− j if i = j = 0, 1, .., 3m/2− 1,
−j if j = 1, .., 3m/2− 1, i = j − 1,
j if i = 1, .., 3m/2− 1, j = i − 1,
0 in the remaining cases (|i − j |> 1),
(4.32)
where 0 := 1/2, 0 := (2 log 2 − 1)/2 and the other j , j , j are deﬁned in (4.28), (4.29), (4.30),
respectively.
Therefore the system (4.20) is a tridiagonal system, which can be rewritten as follows
Amfm = gm, (4.33)
where
Am =

1− 0 −1 O
0 1− 1 −2
. . .
. . .
. . .
. . .
. . . − 3m
2 −1
O  3m
2 −2 1−  3m2 −1
 (4.34)
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and fm, gm are the following vectors
fm =

f0
f1
...
...
f 3m
2 −1
 gm =

G0
G1
...
...
G 3m
2 −1
 (4.35)
with Gi :=∑3m/2k=1 
k(v− 12 , 12 )g(xk)pi(v− 12 , 12 , xk), i = 0, . . . , 3m/2− 1.
Finally we discuss the condition of system (4.33) as m (even) increases.
We observe that the ﬁrstm+1 columns ofAm andAm+2 are equal, since j , j and j are independent
of m when jm. Indeed we point out that the matrix formed by the ﬁrst m + 1 rows and columns of
Am coincides with the one we get using the Lagrange projection Lm(v− 12 , 12 ) interpolating at the zeros
of pm+1(v−
1
2 ,
1
2 ), instead of the de la Vallée Poussin projection Vm(v− 12 , 12 ) (see [3]), which could be an
expected fact looking at the deﬁnition of Vm(v−
1
2 ,
1
2 ).
Moreover, by straightforward calculations, it can be checked that the quantities j , j and j in
(4.28)–(4.30) are decreasing in modulus with respect to j and are tending to zero as m tends to inﬁnity,
with a convergence order equal to m−1 for j , j and m−2 for j .
These facts allow us to state the following
Theorem 4.7. Let ‖ ·‖ be a natural matrix norm and let (Am) := ‖Am‖‖A−1m ‖ be the condition number
of the matrix Am given in (4.34), with respect to the previous matrix norm.
Then there exists the ﬁnite limit
lim
m→∞ (A2m). (4.36)
In particular if we take the spectral norm ‖A‖2 =
√
(AT A), then we can prove that the limit of
(Am)2 := ‖Am‖2‖A−1m ‖2 is strictly connected with the condition of the initial equation (2.8) in suitable
L2 weighted spaces. More precisely, set v := v 12 ,− 12 and L2(v) := {f : ‖f ‖L2(v) :=
√〈f, f 〉v <∞},
we recall (see e.g. [11]) that from L2(v) into L2(v−1) the operators D and K are bounded and compact
respectively, where D−1 = D̂. Consequently we can consider
(D + K)2 := ‖D + K‖L2(v)→L2(v−1)‖(D + K)−1‖L2(v−1)→L2(v)
and using the Parseval identity, we get the following
Theorem 4.8. Under the previous settings, we have
1
C
(D + K)2 lim
m→∞ (Am)2C (D + K)2, (4.37)
where C = 2 is a suitable value of the constant C.
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Table 1
m ‖(f − fm)v 12 ,0‖∞
8 3.3368 × 10−15
16 2.9190 × 10−15
Table 2
m cond(Am)2 cond(Am)∞ cond(Am)1
8 1.3 2.4675605 2.46756059
16 1.37 2.46756059696454 2.46756059696454
32 1.37 2.46756059696454 2.46756059696454
64 1.373 2.46756059696454 2.46756059696454
128 1.3737 2.46756059696454 2.46756059696454
512 1.37374 2.46756059696454 2.46756059696454
5. Numerical tests
In the sequel we apply our method to the equation Df + Kf = g by ﬁxing different values of 
and taking several functions g with different degrees of smoothness. In the ﬁrst two examples the exact
solution f is known and we compute the error ‖(f − fm)v 12 ,0‖∞ for increasing values of m. In the last
two examples the exact solution is hard to ﬁnd and we calculate only the approximate solution fm which
is plotted for m sufﬁciently large and evaluated in some ﬁxed points for increasing values of m.
In all the examples, for increasing values of m, we compute the condition of the system with respect
to the spectral norm, cond(Am)2, the maximum row-sum norm, cond(Am)∞, and the maximum column-
sum, cond(Am)1. The reader can note that cond(Am)∞ = cond(Am)1 for m sufﬁciently large.
All the results are obtained by using MatLab software.
Example 1. =−1, g(x)= 1− x + log 2.
In this case the resulting equation possesses the exact solutionf (x) ≡ 1. From the theoretical estimates,
since g is an analytic function, the error geometrically converges to zero, as conﬁrmed by Table 1.
Furthermore, in accordance with Theorem 4.7, in Table 2 one can check that the condition numbers of
the matrix of the system tend to a ﬁnite limit, as the dimension of the system increases.
Example 2. = 1, g(x)= 2x−(1−x2) log(1−x)+(5−x2) log(1+x)2 .
Also in this case it is easy to check that the corresponding equation has the exact solution f (x) =√
1− x2. In accordance with the theoretical estimate (4.10), taking into account that g ∈ Z 1
2
(v0,
1
2 ), by
Table 3 we can check that ‖(f −fm)v 12 ,0‖∞=O(m− 12 ). Moreover in Table 4 one can see that in this case
the condition numbers with respect to the spectral norm converge very quickly.
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Table 3
m ‖(f − fm)v 12 ,0‖∞
8 1.0514 × 10−1
16 5.3849 × 10−2
32 2.7244 × 10−2
64 1.3702 × 10−2
128 6.8711 × 10−3
256 3.4405 × 10−3
512 1.7215 × 10−3
Table 4
m cond(Am)2 cond(Am)∞ cond(Am)1
8 1.15928645 2.57886347 2.5788634769
16 1.15928645061503 2.57886347693617 2.57886347693617
32 1.15928645061503 2.57886347693617 2.57886347693617
Table 5
m fm(0.5) fm(0.75) fm(0.95)
16 −0.1424 0.082 0.159
32 −0.142450 0.08289 0.159322
64 −0.14245041 0.0828949 0.15932263
128 −0.142450419 0.082894979 0.15932263
256 −0.142450419 0.0828949792 0.159322633
512 −0.142450419512 0.08289497923 0.1593226337
Table 6
m cond(Am)2 cond(Am)∞ cond(Am)1
8 1.09 1.845532246 1.8455322460934
16 1.09 1.84553224609348 1.84553224609348
32 1.090 1.84553224609348 1.84553224609348
128 1.0902 1.84553224609348 1.84553224609348
256 1.09027 1.84553224609348 1.84553224609348
Example 3. = 12 , g(x)=−x
√
(1− x)3.
In this case the resulting equation has the right-hand side function in Z 5
2
(v0,
1
2 ). In accordance with the
pointwise estimate which can be derived from (4.10), in Table 5 the reader may note that the numerical
results make worse when the evaluation points are “close” to 1. In Table 6 the condition numbers are
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Fig. 1. Graph of the function f512(x)
√
1− x obtained from Example 3.
Table 7
m fm(0.5) fm(0.75) fm(0.95)
16 −0.15301 −0.4524461 −1.12682
32 −0.1530102 −0.4524461 −1.12682348
64 −0.1530102581 −0.452446124 −1.12682348
128 −0.1530102581 −0.45244612498 −1.1268234828
256 −0.153010258184 −0.4524461249865 −1.126823482839
512 −0.1530102581849 −0.4524461249865 −1.126823482839
calculated. Finally, in Fig. 1 the function fm(x)
√
1− x is plotted for x ∈ [−1, 1] andm=512. Following
the theoretical estimate (4.10), the max error is O(m− 52 ).
Example 4. =−2, g(x)=−√|x − 1/4|9.
In this case g ∈ Z 9
2
, hence from (4.10) the order of convergence is O(m− 92 ). Table 7 conﬁrms that
for m= 128 we have at least 9 exact digits, while Table 8 gives the condition numbers for this example.
Finally, also in this case the function fm(x)
√
1− x is plotted for m= 512 in Fig. 2.
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Table 8
m cond(Am)2 cond(Am)∞ cond(Am)1
8 1 4.01438 4.01438
16 1.89 4.0143879248327 4.01438792483276
32 1.89 4.01438792483276 4.01438792483276
128 1.89 4.01438792483276 4.01438792483276
256 1.890 4.01438792483276 4.01438792483276
512 1.8908 4.01438792483276 4.01438792483276
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
Fig. 2. Graph of the function f512(x)
√
1− x resulting from Example 4.
6. Proofs
6.1. Proof of Theorem 2.2
Let us ﬁrstly prove (2.14). For all x ∈ [−1, 1], we observe
|Kf (x)|
∫ 1
−1
| log |x − y|| |f (y)|v 12 ,− 12 (y) dy‖f v 12 ,0‖∞
∫ 1
−1
| log |x − y||√
1+ y dy.
Thus we have to show that∫ 1
−1
| log |x − y||√
1+ y dyC 	= C(x), ∀x ∈ [−1, 1]. (6.1)
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To this aim we note that for all x, y ∈ [−1, 1] with x 	= y,
| log |x − y|| log 4|x − y|
holds. Using this inequality we have∫ 1
−1
| log |x − y||√
1+ y dy
∫ 1
−1
log
4
|x − y|
dy√
1+ y
=
∫ x
−1
log
4
x − y
dy√
1+ y +
∫ 1
x
log
4
y − x
dy√
1+ y .
Setting 1+ y = t (1+ x), for the ﬁrst integral we get∫ x
−1
log
4
x − y
dy√
1+ y =
√
1+ x
∫ 1
0
log
4
(1+ x)(1− t)
dt√
t
C 	= C(x). (6.2)
On the other hand, using 1+ yy − x, for the second integral we have∫ 1
x
log
4
y − x
dy√
1+ y 
∫ 1
x
log
4
y − x
dy√
y − x C 	= C(x), (6.3)
and (6.1) follows from (6.2), (6.3).
Now let us prove (2.15). Observing that
d
dx
Kf (x)=Df (x),
and using the well-known property [6]
k(f, t)C t k−1 (f ′, t),
where we recall  := v 12 , 12 , by (2.12) we easily get
k(Kf , t)
tr+1
C
k−1 ((Kf )′, t)
t r
C
k−1 (Df , t)
v
0, 12
t r
C sup
	>0
k−1 (f, 	)
v
1
2 ,0
	r
,
i.e. (2.15) holds.
The boundedness of K : Zr(v 12 ,0)→ Zr+1 is a direct consequence of (2.14) and (2.15), since
‖Kf ‖Zr+1 = ‖Kf ‖∞ + sup
t>0
k(Kf , t)
tr+1
C‖f v 12 ,0‖∞ + C sup
t>0
k−1 (f, t)
v
1
2 ,0
t r
= C‖f ‖
Zr(v
1
2 ,0)
.
Finally in order to prove that K : Zr(v 12 ,0) → Zs is compact for s < r + 1, it is sufﬁcient to recall that
Zr+1 is compactly embedded into Zs for s < r + 1 (see [9, Lemma 3.3]). ConsequentlyK : Zr(v 12 ,0)→
Zr+1 → Zs is compact since it is composed by the bounded map K : Zr(v 12 ,0) → Zr+1 and the
embedding compact operator E : Zr+1 → Zs . 
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6.2. Proof of Corollary 2.3
The proof easily follows from the Fredholm alternative theorem applied to the regularized equation
(I + D̂K)f = D̂g, (6.4)
by taking into account the results given in Theorems 2.1 and 2.2. 
6.3. Proof of Corollary 3.2
By (2.6) we have
‖f − Vm(u, f )‖Zr(√u)C‖[f − Vm(u, f )]
√
u‖∞
+ C sup
j>0
(j + 1)rEj (f − Vm(u, f ))√u. (6.5)
For the ﬁrst addend, by (3.8) and (2.7) we get
‖[f − Vm(u, f )]√u‖∞CEm(f )√u C
ms
‖f ‖Zs(√u). (6.6)
To consider the second addend in (6.5) we recall thatVm(u, f ) ∈ P2m−1. Consequently, for all j2m−1,
we have
Ej(f − Vm(u, f ))√u = Ej(f )√u C
js
‖f ‖Zs(√u),
and
sup
j 2m−1
(j + 1)rEj (f − Vm(u, f ))√uC sup
j 2m−1
‖f ‖Zs(√u)
j s−r
C
‖f ‖Zs(√u)
ms−r
. (6.7)
In the case j < 2m− 1, we get
Ej(f − Vm(u, f ))√u‖[f − Vm(u, f )]√u‖∞CEm(f )√u

C
ms
‖f ‖Zs(√u),
which implies
sup
j<2m−1
(j + 1)rEj (f − Vm(u, f ))√uC
‖f ‖Zs(√u)
ms
sup
j<2m−1
(j + 1)r
C
‖f ‖Zs(√u)
ms−r
. (6.8)
Therefore from (6.6), (6.7) and (6.8) we conclude (3.10). 
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6.4. Proof of Proposition 3.3
Firstly we note that the set
{p0(u), p1(u), . . . , pm(u)}
∪
{
m+ 2s
2m
p 3m
2 −s(u)−
m− 2s
2m
p 3m
2 +s(u) : s = 1, ..,
m
2
− 1
}
(6.9)
constitutes an orthogonal system with respect to the scalar product
〈f, g〉u =
∫ 1
−1
f (t)g(t)u(t) dt.
So (6.9) gives a system of 3m/2 linearly independent polynomials and, taking into account (3.11), in
order to prove (3.12) it is enough to state that each basis function Wm(u, x, xk) in Sm(u) can be written
as a linear combination of the system (6.9).
By (3.2), for all k = 1, . . . , 3m/2, we have
Wm(u, x, xk)=
2m−1∑
j=0
jpj (u, xk)pj (u, x)
=
m∑
j=0
pj (u, xk)pj (u, x)+
2m−1∑
j=m+1
2m− j
m
pj (u, xk)pj (u, x)
=
m∑
j=0
pj (u, xk)pj (u, x)+

3m/2−1∑
j=m+1
+
2m−1∑
j=3m/2+1
 2m− jm pj (u, xk)pj (u, x)
=
m∑
j=0
pj (u, xk)pj (u, x)+
m/2−1∑
s=1
m+ 2s
2m
p 3m
2 −s(u, xk)p 3m2 −s(u, x)
+
m/2−1∑
s=1
m− 2s
2m
p 3m
2 +s(u, xk)p 3m2 +s(u, x).
On the other hand it is easy to check (see [19, Proposition 3.1]) that, for u= v,− with || = 12 ,
p 3m
2 +s(u, xk)=−p 3m2 −s(u, xk), s = 1, . . . , m/2− 1,
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holds, where {xk}k=1,..,3m/2 are the zeros of p3m/2(u). Consequently we get
Wm(u, x, xk)=
m∑
j=0
pj (u, xk)pj (u, x)+
m/2−1∑
s=1
[
m+ 2s
2m
p 3m
2 −s(u, xk)p 3m2 −s(u, x)
+m− 2s
2m
p 3m
2 +s(u, xk)p 3m2 +s(u, x)
]
=
m∑
j=0
pj (u, xk)pj (u, x)+
m/2−1∑
s=1
p 3m
2 −s(u, xk)
[
m+ 2s
2m
p 3m
2 −s(u, x)
−m− 2s
2m
p 3m
2 +s(u, x)
]
. 
6.5. Proof of Theorem 3.5
Let m ∈ N even, r > 0 and f ∈ Zr(v0, 12 ) arbitrarily ﬁxed, and for the sake of brevity, set Vmf :=
Vm(v
− 12 , 12 , f ).
First we observe that, by virtue of Theorem 2.1 and (3.10), we have
lim
m→∞‖[D̂f − D̂Vmf ]v
1
2 ,0‖∞ = 0,
since for 0<s < r we can estimate
‖[D̂f − D̂Vmf ]v 12 ,0‖∞‖D̂f − D̂Vmf ‖
Zs(v
1
2 ,0)
C‖f − Vmf ‖
Zs(v
0, 12 )
C
‖f ‖
Zr(v
0, 12 )
mr−s
→ 0, as m→∞.
Consequently, we can write
v
1
2 ,0[D̂f − D̂Vmf ] = v 12 ,0
∞∑
i=0
(
D̂V2i+1mf − D̂V2imf
)
. (6.10)
Next we examine the generic term of series in (6.10) and we prove that forN := 2im, i ∈ N, the estimate
‖[D̂V2Nf − D̂VNf ]v 12 ,0‖∞CEN(f )
v
0, 12
, C 	= C(N, f ), (6.11)
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holds. In this way we can deduce (3.24) from (6.10), (6.11) and (2.1) as follows
‖[D̂f − D̂Vmf ]v 12 ,0‖∞
∞∑
i=0
‖[D̂V2i+1mf − D̂V2imf ]v
1
2 ,0‖∞
C
∞∑
i=0
E2im(f )
v
0, 12
C
∞∑
i=0
k
(
f,
1
2im
)
v
0, 12
∼
∫ 1
m
0
k(f, t)
v
0, 12
t
dt
C
mr
‖f ‖
Zr(v
0, 12 )
.
So in order to complete the proof, we have only to prove (6.11). To this aim, let us note that by (3.1) and
(3.21) we have
D̂VNf (x)=
3N/2∑
k=1

k(v
− 12 , 12 )f (xk)HN(x, xk), |x|1, (6.12)
where for k = 1, .., 3N/2, xk is a zero of p3N/2(v− 12 , 12 ), 
k(v− 12 , 12 )= 2(1+xk)3N+1 , and
HN(x, xk) :=
2N−1∑
j=0
jpj (v
− 12 , 12 , xk)pj (v
1
2 ,− 12 , x).
Moreover let us take P ∗N ∈ PN such that ‖(f − P ∗N)v0,
1
2 ‖CEN(f )
v
0, 12
, with C 	= C(f,N). By (3.5)
and (6.12) we get for all |x|1
|D̂V2Nf (x)− D̂VNf (x)|
= |D̂V2N(f − P ∗N)(x)− D̂VN(f − P ∗N)(x)|

3m/2∑
k=1

k(v
− 12 , 12 )|H2N(x, xk)−HN(x, xk)||(f − P ∗N)(xk)|
C‖(f − P ∗N)v0,
1
2 ‖∞
3m/2∑
k=1

k(v
− 12 , 12 )v0,−
1
2 (xk)|H2N(x, xk)−HN(x, xk)|
CEN(f )
v
0, 12
∫ 1
−1
|H2N(x, y)−HN(x, y)|v− 12 ,0(y) dy,
having used a Marcinkiewicz-type inequality in the last line.
Consequently, applying the Remez-type inequality [16]:
‖Qu‖∞C‖Qu‖C[−1+Cm−2,1−Cm−2], Q ∈ Pm,
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we have
‖[D̂V2Nf − D̂VNf ]v 12 ,0‖∞‖[D̂V2Nf − D̂VNf ]v 12 ,0‖C[−1+ c
N2
,1− c
N2
]
CEN(f )
v
0, 12
max
x∈[−1+ c
N2
,1− c
N2
]
v
1
2 ,0(x)
×
∫ 1
−1
|H2N(x, y)−HN(x, y)|v− 12 ,0(y) dy
and (6.11) follows by the estimate
max
x∈[−1+ c
N2
,1− c
N2
]
v
1
2 ,0(x)
∫ 1
−1
|H2N(x, y)−HN(x, y)|v− 12 ,0(y) dyC 	= C(N),
the proof of which can be found in [14, p. 69,73]. 
6.6. Proof of Theorem 4.1
By (3.9) we get
‖[(K −Km)f ]v0, 12 ‖∞ = ‖[Kf − Vm(v− 12 , 12 , Kf )]v0, 12 ‖∞CEm(Kf )
v
0, 12
.
On the other hand, if f ∈ Zs(v 12 ,0), then byTheorem2.2Kf ∈ Zs+1(v0, 12 ), which impliesEm(Kf )
v
0, 12

Cm−s−1‖Kf ‖
Zs+1(v0,
1
2 )
. So, using again Theorem 2.2, we have
‖[(K −Km)f ]v0, 12 ‖∞CEm(Kf )
v
0, 12
C
‖Kf ‖
Zs+1(v0,
1
2 )
ms+1
C
‖f ‖
Zs(v
1
2 ,0)
ms+1
,
and (4.4) is proved.
Analogously we can deduce estimate (4.5) from (3.10) and Theorem 2.2 as follows:
‖(K −Km)f ‖
Zr(v
0, 12 )
= ‖Kf − Vm(v− 12 , 12 , Kf )‖
Zr(v
0, 12 )

C
ms+1−r
‖Kf ‖
Zs+1(v0,
1
2 )

C
ms+1−r
‖f ‖
Zs(v
1
2 ,0)
. 
6.7. Proof of Theorem 4.2
Consider both the operators D + K and D + Km as maps acting from Zr(v 12 ,0) into Zr(v0, 12 ), and
for the sake of brevity, set
X := Zr(v 12 ,0), Y := Zr(v0, 12 ).
Observe that
D + Km = (D + K)[I + (D + K)−1(Km −K)], (6.13)
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whereD+ K : X → Y has bounded inverse by hypothesis. Let us see that also I + (D+ K)−1(Km−
K) : X → X has bounded inverse. By (4.5) we have
lim
m→∞‖K −Km‖X→Y = 0. (6.14)
Thus we can choose m sufﬁciently large such that
‖K −Km‖X→Y < 1|| ‖(D + K)−1‖Y→X
and consequently
‖(D + K)−1(Km −K)‖X→X < 1
holds. This fact permits us to apply a Neumann series approach (see for instance [1, p. 516]) which assures
the invertibility of I + (D + K)−1(Km −K) and gives the following estimate
‖[I + (D + K)−1(Km −K)]−1‖X→X

1
1− || ‖(D + K)−1‖Y→X‖(Km −K)‖X→Y
.
Thus, by (6.13) we get
‖(D + Km)−1‖Y→X
= ‖[I + (D + K)−1(Km −K)]−1(D + K)−1‖Y→X
‖[I + (D + K)−1(Km −K)]−1‖X→X‖(D + K)−1‖Y→X

‖(D + K)−1‖Y→X
1− || ‖(D + K)−1‖Y→X‖(Km −K)‖X→Y
,
and (4.8) holds.
In order to prove (4.9) we observe that
(D + K)− (D + Km)= (K −Km) (6.15)
and
(D + K)−1 − (D + Km)−1 = (D + K)−1[I − (D + K)(D + Km)−1]
= (D + K)−1[(D + Km)− (D + K)](D + Km)−1
= (D + K)−1[(Km −K)](D + Km)−1. (6.16)
So using (6.14), from (6.15) we deduce
lim
m→∞‖D + Km‖X→Y = ‖D + K‖X→Y ,
and from (6.16), (4.8) we get
lim
m→∞‖(D + Km)
−1‖Y→X = ‖(D + K)−1‖Y→X. 
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6.8. Proof of Theorem 4.3
Apply the operator D̂ to both sides in (2.8), (4.7) and consider the regularized equations
(I + D̂K)f = D̂g, (I + D̂Km)fm = D̂gm. (6.17)
From the second equation in (6.17) we derive
fm = D̂(gm − Kmfm), (6.18)
where gm − Kmfm = Vm(v− 12 , 12 , g − Kfm) ∈ Sm(v−
1
2 ,
1
2 ). Thus from Proposition 3.4 we get fm ∈
Sm(v
1
2 ,− 12 ).
Next observe that from (6.17) we have
f − fm = (I + D̂Km)−1[(I + D̂Km)f − D̂gm]
= (I + D̂Km)−1[(I + D̂K)f − D̂Kf + D̂Kmf − D̂gm]
= (I + D̂Km)−1[D̂(g − gm)+ D̂(Kmf −Kf )]. (6.19)
For proving (4.10) we consider Eq. (6.17) in the space C
v
1
2 ,0
.
Theorems 3.5 and 2.2 imply
lim
m
‖D̂K − D̂Km‖C
v
1
2 ,0
→C
v
1
2 ,0
= 0.
Thus, following the same argumentations of the proof of Theorem 4.2, we get that with respect to m,
both I + D̂Km and its inverse are uniformly bounded operators in C
v
1
2 ,0
. Consequently, from (6.19),
Theorems 3.5 and 2.1„ and Corollary 2.3, we deduce
‖(f − fm)v 12 ,0‖∞ ∼ ‖
[
D̂(g − gm)+ D̂(Kmf −Kf )
]
v
1
2 ,0‖∞
= ‖[D̂(g − Kf )− D̂Vm(v− 12 , 12 , g − Kf )]v 12 ,0‖∞

C
mr
‖g − Kf ‖
Zr(v
0, 12 )
= C
mr
‖Df ‖
Zr(v
0, 12 )
∼ C
mr
‖f ‖
Zr(v
1
2 ,0)
∼ C
mr
‖g‖
Zr(v
0, 12 )
.
Finally, we prove (4.11). In this case we consider Eq. (6.17) in Zs(v 12 ,0), s > 0. In such space D̂K is
compact since K : Zs(v 12 ,0) → Zs(v0, 12 ) is compact (Theorem 2.2) and D̂ : Zs(v0, 12 ) → Zs(v 12 ,0) is
bounded (Theorem 2.1). Furthermore, we have
‖D̂K − D̂Km‖
Zs(v
1
2 ,0)→Zs(v
1
2 ,0)
C‖K −Km‖
Zs(v
1
2 ,0)→Zs(v0,
1
2 )
,
where by (4.6) the right-hand side tends to zero as m → ∞. Thus, similarly to the
previous case, both I + D̂Km and its inverse are uniformly bounded in Zs(v 12 ,0) and
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we get
‖f − fm‖
Zs(v
1
2 ,0)
∼ ‖D̂(g − Kf )− D̂Vm(v− 12 , 12 , g − Kf )‖
Zs(v
1
2 ,0)
∼‖(g − Kf )− Vm(v− 12 , 12 , g − Kf )‖
Zs(v
0, 12 )

C
mr−s
‖g − Kf ‖
Zr(v
0, 12 )
= C
mr−s
‖Df ‖
Zr(v
0, 12 )
∼ C
mr−s
‖f ‖
Zr(v
1
2 ,0)
∼ C
mr−s
‖g‖
Zr(v
0, 12 )
. 
6.9. Proof of Theorem 4.4
The proof is similar to the proofs of Proposition 2.2 and Theorem 2.3 given in [10]. For the sake of
brevity we give only a sketch of it.
Set
v = (v1, . . . , v3m/2)T, Fm(x) :=
3m/2∑
k=1
vkbk(x),
w = (w1, . . . , w3m/2)T, Gm(x) :=
3m/2∑
k=1
wkbk(x).
Since Bm represents I + D̂Km in the basis {bk(x)}k , then we have
Gm = (I + D̂Km)Fm ⇐⇒ w = Bmv.
Furthermore from (4.23) we get
‖Fmv 12 ,0‖∞ ∼ ‖v‖∞, and ‖Gmv 12 ,0‖∞ ∼ ‖w‖∞.
Consequently we have
‖Bm‖∞ = sup
v 	=0
‖Bmv‖∞
‖v‖∞ ∼ supFm 	=0
‖[(I + D̂Km)Fm]v 12 ,0‖∞
‖Fmv 12 ,0‖∞
,
and similarly
‖B−1m ‖∞ = sup
w 	=0
‖B−1m w‖∞
‖w‖∞ ∼ supGm 	=0
‖[(I + D̂Km)−1Gm]v 12 ,0‖∞
‖Gmv 12 ,0‖∞
.
Thus if we denote by (I + D̂Km)|
Sm(v
1
2 ,− 12 )
the restriction of the operator I + D̂Km to the subspace
Sm(v
1
2 ,− 12 ) of C
v
1
2 ,0
, then we have
(Bm)∞ ∼ 
(
(I + D̂Km)|
Sm(v
1
2 ,− 12 )
)
∞
. (6.20)
Finally, taking into account that
lim
m→∞‖[Vm(v
1
2 ,− 12 , f )− f ]v 12 ,0‖∞ = 0, ∀f ∈ C
v
1
2 ,0
,
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via standard reasoning, it is possible to prove that
lim
m→∞ 
(
(I + D̂Km)|
Sm(v
1
2 ,− 12 )
)
∞
= (I + D̂K)∞,
which, together with (6.20), gives the thesis. 
6.10. Proof of Proposition 4.5
The proof is based on the following well-known relations (see e.g. [3, Corollary 3.3])
Kp0(v
1
2 ,− 12 )(x)= (x − log 2)/√, (6.21)
Kpj(v
1
2 ,− 12 )(x)= 1
2
[
pj+1(v−
1
2 ,
1
2 , x)
j + 1 −
pj (v
− 12 , 12 , x)
j (j + 1) −
pj−1(v−
1
2 ,
1
2 , x)
j
]
,
j = 1, 2, . . . . (6.22)
For jm, the identities (4.26) and (4.27) immediately follow from (3.13), (6.21), and (6.22).
In the case j =m+ 1, . . . , 3m/2− 1 we use the following identity
p3m−j (v−
1
2 ,
1
2 , xk)=−pj (v− 12 , 12 , xk), k = 1, . . . , 3m/2, (6.23)
which can be easily checked recalling that
pn(v
− 12 , 12 , cos t)= cos(2n+ 1)t/2√
 cos t/2
, and xk = cos (2k − 1)3m+ 1 .
By (3.13) and (6.23), for j =m+ 1, . . . , 3m/2− 1, we get
Qj(xk)= 2m− j
m
Kpj(v
1
2 ,− 12 )(xk)− j −m
m
Kp3m−j (v
1
2 ,− 12 )(xk)
= 2m− j
2m
[
pj+1(v−
1
2 ,
1
2 , xk)
j + 1 −
pj (v
− 12 , 12 , xk)
j (j + 1) −
pj−1(v−
1
2 ,
1
2 , xk)
j
]
− j −m
2m
[
p3m−(j−1)(v−
1
2 ,
1
2 , xk)
3m− j + 1 −
p3m−j (v−
1
2 ,
1
2 , xk)
(3m− j)(3m− j + 1)
−p3m−(j+1)(v
− 12 , 12 , xk)
3m− j
]
= 2m− j
2m
[
pj+1(v−
1
2 ,
1
2 , xk)
j + 1 −
pj (v
− 12 , 12 , xk)
j (j + 1) −
pj−1(v−
1
2 ,
1
2 , xk)
j
]
− j −m
2m
[
pj+1(v−
1
2 ,
1
2 , xk)
3m− j +
pj (v
− 12 , 12 , xk)
(3m− j)(3m− j + 1) −
pj−1(v−
1
2 ,
1
2 , xk)
3m− j + 1
]
,
which gives (4.27) also for the case j =m+ 1, . . . , 3m/2− 1. 
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6.11. Proof of Proposition 4.6
By deﬁnition it is
a
(m)
i,j := i,j + 
3m/2∑
k=1

k(v)Qj (xk)pi(v, xk), i, j = 0, .., 3m/2− 1,
where we set v := v− 12 , 12 for the sake of brevity.
On the other hand, using (4.27) and recalling that
3m/2∑
k=1

k(v)P (xk)=
∫ 1
−1
P(x)v(x) dx, ∀P ∈ P3m−1,
for i, j = 0, .., 3m/2− 1, with j 	= 0, we can write
3m/2∑
k=1

k(v)Qj (xk)pi(v, xk)
=
3m/2∑
k=1

k(v)pi(v, xk)[jpj+1(v, xk)− jpj (v, xk)− jpj−1(v, xk)]
= j 〈pi(v), pj+1(v)〉v − j 〈pi(v), pj (v)〉v − j 〈pi(v), pj−1(v)〉v
= j i,j+1 − j i,j − j i,j−1,
and the proposition is proved.
Finally the case j = 0 follows similarly, taking into account that by (4.26) we have
Q0(xk)= 1√

(xk − log 2)= 12p1(v, xk)−
2 log 2− 1
2
p0(v, xk). 
6.12. Proof of Theorem 4.7
Taking into account that the entries j , j and j of the matrices Am are tending to zero as m tends to
inﬁnity, we have that for all > 0 there exists n ∈ N such that for every m>n
Am = Hm + Em and ‖Em‖<  (6.24)
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hold, where we set
and
That said, let us state that the limit limm→∞‖Am‖ exists and is ﬁnite. From (6.24) we deduce that
‖Hm‖ − < ‖Am‖< ‖Hm‖ + , ∀> 0, ∀m>n, (6.25)
where we remark that ‖Hm‖ is independent of m>n, since increasing the order of the matrix Hm we
only increase the dimension of the identity block which does not inﬂuence the norm ofHm. Consequently
from (6.25) we derive that the sequence {‖Am‖}m veriﬁes the Cauchy’s test for convergence, i.e. we have
∀> 0, ∃n ∈ N such that ∀n,m>n, we have |‖Am‖ − ‖An‖|< 2.
Now let us state that also the sequence {‖A−1m ‖}m satisﬁes the Cauchy’s test.
Firstly we note that the matrix Hm in (6.24) is nonsingular and
H−1m =
(
H−1n O
O I
)
, (6.26)
where I denotes the identity matrix and
Hn =

1− 0 −1 O
0 1− 1 −2
. . .
. . .
. . .
. . .
. . . −n
O n−1 1− n
 .
102 G. Mastroianni, W. Themistoclakis / Journal of Computational and Applied Mathematics 180 (2005) 71–105
Consequently from (6.24) we can write
Am =Hm(I +H−1m Em), ‖Em‖< .
Secondly, we observe that H−1m Em differs from Em only for the entries of the (n + 1)th column, which
belong to the ﬁrst n + 1 rows. More precisely, if we denote the (i, j) entry of a matrix by the capital
letter of the matrix with subscript ij, then we have
(H−1m Em)ij =
{−n+1(H−1n )ij if in + 1, j = n + 1,
(Em)ij otherwise.
Let us investigate the case in + 1 and j = n + 1. Using the determinantal formula for the inverse
matrix we have
(H−1n )ij =
(−1)i+j
det Hn

n∏
r=1
(−r ) if i = 1, j = n + 1
n∏
r=i
(−r ) detHi−2 if 1< i <n + 1, j = n + 1
detHi−2 if i = n + 1, j = n + 1,
where det Hi denotes the determinant of the matrix
Hi =

1− 0 −1 O
0 1− 1 −2
. . .
. . .
. . .
. . .
. . . −i
O i−1 1− i
 .
On the other hand, recalling the formulas that give the LU factorization of a tridiagonal matrix, we can
write
det Hi =
i∏
r=0
hr
where
h0 = 1− 0,
hr = 1− r + 2
r−1r
hr−1
, r = 1, 2, . . .
and by induction it is possible to prove that the sequence h−1r is bounded. Consequently, since
(H−1m Em)ij =

n+1
(−1)i+j+1
h0
n∏
r=1
(−r )
hr
if i = 1, j = n + 1
n+1
(−1)i+j+1
hi−1
n∏
r=i
(−r )
hr
if 1< i <n + 1, j = n + 1
n+1
(−1)i+j+1
hn
if i = n + 1, j = n + 1
(Em)ij otherwise.
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we conclude that under suitable choice of n, the entries ofH−1m Em are so small that ‖H−1m Em‖<  holds,
i.e. we can say that for all > 0 there exists n> 0 such that for every m>n, we have
Am =Hm(I +H−1m Em), with ‖H−1m Em‖< . (6.27)
Taking < 1 we can use the well-known estimate (see e.g. [7, Lemma 2.3.3]) ‖(I +H−1m Em)−1‖(1−‖H−1m Em‖)−1 and from (6.27) we deduce
‖H−1m ‖
1+  < ‖A
−1
m ‖<
‖H−1m ‖
1−  , ∀m>n. (6.28)
Taking into account that, by (6.26), also ‖H−1m ‖, as well as ‖Hm‖, is independent of m>n, from the
second inequality in (6.28) we deduce ‖A−1m ‖ is bounded, i.e. there exists a constantM> 0 independent
of m, such that
‖A−1m ‖M, ∀m ∈ N,
and consequently from the ﬁrst inequality in (6.28) we get
‖H−1m ‖< ‖A−1m ‖(1+ )2M, ∀m>n. (6.29)
Summing up, from (6.28) and (6.29), for all 0< < 1 and for each m, n>n, we obtain
|‖A−1m ‖ − ‖A−1n ‖|<
2
1− 2 ‖H
−1
m ‖4M

1− 2 ,
which gives
lim
m,n→∞ |‖A
−1
m ‖ − ‖A−1n ‖| = 0. 
6.13. Proof of Theorem 4.8
The proof can be achieved likewise the proof of Theorem 4.4, with the obvious modiﬁcations. More
precisely, set
v = (v1, . . . , v3m/2)T, Fm(x) :=
3m/2∑
k=1
vkqk−1(v
1
2 ,− 12 , x),
w = (w1, . . . , w3m/2)T, Gm(x) :=
3m/2∑
k=1
wkqk−1(v−
1
2 ,
1
2 , x),
we have
Gm = (D + Km)Fm ⇐⇒ w = Amv.
Moreover since by (3.13) we have
〈qh(u), qk(u)〉u = h,k
{1 if 0hm,
(2m− h)2 + (h−m)2
m2
if m<h< 3m/2,
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we can estimate
1
2
 <qk(u), qk(u)>u1, 0k <
3m
2
,
and consequently we obtain
1√
2
‖v‖l2‖Fm‖
L2(v
1
2 ,− 12 )
‖v‖l2,
1√
2
‖w‖l2‖Gm‖
L2(v−
1
2 ,
1
2 )
‖w‖l2,
(6.30)
where, as usual, ‖v‖l2 :=
√∑3m/2
k=1 |vk|2.
Then, analogously to the proof of Theorem 4.4, from (6.30) we deduce
1
2

(
(D + Km)|
Sm(v
1
2 ,− 12 )
)
2
(Am)22 
(
(D + Km)|
Sm(v
1
2 ,− 12 )
)
2
, (6.31)
where (D + Km)|
Sm(v
1
2 ,− 12 )
denotes the restriction of the operator D + Km to the polynomial space
Sm(v
1
2 ,− 12 ).
On the other hand,
lim
m→∞ 
(
(D + Km)|
Sm(v
1
2 ,− 12 )
)
2
= (D + K)2
can be proved using
lim
m→∞‖Vm(u, f )− f ‖L2(u) = 0, ∀f ∈ L
2(u), u= v 12 ,− 12 or v− 12 , 12 .
Hence, taking the limit as m→∞ in (6.31), we obtain (4.37). 
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