This paper proposes an innovative procedure for identifying, in the event of accidental or intentional contamination of a water distribution system, the optimal scheduling of activation of a pre-selected set of flow control devices which will serve to minimise the volume of contaminated water consumed by users after the detection of the contaminant in the system. The constraints are represented by the number of available response teams and the maximum speed at which these teams can travel along the roadway. The optimal scheduling of device activation is sought by means of an optimisation process based on a genetic algorithm (GA) which interacts with a mixed integer linear programming (MILP) solver in order to ensure the feasibility of the scheduling identified. The optimisation procedure is coupled to a hydraulic and quality simulator, which enables a calculation of the volumes of contaminated water consumed by users, and a dynamic cache memory, which, by storing information on the system's behaviour as the optimisation process progresses, serves to limit the computational times. The application of the procedure to a highly complex real water distribution system shows that the optimisation process is robust and efficacious and produces a smaller volume of contaminated water consumed by the users than when the activation of all the devices was completed in the shortest amount of time.
The presence of a contamination event can be determined by means of a system of sensors appropriately placed across the network and capable of detecting the presence of a contaminant (the presence of a contaminant is usually certified when its concentration is beyond a preset threshold). Once it has been ascertained that a risky/dangerous contamination event is underway it will be necessary to respond promptly in order to limit the negative effects of the contamination itself on the population served. The response can be implemented in different ways such as a simple alerting of the population or the injection of substances into the system that can neutralise the effects of the contaminant; alternatively, the devices that control the flow and functioning of the system, such as isolation valves and hydrants, can be operated with the aim of limiting the spread of the contaminant and its consumption by users, while simultaneously facilitating its removal from the network (Baranowski & LeBoeuf ) . These operations represent quantitative response actions, in opposition to the conservative approach of the entire shutdown of the system (Preis & Ostfeld ) . In addition, it is worth noting that such an operation is not feasible when the system is extremely large and not divided into DMAs ( and Alfonso et al. () . Baranowski & LeBoeuf () , in particular, propose a procedure based on use of the 'first-order reliability method' and 'parameter estimation method' (Doherty & Johnston ) to define the optimal distribution of demand/discharge, both entering and exiting, to be allocated to the nodes of a water distribution network in order to minimise the concentration of contaminants in the system under a specific contamination scenario (that is, assuming that it is known where, how and when the contamination occurred). Poulin et al. (, , ) propose procedures based on a heuristic approach and on simple rules for isolating a contaminated area through the simultaneous closure of a number of valves in the system, assuming an unlimited number of response teams and sub- procedure among a limited number of solutions hypothesised a priori on the basis of pragmatic considerations and subjective assessments, and hence not by means of automatic optimisation processes.
Summing up, in the scientific literature the problem of sensor placement for detecting the presence of a contaminant in the system is the one that has been most frequently addressed. The subsequent problem of identifying which devices to operate in order to 'contain' the negative effects on the population has drawn some attention from the scientific community only recently. However, the problem of scheduling activation of the control devices once they have been identified has not yet been addressed by researchers, though it is of considerable importance as it fully characterises the response mode under conditions where the devices to be operated and the number of response teams put into action are known.
In this paper reference will be made to the study by Guidorzi et al. () insofar as regards identification (a) of the sensors to be placed in the network and (b) of which devices should be activated in the event of an alarm generated by one of the sensors (without there being any knowledge of the contaminating source). With reference, therefore, to a context in which the location of the sensors is known, as are the devices to be activated when one of these triggers an alarm, a procedure is developed to enable automatic identification of the optimal scheduling of activation of the assigned set of devices (hydrants to be opened and valves to be closed in order to isolate the appropriate links) in order to minimise the contaminated volumes consumed by users after the presence of a contamination event (the source of which is unknown) has been ascertained (i.e. the preset concentration threshold has been exceeded) and given an assigned number of available response teams.
The following sections present the formulation of the problem considered and discuss its possible extrapolation to contexts other than the one taken as reference for its presentation. A description of the algorithm follows. The procedure is then applied to a real water distribution network, the results obtained are discussed and, finally, the conclusions are presented.
FORMULATION OF THE PROBLEM
The problem of identifying the optimal scheduling of activation of an assigned set of control devices is addressed in the following context:
• There exists a set of n sens sensors capable of detecting the presence of a contaminant under a number of contamination scenarios (n scen1 ). This set is identified using the • n scen2 < n scen1 is the number of contamination scenarios that may be underway when a generic sensor first raises an alarm within a certain time interval (Guidorzi et al.
);
• the sensor that first raises an alarm within a certain time interval has associated with it a set Ω of devices to be activated. This set is identified on the basis of the procedure described by Guidorzi et al. () , which takes account of the n scen2 scenarios connected to the sensor considered.
It should be observed that the set Ω of devices to be operated consists of n hyd hydrants to be opened in order to allow the contaminated water to be removed from the system and n link links to be closed in order to limit the spread of the contaminant within the system and its consumption by users connected to the links considered, for a total of n dev elements to be operated: The activation times t i (with i ¼ 1:n dev ) are counted starting from a reference time t start , which represents the time at which the n teams response teams set out from the point of departure in order to reach the devices to be operated (this time obviously falls after the time at which the sensor considered detected the contaminant's presence in the system).
With reference to the generic scenario s among the n scen2 considered, let V s be the volume of contaminated water consumed by users, calculated by taking into account the volumes consumed from t start until the contaminant's removal from the network, i.e.
where n Δt,s is the number of computational time steps falling between t start and the time of complete contaminant removal from the network in the generic scenario s, nn represents the number of demand nodes in the network, q k,m the demand at node m at time step k and Δt k is the kth computational step (the latter being linked to the hydraulic and quality simulation model used). Finally, δ k,m is a variable that takes account of the 'contamination status' at node m at time step k, defined as
where DL is the concentration death limit (Ostfeld & Salomons ) and c k,m the contaminant concentration at node m at time step k. On the basis of Equation (3) the volume of water consumed is contaminated only if the contaminant concentration exceeds DL. More precisely, the contaminated volume of water that is considered in the procedure is the one that would prove deadly for users (Guidorzi et al. ) .
The problem of identifying device activation times t i 
The O.F. described by Equation (4) Furthermore, still with reference to point (c), the roadway system is here reasonably assumed to be coincident with the layout of the water distribution network; thus the roads correspond to the links. This assumption is only pragmatic and not restrictive and thus the procedure described here can easily be extended to a case in which the roadway system does not (perfectly) coincide with the layout of the water distribution system. Finally, it is assumed that the 'operation' of each device requires a certain amount of time which will vary according to whether the device concerned is a hydrant to be opened or a link to be isolated.
In the case of a hydrant, the opening time is equal to dt op,hyd .
In the case of a link to be closed, it is assumed that an isolation valve is present at both ends of the link and that they will be closed in sequence. More precisely, it is assumed that the valve located on the end nearest to the point the team is coming from will be closed first and that this operation will require a time dt op,val . The team will then travel to the other end at a constant speed equal to v team and close the second valve in a time equal to dt op,val .
Incidentally, the closure in sequence of the valves located at either end of the link to be isolated will have the effect of altering the demand at the end nodes according to the scheme illustrated by Guidorzi et al. () , to which reference should be made.
Summing up, the term 'operation' means, in the case of a hydrant, the opening process that takes place in a time interval dt op,i ¼ dt op,hyd , and, in the case of a link, the closing process which is completed in a time interval equal to
where L link,i is the length of the link i to be closed. It is worth highlighting once again that during its closure the teams travel along the link at a constant speed equal to v team . On the other hand, the teams travel at a speed that is lower than or equal to v team when they go from one device to another. As a result, the time interval necessary to close a link is fixed and does not constitute a decision variable.
The imposition of these conditions, which reflect the actual conditions the response teams operate under, means that the device activation times are mutually constrained, i.e. not all of the times represent acceptable (or 'feasible') solutions of the problem. Formally speaking, remembering that the activation times t i are calculated based on the mobilisation time t start and assuming that the device i is the first device operated by a generic team, it follows that
where dt op,i is the time it takes to complete the operation on device i and L oi is the length of the shortest travel route (along the water distribution system in our study) between the point of mobilisation o and device i.
Where i and j indicate two generic devices operated one after the other it follows that
where L ij is the length of the shortest travel route between device i and device j and dt op,j is the time it takes to complete the 'operation' on device j.
Summing up, a set of times t 1 ; t 2 ; . . .; t i ; . . .; t n dev , for each of which the constraints represented by Equations (6) and/or (7) are met and where t i represents the activation time of generic device i, constitutes a feasible solution of the problem and will be indicated hereinafter with the following set of
It is worth highlighting that the above considerations imply that a solution is feasible when a possible division of tasks may be identified among the n teams teams such that each team can activate the devices assigned to them in an order (first, second, etc.) that is consistent with the respective activation times, which are in turn consistent with the constraints expressed by Equations (6) and (7). This means that a solution t 1 ; t 2 ; . . .; t i ; . . .; t n dev , once confirmed as feasible, will also give rise to a division of tasks among the teams. This aspect will be thoroughly discussed and clarified in the next section, in which the optimisation algorithm will be described.
To conclude the above considerations, it is important to observe that the formulation of the problem of identifying the optimal scheduling of activation of flow control devices, presented here as an outgrowth of the problem as formulated by Guidorzi et al. () , can also be extended to cases in which the set of contamination scenarios, locations of the sensors and the set of devices to be operated have been defined on the basis of assumptions and using procedures other than the those proposed in Guidorzi et al.
(). Given the O.F. of Equation (4) and the decision variables and constraints described earlier, for the purpose of formulating the problem it is necessary and sufficient to fix a set of devices to be operated and a set of possible contamination scenarios under which the contaminated volume consumed by users needs to be minimised. (4) is reduced in this case to volume V s alone (see Equation (2)), where s indicates the single specific contamination scenario for which the sequence of device activation needs to be identified. Further considerations on this latter case will be developed in the section 'Analysis and discussion of the results'.
STEPS OF THE PROPOSED PROCEDURE
The procedure developed to solve the problem presented above is based on the use of a genetic algorithm (GA) optimiser, which 'manipulates', according its own 'internal logic', the scheduling of device activation, 'hybridised' with a mixed integer linear programming (MILP) solver whose function is to bring the scheduled sequence into line with 'feasibility' constraints as soon as they are generated by the GA. The optimisation package thus structured is coupled to (a) a hydraulic and quality simulator (EPANET, Rossman ) and (b) a cache memory: the hydraulic and quality simulator is used to compute the O. Steps 6-14 serve to create a new population made up of n ind individuals.
(6) Transfer of the n elite best individuals of the current population into the new population (elitism). Steps 7-14 are applied iteratively until n ind -n elite individuals are created; together with the n elite individuals inserted using elitism, they form the new population. 
Genetic algorithm
The general structure of a GA (Holland ; Goldberg ) can be summed up in the following steps It is important to stress here that two different types of crossover operations were used for balancing the necessity of guaranteeing variability in the new individuals without being too destructive. In fact, on the one hand, the UX crossover randomly combines the activation times of two parents and thus the feasibility must be restored through the MILP leading to two offspring individuals that are rather different from both the parents (variability). On the other hand, the HX crossover, given its very nature, leads to one offspring individual that preserves, as far as possible, the information (activation times) encoded in both the parents and thus is more 'conservative' than the previous one. Given the structure of the two crossovers, 2/3 of the generic population are expected to be generated by the UX crossover, while only 1/3 by the other when the probability of calling either UX or HX crossover is equal to 0.5. This latter value was identified after several tests: it guarantees a good balance between variability (UX crossover) -which reduces the risk for the optimisation process of being trapped into local minima and at the same time makes the aging of the population slower -and the necessity of avoiding a too destructive generation process (HX crossover) as this would make the optimisation too slow.
Mutation
The mutation (see Figure 1 , block 13) is achieved by swapping over the activation times of two devices randomly chosen from among the n dev times that make up a solution.
Incidentally, as in the case of crossover UX, this operation could result in a non-feasible solution, which will need to be subsequently modified and rendered feasible by calling the MILP solver (see Figure 1 , block 11). As previously mentioned, a mutation is activated every time an individual generated for inclusion in the new population is identical to one of the individuals already present in the new population (see Figure 1 , block 12, and step 13 in this section).
Elitism
In the creation of a new population from the current population, the elitism technique was used (see Figure 1 , block 6).
Under this approach the n elite best individuals of the current population, i.e. the individuals with the highest fitness scores, are preserved in the new population. The selection, crossover and mutation techniques described earlier are used to create n ind -n elite new individuals that will replace the worst in the current population.
Cache memory
The implementation of a cache memory was prompted by the observation that the computational times connected to the hydraulic and quality simulations account for the lar- It is important to observe that checking for the solution's presence in the cache memory also entails a certain amount of computing time; therefore, in order to provide a significant benefit in terms of reducing total computational times the cache memory has to be structured in such a way as to enable an efficient check on whether or not a solution is present in it. Such considerations led to the adoption of a data structure based on a binary search tree (Knuth ).
The mixed integer linear programming (MILP) model
Within the framework of the proposed procedure, the MILP model is used to restore the feasibility (see Figure • The vector t f (n dev ), made up of n dev device activation times, all feasible;
• a matrix X (n dev þ 1, n dev þ 1) of binary variables 0-1, with n dev þ 1 representing the total number of points 'visited' by the teams, that is, the n dev devices to be operated plus the point of mobilisation o or departure of the teams; the generic element x ij of the matrix is equal to 1 if the devices i and j are operated by the same team, with device j being operated immediately after device i; device i is operated first by a team if x oi ¼ 1 (o point of mobilisation of the teams); finally, it is necessary that x ii ¼ 0 ∀i (no self-looping arcs);
• the vector of the differences ε (n dev ), whose generic element ε i is given by
The parameters are:
• the vector t (n dev ), made up of the n dev device activation times to be 'approximated/modified' by means of a feasible solution;
• a matrix τ (n dev þ 1, n dev þ 1), whose generic element τ ij represents the minimum time necessary to get from device i to device j and to operate the latter device, whereas τ oi represents the minimum time necessary to reach device i from the point of mobilisation o and to operate the device. In other words:
The constraints are:
In detail, Equation (13) guarantees that n teams teams depart from the point of mobilisation o; Equation (14) guarantees that the number of arrivals at a device is equal to the number of departures from the same device; Equation (15) guarantees that all of the devices are 'visited', and hence activated, once only; finally, Equations (16) and (17) represented by a term that is sufficiently large to render the inequality of Equation (17) This set of constraints leads to a solution that can be interpreted as a tree with n teams branches and a root which coincides with the mobilisation point. In particular, the branch of the tree corresponding to a generic team is made up of the subset of devices to be operated by that team; these devices are ordered along the branch starting from the root/mobilisation point following the order in which they must be activated by the team.
The objective is to minimise norm 1 of the difference between the vector t f ¼ (t 
In order to linearise this objective function, finally, we introduce the unknowns ε . . .; t f n dev will be associated with a precise division of tasks among the n teams teams; that is, each team will be assigned (a) a precise subset of devices to be operated and (b) the order (first, second, etc.) in which they must be activated.
APPLICATION
The proposed procedure was applied to the water distribution system of the city of Ferrara, shown in Figure 3 total of n dev ¼13 devices to be operated (see Figure 4) . Finally, Guidorzi et al. () identify the set of n scen2 ¼ 42 contamination scenarios which sensor 18 is first to detect in the time interval between 8 and 9 a.m. considered.
In short, the set of n dev ¼ 13 devices to be operated given n scen2 ¼ 42 different possible contamination scenarios is known.
As regards the constraints of the problem, based on indications provided by the technicians of the utility company that manages Ferrara's water distribution system, it was assumed that (a) the number of response teams n teams avail- Finally, for the purposes of calculating the value of the objective function, i.e. the volume of contaminated water consumed, the death limit DL was assumed to be equal to 0.3 mg/l (Guidorzi et al. ).
The procedure was applied:
(a) assuming that the specific scenario underway was not known, which meant searching for the optimal scheduling of activation of the n dev ¼ 13 devices that on average minimised the volume of contaminated water consumed across the whole set of n scen2 ¼ 42 possible contamination scenarios (see Equation (4) Furthermore, in both cases the procedure was applied by adopting both a single-start approach, in which a single optimisation is carried out, and a multi-start approach, in which n opt optimisations are carried out in parallel (in this specific case n opt ¼ 3), each with a different initialisation seed, and the best solution was chosen from the final ones resulting from the n opt optimisations. In order to make a meaningful comparison between these two different approaches, a constraint was imposed whereby each of the optimisations of the multi-start approach would have a 'duration' (as better explained further below) equal to 1/n opt (1/3 in this specific case) of the duration of the optimisation carried out in the single-start mode, so that the overall computational burden of the two approaches was equivalent. In particular, as the computational times associated with the hydraulic and quality simulation account for the largest portion of the total computational time of the entire procedure (in fact the generation of each individual of the populationwhich implies also the application of the MILP solver (see Figure 1 , blocks 6-14) -takes less than 0.5 s, whereas the corresponding hydraulic and quality simulation for one contamination scenario (see Figure 1 , block 2) takes nearly 7 s), the 'duration' was assumed to be representable as the number of calls made to the simulator. Therefore, the pro- Finally, in order to verify the efficacy of the proposed procedure, the two solutions corresponding to the operation of the devices (1) at times such as to minimise the total time necessary to complete all the operations (hereinafter indicated as 't-min') and (2) all simultaneously at time zero, that is when the teams start off from the point of mobilisation o (hereinafter indicated as 't-0'), were also considered as terms of comparison. Table 1 shows the average contaminated volumes consumed considering the n scen2 ¼ 42 possible contamination scenarios underway and assuming that the devices are activated (a) at the times corresponding to the optimal solution provided by the procedure using the single-start approach, (b) at the times corresponding to the optimal solution provided by the procedure using the multi-start approach, (c) at times such as to minimise the total time necessary to complete the operations on all the devices given the imposed constraints (solution 't-min') and (d) all (and simultaneously) at time zero, that is when the teams start off from the point of mobilisation o (solution 't-0'). Table 2 shows, for some contamination scenarios, the contaminated volumes consumed where scheduling has been optimised with reference to each specific contamination scenario using the proposed procedure with the (a) singlestart and (b) multi-start approach; for these specific contamination scenarios, columns (c) and (d) show the contaminated volumes consumed when the scheduling corresponding to the solutions 't-min' and 't-0' is applied. (a) at the times corresponding to the optimal solution provided by the procedure using the single-start approach, (b) at the times corresponding to the optimal solution provided by the procedure using the multi-start approach, (c) at the times corresponding to minimisation of the overall activation time of all devices and (d) at the time when the teams set out from the point of mobilisation o ,232 30,574 36,276 25,383 It is worth noting that solution 't-min' (see column (c) in Tables 1 and 2) ()), but is unfeasible, given that no account is taken of the time it takes to reach the devices, the time necessary to operate them or the number of response teams that are actually available.
ANALYSIS AND DISCUSSION OF THE RESULTS
When comparing the results furnished by the procedure using the two different approaches, single-start and multistart (see solutions (a) and (b), respectively), we can see that the procedure leads to solutions which have very similar contaminated volumes consumed associated with them, both in the case where optimisation of scheduling is carried out over the whole set of possible scenarios underway (Table 1) , and in the case of optimisation for each specific scenario (Table 2 ). In the latter case, in particular, it may be observed that for some scenarios the single-start approach produces solutions associated with contaminated volumes consumed that are slightly lower than those resulting from the multi-start approach, while the opposite is true for other scenarios. Generally speaking, however, the differ- than the volume corresponding to solution (c) (see Table 1 ) and larger (by about 5,000 l) than the volume corresponding to solution (d) (see Table 1 ). Similar results are also obtained in the case of optimisation in relation to each specific scenario, though in this case we observe a larger reduction in volumes (average reduction of about 9,000 l) when comparing solutions (a) and (b) vs. solution (c) (see last row in Table 2 ) and a smaller increase (average increase of about 2,000 l) when comparing solutions (a) and (b) vs. solution (d) (see last row in Table 2 ). (a) at the times corresponding to the optimal solution provided by the procedure using the single-start approach, (b) at the times corresponding to the optimal solution provided by the procedure using the multi-start approach, (c) at the times corresponding to minimisation of the overall activation time of all devices and (d) at the time when the teams set out from the point of mobilisation o. In the last row the average value of contaminated volumes consumed under each of the n scen2 ¼ 42 possible contamination scenarios is reported These results are understandable considering that, when the optimisation is carried out for one specific contamination scenario at a time, the procedure is capable of providing for each scenario a specific scheduling that effectively fits the contamination event considered, thus making it possible to limit the contaminated volumes consumed to values just above those that would result in the case of simultaneous activation (solution (d)) and distinctly below those associated with scheduling that minimises the overall device activation times (solution (c)). On the other hand, when optimisation is conducted over the whole set of scenarios, the procedure furnishes a single scheduling solution which, on average, allows the contaminated volumes consumed to be minimised over the whole set of scenarios, though clearly the contaminated volumes consumed associated with each specific scenario are slightly greater than the ones obtained where scheduling is optimised for that specific scenario alone. This is confirmed by the fact that the average value of contaminated volumes consumed under each contamination scenario where scheduling is optimised with reference specifically to the individual contamination scenarios (about 27,000 l for both the singlestart and multi-start approaches -see last row in Table 2, columns (a) and (b)) is slightly lower than the average contaminated volume consumed where scheduling is optimised over the whole set of scenarios (about 30,000 l for both the single-start and multi-start approaches -see Table 1 , columns (a) and (b)).
Incidentally, if no response action were to be taken, the average contaminated volume consumed over the whole set of contamination scenarios would be equal to approxi- To conclude our presentation of the results, we feel it is important to point out once again that each feasible scheduling solution provided by the procedure corresponds to a division and ordering of tasks among the different teams;
by way of example, Table 3 shows the one corresponding to the optimal solution provided by the optimisation procedure in the single-start mode considering all the n scen2 ¼ 42 possible contamination scenarios underway (see Table 1 , column (a)). hydrants to be opened) among the n teams ¼ 3 teams corresponding to the optimal solution provided by the optimisation procedure using the single-start approach under the n scen2 ¼ 42 possible contamination scenarios underway (see Table 1 , column (a)). Shown in brackets is the activation time of each device expressed in minutes, counted starting from t start (see Figure 4 for identification of the individual devices) corresponding scheduling of device activations together with the precise division of tasks among the teams, like the one shown in Table 3 . The water agency manager or technician can then use this manual in a real-time situation both in the case where the source is unknown and where it is known: in this latter case, it is possible to recognise the most similar scenario previously analysed to that which is currently underway and refer to it to define the scheduling of operations.
CONCLUSIONS
This study addresses the problem of determining the optimal scheduling of activation of flow control devices in a water distribution system in the case of a contamination event (accidental or deliberate), given an assigned number of available response teams.
The proposed procedure for solving the problem is based on a GA coupled to a MILP solver, whose function is to bring the schedules generated by the GA into line with 'feasibility' constraints. The proposed procedure represents an innovative element in the technical literature within this sector, as it is typically assumed that the activations of devices in response to a contamination event take place simultaneously. However, such simultaneity is not possible given that the devices must generally be operated on site, utility companies have a limited number of response teams to carry out such operations and the teams must travel along a roadway at a speed which has an upper limit.
The results obtained when the procedure was applied to a complex real case showed it to be robust and efficacious.
The procedure is capable of providing feasible solutions for scheduling the activation of devices in the system in such a way as to significantly contain the impact of the contamination event on the population served, which means limiting the contaminated volumes consumed.
It was observed, in particular, that the largest benefits are gained where the specific contamination scenario underway is known, but even where the specific contamination scenario underway is not known the procedure represents a useful tool for defining a feasible reference solution for scheduling activations so as to minimise the contaminated volume consumed on average over a broad range of possible contamination scenarios.
In both cases (known or unknown contamination scenario), the scheduling solutions provided by the procedure result in a smaller volume of contaminated water consumed than would be the case if activation of all devices were to be completed in the least amount of time possible. This result highlights that, given the complexity of the phenomenon of contaminant propagation in a tightly meshed distribution network and its nonlinearity, 'the sooner the better' is not necessarily true.
It is important to observe, moreover, that hydraulic simulations and quality simulations in particular entail lengthy computation. However, the procedure makes use of a cache memory which avoids the need to repeat numerous simulations corresponding to the same set of device activation times, as well as a multi-start approach which enables a simple parallel implementation of the procedure without impairing its efficacy; these represent valid means of reducing the computational burden. However, the execution times remain quite high and thus the proposed procedure cannot be applied in real time but, instead, is useful for creating offline a 'reference manual' of the optimal scheduling for each possible contamination scenario, together with the devices' assignment to each team and the order in which the devices must be activated, to be used by the water agency manager in situations of crisis.
To conclude two further considerations can be made.
Firstly, it is worth noting that the solution identified is optimal with respect to the minimisation of the volume of contaminated water consumed; the solution, being feasible, is also accompanied by a division and ordering of tasks among the various teams, so that the devices can really be activated in the times indicated by the solution itself.
Indeed, one could observe that the division of the tasks among the various teams is not optimised in order to minimise the travel of each team. This aspect is, however, secondary with respect to the minimisation of the volume of contaminated water consumed, which reasonably represents the major concern for a water agency manager/ technician. However, if of interest, the division of the tasks among the various teams furnished by the procedure could be further improved a posteriori in order to minimise the transfers of the teams along the roadway.
Secondly, deterministic model inputs and parameters are assumed in the procedure here presented. Indeed, model inputs and parameters, such as water demands, pipe roughnesses, etc. can be affected by uncertainty and this uncertainty can be represented through many different techniques such as probabilistic, fuzzy or grey approaches (Alvisi & Franchini ) . This aspect has not been considered in the presented study but represents a challenge for future research where uncertainty will be considered.
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