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This thesis compiles results in four related areas.
• Jump Sequences of Edge Ideals: Given a graph G on n vertices with edge
ideal IG, we introduce a new invariant Jump(IG) which describes the pos-
sible Betti tables of IG. We show that the smallest k such that βk,k+3(IG) 6= 0
is bounded below in terms of smallest j such that βj,j+2(IG) 6= 0. In addi-
tion, we show that for ideals IG such that β2,4(IG) = 0 and fewer than 11
vertices satisfy reg(IG) ≤ 3. We construct large classes of examples par-
tially spanning the set of Betti tables of IG with reg(IG) = k.
• Stabilization of Betti Tables: Let R be a polynomial ring. Given a homo-
geneous ideal I ⊆ R equigenerated in degree r, we show that the Betti
tables of Id stabilize into a fixed shape for all d ≥ D for some D.
• Linear Quotients Ordering of Anticycle: Let An be the anticycle graph
on n vertices and Pn be the antipath graph on n vertices. We produce a
linear quotients ordering on all powers of the edge ideal of the antipath
IkPn , and a linear quotients order on the second power of the edge ideal of
the anticycle anticycle I2An .
• Nerve Complexes of Graphs: We examine the nerve complex N (G) of a
graphG. We show that the Betti numbers of this complex encode spanning
trees, matchings, genus, k-edge connectivity, and other invariants of G.
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CHAPTER 1
BETTI NUMBERS OF SQUAREFREE MONOMIAL IDEALS
Let R = k[x1, ..., xn] and let M be an A-graded R-module. Let F be the
augmented minimal graded free resolution of M ,
F : M ←− R←−
⊕
a∈A
R(−a)β0,a ←−
⊕
a∈A
R(−a)β1,a ←− · · · .
All N-graded and Nk-graded modules over R have finite resolutions by the
Hilbert syzygy theorem. Hence we have for ideals I ⊂ R and modulesM = R/I
F : R/I ←− R←−
⊕
a∈A
R(−a)β0,a ←−
⊕
a∈A
R(−a)β1,a ←− · · ·
· · · ←−
⊕
a∈A
R(−a)βr−1,a ←−
⊕
a∈A
R(−a)βr,a ←− 0,
where the ranks of these modules, the Betti numbers βi,a(M) above, are an in-
variant of M .
In the most general case, it is an open question to describe concretely in
terms of the combinatorial data of I effective bounds (either lower or upper) on
the Betti numbers of these minimal resolutions. More generally, we wish to de-
scribe the behavior of the resolutions of powers Ik in terms of the data of ideal
I and its resolution F . This thesis focuses on four different results which con-
strain or determine the Betti numbers of certain classes of ideals or those of their
powers.
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Chapters 5 and 6 Preview:
Jump Sequences and Betti Numbers of Edge Ideals
The first set of results will focus on the Betti numbers of squarefree degree 2 ide-
als (also called edge ideals due to their correspondence with finite simple graphs.)
We define a new pair of invariants of an edge ideal IG, called the jump sequence
of IG and the relative jump sequence of IG, respectively.
Question 4.0.8. Given any strictly increasing sequence of positive integers of
the form [k; a1, ..., ak−1], does there exist a graph G such that reg(IG) = k+1 and
the first degree (i+k+1) syzygies of IG occurring at the (ai + 1)st homological
stage of the resolution?
These ai are the sequence of numbers appearing below on the following Betti
diagram, where the Betti diagram has been denoted in the style of Macaulay 2
via shifting the degree down by one in each adjacent row of the resolution. In
this paper, we classify some possible shapes of this lower edge of the resolution
and demonstrate sequences [k; a1, ..., ak−1] which are prohibited from occurring
in the resolution of an edge ideal IG.
a1
a2
ak−1
- 0 1 2 3 a1 + 1 · · · a2 + 1 · · · ak−1 − 1 ak−1 ak−1 + 1
total: 1 β1 β2 · · · βa1+1 · · · βa2+1 · · · βak−1−1 βak−1 · · ·
0: 1 · · · · · · · · ·
1: · β1,2 β2,3 ∗ ∗ ∗ ∗ ∗
2: βa1+1,a1+3 ∗ ∗ ∗ ∗
3: βa2+1,a2+4 ∗ ∗ ∗ ∗
... ∗ ∗
k: βak−1+1,s
This question is a strengthening of Question 4.0.7, as the former question can be
rephrased in terms of this sequence.
Question 4.0.9 (Equivalent to Question 4.0.7). (Open) Is there a bound on the
length of a sequence [k; a1, a2, ..., ak−1] of the form in Question 4.0.8 for an ideal
IG if a1 ≥ 2?
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Figure 1.1: Betti Tables and Jump Sequences of IG
If the resolution of the ideal IG is of the form seen in Figure 1.1, with
βi,j(IG) = 0 for all Betti numbers below the line, then the jump sequence of I
is
aG = [k; a1, ..., ak−1].
The relative jump sequence is
rG = [k; a1, a2 − a1, a3 − a2, ..., ak−1 − ak−2]
= [k; r1, r2, ..., rk−1].
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The jump sequence and relative jump sequence measure how quickly the
degrees of the Betti numbers of IG grow relative to the homological stage of the
resolution. In particular, we can show that not all such sequences are achievable.
Knowing the first jump a1 constrains the location of the next jump a2. Specif-
ically, we have the following:
Theorem 1.0.1 (Theorem 5.2.1). Let IG be an edge ideal with jump sequence a =
[k; a1, a2, ..., ak−1] and relative jump sequence [k; r1, r2, ..., rk−1]. The following
hold:
(i) 2a1 ≤ a2
(ii) r1 ≤ r2.
In general, developing topological tools to deal with jump sequences of IG
and using such sequences to provide classes of examples achieving high regu-
larity and projective dimension is the focus of Chapters 5 and 6. In the process,
we construct explicit formulas for the Betti numbers of the Stanley-Reisner ideal
of the join of two simplicial complexes:
Proposition 1.0.2 (Proposition 6.2.2). Given two square-free ideals I∆1 ⊂
k[x1, ..., xs] and I∆2 ⊂ k[y1, ..., yt] with Stanley-Reisner complexes ∆1 and ∆2
respectively, the ideal I∆1 ·∪∆2 given by
I∆1 ·∪∆2 = I∆1 + I∆2 + (xiyj : 1 ≤ i ≤ s, 1 ≤ j ≤ t)
is a square-free ideal with Stanley-Reisner complex ∆1 ·∪∆2 and Betti numbers
3
in the linear strand are
βi,i+1(I∆1 ·∪∆2) = βi,i+1(I∆1) + βi,i+1(I∆2)
+
i∑
j=1
((
m
i− j + 1
)
βj−1,j(I∆1) +
(
n
j
)
βi−j,i−j+1(I∆2)
)
+
(
m+ n
i+ 1
)
−
(
m
i+ 1
)
−
(
n
i+ 1
)
.
For terms in the nonlinear strands, we have for s ≥ 2,
βi,i+s(I∆1 ·∪∆2) = βi,i+s(I∆1) + βi,i+s(I∆2)
+
i+s−1∑
j=1
((
m
i− j + s
)
βj−s,j(I∆1) +
(
n
j
)
βi−j,i−j+s(I∆2)
)
.
Combining this with the example, due to Peeva and Nevo, of the edge ideal
of the complement of the 1-skeleton of the 600-cell, we have the following:
Proposition 1.0.3 (Example 5.1.2). There exist a family of graphs Gk such that
indMatch(Gk) = k and the regularity of IGk is
regIG = 4k − 1,
where indMatch(G) is the size of the largest set of edges which can be chosen
in G such that the edges in the induced subgraph on those edges are pairwise
disjoint. Specifically,
Gk = C600 ∗ C600 ∗ · · · ∗ C600︸ ︷︷ ︸
k
gives such a family.
The significance of indMatch(G) and its use in bounding regularity is dis-
cussed in depth in Chapter 5. Several main classes of edge ideals IG achieving
high regularity relative to the indMatch(G) are introduced.
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Chapter 7 Preview:
Stabilization of Betti Tables of Ik
For an ideal I ⊆ R = k[x1, ..., xn], much work has been done on showing that
regularity of Id is a linear function in terms of d for high powers. The following
theorem is a result of Cutkosky, Herzog and Trung:
Theorem 1.0.4 (Theorem 1.1 in [3]). Let I be an arbitrary homogeneous ideal.
Let r(I) denote the maximum degree of the homogeneous generators of I . The
(i) There is a number e such that reg(Id) ≤ d · r(I) + e for all d ≥ 1.
(ii) reg(Id) is a linear function for all d large enough.
They provide criteria for estimating this e in the case of an equigenerated
ideal I , i.e. an ideal generated by homogeneous generators of the same degree.
This result generalizes an earlier bound by Swanson giving the existence of an
k such that
reg(Id) ≤ kd
for homogeneous ideals in [33].
Using techniques similar to those in [1] and [3], we produce here a stronger
result on the resolutions of Id.
Theorem 1.0.5 (Theorem 7.3.1, Betti Tables of Powers of Equigenerated Ideals).
Let I = (f0, f1, ..., fk) ⊆ k[x1, ..., xn] = R be an equigenerated ideal of degree r.
Then there exists a D such that for all d > D, we have
βi,j+rd(I
d) 6= 0⇐⇒ βi,j+rD(ID) 6= 0.
5
This gives us that the shape of the Betti tables of powers of an ideal I is even-
tually fixed, translated down by the degree r of the ideal. It is unfortunately not
the case that this guarantees that powers of our ideals Id will be linear if they are
linear for some ID with D < d. See Example 7.0.6 for a related counterexample.
We also provide an upper bound for the Betti numbers of powers of an
equigenerated ideal I in terms of the Betti numbers of the Rees ideal of I as
follows.
Theorem 1.0.6. Let I = (f0, f1, ..., fk) ⊆ R = k[x1, ..., xN ] with fi homogeneous
of degree r. Let R(I) be the Rees algebra of I in ring S = k[x1, ..., xN , w0, ..., wk]
with bigrading deg(xi) = (1, 0) and deg(wi) = (0, 1). Then
βi,j+rd(I
d) ≤
d∑
m=0
(
d+ k −m
d−m
)
βi,(j,m)(R(I))
holds for all i, j, d.
The proof follows from a careful examination of the restriction of a minimal
resolution ofR(I) to bidegrees (∗, d).
We call the smallest suchD for which Theorem 7.3.1 holds the stabilization in-
dex Stab(I) of I . A conjecture giving Stab(I) explicitly in terms of combinatorial
data of I is presented.
Definition 1.0.7. Let I be a homogeneous equigenerated in polynomial ring R.
Let Stab(I) be the smallest D such that for all d ≥ D,
βi,j+rd(I
d) 6= 0⇐⇒ βi,j+rD(ID) 6= 0.
For edge ideals IG we conjecture Stab(IG) explicitly. Areas of future research
include proving this conjecture and producing Stab(I) for other classes of ide-
als. While Stab(I) is bounded in the proof of Theorem 7.3.1, we are interested
6
in finding sharper upper bounds for Stab(I), as found for the stabilization of
regularity of I in [6].
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Chapters 8 Preview:
Linear Quotients Ordering on the Anticycle
This is joint work with A. Hoefel.
Finding linear resolutions or linear quotients of powers of an ideal Id is dif-
ficult, even in fairly simple cases. However, in the case of monomial ideals
generated in degree 2 it is known that having a linear resolution of the ideal I
is equivalent to having a linear resolution of all of its powers, via the following
theorem due to Herzog, Hibi, and Zheng:
Theorem 1.0.8 (Theorem 3.2 in [18]). Let I be a monomial ideal generated in
degree 2. The following conditions are equivalent:
(a) I has a linear resolution;
(b) I has linear quotients;
(c) Each power of I has a linear resolution.
Recall that an ideal I is said to have linear quotients if there exists some
ordering of the generators of I , (f1, f2, ..., fk) such that Qi = (f1, ..., fi−1) : fi is
generated by linear forms for i = 2, ..., k.
The condition in Theorem 1.0.8 that I be equigenerated in degree 2 cannot
be relaxed. There exists an ideal I generated in degree 3 with linear quotients,
for which I2 has a nonlinear resolution. This example, due to Sturmfels, has no
linear quotients under any ordering of the generators.
Example 1.0.9. [Theorem 1.1 in [32]] Set
I = (def, cef, cdf, cde, bef, bcd, acf, ade) ⊆ k[a, b, c, d, e, f ].
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The ideal I has a linear resolution and linear quotients with respect to the
ordering given above, but I2 fails to be linear. The resolutions are seen in Fig-
ure 1.2.
I
- 0 1 2 3
total: 1 8 11 4
0: 1 · · ·
1: · · · ·
2: · 8 11 4
I2
- 0 1 2 3 4 5 6
total: 1 36 85 79 38 10 1
0: 1 · · · · · ·
1: · · · · · · ·
2: · · · · · · ·
3: · · · · · · ·
4: · · · · · · ·
5: · 36 84 75 32 6 ·
6: · · 1 4 6 4 1
8
Figure 1.2: Ideals I with linear resolution and I2 with a nonlinear resolu-
tion.
The edge ideal IAn of the anticycle does not have linear quotients, but it has
been shown that the the square I2An has a linear resolution, in [29] and [28].
Although orderings on the generators of I2An which come from monomial term
orderings fail to produce a linear quotients ordering, a linear quotients ordering
does exist. We produce here a family of such linear quotients orderings on the
generators of I2An for all n, making use of the structure of the graph IAn .
To construct this linear quotients ordering, we begin by exhibiting a linear
quotients ordering for all powers of the antipath. Following this, we decom-
pose the generators of I2An into three main types. In each type, we order the
generators and demonstrate these orderings give us linear quotients. With this
ordering in hand, we recover Peeva and Nevo’s result that the square of the
edge ideal of the anticycle has a linear resolution.
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Chapters 9 Preview:
Nerve Complexes of Graphs
Definition 1.0.10. Let ∆ be a simplicial complex on vertex set V = {v1, ..., vn}
with facet set {F1, ..., Fk}. Then the nerve complex or nerve N (∆) of ∆ is the sim-
plicial complex on vertex set {w1, ...., wk}with faces
σ = {wi1 , ..., wid : Fi1 ∩ · · · ∩ Fid 6= ∅}.
A systematic study of nerves of simplicial complexes can be found in[14].
We enumerate certain subgraphs of G via the Betti numbers of the resolution
of k[N (G)], the Stanley-Reisner ring of N (G). Additionally, we characterize
the generating sets and regularity of the Stanley-Reisner ideals IN (G), as well as
construct their Alexander duals and Hilbert functions.
Of interest are the subgraphs of G which are maximal trees. The set of all
spanning trees T (G) are given as the set of vanishing multigraded Betti numbers
in a fixed degree.
Theorem 1.0.11 (Enumeration of Spanning Trees, Theorem 9.3.1). Let G be a
graph on vertex set {x1, ..., xn} with edges {e1, ..., ek}. Then the set of spanning
trees T (G) of G is given by
T (G) = {{ei1 , ..., ein−1} : βn−3,m(k[N (G)]) = 0, m = ei1 · · · ein−1}.
We also enumerate viaN (G) all subgraphs of minimal cycles MinCyclek(G),
Hamiltonian cycles H(G), maximal and minimal vertex degrees in G, match-
ings Mk(G) of size k, k-edge-connectivity ek(G) of G , and the Tutte polynomial
TG(x, y) of G.
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CHAPTER 2
BACKGROUND AND DEFINITIONS
2.1 Simplicial Complexes
Simplicial complex will be used here to mean any finite combinatorial simplicial
complex, independent of geometric realization.
Definition 2.1.1. Let V denote the (finite) set {v1, v2, ..., vn} and 2V denote the set
of all subsets of V . A simplicial complex ∆ on V is a collection of subsets σ ∈ 2V
such that
(i) ∅ ∈ ∆,
(ii) {vi} ∈ ∆ for all i = 1, ...n (all vertices of V in ∆), and
(iii) if τ ⊂ σ and σ ∈ ∆, then τ ∈ ∆ (downward closure).
A subset σ ∈ ∆ is called a face of ∆ and a maximal face is called a facet of ∆. If
|σ| = d+ 1, we say that dim(σ) = d.
We standardize our notation for the boundary of a face of ∆.
Definition 2.1.2 (Boundary). Let σ ∈ ∆ be a k-dim’l face of ∆, with
σ = {vi1 , ..., vik+1}.
The (nonoriented) boundary of σ is the set of (k − 1)-dim’l faces
∂σ := {σj : σj = {vi1 , ..., v̂ij , ..., vik+1}, j = 1, ..., k + 1}
where v̂ij denotes removal of vertex vij .
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2.1.1 (Multi-)Graded Modules and Ideals
All modules in this thesis will be positively N-graded (singly graded), N2-graded
(bigraded) or Nk (finely graded or multigraded.)
Definition 2.1.3. Let R be a ring and let A be a monoid with additive identity
0 ∈ A. R is an A-graded ring if
R =
⊕
a∈A
Ra
such that RiRj ⊆ Ri+j .
We extend this definition to graded modules.
Definition 2.1.4. M is an A-graded R-module if
M =
⊕
j∈A
Mj
with M0 = R and for i, j ∈ A, we have RiMj ⊆ Mi+j . We say that f ∈ Mi are
homogeneous elements of M .
Given any element f ∈ M in an A-graded R-module, we can decompose it
into its homogeneous components f =
∑
a∈A fa such that fa ∈ Ma. Ideals in R
should interact naturally with this grading.
Definition 2.1.5. Let
I =
⊕
a∈A
Ia ⊂ R
be an ideal and let f be an element of I . If f =
∑
a∈A fa with fa ∈ Ia we say fa is
a homogeneous part of f . We say that I is a homogeneous ideal if for every element
f =
∑
a∈A fa ∈ I , we have fa ∈ I .
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For N-graded or Nk-graded R-modules, we have graded maximal ideals
m =
⊕
j≥1
Mj and m =
⊕
a∈Nn+
Ma
respectively, where Nn+ = {a : a = (a1, ..., an) 6= 0}.
Example 2.1.6 (Running Example). Let R = k[x, y, z, w] be a polynomial ring,
and I = (x2, y2, xz − yw) be a homogeneous ideal. Then M = R/I has ho-
mogeneous components Mi spanned as vector spaces over k by the following
monomials:
M0 = span{1}
M1 = span{x, y, z, w}
M2 = span{xy, xz, xw, yz, z2, zw, w2}
M3 = span{xz2, xzw, xw2, yz2, z3, z2w, zw2, w3}
... =
...
Mi = span{xSi−1, yzi−1, Si}
where S = k[z, w], with Si the ith homogeneous component of S.
We will also need some notation for altering the grading of our modules by
shifting up or down by some monoid element a ∈ A.
Definition 2.1.7. We say that our module M is twisted by a ∈ A, denoted M(a),
if for b ∈ A, the bth homogeneous component of M(a) is given by
M(a)b = Ma+b.
Example 2.1.8 (Running Example). Let R = k[x, y, z, w], I = (x2, y2, xz − yw)
and M = R/I . Then twisting M by 2, we have
M(2)0 = span{xy, xz, xw, yz, z2, zw, w2} = M2
13
as computed in the previous example.
Given two A-graded R-modules, we would like to talk about graded maps
between them.
Definition 2.1.9. Let M,N be graded modules over A. We say that φ : M → N
is a graded map of degree a ∈ A if for each graded piece Mb of M , we have
φ(Mb) ⊆ Na+b.
The most important special case we will consider is φ of degree zero as a
graded map of modules, so φ(Ma) ⊆ Na for all a ∈ A.
Example 2.1.10. The map taking us from a polynomial ring R to its quotient by
a homogeneous ideal is a degree zero map.
2.1.2 Free Resolutions and Betti Numbers of M
This thesis focuses on computing invariants of the free resolution of the module
M, which is a chain complex of modules measuring precisely how far a module
is from free. We approximate the module by taking the module of relations on
the generators of M, called syzygies of M , then the module of relations on those
relations, etc. The ith module Fi in this list is called the ith syzygy module of M.
Definition 2.1.11. LetM be a module over a ringR. We say that a chain complex
F of R-modules Fi,
F : F0 ←− F1 ←− F2 ←− · · · ←− Fi ←− Fi+1 ←− · · ·
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is a free resolution of M if the complex is exact except at the leftmost position,
where M is the cokernel of the final map. The augmented free resolution F is the
same as above, but adding a final map to M .
F : M ←− F0 ←− F1 ←− F2 ←− · · · ←− Fi ←− Fi+1 ←− · · ·
All standardly N-graded or Nk-graded R-modules M , with R a polynomial
ring, have a finite free resolution by the Hilbert Sygyzy Theorem (Theorem 1.13
in [5].) Such resolutions are a standard tool for investigating the structure of
modules. For graded resolutions of graded modules, we require all maps to be
of degree zero.
Definition 2.1.12. Let M be an A-graded R-module. The chain complex F is a
graded free resolution of M ,
F : M ←−
⊕
j
S(−j)β0,j ←−
⊕
j
S(−j)β1,j ←− · · · ←−
⊕
j
S(−j)βk,j ←− 0
if the complex is exact and all maps
∂k :
⊕
a∈A
S(−a)βk,a −→
⊕
a∈A
S(−a)βk−1,a
are of degree zero. Such a resolution is minimal precisely when the entries in
the ∂k are in mR, for m the homogeneous maximal ideal of R. For minimal
resolutions F of M , the Betti numbers βi,a(M) of M are invariants of the module.
If m = xa is a monomial in R, we will frequently abuse our notation and denote
βi,a(M) by βi,m(M).
Definition 2.1.13. Given a graded resolution F with graded syzygy modules
Fi = ⊕jFi,j , the linear strand of F is
F(1) : · · · ←− Fi−1,i−1 ←− Fi,i ←− Fi+1,i+1 ←− · · · .
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The d-strand of F is
F(d) : · · · ←− Fi−1,i+d−2 ←− Fi,i+d−1 ←− Fi+1,i+d ←− · · · .
An N-graded R-module M has a linear resolution in degree d if its graded free
resolution F is equal to the d-strand of F .
Example 2.1.14 (Running Example). Let R = k[x, y, z, w], I = (x2, y2, xz − yw)
and M = R/I . Then a graded free resolution of M is given by
R/I ←− R ϕ1←−−− R(−2)3 ϕ2←−−− R(−4)5 ϕ3←−−− R(−5)4 ϕ4←−−− R(−6)←− 0
where the maps are
ϕ1 =
(
x2 y2 xz − yw
)
,
ϕ2 =

−y2 0 xz − yw yz z2
x2 −xz + yw 0 −xw −w2
0 y2 −x2 −xy −xz − yw
,
ϕ3 =

z w 0 0
x 0 0 w
0 −y −z 0
y x −w −z
0 0 x y

,
and
ϕ4 =

−w
z
−y
x

.
In this case, the only nonzero Betti numbers are β0,0(R/I) = 1, β1,2(R/I) = 3,
β2,4(R/I) = 5, β3,5(R/I) = 4, and β4,6(R/I) = 1. These can be organized into a
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Betti table (in the style of Macaulay 2) where the βi,i+j(R/I) is in the ith column
and jth row.
and
ϕ4 =

−w
z
−y
x

.
In this case, the only nonzero Betti numbers are β0,0(R/I) = 1, β1,2(R/I) = 3,
β2,4(R/I) = 5, β3,5(R/I) = 4, and β4,6(R/I) = 1. These can be organized into a
Betti table (in the style of Macaulay 2) where the βi,j(R/I) in the ith column is
shifted down by i steps, as the resolution is minimal and the degree of nonzero
syzygies must increase by at least 1 with each stage of the resolution.
- 0 1 2 3 4
total: 1 3 5 4 1
0: 1 · · · ·
1: · 3 · · ·
2: · · 5 4 1
These Betti tables will be returned to in Chapter 4, and feature prominently
in proofs bounding the complexity of resolutions of R/I .
1.2 Algebraic Invariants of Modules
Studying the complexity of free resolutions is important for bounding the com-
plexities of the modules themselves. While free resolutions of a module aren’t
unique, all minimal resolutions of a module are the same up to isomorphism.
In particular, there are a few key algebraic invariants computed via resolutions
which will be focused on here.
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Figure 2.1: Betti table of I = (x2, y2, xz − yw).
These Betti tables will be returned to in Chapter 5, and feature prominently
in proofs bounding the complexity of resolutions of R/I .
2.2 Algebraic Invariants of Modules
Studying the complexity of free resolutions is important for bounding the com-
plexities of the modules themselves. While free resolutions of a module aren’t
unique, all minimal resolutions of a module are the same up to isomorphism.
In particular, there are a few key algebraic invariants computed via resolutions
which will be focused on here.
2.2.1 Projective Dimension, Regularity and Hilbert Functions
For the remainder, it will be assumed that we are working with A-graded R-
modules M with A = N or Nn and R = k[x1, ..., xn]. For fine gradings with
a = (a1, a2, ..., an) ∈ Nn, we define |a| to be the sum of the entries a1+a2+· · ·+an.
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Two invariants of M of particular interest are the projective dimension and reg-
ularity, which respectively measure the length and width of the resolution.
Definition 2.2.1. The projective dimension of M , pd(M), is
pd(M) = max{i : βi,a(M) 6= 0}.
The (Castelnuovo-Mumford) regularity of M , reg(M) is
reg(M) = max{j − i : βi,a(M) 6= 0 with |a| = j}.
Comparing free resolutions of R/I and I for ideal I as R-modules, we have
pd(R/I) = pd(I) + 1 and
reg(R/I) = reg(I)− 1.
We also consider the following algebraic invariants: the Hilbert function, the
Hilbert polynomial, and the Hilbert series of a module M .
Definition 2.2.2. Let M = ⊕d∈NMd be an N-graded R-module. Then the Hilbert
function of M is given by
HilbM(d) := dim(Md),
the dimension over R of the d-th graded component of M . If for all d  0, this
agrees with a polynomial PM(x),
PM(d) = HilbM(d),
we say that PM(x) is the Hilbert polynomial of M . The Hilbert series of M is given
by
HM(t) =
∑
d∈N
HilbM(d)td
=
QM(t)
(1− t)n ,
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for some QM(t) ∈ Z[t] and r ∈ N.
For a standardly graded polynomial ringR = k[x1, ..., xn] (i.e. deg(xi) = 1 for
all i) and a homogeneous ideal I ⊆ R, we have that PM(x) exists for M = R/I .
We extend this definition to multigraded R-modules.
Definition 2.2.3. Let M = ⊕a∈NnMa be a multigraded module over a field k.
Then the multigraded Hilbert function of M is given by
HilbM(a) := dimkMa,
or the dimension over the field of the ath graded component of M .
The multigraded Hilbert series of M is given by
HM(t1, ..., tn) =
∑
a∈Nk
HilbM(a1, ..., an)ta11 · · · tann
=
QM(t1, ..., tn)
(1− t1) · · · (1− tn) ,
where QM(t) ∈ Z[t1, ..., tn].
For a survey of results on multigraded Hilbert series, see [34]. In this thesis,
we will primarily consider the graded Hilbert polynomials of monomial ideals
with the standard multigrading.
Example 2.2.4 (Running Example). Let R = k[x, y, z, w], S = k[z, w], I =
(x2, y2, xz − yw), and M = R/I . We read off the projective dimension and regu-
larity directly from the Betti table computed in Example 2.1.14.
Similarly, from the calculations of the dimensions of M = R/I performed in
Example 2.1.6, we see that the Hilbert function and polynomial of R/I is given
by
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HilbM(0) = 1
HilbM(1) = 4
HilbM(2) = 7
HilbM(3) = 8
...
...
HilbM(d) = HilbS(d− 1) + HilbS(d) + 1
=
(
d
d− 1
)
+
(
d+ 1
d
)
+ 1 = 2d+ 2.
for a = (d1, d2, ..., dk), we say that HM(x1, x2, ..., xk) is the multigraded Hilbert
polynomial ofM . The multigraded Hilbert series ofM is given by
HM(t1, ..., tk) =
￿
n∈Nk
HilbM(n1, ..., nk)tn11 · · · tnkk
=
QM(t1, ..., tk)
(1− t1)r1 · · · (1− tk)rk ,
where QM(t) ∈ Z[t1, ..., tk, t−11 , ..., t−1k ].
For a survey of results on multigraded Hilbert polynomials, see [16]. In this
thesis, we will primarily consider the graded Hilbert polynomials of monomial
ideals with the standard multigrading.
Example 1.2.5 (Running Example). Let R = k[x, y, z, w], I = (x2, y2, xz − yw),
andM = R/I . Then from Betti table calculation Example 1.1.10, we read off the
projective dimension and regularity directly.
- 0 1 2 3 4
total: 1 3 5 4 1
0: 1 · · · ·
1: · 3 · · ·
2: · · 5 4 1
reg(R/I)=2
reg(I)=3
pd(R/I)=4
pd(I)=4
Similarly, from the calculations of the dimensions of M = R/I performed in
Example 1.1.3, we see that the Hilbert function and polynomial of R/I is given
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Figure 2.2: Projective Dimension and Regularity of R/I and I
- 0 1 2 3 4
total: 1 3 5 4 1
0: 1 · · · ·
1: · 3 · · ·
2: · · 5 4 1
reg(R/I)=2
reg(I)=3
pd(R/I)=4
pd(I)=3
Similarly, from the calculations of the dimensions of M = R/I performed in
Example 2.1.6, we see that the Hilbert function and polynomial of R/I is given
by
HilbM(0) = 1
HilbM(1) = 4
HilbM(2) = 7
HilbM(3) = 8
...
...
HilbM(d) = HilbS(d− 1) +HilbS(d) + 1
=
￿
d
d− 1
￿
+
￿
d+ 1
d
￿
+ 1 = 2d+ 2.
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Figure 2.2: Projective Dimension and Regularity of R/I and I
So PM(d) = 2d + 2. We can compute HM(t) either directly or from the Betti
table via alternating sums of Betti numbers in the diagonals, obtaining
HM(t) =
1− 3t2 + 5t4 − 4t5 + t6
(1− t)4
=
1 + 2t− 2t3 + t4
(1− t)2 .
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2.2.2 Monomial Ideals
Passing from I to its initial ideal in≺(I) allows us to work with a monomial
ideal, often providing a computational advantage. While much of the geometry
of I is lost, various algebraic invariants and data from our module R/I can be
recovered from these simpler ideals. We include here some basics of the theory
of monomial ideals. For greater detail, see [20].
Definition 2.2.5. An ideal I is a monomial ideal if I is generated by monomials.
Monomial ideals are of interest due to their more accessible structure, in
contrast to the often quite complex general case. Additionally, the relationship
between a general ideal I and its initial ideals in(I) provides a method of bound-
ing various algebraic invariants of I .
Definition 2.2.6. Let I ⊆ R = k[x1, ..., xn] be an ideal and let ≺ be a term order-
ing on the set of monomials of R. Then for
f =
∑
a∈Nn
cax
a ∈ I,
the initial or leading term of f or in≺(f) is the monomial caxa in the support of f
which is earliest under ≺. The ideal generated by the initial terms of I ,
in≺(I) =
{
in≺(f) : f ∈ I
}
is the initial ideal of I .
For an in-depth definition of term orderings and in(I), see [25].
Passing to initial ideals in≺(I) we can provide upper bounds on the entries
in the Betti tables of general ideals I via the following theorem:
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Theorem 2.2.7 (Upper-semicontinuity, Theorem 8.29 in [25]). Let I ⊆ R =
k[x1, ..., xn] be a graded (respectively multigraded) ideal and in≺(I) be its ini-
tial ideal. Then
βi,j(R/I) ≤ βi,j(R/in≺(I))
for all j ∈ A (and respectively βi,a(R/I) ≤ βi,a(R/in≺(I)) for all a ∈ A.)
Example 2.2.8 (Running Example). Let R = k[x, y, z, w], I = (x2, y2, xz − yw),
and let ≺ be the lex ordering. Then we have
in≺(I) = (x2, y2, xz, xyw)
with our Betti tables for the resolutions of I and in≺(I) given by:
Theorem 1.2.8 (Upper-semicontinuity, Theorem 8.29 in [12]). Let I ⊆ R =
k[x1, ..., xn] be a graded (rspt. multigraded) ideal and in≺(I) be its initial ideal.
Then
βi,j(R/I) ≤ βi,j(R/in≺(I))
(and rspt. βi,a(R/I) ≤ βi,a(R/in≺(I)).)
l 1. .9 ( i l ). t [ , , , ], 2, 2, ,
l t t l i .
i (I) ( 2, y2, z, y )
with our Betti tables for the resolutions of I and in≺(I) given by:
βi,j(I)
- 0 1 2 3 4
total: 1 3 5 4 1
0: 1 · · · ·
1: · 3 · · ·
2: · · 5 4 1
βi,j(in≺(I))
- 0 1 2 3 4
total: 1 3 5 4 1
0: 1 · · · ·
1: · 3 1 · ·
2: · 1 5 4 1
• Initial Ideals inω(I), providing bounds on pd(I) and reg(I).
• Multigraded by Nk, indexed often bym instead of supp(m)
• Taylor’s Resolution and LCM lattice.
• Betti numbers of monomial ideals only nonzero on LCMs
• Hochster’s Formula for Square-Free
NOTE
Betti numbers of the multigraded resolution are denoted βi,m, where m a
monomial. This relies on a slight abuse of notation – as written here, we are
indexing by the multigraded monomial supported on the multidegree, rather
than by the multidegrees themselves.
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Figure 2.3: Comparison between Betti tables of I and in≺(I).
More generally, passi g from an ideal I to its initial ideal in≺(I) preserves
the Hilbert function, Hilbert polynomial and Hilbert series [30].
Another advantage to considering monomial ideals is the ability to predict
potentially nonzero Betti numbers βi,m(I) using the topology of the LCM-lattice
via the following theorem:
Theorem 2.2.9 (LCM-lattice, Theorem 2.1 in [13]). Let I be a monomial ideal, LI
the lattice of least common multiples of generators of I , and (0ˆ,m)LI the open
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lower interval in the order complex of LI . For i ≥ 1 and m ∈ LI , we have
βi,m(S/I) = dim H˜i−2
((
0ˆ,m
)
LI
;k
)
.
So if a monomial m 6= lcm{m1,m2, ...,mr} for generatorsmi ∈ I in monomial
ideal I , βi,m(I) = 0.
General monomial ideals can be pushed to squarefree monomial ideals via
polarization.
Definition 2.2.10 (Polarization). Let I ⊆ R = k[x1, ..., xn] be a monomial ideal
with generators m1, ...,mk. The polarization of a monomial m = xa11 x
a2
2 · · · xann ,
denoted pol(m), is given by
pol(m) := x1,1x1,2 · · ·x1,a1x2,1x2,2 · · ·x2,a2 · · ·xn,1xn,2 · · ·xn,an .
The polarization of a monomial ideal I is
pol(I) := (pol(m1), ...,pol(mk)).
Polarization of the resolution of a monomial ideal preserves syzygies, and
hence, the polarization of a resolution pol(F) of a monomial ideal I gives the
resolution of the polarization pol(I). Hence, polarization preserves Betti num-
bers, Hilbert functions, and numerous other invariants.[8] Additionally, it per-
mits us to take a more topological approach, as detailed in the following section.
2.2.3 Stanley-Reisner Ideals and Edge/Hypergraph Ideals
In the case of square-free monomial ideals IH , there are a number of ways of
associating a simplicial complex to the ideal. The two complexes, ∆IH and ∆H
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are respectively the Stanley-Reisner complex and the facet complex. The first
provides a fairly direct way of calculating the Betti numbers of IH via Hochster’s
Formula, as in Theorem 3.2.9.
Definition 2.2.11. Let I ⊂ R = k[x1, ..., xn] be a square-free monomial ideal, also
referred to as a Stanley-Reisner ideal. Then ∆I , the Stanley-Reisner complex of I
is the simplicial complex on vertex set {x1, ..., xn}with faces
{σ = {xi1 , ..., xir} ∈ ∆ : m - xi1 · · ·xir∀m ∈ I}.
The second combinatorial correspondence referenced above, the facet ideal
correspondence, puts the generators of our monomial ideal in a more direct
correspondence with the facets of ∆.
Definition 2.2.12. Let IH = (m1, ...,mk) ⊆ R = k[x1, ..., xn] be a square-free
monomial ideal with minimal generators {m1, ...,mk}. Then the facet complex of
IH is the simplicial complex on vertex set {x1, ..., xn} given by
∆H = {{xi0 , ..., xid} : xi0 · · ·xid |mi for some 1 ≤ i ≤ k}.
So the Stanley-Reisner complex ∆IH has minimal non-faces corresponding
to the monomial generators of IH , while the maximal faces of the facet complex
∆H directly correspond to these minimal monomials.
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CHAPTER 3
BUILDING AND BOUNDING RESOLUTIONS
Broadly speaking, the techniques used here can be divided into two rough types
- algebraic and topological. With the former, special emphasis will be placed on
dividing up the ideal itself into smaller ideals then combining the two appropri-
ately. In the latter, more often the Stanley-Reisner complex itself is partitioned
into more manageable pieces and bounds are placed on the subcomplexes, fol-
lowed by appropriate recombination into bounds on the entire complex.
3.1 Algebraic Techniques
While often for Stanley-Reisner ideals we make heavy use of the topology of
their corresponding complexes, we often bound possible properties of k[∆] via
algebra properties of I∆.
3.1.1 Taylor’s Resolution
Let I = (f1, ..., fk) =⊆ R = k[x1, ..., xN ] be an ideal. For general (non-monomial
ideals) we have that pd(R/I) ≤ N . For monomial ideals, a different bound
holds.
Theorem 3.1.1 (Taylor’s Resolution [5]). Let I = (m1, ...,mk) be a monomial
ideal with m1, ...,mk a minimal generating set of I . The Taylor resolution of I is
(T•(I), d•), defined by the following.
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Set Tj(I) =
∧j+1 L for j = 0, ..., k−1, where L is the freeR module with basis
{e1, ..., ek}. Let dj : Tj(I) −→ Tj−1(I) for j = 1, ..., k − 1, with
dj(ei0 ∧ · · · ∧ eij) =
j∑
r=0
(−1)r lcm{mi0 , ...,mij}
lcm{mi0 , ..., m̂ir , · · · ,mij}
ei0 ∧ · · · ∧ êir ∧ · · · ∧ eik .
Then (T•(I), d•) is a (possibly nonminimal) resolution of I .
Although this is not necessarily a minimal resolution, it provides a bound
on projective dimension in terms of the number of generators.
Corollary 3.1.2. Let I = (m1, ...,mk) be a monomial ideal. Then pd(I) ≤ k.
This fails in the general case.
Example 3.1.3 (Running Example). The ideal I = (x2, y2, xz − yw) ⊆
k[x, y, z, w] = R has pd(R/I) = 4, but only 3 generators.
An immediate result of Theorem 3.1.1 is that the Betti numbers of mono-
mial ideals are only potentially nonzero at the multidegrees of the least common
multiples of generators of the monomial ideal. For the squarefree ideals that we
consider, this implies all Betti numbers βi,m(I∆) = 0 for any non-squarefree m.
As noted in [5], the resolution in Theorem 3.1.1 is often far from minimal
and the problem of finding explicit minimal resolutions of monomial ideals is
an active research problem.
3.1.2 Rees Algebras and Degree Restrictions
One common technique used in investigating powers In of an ideal I involves
passing to the Rees algebra of I . The Rees algebraR(I) of an ideal I is an object
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which captures the ideal I and all of its powers.
Definition 3.1.4. Let I = (f0, f1, ..., fk) ⊆ R = k[x1, ..., xN ]. The Rees algebraR(I)
of I is
R(I) = R⊕ It⊕ I2t2 ⊕ I3t3 ⊕ · · · ⊕ Intn ⊕ · · ·
This is occasionally denoted R[It].
In general, we will use a presentation of R(I) as a quotient module of the
ring S = R[w0, w1, ..., wk] = k[x1, ..., xN , w0, w1, ..., wk].
Proposition 3.1.5 (Proposition 10.2.11 in [36]). Let I = (f1, ..., fk) ⊆ R =
k[x1, ..., xN ] and let R(I) be its Rees algebra. Then R(I) = R[w1, ..., wk]/L =
k[x1, ..., xN , w0, w1, ..., wk]/L, with presentation ideal
L = (fi − wit : 1 ≤ i ≤ k)S[t] ∩ S.
If S = k[x1, ..., xN , w1, ..., wk], andR(I) = S/L, then L is the Rees ideal of I .
Taking a resolution (with an appropriately chosen bigrading) of L gives res-
olutions of all powers of L, and can be used to bound or explicitly compute Betti
numbers βi,j(In) for all n. We make use of this technique in Chapter 7 to show
that the shape of the Betti tables of all higher powers of equigenerated ideals
stabilizes.
The Rees ideal of I can be computed via Proposition 3.1.5, but an explicit
characterization of the generating set of L for edge ideals is due to Villareal.
Definition 3.1.6. LetG be a simple undirected graph and p = {v0, ..., vn} an even
closed walk in G, with edges fi = vi−1vi in G corresponding to variables wi in
the Rees algebra of the edge ideal IG. Then
wp = w1w3 · · ·wn−1 − w2w4 · · ·wn
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we call the binomial coming from p.
Theorem 3.1.7 (Rees Ideals of Edge Ideals, Theorem 3.1 and Proposition 3.1 in
[38]). Let G be a graph with let F = {f1, ..., fq} be the set of edge generators of
IG. Let R(I) = S/L be the presentation of the Rees algebra with respect to F .
Then
L = SL1 + S · (∪∞s=2Ps) ,
where L1 is the degree 1 (in the wi-variables) homogeneous compo-
nent of L, and where Ps = (wp = w1w3 · · ·ws−1 − w2w4 · · ·ws :
p is an even closed path of length s.)
3.2 Topological Techniques and Additional Definitions
Definition 3.2.1 (Links and Stars). Let σ ∈ ∆ be a face of ∆. The link of σ in ∆ is
link∆(σ) := (τ ∈ ∆ : τ ∪ σ ∈ ∆, τ ∩ σ = ∅).
The star of σ in ∆ is
star∆(σ) := (τ ∈ ∆ : τ ∩ σ 6= ∅).
Example 3.2.2. Let ∆ be the simplicial complex in Figure 3.1, with v ∈ ∆ the
central vertex. Then the link∆(v) and star∆(v) are given in Figure 3.1. Note that
star∆(v) is not a simplicial complex.
We also introduce the k-skeleton of a simplicial complex.
Definition 3.2.3 (k-skeleta). Let ∆ be a simplicial complex. Then the k-skeleton
of ∆ is
∆k := {σ ∈ ∆ : |σ| ≤ k + 1}.
28
A subset σ ∈ ∆ is called a face of ∆ and a maximal face is called a facet of ∆. If
|σ| = d+ 1, we say that dim(σ) = d.
Simplicial complex will be used here to mean a finite combinatorial simplicial
complex, independent of geometric realization. We would also like to standard-
ize our notation of the boundary, link, and star of a face of ∆.
Definition 1.3.2 (Boundary). Let σ ∈ ∆ be a k-dim’l face of ∆, with
σ = {vi1 , ..., vik+1}.
The (nonoriented) boundary of σ is the set of (k − 1)-dim’l faces
σj = {vi1 , ...,￿vij , ..., vik+1}
where￿vij denotes removal of vertex vij .
Definition 1.3.3 (Links and Stars). Let σ ∈ ∆ be a face of ∆. The link of σ in ∆ is
given by
link∆(σ) := (τ ∈ ∆ : τ ∪ σ ∈ ∆, τ ∩ σ = ∅).
The star of σ in ∆ is given by
star∆(σ) := (τ ∈ ∆ : τ ∩ σ ￿= ∅).
∆
v
star(v)
v
link(v)
v
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Figure 3.1: Example 3.2.2: Star and Link of a vertex v ∈ ∆.
Frequently, we consider the 1-skeleton of ∆ in the case of edge ideals.
Definition 3.2.4. We say that a minimal vertex cover of a simplicial complex ∆ is
a set of vertices C = {vi1 , ..., vik} ∈ ∆ such that every face σ ∈ ∆ has at least one
v ∈ σ from C, and no subset C ′ ⊆ C has this property.
Most commonly, we will use minimal vertex covers of graphs G, rather than
general simplicial complexes ∆. Computing the minimal vertex covers of G
gives us the primary decomposition of squarefree ideal IG.
Proposition 3.2.5 (Primary Decomposition of Facet Ideals, Proposition 1 in [7]).
Let ∆ be a simplicial complex on n vertices. Let IF(∆) be its facet ideal in poly-
nomial ring k[x1, ..., xn] over a field k. Then an ideal p = (xi1 , ..., xis) of R is a
minimal prime of I if and only if {xi1 , ..., xis} is a minimal vertex cover for ∆.
Final notations we introduce in this section are the f -vector and h-vector,
which will also play large roles in describing algebraic invariants of I∆ and IF ,
the Stanley-Reisner ideal of ∆ and the facet ideal of ∆, respectively.
Definition 3.2.6 (f -vector and h-vector of ∆). Given a simplicial complex
∆, let fi denote the number of faces of dimension i. The f -vector of ∆ is
f = (f−1, f0, f1, ..., fd), where by convention f−1 = 1. The h-vector of ∆,
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h = (h0, h1, ..., hd), is given by
hk =
k∑
i=0
(−1)k−i
(
d− i
k − i
)
fi−1.
Theorem 3.2.7 (Numerator of Hilbert Series for Stanley-Reisner Rings, Theorem
1.13 in [25]). Let ∆ a simplicial complex on n vertices, and I∆ ⊆ k[x1, ..., xn] its
Stanley-Reisner ideal. The numerator of the Hilbert series of the Stanley-Reisner
ring S/I∆ is a polynomial QS/I∆(x), given by
QS/I∆(x) =
∑
σ∈∆
(∏
i∈σ
xi ·
∏
j6∈σ
(1− xj)
)
.
The connection between this formula and the f -vector and h-vector of ∆ is
given in the following corollary.
Corollary 3.2.8 (Hilbert Series of S/I∆, Corollary 1.15 in [25]). Let f =
(f−1, f0, f1, ..., fd−1) be the f -vector of ∆, dim(∆) = d−1, and let I∆ be its Stanley-
Reisner ideal. Then
HS/I∆(t) =
1
(1− t)n
d∑
i=0
fi−1ti(1− t)n−i
=
h0 + h1t+ h2t
2 + · · ·+ hdtd
(1− t)d .
We use this characterization of the Hilbert series of S/I∆ in Section 9.3.
3.2.1 Hochster’s Formula
A key result used here in producing the Betti numbers of squarefree monomial
ideals is Hochster’s formula, phrased here in terms of the ranks of the homolo-
gies of induced subcomplexes of the Stanley-Reisner complex of I∆.
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Theorem 3.2.9 (Hochster’s Formula [19]). Let I∆ be a squarefree monomial ideal
in variables X = {x1, ..., xn} and let ∆ be its Stanley-Reisner complex. Then if m
is a squarefree monomial with support W = {xi1 , ..., xij} ⊆ X with deg(m) = j,
we have
βi,m(k[∆]) = dim H˜j−i−1(∆|W , k),
where ∆|W is the induced subcomplex of ∆ on vertices in W .
While this is often phrased in terms of the homologies of the links of induced
subcomplexes of the Alexander dual of ∆, the formulation in Theorem 3.2.9 is
convenient for our purposes. We now introduce numerous tools for decompos-
ing and examining complexes ∆ in terms of their subcomplexes.
3.2.2 Mayer-Vietoris Sequences
In general, given a topological space X with two subspaces A and B such that
X = A∪B, the Mayer-Vietoris sequence relates the homologies of A, B, and A∩
B to the homology of X . The modified version here is used for decompositions
of simplicial complexes into vertex induced subsets.
Theorem 3.2.10 (Mayer-Vietoris Theorem, Section 2.2 in [17]). Let ∆ be a d-dim’l
simplicial complex on vertex setX . LetX = A∪B be two subsets of the vertices
of X such that ∆|A ∪ ∆|B = ∆, i.e. the induced subcomplexes on vertex sets A
and B include all faces of ∆. Then we have the following long exact sequence
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of homology groups:
0→ Hd(∆|A)⊕Hd(∆|B)→ Hd(∆) ∂−→ Hd−1(∆|A∩B)→ · · ·
· · · → Hi(∆|A∩B)→ Hi(∆|A)⊕Hi(∆|B)→ Hi(∆) ∂−→ Hi−1(∆|A∩B)→ · · ·
· · · → H1(∆) ∂−→ H0(∆|A∩B)→ H0(∆|A)⊕H0(∆|B)→ H0(∆)→ 0
Example 3.2.11. Let ∆ be the simplicial complex in Figure 3.2 on vertex set X =
{a, b, c, d, e}. Then the subsets A = {a, b, c, d} and B = {b, c, d, e} cover X , but
do not satisfy that ∆|A ∪∆|B = ∆. The edge {a, e} is not included in ∆|A ∪∆|B,
and Theorem 3.2.10 fails to hold.
such that ∆|A ∪ ∆|B = ∆, i.e. the induced subcomplexes on vertex sets A and
B include all faces of ∆. Then we have the following long exact sequence of
homology groups:
0→ Hd(∆|A)⊕Hd(∆|B)→ Hd(∆) ∂−→ Hd−1(∆|A∩B)→ · · ·
· · ·→ Hi(∆|A∩B)→ Hi(∆|A)⊕Hi(∆|B)→ Hi(∆) ∂−→ Hi−1(∆|A∩B)→ · · ·
· · ·→ H1(∆) ∂−→ H0(∆|A∩B)→ H0(∆|A)⊕H0(∆|B)→ H0(∆)→ 0
Example 2.2.3. Let ∆ be the simplicial complex in Figure [-] on vertex set X =
{a, b, c, d, e}. Then the subsets A = {a, b, c, d} and B = {b, c, d, e} cover X , but
do not satisfy that ∆|A ∪∆|B = ∆. The edge {a, e} is not included in ∆|A ∪∆|B,
and Theorem 2.2.2 fails to hold.
∆ a
b c d
e
A a
b c d
B
b c d
e
2.2.3 Discrete Morse Theory
General Discription of Theory NOTE
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Figure 3.2: Failed simplicial Mayer-Vietoris decomposition.
This will be our primary computational tool in Chapter 4.
3.2.3 Discrete Morse Theory
Discrete Morse Theory, developed by Robin Forman for a broad class of cellular
complexes in [10] and [11], provides a combinatorial framework in which to
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reduce a given (simplicial, cellular, regular CW, etc.) complex into a simpler
homotopically equivalent complex. We will not make use of the full power of
the theory here. The class of complexes we will apply this to in Chapter 9 are
all simplicial, so a more abbreviated version of the theory will do. We use the
language of Chari, as in [31].
Let ∆ be a finite simplicial complex with faces F∆ = {σ ∈ ∆} and D(∆) the
directed graph of the face poset of ∆, or face digraph of ∆. This is the digraph on
vertex set F∆ with a directed edge (τ, σ) between two faces σ and τ if and only
if σ ⊆ τ . The set of all such arcs we will denote A∆. In D(∆) = {F∆, A∆}, the
vertices τ and σ will be referred to as endpoints of the arc (τ, σ).
Given any subset M ⊆ A∆, we define M op :=
{
(σ, τ) : (τ, σ) ∈ M} and form
the new digraph
DM(∆) := {F∆, A∆\M ∪M op}.
Definition 3.2.12. A Morse matching on D(∆) is a collection of arcs M ⊆ A∆
which satisfies the following two conditions:
(M1) each σ ∈ F∆ is an endpoint of at most one arc in M (M a matching),
(M2) the digraph DM(∆) contains no directed cycle (M acyclic).
Any faces σ ∈ F∆, dim(σ) = d, which are not the endpoint of any arc in M
are called M-critical d-cells.
The application of constructing such a matching is seen in the following the-
orem:
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Theorem 3.2.13 (Theorem 2.5 in [11]). Suppose K is a simplicial complex with
discrete Morse matching M . Then K is homotopy equivalent to a CW-complex
with exactly one cell of dimension d for each M-critical simplex of dimension d.
We use this in Section 9.2 to provide a self-contained proof of the Nerve
theorem for neighborhood complexes of graphs.
3.2.4 Alexander Duality
We define first combinatorially duality, then extend this construction to a dual
on our squarefree ideals which interchanges projective dimension and regular-
ity.
Definition 3.2.14. Let ∆ be a simplicial complex. Its Alexander dual
∆∗ = {τ¯ : τ 6∈ ∆}
consists of the complements of nonfaces of ∆.
In the following proposition, let xσ denote the monomial xi1 · · · xid+1 corre-
sponding to σ = {vi1 , ..., vid+1}, a face of dimension d. Let mσ = (xi1 , ..., xid+1) be
the ideal generated by all variables dividing xσ.
Proposition 3.2.15. Let I be a squarefree ideal. Then the squarefree Alexander dual
of I = (xσ1 , ...,xσ1) is
I∨ = mσ1 ∩ · · · ∩mσd+1 .
Alexander duality interchanges projective dimension and regularity for
Stanley-Reisner ideals.
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Proposition 3.2.16 (Theorem 5.59, [25]). Let I ⊆ R be a squarefree ideal. Then
the regularity of I equals the projective dimension of R/I∨.
3.3 Edge Ideals
Let G be a simple graph (e.g. undirected with no loops or multiple edges) on
n vertices, and e edges, denoted G = (V,E) with V the vertex set of G and
E the edge set. Let k be a field of characteristic zero and R = k[x1, .., xn] the
polynomial ring over kwith a generator for each vertex of G.
Definition 3.3.1. Let G, R as above. Then the edge ideal of G, denoted IG is the
squarefree monomial ideal given by
IG = (xixj : {i, j} ∈ E).
Ideals of this form have been of great interest recently, with excellent surveys
in [15] and [16]. After their introduction by Villareal [37], they have been studied
extensively, with the goal of building a dictionary between graph properties of
G and algebraic properties of IG.
In the case of edge ideals IG, their Stanley-Reisner complexes, Betti numbers,
and shape of their Betti tables are determined by properties of the graph G.
3.3.1 Flag Complexes and Clique Closures
Definition 3.3.2. The clique complex Ĝ of a graph G is the simplicial complex on
the vertex set of G whose facets are the maximal cliques, or maximal complete
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subgraphs, ofG. The clique closure of a simplicial complex ∆ denoted ∆̂, is the com-
plex obtained by closing the complex under the operation of iteratively adding
a face σ to ∆ whenever ∂σ ⊆ ∆ and |σ| > 2.
Example 3.3.3. The simplicial complex ∆ in Figure 3.3 has facets
F∆ =
{{a, b}, {a, h}, {b, h, e}, {b, c}, {b, e}, {b, g}, {c, d}, {d, e}, {e, g}, {g, h}, {f}}
and has clique closure ∆̂. The facets of ∆̂ are
F∆̂ =
{{a, b, h}, {b, e, g, h}, {b, c}, {c, d}, {d, e}, {f}}.
Note that the condition that |σ| > 2 in Definition 3.3.2 does not require the
∆
a
b
h
g
e
d
c
f ￿∆
a
b
h
g
e
d
c
f
Note that the condition that |σ| > 2 in Definition 2.3.1 does not require the
addition of such faces as σ = {b, f} to ￿∆, although {b} and {f} are both in ∆.
Remark 2.3.3. Complexes such that ∆ = ￿∆ are referred to as either clique com-
plexes or flag complexes.
We will use the following well-known results in the calculation of our Betti
numbers and in the characterization of our graphs and simplicial complexes:
Proposition 2.3.4. LetG be a graph, IG its edge ideal, and∆G its Stanley-Reisner
complex. Then the ∆G is clique closed, ∆G = ￿∆G, and its 1-skeleton is the
complement graph of G, (∆G)1 = G
c.
Proof. As IG is generated in degree 2, all minimal nonfaces of the Stanley-
Reisner complex are edges. If the faces in the boundary of a simplex ∂σ of
dimension greater than 2 are all in∆G, then σ ∈ ∆G. So∆G is clique-closed. Ev-
ery minimal nonface of ∆G is an edge in G, so the 1-skeleton of ∆G is precisely
the edges not in G. So (∆G)1 = G
c.
A related proposition gives that all clique complexes have Stanley-Reisner
ideals arising as edge ideals.
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Figure 3.3: Complexes ∆ and ∆̂
addition of such faces as σ = {b, f} to ∆̂, although {b} and {f} are both in ∆.
Remark 3.3.4. Complexes with ∆ = ∆̂ satisfy the properties in Definition 3.3.2
and will also be referred to as clique complexes or flag complexes.
We will use the following well-known results in the calculation of our Betti
numbers a d in the characterization of our graphs and simplicial complexes:
Proposition 3.3.5. LetG be a graph, IG its edge ideal, and ∆G its Stanley-Reisner
complex. Then the following hold:
36
1. ∆G is clique closed, i.e. ∆G = ∆̂G, and
2. Its 1-skeleton is the complement graph of G, (∆G)1 = G
c.
Proof. As IG is generated in degree 2, all minimal nonfaces of the Stanley-
Reisner complex are edges. Assume T = {τ : τ ∈ ∂σ} for some face σ ∈ ∆G
with |σ| > 2 be in ∆. As all minimal nonfaces are of dimension 2 and ∂σ ⊆ ∆,
τ ∈ ∆ as τ cannot be a minimal nonface. So (1) holds.
Every minimal nonface of ∆G is an edge in G, so the 1-skeleton of ∆G is
precisely the edges not in G. Hence, (2) holds.
A related proposition gives that all clique complexes have Stanley-Reisner
ideals arising as edge ideals.
Proposition 3.3.6. Given any clique complex ∆ = ∆̂, its Stanley-Reisner ideal
I∆ is squarefree and generated in degree 2. Hence, there exists a graph G such
that IG = I∆.
Proof. Given a clique complex ∆, assume that σ = {xi1 , xi2 , ..., xik} is a minimal
nonface. If k > 2, then by ∆ = ∆̂, we have all subsets
σj = {xi1 , xi2 , ..., x̂ij , ..., xik}
in ∆, which contradicts σ a minimal non-face. As all of our minimal nonfaces
are assumed to be of size k ≥ 2 (as {v : v ∈ V } ∈ ∆ is assumed in our definition
of simplicial complex,) we have that all minimal non-faces σ = {xi1 , xi2}, and
hence, I∆ is generated in degree 2.
As the Stanley Reisner complex of the ideal IG is exactly the clique complex
of the complement graph Gc, properties of the complement graph feature heav-
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ily in determinations of the resolutions of IG. We denote the Stanley Reisner
complex of IG as ∆G or Ĝc throughout.
Combining this characterization with Theorem 3.2.9, we have Hochster’s for-
mula for the Betti numbers of edge ideals.
Proposition 3.3.7. Let G be a simple graph on vertex set [n] = {1, 2, ..., n} with
edge set E, and let IG = (xixj : {i, j} ∈ E) ⊆ R = k[x1, ..., xn] be the edge ideal
of G. Then the Stanley-Reisner complex of IG, denoted ∆(IG), is given by
∆(IG) = Ĝc,
the clique closure of the complement graph of G in [n]. So
βi,m(IG) = dim H˜j−i−1(Ĝc|m,k).
These will form the primary basis of our Betti number calculations which we
return to in subsequent sections.
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CHAPTER 4
REGULARITY AND PROJECTIVE DIMENSION BOUNDS
4.1 Edge Independence Number
Definition 4.1.1. We say that G has induced matching number k, or
indMatch(G) = k
if the largest subset of edges that can be chosen to be mutually disjoint in the
induced subgraph of G restricted to those vertices is of size k. We say that G has
matching number k, or
M(G) = k
if the largest mutually disjoint set of edges is of size k.
Example 4.1.2. Considering the cycle graphs of lengths 4, 5, and 6 as seen in
Figure 4.1, denoted C4, C5 and C6 respectively, we see that
indMatch(C4) = 1, indMatch(C5) = 1, indMatch(C6) = 2
and
M(C4) = 2,M(C5) = 2, and M(C6) = 3.
CHAPTER 3
REGULARITY AND PROJECTIVE DIMENSION BOUNDS
3.1 Ed e Independence Number
Definition 3.1.1. We say that G has induced matching number k, or
indMatch(G) = k
if the largest subset of edges that can be chosen to be completely disconnected
in the induced subgraph ofG restricted to those vertices is of size k. We say that
G has matching number k, or
M(G) = k
if the largest mutually disjoint set of edges is of size k.
Example 3.1.2. Considering the cycle graphs of lengths 4, 5, and 6 as seen here,
denoted C4, C5 and C6 respectively, we see that indMatch(C4) = 1,
indMatch(C5) = 1, indMatch(C6) = 2 and M(C4) = 2, M(C5) = 2, and
M(C6) = 3.
For these graphs, the regularity of IG is respectively reg(IC4) = 2, reg(IC5) =
3, and reg(IC6) = 3.
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Figure 4.1: Cycle Graphs
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For these graphs, the regularity of IG is respectively reg(IC4) = 2, reg(IC5) =
3, and reg(IC6) = 3.
3.1.1 Lower Bounds on Regularity of Edge Ideals
Wewill use the followingwell-known results in the calculation of our Betti num-
bers and in the characterization of our graphs and simplicial complexes:
Proposition 3.1.3. LetG be a graph, IG its edge ideal, and∆G its Stanley-Reisner
complex. Then the ∆G is clique closed, ∆G = ￿∆G, and its 1-skeleton is the
complement graph of G, (∆G)1 = G
c.
Proof. As IG is generated in degree 2, all minimal nonfaces of the Stanley-
Reisner complex are edges. If the faces in the boundary of a simplex ∂σ of
dimension greater than 2 are all in∆G, then σ ∈ ∆G. So∆G is clique-closed. Ev-
ery minimal nonface of ∆G is an edge in G, so the 1-skeleton of ∆G is precisely
the edges not in G. So (∆G)1 = G
c.
Using this proposition, we reformulate statements about the induced match-
ing number of G, indMatch(G) in terms of properties of ∆G.
Proposition 3.1.4. Let G be a simple graph with edge ideal IG and Stanley-
Reisner complex ∆G. The following are equivalent:
1. indMatch(G) = k
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Figure 4.2: Induced Matchings on Cycle Graphs
For these graphs, the regularity of IG is respectively reg(IC4) = 2, reg(IC5) =
3, and reg(IC6) = 3.
4.2 Lower Bounds on Regularity of Edge Ideals
We use Proposition 3.3.5 to reformulate statements about the induced matching
number indMatch(G) of G in terms of properties of ∆G.
Recall first the definition of the boundary of the cross polytope.
Definition 4.2.1. The boundary ∂βk+1 of k-dimensional cross polytope βk+1 is given
by
∂βk+1 =
k+1︷ ︸︸ ︷
S0 ∗ S0 ∗ · · · ∗ S0 ⊆ ∆G,
for S0 a set consisting of two points. We may represent this as a simplicial com-
plex on vertex set Vk+1 = {x1, y1, x2, y2, ..., xk+1, yk+1} where the faces of ∂βk+1
are all subsets σ ∈ 2Vk+1 such that for each i, at most one of xi or yi is in σ.
Proposition 4.2.2. Let G be a simple graph with edge ideal IG and Stanley-
Reisner complex ∆G. The following are equivalent:
1. indMatch(G) = k
2. ∆G has a set of vertices Vk such that ∆G|Vk = ∂βk+1 and no ∂βr for r > k+1
is an induced subcomplex of ∆G.
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Proof. We prove a slightly stronger statement. If E is any set of edges of size r in
G with the induced graph G on those edges completely disconnected, we have
that ∆G contains βr+1, and vice versa. This is equivalent to proving that the
Stanley-Reisner complex of a graph consisting of r disjoint edges is the bound-
ary of the r-dimensional cross polytope, as all properties of these complexes rely
only on combinatorial data of induced subgraphs and subcomplexes.
Without loss of generality, let G be the graph consisting of r disjoint edges,
with edge set E = {{x1, y1}, {x2, y2}, ..., {xr, yr}} . By definition, each edge in G
is a minimal nonface of ∆G, and all faces containing at most one vertex in each
edge-pair must be in ∆G. So the facets F of ∆G must be of the form
F = {σ = {w1, w2, ..., wr} : wi = xi or wi = yi}.
This is precisely the boundary of the r-dimensional cross polytope.
Example 4.2.3. For the graph G consisting of 3 disjoint edges in Figure 4.3, we
see ∆G = ∂β3 ∼= S2.
6 G. WHIELDON
Proposition 3.1. Let G be a graph, IG its edge ideal, and ∆G its Stanley-Reisner
complex. Then the ∆G is clique closed, ∆G = ￿∆G, and its 1-skeleton is the comple-
ment graph of G, (∆G)1 = G
c.
Proof. As IG is generated in degree 2, all minimal nonfaces of the Stanley-Reisner
complex are edges. If the faces in the boundary of a simplex ∂σ of dimension greater
than 2 are all in ∆G, then σ ∈ ∆G. So ∆G is clique-closed. Every minimal nonface
of ∆G is an edge in G, so the 1-skeleton of ∆G is precisely the edges not in G. So
(∆G)1 = G
c. ￿
Using this proposition, we reformulate statements about the induced matching
number of G, Ind(G) in terms of properties of ∆G.
Proposition 3.2. Let G be a simple graph with edge ideal IG and Stanley-Reisner
complex ∆G. The following are equivalent:
(1) Ind(G) = k
(2) ∆G has the boundary of the k-dimensional cross polytope βk+1 as an induced
subcomplex, i.e. if S0 is a set consisting of two points,
∂βk+1 =
k+1￿ ￿￿ ￿
S0 ∗ S0 ∗ · · · ∗ S0 ⊆ ∆G,
and no ∂βr for r > k + 1 is an induced subcomplex of ∆G.
Proof. We prove a slightly stronger statement. If E is any set of edges of size r in G
with the induced graph G on those edges completely disconnected, we have that ∆G
contains βr+1, and vice versa. This is equivalent to proving that th Stanley-Reisner
complex of a graph consisting of r disjoint edges is the boundary of the r-dimensional
cross polytope, as all properties of these complexes rely only on combinatorial data
of induced subgraphs and subcomplexes.
Without loss of generality, let G be the graph consisting of r disjoint edges, with
edge set E = {{x1, y1}, {x2, y2} ..., {xr, yr } . By definition, each edge in G is a
minimal nonface of ∆G, and all faces containing at most one vertex in each edge-pair
must be in ∆G. So the facets F of ∆G must be of the form
F = {σ = {w1, w2, ..., wr} : wi = xi or wi = yi}.
This is precisely the boundary of the r-dimensional cr ss polytope. ￿
Example 3.3. For the graph G consisting of 3 disjoint edges, we see that ∆G =
∂β3 ∼= S2.
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y1
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y2
x3
y3
x1
x2
y1
y2
x3
y3
Figure 4.3: indMatch(G)=3, ∆G ∼= S2
Versions of Proposition 4.2.2 can be found in [4], [22], [28], [40] and [41].
The fact that the indMatch(G) forms a lower bound on the regularity of IG is
immediate from Proposition 4.2.2 and Hochster’s formula.
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Proposition 4.2.4 (Theorem 2.18 in [41]). Let G be a graph with edge ideal IG.
Then
reg(IG) ≥ indMatch(G) + 1.
If G is a tree, equality holds.
This inequality was proved in the special case when G is a tree by Zheng in
[41], and equality was proved for all chordal graphs G by Tai Ha and Van Tuyl.
Theorem 4.2.5. [Corollary 6.9 in [16]] Let G be a chordal graph. Then
regIG = indMatch(G) + 1.
4.3 Rough Upper Bounds on Regularity
The equality in Theorem 4.2.5 fails to hold for nonchordal graphs in even the
simplest of cases. For example, for the 5-cycle C5, we have IndMatch(C5) = 1
but reg(IC5) = 3. Much work of late has been focused on producing upper
bounds on the regularity of reg(IG) in terms of combinatorial data on G. One
known rough upper bound is the matching number of G, M(G).
Proposition 4.3.1 (Theorem 6.7 in [16]). Let G be a finite simple graph. Then
reg(IG) ≤M(G) + 1
where M(G) is the matching number of G, i.e. the largest size of a maximal
matching in G.
Some sharper bounds are known in other classes of simple graphs. A claw in
a graph G is an induced subgraph on four vertices isomorphic to the star graph
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on four vertices,
We illustrate all degree 3 cases in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case
 , we have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
v
Case
v
Case
v
Case
v
Case
Figure 5.13: deg(v) = 3 case
v
Case
v
Case
v
Case
v
Case
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Figure 5.13: deg(v) = 3 case
link(v) =

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. A graph with no such induced subgraph is said to be claw-
free. In the case of claw-free graphs G with indMatch(G) = 1, the regularity is
given precisely by the following theorem:
Theorem 4.3.2 (Theorem 1.2 in [28]). Let G be claw free such that Gc has no
induced 4-cycle. Then:
(1) I2G has a linear resolution.
(2) If Gc is not chordal, then reg(IG) = 3.
Another such bound on regularity of IG can be found in [40]. A complement
chordal graph Gi is a graph such that Gci is chordal. The smallest r such that G is
covered by complement chordal graphs Gi,
G = ∪ri=1Gi
is the co-chordal number of G, cochord(G).
Theorem 4.3.3 (Theorem 13 in [40]). For any graph G, we have
regIG ≤ cochord(G) + 1.
Bounding the regularity of the subclass of graphs with indMatch(G) = 1,
and classifying the regularity and types of Betti diagrams of such edge ide-
als IG will provide us with tools for bounding regularity of general graphs G
with indMatch(G) = k. We note here three equivalent characterizations of such
graphs, obtained by combining Proposition 4.2.2 with Proposition 3.3.7 to char-
acterize graphs G with indMatch(G) = 1.
Corollary 4.3.4. Let G be a simple graph, Gc its complement graph and IG its
edge ideal. The following are equivalent:
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1. indMatch(G) = 1,
2. Gc has no induced 4-cycles, and
3. β2,4(IG) = 0.
Proof. We have that (1)⇔ (2) from Proposition 4.2.2 with k = 1. Using Proposi-
tion 3.3.7 for graded modules, we have that
β2,4(IG) =
∑
W⊆V
|W |=4
dim H˜1(Ĝc|W ,k).
This Betti number is precisely nonzero when the Ĝc|W has no cycles of length
4 in the complement graph G if we restrict to any set of vertices of G of size 4.
By Proposition 4.2.2, this is true precisely when there are no pairs of induced
disjoint edges in our original graph, as a 4-cycle is the one dimensional cross
polytope.
disjoint edges in our original graph, as a 4-cycle is the one dimensional cross
polytope.
G
x1
y1
x2
y2
∆G
x1 y1
x2
y2
3.1.2 Rough Upper Bounds on Regularity
• Include Adam & Tai’s upper bound from Match(G)
• Include Russ’s bound from his paper
• Include bound on reg[∆] in terms of cover ∆ = ￿i∆i
NOTE
23
Figure 4.4: Graph G and ∆G
We conjecture here a bound on the regularity of edge ideals with
indMatch(G) = 1, and a more general conjecture for a bound on the regular-
ity of edge i als with indMatch(G) = k.
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Conjecture 4.3.5. Let G be a simple graph and IG its edge ideal. If
indMatch(G) = 1, then
reg(IG) ≤ 5.
If indMatch(G) = k, then
reg(IG) ≤ 4k + 1.
Example 5.1.2 is a convex simplicial 4-polytope, and hence, its Stanley-
Reisner complex is shellable and Gorenstein. So regularity bounds in these
classes cannot be sharpened below reg(IG) ≤ 5. There also exist Gorenstein
graphs G with indMatch(G) = 1, reg(IG) = 4 and arbitrarily high projective
dimension, which we construct in Section 6.4.
Conjecture 4.3.5 is still open. However, Example 5.1.2 has IndMatchGk = k
and reg(IGk) = 4k + 1, which implies that no tighter bound is possible.
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CHAPTER 5
BETTI NUMBERS AND JUMP SEQUENCES
Given an edge ideal of simple graph G, we show that if the first nonlinear
strand in the resolution of IG is zero until homological stage a1, then the next
nonlinear strand in the resolution is zero until homological stage 2a1. Addi-
tionally, we define a sequence, called a jump sequence, characterizing the highest
degrees of the free resolution of the edge ideal of G via the lower edge of the
Betti diagrams of IG.
These sequences strongly characterize topological properties of the underly-
ing Stanley-Reisner complexes of edge ideals, and provide general conditions
on construction of clique complexes on a fixed set of vertices. We also provide
an algorithm for obtaining a large class of realizable jump sequences and classes
of Gorenstein edge ideals achieving high regularity.
Question 5.0.6. [Open] For graphs G with indMatch(G) = 1 is there a bound
on the regularity of IG? This is equivalent to bounding regularity for graphs G
such that Gc is induced 4-cycle free or β2,4(IG) = 0 as in Corollary 4.3.4.
As discussed in Section 4.3, partial answers exist. Examples of graphs which
have indMatch(G) = 1 and regularity of IG up to 5 are known, and we provide
new general classes of graphs with indMatch(G) = 1 and regularity IG = 4. We
also provide an example of graphs with indMatch(G) = k and regularity as high
as indMatch(G) = 4k + 1.
We introduce the following pair of invariants of IG.
Definition 5.0.7. Let G a graph, IG its edge ideal, and βi,j = βi,j(IG) as above. If
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IG has reg(IG) = k + 1, then IG has a jump sequence Jump(IG) of length k-1 of the
form
Jump(IG) = [k; a1, ..., ak−1],
where ar = min{i : βi,i+r+1 6= 0} − 1. If IG has a linear resolution, we say
Jump(IG) = [1; ∅].
Definition 5.0.8. Let G be a graph, IG its edge ideal, and Jump(IG) its jump
sequence. Then the relative jump sequence relJump(IG) of G is
relJump(IG) = [k; r1, r2, ..., rk−1],
where r1 = a1 and ri = ai − ai−1 for all i = 2, .., k − 1.
Question 4.0.8. Given any strictly increasing sequence of positive integers of
the form [k; a1, ..., ak−1], does there exist a graph G such that reg(IG) = k+1 and
the first degree (i+k+1) syzygies of IG occurring at the (ai + 1)st homological
stage of the resolution?
These ai are the sequence of numbers appearing below on the following Betti
diagram, where the Betti diagram has been denoted in the style of Macaulay 2
via shifting the degree down by one in each adjacent row of the resolution. In
this paper, we classify some possible shapes of this lower edge of the resolution
and demonstrate sequences [k; a1, ..., ak−1] which are prohibited from occurring
in the resolution of an edge ideal IG.
a1
a2
ak−1
- 0 1 2 3 a1 + 1 · · · a2 + 1 · · · ak−1 − 1 ak−1 ak−1 + 1
total: 1 β1 β2 · · · βa1+1 · · · βa2+1 · · · βak−1−1 βak−1 · · ·
0: 1 · · · · · · · · ·
1: · β1,2 β2,3 ∗ ∗ ∗ ∗ ∗
2: βa1+1,a1+3 ∗ ∗ ∗ ∗
3: βa2+1,a2+4 ∗ ∗ ∗ ∗
... ∗ ∗
k: βak−1+1,s
This question is a strengthening of Question 4.0.7, as the former question can be
rephrased in terms of this sequence.
Question 4.0.9 (Equivalent to Question 4.0.7). (Open) Is there a bound on the
length of a sequence [k; a1, a2, ..., ak−1] of the form in Question 4.0.8 for an ideal
IG if a1 ≥ 2?
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Figure 5.1: General Betti table of Edge Ideal IG
This idea of a staircase walking down the highest degree Betti numbers leads
to the above definition. If we have a Betti table of the form in Figure 5.1, where
s = ak−1 + k + 1, with βai+1,ai+i+1 6= 0 and all Betti numbers below the line are
zero, then G (or IG) has the jump sequence Jump(IG) = [k; a1, a2, ..., ak−1].
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Note that a1 + 1 marks the homological degree of the resolution where the first
nonlinear syzygies occur, having degree 1 above linear syzygies. Similarly, a2+1
reads off the homological degree where the first syzygies two degrees above lin-
ear occur. In general, ai + 1 is the homological degree where the first syzygies
occur which are degree i above linear syzygies.
We provide a few examples to motivate Jump(IG).
Example 5.0.9. Let G be the graph of the anticycle of length n, e.g. Gc = Cn. The
Betti diagram is of the form:
IG has reg(IG) = k + 1, then IG has a jump sequence of length k-1 of the form
aG = [k; a1, ..., ak−1],
where ar = min{i : βi,i+r+1 ￿= 0} − 1. If IG has a linear resolution, we say its
jump sequence is a = [1; ∅].
First, we provide a few examples to motivate the use of this definition.
Example 4.1.3. LetG be the graph of the anticycle of length n, e.g. Gc = Cn. The
Betti diagram is of the form:
a1 = n− 3
- 0 1 2 3 · · · n− 4 n− 3 n− 2
total: 1 β1 β2 β3 · · · βn−4 βn−3 βn−2
0: 1 · · · · · · · · ·
1: · ∗ ∗ ∗ · · · ∗ ∗ ·
2: 1
So all singleton sequences are possible, with jump sequence [2;n] for edge ideal
of the complement graph of the n+ 3 cycle.
Example 4.1.4. Let G be the graph with edge ideal
IG = (x1x3, x1x4, x2x4, x2x5, x3x5, x2x6, x3x6, x4x6, x3x7, x4x7, x5x7, x1x8, x4x8,
x5x8, x6x8, x1x9, x2x9, x5x9, x6x9, x7x9, x1x10, x2x10, x3x10, x7x10, x8x10, x6x11,
x7x11, x8x11, x9x11, x10x11, x1x12, x2x12, x3x12, x4x12, x5x12, x11x12).
This graph G has indMatch(G) = 1, and a complement clique complex isomor-
phic to the icosahedron. Its Stanley Reisner complex and Betti diagram have the
following forms:
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Figure 5.2: Betti Tables of the Edge Ideal of the Anticycle ICn
So all singleton sequences are possible, with Jump(IG) = [2;n] for the edge
ideal of the complement graph of the n+ 3 cycle.
Example 5.0.10. Let G be the graph with edge ideal
IG = (x1x3, x1x4, x2x4, x2x5, x3x5, x2x6, x3x6, x4x6, x3x7, x4x7, x5x7, x1x8, x4x8,
x5x8, x6x8, x1x9, x2x9, x5x9, x6x9, x7x9, x1x10, x2x10, x3x10, x7x10, x8x10, x6x11,
x7x11, x8x11, x9x11, x10x11, x1x12, x2x12, x3x12, x4x12, x5x12, x11x12).
This graph G has indMatch(G) = 1, and a complement clique complex isomor-
phic to the icosahedron. Its Stanley Reisner complex and Betti diagram have the
following forms:
48
∆G
- 0 1 2 3 4 5 6 7 8 9
total: 1 36 160 327 412 412 327 160 36 1
0: 1 · · · · · · · · ·
1: · 36 160 315 300 112 12 · · ·
2: · · · 12 112 300 315 160 36 ·
3: · · · · · · · · · 1
This has jump sequence a = [3; 2, 8]. As our∆G can be represented as a (regular)
convex simplicial polytope, we have the ring k[∆G] is Gorenstein and shellable.
Hence, restricting to the classes of Gorenstein or shellable clique complexes
cannot provide a sharper bound than reg(IG) ≤ 5 at best. Example 4.1.6 is a
convex simplicial 4-polytope so, in fact, regularity bounds in these classes can-
not be sharpened below reg(IG) ≤ 5. There exist Gorenstein graphs G with
indMatch(G) = 1, reg(IG) = 4 and arbitrarily high projective dimension, which
we construct in Section 5.4.
Sometimes it will be more convenient to discuss the number of homological
stages between a pair of degree jumps instead of the sequences of homological
degrees these jumps occur at. We use the relative jump sequence in this case.
Definition 4.1.5. Let G be a graph, IG its edge ideal, and aG its jump sequence.
Then the relative jump sequence of G is
rG = [k; r1, r2, ..., rk−1],
where r1 = a1, r2 = a2 − a1, r3 = a3 − a2, etc.
The advantage of working with the relative jump sequence is that the topo-
logical interpretation of the ri is more straightforward than that of the ai. If we
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Figure 5.3: Betti Table of the Stanley-Reisner Ideal of the Icosahedron
This satisfies Jump(IG) = [3; 2, 8] and relJump(IG) = [3; 2, 6].
Using Jump(IG), we provide a strengthening of Q estio 5.0.6:
Question 5.0.11. Given any strictly increasing sequence of positive integers a =
[a1, a2, ..., ak−1], does there exist a graph G such that
Jump(IG) = [k; a1, ..., ak−1]?
This question is a strengthening of Question 5.0.6, as the former question can
be rephrased in terms of this sequence. Note that if Jump(IG) = [k; a1, ..., ak−1],
then reg(IG) = k + 1.
Question 5.0.12 (Equivalent to Question 5.0.6). [Open] Does there exist a con-
stant N such that for all such Jump(IG) = [k; a1, ..., ak−1] with a1 ≥ 2, k < N?
For all jump sequences Jump(IG) = [k; a1, a2, ..., ak−1] of edge ideals IG, the
sequence ai is strictly increasing. This follows readily from an examination of
the LCM lattice of IG as seen in [9] as Theorem 5.2. In this thesis, we further
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restrict possible jump sequences Jump(IG) = [k; a1, ..., ak−1] of edge ideals IG.
For example, we have the following restriction on jump sequences:
Theorem 5.0.13. Given any jump sequence Jump(IG) = [k; a1, a2, ..., ak−1],
2a1 ≤ a2.
Example 5.0.14. This theorem states that no edge ideals exist with Betti dia-
grams of the form in Figure 5.4.
We answer Question 4.0.8 negatively, although sharp conditions for a given
sequence to have a corresponding edge ideal remain elusive. One necessary
condition for such a sequence to arise from a graph G: For all edge ideals IG, if
the first nonlinear betti numbers occur at homological stage i of the resolution,
the next nonlinear betti numbers must occur at stage 2i or later. To rephrase this
in the language of these sequences:
Theorem 4.0.10. Given a sequence [k; a1, a2, ..., ak−1] of the form in Question
4.0.8,
2a1 ≤ a2.
Example 4.0.11. This theorem prohibits Betti diagrams of any edge ideals IG
from having the following shapes:
- 0 1 2 3 4 5 6 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ · · ·
2: · · · ∗ ∗ ◦ ◦ · · ·
3: · · · · ∗ ∗ ◦ · · ·
- 0 1 2 3 4 5 6 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · ·
1: · ∗ ∗ ∗ ◦ ◦ ◦ · · ·
2: · · · · ∗ ∗ ◦ · · ·
3: · · · · · · ◦ · · ·
For low a1, this lower bound on a2 is not sharp. Theorem 4.0.10 gives that if
a1 = 2, the left diagram above is impossible, i.e. a2 ≥ 4. Similarly, we have that
if a1 = 2, then a2 ≥ 6. However, slightly stronger lower bounds on a2 bounds
hold (and we conjecture a sharp lower bound on a2 in terms of a1):
Proposition 4.0.12. [?] Let G be a simple graph, IG its edge ideal, and
[k; a1, ..., ak−1] be the sequence in 4.0.8. Then the following hold:
1. If a1 = 2, then a2 ≥ 6.
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Figure 5.4: Prohibited Betti Diagrams
We prove enumeratively that the following strengthening of Theorem 5.0.13.
Theorem 5.0.15 (Induced C4-free Constraints). Let G be a simple graph, IG its
edge ideal, and Jump(IG) = [k; a1, ..., ak−1] its jump sequence. If a1 ≥ 2, then
a2 ≥ 8.
In addition to enumerating these restrictions on permissible sequences, we
provide several classes of edge ideals partially spanning this set of possible se-
quences. Characterizing the types of degree increases in the resolution of ideals
of this form provides a tool to help characterize both the algebraic properties of
edge ideals and the topological properties of certain flag simplicial complexes.
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These algebraic questions are equivalent to a question about the topology of
flag simplicial complexes:
Question 5.0.16. Given a flag simplicial complex ∆, and any ordering of the
vertices {v1, v2, ..., vn}. Let Vi = {v1, v2, ..., vi}. Considering the chains of nested
induced subcomplexes
∅ = ∆|V0 ⊂ ∆|V1 ⊂ ∆|V2 ⊂ · · · ⊂ ∆|Vk ⊂ · · · ⊂ ∆|Vn ,
characterizing sequences ai := min{k : dim H˜i(Vk) 6= 0}−i for i ≥ 1 is equivalent
to characterizing all jump sequences Jump(IG). If the 1-skeleton of ∆ is assumed
to be C4 free, what sequences {ai}dim ∆−1i=1 are possible?
5.1 Examples of Jump Sequences of IG
Let G be a simple graph on vertex set {v1, ..., vn} and IG its edge ideal, IG ⊆ R =
k[x1, ..., xn]. Letting F be a free resolution of IG, we have that all Betti diagrams
of edge ideals IG are of the form in Figure 5.5.
What can be said about the sequence ai := min{k : dim ￿Hi(Vk) ￿= 0} − i for
i ≥ 1? If the 1-skeleton of ∆ is assumed to be C4 free, what types of sequences
{ai}dim∆−1i=1 are possible?
We answer this question in Section 4.2.7 for edge ideals whose Stanley-
Reisner complex can be represented as a regular convex polytope subject to
some conditions on their induced subcomplexes.
4.1 Jump Sequences and Regularity of IG
Given a free resolution F of IG, we can keep track of the twists in degree of the
modules of our resolution via the βi,j(IG). This information is placed into the
Betti table of the resolution of IG as a bookkeeping device for the ranks of these
syzygy modules, the βi,j . We denote the Betti diagram using the convention of
Macaulay 2, shifting the displayed degrees in the ith homological stage down
by i rows.
- 0 1 2 3 4 · · · i · · · n-2 n-1
total: 1 β1 β2 β3 β4 · · · βi · · · βn−2 βn−1
0: 1 · · · · · · · · ·
1: · β1,2 β2,3 β3,4 β4,5 · · · βi,i+1 · · · βn−2,n−1 βn−1,n
2: · · β2,4 β3,5 β4,6 · · · βi,i+2 · · · βn−2,n ·
... · · ·
k: · · · · βk,2k · · · βi,i+k · · · · ·
Remark 4.1.1. The first possible nonzero Betti number in each row is βi,2i. This
follows immediately from the lcm lattice and from the fact that all generators of
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Figure 5.5: Betti Table of an Edge Ideal
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Remark 5.1.1. The first possible nonzero Betti number in each row is βi,2i. This
follows immediately from the Taylor resolution of the edge ideal, noting that all
generators of IG are of degree two. This gives us a staircase of sorts walking
down the left edge of the Betti table, with each step of length at least one. On
the other side of the Betti diagram, no Betti number can occur in degrees greater
than n, so βi,j = 0 for all j > n.
Question 4.0.8. Given any strictly increasing sequence of positive integers of
the form [k; a1, ..., ak−1], does there exist a graph G such that reg(IG) = k+1 and
the first degree (i+k+1) syzygies of IG occurring at the (ai + 1)st homological
stage of the resolution?
These ai are the sequence of numbers appearing below on the following Betti
diagram, where the Betti diagram has been denoted in the style of Macaulay 2
via shifting the degree down by one in each adjacent row of the resolution. In
this paper, we classify some possible shapes of this lower edge of the resolution
and demonstrate sequences [k; a1, ..., ak−1] which are prohibited from occurring
in the resolution of an edge ideal IG.
a1
a2
ak−1
- 0 1 2 3 a1 + 1 · · · a2 + 1 · · · ak−1 − 1 ak−1 ak−1 + 1
total: 1 β1 β2 · · · βa1+1 · · · βa2+1 · · · βak−1−1 βak−1 · · ·
0: 1 · · · · · · · · ·
1: · β1,2 β2,3 ∗ ∗ ∗ ∗ ∗
2: βa1+1,a1+3 ∗ ∗ ∗ ∗
3: βa2+1,a2+4 ∗ ∗ ∗ ∗
... ∗ ∗
k: βak−1+1,s
This question is a strengthening of Question 4.0.7, as the former question can be
rephrased in terms of this sequence.
Question 4.0.9 (Equivalent to Question 4.0.7). (Open) Is there a bound on the
length of a sequence [k; a1, a2, ..., ak−1] of the form in Question 4.0.8 for an ideal
IG if a1 ≥ 2?
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Figure 5.6: Betti Tables and Jump Sequences of IG
So far, we have considered only Jump(IG), rather than relJump(IG). The
advantage of working with the relative jump sequence relJump(IG) is that the
topological interpretation of the ri is more straightforward than that of the ai. If
we have a subset of verticesW ⊂ V of minimal size for which dim H˜i−2(Ĝc|W ) 6=
0, then ri + 2 is the number of vertices that must be added to W to find a set of
vertices W ′ with dim H˜i−1(Ĝc|W ′) 6= 0. It might be the case that a particular W
has no subset of size ri + 2 for which the rank of this homology is nonzero, but
there exist at least one subset W such that we can find such a W ′.
Example 5.1.2. The first example found with indMatch(G) = 1 and reg(IG) = 5
was the complement graph of the 1-skeleton of the 600-cell [or hexacosichoron,
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∆H] which we denote GH = (∆H)c1. This was first noted by Nevo and Peeva
(private communication.) This is a graph on 120 vertices with 6420 edges. The
corresponding edge ideal IGH has indMatch(IGH ) = 1 and regularity 5, with
jump sequence Jump(IGH ) = [3; 2, 8, 115].
Since ∆H is equal to the clique closure of its 1-skeleton, and as its smallest
induced cycle is of length 5, we have that ∆H = ĜcH with induced matching size
1.
The smallest cycles are of length 5 and the smallest induced simplicial 2-
spheres in ∆H are icosahedron (one for each vertex of ∆H , as an icosahedron
formed of 20 tetrahedral cells lie around each vertex.) Finally, the entire complex
is a simplicial 3-sphere on 120 vertices. So our number of vertices involved in the
minimal reduced homology generators are 5, 12, and 120 respectively – giving
rise to jump sequence a = [3; 2, 8, 115].
5.2 Jump Sequences and Bounds on Regularity of IG
We now prove the first of the theorems restricting jump sequences Jump(IG).
Theorem 5.2.1. Let IG be an edge ideal with jump sequence Jump(IG) =
[k; a1, a2, ..., ak−1] and relative jump sequence relJump(IG) = [k; r1, r2, ..., rk−1].
Then the following equivalent statements hold:
(i) 2a1 ≤ a2
(ii) r1 ≤ r2.
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It is convenient to reduce this problem for general jump sequences to a prob-
lem on jump sequences of length 2. The following lemma allows us to go even
further:
Lemma 5.2.2 (Subgraph Reduction Lemma). Let G be a graph such that IG has
jump sequence [k; a1, a2, ..., an], with k ≥ 3. There exists an induced subgraph H
of IG on vertex set W ⊂ V of size |W | = a2 + 4 such that IH has jump sequence
[3; a′1, a2], and a1 ≤ a′1, and such that H has no induced subgraphs W ′ ⊆ W such
that dim H˜2((∆H)|W ′ , k) 6= 0.
Proof. This follows from the definition of our jump sequences,
ar = min{i : βi,j 6= 0 and j − i = r} − 1.
So a2 is the smallest Betti index such that βa2+1,a2+4 6= 0. Via Theorem 3.2.9,
this is equivalent to saying there exists some subset of vertices W ⊂ V such
that |W | = a2 + 4 with the dimension of the reduced second homology of
(∆G)|W = (∆G|W ) nonzero, and no smaller subset W ′ ⊂ V will give us nonzero
H˜2. LetW denote the set of all such W ⊆ V .
Among such subsets W , choose one such that the size of the smallest induced
cycle in (∆G)|W , i.e. given any pair W,W ′ ∈ W , if c is an induced cycle of mini-
mal size in ∆W , then there exists a cycle c′ ∈ W ′ in ∆|W ′ such that the |c′| ≤ |c|.
Let H be our induced subgraph of G on vertex set W .
By construction, the minimal cycles of Gc are of length smaller than or equal
to the minimal cycles of Hc, and the minimal vertex sets of G on which induced
subcomplexes of Ĝc have H˜2 6= 0 are of the same size as those of Ĥc, so for G we
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have the jump sequence of IG is [k; a1, a2, ..., ak−1] and the jump sequence of IH
is [3; a′1, a2] with a1 ≤ a′1.
The upshot of Lemma 5.2.2 is the following: If we can prove the Theorem
5.2.1 holds for graphs of the form H , |H| = a2 + 5, with jump sequence a =
[3; a′1, a2], we will have that it holds for all graphs G, using the inequalities 2a1 ≤
2a′1 ≤ a2. We can now reduce the general problem to cases such that the entire
Stanley-Reisner complex of the graph is our minimal generator of nonzero H˜2,
and removing any vertex v ∈ H will drop the dimension of the homology by at
least one.
Proof of Theorem 5.2.1. Without loss of generality, assume G is a graph of the
form introduced in Lemma 5.2.2. If a1 = 1, then a2 ≥ 2 since IG is generated
in degree 2. So we consider only the case where a1 ≥ 2. We note that in this
case, the size of the vertex set of G is |V | = a2 + 4.
Assume by contradiction that 2a1 > a2, and let W be the vertex set minimal
induced cycle c ∈ Gc. We have that the length of c = |W | = a1 + 3. Choose
two nonadjacent vertices {v, w} in this cycle c. Orient the cycle from v to w, then
back to v, and partition the vertices in c into sets V1, V2 ⊂ W , such that
V1 = {v, v1, v2, ..., vk, w}
V2 = {w,w1, w2, ..., wa1−k+1, v}
where {v, v1, v2, ..., vk, w} and {w,w1, w2, ..., wa1−k+1, v} are vertices in the ori-
ented paths from v to w, then from w to v, endpoints inclusive. Let K = V \W ,
and K1 = K ∪ V1, K2 = K ∪ V2. We consider the complexes ∆K1 = (∆G) |K1 and
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Stanley-Reisner complex of the graph is our minimal generator of nonzero ￿H2,
and removing any vertex v ∈ H will drop the dimension of the homology by at
least one.
Proof of Theorem 4.2.2. Without loss of generality, assume G is a graph of the
form introduced in Lemma 4.2.3. If a1 = 1, then a2 ≥ 2 by IG generated in
degree 2. So we consider only the case where a1 ≥ 2. We note that in this case,
the size of the vertex set of G is |V | = a2 + 4.
Assume by contradiction that 2a1 > a2, and let W be the vertex set minimal
induced cycle c ∈ Gc. We have that the length of c = |W | = a1 + 3. Choose
two nonadjacent vertices {v, w} in this cycle c. Orient the cycle from v to w, then
back to v, and partition the vertices in c into sets V1, V2 ⊂ W , such that
V1 = {v, v1, v2, ..., vk, w}
V2 = {w,w1, w2, ..., wa1−k+1, v}
where {v, v1, v2, ..., vk, w} and {w,w1, w2, ..., wa1−k+1, v} are vertices in the ori-
ented paths from v to w, then from w to v, endpoints inclusive. Let K = V \W ,
and K1 = K ∪ V1, K2 = K ∪ V2.
V1
v1
v2
v3 w w1
w2
w3w4
v V2
v1
v2
v3 w w1
w2
w3w4
v
We consider the complexes∆K1 = (∆G) |K1 and∆K2 = (∆G) |K2 , on these vertex
sets K1 and K2. We also let ∆K￿ = ∆K1 ∩∆K2 , and K ￿ = K1 ∩K2 = K ∪ {v, w}.
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Figure 5.7: Partitioning Induced Cycle into V1 and V2
∆K2 = (∆G) |K2 , on these vertex sets K1 and K2. We also let ∆K′ = ∆K1 ∩∆K2 ,
and K ′ = K1 ∩K2 = K ∪ {v, w}.
K
wv
V1
K1
wv V2
K2
wv
K ￿ = K1 ∩K2
Lemma 4.2.4. We have that
1. ∆K￿ = ∆K1 ∩∆K2 = ∆K1∩K1 = (∆G) |K￿ and
2. ∆G = ∆K1 ∪∆K2 .
Proof. The first fact follows immediately from properties of induced subcom-
plexes, as for general simplicial complexes ∆ with sets of vertices S, T ⊆ V , we
have
∆|S∩T = ∆|S ∩∆|T .
The second is not true for all simplicial complexes. For complexes∆ of the form
above, we wish to show that every σ ∈ ∆ is in either the induced subcomplex
∆K1 or ∆K2 . It is sufficient to show this for edges of ∆, as clique closure of ∆
finishes the argument. It is clear that any edges on vertices entirely contained in
K1, orK2 are in∆K1∪∆K2 . An edge running between the two (but not contained
fully in either) would have to be of the form {vi, wj} for vi ∈ V1, w ∈ V2. How-
ever, by construction of c as a minimal cycle, no such chords exist. The result
follows.
With this characterization in hand, we may take a Mayer-Vietoris sequence to
finish the proof of Theorem 4.2.2.
· · ·→ H2(∆K1)⊕H2(∆K2)→ H2(∆G) ∂−→ H1(∆K￿)→ H1(∆K1)⊕H1(∆K2)→ · · ·
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Figure 5.8: Covering Complex ∆ with ∆K1 and ∆K2
Lemma 5.2.3. We have that
1. ∆K′ = ∆K1 ∩∆K2 = ∆K1∩K1 = (∆G) |K′ and
2. ∆G = ∆K1 ∪∆K2 .
Proof. The first fact follows immediately from properties of induced subcom-
plexes, as for general simplicial complexes ∆ with sets of vertices S, T ⊆ V , we
have
∆|S∩T = ∆|S ∩∆|T .
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The second is not true for all simplicial complexes. For complexes ∆ of the form
above, we wish to show that every σ ∈ ∆ is in either the induced subcomplex
∆K1 or ∆K2 . It is sufficient to show this for edges of ∆, as clique closure of ∆
finishes the argument. It is clear that any edges on vertices entirely contained in
K1, orK2 are in ∆K1∪∆K2 . An edge running between the two (but not contained
fully in either) would have to be of the form {vi, wj} for vi ∈ V1, w ∈ V2. How-
ever, by construction of c as a minimal cycle, no such chords exist. The result
follows.
With this characterization in hand, we use a Mayer-Vietoris sequence (as in
Theorem 3.2.10) to finish the proof of Theorem 5.2.1.
· · · → H2(∆K1)⊕H2(∆K2)→ H2(∆G) ∂−→ H1(∆K′)→ H1(∆K1)⊕H1(∆K2)→ · · ·
As we had assumed G had no proper induced subgraphs G′ with H2(∆G′) 6= 0,
we have the leftmost term is zero. So the map ∂ : H2(∆G)→ H1(∆K′) is injective,
and dimH1(∆K′) 6= 0. This subset K ′ is of size
|K|+ 2 = |V | − |W |+ 2 = (a2 + 4)− (a1 + 3) + 2 = a2 − a1 + 3.
By assumption, 2a1 > a2, we have that |K ′| < 2a1−a1 +3 = a1 +3. So |K ′| is a set
of vertices strictly smaller than those of c generating a nonzero first homology,
which gives us our desired contradiction.
Remark 5.2.4. Returning to the language introduced in Question 5.0.16, we
rephrase Theorem 5.2.1.
Let ∆ be any flag complex on n vertices with dimH2(∆) 6= 0 and
dimH2(∆\v) = 0 for any vertex v ∈ ∆. Given any ordering of the vertices of
∆, V = {v1, ..., vn}, we will let Vi := {v1, ..., vi}. Consider the chain of inclusions
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of the induced simplicial complexes,
∅ = ∆|V0 ⊂ ∆|V1 ⊂ ∆|V2 ⊂ · · · ⊂ ∆|Vk ⊂ · · · ⊂ ∆|Vn .
Across all such chains, choose one such that k, the first index for which
dimH1(∆|Vk) 6= 0,
is minimal. Then we have the total number of vertices in our complex must be
at least 2k.
Example 5.2.5. It is not the case that all minimal homology generators of H˜2
can be chosen to be spheres, or that given any generator K of nonzero H˜1 that
the vertices can be partitioned into hemispheres K1 and K2 in such a way that
K1 ∩ K2 = K and K1 ∩ K2 = ∆G. The 1-skeleton of the following complex
Ĝc is an example of when this partitioning fails. If the edges in bold are cho-
K1 ∩K2 = K and K1 ∩K2 = ∆G. The 1-skeleton of the following complex ￿Gc is
an example of when this partitioning fails.
If the edges in bold are chosen as the minimal generator of first homology, there
is no way of partitioning the remaining vertices into hemispheres such that the
upper and lower hemisphere intersect in this cycle, and the union of the in-
duced complexes on the hemispheres is the entire complex. The edge running
from the top vertex to the bottom vertex will not be contained in the induced
subcomplexes.
In the case when the Stanley-Reisner complex is a higher dimensional trian-
gulation of a sphere, however, this theorem can be extended.
Theorem 4.2.7. Let ∆ be a convex, clique-closed simplicial n-polytope which is
a topological (n-1)-dimensional sphere. If all minimal induced subcomplexes
such that dim ￿Hi(∆￿) ￿= 0 are of the same size, then for IG an edge ideal with ∆G
of this form, the relative jump sequence of IG satisfies the inequalities
1 ≤ r1 ≤ r2 ≤ · · · ≤ rn−1.
Proof. By construction, we have that∆G is aminimal generator ofHn−1, on some
vertex set V. Select a set of vertices V1 of minimal size on which dimH2(∆G|V1) ￿=
0, and a minimal set of vertices V2 ⊂ V1 with dimHn−3(∆G|V2) ￿= 0. We view
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Figure 5.9: Nonsphere Complex ∆, no H˜2(∆′) 6= 0 for Induced ∆′ ⊂ ∆
sen as the minimal generator of first homology, there is no way of partitioning
the remaining vertices into hemispheres such hat the upper and lower hemi-
sphere in ersect in this cycle, and the union of the induced complexes on the
hemispheres is the entire complex. The edge running from the top vertex to the
bottom vertex will not be contained in the induced subcomplexes.
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5.3 Constraints on Betti Tables
Theorem 5.2.1 immediately gives that if β2,4(IG) = 0, then βi,i+3(IG) = 0 for
i ≤ 4. To restate, we have the following Corollary:
Corollary 5.3.1. Let G be a simple graph, IG its edge ideal, and Jump(IG) =
[k; a1, ..., ak−1] its jump sequence. If a1 = 2 then a2 ≥ 4.
Theorem 5.2.1 shows that notable constraints exist on the type of sygyzies
found in edge ideals of graphs with C4-free complement. Similarly, if β3,5(IG) =
0, then βi,i+3(IG) = 0 for i ≤ 6. Hence, no edge ideals exist with Betti diagrams
of the forms:
We answer Question 4.0.8 negatively, although sharp conditions for a given
sequence to have a c rresponding edge ideal remain elusive. One necessary
condition for such a sequence to arise from a graph G: For all edge ideals IG, if
the first nonlinear betti numbers occur at homological stage i of the resolution,
the next nonlin ar betti numbers must occu at stage 2i or later. To rephrase this
in the language of these sequences:
Theorem 4.0.10. Given a sequ nce [k; a1, a2, ..., ak−1] of the form in Question
4.0.8,
2a1 ≤ a2.
Example 4.0.11. This theorem prohibits Betti diagrams of any edge ideals IG
from having the following shapes:
- 0 1 2 3 4 5 6 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ · · ·
2: · · · ∗ ∗ ◦ ◦ · · ·
3: · · · · ∗ ∗ ◦ · · ·
- 0 1 2 3 4 5 6 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · ·
1: · ∗ ∗ ∗ ◦ ◦ ◦ · · ·
2: · · · · ∗ ∗ ◦ · · ·
3: · · · · · · ◦ · · ·
For low a1, this lower bound on a2 is not sharp. Theorem 4.0.10 gives that if
a1 = 2, the left diagram above is impossible, i.e. a2 ≥ 4. Similarly, we have that
if a1 = 2, then a2 ≥ 6. However, slightly stronger lower bounds on a2 bounds
hold (and we conjecture a sharp lower bound on a2 in terms of a1):
Proposition 4.0.12. [?] Let G be a simple graph, IG its edge ideal, and
[k; a1, ..., ak−1] be the sequence in 4.0.8. Then the following hold:
1. If a1 = 2, then a2 ≥ 6.
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Figure 5.10: Prohibited Betti Diagrams: β2,4 = 0
This lower bound in Corollary 5.3.1 on vanishing βi,i+3(IG) is not sharp. We
extend the results in Theorem 5.2.1 to the following theorem:
Theorem 5.0.15 (Induced C4-free Constraints). Let G be a simple graph, IG its
edge ideal, and Jump(IG) = [k; a1, ..., ak−1] its jump sequence. If a1 ≥ 2, then
a2 ≥ 8.
We first introduce a definition.
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Definition 5.3.2. A vertex-induced minimal reduced r-homology (r-VMH) complex
∆ is a simplicial complex on vertex set V such that
(i) dim H˜r(∆) 6= 0
(ii) dim H˜r(∆|W ) = 0
for all proper subsets of vertices W ⊆ V .
To prove Theorem 5.0.15, we need to characterize the minimal size of 2-VMH
flag complexes.
Proposition 5.3.3. A 2-VMH flag complex ∆ on n vertices which has an induced
C4-free 1-skeleton must satisfy:
(i) ∆1 is connected,
(ii) (∆1)
c is connected, and
(iii) for all v ∈ ∆, deg(v) ≥ 5.
Proof. Proof of (i): If ∆1 is not connected, ∆ is disconnected. Hence, ∆ = A ·∪B
for subcomplexes A and B with either H˜2(A) 6= 0 and H˜2(B) 6= 0. So A ⊆ ∆ or
B ⊆ ∆ is a vertex induced subcomplex generating nonzero second homology.
Proof of (ii): If (∆1)
c is not connected, then (∆1)
c = A ·∪B for some complexes
A,B. Choose e ∈ A and e′ ∈ B. As A,B are disconnected in (∆1)c, {e, e′} are
induced disjoint sets. By Corollary 4.3.4, this implies that ∆ is not induced C4-
free.
Proof of (iii): We divide our cases up by vertex degrees. Throughout, let W
denote the set of vertices of ∆ excluding a fixed vertex v ∈ V , i.e. W = V/{v}.
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(deg(v) = 0): This implies an isolated vertex, contradicting part (i).
(deg(v) = 1): If v ∈ V is of degree one, then the complex ∆ and ∆|W are
homeomorphic via contraction along the edge attached to v.
Proposition 5.3.3. A 2-VMH flag complex∆ on n vertices which has an induced
C4-free 1-skeleton must satisfy:
(i) ∆1 is connected,
(ii) (∆1)
c is connected, and
(iii) for all v ∈ ∆, deg(v) ≥ 5.
Proof. Proof of (i): If ∆1 is not connected, ∆ is disconnected. Hence, ∆ = A ·∪B
for subcomplexes A and B with either ￿H2(A) ￿= 0 and ￿H2(B) ￿= 0. So A ⊆ ∆ or
B ⊆ ∆ is a vertex induced subcomplex generating nonzero second homology.
Proof of (ii): If (∆1)
c is not connected, then (∆1)
c = A ·∪B for some complexes
A,B. Choose e ∈ A and e￿ ∈ B. As A,B are disconnected in (∆1)c, {e, e￿} are in-
duced disjoint sets. By Corollary 4.3.4, this implies that∆ is not inducedC4-free.
Proof of (iii): We prove in cases by degrees of vertices. Throughout, letW denote
the set of vertices of ∆ excluding a fixed vertex v ∈ V , i.e. W = V/{v}.
(deg(v) 0): This i plies an isolate vertex, contradicting part (i).
(deg(v) 1): If v ∈ V is of degree one, then the co plex and |W are
ho eo orphic via contraction along the edge attached to v.
v
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Figure 5.11: deg(v) = 1 case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
link(v) =

(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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As seen in Figure 5.12, in Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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, we have that no 2-simplices contain v. In
Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge id als exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the t o lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degr es of the sygyg es f IG in terms
of minimal cycle length in Gc. It is not howev r the case tha for all graphs,
these relative jump sequences (i.e. the le gths of the st irs of th lower edge
of the resolution) must be weakly in reasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a gener l algorithm for
constructing large classes of Betti diagrams of dge ideals. It should be noted
that the number of vertices involved in the examp e are high - and no raphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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, ∆ ∼= ∆|W . Hence, in both cases we see that H˜2(∆) = H˜2(∆|W ).
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
link(v) =

As seen in Figure 5.12, in Case , we have that no 2-simplices contain v. In
Case , ∆ ∼= ∆|W . Hence, in both cases we see that ￿H2(∆) = ￿H2(∆|W ).￿
v
Case
v
Case
Figure 5.12: deg(v) = 2 case
v
Case
v
Cas
(deg(v) = 3): If v ∈ V is of degree 3, then the link of v is one of the following:
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(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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(deg(v) = 3): If v ∈ V is of degree 3, then the link of v is one of the following:
li
We illustrate all degree 3 cases in Figure [below]. In Case , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case , we have that
∆ ∼= ∆|W ∨ S1. In Case and Case , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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We illustrate all degree 3 cases in Figur 5.13. In Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is o e of the following:
link(v) =

(deg(v) = 2): If v ∈ V is of d gree 2, then th link of v is one of he following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From T eorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is n t however the case that for all graphs,
these r lat ve jump sequenc s (i.e. the lengths of the stairs of the lower edge
of the resolution) mus be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 s bel w and with nonz ro Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not how ver the case that for all graphs,
these relative jump sequ nces (i.e. the lengt s of the tairs of the lower edge
f the resolution) us be weakly increasing. In Exampl 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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As seen in Figure [below], in Case
(deg(v) 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Cons raints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in th table below. Fr Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of t e stairs of th lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We lso p ovide a general lgorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
61
, we have that no 2-simplices contain v.
In Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and wit nonz ro Betti numbers be we n the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. T e ly remaining ch ck is
whether or n t any graphs on n = 11 vertices xist with β8,11(IG) ￿= 0.
- 0 1 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degre s of the sygygies of IG in terms
of minimal cyc length in Gc. It is not however the a e that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the r solution) must be akly increasing. In Exampl 6.3.5 n Sec n 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices invo ved in th example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
61
, ∆ ∼= ∆|W . Hence, in both cases we see that ￿H2(∆) = ￿H2(∆|W ).
v
Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constrain s o B tti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as b low and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining ch ck is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these elative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Exa ple 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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v
Case
(deg(v) = ): If v ∈ V s of degree 2, then the ink of v is one of the following:
5.4 Constraints n Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonz ro Betti numb rs betw en the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3, = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. Th only remaining check is
whether or not any graphs on n = vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
t tal: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a boun on the increase n degrees of the sygygies of IG in terms
of inimal cycle length in Gc. It is not howeve the case that for all graphs,
these relative jump sequences (i.e. the lengths of th stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such c unterexample. We als provide a general algorithm for
construc ng la ge class s of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are curr ntly known whose edge ideals exhibit this behavior.
61
(deg(v) = 3): If v ∈ V is of degree 3, then the link of v is one of the following:
link(v) =

We illustrate all degree 3 ases in Figure [bel w]. In Case , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case , w have that
∆ ∼= ∆|W ∨ S1. I Case and Case , we have that ∆ ∼= ∆|W .
In each of these cas s, ￿H2(∆) = ￿H2(∆|W ).
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, we hav that
∆|{v}∪ n(v) is a claw, so no 2-simplices c ntain v. In Cas
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
link(v) =

(deg(v) = 2): If v ∈ V is of degree 2, the the link of v is on of e following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we h ve that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
th se r lativ jump sequences (i.e. the l ngths of the stairs of the lower ed e
of the resolution) m st be weakly increasing. In Example 6.3.5 in Section 6.3
w construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the exa ple are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table low. From Th orem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle leng h in Gc. It i not how ver the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
f the resolu ion) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a count rexample. We als p ovide a gen ral algor thm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
61
As seen in Figure [below], in Case
(d g(v) = 2): If v ∈ V is f degree 2, then th link of v is one of the following:
5.4 Constraints on B tti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti nu bers between the two lines
in th tabl below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 β4,7 β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not a y graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the incr ase i degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the low r edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counter xa ple. We also provide a general lgorithm for
constructing large classe of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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, we have that no 2-simplices contain v.
In Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist ith a Betti diagram with
β2,4(IG) = 0 as below and wit nonz ro Betti numbe s betw en th two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) , then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. T e ly r m ining ch ck is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degre s of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the a e that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the res ution) must be akly increasin . In Example 6.3.5 in Secti n 6.3
we construct s ch a counter xample. We also provide a ge eral algorith for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices invo ved in th example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
61
, ∆ ∼= |W . Hence, in both cases we see that ￿H2(∆) = ￿H2(∆|W ).
v
Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in th table below. From Theor m 5.0.15, w have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) β7,10(IG) = 0. The only r maining check is
whether or not any graphs on n = 11 vertic s exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle ngth in Gc. It is not owever the case t t for all graphs,
these relative jump sequ nces (i.e. th lengths of t e stairs of the lower edge
of the res lution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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v
Case
(deg(v) ): If v ∈ V s of degr e 2, then the ink of v is one of the following:
5.4 Constraints n Betti Table
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonz ro Betti numb rs between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3, β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The nly remai ing check is
whether or not any aphs on n = vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
t tal: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a boun on t e incr ase n egrees of the sygygies of IG in terms
of inimal cycl length i Gc. It is not howeve the case that for all graphs,
these relative jump sequences ( .e. the lengths of the stairs of the lower edge
of th res lution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such c unterexample. We als provide a general algorithm for
construc ng la ge class s of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are curr ntly known whose edge ideals exhibit this behavior.
61
(deg(v) = 3): If v ∈ V is of degree 3, then the link of v is one of the following:
link(v) =

We illustrate all degree 3 cases in Figure [bel w]. In Case , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices con ain v. In Case , we hav that
∆ ∼= |W ∨ S1. In Case nd Case , we have that ∆ ∼= |W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
61
, we have that ∆ ∼=
∆|W ∨ S1. In Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
link(v) =

(deg(v) = 2): If ∈ V is of degree 2, th n the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers betwee th t o lin s
in the table b low. From Theorem 5.0.15, we h ve that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bou d on the increase in degrees of t e sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the le gths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct s ch a unte example. We also pro ide a gen ral alg rith for
constructing large classes of Betti diagrams of edge ideals. It should be oted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals ex ibit this beha ior.
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(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is ne of t e following:
5.4 Constraints Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only r maining check is
whether or not any graphs on n = 11 vertic s exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degre s f the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must b we kly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also p ovide a ge eral alg ri m for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
61
As seen in Figure [below], in Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) β6,9(IG) = β7 10( ) = 0. The only remaining check is
whether or not any graphs on n = 11 vertic s exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case tha for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
61
, we have that no 2-simplices contain v.
In Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of t e following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and wit nonz ro Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. T e ly remaining ch ck is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degre s of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the a e that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be akly increasing. In Example 6.3.5 in Secti n 6.3
we construct such a count rexample. We also provide ge eral algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices invo ved in th example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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, ∆ ∼= ∆|W . Hence, in both cases we see that ￿H2(∆) = ￿H2(∆|W ).
v
Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v i one of the following:
5.4 Cons raints on Betti Tabl
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vert c s exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of th sygygies of IG in ter s
of minimal cycle length in Gc. I is not however the ca e that for all graphs,
these relative jump sequence (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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v
Case
(deg(v) = ): If v ∈ V s of degre 2, then the ink of v is one of the follo i g:
5.4 Con traints n B tti T bl s
It remains open hether or not any e ge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonz ro Betti numb rs between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3, = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The nly remainin check is
whether or not any grap s on = vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
t tal: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a boun on the increase n egrees of th sygygies of IG i terms
of inimal cycle length in Gc. It is not howev the case that for ll graphs,
these relative jump sequences (i.e. the lengths of the stairs of the low r edge
of the resolution) must be weakly increasing. In Exa p e 6.3.5 in Section 6.3
we construct such c unterexample. We als provide a general algorithm for
construc ng la ge class s of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are curr ntly known whose edge ideals exhibit this behavior.
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(deg(v) = 3): If v ∈ V is of degree 3, then the link of v is one of th f llowing:
link(v) =

We illustrate all degree 3 cases in Figure [below]. In Case , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case , we have that
∆ ∼= ∆|W ∨ S1. In Case and Case , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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and Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
link(v) =

(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Co straints on Betti Ta le
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonze o Betti numbers between th two lin s
in the table be ow. From Theorem 5.0.15 we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only r m i ing check is
whether or not any graphs on n = 11 vertices exist with 8,11(IG) ￿ 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a boun n th increase in degrees of he sygygi s of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these rel tive jump sequence (i.e. the le gths of the stairs of the lower edge
of the resolution) must be weakly incr sing. In Exampl 6.3.5 in Section 6.3
we construct su h a counterexample. We lso provide a gen ral algorithm for
constructing large class s of Betti diagrams of edge ide ls. It should be noted
that the numb r of vertices involved in t ex mple r high - and no graphs of
smaller size ar currently known whose edge ideals xhibit this b havior.
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(deg(v) = ): If v ∈ V is of degr e 2, t the link f v is one f th following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge id als exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonze o Betti numbers between th two lin s
in the table below. From The rem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with 8,11(IG) ￿ 0.
- 0 1 2 3 4 5 6 7 8 · · ·
t tal: 1 ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on th increas in de re s of the sygy ie f IG in terms
of minimal cycle le g h in Gc. I is not howeve the c se that for all graphs,
these relative jump sequences (i.e. the le gths of the stairs of the lower edge
of the r solution) must b weakly incr sing. I Exampl 6.3.5 in Section 6.3
w co ruct such a counterexample. We also provide a gen ral al or thm for
constructing large classes of Betti diagrams of edge ide ls. It should be noted
that the number of vertices involved in the ex mple high - and no graphs of
smaller size are currently known whose edge id als xhibit this b havior.
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As seen in Figure [below], in Case
(deg(v) = 2): If v ∈ V is of degree 2, th n the link of v is one f th f llowing:
5.4 Constraints n Be ti Tables
It remains open whether r not any dge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonze o Betti numbers between th two lin s
in the table below. From Theorem 5.0.15, w h ve that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The o ly r maini g check is
whether or not any graphs n n = 11 vertices exist with 8,11(IG) ￿ .
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on th increa e in degrees of t e sygygie of IG in terms
of minimal cycle length in Gc. It is not howev r the case that for all graphs,
these relative jump sequences (i.e. the le gths of the stairs of the low r edg
of the res lution) must b weakly incr sing. In Exampl 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a gen ral algorithm for
constructing l rg class s of Bet i diagr ms of edg ide ls. It should b noted
that the number of vertices involved in the ex mpl r high - and no graphs of
smaller size are curre tly known whose edge ideals x ibit this b havior.
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, we have that no 2-simplices contain v.
In Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a B tti diagram with
β2,4(IG) = 0 as below and wit nonz o Betti numbers between th two lin
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. T e o ly r maining ch ck is
whether or o any graphs on n = 11 vert ces exist wi h 8,11(IG) ￿ 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degre s of th sygygies of IG in terms
of minimal cycle length in Gc. It is not however the a e that for ll gr phs,
these relative jump sequences (i.e. the le gths of th sta rs of th low r edge
of the resolution) must be akly incr sing. In Exampl 6.3.5 in S cti 6.3
we construct such a counter xample. We also provide a gene al alg rithm f r
constructing large classes of Betti diagrams of edge ide ls. It sh uld be noted
that the number of vertices invo ved in th ex mple r high - and no graphs of
smaller size are curre tly known whose edge ideals xh b t this b h vior.
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, ∆ ∼= ∆|W . Hence, in both cas s we see that ￿H2(∆) = ￿H2(∆|W ).
v
Case
(deg(v) = 2): If v ∈ V is of degree 2, then the link of v is one of the following:
5.4 Constraints on Betti Tables
It remains pen whether or not any edge ideals exi t with a Betti di gr m with
β2,4(IG) = 0 as below and with nonze o Betti numbers b tween th two lin s
in the table below. From Th orem 5.0.15, we have that if , then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The ly r maining check is
wh th r or not any graphs on n = 11 vertices exist with 8,11(IG) ￿ 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degre s of th sygygi s of IG in terms
of minimal cycle le gth in Gc. It is not howev r the case that for all gr phs,
these relative jump sequences (i.e. the le gths f the stairs f the low r edge
of the resolution) ust be weakly incr sing. In Exampl 6.3.5 in S ction 6.3
we construct such a counterexample. We also provide a gen ral algorith for
constructing large classes of Betti diagrams of edge ide ls. It sh uld be noted
that the number of vertices involved in the ex mple r high - a d no graphs of
smaller size are currently known whose edge ideals xhibit t is b avior.
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v
Case
(deg(v) = ): If v ∈ V s of degree 2, then the ink of v is one of the following:
5.4 Constraints on Betti Tables
It remai s open w ether or not any edg ideals exist with a Betti diagram with
β2,4(IG) = 0 as bel w and with nonz o Betti numb rs between th two lin s
in the table below. From Theorem 5.0.15, w have that if β2,4(IG) = 0, then
β3, = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only r maining check is
wh ther or not any graphs on n = vertices exist with 8,11(IG) ￿ 0.
- 0 1 2 3 4 5 6 7 8 · · ·
t tal: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have b on the increase n degr es of the sygygies of IG in terms
of inimal cycle l ngth i Gc. It is t how ve th cas that for all graphs,
these relative ju p sequen es (i.e. the l gths of th stairs of t lower edge
of the resolution) mus b akly incr sing In Exampl 6.3.5 in Section 6.3
we construct suc c unterexa ple. We als provi e a en ral algorithm for
construc ng la ge class s of Betti diagrams of edge ideals. It should b oted
that the number of vertic s involved in the ex mple r hi h - and no graph of
smaller size ar c rr tly known whose edge ideals xhibit this b havior.
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(deg(v) = 3): If v ∈ V is of degre 3, then the link f v is one of th following:
link(v) =

We illustrate all d gree 3 ca es in Figure [below]. In Case , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case , we have that
∆ ∼= ∆|W ∨ S1. In Case and Case , we h ve that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
61
, we av th t ∆ ∼= ∆|W .
In each of these cases, H˜2(∆) = H˜2(∆|W ).
We illustrate all degree 3 cases in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case
 , we have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , we have that ∆ ∼= ∆|W .
n each thes cas s, ￿H2(∆) = ￿H2(∆|W ).
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Figure 5.13: deg(v) = 3 case
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Figure 5.13: deg(v) = 3 case
(deg(v) = 4): If v ∈ V is of degree 4, then the link of v is one of the following:
62
link(v) =

We illustrate all degree 3 cases in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case
 , we have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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Figure 5.13: deg(v) = 3 case
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Figure 5.13: deg(v) = 3 case
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e illustrate all degree 3 cases in Figure 5.13. In ase , e have that
|{v}∪nbhd(v) is a cla , so no 2-si plices contain v. In ase

, e have that
| S1. In ase and ase , e have that | .
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Figure 5.13: deg(v) 3 case
link v
62
We illustrate all degree 4 cases in Figure 5.14.
In Case
We illustrate all degree 3 cases in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case
 , we have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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Figure 5.13: deg(v) = 3 case
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Figure 5.13: deg(v) = 3 case
link(v) =

62
, link(v) is four disjoint points. So no 2-simplices in ∆ contain
v and H˜2(∆) = H˜2(∆|W ). In Case
We illustrate all degree 3 cases in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case
 , we have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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Figure 5.13: deg(v) = 3 case
link(v) =

62
, we have that ∆ ∼= ∆|W ∨ S1 ∨ S1. So
H˜2(∆) = H˜2(∆|W ). In Cases
We illustrate all degree 3 cas s in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2- implice contain v. In Case
 , w have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , w have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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Figure 5.13: d g(v) = 3 case
link(v) =

62
,
We illustrate all degree 3 cases in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case
 , we have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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v
Case
v
Case
v
Case
v
Case
62
Figure 5.13: deg(v) = 3 case
link(v) =

62
, and
We illustrate all degree 3 cases in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case
 , we have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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Figure 5.13: deg(v) = 3 case
link(v) =

62
, we have that ∆ ∼= ∆|W ∨ S1. So
H˜2(∆) = H˜2(∆). Case
We illustrate all degree 3 cases in Figure 5.13. In Case
 , we have that
∆|{v}∪nbhd(v) is a claw, so no 2-simplices contain v. In Case
 , we have that
∆ ∼= ∆|W ∨ S1. In Case
 and Case
 , we have that ∆ ∼= ∆|W .
In each of these cases, ￿H2(∆) = ￿H2(∆|W ).
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violates C4-freeness of ∆.
All of the remaining cases satisfy ∆ ∼= ∆|W via a chain of simplicial collapses.
Hence, H˜2(∆) = H˜2(∆|W ). So for each vertex with deg(v) ≤ 4, we have that
H˜2(∆) = H˜2(∆|W ).
This completes the proof of Proposition 5.3.3.
Using this, we can restrict our search to edge ideals of graphs which are
connected and complement connected, with vertices of degree at most n− 6.
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This is taking much longer than I thought to put these diagrams in. The
degree 4 case is almost exactly the same (but now 10 different links.) I’m
sorry this has taken so long, but the final version should be finished by
tomorrow.
NOTE
So for each vertex with deg(v) ≤ 4, we have that ￿H2(∆) = ￿H2(∆|W ).
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Figure 5.14: deg(v) = 4 case
We used the Nauty [24] interface for Macaulay2 [21] and searched for all
graphs up to isomorphism which are connected and have all vertices of degree
at least 5. This produces fairly short lists for graphs of vertex size n=8 through
11.
In practice, enumerating all connected graphs on n vertices with vertex de-
64
n non-isom. G conn. complement,deg(v)≤n−6 reg(IG) = 3 reg(IG) = 4
8 12346 2 0 0
9 274668 531 0 0
10 12005168 89402 1 0
11 1018997864 21603340 11 0
Table 5.1: Number of graphs G on n vertices, filtered by type.
gree at least 5, complementing, then filtering for connectedness in Nauty is
computationally too expensive to be feasible. The complementation routines
in Nauty are more time consuming than taking the resolution of an edge ideal
IG itself – so to avoid this, we simply enumerated all graphs on n vertices with
at most n− 6 vertices.
As seen in the table, extensive graph lists are pruned to much more man-
ageable size. We then compute the edge ideals from the Sparse6 string pro-
duced by Nauty and take their resolutions, filtering for those with β2,4(IG) = 0.
With Proposition 5.3.3 in hand, this is sufficient to complete the proof of Theo-
rem 5.0.15.
As the lists of graphs which are connected, induced C4-free, have nonlinear
resolutions, and have maximal vertex degree n − 6 are so short for n = 10 and
n = 11, we include them here.
5.3.1 Case 1: n=10 vertex case
Out of 89,402 connected graphs on n = 10 vertices with degree at most n−6 = 4
vertices, exactly one has a nonlinear resolution and indMatch(G) = 1.
65
x1
x2
x3x4
x5
x6
x7
x8 x9
x10
- 0 1 2 3 4 5 6 7 8
total: 1 20 60 97 110 85 40 10 1
0: 1 · · · · · · · ·
1: · 20 60 65 30 5 · · ·
2: · · · 32 80 80 40 10 1
5.3.2 Case 2: n=11 vertex case
Out of 21,603,340 connected graphs on n = 11 vertices with degree at most
n− 6 = 5 vertices, exactly 11 have nonlinear resolutions and indMatch(G) = 1.
Example 5.3.5.
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 26 101 200 250 210 120 45 10 1
0: 1 · · · · · · · · ·
1: · 26 101 184 202 142 64 17 2 ·
2: · · · 16 48 68 56 28 8 1
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Figure 5.15: 10 Vertex Graph
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Figure 5.16: 11 Vertex Graph 1
For an edge ideal IG, the location of the first nonlinear syzygy is independent
of the characteristic of the coefficient field. Hence, it suffices to calculate the
integral homologies of the Stanley-Reisner complexes of IG, a computation we
66
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x5
x6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 24 82 157 215 207 131 51 11 1
0: 1 · · · · · · · · ·
1: · 24 82 109 71 23 3 · · ·
2: · · · 48 144 184 128 51 11 1
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 25 90 173 223 198 118 45 10 1
0: 1 · · · · · · · · ·
1: · 25 90 137 115 57 16 2 · ·
2: · · · 36 108 141 102 43 10 1
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 25 90 167 208 184 112 44 10 1
0: 1 · · · · · · · · ·
1: · 25 90 137 109 48 11 1 · ·
2: · · · 30 99 136 101 43 10 1
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Figure 5.17: 11 Vertex Graph 2
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x3
x4
x5
6
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x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 57 215 207 1 1 51 11 1
0 1 · · · · · · ·
1: · 24 82 109 71 23 3 · · ·
2: · · · 48 144 184 128 51 11 1
x1
x2
x3
x4
x5
6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 73 223 198 118 45 10 1
0 1 · · · · · · ·
1: · 25 90 137 115 57 16 2 · ·
2: · · · 36 108 141 102 43 10 1
x1
x2
x3
x4
x5
6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 6 2 8 184 112 44 10 1
0 1 · · · · · · ·
1: · 25 90 137 109 48 11 1 · ·
2: · · · 30 99 136 101 43 10 1
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Figure 5.18: 11 Vertex Graph 3
perform in Gap.
The code used to prove Theorem 5.0.15 can be found in Appendix A.
5.4 Constraints on Betti Tables
So if β2,4(IG) = 0, all Betti diagrams lie above the line in Figure 5.27.
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Figure 5.19: 11 Vertex Graph 4
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0: 1 · · · · · · · · ·
1: · 26 99 171 174 111 44 10 1 ·
2: · · · 24 72 98 76 35 9 1
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x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 26 97 185 231 200 118 45 10 1
0: 1 · · · · · · · · ·
1: · 26 97 158 141 74 22 3 · ·
2: · · · 27 90 126 96 42 10 1
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 26 97 182 222 190 113 44 10 1
0: 1 · · · · · · · · ·
1: · 26 97 158 138 68 18 2 · ·
2: · · · 24 84 122 95 42 10 1
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Figure 5.20: 11 Vertex Graph 5
This bounds the increase in degrees of the sygygies of IG in terms of minimal
cycle length in Gc. It is not however the case that for all graphs, these relative
jump sequences (i.e. the lengths of the stairs of the lower edge of the resolution)
must be weakly increasing. In Example 6.3.5 in Section 6.3 we construct such
a counterexample. We also provide a general algorithm for constructing large
classes of Betti diagrams of edge ideals. It should be noted that the number of
vertices involved in the example are high - and no graphs of smaller size are
68
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Figure 5.21: 11 Vertex Graph 6
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Figure 5.22: 11 Vertex Graph 7
currently known whose edge ideals exhibit this behavior.
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x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 27 101 182 219 197 125 50 11 1
0: 1 · · · · · · · · ·
1: · 27 101 160 120 43 6 · · ·
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Figure 5.23: 11 Vertex Graph 8
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Figure 5.24: 11 Vertex Graph 9
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Figure 5.25: 11 Vertex Graph 10
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
- 0 1 2 3 4 5 6 7 8 9
total: 1 26 94 171 215 201 129 51 11 1
0: 1 · · · · · · · · ·
1: · 26 94 139 95 29 3 · · ·
2: · · · 32 120 172 126 51 11 1
The code used to prove Theorem 5.0.15 can be found in Appendix A.
5.4 Constraints on Betti Tables
So if β2,4(IG) = 0, all Betti diagrams lie above the line in Figure 5.16.
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The code used to prove Theorem 5.0.15 can be found in Appendix A.
5.4 Constraints on Betti Tables
So if β2,4(IG) = 0, all Betti diagrams lie above the line in Figure 5.16.
The code used to prove Theorem 5.0.15 can be found in Appendix A.
5.4 Constraints on Betti Tables
It remains open whether or not any edge ideals exist with a Betti diagram with
β2,4(IG) = 0 as below and with nonzero Betti numbers between the two lines
in the table below. From Theorem 5.0.15, we have that if β2,4(IG) = 0, then
β3,6 = β4,7 = β5,8(IG) = β6,9(IG) = β7,10(IG) = 0. The only remaining check is
whether or not any graphs on n = 11 vertices exist with β8,11(IG) ￿= 0.
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · ? ∗
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
constructing large classes of Betti diagrams of edge ideals. It should be noted
that the number of vertices involved in the example are high - and no graphs of
smaller size are currently known whose edge ideals exhibit this behavior.
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Figure 5.16: Theorem 5.0.15
- 0 1 2 3 4 5 6 7 8 · · ·
total: 1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ · · ·
0: 1 · · · · · · · · ·
1: · ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ · · ·
2: · · 0 ∗ ∗ ∗ ∗ ∗ ∗ ◦
3: · · · · · · · · · ∗
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Figure 5.16: Theorem 5.0.15
So we have a bound on the increase in degrees of the sygygies of IG in terms
of minimal cycle length in Gc. It is not however the case that for all graphs,
these relative jump sequences (i.e. the lengths of the stairs of the lower edge
of the resolution) must be weakly increasing. In Example 6.3.5 in Section 6.3
we construct such a counterexample. We also provide a general algorithm for
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Figure 5.26: 11 Vertex Graph 11
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Figure 5.27: Theorem 5.0.15
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CHAPTER 6
CLASSES OF EDGE IDEALS WITH HIGH REGULARITY
6.1 Joins and Products
Definition 6.1.1. Let K, L be simplicial complexes on disjoint vertex sets. The
combinatorial join of K and L is
K ∗ L := {S ·∪ T : S ∈ K,T ∈ L}.
Example 6.1.2. If K is an edge and L is a vertex, then K ∗ L is a 2-simplex,
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5.1 Joins and Products
Definition 5.1.1. Let K, L be simplicial complexes on disjoint vertex sets. The
combinatorial join of K and L is
K ∗ L := {S ·∪ T : S ∈ K,T ∈ L}.
l 5. . . If is is rt , t is -si l ,
K
∗
J
=
J ∗K
Some special cases of combinatorial join of note:
1. If L is a point, say L = {x}, and K any simplicial complex, then K ∗ L =
cone(K, x).
2. The join of two points, iterated d times, is isomorphic to Sd−1, i.e.
∗ ∗ · · · ∗
d times
∼= Sd−1
∼= ∂ (cross polytope)= ∂(conv{±ei}d1)
5.2 Betti Numbers of ∆1 ·∪∆2
Proposition 5.2.1. Let ∆1 and ∆2 be two Stanley-Reisner complexes of edge
ideals G and H respectively on vertex sets {v1, ..., vn} and {w1, ..., wm}. Let K
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Figure 6.1: Join J ∗K of Simplicial Complexes J , K
Some special cases of combinatorial join of note:
1. If L is a point, say L = {x}, and K any simplicial complex, then K ∗ L =
cone(K, x).
2. The join of two points, iterated d times, is isomorphic to Sd−1, i.e.
∗ ∗ · · · ∗
d times
∼= Sd−1
∼= ∂ (cross polytope)= ∂(conv{±ei}d1)
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6.2 Betti Numbers of ∆1 ·∪∆2
We compute the ideals of complexes ∆1 ·∪∆2 and the Betti numbers of their res-
olutions. In a previous paper [39], we produced this formula specifically in the
case of edge ideals. We include the more general version here.
Proposition 6.2.1. Let ∆1 and ∆2 be two Stanley-Reisner complexes respectively
on vertex sets {v1, ..., vn} and {w1, ..., wm}, with Stanley-Reisner ideals I∆1 ⊆
k[x1, ..., xn] and I∆2 ⊆ k[y1, .., ym]. Then ∆1 ·∪∆2 has Stanley-Reisner ideal
I∆1 ·∪∆2 = I∆1 + I∆2 + (xiyj : i = 1, ..., n, j = 1, ...,m) ⊆ k[x1, ..., xn, y1, ..., ym]
Note that in the case of I∆1 and I∆2 edge ideals, then I∆1 ·∪∆2 is again an edge
ideal. We note that the Betti numbers of this complex can be computed via
Hochster’s formula in terms of sums of the Betti numbers of our original com-
plexes as follows:
Proposition 6.2.2. Given two square-free ideals I∆1 ⊂ k[x1, ..., xs] and I∆2 ⊂
k[y1, ..., yt] with Stanley-Reisner complexes ∆1 and ∆2 respectively, the ideal
I∆1 ·∪∆2 has Betti numbers
βi,i+1(I∆1 ·∪∆2) = βi,i+1(I∆1) + βi,i+1(I∆2)
+
i∑
j=1
((
m
i− j + 1
)
βj−1,j(I∆1) +
(
n
j
)
βi−j,i−j+1(I∆2)
)
+
(
m+ n
i+ 1
)
−
(
m
i+ 1
)
−
(
n
i+ 1
)
.
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For terms in the nonlinear strands, we have for s ≥ 2,
βi,i+s(I∆1 ·∪∆2) = βi,i+s(I∆1) + βi,i+s(I∆2)
+
i+s−1∑
j=1
((
m
i− j + s
)
βj−s,j(I∆1) +
(
n
j
)
βi−j,i−j+s(I∆2)
)
.
Proof of Proposition 6.2.2. Using Hochster’s formula, we rewrite βi,i+s(I∆1 ·∪∆2) in
terms of the dimensions of the homologies of sets of size i + s. For terms in the
linear strand (for which s=1) this becomes:
βi,i+1(I∆1 ·∪∆2) =
∑
|W |=i+1
H˜0 (∆1 ·∪∆2|W )
=
∑
|W |=i+1
W⊆V1
H˜0 (∆1|W ) +
∑
|W |=i+1
W⊆V2
H˜0 (∆2|W )
+
∑
|R|+|S|=i+1
R⊆V1, |R|=j
S⊆V2, |S|=i−j+1
[
H˜0 (∆1|R) + H˜0 (∆2|S) + 1
]
The extra 1 in the rightmost summand corrects the count for reduced ho-
mology of the two subsets. The first two terms in the summand are the Betti
numbers of the original ideals. We rewrite the sum using this, with R ⊆ V1 and
S ⊆ V2, then sum across all subsets with the appropriate counts:
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βi,i+1(I∆1 ·∪∆2) = βi,i+1(I∆1) + βi,i+1(I∆2)
+
i∑
j=1
∑
|S|=i−j+1
∑
|R|=j
[
H˜0 (∆1|R) + H˜0 (∆2|S) + 1
]
= βi,i+1(I∆1) + βi,i+1(I∆2)
+
i∑
j=1
∑
|S|=i−j+1
(
βj−1,j(I∆1) +
(
n
j
)
H˜0 (∆2|S) +
(
n
j
))
= βi,i+1(I∆1) + βi,i+1(I∆2)
+
i∑
j=1
∑
|S|=i−j+1
(
βj−1,j(I∆1) +
(
n
j
)
H˜0 (∆2|S) +
(
n
j
))
= βi,i+1(I∆1) + βi,i+1(I∆2)
+
i∑
j=1
((
m
i− j − 1
)
βj−1,j(I∆1) +
(
n
j
)
βi−j,i−j+1
)
+
i∑
j=1
((
m
i− j + 1
)(
n
j
))
The final Betti number count above uses the combinatorial identity
i∑
j=1
(
m
i− j + 1
)(
n
j
)
=
[
i+1∑
j=0
(
m
i− j + 1
)(
n
j
)]
−
(
m
i+ 1
)
−
(
n
i+ 1
)
=
(
m+ n
i+ 1
)
−
(
m
i+ 1
)
−
(
n
i+ 1
)
This finishes the proof for the calculation of Betti numbers in the linear strand,
producing the formula above. The count for the Betti numbers βi,i+s in the non-
linear strands is identical, removing the binomial coefficient terms coming from
the reduced homology zero correction.
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It was noted in [27] that the argument used in our early paper [39], which
expressed the Betti numbers of ∆G ·∪∆H for edge ideals IG and IH proved this
more general statement.
6.3 Corner Diagrams and Achievable Jump Sequences
In this section, we describe a technique of producing relative jump sequences
which weakly increasing, as it appears all relative jump sequences of edge ideals
of flag polytopes are. Specifically, we construct a counterexample to all relative
jump sequences being weakly increasing. Throughout, we will refer to Betti
diagrams of shape a = [k; a1, ..., ak−1], or Ba, the set of all Betti diagrams of edge
ideals with jump sequence a = Jump(IG).
Definition 6.3.1. The corner sum of two jump sequences a = [k; a1, a2, ..., ak−1] and
b = [l; b1, b1, ..., bk−1, bj, ..., bl−1], where k ≤ l, we define to be
[l; c1, c2, ..., ck−1, bj, ..., bl−1],
with ci = min{ai, bi}. We denote this corner sum a⊕ b.
Example 6.3.2. The corner sum of two jump sequences can be thought of as
the jump sequence obtained by superimposing the Betti diagrams of two edge
ideals IG and IG′ on top of one another. In this case, the Betti table of IG lies
above the dashed line, and the Betti table of I ′G lies above the solid line. Betti
numbers of solely IG are indicated by the ? and Betti numbers of solely IG′ are
indicated by ◦. The jump sequence of IG is [4; 2, 11, 20] and the jump sequence
of IG′ is [4; 3, 8, 13], with the corner sum of these two jump sequences given by
[4; 2, 8, 14].
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Definition 5.3.1. The corner sum of two jump sequences a = [k; a1, a2, ..., ak−1] and
b = [l; b1, b1, ..., bk−1, bj, ..., bl−1], where k ≤ l, we define to be
[l; c1, c2, ..., ck−1, bj, ..., bl−1],
with ci = min{ai, bi}. We denote this corner sum a⊕ b.
Example 5.3.2. The corner sum of two jump sequences can be thought of as
the jump sequence obtained by superimposing the Betti diagrams of two edge
ideals IG and IG￿ on top of one another.
0: 1 · ·
1: · ∗ ∗ ∗ ∗ ∗ ∗ ∗
2: ￿ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
3: ◦ ◦ ◦ ∗ ∗ ∗ ∗ ∗ ∗
4: ◦ ◦ ◦ ◦ ◦ ◦ ◦ ∗ ∗ ∗ ∗ ∗ ∗
...
In this case, the Betti table of IG lies above the dashed line, and the Betti table
of I ￿G lies above the solid line. Betti numbers of solely IG are indicated by the ￿
and Betti numbers of solely IG￿ are indicated by ◦. The jump sequence of IG is
[4; 2, 11, 20] and the jump sequence of IG￿ is [4; 3, 8, 13], with the corner sum of
these two jump sequences given by [4; 2, 8, 14].
We use this corner sum to describe possible jump sequences as follows:
Proposition 5.3.3. Given two Betti diagrams of edge ideals IG, IH , with jump
sequences a and b respectively, we have a graph K such that IK has jump se-
quence a⊕ b.
Proof of Proposition 5.3.3. Let [k; a1, ..., ak−1] and [l; b1, ..., bl−1] be the jump se-
quences of IG and IH respectively. From Proposition 5.2.2, we can see that
25
Figure 6.2: Corner Sum Example
We use this corner sum to describe possible jump sequences as follows:
Proposition 6.3.3. Given two Betti diagrams of edge ideals IG, IH , with jump
s quences Jump(IG) and Jump(IG) respectively, we have a graph K such that
IK has jump sequence Jump(IK) = Jump(IG)⊕ Jump(IH).
Proof of Proposition 6.3.3. Let [k; a1, ..., ak−1] and [l; b1, ..., b −1] be the jump se-
quences of IG and IH resp ctively. From Proposition 6.2.2, we can see that
βi,i+s(IK) will be nonzero precisely when one or the other of βk,k+s(IG) or
βk,k+s(IK) is nonzero, for some k ≤ i.
In terms of the Betti numbers on the right edge of the Betti table, we see then
that the minimal nonzero Betti number in each row should be in position ci,
where
ci = min{ai, bi}.
This completes our proof, and we can see that the lower edge of the Betti
table of IK is obtained by superimposing the lower edges of the Betti tables of IG
and IH . This gives us an edge ideal with jump sequence [l; c1, c2, ..., ck−1, bk, ..., bl]
as described.
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As a result, the shapes of Betti diagrams of edge ideals can be imbued with
a monoid structure. In Example 6.3.4, we use this to construct a relative jump
sequence which is not weakly increasing.
Proposition 6.3.4. Let 4 ≤ n1 ≤ n2 ≤ · · · ≤ nr be a set of integers, and form the
graphs G1 = Ccn1 , G2 = C
c
n2
, ..., Gr = C
c
nr on vertex sets Vi = {vi,j : 1 ≤ j ≤ ni}
for 1 ≤ i ≤ r. Then the graph on vertex set V = ·∪Vi of G = ·∪Gi has an edge
ideal with reg(IG) = 2r + 1, with relative jump sequence
r = [2r;
r−1︷ ︸︸ ︷
1, 1, ..., 1, n1 − 3, n2 − 3, ..., nr − 3].
Proof. This follows from a quick note on the description of ∆G in terms of the
∆Gi . As in general, the Stanley-Reisner complex ∆I of a monomial ideal I =
J +K, where J and K are monomial ideals on disjoint sets of variables, satisfies
∆I ∼= ∆J ∗∆K ,
i.e. ∆I is the join of the two subcomplexes ∆J and ∆K . In particular, we have
∆G = ∆G1 ∗∆G2 ∗ · · · ∗∆Gr .
As a result, our Betti diagramB of the edge ideal ofG can be written as the prod-
ucts as matrices of the Betti diagrams Bi of the Gi, with B = B1B2 · · ·Br. The
regularity count and the jump sequence calculation follow from an immediate
linear algebra computation.
We use edge ideals of this form, in conjunction with Proposition 6.3.3, to
construct an example of an edge ideal whose jump sequence is not weakly in-
creasing.
Proposition 6.3.5. There exists a graph G with relative jump sequence
relJump(IG) = [k; r1, ..., rk−1] such that ri ≥ ri+1 for some i.
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Proof. Let G1 = Cc5 ·∪ (Cc5)′ ·∪ (Cc5)′′ and G2 = Cc4 ·∪ Cc6 ·∪ (Cc6)′ be two graphs,
withG1 the union of three 5-anticycle graphs andG2 the union of one 4-anticycle
and two 6-anticycles, all viewed as graphs on disjoint sets of vertices. Using
Proposition 6.3.4, we have the relative jump sequences of G1 and G2 are re-
spectively relJump(IG1) = [6; 1, 1, 2, 2, 2] and relJump(IG2) = [6; 1, 1, 1, 3, 3]. This
gives us jump sequences
Jump(IG1) = [6; 1, 2, 4, 6, 8] and Jump(IG2) = [6; 1, 2, 3, 6, 9].
So using Proposition 6.3.3, we have a graph G which has jump sequence
Jump(G) = Jump(IG1)⊕ Jump(IG2) = [6; 1, 2, 3, 6, 8],
which gives us a relative jump sequence relJump(IG) = [6; 1, 1, 1, 3, 2].
Remark 6.3.6. Another interesting question to ask is what additional neces-
sary conditions are required for G to guarantee an increasing relative jump se-
quences. Alternately, it would be of combinatorial interest to find classes of
complexes where these relative jump sequences are not weakly increasing and
with ∆ connected [excluding trivial cases like coning over a vertex to connect
these two tori, etc.]
6.4 Classes of Graphs with indMatch(G) = 1 and High Regu-
larity
Theorem 6.4.1. Fix n ≥ 5. Let H be the graph on vertex set
{x1, ..., xn, y1, ..., yn, z1, z2}, with edges of the following forms:
1. {xiz1 : 1 ≤ i ≤ n}
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2. {yiz2 : 1 ≤ i ≤ n}
3. {xiyi : 1 ≤ i ≤ n}
4. {xiyi+1 : 1 ≤ i ≤ n− 1}
5. {y1xn}
Then G = Hc has a Gorenstein edge ideal IG and a shellable Stanley-Reisner
complex ∆G = Ĥc. This ideal has jump sequence [3; 2, 2n− 2].
Proof. This is clear from an examination of the clique closure of H . Unfolding
x1 x2 x3 xn x1
z1
y1 y2 y3 yn y1
z2
Unfolding the complex, we can see that it is homotopic to a 2-sphere, and
by direct examination we note that it is both clique closed and 4-cycle free.
As these can be realized as convex triangulations of S2, ideals of this form
are Gorenstein. The smallest induced cycles are of length 5 [for example,
{x1y1, x1x2, x2y3, y3z2, y1z2},] and there are 2n+2 total vertices in G, so we have
the desired jump sequence. In the case of n = 5, we obtain Example 4.1.4, which
was the icosahedron.
All examples edge ideals with jump sequences [3; a1, a2] considered so far
have had a1 = 1 or a1 = 2. We present a (non-Cohen-Macaulay) example of a
complex with a1 = 3 and a2 = nm− 4 for any n,m ≥ 6.
Example 5.4.2. LetH be a graph on vertex set {xi,j : 1 ≤ i ≤ n, 1 ≤ j ≤ m}, with
edges of the following forms:
1. {xi,jxi,j+1 : 1 ≤ i ≤ n, 1 ≤ j ≤ m− 1}
2. {xi,1xi,n, 1 ≤ i ≤ n}
3. {xi,jxi+1,j : 1 ≤ i ≤ n− 1, 1 ≤ j ≤ m}
4. {x1,jxn,j, 1 ≤ j ≤ m}
5. {xi,jxi+1,j+1 : 1 ≤ i ≤ n, 1 ≤ j ≤ m}
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Figure 6.3: Gorenstein edge ideal IG with jump sequence [3; 2, 2n− 2].
the complex, we can see that it is homotopic to a 2-sphere, and by di-
rect examination we note that it is both clique closed and 4-cycle free. As
these can be realized as convex triangulations of S2, ideals of this form
are Gorenstein. The smallest induced cycles are of length 5 [for example,
{x1y1, x1x2, x2y3, y3z2, y1z2},] and there are 2n+2 total vertices in G, so we have
the desired jump sequence. In the case of n = 5, we obtain Example 5.0.10,
which was the icosahedron.
All examples edge ideals with jump sequences [3; a1, a2] considered so far
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have had a1 = 1 or a1 = 2. We present a (non-Cohen-Macaulay) example of a
complex with a1 = 3 and a2 = nm− 4 for any n,m ≥ 6.
Example 6.4.2. Let H be a graph on vertex set {xi,j : 1 ≤ i ≤ n, 1 ≤ j ≤ m}, with
edges of the following forms:
1. {xi,jxi,j+1 : 1 ≤ i ≤ n, 1 ≤ j ≤ m− 1}
2. {xi,1xi,n, 1 ≤ i ≤ n}
3. {xi,jxi+1,j : 1 ≤ i ≤ n− 1, 1 ≤ j ≤ m}
4. {x1,jxn,j, 1 ≤ j ≤ m}
5. {xi,jxi+1,j+1 : 1 ≤ i ≤ n, 1 ≤ j ≤ m}
6. {xi,1xi+1,m : 1 ≤ i ≤ n− 1}
7. {x1,jxn,j+1 : 1 ≤ j ≤ m− 1}
8. {x1,1xn,n}
Then G = Hc will have an edge ideal with jump sequence [3; 3, nm− 4].
This is clear from an examination of H , which forms the 1-skeleton of ∆G.
The clique closure of this 1-skeleton is a torus on nm vertices, with smallest
induced cycles of length 6. No induced proper subcomplex has nonzero second
homology, so we must have jump sequence [3; 3, nm− 4].
Remark 6.4.3. Each of these classes of graphs with indMatch(G) = 1 and reg-
ularity 3,4, or 5 give rise to edge ideals with indMatch(G’) = k and regularity
reg(IG′) = 2k + 1, reg(IG′) = 3k + 1, and reg(IG′) = 4k + 1, respectively. Given
a graph G with regularity r, taking G′ to be k disjoint copies of the graph on
different sets of variables gives a Stanley-Reisner complex:
∆G′ = ∆G ∗∆G ∗ · · ·∆G,
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7. {x1,jxn,j+1 : 1 ≤ j ≤ m− 1}
8. {x1,1xn,n}
Then G = Hc will have an edge ideal with jump sequence [3; 3, nm− 4].
This is clear from an examination of H , which forms the 1-skeleton of ∆G.
torusideal.pdf
Figure 5.4: Edge ideal IG of the complement of a triangulation of a torus
with jump sequence [3; 3, nm− 4].
x1,1
x2,1 xn,1
x1,2
x1,m xn,m
The clique closure of this 1-skeleton is a torus on nm vertices, with smallest
induced cycles of length 6. No induced proper subcomplex has nonzero second
homology, so we must have jump sequence [3; 3, nm− 4].
Remark 5.4.3. Each of these classes of graphs with indMatch(G) = 1 and reg-
ularity 3,4, or 5 give rise to edge ideals with indMatch(G’) = k and regularity
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Figure 6.4: Edge ideal IG of the complement of a triangulation of a torus
with jump sequence [3; 3, nm− 4].
via combinatorial joins of the faces in ∆G. Via the Ku¨nneth formula, we see we
have nonzero homology in the desired degrees, giving us the desired regularity
calculation.
6.5 Modified Barycentric Subdivision
A more general way of constructing graphs with a C4-free complement is desir-
able. Given any triangulation of a 2-sphere ∆, there is a way of retriangulating
the sphere to produce a new complex sd4(∆) which is the Stanley-Reisner com-
plex of an edge ideal IG with a C4-free 1-skeleton.
Definition 6.5.1. Let ∆ be a pure dimensional simplicial complex whose facets
are all of dimension 2. Then sd4(∆) is the simplicial complex obtained by re-
placing each facet with the following complex:
Proposition 6.5.2. Let ∆ be a simplicial triangulation of a 2-sphere. Then the
Stanley-Reisner ideal of sd4(∆G) is generated in degree 2. Viewing this ideal as
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via combinatorial joins of the faces in ∆G. Via the Ku¨nneth formula, we see we
have nonzero homology in the desired degrees, giving us the desired regularity
calculation.
5.5 Modified Barycentric Subdivision
Amore general way of constructing graphs with a C4-free complement is desir-
able. Given any triangulation of a 2-sphere ∆, there is a way of retriangulating
the sphere to produce a new complex sd4(∆) which is the Stanley-Reisner com-
plex of an edge ideal IG with a C4-free 1-skeleton.
Definition 5.5.1. Let ∆ be a pure dimensional simplicial complex whose facets
are all of dimension 2. Then sd4(∆) is the simplicial complex obtained by re-
placing each facet with the following complex:
Proposition 5.5.2. Let ∆ be a triangulation of a 2-sphere. Then the Stanley-
Reisner ideal of sd4(∆G) is generated in degree 2. Viewing this ideal as an edge
ideal of a graph G, we have that Gc is C4-free.
Proof. As there are no induced 4-cycles inside an individual face sd4(σ), we may
consider how facets σ, σ￿ intersect after this subdivision. As we assumed that∆
was a triangulation of a sphere, any two facets share at most one edge. Along
this edge, the only possible induced cycle is of length 6. As every vertex must
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Figure 6.5: New Triangulation ∆ of a Sphere with indMatch(G) = 1 for the
complement graph Gc = ∆1.
an edge ideal of a graph G, we have that Gc is C4-free.
Proof. As there are no induced 4-cycles inside an individual face sd4(σ), we may
consider how facets σ, σ′ intersect after this subdivision. As we assumed that
∆ was a simplicial triangulation of a sphere, any two facets share at most one
edge. Along this edge, the only possible induced cycle is of length 6. As every
vertex must be in at least 3 facets σ, σ′, and σ′′, we also note that every cycle
obtained as the link of a vertex v must be of length at least 6. Performing all
of these checks locally in the triangulation of ∆, we see that the 1-skeleton of
sd4(∆) must be C4-free.
We have that sd4(∆) is generated in degree 2 by noting that no boundaries of
a 3-simplex can occur, so sd4(∆) must be clique closed. As all clique complexes
have degree 2 generated Stanley-Reisner ideals, the proof is complete.
Note that this definition did not require that ∆ be a clique-closed simplicial
triangulation, only a simplicial triangulation. This provides a way of construct-
ing an infinite family of C4 free edge ideals from a large family of simplicial
complexes.
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6.6 Conclusions and Future Work
A better understanding of the possible shapes of Betti diagrams of edge ideals
is desirable. While a complete classification of the jump sequences Jump(IG)
of edge ideals seems somewhat unrealistic, partial solutions are still of interest
in simplicial topology. For example, sharp conditions for a jump sequence of
length 2 to exist translate into constraints on the structure of flag triangulations
of spheres – an area of general combinatorial interest.
Questions 6.6.1. Additional questions about the Betti numbers and Stanley-
Reisner complexes ∆G of edge ideals include:
1. Can sharp conditions be given on possible jump se-
quences [k; a1, a2, ..., ak−1]? Can sharp conditions even be given on jump
sequences [k; a1, a2], i.e. for graphs with reg(IG) = 4?
2. Are the Betti diagrams of IG strand connected, i.e. if βi,j(IG) and
βi+k,j+k(IG) are both nonzero, are βi+k′,j+k′(IG) 6= 0 for all 0 ≤ k′ ≤ k?
[This is known for the linear strand, but not even for the first nonlinear
strand.]
3. Do there exist graphs with regularity higher than indMatch(G) but lower
than the co-chordal clutter size of G?
4. Do there exist graphs with indMatch(G) = 1 and reg(IG) = 6?
5. Do there exist graphs with indMatch(G) = k and reg(IG) ≥ 4k + 2?
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CHAPTER 7
STABILIZATION OF BETTI TABLES
7.0.1 Asymptotics of Regularity of Id
For an ideal I ⊆ R = k[x1, ..., xn], much work has been done on showing that
the Castelnuovo-Mumford regularity of Id is a linear function in terms of d for
high powers. The following theorem is a result of Cutkosky, Herzog and Trung:
Theorem 7.0.2 (Theorem 1.1 in [3]). Let I be an arbitrary homogeneous ideal.
Let r(I) denote the maximum degree of the homogeneous generators of I . The
following hold:
(i) There is a number e such that reg(Id) ≤ d · r(I) + e for all d ≥ 1.
(ii) reg(Id) is a linear function for all d large enough.
They provide criterion for estimating this e in the case of an equigenerated
ideal I , i.e. an ideal generated by homogeneous generators of the same degree.
This result generalizes an earlier bound by Swanson giving the existence of k
such that
reg(Id) ≤ kd
for homogeneous ideals in [33].
Let I ⊆ R = k[x1, ..., xn] be an ideal. The graded Betti numbers of a homoge-
neous ideal I are given by βi,j(I) = dimk Tori(k, I)j . The graded Betti numbers
also correspond to the ranks of the free modules in a minimal free resolution
of I . We organize this data into the Betti table of I (in the style of Macaulay 2)
displaying βi,i+j(R/I) in the ith column and jth row, as seen in Example 7.0.5.
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We recall the definition of a singly graded equigenerated ideal.
Definition 7.0.3. We say that an ideal I = (f0, f1, ..., fk) ⊂ R = k[x1, ..., xN ] is
equigenerated in degree r if deg(fi) = r for all fi.
Using techniques similar to those in [3], and [1], we produce here a sharper
result on the asymptotics of Betti tables of powers Id.
Theorem 7.0.4 (Theorem 7.3.1). Let I = (f0, f1, ..., fk) ⊆ k[x1, ..., xn] = R be an
equigenerated ideal of degree r. Then there exists a D such that for all d > D,
we have
βi,j+rd(I
d) 6= 0⇐⇒ βi,j+rD(ID) 6= 0.
This gives us that the shape of the Betti tables of powers of an ideal I is
eventually fixed, translated down by the degree r of the ideal.
Example 7.0.5. Let I = (x3x4x5, x1x6x7, x3x6x8, x1x5x9, x2x8x9) ⊆ k[x1, ..., x9].
We consider the Betti diagrams of the resolutions of the first few powers Id of
I . The diagrams have been shifted to only show nonzero Betti numbers in the
resolution of Id.
I
- 1 2 3 4 5
total: 5 10 9 3 ·
2: 5 · · · ·
3: · 6 · · ·
4: · 4 9 3 ·
I2
- 1 2 3 4 5
total: 15 41 39 12 ·
5: 15 · · · ·
6: · 33 12 · ·
7: · 8 27 12 ·
I3
- 1 2 3 4 5
total: 35 117 121 39 1
8: 35 · · · ·
9: · 105 67 9 ·
10: · 12 54 30 1
I4
- 1 2 3 4 5
total: 70 271 302 105 5
11: 70 · · · ·
12: · 255 212 45 ·
13: · 16 90 60 5
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I5
- 1 2 3 4 5
total: 126 545 645 240 15
14: 126 · · · ·
15: · 525 510 135 ·
16: · 20 135 105 15
I6
- 1 2 3 4 5
total: 210 990 1229 483 35
17: 210 · · · ·
18: · 996 1040 315 ·
19: · 24 189 168 35
We can see the stabilized shape of the powers of Id will be:
Id
- 1 2 3 4 5
total: ∗ ∗ ∗ ∗ ∗
3d-1: ∗ · · · ·
3d: · ∗ ∗ ∗ ·
3d+1: · ∗ ∗ ∗ ∗
Unfortunately, Theorem 7.3.1 does not guarantee that powers of our ideals
Id will have linear resolutions if the resolution of I l is linear for some l with
d > l. As a counterexample, we have the following example (due to Sturmfels):
Example 7.0.6 (Theorem 1.1 in [32]). Set
I = (def, cef, cdf, cde, bef, bcd, acf, ade) ⊆ k[a, b, c, d, e, f ].
The ideal I has linear resolution and linear quotients with respect to the order-
ing given above, but I2 fails to be linear. We include the Betti tables of I and I2
here.
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I - 0 1 2 3
total: 1 8 11 4
0: 1 · · ·
1: · · · ·
2: · 8 11 4
I2
- 0 1 2 3 4 5 6
total: 1 36 85 79 38 10 1
0: 1 · · · · · ·
1: · · · · · · ·
2: · · · · · · ·
3: · · · · · · ·
4: · · · · · · ·
5: · 36 84 75 32 6 ·
6: · · 1 4 6 4 1
More generally, Conca provided a class of ideals Ik which have linear quo-
tients (and hence, linear resolutions) until the kth power, then have nonlinear
resolutions for all powers higher than k [2]. This implies that for an ideal I ,
the shapes of Betti tables of I, I2, . . . , Id and Id+1 need not satisfy any chain of
inclusions, though they eventually stabilize for some ID.
We also provide an upper bound for the Betti numbers of powers of an
equigenerated ideal I in terms of the Betti numbers of the Rees ideal of I as
follows.
Theorem 7.0.7 (Theorem 7.2.1). Let I = (f0, f1, ..., fk) ⊆ R = k[x1, ..., xN ] with
fi homogeneous of degree r. Let R(I) be the Rees algebra of I in ring S =
k[x1, ..., xN , w0, ..., wk] with bigrading deg(xi) = (1, 0) and deg(wi) = (0, 1). Then
βi,j+rd(I
d) ≤
d∑
m=0
(
d+ k −m
d−m
)
βi,(j,m)(R(I))
holds for all i, j, d.
The proof follows from a careful examination of the restriction of a minimal
resolution of R(I) to bidegrees (∗, d). We give the smallest D for which this
stabilization occurs a name:
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Definition 7.0.8 (Definition 7.4.1). Let I be a homogeneous equigenerated ideal
in polynomial ring R. Let the stabilization index Stab(I) of I be the smallest such
D such that for all d ≥ D,
βi,j+rd(I
d) 6= 0⇐⇒ βi,j+rD(ID) 6= 0.
Finding Stab(I) in directly in terms algebraic properties of I remains open,
although a conjecture for edge ideals will be given in Section 7.4. Areas of fu-
ture research include producing explicit Stab(I) for other classes of ideals or
providing sharper bounds for Stab(I) than those included here.
7.1 Rees Algebras of Equigenerated Ideals
Taking a resolution (with an appropriately chosen bigrading) of L gives resolu-
tions of all powers of L, and can be used to bound or explicitly compute Betti
numbers βi,j(In) for all n.
We will assume throughout this Chapter that I = (f0, f1, ..., fk) is an equigen-
erated ideal of degree r in R = k[x1, ..., xN ]. Notationally, we set R(I) = S/L
with L the Rees ideal of I and S = k[x1, ..., xN , w0, w1, ..., wk].
We bigrade R(I) by deg(xi) = (1, 0) and deg(wi) = (0, 1) and take the minimal
graded free resolution ofR(I) with respect to this grading.
F : R(I)← S ←
⊕
(j,m)
S(−j,−m)β1,(j,m) ← · · · ←
⊕
(j,m)
S(−j,−m)βp,(j,m) ← 0.
Restricting to the strand (∗, d), we obtain a (possibly nonminimal) resolution of
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Id:
Fd : Id ← S(∗,d) ←
⊕
(j,m)
S(−j,−m)β1,(j,m)(∗,d) ← · · · ←
⊕
(j,m)
S(−j,m)βp,(j,m)(∗,d) ← 0.
(7.1)
Tensoring this resolution with k and taking the homology of the maps com-
putes us dim TorRi (k, Id)j+rd = βi,j+rd(Id). This shift in the indices of βi,j+rd(Id)
accounts for the shift in grading to agree with that of R while viewing Id as an
R module.
Alternately, we could have first tensored with S/M for M = (x1, ..., xN), taken
homology of our maps, then restricted in degrees. This will give us modules
TorSi (S/M,R(I))j , and as these two actions commute, we have that
TorSi (S/M,R(I))(j,d) = TorSi (S/M, Id)j
= TorRi (k, Id)j+rd.
Hence we have that all Betti numbers of higher powers can be written in terms
of the dimensions of the bigraded modules TorSi (S/M,R(I)), given by
βi,j+rd(I
d) = dim TorSi (S/M,R(I))(j,d).
7.2 Bounds on Betti Numbers of Powers of Ideals
We resolve the Rees algebra R(I) and restrict to fixed w-degree strands to pro-
duce explicit bounds on the Betti numbers of Id.
Theorem 7.2.1. Let I = (f0, f1, ..., fk) ⊆ R = k[x1, ..., xN ] with all fi ho-
mogeneous of degree r. Let R(I) be the Rees algebra of I in ring S =
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k[x1, ..., xN , w0, ..., wk] with bigrading deg(xi) = (1, 0) and deg(wi) = (0, 1). Then
βi,j+dr(I
d) ≤
d∑
m=0
(
d+ k −m
d−m
)
βi,(j,m)(R(I))
holds for all i, j, d.
Proof. We take a minimal free resolution of R(I) and consider the degree re-
stricted strand used in Section 7.1:
Fd : Id ← S(∗,d) ←
⊕
(j,m)
S(−j,−m)β1,(j,m)(∗,d) ← · · · ←
⊕
(j,m)
S(−j,−m)βp,(j,m)(∗,d) ← 0.
Let T = k[w0, w1, ..., wk] be the polynomial ring in the wi-variables. Then we
can rewrite our bigraded pieces S(−j,−m) = R(−j) ⊗ T (−m). Then in a fixed
strand (∗, d), we have:
Fd : Id ← R⊗Td ←
⊕
(j,m)
R(−j)⊗T (−m)β1,(j,d)d ← · · · ←
⊕
(j,m)
R(−j)⊗T (−m)βp,(j,d)d ← 0.
It remains to count the dimension over R of the ith module
Fi =
⊕
(j,m)
R(−j)⊗ T (m)βi,(j,m)(R(I))d
in a fixed degree j + rd of the resolution. Finally, the dimension of T (−m)d is
the number of degree d−m monomials in a polynomial ring in k + 1 variables,
or (
d+ k −m
k
)
.
So we have that
βi,j+rd(I
d) ≤
d∑
m=0
(
d+ k −m
k
)
βi,(j,m)(R(I)),
proving the theorem.
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This immediately shows that the Betti diagram of Id sits inside an (appro-
priately degree shifted) table coming from the Betti diagram of the resolution
of R(I). This implies that the number of nonzero graded Betti numbers of Id
is bounded independent of the power d. We refine this rough bound in the
following section.
7.3 Betti Diagrams of Powers of Stanley-Reisner Ideals I∆
We are now ready to prove the main theorem:
Theorem 7.3.1 (Betti Tables of Powers of Equigenerated Ideals). aa
Let I = (f0, f1, ..., fk) ⊆ k[x1, ..., xN ] = R be an equigenerated ideal of degree r.
Then there exists a D such that for all d > D, we have
βi,j+rd(I
d) 6= 0⇐⇒ βi,j+rD(ID) 6= 0.
Proof of Theorem 7.3.1. From the calculation in Section 7.1, we have that
βi,j+rd(I
d) = dim TorSi (S/M,R(I))(j,d).
The Tori(S/M,R(I)) are finitely generated bigraded S-modules. We decompose
them into bigraded components in the following way.
Let Mi := Tori(S/M,R(I)) and Mij := (Mi)(j,∗). The Mij are finitely gener-
ated graded T -modules, where T = k[w0, w1, ..., wk] is the polynomial ring in the
wi-variables. So each Mij has a Hilbert polynomial such that
Pij(d) := PMij(d) = dim(Mi)(j,d)
for all d ≥ dij , with dij the regularity of Mij as a T -module. Hence, for all d ≥ dij
and PMij not identically zero, we have βi,j+dr(I
d) = dim(Mi)(j,d) = PMi,j(d) > 0.
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Note that D = maxi,j{Dij} will be an upper bound for Stab(I), providing
such a maximum exists.
Lemma 7.3.2. There are only finitely many nonzero Mij .
Proof of Lemma 7.3.2. That only finitely many Mj are nonzero follows from
βi,j+rd(I
d) = dim TorSi (S/M,R(I))(j,d).
As the projective dimension of all powers Id is bounded by N the number of
variables in our original ring, TorSi (S/M,R(I)) = 0 for all i > N .
We now consider a fixed Mi. Theorem 7.2.1 gave a bound on the Betti num-
bers of Id depending on the Betti numbers ofR(I),
βi,j+rd(I
d) ≤
d∑
m=0
(
d+ k −m
d−m
)
βi,(j,m)(R(I)).
As for a fixed i, the number of nonzero Betti numbers of R(I) must be fi-
nite, there can be only finitely many j such that βi,(j,m)(R(I)) 6= 0. This im-
plies that for j outside of this set, βi,j+rd(Id) ≤
∑d
m=0 0 for all d, which implies
βi,j+rd(I
d) = 0. So Mij = 0 except for a finite number of cases.
This completes the proof of the lemma.
By Lemma 7.3.2, we have that the maximum
D = max
i,j
{
Dij
}
exists. Hence, we have that
dim Tori(S/M,R(I)))(∗,d) = PMi(d)
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is a polynomial function for all d > D. We note that for all d > D,
βi,j+dr(I
d) = dim(Mi)(j,d) = PMi,j(d) > 0
if and only if
βi,j+Dr(I
D) = dim(Mi)(j,D) = PMi,j(D) > 0,
completing the proof.
The techniques used throughout the proof of Theorem 7.3.1 were similar to
those seen in [1], [3], and [33], but extend their results to a classification of all
possible nonzero graded Betti numbers of powers of an equigenerated ideal I .
7.4 Stabilization Index of I
The bound D produced in Theorem 7.3.1 is not sharp, and finding the smallest
such D, which we will call the stabilization index of I Stab(I), in terms of combi-
natorial data of I is a subject of future research.
Definition 7.4.1. Let I be a homogeneous ideal equigenerated in degree r in
polynomial ring R. Let Stab(I) be the smallest such D such that for all d ≥ D,
βi,j+rd(I
d) 6= 0⇐⇒ βi,j+rD(ID) 6= 0.
While this is unknown in general, we conjecture here a formula for Stab(IG)
for edge ideal IG.
Conjecture 7.4.2. Let IG = (m0,m1, ...,mk) ⊆ k[x1, ..., xN ] be a square-free mono-
mial ideal with ∪isupp(mi) = {x1, ..., xN}. Then
Stab(IG) = min{n : there exists an m ∈ InG such that x2i |m for all i.}
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This seems to be related to the Stanley-Reisner complexes of polarization of
the powers of the edge ideal, but a clear proof that the Betti diagrams stabilize
from the existence of such a generator is still unknown. Finding a formula for
Stab(I) of other monomial ideals I remains open.
7.4.1 Areas of Future Research
We would like to answer the following questions in subsequent work on these
stabilization indices:
1. Do formulas for Stab(I) exist for squarefree monomial ideals? Do they
relate to the dimensions of the facet complex or the Stanley-Reisner com-
plex?
2. Does Stab(I∆) have a topological interpretation in terms of ∆pol(In), the
Stanley-Reisner complex of the polarization of In?
3. Does there exist a class of ideals for which the D produced in Theo-
rem 7.3.1 is the sharp bound, i.e. D = Stab(I)?
Aside from the stabilization index, the shapes of chain of Betti tables leading
up to the stabilized Betti table appear fairly interesting. Generally, the shapes
of Betti tables of powers of homogeneous equigenerated ideals seem to be uni-
modal, in the following sense:
Conjecture 7.4.3. Let I ⊆ R be an equigenerated homogeneous ideal generated
in degree r. Then for each pair of indices (i, j) there exist 1 ≤ D1 ≤ D2 ≤ ∞
such that for all d with D1 ≤ d ≤ D2,
βi,j+dr(I
d) 6= 0
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and for all d < D1 or D2 < d,
βi,j+dr(I
d) = 0.
Proving this conjecture would require a better understanding of the modules
Mij described above. These Mij seem to carry interesting structure, and investi-
gating the connections between Mij and the geometry of the ideal I and its Rees
algebraR(I) is another area of future interest.
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CHAPTER 8
LINEAR QUOTIENTS ORDERING OF SQUARE OF ANTICYCLE
This chapter is joint work with A. Hoefel.
Let G be a simple graph on n vertices, and I(G) its edge ideal, i.e., a square-
free monomial ideal in R = k[x1, . . . , xn] with monomial generators xixj corre-
sponding to each edge {i, j} ∈ G. Such ideals have been extensively studied in
such papers as [15], [16], [28], [37], and more recently, [26]. A goal of much re-
cent research has been to classify behavior of the resolutions of such ideals I(G)
and that of their powers in terms of combinatorial data of G. We provide here
an explicit proof that the second power of the edge ideal of the anticycle has not
just a linear resolution, but also linear quotients.
In the course the proof, we additionally demonstrate that all powers I(P cn)k
of the edge ideal of the antipath have linear quotients.
Definition 8.0.4. Let G be a simple graph on n vertices. Then the edge ideal of G
is the squarefree monomial ideal I(G) given by
I(G) = (xixj : {i, j} ∈ G).
We say that a graph G has property P if its edge ideal I(G) has such a prop-
erty; e.g., G is Gorenstein if I(G) is Gorenstein, G is linear if I(G) has a linear
resolution, etc. In particular, we will say a graph G has linear quotients if its
edge ideal I(G) has linear quotients:
Definition 8.0.5. Let I be a homogeneous ideal. We say that I has linear quotients
if there exists some ordering of the generators of I = (m1,m2, . . . ,mr) such that
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for all i > 1,
((m1, . . . ,mi−1) : (mi)) = (xk1 , . . . , xks)
for some variables xk1 , . . . , xks . We say that such an ordering (m1,m2, . . . ,mr) is
a linear quotients ordering of I .
For two monomials m and m′ we define m′ : m to be the monomial m
′
gcd(m,m′) .
Given monomials m1, . . . ,mi, the colon ideal (m1, . . . ,mi−1) : (mi) can be com-
puted as
(m1, . . . ,mi−1) : (mi) = (m1 : mi, . . . ,mi−1 : mi).
Thus, in order to show that a monomial ideal I = (m1, . . . ,mr) has linear
quotients, it suffices to show that for each pair of monomials mi and mj with
j < i that there exists another monomial mk with k < i with
mk : mi = xl for some l and xl divides mj : mi.
The graded Betti numbers of a homogeneous ideal I are given by βi,j(I) =
dimk Tori(I,k)j . The graded Betti numbers also correspond to the ranks of the
free modules in a minimal free resolution of I . We say an ideal I which is gen-
erated in degree d has a linear resolution if βi,j(I) = 0 for j 6= i + d. Ideals with
linear quotients also have linear resolutions.
Providing a linear quotients ordering is one technique for proving that an
ideal has a linear resolution, often with combinatorial significance in the case
of monomial ideals. In the case of squarefree monomial ideal, an ideal I having
linear quotients is equivalent to its Alexander dual I∨ having a shelling order on
its facets. For non-squarefree monomial ideals, a linear quotient orderingscan
be viewed as giving a shelling order on the Alexander dual of its polarization.
98
Interest in powers of the anticycle partially draws from a result of Herzog,
Hibi and Zheng [18] which states the following:
Theorem 8.0.6 (Herzog, Hibi, Zheng). Let I be a quadratic monomial ideal of
the polynomial ring. The following are equivalent:
1. I has a linear resolution,
2. I has linear quotients,
3. Ik has a linear resolution for all k ≥ 1.
For edge ideals, Fro¨berg showed that I(G) has a linear resolution if and only
if the complement of G is chordal [12].
Conspicuously missing from the above theorem is the statement that all
powers of a quadratic monomial ideal I with linear resolution must have lin-
ear quotients. In fact, this is not known. There are numerous examples of
non-quadratic monomial ideals possessing a linear resolution, or even linear
quotients, whose powers do not. In [2], Conca provides a example generated in
degree 3 which is not dependent on the characteristic of the field k.
It would be of interest to construct linear quotients of powers of quadratic
monomial ideals with the aim of extending Herzog, Hibi and Zheng’s theorem.
Alternately, as no counterexamples are known, the construction of a quadratic
monomial ideal I with a linear resolution but some power k with no linear quo-
tients ordering on the generators of Ik would be of combinatorial interest.
Our work on the second power of the anticycle was also inspired by a sec-
ond thread of research. Francisco, Ha` and Van Tuyl first investigated graphs G
where I(G)k has a linear resolution for each k ≥ 2.
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From Fro¨berg and Herzog, Hibi and Zheng’s results, we see that chordal
graphs have this property. More generally, it has been shown by Francisco, Ha`
and Van Tuyl that if some power of I(G) has a linear resolution, then the com-
plement of G cannot contain any induced four cycles. Their proof was recorded
in [29].
Inspired by these results, Peeva and Nevo constructed an example of a graph
G with no four cycle in its complement and where I(G)2 does not have a linear
resolution. Peeva and Nevo have conjectured that their example works only be-
cause I(G) has Castelnuovo-Mumford regularity four and that every successive
power of an edge ideal should get strictly closer to a linear resolution. See [29]
for a more precise statement.
Nevo has also shown that claw-free graphs with no four cycles in their com-
plements have regularity at most three and their second powers have linear res-
olutions [28]. Anticycles on more than four vertices meet these criteria and so, it
follows that their second powers have linear resolutions. Here we demonstrate
that the square of the edge ideal of the anticycle has linear quotients, recovering
this result.
8.1 Cycles, Anticycles, and Antipaths
We first describe the edge ideal of the anticycle and partition pairs of its edges
into several natural classes. Next, we provide a linear quotients ordering on
these classes relative to the previous generators.
The complement of a graph G is the graph on the vertices of G containing all
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edges that are not in G. We use Gc to denote the complement graph.
Definition 8.1.1. LetCn be the cycle graph on n vertices, i.e. the graph consisting
of one cycle of length n on these vertices with no chords. The anticycle graph An
is the complement graph of Cn, i.e., An = Ccn.
Definition 8.1.2. The antipath P cn is the graph on n vertices containing of all
edges in the complement of a path Pn of length n− 1. We depict the antipath in
the figure below.
these classes relative to the previous generators.
The complement of a graph G is the graph on the vertices of G containing all
edges that are not in G. We use Gc to denote the complement graph.
Definition 8.2.1. LetCn be the cycle graph on n vertices, i.e. the graph consisting
of one cycle of length n on these vertices with no chords. The anticycle graph An
is the complement graph of Cn, i.e., An = Ccn.
Definition 8.2.2. The antipath P cn is the graph on n vertices containing of all
edges in the complement of a path Pn of length n− 1. We depict the antipath in
the figure below.
Pn: x1 x2 x3 x4 xn−1 xn
P cn:
xn
xn−1
x4
x3
x2
x1
Producing a linear quotients ordering for graphs with chordal complements is
always possible and all of their powers have linear resolutions, as given in The-
orem 3.2 in [18]. However, most naive orderings on the generators of higher
powers of I(G) fail to produce linear quotients forGwith chordal complements.
Example 8.2.3. LetR = k[x1, . . . , x6] and let I = I(An)2 be the square of the edge
ideal of the anticycle on 6 vertices in R. Its generators, written in lex order, are
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Figure 8.1: Hc a Graph of n-Path, H is Graph of the n-Antipath
Producing a linear quotients ordering for graphs with chordal complements
is always possible and all of their powers have linear resolutions, as given in
Theorem 3.2 in [18]. However, most naive orderings on the generators of higher
powers of I(G) fail to produce linear quotients forGwith chordal complements.
Example 8.1.3. LetR = k[x1, . . . , x6] and let I = I(An)2 be the square of the edge
ideal of the anticycle on 6 vertices in R. Its generators, written in lex order, are
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given by:
x21x
2
3, x
2
1x3x4, x
2
1x3x5, x
2
1x
2
4, x
2
1x4x5, x
2
1x
2
5, x1x2x3x4, x1x2x3x5, x1x2x3x6,
x1x2x
2
4, x1x2x4x5, x1x2x4x6, x1x2x
2
5, x1x2x5x6, x1x
2
3x5, x1x
2
3x6, x1x3x4x5,
x1x3x4x6, x1x3x
2
5, x1x3x5x6, x1x
2
4x6, x1x4x5x6, x
2
2x
2
4, x
2
2x4x5, x
2
2x4x6, x
2
2x
2
5,
x22x5x6, x
2
2x
2
6, x2x3x4x5, x2x3x4x6, x2x3x
2
5, x2x3x5x6, x2x3x
2
6, x2x
2
4x6,
x2x4x5x6, x2x4x
2
6, x
2
3x
2
5, x
2
3x5x6, x
2
3x
2
6, x3x4x5x6, x3x4x
2
6, x
2
4x
2
6.
This ordering fails to be a linear quotients ordering. Let mi be the ith monomial
in the ordering above, and let Ii denote the ideal generated by the first i − 1
monomials in the ordering. Setting Qi = Ii : (mi), we see that
Q9 = (x
2
1x
2
3, x
2
1x3x4, x1x2x3x4, x
2
1x
2
4, x1x2x
2
4, x
2
2x
2
4, x
2
1x3x5, x1x2x3x5) : (x1x2x3x6)
= (x4, x5, x1x3)
is not generated by variables, hence the lex ordering fails to give us linear quo-
tients. Similarly, with reverse lex, we have the following ordered generating
set:
x21x
2
3, x
2
1x3x4, x1x2x3x4, x
2
1x
2
4, x1x2x
2
4, x
2
2x
2
4, x
2
1x3x5, x1x2x3x5, x1x
2
3x5,
x21x4x5, x1x2x4x5, x
2
2x4x5, x1x3x4x5, x2x3x4x5, x
2
1x
2
5, x1x2x
2
5, x
2
2x
2
5, x1x3x
2
5,
x2x3x
2
5, x
2
3x
2
5, x1x2x3x6, x1x
2
3x6, x1x2x4x6, x
2
2x4x6, x1x3x4x6, x2x3x4x6,
x1x
2
4x6, x2x
2
4x6, x1x2x5x6, x
2
2x5x6, x1x3x5x6, x2x3x5x6, x
2
3x5x6, x1x4x5x6,
x2x4x5x6, x3x4x5x6, x
2
2x
2
6, x2x3x
2
6, x
2
3x
2
6, x2x4x
2
6, x3x4x
2
6, x
2
4x
2
6.
This fails to have linear quotients at Q21 = I21 : (x1x2x3x6) = (x4, x5, x1x3). Us-
ing a monomial ordering on the generators of I does not appear to ever produce
a linear quotients ordering on the generators of I(An)2.
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This appears to be true more generally – while all higher powers of edge
ideals with linear quotients appear to have linear quotients as well, these linear
quotients orders almost never arise from a monomial term ordering.
8.2 Antipath Linear Quotients
Throughout this section we will useH = P cn to denote the antipath on n vertices.
The first stage in our linear quotients ordering is to show that the square of the
antipath has linear quotients with respect to the lex order. As the complement
of the antipath is a chordal graph, it is known that I(H) has a linear resolution
via Fro¨berg’s Theorem [12]. Furthermore, as I(H) has a linear resolution and
is generated in degree 2, it is known to have a linear quotient ordering and
linear resolutions of all of its powers [18]. However, a linear resolution of its
second power does not guarantee a linear quotients ordering of I(H)k, which
we provide explicitly here.
Proposition 8.2.1. The kth power I(H)k of the edge ideal of the antipath H has
linear quotients, under the lex ordering of the generators.
We begin with some notation and a lemma.
Given any k edges e1, . . . , ek in a graph G, we will often abuse notation and
write m = e1e2 · · · ek for the monomial
m =
k∏
r=1
xirxjr
where er = {xir , xjr}. When a monomial m is of this form, we say m is the
product of k edges of G.
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Example 8.2.2. Let G be the complete graph on six vertices {x, y, z, w, s, t} seen
in Figure 8.2.
Example 8.3.2. Let G be the complete graph on six vertices {x, y, z, w, s, t} seen
below.
G: w
zy
x
t s
Then the monomialm = xyzwst ∈ I(G)3 comes from any three edges with each
vertex appearing in a unique edge exactly once.
w
zy
x
t s
e1
e2
e3
w
zy
x
t s
e1 e2
e3
w
zy
x
t s
e1
e2
e3
Som = e1e2e3 for the labeled edge sets in any of the diagrams above.
Lemma 8.3.3. The ideal I(H)k is given by all monomials of degree 2k of the form
I(H)k = (xi1xi2 · · · xikxj1xj2 · · · xjk :
i1 ≤ i2 ≤ · · · ≤ ik ≤ j1 ≤ j2 ≤ · · · jk and ir + 2 ≤ jr for all r).
Equivalently, every minimal monomial generator m ∈ I(H)k can be written
as a product of k edgesm = e1 · · · ek where er = {xir , xjr} and
i1 ≤ i2 ≤ · · · ≤ ik ≤ j1 ≤ j2 ≤ · · · ≤ jk.
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Figure 8.2: G complete graph on 6 vertices.
Then the monomial m = xyzwst ∈ I(G)3 comes from any three edges with
each vertex appearing in a unique edge exactly once. So m = e1e2e3 for the
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Som = e1e2e3 for the labeled edge sets in any of the diagrams above.
Lemma 8.3.3. The ideal I(H)k is given by all monomials of degree 2k of the form
I(H)k = (xi1xi2 · · · xikxj1xj2 · · · xjk :
i1 ≤ i2 ≤ · · · ≤ ik ≤ j1 ≤ j2 ≤ · · · jk and ir + 2 ≤ jr for all r).
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Figure 8.3: Decompositions of m into three edges.
labeled edge sets n any of the diagrams in Figure 8.3.
Lemma 8.2.3. The ideal I(H)k is given by all monomials of degree 2k of the form
I(H)k = (xi1xi2 · · ·xikxj1xj2 · · ·xjk :
i1 ≤ i2 ≤ · · · ≤ ik ≤ j1 ≤ j2 ≤ · · · jk and ir + 2 ≤ jr for all r).
Equivalently, every minimal monomial generator m ∈ I(H)k can be written
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as a product of k edges m = e1 · · · ek where er = {xir , xjr} and
i1 ≤ i2 ≤ · · · ≤ ik ≤ j1 ≤ j2 ≤ · · · ≤ jk.
Proof. Any monomial m of degree 2k can be written as
m = xi1 · · · xikxj1 · · ·xjk
with i1 ≤ · · · ≤ ik ≤ j1 ≤ · · · ≤ jk. Let m be a minimal generator of I(H)k
and write m as above. Assume for a contradiction that there is an index r with
ir + 2 > jr. Since the indices of m have been written in ascending order, we
know that
{ir, ir+1, . . . , ik, j1, . . . , jr} ⊆ {ir, ir + 1}.
Let m′ be the degree k + 1 monomial m′ = xir · · ·xikxj1 · · ·xjr which divides
m. The support of m′ is contained in {xir , xir+1} but there are are no edges in the
antipath between xir and xir+1. Thus, m′ contains no edge as a factor. However,
as m is a product of k edges, every degree k+ 1 factor of m must contain at least
one edge. This is contradicted by our construction of m′, and so we must have
ir + 2 ≤ jr for each r.
We now return to the proof of Proposition 8.2.1.
Proof of Proposition 8.2.1. From Lemma 8.2.3, we have that
I(H)k = (xi1xi2 · · ·xikxj1xj2 · · ·xjk :
i1 ≤ i2 ≤ · · · ≤ ik ≤ j1 ≤ j2 ≤ · · · jk and ir + 2 ≤ jr for all r).
Any pair of monomial generators m and m′ of I(H)k will be of the forms:
m = xi1xi2 · · ·xikxj1xj2 · · ·xjk = e1e2 · · · ek
m′ = xi′1xi′2 · · ·xi′kxj′1xj′2 · · ·xj′k = e′1e′2 · · · e′k
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with indices ir, i′r, jr, j′r all satisfying the inequalities above and for edges er =
{xir , xjr} and e′r = {xi′r , xj′r} of H . We show for every such pair of monomials
with m′>lex m that m′ : m will be divisible by some xi = m′′ : m for some
m′′>lex m.
Case 1: Monomials m and m′ differ first at some xir . Assume ir is the first
index at which m and m′ differ; i.e., is = i′s for all s < r and i′r < ir.
Let m′′ =
xi′r
xir
m. This is certainly a monomial of the appropriate degree which
is lex earlier than m. To show that m′′ ∈ I(H)k, we note that as i′r < ir < jr − 2,
we have an edge εr = {xi′r , xjr} ∈ H . Thus
m′′ = e1 · · · er−1εrer+1 · · · ek ∈ I(H)k.
As m′′ : m = xi′r and xi′r divides m
′ : m, we either had m′′ = m′ (in which
case we satisfy the first condition above) or m′′ 6= m′ and this colon satisfies the
second condition above.
Case 2: Monomials m and m′ differ first at some xjr . Assume that m and
m′ do not differ in the xis ; i.e., is = i′s for all s = 1, . . . , k. Let jr be the first index
where m and m′ differ. That is, js = j′s for all s < r and j′r < jr. So
m = xi1 · · ·xikxj1 · · ·xjr−1xjrxjr+1 · · ·xjk = e1e2 · · · er−1erer+1 · · · ek
m′ = xi1 · · ·xikxj1 · · ·xjr−1xj′rxj′r+1 · · · xj′k = e1e2 · · · er−1e′re′r+1 · · · e′k.
Choosing
m′′ = xi1 · · · xikxj1 · · · xjr−1xj′rxjr+1 · · ·xjk
= e1e2 · · · er−1e′rer+1 · · · er,
we note that as e′r = {xir , xj′r} ∈ H , we have m′′ ∈ I(H)k. This is a lex earlier
monomial in I(H)k. So m′′ : m = xj′r which divides m
′ : m.
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8.3 Linear Quotient Ordering of Anticycle
The proof that the square of the edge ideal of the antipath has linear quotients
is the first step in constructing a linear quotients ordering of the generators of
the anticycle. With this in hand, we now show that the following ordering on
the generators of the square of the edge ideal of the anticycle gives us linear
quotients. For the remainder of this note, we let G be the anticycle graph and
let H be the antipath obtained by deleting some vertex of G.
Remark 8.3.1. We will label the vertices in G as follows. Let x be the vertex we
delete to obtain H , and let z1 and z2 the two non-adjacent vertices in G (so the
two neighbors of x in the cycle itself). Finally, let y1, . . . , yn be all the remainging
vertices in order, so that y1 is not adjacent to z1 and yn is not adjacent to zn. Note
that each yi is adjacent to x. Thus, for this section, we assume that G has n + 3
vertices. See the figure below.
.4 i r ti t r ri f tic cl
e roof t at t e s are of t e e e i eal of t e a ti at as li ear otie ts
is t e first ste i co str cti a li ear otie ts or eri of t e e erators of
t e a tic cle. it t is i a , e o s o t at t e follo i or eri o
t e e erators of t e s are of t e e e i eal of t e a tic cle i es s li ear
otie ts. or t e re ai er of t is ote, e let e t e a tic cle ra a
let e t e a ti at o tai e eleti so e ertex of .
e ar 8.4.1. e ill label t e vertices i as follo s. et x be t e vertex e
elete to obtai , a let z1 a z2 t e t o o -a jace t vertices i (so t e
t o eig bors of x i t e cycle itself). Fi ally, let y1, . . . , yn be all t e re ai gi g
vertices i or er, so t at y1 is ot a jace t to z1 a yn is ot a jace t to zn. ote
t at eac yi is a jace t to x. s, for t is sectio , e ass e t at as 3
vertices. See t e fig re belo .
yi
yi−1
y2
y1
z1
x
z2
yn
yn−1
yi+1
Theorem 8.4.2. Let G be the (n + 3)-anticycle graph, labeled as in the picture
above, with n ≥ 2. Let H = G \ {x} be the induced graph away from x. Let
J = I(H) be the edge ideal of H and let K = I(G \H) = (xyi : i = 1, . . . , n) be
the edge ideal on the edges not in H .
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Figure 8.4: Labeled anticycle graph.
Theorem 8.3.2. Let G be the (n + 3)-anticycle graph, labeled as in the pictur
above, w th n ≥ 2. L t H = G \ {x} be the induced graph away from x. Let
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J = I(H) be the edge ideal of H and let K = I(G \H) = (xyi : i = 1, . . . , n) be
the edge ideal on the edges not in H .
Then the edge ideal I(G) has a linear quotients given by the following order-
ing of its monoimal generators (monomials occurring earlier in this list appear
earlier in the order):
1. m ∈ J2 ordered via the lex ordering with z1 < y1 < y2 < · · · < yn < z2
2. m ∈ J ·K
(a) m = xyiz1z2, i = 1, . . . , n,
(b) m = xyiyjz2, i ≤ j, ordered via lex with y1 > y2 > · · · > yn, excluding
nongenerator xy2nz2,
(c) m = xyiyjz1, i ≤ j, ordered via lex with y1 < y2 < · · · < yn, excluding
nongenerator xy21z1, and
(d) m = xyiyjyk, i ≤ j ≤ k, ordered via lex with y1 > y2 > · · · > yn.
3. m ∈ K2.
(a) m = x2yiyj ordered via lex excluding x2y21 with y1 < y2 < · · · < yn
(b) m = x2y21 .
Before giving the proof, we provide a specific example of the ordering of I(G)2
for the antipath G on 6 vertices.
Example 8.3.3. Let n = 3 so we have the anticycle graph G on vertices
{x, z1, y1, y2, y3, z2}.
Our two subgraphs H and G \ H will be as below. The linear quotients
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Then the edge ideal I(G) has a linear quotients given by the following order-
ing of its monoimal generators (monomials occurring earlier in this list appear
earlier in the order):
1. m ∈ J2 ordered via the lex ordering with z1 < y1 < y2 < · · · < yn < z2
2. m ∈ J ·K
(a) m = xyiz1z2, i = 1, . . . , n,
(b) m = xyiyjz2, i ≤ j, ordered via lex with y1 > y2 > · · · > yn, excluding
nongenerator xy2nz2,
(c) m = xyiyjz1, i ≤ j, ordered via lex with y1 < y2 < · · · < yn, excluding
nongenerator xy21z1, and
(d) m = xyiyjyk, i ≤ j ≤ k, ordered via lex with y1 > y2 > · · · > yn.
3. m ∈ K2.
(a) m = x2yiyj ordered via lex excluding x2y21 with y1 < y2 < · · · < yn
(b) m = x2y21 .
H : yi
yi−1
y2
y1
z1
z2
yn
yn−1
yi+1
G \H : yi
yi−1
y2
y1
z1
x
z2
yn
yn−1
yi+1
Before giving the proof, we provide a specific example of the ordering of I(G)2
for the antipath G on 6 vertices.
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Figure 8.5: Anticycle graph decomposed into H and G/H .
Example 8.4.3. Let n = 3 sowe have the anticycle graphG on vertices {x, z1, y1, y2, y3, z2}.
G: y2
y1z1
x
z2 y3
Our two subgraphs H and G \H will be as below.
H : y2
y1z1
z2 y3
G \H : y2
y1
x
y3
The linear quotients ordering from Theorem 9.3.2 on the generators of I(G)2 is
given here by
I(G)2 = (z21y
2
2, z
2
1y2y3, z
2
1y2z2, z
2
1y
2
3, z
2
1y3z2, z
2
1z
2
2 , z1y1y2y3, z1y1y2z2,
z1y1y
2
3, z1y1y3z2, z1y1z
2
2 , z1y
2
2z2, z1y2y3z2, z1y2z
2
2 , y
2
1y
2
3,
y21y3z2, y
2
1z
2
2 , y1y2y3z2, y1y2z
2
2 , y
2
2z
2
2)
(1)
+ (xz1y1z2, xz1y2z2, xz1y3z2)
(2a)
+ (xy21z2, xy1y2z2, xy1y3z2, xy
2
2z2, xy2y3z2)
(2b)
+ (xz1y
2
3, xz1y2y3, xz1y1y3, xz1y
2
2, xz1y1y2)
(2c)
+ (xy21y3, xy1y2y3, xy1y
2
3)
(2d)
+ (x2y1y2, x
2y1y3, x
2y22, x
2y2y3, x
2y23)
(3a)
+ (x2y21)
(3b).
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Figure 8.6: Anticycle graph on 6 vertices.
Example 8.4.3. Let n = 3 sowe have the anticy le graphG on vertices {x, z1, y1, y2, y3, z2}.
G: y2
y1z1
x
z2 y3
Our two subgraphs H and G \H will be as below.
H : y2
y1z1
z2 y3
G \H : y2
y1
x
y3
The linear quotients ordering from Theorem 9.3.2 on the gen rators of I(G)2 is
given her by
I(G)2 = (z21y2, z
2
1y2 3, z
2
1y2z , z
2
1y3, z
2
1y3z2, z
2
1 2 , z1y 2 3, z1y 2z ,
z1y
2
3, z1y 3z2, z1y z
2
2 , z1y
2
2z , z1y2 3z2, z1y2z
2, y21 3,
y21 3z2, y
2
1z2 , y1 2 3z2, y1 2z
2, y22z )
(1)
+ (xz1y z2, xz1y2z , xz1y3z2)
(2a)
+ (xy21z2, xy1 2z , xy1 3z2, xy
2
2z , xy2 3z2)
(2b)
+ (xz1y
2
3, xz1y2 3, xz1y 3, xz1y
2
2, xz1y 2)
(2c)
+ (xy21 3, xy1 2 3, xy1
2
3)
( d)
+ (x2y1 2, x
2y1 3, x
2y2, x
2y2 3, x
2y3)
(3a)
+ (x2y1)
(3b).
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Figure 8.7: Anticycle decomposed into H and G \H .
ordering from Theorem 8.3.2 on the generators of I(G)2 is given here by
I(G)2 = (z21y
2
2, z
2
1y2y3, z
2
1y2z2, z
2
1y
2
3, z
2
1y3z2, z
2
1z
2
2 , z1y1y2y3, z1y1y2z2,
z1y1y
2
3, z1y1y3z2, z1y1z
2
2 , z1y
2
2z2, z1y2y3z2, z1y2z
2
2 , y
2
1y
2
3,
y21y3z2, y
2
1z
2
2 , y1y2y3z2, y1y2z
2
2 , y
2
2z
2
2)
(1)
+ (xz1y1z2, xz1y2z2, xz1y3z2)
(2a)
+ (xy21z2, xy1y2z2, xy1y3z2, xy
2
2z2, xy2y3z2)
(2b)
+ (xz1y
2
3, xz1y2y3, xz1y1y3, xz1y
2
2, xz1y1y2)
(2c)
+ (xy21y3, xy1y2y3, xy1y
2
3)
(2d)
+ (x2y1y2, x
2y1y3, x
2y22, x
2y2y3, x
2y23)
(3a)
+ (x2y21)
(3b).
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8.3.1 Proof of Theorem 8.3.2
Proof of Theorem 8.3.2. The generators of I(G)2 fall into three main cases, with
the second case split up into four subcases and the third case placing the first
lex ordered generator at the very end. We will address each case separately.
Notation 8.3.4. Let IM = (I(G)2)M denote the ideal generated by all monomials
in the linear quotients ordering before adding M , a minimal generator of I(G)2.
In general, we will use QM to denote the colon ideal
QM = IM : (M),
though we will often omit the subscript if the stage in the ordering is clear. We
show here for all monomial generators M in the quotients ordering that
QM = (xi1 , xi2 , . . . , xik)
for some variables xi1 , xi2 , . . . , xik ∈ {x, z1, z2, y1, y2, . . . , yn} = V .
Let VM denote the variables generating QM , or as above, VM =
{xi1 , xi2 , . . . , xik} and let WM = V \ VM .
The general technique used begins with generating xi ∈ VM explicitly via
exhibition of a monomial generator m′ ∈ IM such that
m′ : M = xi.
After finding our expected VM , we note that any remaining minimal monomial
generators m of QM which are not variables, i.e. not in a linear generator of the
ideal (VM), must have their support, supp(m) ∈ WM .
We then show that any generators m′ ∈ I(G)2 which would give us
m′ : M = m ∈ (WM)
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must either have m ∈ (VM) (and hence a contradiction, as such a generator
cannot be minimal in QM ) or could only come from a monomial m′ occurring
after M in the linear quotients ordering (and hence another contradiction, as
m 6∈ QM .) For consistency, we will always use M , m and m′ in the same roles
throughout the proof.
Stage (1):
Note that I(H) is the antipath graph of the path {z1 ∼ y1 ∼ y2 ∼ · · · ∼ yn ∼ z2},
so the ordering of J2 given in (1) is a linear quotients ordering by Proposi-
tion 8.2.1.
Stage (2a):
We now move on to generators in (2a) and show that after adding through the
(i− 1)st term in (2a), we have linear quotients when we colon this ideal against
our ith term, M = z1z2xyi. Let Q be this colon ideal,
Q = Iz1z2xyi : (z1z2xyi)
= (J2 + (z1z2xyj | 1 ≤ j ≤ i− 1)) : (z1z2xyi).
Note that the following inclusions hold, via the elements noted on the right.
• Q ⊇ (yj | j 6= i) as yj = z1z2yjyi : z1z2xyi.
• Q ⊇ (z1) when i 6= 1 as z1 = z1z2z1yi : z1z2xyi.
• Q ⊇ (z2) when i 6= n as z2 = z1z2z2yi : z1z2xyi.
• Q ⊇ (yi) when i 6∈ {1, n} as yi = y2i z1z2 : z1z2xyi.
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Assume m ∈ Q is a minimal monomial generator of Q that is not linear, i.e.
m = m′ : z1z2xyi for some m′ appearing in the ordering earlier than z1z2xyi. As
m is minimal, its support cannot contain any of the variables in Q and therefore
supp(m) ⊆

{x} i = 2, . . . , n− 1,
{x, z1, y1} i = 1,
{x, z2, yn} i = n.
In the first of these cases, we note that if x|m then x2|m′. As this does not happen
for any m′ before z1z2xyi, the only cases we need to consider are i = 1 and i = n.
In both of these cases we can assume that x does not divide m.
Case (i = 1): In this case, we are adding the generator z1z2xy1 to J2, our edge
ideal of the antipath, i.e. Q = J2 : z1z2xy1. Note that Q ⊇ (y2, . . . , yn, z2).
Hence, if we have a minimal monomial generator m ∈ Q which is not
linear, its support must be contained in {z1, y1}.
If z1|m then z21 |m′ so m′ must be of the form z21yjyk with j, k > 1. However,
we then have m′ : z1z2xy1 = z1yjyk which cannot be a minimal generator
of Q, as both yj, yk ∈ Q.
If y1|m then y21|m′ so m′ must be of the form y21yjz2 (for j > 2) or y21yjyk
(for j, k > 2) or y21z22 . In these three cases the m′ are y1yj , y1yjyk, and y1z2
respectively. However each of these are not minimal, from yj, z2 ∈ Q for
j > 2.
Case (i = n): Now we are adding the final generator z1z2xyn to the ideal
Iz1z2xyn = J
2 + (z1z2xyi : 1 ≤ i ≤ n− 1).
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For this, we have Q = (J2 + (z1z2xyj | 1 ≤ j ≤ n − 1)) : (z1z2xyn) which
satisfiesQ ⊇ (y1, . . . , yn−1, z1). In this case, if we have a minimal monomial
generator m ∈ Q which is not linear, its support must be contained in
{z2, yn}.
If z2|m then z22 |m′. The only such m′ ∈ Iz1z2zyn must be of the form z22yjyk
with j, k < n. However, we then have m′ : z1z2xy1 = z2yjyk which is not a
minimal generator as yj, yk ∈ Q.
Similarly, if yn|m then y2n|m′. All such m′ ∈ Iz1z2zyn are of one of the follow-
ing three forms:
(i) y2nyjz1 (for some j < n− 1)
(ii) y2nyjyk (for some j, k < n− 1)
(iii) y2nz21 .
In these three cases the m = m′ : M is
(i) m = y2nyjz1 : z1z2zyn = yjyn,
(ii) m = y2nyjyk : z1z2zyn = yjykyn, and
(iii) m = y2nz21 : z1z2zyn = ynz1 respectively.
However each of these are not minimal as yj, z1 ∈ Q for j < n− 1.
So our ordering of our generators is a linear quotients ordering through the end
of stage (2a).
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Stage (2b):
The second part of the second stage involves adding monomials M = xyiyjz2 to
our ideals IM according to the lex order on (i, j).
Q = Ixyiyjz2 : (xyiyjz2)
= (J2 + (z1z2xyj | 1 ≤ j ≤ n) + (xyi′yj′z2 : (i′, j′) >lex (i, j)) : (xyiyjz2)
Note the following inclusions hold, via the elements noted.
• Q ⊇ (yk | k < j) as yk = xyiykz2 : xyiyjz2
• Q ⊇ (z1) as z1 = xyiz1z2 : xyiyjz2
• Q ⊇ (z2) when j 6= n as z1 = yiyjz22 : xyiyjz2
• Q ⊇ (yk | k > j + 1) as yk = yiyjykz2 : xyiyjz2
• Q ⊇ (yj+1) when i 6= j as yj+1 = yiyjyj+1z2 : xyiyjz2
• Q ⊇ (yj) when i ≤ j − 2 and j 6= n as yj = yiy2j z2 : xyiyjz2
Taken together for M = xyiyjz2 this gives
Q ⊇

(y1, . . . , yn, z1, z2) j 6= n, i < j − 1
(y1, . . . , yj−1, yj+1, . . . , yn, z1, z2) j 6= n, i+ 1 = j
(y1, . . . , yj−1, yj+2, . . . , yn, z1, z2) j 6= n, i = j
(y1, . . . , yn−1, z1) j = n.
Assume m ∈ Q is a minimal monomial generator that is not linear. That is
m = m′ : xyiyjz2 for some m′ before xyiyjz2. As m is minimal, its support
cannot contain any of the variables in Q. Also if x were to be in supp(m) then x2
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would divide m′. As no there is no such m′ ∈ IM before xyiykz2, we have x 6 |m.
Thus the support of m satisfies
supp(m) ⊆

∅ j 6= n, i < j − 1
{yj} j 6= n, i+ 1 = j
{yj, yj+1} j 6= n, i = j
{yn, z2} j = n
Case (j 6= n, i < j − 1): There is nothing to check as x does not divide m and all
other variables are in Q.
Case (j 6= n, i+ 1 = j): In this case m must be a power of yj . As m is not lin-
ear, y2j |m and hence y3j |m′. However none of the generators of I(G)2 are
divisible by y3j .
Case (j 6= n, i = j): In this case supp(m) ⊆ {yj, yj+1}. As m is not linear, we
have one of the following must hold:
(i) y2j |m
(ii) yjyj+1|m
(iii) y2j+1|m.
In these three cases respectively we must then have
(i) y3j |m′
(ii) y2j yj+1|m′
(iii) m′ ∈ {y2j y2j+1, yjy3j+1, y4j+1, xyjy2j+1, xy3j+1, z2yjy2j+1, z2y3j+1, xz2y2j+1}.
Case (i) cannot happen, as y3j does not divide any generator of I(G)2. Sim-
ilarly, in case (ii), y2j yj+1|m′ which would require yjyj+1 ∈ I(G), which is
not a generator of the edge ideal of the anticycle.
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Finally, in case (iii) all degree 4 monomials divisible by y2j+1 have been
enumerated as possible m′. None of these are generators of I(G)2 except
for m′ = xz2y2j+1. This however occurs later in our order.
Case (j = n): In this case supp(m) ⊆ {yn, z2}. As m is not linear, one of y2n, ynz2
and z22 divide m. If y2n or z22 divide m then y3n or z32 divide m′. However
no generator of I(G)2 is divisible by a cube of a variable. If ynz2|m then
m′ = y2nz22 which is not a generator of I(G)2.
Stage (2c):
Showing that this part of the ordering is a linear quotients ordering can be done
using its symmetry with Stage (2b). We wish to show that all Q such that
Q = Ixyiyjz1 : (xyiyjz1)
=
(
J2 +
(
z1z2xyj | 1 ≤ j ≤ n
)
+
(
xykylz2 | 1 ≤ k ≤ l ≤ n, k < n
)
+
(
xykylz1 | (k, l) <lex′ (i, j)
))
: (xyiyjz1)
are again generated by variables. We first show thatQ′ is generated by variables,
for
Q′ =
(
J2 +
(
z1z2xyj | 1 ≤ j ≤ n
)
+
(
xykylz1 | (k, l) <lex′ (i, j)
))
: (xyiyjz1),
where the <lex′ denotes the lex ordering on yi with the variables in reverse order
from the <lex used in Stage (2b).
Via symmetry with Stage (2b), thisQ′ must have linear quotients via an iden-
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tical proof. From this, we see
Q′ =

(y1, . . . , yn, z1, z2) j 6= n, j < i− 1
(y1, . . . , yj−1, yj+1, . . . , yn, z1, z2) i 6= 1, j + 1 = i
(y1, . . . , yj−1, yj+2, . . . , yn, z1, z2) i 6= 1, i = j
(y2, . . . , yn, z2) i = 1.
Clearly Q′ ⊂ Q. We note that Q and Q′ only differ by a colon ideal of the
form (
xykylz2 | 1 ≤ k ≤ l ≤ n, k < n
)
: (xyiyjz1).
The generators of Q which are not in Q′ are of the form xykylz2 : xyiyjz1 and
hence all must divisible by z2.
Since z2 ∈ Q′ in all cases, we see that Q is generated by variables for all
monomials M added in this stage.
Stage (2d):
For the final case of Stage 2, we add all monomials in J · K of the form m =
xyiyjyk ordered via lex with y1 > y2 > · · · yn. Our colon ideals then are of the
form
Q = Ixyiyjyk : (xyiyjyk)
=
(
J2 +
(
z1z2xyj | 1 ≤ j ≤ n
)
+
(
xykylz2 | 1 ≤ k ≤ l ≤ n, k < n
)
+
(
xykylz1 | 1 ≤ k ≤ l ≤ n, 1 < l
)
+
(
xyi′yj′yk′ | 1 ≤ i′ ≤ j′ ≤ k′ ≤ n, i′ + 2 ≤ k′, (i′, j′, k′) >lex (i, j, k)
))
: (xyiyjyk).
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The last set of generators in Ixyiyjyk are given by(
xyi′yj′yk′ | 1 ≤ i′ ≤ j′ ≤ k′ ≤ n, i′ + 2 ≤ k′, (i′, j′, k′) >lex (i, j, k)
)
as the variables can be arranged with indices i′, j′, k′ in increasing order, but
i′+2 ≤ k′ as at least one pair of {yi′ , yj′ , yk′}must be nonadjacent in the anticycle
graph. This forces the given inequality.
Our colon ideals now satisfy the following inclusions, via the elements
noted.
• Q ⊇ (yl | l < j) as yl = xyiylyk : xyiyjyk
• Q ⊇ (z2) as z2 = xyiykz2 : xyiyjyk
• Q ⊇ (z1) as z1 = xyiykz1 : xyiyjyk
• Q ⊇ (yl | l ≥ j + 2) as yl = yiyjykyl : xyiyjyk
• Q ⊇ (yj+1) when i+ 1 ≤ j and j + 2 ≤ k as yj+1 = yiyjyj+1yk : xyiyjyk
• Q ⊇ (yj) when i+ 2 ≤ j and j + 2 ≤ k as yj+1 = yiy2j yk : xyiyjyk.
Together this gives
Q ⊇

(y1, . . . , yj−1, yj+1, . . . , yn, z1, z2) i = j − 1 and j + 2 ≤ k
(y1, . . . , yj−1, yj+2, . . . , yn, z1, z2) i = j or j = k, k − 1
(y1, . . . , yn, z1, z2) otherwise.
Assume m ∈ Q is a minimal monomial generator that is not linear. That is
m = m′ : xyiyjyk for some m′ before M = xyiyjyk. As m is minimal, its support
cannot contain any of the variables inQ. Also if x|m then x2|m′. As this does not
happen for any m′ before xyiyjyk, x 6∈ supp(m). Thus the support of m satisfies
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supp(m) ⊆

{yj} i = j − 1 and j + 2 ≤ k
{yj, yj+1} i = j or j = k, k − 1
∅ otherwise.
Case (i = j − 1 and j + 2 ≤ k): In this case, m must be divisible only by yj and
cannot be linear. Thus y2j |m and y3j |m′ which does not hold for any gener-
ator m′ ∈ I(G)2.
Case (i = j or j = k, k − 1): In this case, m has its support contained in
{yj, yj+1}. As in the previous case, if the support of m contains {yj}, we
obtain a contradiction.
If the support of m contains {yj+1} and then m′ must the product of y2j+1
and two of x, yi, yj, yk. However, for this to be a generator of I(G)2 the
two chosen vertices must both be adjacent to yj . If i = j, then m′xy2j+1yk
is the only possibility, but this comes after xy2j yk in our ordering. If j = k
or j = k − 1 then m′ = xyiy2j+1 is the only possibility. This again lies after
M = xyiyjyk in the ordering.
Other Cases In the other cases, the quotient contains all variables (except x, but
there is no term divisible by x2 which occurs prior to M in the ordering.)
Hence, Q must be generated by linear terms.
Stage (3a):
Now we move on to adding those terms in K2, meaning monomials in I(G)2
which came from pairs of edges xyi and xyj . Our colon ideals will be of the
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form:
Q = Ix2yiyj : (x
2yiyj)
=
(
J2 +
(
z1z2xyj | 1 ≤ j ≤ n
)
+
(
xykylz2 | 1 ≤ k ≤ l ≤ n, k < n
)
+
(
xykylz1 | 1 ≤ k ≤ l ≤ n, 1 < l
)
+
(
xyiyjyk | 1 ≤ i ≤ j ≤ k ≤ n, i+ 2 ≤ k
)
+
(
x2ykyl | 1 ≤ k ≤ l ≤ n, 1 < l, (k, l) >lex (i, j)
))
: (x2yiyj).
These colon ideals satisfy the following inclusions via the elements noted.
• Q ⊇ (y1) when j > 3 as y1 = xy1yiyj : x2yiyj
• Q ⊇ (y1) when i > 1 as y1 = x2y1yi : x2yiyj
• Q ⊇ (yk | 1 < k < j) as yk = x2yiyk : x2yiyj
• Q ⊇ (yk | i+ 2 ≤ k ≤ n) as yk = xyiyjyk : x2yiyj
• Q ⊇ (z2) when i 6= n as z2 = xyiyjz2 : x2yiyj
• Q ⊇ (z1) when j 6= 1 as z1 = xyiyjz1 : x2yiyj
Together this gives
Q ⊇

(y3, . . . , yn, z1, z2) i = 1, j = 2
(y1, . . . , yn, z1, z2) i+ 2 ≤ j
(y1, . . . , yj−1, yj+1, . . . , yn, z1, z2) 1 < i = j − 1
(y1, . . . , yj−1, yj+2, . . . , yn, z1, z2) 1 < i = j < n
(y1, . . . , yn−1, z1) i = j = n.
Assume m ∈ Q is a minimal monomial generator that is not linear. That is
m = m′ : x2yiyj for some m′ before M = x2yiyj . Again, as m is minimal its
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support cannot contain any of the variables in Q. Also if x|m then x3|m′ which
does not happen for any m′ ∈ I(G)2. Thus the support of m satisfies
supp(m) ⊆

{y1, y2} i = 1, j = 2
∅ i+ 2 ≤ j
{yj} i = j − 1
{yj, yj+1} 1 < i = j < n
{yn, z2} i = j = n.
We examine each of these cases individually.
Case (i = 1, j = 2): In this case m is divisible by one of y21, y1y2, y22 and hence m′
is divisible by y31, y21y22, y32 . None of these can hold for m′ a generator of
I(G)2.
Case (i+ 2 ≤ j): There is nothing to check as x does not divide m′ and all other
variables are in Q.
Case (i = j − 1): In this case m must be a power of yj . As m is not linear, y2j |m′
and hence y3j |m. No generators of I(G)2 are divisible by y3j (or any third
power of a variable.)
Case (1 < i = j < n): In this case m is divisible by one of y2j , yjyj+1 or y2j+1. If
m′ is to appear before x2yiyj in our list, it cannot be x2y2j , x2yjyj+1, nor
x2y2j+1. As i = j, the remaining possibilities for m are xy3j , xy2j yj+1, xyjy2j+1
or a monomial of degree four in yj and yj+1. However, none of these are
generators of I(G)2.
Case (i = j = n): In this case m is divisible by one of y2n, ynz2, z22 . So m′ is divis-
ible by one of y4n, y3nz2, z22 . There are no m′ ∈ I(G)2 such that the first two
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hold. For the last, if z22 |m′ and yn does not divide m then m′ must be one
of z42 , z32x, z32y1, z22x2, z22xyn, z22y2n. None of these are in I(G)2.
From this, we see that I(G)2 has a linear quotients through Stage (3a).
Stage (3b):
Finally, we add our generator x2y21 to our ideal Ix2y21 . We only need to check
that for this one remaining generator, the following colon ideal is generated by
variables:
Q = Ix2y21 : (x
2y21)
=
(
J2 +
(
z1z2xyj | 1 ≤ j ≤ n
)
+
(
xykylz2 | 1 ≤ k ≤ l ≤ n, k < n
)
+
(
xykylz1 | 1 ≤ k ≤ l ≤ n, 1 < l
)
+
(
xyiyjyk | 1 ≤ i ≤ j ≤ k ≤ n, i+ 2 ≤ k
)
+
(
x2ykyl | 1 ≤ k ≤ l ≤ n, 1 < l
))
: (x2y21).
We have the following inclusions by the elements noted:
• Q ⊇ (yk | 1 < k ≤ n) as yk = x2y1yk : x2y21
• Q ⊇ (z2) when i 6= n as z2 = xy21z2 : x2y21 .
This gives us that our colon ideal satisfies Q ⊇ (y2, . . . , yn, z2).
So, if m ∈ Q is a minimal non-linear monomial, then supp(m) ⊆ {y1, z1} and
m = m′ : x2y21 for some m ∈ I(G)2 before x2y21 . If y1|m then m′ must be divisible
by y31 . There is no such m′ ∈ I(G)2. Thus supp(m) = {z1}.
Since by assumption, m is not linear, z21 |m. Thus, z21 |m′ and the other vari-
ables dividing m′ can only be z1, x or y1. There is no way to form a generator of
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I(G)2 using only these variables as y1 and x and z1 are not adjacent to z21 . Hence,
Q = (y2, . . . , yn, z2).
So this provides a linear quotients ordering on I(G)2.
8.4 Future Research
For higher powers of the edge ideal I(An)k of the anticycle, it is still unknown if
all powers have a linear resolution, much less linear quotients. Construction of
linear quotient orderings on I(An)k would accomplish this.
Question 8.4.1. Does I(An)k have linear quotients for k ≥ 3?
We produced an ordering above on I(An)2 by decomposing An into comple-
mentary subgraphs Pn−1 and An \Pn−1. While this order is nonunique, ordering
the edges of I(An)2 by decomposing the graph into the complementary sub-
graphs H and G \ H , then considering pairs of edges as appropriate, seems to
produce linear quotients orderings with the clearest descriptions. Extending
this order to I(G)k in a similar fashion has proven fairly difficult, even in the
case of I(G)3, but would be a natural next step after Theorem 8.3.2.
A problem of more general interest is to complete Theorem 8.0.6 of Herzog,
Hibi and Zheng by answering the following question:
Question 8.4.2. Let G be the complement of a chordal graph. Does I(G)k have
linear quotients for k ≥ 2?
We might also ask for a description of all edge ideals whose powers eventu-
ally have linear resolutions.
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Question 8.4.3. Can we exhibit classes of graphs G such that for all sufficiently
large k,
(i) I(G)k has a linear resolution, or
(ii) I(G)k has linear quotients?
In [29], it was conjectured that graphs satistfying Question 8.4.3(i) are pre-
cisely those graphs G with a C4-free complement. General conditions for the
second class however remain open. It appears that anticycles An form such a
class, but we wish to find more general conditions for the powers of an edge
ideal of a graph to stabilize on linear quotients.
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CHAPTER 9
NERVE COMPLEXES OF GRAPHS
Most algorithms for the enumeration of spanning trees of a graph involve con-
struction of a particular spanning tree, then creating a computation tree describ-
ing a pattern of edge swaps in such a way as to eventually list all possible span-
ning trees of the graph. In this thesis, we describe squarefree monomial ideals
whose multigraded Betti numbers naturally enumerate spanning trees (along
with several other invariants.)
Throughout, all graphs are assumed to be simple (meaning no loops or mul-
tiple edges), undirected, and unlabeled. The field k that all polynomials are
taken over is fixed throughout, but no assumptions need to be made about it
(characteristic, algebraic completeness, etc.) For computational purposes, re-
solving these ideals over Z2 is sufficient.
The relevant simplicial complex is the nerve (or neighborhood) complex of a
graph G. As the nerve of a subgraph of G will have the same homology type as
the subgraph itself, we can convert homological calculations for subgraphs of G
into homological calculations for induced subcomplexes ofN (G). For purposes
of computing spanning trees, it is sufficient to calculate the resolution of the
Stanley-Reisner ideal of N (G) only through the n − 3 stage to enumerate all
spanning trees, where n = |V |.
Any graph invariants of G which depend on homologies of subgraphs can
be read off from the resolution of N (G). For example, the genus of the graph
G is given by another Betti number - specifically, the last Betti number in the
nonlinear strand of the resolution. Other invariants include matchings of size k
125
of G, maximum or minimum degrees of vertices in G, the Tutte polynomial, the
k-edge connectivity, the lengths of minimal cycles, the number (or existence) of
Hamiltonian cycles, and others.
The Betti numbers of the Alexander duals of these complexes enumerate
other graph invariants, as well as providing an interesting parallel to the recon-
struction conjecture.
9.1 Nerve Theorem, Neighborhood Complexes and Subgraphs
It is sufficient to consider a very specific type of nerve complex (rather than gen-
eral nerves) for our purposes here.
Definition 9.1.1. Let ∆ be a simplicial complex, F∆ the facets of ∆. The nerve
N (∆) of ∆ is the simplicial complex on vertex setF∆ with a face σ = {Fi1 , ..., Fik}
whenever Fi1 ∩ · · · ∩ Fik 6= ∅.
Remark 9.1.2. We compute this for graphs as dimension 2 simplicial complexes
with the edges as facets. For graphs, we will also call N (G) the neighborhood
complex of G.
Example 9.1.3. If ∆ is a simplicial complex with 2-dimensional facets as in Fig-
ure 9.1, then N (∆) is a tetrahedron, and N (N (∆)) is a point.
Example 9.1.4. The nerves of graphs arise naturally in other situations. For
example, on n vertices, we have that the complete graph has the complex of
claw graphs on n vertices as its nerve, i.e. N (Kn) ∼= ∆(Fclaws[n]). See Figure 9.2
for an example.
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F1
F2
F3
F4
∆
−→
F1
F2
F3
F4
N (∆)
−→
N (N (∆))
For graphs, the nerve is often referred to as the neighborhood complex of G or
N (G). Unlike general complexes, N (N (G)) = G if G is a leaf-free graph.
Example 8.1.4 (Running Example). The graph below is a leaf-free graph, with
N (G) ∼= G.
G
x1 x2
x3
x4x5
x6
e1
e2
e3
e4
e5
e6
e7e8
N (G)
e4
e3
e2
e1
e6
e5
e7e8
x1 x2
x3
x4x5
x6
Remark 8.1.5. For this graph G, facets of N (G) are in 1:1 correspondence with
vertices of G. In general, the facets of N (G) are in 1:1 correspondence with
non-leaf vertices of G, or all vertices of degree greater than 1.
In general, N (G) ∼= G, via the Nerve theorem. More generally, for W ⊆ E
any subset of edges and G[W ] the subgraph of G given on the induced vertex
set V ￿ ⊆ V with edges given byW , we have that G[W ] ∼= N (G[W ]). We include
a direct proof of this homotopy equivalence via barycentric subdivision and
discrete Morse theoretic arguments in Section ??.
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Figure 9.1: Nerve of a Nerve of a Complex: N (N (∆))
support {ei1 , ..., eik} = W ⊆ E, with |m| = deg(m). Then
β|m|−1,m(k[N (G)]) = dim ￿H0(G[W ]) = #{connected components of G[W ]}− 1
β|m|−2,m(k[N (G)]) = dim ￿H1(G[W ]) = #{loops in G[W ]}.
Proof. This is immediate from N (G)|W ∼= G[W ] via Corollary 8.1.7 and
Hochster’s formula.
This will be our primary computational tool when investigating invariants
of G on subgraphs. We show in Section 8.3 how to use Theorem 8.1.8 to rewrite
graph calculations as betti numbers of N (G).
Remark 8.1.9. Any homological invariant can be recovered from the graded or
multigraded betti numbers, including (but not limited to) the spanning trees of
G, the genus of G, the edge connectivity number and the Tutte polynomial. We
include a list, with proof, in Section 8.3.
Example 8.1.10. The nerves of graphs can arise naturally in other situations.
For example, on n vertices, we have that the complete graph has the complex of
claw graphs on n vertices as its nerve, i.e. N (Kn) ∼= ∆(Fclaws[n]). This provides
an alternate way of calculating the homotopy type of∆(Fclaws[n]). For a more in
depth look at simplicial complexes of graphs, see [10]. A proof of the homotopy
equivalence of N (Kn) and ∆(Fclaws[4]) is included in Section 8.2.1.
K4 ∆(Fclaws[4])
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Figure 9.2: Complete Graph K4 and Simplicial Complex of Claw Graphs
This provides an alternate way of calculating the homotopy type of
∆(Fclaws[n]). For a more in depth look at simplicial complexes of graphs, see
[23].
Viewing N as a function from the set of finite simplicial complexes to itself, we
note that N rarely has N (N (∆)) = ∆. The class of complexes which satisfy
N (N (∆)) = ∆ are called taut complexes. A general study of the nerve complexes
N (∆) can be found in [14]. Characterization of the graphs which give rise to taut
complexes is simpler than in the general case. This is given in Proposition 9.1.8.
We note a few properties of general N (∆).
Definition 9.1.5. We say that a vertex v is a leaf of a simplicial complex ∆ if v lies
in a unique facet F ∈ F∆, where F∆ denotes the set of maximal facets of ∆.
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Proposition 9.1.6. Let ∆ be a simplicial complex andN (∆) be its nerve complex.
We have the following:
(i) The vertices of N (∆) are in 1:1 correspondence with the facets of ∆.
(ii) The facets ofN (∆) are in 1:1 correspondence with non-empty intersections
of facets σ1 ∩ · · · ∩ σk ∈ ∆ of maximal size, i.e. all sets S = {σ1, ..., σk} such
that
∩S = σ1 ∩ · · · ∩ σk 6= ∅
but ∩S ∩ τ = ∅ for all facets τ 6∈ S.
Proof of Proposition 9.1.6. The proposition follows immediately from the defini-
tion.
Corollary 9.1.7. For a graph G and neighborhood complex N (G), we have:
(i) The vertices of N (G) are in 1:1 correspondence with the edges of G, i.e.
VN (G) ←→ EG.
(ii) The facets of N (G) are in 1:1 correspondence with the non-leaf vertices of
G, i.e.
FN (∆) ←→ {v ∈ ∆ : v non-leaf vertex}
←→ {v ∈ G : deg(v) > 1}.
(iii) Leaf vertices of N (G) correspond precisely to edges e = {v, w} such that v
or w is a leaf of G.
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Proof of Corollary 9.1.7. The proof of 9.1.7 is immediate from Proposition 9.1.6.
We need only to show that non-empty intersections of maximal size in G corre-
spond to non-leaf vertices. We note that the faces of N (∆) are of the form
σ = {ei1 , ei2 , ..., eik}
with ei1∩ei2∩· · ·∩eik 6= ∅, and any set of distinct edges which mutually intersect
nontrivially must contain a common vertex v. Any maximal such face must
include all edges adjacent to v. We denote the face corresponding to all edges
incident to a vertex v by σv.
A vertex v of degree 1 will have exactly one adjacent edge e = {v, w} for
some w ∈ V . The set of edges containing w is a facet of N (G) containing e, so
a vertex of degree 1 does not contribute a maximal facet, as σv ⊆ σw. As v is a
vertex of degree 1, no other vertices w′ are adjacent to v, so e is a leaf of N (G),
contained only in facet σw, showing statement 9.1.7(iii).
Otherwise, if v and w are vertices both of degree higher than 1, they have at
most one edge shared between v and w and at least one edge containing v but
not w and one edge containing w but not v between them. Hence, σv 6⊆ σw and
σw 6⊆ σv.
So we have a distinct maximal facet σv for every vertex v ∈ G of degree
greater than 1, i.e.
FN (G) = {σv : v ∈ G, deg v > 1}.
Proposition 9.1.8. The nerve of the nerve of a graph G is G if and only if G is a
leaf-free graph.
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Proof. We have that the facets σv of N (G) are in 1:1 correspondence with the
non-leaf vertices of G. So N (N (G)) will have vertex set
VN (N (G)) = {v ∈ G : deg v > 1}.
Hence, VN (N (G)) ( VG unless G is a leaf-free graph.
Restricting now to the case G a leaf-free graph, we show that N (N (G)) =
G. The facets of N (G) correspond to vertices of G, with two facets σv and σw
intersecting nontrivially if and only if e = {v, w} ∈ EG. So N (N (G)) has vertex
set VN (N (G)) = VG and faces fe for each edge e ∈ EG. So
FN (N (G)) = EG,
and we have G = N (N (G)).
We add one final lemma which we will use in the Morse theoretic proof that
N (G) ∼= G.
Lemma 9.1.9. Any two facets σv and σw in N (G) intersect in at most one vertex
e ∈ VN (G).
Proof. This is clear, as two facets intersect precisely when the vertices they cor-
respond to have an edge e = {v, w} between them in EG.
Example 9.1.10 (Running Example). The graph in Figure 9.3 is a leaf-free graph,
with N (G) ∼= G.
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Figure 8.1: Nerve of a Nerve of a Complex: N (N (∆))
For graphs, the nerve is often referred to as the neighborhood complex of G or
N (G). Unlike general complexes, N (N (G)) = G if G is a leaf-free graph.
Example 8.1.4 (Running Example). The graph below is a leaf-free graph, with
N (G) ∼= G.
G
x1 x2
x3
x4x5
x6
e1
e2
e3
e4
e5
e6
e7e8
N (G)
e4
e3
e2
e1
e6
e5
e7e8
x1 x2
x3
x4x5
x6
Remark 8.1.5. For this graph G, facets of N (G) are in 1:1 correspondence with
vertices of G. In general, the facets of N (G) are in 1:1 correspondence with
non-leaf vertices of G, or all vertices of degree greater than 1.
In general, N (G) ∼= G, via the Nerve theorem. More generally, for W ⊆ E
any subset of edges and G[W ] the subgraph of G given on the induced vertex
set V ￿ ⊆ V with edges given byW , we have that G[W ] ∼= N (G[W ]). We include
a direct proof of this homotopy equivalence via barycentric subdivision and
discrete Morse theoretic arguments in Section ??.
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Figure 9.3: Graph G with Neighborhood Complex N (G)
9.2 Properties of Nerv Complexes
The Nerve theorem gives both that N (G) ∼= G, and that G[W ] ∼= N (G[W ])
for any subgraph (V,W ) of (V,E). We include a direct proof of this homotopy
equivalence via stellar subdivision and discrete Morse theoretic arguments in
Theorem 9.2.2.
Theorem 9.2.1 (Nerve Theorem, [14]). LetK be a simplicial complex with facets
F1, ..., Fn. Then
N (K) = N ({F1, F2, ..., Fn}) ∼= ||K||,
i.e. the nerve is homotopy equivalent to the geometric realization of K.
We provide an explicit proof here that N (G) ∼= G for graphs G.
Theorem 9.2.2 (Nerve Theorem for Neighborhood Complexes). Let G be a
graph on vertex set V = {v1, ..., vn} with edge set E = {e1, ..., em}. Then if
W = {ei1 , ..., eik} ⊆ E is a subset of edges of E, and G[W ] the subgraph on the
induced vertex set, we have
N (G[W ]) = N ({ei1 , ..., eik}) ∼= G[W ],
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where G[W ] is viewed as a simplicial complex.
Proof of Theorem 9.2.2. It is sufficient to prove that our graph G ∼= N (G), as con-
struction of the nerve of G[W ] relies only on data in the edge induced subgraph.
So without loss of generality, we assume that W = E. Let st(∆) denote the stel-
lar subdivision of a simplicial complex ∆. We construct a chain of homotopy
equivalences of the form
G ∼= st(G) ∼= st(N (G)) ∼= N (G),
which will give our desired homotopy equivalence.
That G ∼= st(G) and N (G) ∼= st(N (G)) follow from stellar subdivision
preserving homotopy types. We construct a Morse matching on the faces of
st(N (G)) which contracts st(N (G)) onto st(G) via simplicial collapses.
The stellar subdivision of a simplicial complex ∆ replaces each facet F ∈ F∆,
|F | = d+ 1, with a new central vertex vF surrounded by d+ 1 new d-dim’l faces
of the form
σ ∪ {vF}
where σ ∈ ∂F . So for facet F = {vi0 , vi1 , ..., vid}, the facets of st(∆) are given by
Fst(∆) =
{
{vi0 , ..., v̂ij , ..., vid} ∪ {vF} : j = 0, ..., d
}
.
From Corollary 9.1.7, we have the vertices of N (G) in 1:1 correspondence
with the edges of G, the facets of N (G) are in 1:1 correspondence with non-leaf
vertices ofG. Combining this, we see that the vertex set of the stellar subdivision
of N (G) is
Vst(N (G)) = {e : e ∈ EG} ∪ {v : v ∈ VG, deg v > 1},
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where we abuse the notation somewhat and refer to these added vertices in the
stellar subdivision of N (G) by their labels v ∈ G.
Let σv denote the facet ofN (G) corresponding to a vertex v ∈ G with deg v >
1. The Morse matching M on st(N (G)) is given by
M =
{(
σ\{v}, σ) : σ ⊂ st(σv), |σ| > 2}
for each non-leaf v ∈ VG and each face σ not a vertex or edge of st(N (G)).
We check our two conditions for this to be a Morse matching inside the sub-
poset Pst(σv) of the inclusion poset PN (G), as all arcs begin and end in faces inside
some fixed st(σv).
The condition that all faces τ ∈ σv be contained in at most one endpoint of
an arc in M is clear, as if v ∈ τ and |τ | > 2, then (τ\{v}, τ) is the unique arc in M
containing τ as an endpoint. Similarly, if v 6∈ τ , |τ | > 1, then (τ, τ ∩ {v}) is the
unique arc containing τ as an endpoint. If τ satisfies neither of these conditions,
then τ remains unmatched in M . Acyclicity is clear as well, as within Pst(σv), we
are always adding and removing the same vertex v.
Our critical cells of M are then all faces τ not of the form described above.
Specifically,
CM ={{v} : v ∈ VG, deg v > 1}
∪ {{e} : e ∈ EG}
∪ {{v, e} : v ∈ e in G}.
Let st(N (G)) denote the contraction to the cells CM via the Morse matching
above. This is almost the stellar subdivision of G. The only places where st(G)
and st(N (G)) differ are at the stellar subdivision of the leaves of G.
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To remedy this, we let st(G) denote the graph st(G) with the leaves after the
stellar subdivision contracted. This graph is homotopy equivalent to st(G) and
is the same graph as st(N (G)), completing the proof.
Example 9.2.3 (Running Example). In Figure 9.4, we slightly modify our run-
ning example to include a leaf vertex. Note the chain of homotopy equivalences
in Theorem 9.2.2 end in a common complex ∆G.
containing τ as an endpoint. Similarly, if v ￿∈ τ , |τ | > 1, then (τ, τ ∩ {v}) is the
unique arc containing τ as an endpoint. If τ satisfies neither of these conditions,
then τ remains unmatched inM . Acyclicity is clear as well, as within Pst(σv), we
are always adding and removing the same vertex v.
Our critical cells of M are then all faces τ not of the form described above.
Specifically,
CM ={{v} : v ∈ VG, deg v > 1}
∪ {{e} : e ∈ EG}
∪ ￿{v, e} : v ∈ e in G￿.
Let st(N (G)) denote the contraction to the cells CM via the Morse matching
above. This is almost the stellar subdivision of G. The only places where st(G)
and st(N (G)) differ are at th stellar subdivision of the leaves of G. Contracting
those, we have our homotopy equivalence between st(G) and st(N (G)), com-
pleting the proof.
Example 8.2.3 (Running Example). Slightly modifying our running example
from before to include a leaf vertex, we demonstrate the series of homotopy
equivalences above.
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Example 8.2.3 (Running Example). Slightly modifying our running example
from before to include a leaf vertex, we demonstrate the series of homotopy
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N (G)
We have from this thatN (G) is a complex with the same homotopy type as G
on a vertex set corresponding to the edges ofG. Combining this with Hochster’s
formula, we are able to compute the number of connected components of and
the number of loops in a subgraph G[W ] via the Betti numbers of k[N (G)], the
Stanley-Reisner ring of N (G).
Theorem 8.2.4. Let k[N (G)] denote the Stanley Reisner ring ofN (G), a quotient
of the polynomial ring R = k[e1, ..., em]. Let βi,m(k[N (G)]) denote the multi-
graded betti number of k[N (G)] at homological stage i in multidegree m with
support {ei1 , ..., eik} = W ⊆ E, with |m| = deg(m). Then
β|m|−1,m(k[N (G)]) = dim ￿H0(G[W ]) = #{connected components of G[W ]}− 1
β|m|−2,m(k[N (G)]) = dim ￿H1(G[W ]) = #{loops in G[W ]}.
Proof. This is immediate from N (G)|W ∼= G[W ] via Theorem 8.2.2 and
Hochster’s formula.
This will be our primary computational tool when investigating invariants
of G on subgraphs. We show in Section 8.3 how to use Theorem 8.2.4 to rewrite
graph calculations as betti numbers of N (G).
Remark 8.2.5. Any homological invariant can be recovered from the graded or
multigraded betti numbers, including (but not limited to) the spanning trees of
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Remark 8.2.5. Any homological invariant can be recovered from the graded or
multigraded betti numbers, including (but not limited to) the spanning trees of
G, the genus of G, the edge connectivity number and the Tutte polynomial. We
include a list, with proof, in Section 8.3.
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Figure 9.4: Seri s of Subdivisio s a d Contractions giving N (G) ∼= G.
9.2.1 Regularity of Ideals of Ner Complexes of Graphs
We set mW =
∏
w∈W xw for each W ⊂ E.
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Theorem 9.2.4 bounds the regularity of k[N (G)], as all induced subcom-
plexes have H˜i(G[W ]) = H˜i(N (G)|W ) = 0 for i > 2. The two nonzero strands of
the resolution of k[N (G)] read off homological invariants of subgraphs of G via
the following theorem.
Theorem 9.2.4. Let k[N (G)] denote the Stanley Reisner ring ofN (G), a quotient
of the polynomial ring R = k[e1, ..., em]. Let βi,mW (k[N (G)]) denote the multi-
graded Betti number of k[N (G)] at homological stage i in multidegree mW . Let
|mW | denote deg(mW ) = |W |. Then
β|mW |−1,mW (k[N (G)]) = dim H˜0(G[W ]) = #{connected components of G[W ]} − 1
β|mW |−2,mW (k[N (G)]) = dim H˜1(G[W ]) = #{loops in G[W ]},
where G[W ] denotes the subgraph of G on edges W .
Proof. This is immediate from N (G)|W ∼= G[W ] via Theorem 9.2.2 and
Hochster’s formula.
This will be our primary computational tool when investigating invariants of
G on subgraphs. We will demonstrate in Section 9.3 some uses of Theorem 9.2.4
in rewrite graph calculations in terms of algebraic invariants of k[N (G)].
Corollary 9.2.5. Let G be a graph, N (G) its neighborhood complex. Then
(i) reg(IN (G)) ≤ 3
(ii) reg(IN (G)) = 2⇐⇒ G is a tree.
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Proof of Corollary 9.2.5. As N (G) ∼= G, we have that H˜j(N (G)) = 0 for all i ≥ 2.
So by Hochster’s formula,
βi,i+j(k[N (G)]) = 0
for j ≥ 2. Hence, reg(IN (G)) ≤ 3.
The nonlinear strand is zero precisely when all subgraphs of G[W ] are loop-
free, which is the case only if G is a tree.
The generating monomials for IN (G) can be recovered from this formula as
the multigraded Betti numbers in homological degree 1 of total degrees 2 and 3.
Corollary 9.2.6. Let G be a graph, N (G) its neighborhood complex. Then
IN (G) = (eiej : ei ∩ ej = ∅) + (eiejek : {ei, ej, ek} 3-cycle in G)
Proof of Corollary 9.2.6. β1,eiej(k[N (G)]) is nonzero precisely when ei ∩ ej = ∅,
i.e. when ei and ej are disjoint in G and hence have no face between them
in N (G). Similarly, β1,eiejek(k[N (G)]) is nonzero precisely when edges ei, ej, ek
form a 3-cycle in G. As reg(IN (G)) ≤ 3, this must give our entire generating set
of IN (G).
9.3 Graph Invariants and Betti Numbers of Nerve Complexes
of Graphs
Any homological invariant of subgraphs can be recovered from the graded or
multigraded Betti numbers, including (but not limited to) the spanning trees of
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G, the genus of G, the edge connectivity number and the Tutte polynomial. We
include here a partial list with proof.
9.3.1 Spanning Trees and Genus of G
Code to enumerate spanning trees of a graph G using this algorithm is avail-
able in the SpanningTrees.m2 package for Macaulay 2. This code is included in
Appendix B.
Theorem 9.3.1 (Enumeration of Spanning Trees). Let G be a graph on vertex set
{x1, ..., xn} with edges {e1, ..., ek}. Then the set of spanning trees T (G) of G is
given by
T (G) =
{
{ei1 , ..., ein−1} : βn−3,mW (k[N (G)]) = 0, W = {ei1 , ..., ein−1}
}
.
Proof. By Theorem 9.2.4, we have that
β|mw|−2,mW (k[N (G)]) = #{loops in G[W ]}.
We consider all squarefree monomials of degree n − 1, then select those which
have no loops. This will be precisely the set of spanning trees of G, proving the
theorem.
Example 9.3.2 (Running Example). Returning to our earlier example with
graph G, we have a resolution with the Betti diagram in Figure 9.5.
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Theorem 9.3.1 (Enumeration of Spanning Trees). Let G be a graph on vertex set
{x1, ..., xn} with edges {e1, ..., ek}. Then the set of spanning trees T (G) of G is
given by
T (G) = {{ei1 , ..., ein−1} : βn−3,m(k[N (G)]) = 0, m = ei1 · · · ein−1}.
Proof. By Theorem 9.2.4, we have that β|m|−2,m(k[N (G)]) = #{loops in G[W ],W =
supp(m)}. We consider all squarefree monomials of degree n − 1, then select
those which have no loops. This will be precisely the set of spanning trees of G,
proving the theorem.
Example 9.3.2 (Running Example). Returning to our earlier examplewith graph
G, we have a resolution with the following betti diagram:
- 0 1 2 3 4 5 6
total: 1 16 45 57 41 17 3
0: 1 · · · · · ·
1: · 14 34 31 10 1 ·
2: · 2 11 26 31 16 3
G x1 x2
x3
x4x5
x6
e1
e2
e3
e4
e5
e6
e7e8
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Figure 9.5: Graph G and the Betti diagram of the Resolution of k[N (G)]
There is a nonzero multigraded Betti number β3,m(N (G)) for each m ∈M3,5:
M3,5 ={e2e3e4e5e7, e2e3e4e6e7, e1e2e3e4e5, e1e2e3e4e6, e1e4e5e7e8,
e2e4e5e7e8, e3e5e6e7e8, e1e3e5e6e8, e1e2e5e7e8, e1e2e3e4e7,
e1e2e4e5e6, e3e4e5e7e8, e2e3e4e5e8, e2e3e4e6e8, e1e3e5e7e8,
e2e3e5e7e8, e1e3e6e7e8, e1e3e4e5e6, e2e3e4e5e6, e4e5e6e7e8,
e1e3e5e6e7, e2e3e4e7e8, e1e2e3e5e6, e1e2e3e4e8, e1e5e6e7e8,
e2e5e6e7e8}
So the set of Betti numbers β3,m(N (G)) = 0 corresponds to the set of remain-
ing subgraphs of G of size 5. So T (G) consists of the
(
8
5
)− 26 = 30 subgraphs in
Figure 9.6.
In this example,
#{spanning subtrees} =
(
8
5
)
− β3,5
= 56− 26
= 30.
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So the set of Betti numbers β3,m(N (G)) = 0 correspond to the remaining sub-
graphs of size 5. So T (G) consists of the following subgraphs:
9.3.2 Minimal Cycles and Hamiltonian Cycles
9.3.3 Regularity of G, Minimal/Maximal Vertex Degree
9.3.4 Matching Number of G
9.3.5 Connectedness and k-Edge-Connectivity
9.3.6 Tutte Polynomials
9.3.7 Nerves and Complexes of Claw Graphs
The nerves of graphs can arise naturally in other situations. For example, on n
vertices, we have that the complete graph has the complex of claw graphs on n
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Figure 9.6: Spanning trees of G
In general, however, the Betti number will overcount the number of nonspan-
ning subgraphs (weighted by the number of loops in that subgraph.) This forces
us to use multigraded Betti numbers, rather than just the graded.
To compute the genus of the graph, we note that the final Betti number in
the nonlinear strand of the resolution of IN (G) counts the number of loops in G.
This gives us the following formula for genus i terms of a singly graded Betti
number βi,j(k[N (G)]):
Proposition 9.3.3 (Genus of G). Let G be a graph on vertex set V = {x1, ..., xn}
with edge set E = {e1, ..., ek}. The genus g(G) of G is given by
g(G) = βk−2,k(k[N (G)]).
Proof of Proposition 9.3.3. From the remark above and from Theorem 9.2.4, the
theorem is clear.
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9.3.2 Minimal Cycles and Hamiltonian Cycles
Proposition 9.3.4 (Minimal Cycles MinCyclek(G) of length k). Let G be a graph
on n vertices and let N (G) be its neighborhood complex. Let VW denote the
vertex set of a set of edges W = {ei1 , ..., eik} and let
MinCyclek(G) = {W = {ei1 , ..., eik} : G|VW is a cycle of length k}
be the set of cycles in G of length k. Then MinCyclek(G) is the set of all sub-
graphs (V,W ) of G on edge sets W = {ei1 , ..., eik} such that,
(i) βk−2,mW (k[N (G)]) = 1
(ii) β|m′|−2,m′(k[N (G)]) = 0 for all m′|mW , m′ 6= mW .
Proof of Proposition 9.3.4. If W = {ei1 , ..., eik} is a minimal cycle if and only if it
has H˜1(G[W ]) = 1 and all W ′ ⊂ W have H˜1(G[W ′]) = 0. By Theorem 9.2.4, this
is equivalent to statements (i) and (ii) above.
The existence of a Hamiltonian cycle is equivalent to MinCyclen(G) 6= 0.
Hence, as MinCyclen(G) for n = |V | can be computed via the multigraded Betti
numbers of the resolution of N (G), the problem of computing such Betti num-
bers is NP -hard.
9.3.3 Regularity of G, Minimal/Maximal Vertex Degree
We calculate the maximal and minimal degrees of vertices of graph G via
k[N (G)].
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Definition 9.3.5. Let G be a graph on vertex set V with edge set E. The degree of
a vertex v is
deg(v) = #{w : {v, w} ∈ E}.
The maximal degree MG of G is
MG = max
v
{deg(v)}
and the minimal degree mG of G is
mG = min
v
{deg(v)}
Proposition 9.3.6. Let G be a graph on vertex set V = {v1, ..., vn} with edge set
E = {e1, ..., ek}. Then
(i) MG = max
i
{deg(vi)} = max
Fi∈F
dimFi + 1 = dimk[N (G)] + 1
(ii)
mG = min
i
{deg(vi)} =

min
Fi∈F
dimFi + 1 if G leaf-free or
1 if G has a leaf.
where F is the set of facets of N (G).
Proof of Proposition 9.3.6. This follows from Corollary 9.1.7 and our construction
of N (G). The facets Fv of N (G) correspond to the set of all edges incident to a
vertex v, and their dimension is deg(v)− 1.
9.3.4 Matching Number of G
Recall the following definition.
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Definition 9.3.7. Let G be a graph on vertex set V with edge set E. Then a
matching of size k of G is a set of edges W = {ei1 , ..., eik} ⊆ E such that ei ∩ ej = ∅
for all ei, ej ∈ W . Let Mk denote the set of all such matchings of size k.
Proposition 9.3.8 (Matchings of Size k in G). Let G be a graph and N (G) its
neighborhood complex. Then
Mk =
{
W = {ei1 , ..., eik} : βk−1,mW (k[N (G)]) = k − 1
}
.
Proof of Proposition 9.3.8. A matching W = {ei1 , ..., eik} in Mk will have
H˜0(G[W ]) = k − 1. So by Theorem 9.2.4, a set W is a matching of size k if
and only if
βk−1,mW (k[N (G)]) = H˜0(G[W ]) = k − 1,
completing the proof.
The set of induced matchings of G can be enumerated via multigraded Betti
numbers of the edge ideal of G via a theorem for hypergraphs specialized here
to the case of graphs.
Theorem 9.3.9 (Theorem 6.5 in [16]). Let G be a graph. Then βi,2i(R/IG) equals
the number of induced matchings of size i of G, where IG is the edge ideal of G.
9.3.5 Connectedness and k-Edge-Connectivity
We compute connectedness of G and edge-connectivity of G via the linear
strand of the resolution of k[N (G)].
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Proposition 9.3.10 (Connectedness of G). Let G be a graph on n vertices with
edge set E of size k, and let N (G) be its neighborhood complex. Then G is
connected if and only if βk−1,k(k[N (G)]) = 0.
Proof of Proposition 9.3.10. Using Theorem 9.2.4, we have
β|m|−1,m(k[N (G)]) = dim H˜0(G[W ]) = #{connected components of G[W ]} − 1.
So for W = E, this becomes
βk−1,mE(k[N (G)]) = #{connected components of G} − 1 = 0
if and only if G is connected.
Recall the following definition:
Definition 9.3.11. For k ≥ 1, a graph G is k-edge-connected if G is connected
after the removal of any edge set of i edges for i = 0, . . . , k − 1.
Proposition 9.3.12 (k-Edge-Connectivity of G). Let G be a graph on n vertices
with edge set E of size r, and letN (G) be its neighborhood complex. Let k ≤ n.
Then G is k-edge-connected if and only if βr−k−1,r−k(k[N (G)]) = 0.
Proof of Proposition 9.3.10. As the linear strand of an edge ideal is zero after the
first location where βi−1,i(IG) = 0, it suffices to show that βr−k−1,k−1(IG) = 0 if
and only if IG is connected after the removal of any edge set of size k.
Again using Theorem 9.2.4, we have
β|m|−1,m(k[N (G)]) = dim H˜0(G[W ]) = #{connected components of G[W ]} − 1.
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So for W any edge set of size r − k, this becomes
βr−k−1,mE(k[N (G)]) = #{connected components of G} − 1 = 0
if and only if (V,W ), the subgraph of G obtained after the removal of all edges
not in W , is connected.
9.3.6 Tutte Polynomials
Definition 9.3.13 ([35]). For an undirected graph G on vertex set V with edge
set E, we define the Tutte polynomial of G to be
TG(x, y) =
∑
W⊂E
(x− 1)k(W )−k(E)(y − 1)k(W )+|W |−|V |,
where k(W ) denotes the number of connected components of graph (V,W ).
Proposition 9.3.14 (Tutte polynomial ofG viaN (G)). LetG be a graph on vertex
set V = {x1, ..., xn} with edge set E = {e1, ..., ek}. Then the Tutte polynomial is
given by
TG(x, y) =
∑
W⊆E
(x− 1)
[
β|W |−1,mW (k[N (G)])−βk−1,mE (k[N (G)])
]
· (y − 1)
[
β|W |−1,mW (k[N (G)])+|W |−n+1
]
.
Note that mE = e1e2 · · · ek.
Proof of Proposition 9.3.14. We rewrite
TG(x, y) =
∑
W⊂E
(x− 1)k(W )−k(E)(y − 1)k(W )+|W |−|V |
in terms of the Betti numbers of k[N (G)]. By Theorem 9.2.4, we have
k(W ) = β|W |−1,mW (k[N (G)]) + 1
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for all subsets W ⊆ E. Therefore,
TG(x, y) =
∑
W⊂E
(x− 1)k(W )−k(E)(y − 1)k(W )+|W |−|V |
=
∑
W⊆E
(x− 1)
[
[β|W |−1,mW (k[N (G)])+1]−[βk−1,mE (k[N (G)])+1]
]
· (y − 1)
[
[β|W |−1,mW (k[N (G)])+1]+|W |−n
]
=
∑
W⊆E
(x− 1)
[
β|W |−1,mW (k[N (G)])−βk−1,mE (k[N (G)])
]
· (y − 1)
[
β|W |−1,mW (k[N (G)])+|W |−n+1
]
,
completing the proof.
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APPENDIX A
C4-FREE COMPLEMENT CODE
needsPackage "Nauty"
needsPackage "EdgeIdeals"
buildFiles = (nvertices, nperfile) -> (
-- place files: graphs-n-1, graphs-n-2, ...
-- returns number of files created
time G := generateGraphs(nvertices, OnlyConnected=>true,
MaxDegree=>nvertices-6);
nfiles := ceiling(#G / (nperfile * 1.0));
for i from 1 to nfiles do (
F := openOut("graphs-"|nvertices|"-"|i);
for j from nperfile * (i-1) to min(#G-1, nperfile * i - 1) do
F << G#j << endl;
close F;
);
nfiles
);
filter13 = (GG,R) -> select(GG, g -> (
--filters graphs generated above C_4-free complement
--then by nonlinear resolutions.
I := stringToEdgeIdeal(g,R);
zI := syz gens I;
maxd := max flatten degrees source zI;
result := maxd === 3 and regularity I > 2;
if result then (
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<< betti res I << endl;
);
result
));
filterGraphFile = (nvertices, fileindex) -> (
R := ZZ/101[vars(0..nvertices-1)];
filename := "graphs-"|nvertices|"-"|fileindex;
G := lines get filename;
G1 := filter13(G, R);
F := openOut(filename | ".filter");
for g in G1 do F << g << endl;
close F;
#G1
)
--List of graphs produced by above code in Graph6 string format:
GG={"J?AFvrwˆFo?","J?BEFo}}@{?","J?B@xzw}Fo?",
"J?B@xzw}Dw?","J?B@˜rw}Fo?","J?B@|zw}Fo?",
"J?B@|zw}Dw?","J?BfFBwFvo?", "J?bFbx{}@{?",
"J?rFf_{NFo?","J?rFf_{n@{?"}
--Method to print simplicial complexes in Gap format:
sctoGap(SimplicialComplex,String):=String=>(D,s)->(
vertset:=gens ring D;
numvert:=toList(1..#vertset);
replacepairs:=hashTable apply(numvert, i-> vertset_(i-1) => i);
protofacetlist:=apply(flatten entries facets D, f-> support f);
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facetlist:=toString apply(protofacetlist,
f-> apply(f, i-> replacepairs#i));
concatenate(s,":=SCFromFacets(",replace("\\}","]",
replace("\\{","[",facetlist)),");")
)
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APPENDIX B
SPANNING TREE CODE
This code, available as an M2 package SpanningTrees, will enumerate the span-
ning trees of a graph G using Macaulay 2 and the M2 package EdgeIdeals.
--We define first a method for producing the nerve complex
--of a graph, hypergraph or simplicial complex.
nerveComplex = method();
--This simplicial complex is on Vertices = {Edges of G},
--with a facet for every vertex in G:
--This will break as written if any vertices are isolated.
nerveComplex(Graph) := (G) -> (
m := # edges G;
kk := coefficientRing ring G;
S := kk[(symbol e)_1..(symbol e)_m, MonomialSize => 8,
Degrees => apply(m, i-> apply(m,
j -> if i === j then 1 else 0))];
I := apply(vertices G, v -> select(0..(m-1),
i -> member(v, (edges G)#i)));
simplicialComplex apply(I,
L -> product toList apply(L, i-> e_(i+1)))
)
nerveComplex(HyperGraph):=(H)-> (
149
m := # edges H;
kk := coefficientRing ring H;
S := kk[(symbol e)_1..(symbol e)_m, MonomialSize => 8,
Degrees => apply(m, i-> apply(m,
j -> if i === j then 1 else 0))];
I := apply(vertices H, v -> select(0..(m-1),
i -> member(v, (edges H)#i)));
simplicialComplex apply(I,
L -> product toList apply(L, i-> e_(i+1)))
)
nerveComplex(SimplicialComplex):=(D)->(
m := # flatten entries facets D;
kk := coefficientRing ring D;
S := kk[(symbol e)_1..(symbol e)_m, MonomialSize => 8,
Degrees => apply(m, i-> apply(m,
j -> if i === j then 1 else 0))];
I := apply(gens ring D, v -> select(0..(m-1),
i -> member(v, support (flatten entries facets D)#i)));
simplicialComplex apply(I,
L -> product toList apply(L, i-> e_(i+1)))
)
--cutRes will truncate resolutions at the relevant multidegree:
cutRes = method();
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cutRes(Graph) := (G) -> (
g = nerveComplex G;
time betti res(ideal g,LengthLimit=>(#vertices G-3))
)
cutRes(Graph,ZZ) := (G,N) -> (
g := nerveComplex G;
time betti res(ideal g,LengthLimit=>N)
)
cutRes(Ideal,ZZ) := (I,N) -> (
R := ring I;
betti res(ideal I, LengthLimit=>N)
)
cutRes(MonomialIdeal,ZZ) := (I,N) -> (
betti res(ideal I,LengthLimit=> N)
)
--The following function pulls out non spanning trees of G,
--via zero Betti numbers of the resolution of Nerve(G):
nonSpanningTrees = (G) -> (
g := nerveComplex G;
151
I := ideal nerveComplex G;
B := time cutRes G;
<< B << endl << endl;
threestrandkeys := select(keys B,
k -> first k === n-3 and last k === n-1);
threemultidegrees := apply(threestrandkeys,
k -> k#1);
threedegindices := apply(threemultidegrees,
D->select(toList(0..((# edges G)-1)),i->D#i===1));
apply(threedegindices,
D-> apply(D,i->product (edges G)#i))
)
--This function sorts through all possible subsets
--and picks out those which are not "nonSpanningTrees",
--using helper function "sortMinus" below to speed up
-- how M2 looks through the list of Betti numbers.
spanningTrees = (G) -> (
S := subsets(apply(#edges G,
i-> product (edges G)#i),(# vertices G)-1);
T := nonSpanningTrees(G);
sortMinus(S,T)
)
sortMinus = (L,M) -> (
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L = sort L;
M = sort M;
i := 0;
j := 0;
done := false;
while i < #L list (
while not done do (
while j < #M and M#j < L#i do j = j + 1;
if j === #M then (
done = true;
) else if M#j == L#i then (
i = i + 1;
if i === #L then done = true;
) else (
done = true;
);
);
done = false;
i = i + 1;
if i =!= #L + 1 then L#(i-1) else continue
))
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