Abstract-An exact microscopic model for the dynamics of a genetic algorithm with generalized recombination is presented. Generalized recombination is a new model for the exchange of genetic material from parents to offspring that generalizes and subsumes standard operators, such as homologous crossover, inversion and duplication, and in which a particular gene in the offspring may originate from any parental gene. It is shown that the dynamics naturally coarse grains, the appropriate effective degrees of freedom being schemata that act as building blocks. It is shown that the Schema dynamics has the same functional form as that of strings and we derive a corresponding exact Schema theorem. To exhibit the qualitatively new phenomena that can occur in the presence of generalized recombination, and to understand the biases of the operator, we derive a complete, exact solution for a two-locus model without selection, showing how the dynamical behavior is radically different to that of homologous crossover. Inversion is shown to potentially introduce oscillations in the dynamics, while gene duplication leads to an asymmetry between homogeneous and heterogeneous strings. All nonhomologous operators lead to allele "diffusion" along the chromosome. We discuss how inferences from the two-locus results extend to the case of a recombinative genetic algorithm with selection and more than two loci providing evidence from an integration of the exact dynamical equations for more than two loci.
I. INTRODUCTION
C OARSE-GRAINED formulations of the dynamics of evolutionary algorithms (EAs) offer many advantages relative to "microscopic" ones based purely on the string/chromosome degrees of freedom. These benefits have been exhibited in both the standard genetic algorithm (GA) [31] , and in variable-length GAs/linear genetic programming (GP) and GP itself [19] . The main advantage is that they provide a simpler but deeper understanding of the role of homologous recombination, [19] , [31] , wherein the most appropriate effective degrees of freedom for describing recombination are not strings/chromosomes, but coarse-grained "building blocks," with which the EA builds strings. The form that these building blocks take depends on the representation used. For instance, in GAs, they are a particular subset of schemata that form an alternative and more appropriate basis-the building block basis (BBB) [3] . In the case of variable-length strings and trees, they are generalizations of those found in fixed length GAs-building block hyperschemata [19] . Additionally, coarse-grained formulations have shown a theoretical commonality between GAs and GP that was not previously apparent, thus leading to a unification of the theoretical underpinnings of both areas. They have also led to a deeper understanding of approximate Schema theorems, such as Holland's [12] , and the Building Block Hypothesis [9] . As they are exact, they have also served as a bridge between this latter work and dynamical systems models [34] (see, for example, [20] ).
Up to now, coarse-grained formulations have been studied for GAs and GP with both homologous and subtree crossover and, for GAs, in the presence of standard point mutation. In nature, however, there are many more ways of combining parental genetic material into an offspring than homologous crossover, many of which have been used in EAs and have been found to be useful by practitioners. Gene duplication, for example, has been studied in biology [4] , as well as in the context of GAs [25] and GP [14] , while inversion was one of the operators used by Holland [12] in the original formulation of the GA. Additionally, there is little to no theoretical analysis in the evolutionary computation (EC) literature concerning inversion and duplication, at least not based on an underlying exact dynamical model.
In this paper, 1 the notion of generalized recombination is introduced, which can account for any redistribution of parental genes into the offspring. This requires the generalization of the concept of a crossover mask to that of a generalized crossover mask (GCM), with an associated generalized recombination distribution (GRD). Generalized recombination generalizes and subsumes many other common genetic operators, including homologous crossover and inversion, as well as gene duplication and deletion. Thus, by studying this more general operator theoretically, we are simultaneously developing a framework within which several different familiar and used operators can be studied. Generalized recombination can also lead to qualitatively new phenomena that are not present in the case of homologous crossover, such as periodic oscillations in the dynamics of strings and schemata in the presence of inversion, and a preference for homogeneous strings and schemata over heterogeneous ones in the presence of duplication, e.g., for two loci a potential preference for 11 over 10 even if they are equally fit.
We initially study generalized recombination in the context of a variable-length representation with mutation, deriving an exact dynamical systems type model for describing it. More importantly, however, we present a detailed analysis of how the dynamics of generalized recombination, as in the case of homologous crossover, is much more naturally represented in terms of building block schemata, as opposed to strings. The difference in this case is that due to the presence of operators other than homologous recombination, a richer diversity of building blocks enters into the dynamics. We show that the dynamics is form invariant under a coarse graining when passing from strings to schemata, and hence derive an exact Schema theorem for a fixed-length GA evolving in the presence of mutation and generalized recombination. Interpreted in terms of the concept of effective fitness [27] - [30] , this exact Schema theorem states that, as in the case of homologous crossover, those schemata which are more effectively fit propagate preferentially. This coarse-grained formulation of generalized recombination, as in previous analyses, offers a further theoretical unification for GAs, showing that building blocks also appear naturally in the context of a GA where a gene of the offspring is derived from any of the parental genes.
After introducing the exact Schema theorem for generalized recombination and mutation, we focus our attention on a detailed analysis of a two-locus model without selection in the infinite population limit. Of course, one might question to what extent a two-locus model can illuminate the more complicated multilocus case. It is wise to remember, however, that in population biology, such models have played a crucial role, permitting the qualitative, and sometimes quantitative, analysis of a host of important phenomena (see, for instance, [1] and references therein). Even in EC, such models have made important appearances, such as in the deceptive two-bit problem [6] , and in previous analyses of the effects of recombination and mutation [26] . The model we will present has the advantage of being exactly soluble, while at the same time being quite transparent. Additionally, all the interesting phenomena observed in this two-locus model have also been shown to be present' in the case of multilocus models with selection, as we explicitly demonstrate by considering some three-locus results with different fitness landscapes. One may also question the relevance of an infinite population model. The relevance of the infinite population model for finite population dynamics has been discussed extensively in the context of the canonical GA [34] . The same arguments apply here. In particular, for a population of size , one expects finite population effects to be and, hence, small for large populations. Additionally, many of the elements we discuss here also enter into a formulation of the dynamics in terms of a Markov chain, which is the appropriate general framework for the finite population model.
II. GENERALIZED RECOMBINATION
In nature, there are a multitude of ways that genetic material can be distributed from parents to offspring. Some involve two parental chromosomes, such as "homologous" recombination and translocation-the latter being the breakage and removal of a large segment of DNA from one chromosome, followed by the segment's attachment to a different chromosome. Others involve only one parental chromosome, such as inversion, duplication, and deletion. "Homologous" in biology can have different meanings. In the context of meiosis [15] in diploids, it refers to the recombination that takes place between "homologous" pairs of chromosomes, a homologous pair being such that the th locus in each member of the pair codes for the same gene, even though the particular allele might be different, e.g., green eyes versus blue eyes as opposed to green eyes and brown hair. It can also refer, however, to the fact that a subset of genes or nucleotides in a pair have the same structure, and hence might serve as a preferred point at which exchange of genetic material can take place. Translocation is of this type, and in EC is often termed "unequal" crossing over in order to distinguish it from the more familiar homologous crossover, where parental chromosomes are first "aligned" so that homologous genes are in corresponding positions.
The most well-known operator for transferring genetic material in GAs is homologous recombination where alleles at a particular locus have their origin in the corresponding genetic loci of the parental chromosomes. Such recombination can be succinctly modeled using the concept of a recombination mask, , which, for strings of length , can be represented by an -dimensional vector , where , 1 indicates from which parent the th allele is taken-0 meaning take it from the th locus of the first parent, and 1, from the th locus of the second parent. The total number of possible masks is . Associated with them is a recombination distribution, denoted by . If the probability to perform crossover is , then is the conditional probability for choosing the mask given that crossover was implemented. Hence, and is the probability to crossover using the mask . It is the choice of that specifies if one is considering one-point, two-point, uniform crossover, etc.
Although binary masks are sufficient to model homologous genetic operators in a fixed length setting, to describe more general ones where an allele in a particular locus of the offspring comes from a different locus in either one of the parents, a new level of generality is required. We will term such a generalization-a GCM. The associated probability distribution over the GCMs generalizes the concept of a recombination distribution and will be termed a GRD. A GCM can be specified mathematically using several equivalent representations. If we consider the more general case of variable-length strings, in order to be able to account for unequal crossing over as well as homologous crossover, a GCM has to specify how alleles, for an offspring of length , are obtained from two parents of lengths and , respectively.
We call the representation of a GCM that is closest to that of a standard crossover mask a recombination vector, . As the th allele in the offspring could come from any locus in the parents, the components of this vector can take values from the set , values from 1 to denoting that the allele originated in the first parent, and values between and signifying that it came from the second. Thus, in this representation, we denote a GCM by , with . For example, for , represents a GCM that takes genetic material from parents of lengths 2 and 4, respectively, and recombines it into an offspring of length 3. The notation (1, 5, 3) for the components of signifies that the first gene of the offspring came from the first gene of the first parent, the second gene from the third gene of the second parent, and the last from the first of the second parent. The total number of GCMs is . The associated distribution of probabilities, , then determines the GRD. For a fixed-length representation, we will drop the string length arguments. In this case, the total number of recombination vectors is . Another equivalent representation for GCMs uses arrays (crossover matrices) instead of bit strings (vectors) to represent recombination events. An appropriate crossover matrix for representing the formation of a length offspring from length and parents will have rows and columns. The first columns indicate which alleles are copied from the first parent, while columns through indicate what is provided by the second. The matrix elements are either 0 or 1, where a 1 in row and column means that locus in the offspring is filled with the allele from locus in the first parent if
. If , it is filled with the allele from locus of the second parent. As an offspring would not be fully specified if some of its alleles were undefined, or would be overly specified if we tried to place more than one allele in a locus, in each row of a crossover matrix there must be exactly one 1 (with all other elements in the row being 0). For a fixed length representation, the matrices are of constant size . Finally, another useful representation is that of a recombination pair, , which is a hybrid between the notion of a standard crossover mask and a recombination vector with a reduced cardinality alphabet. Here, is an -dimensional vector (i.e., ) whose components specify which parent contributes the alleles to fill each locus in the offspring. So, for example, means locus will be filled with an allele from parent 1, while means parent 2 will contribute the allele instead. Having specified from which parent a particular allele originates, one must specify from which locus. This is achieved by specifying , an -component vector of integers with components if (i.e., ), and if . The elements of specify which alleles from a particular parent will be transferred to the offspring. In the case of a recombination pair, for variable-length strings, the cardinality of the alphabet from which the are taken depends on the corresponding . Hence, this representation is less convenient than that of a recombination vector for variable-length strings. For fixed-length strings, however, it is perfectly natural, and actually presents several advantages relative to the recombination vector notation.
As an example of how the different representations of a GCM work, consider standard one-point crossover for
. The associated crossover matrices are each invoked with probability 1/2. These are equivalent to the recombination vectors and , or to the recombination pairs and , or to the more traditional crossover masks 011 and 001.
Although, for formal manipulations we will use the more powerful recombination pair notation as we will treat the twolocus case extensively in this paper, we will represent the GRD there using the recombination vector notation. The GRD then is a vector with components , where the indices and take values from one to four, one and two corresponding to the first and second loci of the first parent and three and four the corresponding loci of the second parent. Thus, for example, gives the probability for applying the GCM associated with finding the first locus of the offspring from the first locus of the first parent and the second locus from the first locus of the second parent.
III. EVOLUTION EQUATION IN THE STRING BASIS
Let us start by writing down the exact equations for the expected population at time for a finite population of fixedlength strings of length and cardinality evolving in the presence of selection, mutation, and generalized recombination (1) where is the probability to select string at time , where is the set of such strings, being the proportion of string type at time .
is the probability that string mutates to string .
is the probability that recombination occurs and is the conditional probability to apply the recombination pair .
is an indicator function that takes value 1 when the result of applying the GCM to the parents and is and is zero, otherwise. 2 The first term in (1) arises from the cloning of and its subsequent mutation into , while the second term represents all the ways in which may be constructed from other strings via generalized recombination and subsequently mutated.
Equation (1) represents the relation between the actual values of at generation , and the expected value at generation , where the expectation value is over an ensemble of realizations of the stochastic process that takes the system from to . Generally, except in the infinite population limit. As the expected string frequencies in generation are expressed in terms of the selection probabilities of strings at generation , we will say that this evolution equation is expressed in the string basis.
We can now directly pass to the more general case of variablelength strings. Using the notation for the proportion of genotypes of type in strings of length , we have (2) where the notation is an obvious generalization of that above for the fixed-length case. is once again an indicator function with value 1 if the offspring is formed given parents and and a GCM , and zero, otherwise. Although accounts for any selection (with replacement) mechanism, the relation between and depends on the specifics of the selection operator. For instance, for proportional selection , where is the average population fitness. Although (1) and (2) are valid for arbitrary alphabets, the specific values that takes depend on the cardinality of the alphabet. For binary alleles, for instance, , where is the Hamming distance between and and is the mutation rate. Equations (1) and (2) describe the dynamics of genetic systems that recombine genetic material from two parents in a general way, and extend known results for exact evolution equations for the canonical GA [34] , and for variable-length GAs with either homologous [19] , [22] or subtree-type [21] crossover, to the more general class of variable or fixed-length strings and generalized recombination.
Inheritance via recombination can be understood by considering it gene by gene. This is reflected in the nature of as an indicator function, whereby the truth of the assertion that is the offspring of and with respect to the GCM can be seen as the logic conjunction (for all ) of the assertions that allele is a result of the crossover between alleles and using the GCM component which determines and . Thus, one may write (3) where we represent with 0 and with 1, and so the product represents a logical . Note that allele is a result of the crossover between alleles and in two and only two mutually exclusive cases: 1) and or 2) and . Therefore (4) where acts as a logic or for mutually exclusive events, represents the negation of and is the Kronecker delta ( if and zero, otherwise) which we use as an equality predicate.
As an example, consider for fixed length strings with the recombination pair . In this case (5) Naturally, the action of the projection operators is the same, no matter how the GCM is represented. So, if we use the recombination vector to represent the recombination event , we have . Note that (1) is functionally identical to that for the case of standard mask-based crossover [3] , the only difference being the different recombination distribution, and hence the different set of that are nonzero. As in the standard homologous crossover case, for an alphabet of cardinality , we have coupled, first-order difference equations to solve. The chief problem, however, is the fact that, on the right-hand side with the term , we have possible contributing terms, corresponding to the possible configurations of the parental strings and the GCMs.
A. String Example for
For example, for , there are 16 GCMs denoted in recombination vector notation by , where and run over the values 1, 2, 3, and 4. The sums over the strings and run over the values 1 to . Thus, for an arbitrary GRD, even at the two bit level there are 16 4 4 terms to compute for a given string . Symbolically, however, the terms are quite simple (13) where we use the recombination vector notation and show only those GCMs that correspond to creation of genotype using as the first parent. The corresponding second parent terms can be found by interchanging and on the right-hand side of (6)- (13) and letting , where . The meaning of these terms, as alluded to in equations (6)- (13), is the following: the terms represented by GCMs (1,2) and (3, 4) are cloning terms due to the application of a trivial standard crossover mask, where both offspring alleles come from the corresponding loci of only one of the parents. The inversion term is represented by GCMs (2,1) (inversion of first parent) and (4,3) (inversion of second parent). The GCMs (1,4) and (3,2) represent the results of standard one-point crossover, while the GCMs (4,1) and (2,3) represent the results of standard one-point crossover followed by an inversion (or vice versa). The terms denoted by duplication 1-one-parent duplication-are associated with the GCMs (1,1), (2,2), (3, 3) , and (4,4) and represent duplication of an allele from a single locus of a single parent. Finally, the duplication 2-two-parent duplications-GCMs (1,3), (2, 4) , (3, 1) , and (4,2) represent gene duplication as well, but where the two genes of the offspring come from the same locus but in different parents.
Substituting these expressions in (1), computing all terms, expanding the sums and , setting , , , and and omitting the argument for conciseness, one finds (14) shown at the bottom of the page, where for simplicity, we are restricting attention to a binary alphabet and signifies the bit complement of . The first term on the right-hand side is a cloning-mutation term due to the fact that with probability strings are copied without recombination, being the probability to select the genotype , and being the probability to mutate it to the genotype . The meaning of the different terms in (14) is inherited from the meaning of the corresponding terms of the GRD, the being the notation for the GCM probability associated with the GCM . The Kronecker delta, ensures that the contribution from gene duplication from a single parent is only present for homogeneous offspring, i.e., those with both allele values the same. Note that of the 256 possibilities there are only 44 nonzero terms in (14) . However, in order to compute which terms are nonzero, all have to be computed. By way of comparison, the canonical GA with one-point crossover, where with all other GCMs zero, has only eight nonzero terms out of the 2 4 4 possible ones.
IV. COARSE-GRAINED EVOLUTION EQUATIONS

A. Strings
For both homologous and generalized recombination, it is clear that there is a great deal of redundancy in the string representation. In the case of homologous recombination, it has been found that a coarse-grained representation in terms of schemata makes the dynamics much more transparent; partly due to the fact that the number of terms on the right-hand side of (1) reduces to for a binary alphabet in the case of general homologous crossover which, when compared with in the string basis, is a substantial reduction in complexity. For a particular type of recombination distribution, such as one-point crossover, where there are only nonzero masks, the simplification is even greater from to . One is naturally inclined to ask whether an appropriate simplification can be effected in this more general case. The answer is in the affirmative.
However, before proceeding further, we wish to clarify what we mean by coarse graining: The underlying microscopic degrees of freedom of the dynamical system are strings, a string specifying a state in the configuration space of the system. A schema, however, is a coarse-grained object, in a similar sense to that of a "block-spin" variable in the physics of phase transitions [10] , [11] , [13] . Moreover, as in these other areas, the coarse-grained variables are obtained by summing over the possible states of the degrees of freedom one is coarse graining. For instance, to get the schema , one sums over the possible states for the second bit. Thus, we speak of a coarse-grained formulation as we are using coarse-grained variables, understood in the canonical accepted sense, to describe the dynamics. 3 One can simply illustrate how coarse-grained variables, i.e., schemata in this case, naturally arise by considering one partic-ular locus, , of the offspring. Assuming that so that comes from the first parent and from the action of , then the contribution from parents and after generalized recombination and before mutation is (15) where denotes that the allele corresponding to in the offspring is the same as that in the th locus of the parent and is the standard wildcard symbol signifying that the allele values at the locus have been summed over, thus leaving the marginal probability . For example, . One can also think of as restricting the sum over to only one value. As is clearly a schema we see that, as in the case of homologous recombination, the notion of schemata, and therefore coarse-graining, naturally emerges. In distinction to the homologous case, however, the locus that gives rise to the th locus of the offspring is not necessarily the th locus of the first parent.
With this simple example in mind, we can now proceed to the following.
Theorem 1: The expected frequency of a string at the next generation in a generational GA with arbitrary selection with replacement, mutation, and generalized recombination is (16) where and are the selection probabilities for the building block schemata and . Proof: The only part of the right-hand side that differs from (1) is the string construction term which can be written as (17) As and satisfy (18) we may write (19) Thus, (17) can be written as (20) the two terms of which define the building block schemata and with selection probabilities (21) Hence, substituting into (17), we have
Corollary 1: Let be the population size. For fixed , in the limit , , the probability to find a genotype at time , and so one obtains a deterministic equation for the evolution of the . Theorem 1 extends previous results obtained for homologous crossover to the case of generalized recombination. It is striking that the functional form of the dynamical equation is identical to that found for homologous crossover [30] , [31] , even though the range of genetic operators covered by the equation goes far beyond simple homologous crossover. Just as in the homologous case, for each mask the corresponding string sums have disappeared. This means that instead of having to consider terms for every GCM, one only has to consider one, associated with the schemata and , which are just the building blocks for the string . The key difference between generalized and homologous recombination then does not lie in whether or not building blocks are used, but in the nature of those building blocks, and generalized recombination leads to a much richer set of them.
The differences can be simply illustrated considering . To see how one is led to different building blocks, consider the GRD where only and are nonzero (for simplicity, we put and ). From (1)
where we have taken the opportunity in the first line to also illustrate how the coarse graining that corresponds to this GRD appears, by starting off with the string representation of the equation, rather than the coarse-grained one. The building blocks in this case are and , whereas for homologous one-point crossover, where the corresponding GRD is and and the rest zero, the building blocks would be and . Thus, we see how generalized recombination may use building blocks that are not available in homologous crossover.
From (16) , as introduced in [27] - [30] , 4 one defines the effective fitness, , of the string to be, in the case of proportional selection (24) where is the average population fitness as defined previously. Thus, in the case at hand, we have (25) where is the fitness of the schema . Strings with increase in number, while those with decrease. The effective fitness depends on all the genetic operators not just selection, hence a string , may increase in frequency relative to another , even if if it is more favored by mutation or crossover so that . The latter is governed by the selection weighted linkage disequilibrium coefficient (26) If for a given GCM, then generalized recombination increases the proportion of genotype in the next generation, relative to the proportion one would have with ; whereas, if the proportion is decreased relative to the no recombination limit.
B. Schemata
One lesson that previous work on coarse-grained formulations has taught us is that schemata naturally emerge in any study of homologous recombination. We see from (16) that this is also true for generalized recombination. The fact that schemata have emerged in the dynamics of strings evolving under the action of generalized recombination is manifest at the level of the string proportions and selection probabilities in (21) , which are probabilities associated with hyperplanes of . The form of (16) also tells us that in order to describe the dynamics of strings in this coarse-grained formulation, one must simultaneously understand the dynamics of schemata and, in particular, building block schemata, as the string frequencies at depend on the building block frequencies at . For homologous crossover, one of the most remarkable features of the analog of (16) is its form invariance under a further coarse graining [30] , [31] , i.e., that the functional form of the equations for a schema is identical to that of the equations for the strings themselves. This means that building blocks for a string are composed, in their turn, by other more coarse-grained (lower order-less defining bits/more wildcards) building blocks, which in their turn, etc., the whole hierarchy terminating at 1-schemata, i.e., schemata with only one defining bit and wildcards, as the latter cannot be composed of more elementary objects. It is precisely the existence of this form of invariance and the hierarchical nature of the relationship between the different building blocks that has led to so many new results using the coarse-grained formulation. We are thus led to consider whether for generalized recombination the same features appear, which can then be further exploited to gain a better theoretical understanding and derive new practical results.
The goal is to coarse grain (16) by passing from an arbitrary string to an arbitrary schema. This coarse graining can be effected in terms of a standard mask, , as introduced in Section II, and an associated coarse-graining operator, , of the form (27) which will project out from any vector defined on the configuration space , a coarse-grained vector that naturally lives on a subspace of . Further, the operator can be written as a tensor product (28) As an example, consider (29) We denote the bits of the mask that correspond to zeros, , and those that correspond to ones, . With this representation in hand, we may state the following theorem, obtained by coarse graining (16) with the operator (27).
Theorem 2: Exact Schema theorem for generalized recombination:
The expected frequency of a schema at the next generation in a generational GA of cardinality with arbitrary selection with replacement, mutation, and generalized recombination is (30) where and are the selection probabilities for the building blocks and of the schema with respect to the GCM and is the mutation probability from the schema to the schema . Proof: Acting with on the left-hand side of (16) one immediately obtains (31) We now consider the action of on the right-hand side: the mutation operator can be written as a tensor product , where is the mutation matrix for the oneallele case. The indicator function can also be written as a tensor product . Hence, for the cloning term on the right-hand side (32) where to arrive at (32) we have used the column stochasticity of the mutation matrix. The expression shows clearly that the coarse-grained mutation operator acts only on those alleles that correspond to . Thus (33) where is the probability to select the schema , the defining bits of which are determined by the set , and is the mutation matrix which acts on the defining characters of the schema . Thus, is the mutation matrix projected down onto the subspace defined by . We now only need consider the final term . In analogy to the mask , we divide the mask up into the set where , , and the set where , and write
Then, using (19) we can write as shown in (35)- (38) at the bottom of the previous page, where the selection probabilities of the two building block schemata and of the schema , which can mutate into the schema are given by (39)
Corollary 1: Let be the population size. For fixed , in the limit , the probability to find the schema at time and so one obtains a deterministic equation for the evolution of the schema frequencies . To give a bit more insight into the proof:
is defined, for a schema of order , to be the -dimensional subspace of projected out by the action of . For instance, for , , , and , consists of the eight strings , while consists of the four schemata 1 1, 1 0, 0 1, and 0 0.
Note that in passing from (36) to (37), the ranges on the products were extended to by introducing the projection operators and . To intuitively see that (37) just gives the building block selection probabilities and , consider the case of one locus in particular, . There are four possibilities for the pair -(0,0), (0,1), (1,0), and (1,1). Then, considering : if , then in this case the th offspring locus came from a mutation of the th locus of the first parent. Similarly, for , the th offspring locus came from the second parent, the th locus of the first parent then being a wildcard symbol . For , the th offspring locus is a due to the action of on the th transmitted locus from the first parent. Finally, for , the th locus of the first parent was already a and cannot be coarse grained further. Thus, only when does the th locus pass from the first parent via a mutation into the offspring. Similarly, only for does the th locus pass from the second parent via a mutation into the offspring.
Comparing (16) and (30), we see that the functional form of the dynamics for strings and schemata is the same, and hence the dynamics is covariant under a coarse graining. This covariance, or functional "self-similarity," of the equations can be observed nicely by noting that where and , and we have once again used the projection operator properties of (18) . Note that if and only if and , while if and only if or and which manifests the constraint that one cannot coarse grain a locus that has already been coarse grained. The content of this equation is that the coarse graining onto the schema building block can be achieved in two equivalent ways: one involves a composition of coarse grainings, wherein strings can be coarse-grained via a recombination pair , that involves a mask , to yield a building block of a string , which can be further coarse-grained using a mask , to give a building block of the schema . The second, equivalent, way of achieving the coarse graining is to implement it using a composite mask, that involves both and and whose elements are as above.
The coarse-graining operators (27) form a semi-group, and are actually just an explicit representation of the renormalization group [2] , [32] . To see this: to form a semi-group, they must obey a composition law of the form (41) and also there must exist a unit element. That the composition law (41) exists follows from the relation:
for the projection operators, where, once again, and . The unit element is given by the mask . This semi-group at the level of the probabilities could be interpreted as a simple manifestation of the rules of marginalizing probabilities. This is indeed also the case with coarse graining in statistical physics when talking directly about probabilities. However, in the equations that govern the dynamics of these probabilities one must also understand how mutation, recombination and selection transform under a coarse graining. In arriving at theorem (1), we have shown exactly how they transform, that under the coarse graining they are form invariant.
In analogy with (24) , one may define the effective fitness of the schema via (43) where, again, is the average population fitness. Thus (44) Equation (30), formulated in terms of effective fitness, states that: a GA evolving under the action of the operators selection, mutation, and generalized recombination gives an increasing number of trials to effectively fit schemata. Equation (30), and indeed, its equivalent (16), both clearly show that the population evolves in an analogous fashion to that with purely homologous crossover-by combining lower order building blocks into higher order ones, which in their turn form yet higher order blocks, etc. The end points of this process are the strings themselves, the highest order objects possible, and one-schemata, the lowest order objects possible.
V. EXAMPLES
To illustrate some of the general features of the coarsegrained equations, we will first consider some general properties of the equations for and for an arbitrary fitness landscape. We will subsequently give a solution to the two-locus case for no selection and an infinite population. As our main interest in this paper is evolution under generalized recombination, we will set the mutation rate in the rest of this paper. For simplicity, we will also in this section set .
A.
The evolution equations for a generic string of length from (16) are (45) If one replaces the generic, arbitrary alleles and with particular values from , the Kronecker deltas are zero or one according to whether one is considering the heterogeneous case , or the homogeneous one . Then, the equations simplify further. For example, if and all GCMs have equal probability
, we obtain (46)
Notice that in order to solve for the dynamics of the strings here, we need to solve first for the dynamics of the building blocks , , , and . Of course, only two of these one-schemata are independent.
As an example, the evolution equation for the schema (a building block for ) can be simply obtained from (46) by combining the equations for and to find (47) where represents a coarse graining of the GCMs themselves. We immediately notice an important difference with the case of homologous crossover, where in (47) , and hence there is no contribution from the schema , and therefore . Thus, we see that the dynamics of the most elementary and fundamental objects under recombination-one-schemata-are quite different in the presence of generalized recombination.
B.
Turning now to the case of : The general form of the evolution equations for the generic string in terms of building blocks contains 216 terms-a number that, although quite big, is only a tiny fraction of the 13,824 terms one would get in the absence of coarse graining! Note that the expected frequency of at generation depends not only on its frequency at generation but is a linear function of the selection probabilities of not only that string but all its permutations, as well as a (generally) quadratic function of the selection probabilities of the lower order schemata (building blocks) that compose it, i.e., (48) Again, in order to solve for the string dynamics we need to have the dynamics of the building blocks that determine the driving term . One of the building blocks, for example, is , the evolution equation of which is found from (48) by considering to find (49) where we have collected terms involving the same schema and where . Notice that the building block , in its turn, will depend on the dynamics of its own building blocks, such as , the equation for which is found from (49) by considering (50) This hierarchical structure is studied at length in [24] in order to investigate the asymptotic behavior of the dynamics and especially its fixed points. For now though, we turn to the explicit, exact solution of the case .
VI. TWO-LOCUS SOLUTION
In both population genetics ( [1] and references therein) and EC (see, for example, [6] and [26] ) two-locus models have played an important role, leading to improved understanding in the context of potentially analytically solvable models. In this section, we study generalized recombination in the context of a simple two-locus model with no mutation and no selection. Thus, we choose to initially study only the intrinsic biases of the generalized recombination operator . As has been seen in previous work, this can lead to practical recipes for practitioners [16] .
In this context, one would like to see if and how the dynamics of GAs based on generalized recombination differ from their homologous counterparts. This is a naturally complicated question, given that generalized recombination really captures several different basic operators, including homologous recombination, inversion (and more generally-permutations), different types of gene duplication and combinations of these different operators. Here, we investigate the solutions to (45) in the infinite population limit in the absence of selection, i.e., , where is a probability, and where, for simplicity, we set . In the infinite population limit and then (1) and the equations derived from it become deterministic equations for the string and/or schema proportions and describe the corresponding dynamical system. The results derived from the infinite population model neglect the variance inherent in the dynamics due to limited sampling, an effect which is expected to vary as , where is the population size. Hence, for large population sizes or short runs, one would expect the analysis below to be an accurate representation of what actually occurs. For small populations, one would have to consider directly the Markov chain for this model. The transition matrix elements that enter in this case would be obtained by using a multinomial distribution with success probabilities given by the right-hand side of (1) . Similarly, one would expect our subsequent analysis to give a good qualitative description of the biases engendered by generalized recombination even if selection is included as long as the selection is weak, as will be illustrated later.
A. Building Block Dynamics
In order to solve (45), just as in the case of standard homologous recombination [31] , we need to hierarchically solve for the dynamics of the building blocks of the genotype . These are:
and . From (45), we can determine the equations for the building block schemata by considering and . The equations for the one-schemata are 5 (51) (52)
Equations (51) and (52) form a coupled linear system, similar to that of mutation in a one-locus system. To solve these equations, we need to determine the eigenvalues and eigenvectors of the matrix (53) In the case of pure mask-based recombination, only , ,
, and are nonzero. Hence, the evolution of the schema is independent of the schema , i.e., the two equations decouple, giving as solution and . More generally, noting that, as , then , the eigenvalues of matrix (53) are (54) with corresponding eigenvectors (55) The transformation matrix , formed from the eigenvectors and (55), diagonalizes and rotates the vector such that the diagonalized equations can be immediately integrated, then rotated back to the original schema basis to find (56) (57) 5 Note that i and j are purely symbolic values so that P and P are sufficient to cover the 2A possibilities P ; . . . ; P ; P ; . . . ; P
.
From this solution, we can examine the fixed point. As , except for , or and , the time dependent term vanishes asymptotically, giving as fixed point (58) (59) Interestingly, in this case, the fixed point is the same for the schemata or , though this proportion is approached from opposite directions. The behavior of the transients on approaching the fixed point also depends sensitively on the value of . 6 
If
, then the fixed point is approached monotonically. However, for , the factor implies the presence of oscillations. However, as these oscillations are damped and vanish asymptotically. We will now consider some particular cases of interest.
1) -in this case, , , and , ; thus the initial proportions are preserved. This type of recombination is homologous and preserves gene frequencies at a given locus. 2) -here, , and the associated eigenvectors are and . There is now no fixed point, but rather a cycle of period two, where for even and for odd. Similarly, for even and for odd. This leads to lateral diffusion of alleles along the string from one genetic locus to another. 3) -in this case, with the same eigenvectors as for case 2). Now, there are no oscillations and the fixed point is reached after only one generation. 4) -when this condition holds, irrespective of the generalized recombination probabilities, this remains a fixed point. This condition is satisfied both at the center of the simplex [34] , as well as at its vertices. It is equivalent to having equal proportions for heterogeneous genotypes. We have discussed the asymptotic behavior in terms of the four parameters , , , and . However, we wish to understand the dynamics in terms of the generalized recombination probabilities . For case 1) above, and , the latter being equivalent to there being no duplication or inversion or any combination that includes them. This means that there are no genetic operators that lead to lateral diffusion of alleles along the string from one genetic locus to another. The resultant fixed point for the one schemata is on the Robbins/Geiringer manifold [5] . Similarly, for case 2), we have and . Under these conditions, the only nonzero terms are those associated with inversion. There is no homologous recombination or duplication. Thus, pure inversion without duplication or homologous crossover leads to periodic behavior. 6 Note that due to the identities a + b = 1 and c + d = 1 this is equivalent
We may also investigate the biases of a particular genetic operator, investigating the solutions in the absence of the other operators. Thus, for instance, for duplication from one parent, then , while all other generalized recombination probabilities are zero. is reached after one generation just as in the case of one-parent duplication. Note that this fixed point is of the same form as that found for one parent duplication. For homologous crossover, the nonzero entries in the recombination distribution are and . In this case, , and the fixed point is the same as that for cloning. Finally, for crossover and inversion the corresponding recombination distribution entries are and which implies and . In this case, the fixed point is the same as that for inversion above.
In Fig. 1 , using (56), we see a graph of the evolution of the one-schema for different GRDs. The direct integration of (51) and (52) yields exactly the same curves as expected. The initial condition used is an asymmetric one, where , , and ; hence,
. The fixed point behavior described in points 1)-4) and equations (60)- (64) is clearly visible. For one-parent duplication, the fixed point is reached after one generation at a value . For inversion, one sees the characteristic oscillations between the values 0.3 and 0.7 associated with and . For homologous crossover, the fixed point is the initial proportion , i.e., the allele frequency at a given locus is preserved. Finally, considering all GCMs with equal probability-the All curve in Fig. 1 -one sees that the system reaches a fixed point in one generation.
The general features we have just delineated for , are, as we will see in Section VII, also present for , and represent qualitatively new phenomena when compared with the normal homologous forms of crossover with which we are familiar. The lateral diffusion of alleles, relative to the homologous case, leads to a fixed point where for a given offspring locus, the allele frequency at that locus depends not only on the allele frequency at the same parental loci but also on the allele frequencies at other genetic loci. For , instead of a pair of linear coupled equations for the one-schemata, one has coupled equations whose solution can be found by solving the corresponding eigensystem.
B. Solution for Strings
With the solutions for the one-schemata in hand, we can now proceed to determine the solutions for the strings themselves from (45) by substituting in the solutions (56) and (57), which are the contributions from the building blocks to yield (65) where (66) and the matrices , , and are given by
where (70) To solve (65), we need to also have the equation for , which is just (65) with . The matrices and are both symmetric matrices, however is not. Hence, satisfies
where (72) Equations (65) and (71) are linear coupled inhomogeneous firstorder difference equations and can be solved as with (51) and (52), by determining the corresponding eigensystem. Putting , the relevant matrix is (73) whose eigenvalues and eigenvectors are given by ; and . In the eigenvector basis, such that
where (76) which can be immediately integrated to yield
Rotating back to the original basis one finds
There now only remains to do the summations to obtain the final answer
Note how this solution has been created-hierarchically, as in the case of homologous crossover [31] . One can solve first for the order one building blocks, which then serve as a "source" for construction of order 2 building blocks, which serve as a source for the order 3, etc., until one arrives at the strings themselves. The difference here is that inversion can couple different building blocks of the same order, unlike the homologous case where they are decoupled.
In the limit , in the case where the cloning or inversion probabilities are less than one, the fixed point of (79) is (80) Explicitly, in terms of the GRD To get some intuition about the nature of this fixed point, we will consider some interesting limits associated with different initial populations and different recombination probability distributions. Beginning with a random initial population, where , the fixed point becomes
Only in the case where there is no one-parent gene duplication, i.e., , is the center of the simplex a fixed point. In the presence of one-parent gene duplication, homogeneous strings are favored over their heterogeneous counterparts. For instance, for GCMs with equal probabilities of 1/16, the asymptotic proportions of homogeneous and heterogeneous strings are 1/3 and 1/6, respectively. Thus, homogeneous strings have higher effective fitness [31] than heterogenous ones.
In Fig. 2 , we see a graph of the solution (79) for the strings 11 and 01 for the same asymmetric initial conditions used for Fig. 1 , and for the same GCMs. Notice the presence of four different fixed points (two-cycle in the case of inversion) for each string type. This is a much richer behavior than in the case of simple homologous crossover, where the unique Geiringer limit holds. The Geiringer limits for 11 and 10, with the previously stated initial conditions are and , both of which agree with the asymptotic limits seen in Fig. 2 . For one-parent duplication, the expected fixed points for 11 and 10 are from (81) and 0, respectively, once again in agreement with the graph and showing the higher effective fitness associated with homogeneous strings. Note also the oscillations present in the heterogeneous string 01 and their corresponding absence in the homogeneous string 11.
VII. EFFECTS OF SELECTION AND
One is prompted to wonder whether the phenomena seen in the previous section are peculiarities of the two-locus case or are more robust, with analogues for and when selection is present. We begin with selection for . Of course, it is not feasible to determine what happens for an arbitrary landscape and so we restrict ourselves to some generic observations. We first consider in Fig. 3 results found using a "Schemulator," 7 a Java-based simulator that integrates the exact coarse-grained equations for any and any fitness landscape. We first consider the effects for a nonepistatic unitation landscape with fitnesses , , and . What is clearly seen is a similar bias as found from the no selection case of Fig. 2 , but superimposed on a selection dominated "trend." The oscillations for inversion only are clearly visible. However, here, as only heterogeneous strings can oscillate, and as the optimal string is homogeneous, the oscillations diminish in amplitude. For one-parent duplication, the proportion of 01 strings vanishes after one generation, as in the no selection case. For 01 with all GCMs present, also as in the no selection case, there is a sharp initial decrease. In distinction to that case though, in the presence of selection, the proportion continues to diminish, but at a much reduced rate. As the selection pressure diminishes, the curves of Fig. 3 will imitate those of Fig. 2 ever more closely, while for increasing selection pressure the phenomena due to inversion and duplication will be less and less noticeable. We see then that, although we have only exactly solved the no selection case, observed phenomena such as lateral allele diffusion, oscillations, preference for homogenous strings, etc., are also present with selection.
Turning our attention now to the case , the results are shown in Fig. 4 , where the fitness landscape here is now such that , while the fitness of the Hamming distance one neighbors 110, 101, and 011 is 12, that of the Hamming distance two neighbors 100, 010, and 001 is 11 and
. We restrict ourselves to uniform homologous recombination with the corresponding and with full inversion implemented with . We also start with the initial condition , with all other frequencies being 0.125. Note the characteristic oscillations that inversion can induce superimposed with a selective trend just as in the case of . The extra feature we wish to point out here, is the fact that the addition of inversion has added a qualitatively new feature to the search properties of the algorithm. With the chosen initial conditions and only homologous crossover, it would be impossible to generate the string 110. This will also be true of building blocks as well as strings, as is evident in the observation that the one-schemata equations are coupled for any . Thus, there exists the possibility of generating important building blocks that are not currently present in the search by lateral allele diffusion, induced, for example, by inversion. For example, the building block could be generated via a GCM [111111, (6, 5, 4, 3, 2, 1) ] acting on the building block . As a final illustration, we consider in Fig. 5 the effect of one-parent duplication for . The landscape we consider here is associated with a degenerate genotype-phenotype map wherein there are two optimal genotypes-111 and 010 with fitness 13. The Hamming distance one neighbors of either of these strings have fitness 12 and the Hamming distance two neighbors 001 and 100 have fitness 11. The chosen initial population is random. The most notable feature here is the "symmetry breaking" of the genotype-phenotype map due to the presence of duplication, the homogeneous optimum being more effectively fit than its heterogeneous counterpart. In this sense, even after optima are found, the genetic operators are continuing the evolutionary search seeking those optima that are the most evolutionarily robust-in this case, the homogeneous optimum.
So, although for and/or including selection, exact solutions are not available, we can see that the principal derived predictions from the two-locus no-selection case-oscillations, homogeneous/heterogeneous asymmetry, lateral allele diffusion, etc.-can all be observed in the more general case. This has been explicitly checked by integrating the equations for both and using the Schemulator. In general, all these phenomena occur simultaneously, for instance, for , one might have inversion restricted to the first two loci, leading to oscillations there, while restricting duplication to the last two loci, and having a preference for homogeneous alleles there. Due to the richness of the potential behaviors that emerge from generalized recombination, to make the dynamics more transparent we have chosen to illustrate them individually.
VIII. CONCLUSION
The main results of this paper are twofold: first, the introduction and theoretical analysis of a generalized notion of exchange of genetic material-generalized recombination-which extends and subsumes many currently used genetic operators, such as homologous recombination, inversion, and duplication; and second, the demonstration that this more general EA is most naturally treated in a coarse-grained formulation, wherein the natural dynamical effective degrees of freedom are building block schemata not strings.
We showed that generalized recombination requires an extension of the notion of crossover mask and recombination distribution to that of a TCM and GRD. GCMs could be explicitly represented in different ways-through a recombination vector, a crossover matrix, or a recombination pair. With these representations in hand, an exact string evolution equation was derived for both variable-length and fixed-length representations, including mutation. It was then shown that the dynamics was written much more naturally in terms of building block schemata, that emerge by the actions of projection operators that are the natural representation of the generalized recombination operator and which implement course grainings. It was then shown that the resulting string equation, written in terms of building block schemata, under a coarse graining, yielded a functionally identical equation for schemata, thus leading to a new exact Schema theorem for generalized recombination. The coarse graining projection operators were shown to exhibit a semi-group structure, thus giving an explicit realization of the renormalization group.
Given that homologous recombination, inversion, and duplication have all been found to be useful by practitioners, we do not need to justify the utility of generalized recombination, though it does remain to be seen to what extent the extra diversity, above and beyond the standard operators when considered individually, can help in evolutionary search. Having an exact theoretical framework also allows for a better understanding of how the different genetic operators work, as has been exhibited not only in the context of the exact two-locus solution, but also in the results of the Schemulator, where several interesting phenomena were observed. Among these were the appearance of oscillations in the frequencies of strings and schemata in the presence of permutations, higher effective fitness for homogeneous versus heterogenous strings and schemata in the presence of duplication, and the lateral diffusion of alleles for any nonhomologous operator, the latter allowing for a more "mutation"-like effect, where an allele that did not originally exist at a particular locus can be generated by transferring it laterally from some other locus. It should be emphasized that, although we have studied these phenomena in the context of an infinite population model, they are in fact robust-appearing also in the finite size context, though naturally, the intrinsic extra "noise" due to finite population effects can make their identification more difficult. In terms of analytical results for , although exact solutions are, of course, very difficult to obtain, much can be said about the asymptotic behavior. This and other analytical results are discussed in [24] .
