We construct an orthogonal wavelet basis for the interval using a linear combination of Legendre polynomials. The coefficients are taken as appropriate roots of Chebyshev polynomials of the second kind. The one-dimensional transform is applied to analytical data and appropriate definitions of a scalogram as well as local and global spectra are presented. The transform is then extended to the multi-dimensional case. Analyses of one-and twodimensional data from a direct numerical simulation of turbulent channel flow demonstrate the potential of the method.
Introduction
Since the advent of wavelets in the 1980's they have been put to use in many different scientific areas. Applications to turbulent flows have been amongst the first and are comprehensively reviewed in [9] . Among recent approaches figure the analysis of the flow field in space by means of either continuous or discrete transforms [3, 25] , data compression using orthogonal schemes [27] and the discretization of the governing Navier-Stokes equations in terms of wavelet functions [12] . Here, we are concerned with the first of these tasks, data analysis. This is motivated by the need for an improved understanding of local non-linear transfer of turbulent kinetic energy in scale space.
While wavelet analysis has proven a valuable tool for investigating spatially homogeneous configurations, i.e. flow in periodic domains [3, 6, 21, 25] , there are only very few publications dealing with bounded flows. One such example is reference [8] where, however, only planes parallel to the non-homogeneous spatial direction are investigated. We believe that this situation is at least partially due to the lack of appropriate wavelet functions specifically designed for the use on bounded intervals.
Fischer and Prestin [10] have developed a general method for constructing wavelet bases on the interval, starting from a set of orthogonal polynomials and making use of their reproducing kernel property. However, these authors only present one specific basis -constructed from Chebyshev polynomials of the second kind -which is orthogonal. These wavelets are related to a scalar product weighted by the function w(x) = (1 − x 2 ) 1/2 and orthogonality is obtained with respect to this weighted product. For the purpose of data analysis, any weight other than unity is undesirable since the interpretation of coefficient values with respect to their energy contribution turns out to be non-intuitive. Prestin (private communication) proposed a modification to the original construction in which a "hybrid" basis would instead be built from a combination of Chebyshev and Legendre polynomials, thereby carrying over the orthogonality of the original pure Chebyshev basis to a weight function of unity.
In the present paper we first discuss the specific requirements a wavelet basis should fulfill in order to be useful for the purpose of analysis of turbulent flows, followed by a concise overview of related constructions developed in the literature. The new construction is presented in § 3 and applied to different types of analytical signals. This leads to important issues, such as the visual presentation of the coefficients (scalogram) and the study of the local power spectral density, for which we propose appropriate definitions in § 4. In a further step, the construction is extended to the multi-dimensional case ( § 5) . Applications of the method to data from turbulent plane channel flow in § 6 give an impression of its potential for the analysis of non-periodic turbulent data.
Requirements and previous constructions

Requirements
The term wavelet is often used in a very broad sense and can designate functions used in quite different multiscale methods. Features of such schemes are: (i) a certain number of vanishing moments reflected by an oscillatory nature of the functions; (ii) localization in space; (iii) translational invariance; (iv) localization in frequency; (v) a rescaling mechanism. In practice, some of these properties are often watered down due to practical constraints. Since compromises need to be made it is important to fix desired properties a priori according to the needs of a target application. This issue is briefly discussed in the following, considering for notational ease the one-dimensional case. The term frequency will be used when referring to a Fourier basis while the term scale is employed in a more general sense.
Two-and three-dimensional data sets from turbulent flows tend to be extremely large. A redundant representation of these data can increase their size considerably and pose problems of computation time and storage requirements. A discrete, non-redundant representation therefore seems indispensable [25] and the continuous transform will not be considered in the present context.
The long-range goal of our research is the investigation of energy transfer mechanisms in turbulent flows. An approach to perform this is to represent a turbulent signal f (x) ∈ L 2 (Ω), where Ω is the spatial domain, through an orthonormal set of basis functions β λ (x) ∈ L 2 (Ω), viz.
The orthonormality property then allows to decompose the energy E into contributions related to each basis function as
In mathematical terms, the L 2 norm of f is represented by the expansion coefficients with respect to the basis β λ , according to the Plancherel identity. The scalar product generating this norm is denoted ·, · . In a next step, the representation (1) can be inserted into the governing NavierStokes equations to obtain equations for the evolution of the coefficients a λ and hence equations for the energy transfer [25] .
Turbulent flows exhibit motions over a wide range of scales. If the basis functions β λ are not very smooth they contain high-frequency contributions and are not well localized in the upper frequency range. On the other end of the spectrum, the number of vanishing moments determines the localization in the low-frequency range. If the number of these vanishing moments is insufficient, this can yield a decay of the wavelet spectrum which differs significantly from that of the analogous Fourier spectrum which is an undesirable feature [29] .
For the physical interpretation of the transform (1) and quantities derived from it, a pronounced asymmetry of the basis functions also is undesirable. Daubechies wavelets, e.g., which have compact support, exhibit such an asymmetry. It can be alleviated to some extent, but compact support and symmetry exclude each other if orthogonality is required [5] , except for the Haar basis which is not smooth.
To sum up, we require orthonormality, smoothness, and some sort of translational invariance and symmetry for the wavelets to be employed. The last two notions have to be relaxed for a basis on the interval as discussed below. Multiresolution algorithms often yield fast numerical schemes due to recursions over the refinement level. This last issue will be disregarded in the present paper and postponed to later work.
Finally, it should be stressed that a non-periodic transform of turbulent data is important for signals in space rather than in time. The latter can always be made very long -provided the flow is statistically stationary -such that end effects are removed by an appropriate windowing. Signals in space, on the other hand, are often limited by the geometry of the flow. Moreover, physically interesting features frequently develop in direct proximity of the boundaries. A prototype case is the turbulent plane channel considered below.
Real line and periodic case
For later reference we recall some constructions for the real line. Here, it is convenient to work in Fourier space defined by the Fourier transform
The trigonometric functions are not localized in space and maximally localized in frequency. In order to design basis functions with localization in space, as well as frequency, localization in frequency is sacrificed to some extent by lumping together basis functions with neighboring frequencies. In the following we denote a wavelet by ψ and a scaling function by ϕ, using j and i as scale and shift indices, respectively. In the classical case this leads to a dyadic set of wavelet functions with
and analogously for ϕ ji . The Shannon wavelet, also termed Littlewood-Paley basis, [5] is obtained by selecting only frequencies in the band ω ∈ [1/2, 1]
Fourier theory immediately yields the asymptotic decay rate of ψ ∝ 1/x in space. Better decay is only possible with higher smoothness in frequency space. Meyer wavelets are constructed by an ingenious incorporation of neighboring decades using a blending function
where S is a cosine-based smooth function with S(0) = 0, S(1) = 1 and
The smoother the blending function the faster the asymptotic decay of the wavelets in space. In any case, it is polynomial for this family due to the compact support in frequency space. Other constructions such as spline wavelets have non-compact support in frequency space and decay exponentially in physical space. Wavelets on different scales are obtained by multiplying ω by a power of two, introducing a logarithmic decomposition of the frequency axis. But whether it is decomposed into logarithmic segments or some other intervals, the asymptotic decay rate in physical space is unaltered if the regularity in Fourier space is maintained.
A periodic basis, i.e. a basis on the one-dimensional torus = [0, 1], can be obtained from a wavelet basis on the real line by restricting the frequency to integer values
This introduces a coarsest scale represented by f 0 , i.e. the constant function. When considering the periodic case, asymptotic decay in space refers to the behavior in the limit j → ∞.
Orthogonal wavelets on the interval
By functions on the interval, here I = [−1, 1] for later convenience, we understand that in contrast to the torus no periodicity is imposed.
Embedding the interval in a larger torus or the real line by extending any function with zero in the remainder and using standard transforms on the larger domains usually creates artefacts at the boundaries of the interval due to the generation of a strong singularity. This is very inconvenient for the analysis.
On the interval, translational invariance therefore has to be relaxed in some way. In addition to the length scale introduced by the scale index j of the wavelet, the distance to the nearest boundary unavoidably appears as a second length scale contradicting complete shift invariance. This fact has to be reflected to some extent by the construction, and translational invariance can therefore only be realized in some relaxed sense. For the Daubechies wavelets adapted to the interval [4] this is performed through modification of those translates touching the boundaries. Due to the orthogonalization procedure, the modified functions tend to take a quite irregular shape. Furthermore, a minimal refinement level is required to separate the regions of modification close to both boundaries. According to the above requirements we therefore do not use this construction for the present application.
Using the Chebyshev transform
A very elegant method to turn a periodic wavelet basis into a basis on the interval I is the mapping
This is the mapping relating cosines and Chebyshev polynomials through T n (x) = cos(nθ). In fact, if β¢ λ is a basis of periodic functions on , orthogonal with respect to the scalar product
4 the functions
constitute an orthogonal basis for the weighted scalar product
with the Chebyshev weight w(x) = 1/ √ 1 − x 2 [18, 30] . In fact, this was already announced and used in [23] where unfortunately the second entry of the sum in (9) was overlooked. The transform (7), (9) allows to map an arbitrary periodic basis onto a basis for the interval I. Computations can then be done with the classical algorithms (employing fast convolution by FFT for long filters) requiring only a rescaling of the abscissa. The price, however, is the introduction of the Chebyshev weight.
For the reasons mentioned above we require a basis which is orthonormal with respect to the unweighted scalar product. A naive way of achieving this, is to incorporate the weight into the basis by definingβ I λ = w(x)β I λ (11) and usingβ I λ instead of β¢ λ in (1). Approximations of square-integrable functions on I using this basis with finer and finer scale converge in an integral sense. Pointwise convergence at the interval boundaries, however, is destroyed by the singularities of the weight at ±1 which are introduced into the basis. This is illustrated in Figure 1 where a very smooth function is approximated by truncated series of such wavelets based on periodic spline wavelets. Hence, this approach is not useful for the present purpose.
Wavelets based on Jacobi polynomials
In [10] the authors have constructed wavelets based on orthogonal polynomials P n by means of the reproducing kernel polynomials. The construction is possible for general orthogonal polynomials but in the present context we take P n to be the Jacobi polynomial of degree n defined on the interval I = [−1, 1] and orthogonal with respect to the weighted scalar product (10) with
(The indices α, β are dropped from now on for convenience.) The reproducing kernel polynomial is
Scaling functions are defined as
with a suitable set of points y
, e.g. the zeros of the polynomial P n+1 . Wavelets are constructed as
Based on this approach a multi-resolution analysis (MRA) [24] of nested subspaces V j ⊂ V j+1 with difference spaces W j can be generated. Orthogonality of all translations with respect to the related scalar product (including the Jacobi weight) is not necessarily obtained, but can be investigated as described in [10] . In this reference one example of an orthogonal basis is presented using the Chebyshev polynomials of the second kind U n . The same construction, when applied directly to Legendre polynomials L n , however, does not yield an orthogonal basis.
3 New construction
The general setting
In [10] linear combinations of orthogonal polynomials P k (x) are used for constructing scaling functions and wavelets by re-grouping low-order and high-order polynomials via
For wavelets and scaling functions spanning an orthonormal basis of a multi-resolution analysis, these need to fulfill the following orthogonality conditions:
Introducing the ansatz (15), we obtain:
It is clear that due to the orthogonality of the polynomials (i.e. < P k , P n > w = δ kn ) the choice of the coefficients a, b alone determines the orthogonality properties of the basis. Therefore, we find:
(The factor δ jm in relation (18b) follows from the fact that the bounds of the two sums in (17b) need to be equal if the scalar product is to be non-zero.) As a consequence it is possible to interchange freely the particular type of polynomial -amongst the class of orthogonal oneswithout changing the above properties. Therefore, we can go about and modify a given basis whose a's and b's are such that (16) is verified and replace its P k (x)'s with Legendre polynomials which have an associated weight w(x) = 1. The construction will now be described in detail. 6 
Definition of the basis functions
We define wavelets and scaling functions based upon Legendre polynomials L k (x) and coefficients related to the Chebyshev polynomials of the second kind U k (x) as follows:
With the above index bounds these functions span the scale spaces V j and the difference spaces W j of a MRA. This MRA fullfils the classical requirements of [24] . The polynomials L k (x) and
(where int(r) is the largest integer less or equal r). For an efficient computation their three-term recursion formulae
are used. The parameters y (n) i in equations (19) are the zeroes of the nth order Chebyshev polynomial of the second kind, i.e.
For convenience, the present numbering is different from the standard numbering in that we have y
i+1 . Equations (19) define the coefficients a ijk and b ijk in (15) . In [10] the orthogonality of the resulting basis with P k = U k in (15) is proved. As discussed above, this property carries over to the functions defined by (19) . The factors
have been introduced here for the purpose of normalization in order to fulfill equations (16) without further constants. The derivation makes use of a trigonometric identity given in [14, p.14] . ¿From the presentation it is obvious that the linear approximation properties of the wavelet functions ψ ji is that of the spaces V j spanned by the Legendre polynomials up to degree 2 j . In particular, these polynomials constitute an unconditional basis of L 2 ([−1, 1]) so that any squareintegrable function u(x), x ∈ [−1, 1] can be decomposed as
where, by orthonormality, the coefficients are obtained from
Again due to orthonormality the decomposition (24) yields a corresponding decomposition of the "energy" of the signal in terms of the coefficients
4 Properties, applications and definition of secondary quantities
Implementation and convergence of the approximation
We illustrate the global convergence of the approximation of a function by its wavelet expansion through numerical tests with analytical signals. For this purpose, a partial reconstruction according to equation (24) with j ≤ J < ∞ is performed. As a representative example, Figure 2 shows the variation of the maximum error for the signal u(x) = exp(−4x 2 ) when the truncation index J is increased. Spectral convergence is observed as expected. The equivalent to Figure 1 is not shown here since at these resolutions no difference between the exact and the approximated data can be discerned.
At present, the scalar products (25) are evaluated by a Gauss-Lobatto quadrature, i.e. first performing a Legendre transform of the data -sampled on a Gauss-Lobatto grid -and then computing the linear combination of Legendre coefficients which leads to the respective wavelet coefficients. If data is given in terms of coefficients of orthogonal polynomials of a different type, like Chebyshev polynomials of the first kind as, e.g., used in a spectral simulation, explicit conversion formulas [2] might be used. Another means for such a conversion is spectral interpolation onto the Legendre grid as applied in § 4.5 below. The construction of a fast recursive implementation of the present algorithm using classical relations for orthogonal polynomials is left as a future extension. Figure 3 shows sample wavelet functions of scale j = 5. It can be observed that they are almost translationally invariant near the center of the interval, while they visibly increase their amplitude and frequency near the boundary. This effect of varying shape is more vividly illustrated in Figure 4 , where the envelope of the square of several wavelet functions is shown. Particularly, the existence of a second local maximum of the amplitude at the nearest boundary can be observed. ¿From the semi-logarithmic plots in Figure 5 the spatial decay of the functions around their center location can be judged. The envelopes approximately decay like O(x −2 ) (cf. Figure 6 ) which means that the wavelets themselves decay at a rate of 1/x. This can be understood by referring to the Littlewood-Paley basis recalled above in Section 2.2. In fact, for increasing degree, the zeroes of the orthogonal polynomials become more and more uniformly spaced in the center of the interval so that in this range the analysis locally resembles a Fourier analysis. For functions ϕ ji and ψ ji defined by (15) this amounts to approaching Shannon wavelets due to the employed summation bounds. We can therefore conjecture that with non-overlapping summation bounds in (15) it will not be possible to improve the decay rate of these functions. Overlapping bounds, however, would add an additional level of complexity to the construction as this destroys the automatic interscale orthogonality which is readily obtained with (15) due to the orthogonality of the underlying polynomials.
Localization properties
Legendre wavelets
Chebyshev wavelets Table 1 : Energy contained in the tails of the wavelet functions at two different levels j and various positions i (cf. Figure 4 and 5). The "tail-location" x tail corresponds to the local minimum of the envelope and has been determined visually, using a grid with N = 1024 points. The integral has been evaluated by a low-order quadrature. For comparison, the last two columns show the corresponding quantities computed for the wavelets of Fischer and Prestin [10] based upon Chebyshev polynomials of the second kind.
The decay, however, is only local while close to the boundaries the wavelet functions have a tendency to increase and to exhibit the "tails" mentioned above. Table 1 gives the contribution of these tails to the energy of the wavelet, i.e. the integral +1 x tail ψ 2 ji dx with x tail being the location where the slope of the envelope reverses. This quantity is below one percent for centrally located wavelets. For comparison, Figure 7 shows the corresponding decay of the wavelets of Fischer and Prestin [10] which are based upon Chebyshev polynomials of the second kind (U k instead of L k in (19) ). In the latter case the tails are similar and even more pronounced. This is also reflected in the values of Table 1 .
We recall that both families of wavelets are related through the basic equation (15) inasmuch as they have common coefficients a ijk , b ijk and only differ in the definition of the associated polynomial function P k (x). These coefficients a ijk are plotted in Figure 8 where the same indices i, j as in the previous graphs have been chosen. At the same time, the coefficients represent the Legendre spectrum of the present wavelets. It is evident from the graphs that the exact spectral distribution of the basis functions varies with the position index. Furthermore, the low-pass nature of the scaling functions and the band-pass property of the wavelets is obvious.
One question which arises naturally with respect to the usefulness of the current basis is its ability to pick up existing features of a given signal without creating artefacts due to the particular shape of the wavelet functions near the boundary. We will address this point in § 4.4.
Definition of a scale number
¿From the definition of the wavelets and from the plots in Figure 3 it is obvious that the period of oscillation of wavelets with the same scale index j varies over the interval. Hence, it is important to distinguish between the scale index j and the "physical scale". We therefore attribute a scale number s ji to each wavelet which, at constant j, changes with the position index i. Defining a "scale" and drawing a scalogram hence becomes a non-trivial issue. Here we use the centers of the wavelet functions for this purpose as described in the following.
Recall that the zeroes of the Legendre polynomials are not available in closed form. As a consequence, the locations of the "centers" of the wavelets and scaling functions defined here are not available in closed form but need to be determined numerically. To be specific, by "centers" z ϕ ji , z ψ ji we mean the position of the largest positive local maximum values, excluding the boundaries of the interval, which can be obtained e.g. by a fixed point iteration of the first derivative of (19) . In practice, this procedure is however very cumbersome and an analytic expression, even approximate, would be preferable, particularly in view of the way of presenting information with respect to scale as discussed below. Therefore, we propose -solely for the definition of the "scale" of a wavelet function -to work with the roots of the Chebyshev polynomials of the second kind. Instead of the centers z ϕ ji , z ψ ji defined above we therefore use the approximationŝ
with y
given in (22) . Figure 9 shows the relative difference between the two definitions z ψ ji and z ψ ji . It exhibits a minimum in the center of the interval and near the boundaries.
For the purpose of data analysis, we associate a "physical scale" to each wavelet function. In the classical MRA, where wavelets are translationally invariant, the scale is simply
where L x is the size of the domain. Here we define the scale number s ji for the non-periodic wavelets as follows
This results from a partition of the interval into subintervals bounded by the mid-points between neighboring center locations. Consequently, it implies that i s ji = L x and in particular that s 00 = L x . As discussed above, the quantity s ji cannot be determined analytically if the exact centers z ψ ji are used. As a remedy we propose to use, instead of z ψ ji , the roots of the Chebyshev polynomialsẑ ψ ji in (28) which upon substitution of (22) yields
otherwise .
(29) Figure 9 shows the resulting relative difference in scale between the definition of s ji with the exact and with the approximated centers. These differences are only appreciable near the boundary, where they amount to a very localized maximum of 25 percent. In the present situation the definition of a "scale" associated with a wavelet necessarily has to be somewhat arbitrary, in particular close to the boundaries. We therefore feel that the definition (29) suits the purpose of data analysis and visualization. This is backed by the examples below. Based on the two definitions of the scale parameter s ji two ways of presenting the coefficients of the present transform can be constructed They will be detailed and illustrated by means of analytical signals in the following paragraph. In the sequel, we will then adopt definition (29).
Transform of analytical signals and coefficient scheme
Before considering real-life signals it is instructive to study the transform itself by means of analytical signals. We consider as a first case the transform of a periodic signal, u(x) = sin(2π x a), with various frequencies a. This is a particular case of a signal which can be analyzed with the present new algorithm as well as with a standard method for periodic signals.
Let us now discuss the representation of the wavelet coefficients. In Figures 11 and 10 we compare two different ways of drawing scalograms for the same coefficient values. In the first method, used in Figure 10 , the "exact" -i.e. iteratively determined -center locations z ψ ji and resulting scales s ji (z ji ) are used to define rectangular cells Ω ji in the following way:
(a1) The center of Ω ji is defined by the coordinate pair (z ψ ji , − log 2 (s ji )). (a2) The width of Ω ji is equal to the scale s ji .
(a3) The height of Ω ji is set to an arbitrary constant value.
The plot is then obtained by drawing each cell colored according to the absolute value of the corresponding wavelet coefficient. Note that due to some overlapping of the rectangles they seem to have the shape of more irregular polygons.
The second type of visual presentation is displayed in Figure 11 . It is based on the approximate center points and scales via the roots of the Chebyshev polynomials of the second kind. Introducing the parameter θ ji = π(i + 1)/(2 j + 1), we can rewrite the definitions (27) , (29) aŝ
These relations represent a discrete mapping from dyadic θ ji toẑ ji and s ji , respectively, which can be extended to the continuous case by replacing θ ji with θ ∈ ]0, π[. In this fashion, a scalogram is constructed with cell boundaries progressively deformed such as to indicate a spatial change of scale at fixed scale index j. In practice, we proceed as follows:
(b1) Define a classical scalogram with rectangular cells centered at (θ ji , − log 2 (s ji (ẑ j,i=2 j /2 )), i.e. using the scale of the centrally located wavelets given in (29) , and separate the cells at the mid-points between neighbors.
(b2) Transform the coordinate locations of the cell boundaries by the maps x = cos(θ), y = − log 2 (sin(θ)).
The result is a pattern with strips of coefficients of common scale index j which are bent upwards near the boundaries. By this method, the coefficient values corresponding to small scale indices j appear at different physical scales along their horizontal extent which in a way is a visual representation of the fact that a single wavelet undergoes a similar variation in frequency along the interval. As Figures 11 and 10 demonstrate, both methods of visualization are of fairly similar quality with respect to the readability of frequency content and position of the signal. For its smoothness and because it allows for a natural partitioning of the ordinate without gaps we will henceforth retain the second type of scalogram. It can be seen in Figure 11 that the present base correctly shows a response at approximately constant scale across the interval. Recall that the use of a real-valued wavelet always tends to yield small-scale oscillations of the coefficients due to cancellations between the signal and the wavelet itself [7] . Therefore, a pure sine wave does not show up as a solid line in the scalogram, but rather as a horizontal band with alternating values. It is particularly noteworthy that in the coefficient plots no artefacts are generated at the ends of the interval. Although the signal is periodic, the analysis is entirely independent of this fact. No relation between both boundaries is imposed or assumed. Note that the period length of the sine is incommensurate with the length of the interval in the last graphs of Figures 11 and 10 -a configuration which is not compatible with a periodic analysis. In the present case, however, the plots of the coefficients remain similar, even if the values u(x = 1) and u(x = −1) are different and not zero.
Next, let us turn to the transform of a Gaussian bump, u(x) = exp(−(x − x c )/(2σ 2 )), with different standard deviations σ and center locations x c . Here, the question is whether the position of the peak can be correctly determined from the scalogram and if information on the characteristic scale can be extracted in this fashion. Figures 12-13 show that this indeed is the case. The maximum amplitudes of the coefficients are not exactly pyramid-shaped when x c is off-center, but they do point to the x c -locations. Furthermore, the scale of the cusp (i.e. the smallest scale where a large amplitude is recorded) corresponds to the scale of the signal. The observed difference between the cusps of the scalograms in Figure 12 and 13 is of roughly two octaves, i.e. a factor of 4, while the standard deviation of the data varies fivefold.
Definition of wavelet spectra
Let us first introduce a pseudo-wavenumber as the inverse of the scale parameter, k ji = 1/s ji . As a global power-spectral density per unit wavenumber we then define
As indicated, the index pairs (j, i) in the sum are selected such that the pseudo-wavenumber of the corresponding wavelet falls into the interval [k
, where the whole wavenumber range considered is partitioned into M such bins, 1 ≤ m ≤ M . In the present work, the bins are spaced logarithmically. The function (31) is normalized by the wavenumber increment ∆k m in order for the following identity to hold for the total energy
Next, we define a local power-spectral density per unit wavenumber
where the position index i c = i c (x) corresponds to the wavelet at scale index j whose centerẑ ψ ji lies closest to the location x. In other words, the function E(k j , x) represents a cut through the scalogram at the abscissa x. Therefore, there are exactly J +1 such spectral values at each location and the largest scales are obviously redundantly reproduced in spectra evaluated at small distances from each other. In particular, the j = 0-coefficient will enter all local spectra. In contrast to the fixed wavenumber increment ∆k m in (31), the increment ∆k j is based on k j,ic = 1/s j,ic , i.e. on the scale parameters of the coefficients actually selected. The factor 2 j in (33) is introduced for compatibility with the global spectrum (cf. [6] ). Applications of spectral analysis using the present wavelet basis are given in § 6.
Multi-dimensional basis
The construction of a wavelet basis in more than one dimension typically proceeds along either one of the following lines [5, p.313 
]:
A Performing a tensor product of one-dimensional bases in each coordinate direction. With this procedure two separate scale indices j x , j y are introduced and the mechanism of rescaling is not directionally invariant. Therefore, this method is sometimes called rectangular transform [15] .
B Performing a tensor product of one-dimensional MRA's with a "global" scale index j (square transform) and different wavelets for picking up the various directional features.
C Design of genuinely multi-dimensional wavelet/scaling functions with the desired orthonormality and angular selectivity properties.
Due to its additional complexity, a construction of type (C) is beyond the scope of the present paper. On the other hand, both constructions (A) and (B) are straightforward once a suitable one-dimensional basis has been found. Regarding their use as a tool for data analysis, these two options differ in various respects. We have found method (A) more useful in the present context and will retain it for subsequent applications. The reasons for this choice will become obvious during the following presentation of both methods. The discussion is performed for two space dimensions, for higher dimensions the situation is analogous.
Method A: Tensor product of one-dimensional wavelet functions
The two-dimensional basis according to procedure (A) consists of the following functions:
where j x , j y = 0, 1, . . . and the one-dimensional functions ψ j,i and φ j,i are defined in eq. (19) . Below we wish to analyze two-dimensional data from a turbulent plane channel flow computation which possess one periodic (x) and one bounded (y) coordinate direction, i.e. we consider the space L 2 ( /¡ × [−1, 1]). For this task we propose a hybrid MRA, composed of a periodic wavelet basis and the Legendre wavelet basis of § 3.2. The two-dimensional scaling functions and the wavelet functions are then defined as follows:
The functions ϕ(y), ψ(y) are defined in (19) . The periodic functions ϕ(x), ψ(x) employed here are spline wavelets of order 4 and can be found in detail in references [11, 28] . With the basis (35), the approximation of a two-dimensional function up to a scale J reads as follows u(x, y) = 
which leads to a total number of N (N + 1) coefficients, where N = 2 J+1 . Due to orthogonality, the coefficients are obtained from the following scalar products: 
These integrals can be factorized during the computation because of the tensorial nature of the wavelets and the scaling functions. Therefore, we can first apply the standard Mallat algorithm to each "row" of data at constant y and then proceed by column-wise computing the remaining integration in the y-direction by the new scheme of § 4.1. Figure 14 shows the shape of the wavelets ψ jx,jy ix,iy (x, y), for the scale indices being combinations of 2 and 5 and at two locations, in the center of the domain and close to the boundary y = 1. The 13 localization properties are quite different in the two coordinate directions. Spline wavelets have an exponential decay while the Legendre wavelets decay roughly as x −1 and exhibit the characteristic tails near the boundaries as discussed above.
For visual presentation, the coefficients can be arranged in matrix fashion, i.e. collocated blockwise according to the values of the index pair (j x , j y ) (cf. Figure 15) . Each coefficient within a block is represented by a rectangle colored according to the coefficient's absolute value. The size of this rectangle is determined according to the wavelet centers, i.e. uniform in the x-direction and using the approximate center locations of the Legendre wavelets (27) in the y-direction. This leads to flattened cells near the boundaries y = ±1, reflecting the two length scales by their aspect ratio s x /s y .
Method B: Multi-dimensional MRA
Following Mallat [24] we define the following two-dimensional scaling functions and a set of three different types of wavelet functions:
where j = 0, 1, . . .. Similar to the one-dimensional case this defines a multi-dimensional MRA.
Observe that the two-dimensional scaling function ϕ 
which leads to a total number of 2 + J j=0 {2 j (2 j + 1) + 2 · 2 2j } = N (N + 1) coefficients. Splitting the inner sum results from the different number of scaling functions and wavelets in the Legendre construction as already reflected by the index bounds in (38). When representing the coefficients obtained from a "classical" two-dimensional MRA graphically, one customarily uses a block diagram where at each level j the rectangular domain is divided into quarters. Three of them are used for representing the coefficients of level j, while the fourth is subdivided again for the following level j −1 and so on [24] . We locate the coefficients d Figure 17 ), an arrangement differing from the one of Mallat [5, 24] . Its advantage is that in the one-dimensional limit u(x, y) = u 1 (x) the coefficients in the scheme located on the uppermost horizontal line yield the coefficients of the one-dimensional analysis of u 1 (x), while analogously those on the leftmost vertical line reproduce the one-dimensional analysis of u(x, y) = u 2 (y).
Transform of a two-dimensional test function
In what follows, the domain has been mapped to Ω = π × [−1, 1] which corresponds to the domain of the turbulence data we wish to analyze below in § 6.3. As an analytical test we consider a two-dimensional Gaussian bump,
centered around the position (x c , y c ), having the two characteristic length scales σ x and σ y and possibly a rotation by an angle α.
The coefficient diagrams of the transforms for various values of the parameters y c , σ x , σ y , α (Figures 18 to 21 ) demonstrate several characteristics of the present hybrid MRA which are common to methods A and B:
(i) In both cases A and B, the position of the bump can be correctly determined from the location with the largest scale index (or scale index pair) at which a significant response is obtained.
(ii) Due to the different localization properties ofψ(x) and ψ(y), the response appears more smeared out in the vertical direction than in the horizontal direction, especially when the bump is centered near the boundary of the interval.
(iii) Since the characteristic vertical scale s y of the Legendre wavelets varies with the position index i y , the response appears at lower values of j x (respectively at lower j for q = 1 with method B) when the bump is located closer to the boundary. Locally, however, both variants of our hybrid base still bear the strict hierarchical feature of the original MRA in the sense that at a fixed location the scale varies exponentially with the scale indices j x , j y (or j, respectively).
With method A, directional information is solely represented by the aspect ratio s x /s y of the basis functions. We define a global index I s for the aspect ratio:
The values obtained for various choices of the parameters in the example (40) are shown in Table 2 . It can be seen that this index is approximately invariant with respect to a vertical shift of the center of the bump (except when σ x /σ y = 1/10 in which case a large part of the bump lies outside the upper boundary when y c = 0.95). Note that I s takes a value significantly higher than unity although σ x /σ y = 1 which again is a consequence of the different localization properties of the underlying one-dimensional wavelet bases used for the two coordinate directions. Turning now to method B, we remark that the angular selectivity (i.e. the index q) and the aspect ratio s x /s y are not independent but jointly represent the signal's directional properties. Table 2 shows the ratio of the energies of coefficients with q = 1 and q = 2,
varying considerably when the signal is shifted vertically. This means that changing y c not only provokes a shift of the index j y , but also causes the response to shift between the three wavelet types q. Attempts to construct a robust joint directional index for method B failed, mainly due to the problem of attributing a meaningful physical scale to the scaling functions. Because of the apparent difficulties in interpreting the coefficients from transform B in terms of orientation, we decided to work with method A from here on. Table 2 : Global index for the aspect ratio I s and type-specific coefficient energy ratio I q for the example of the two-dimensional Gaussian bump (40). The transform was performed with N = 256.
As discussed in § 4.5, interesting quantitative information can be extracted from the transformation by means of local spectra. The two-dimensional variant of the local power-spectral density (33) reads
with, again, the indices i xc , i yc determined from the wavelet center nearest to the point (x, y).
6 Local scales in turbulent plane channel flow
The flow configuration
We consider the fully-developed turbulent flow in a doubly-periodic box between two parallel walls which are spaced apart by 2h. Here, x is the streamwise, y the wall-normal and z the spanwise coordinate with u, v, w being the corresponding velocity components. Fluctuations with respect to the time-averaged signal are denoted by a prime. The characteristic Reynolds number Re τ ≡ u τ h/ν is based upon the wall-friction velocity u τ = ν|∂u/∂y| y=±h (averaged over the channel walls and in time), the channel half-width h, and the kinematic viscosity ν. The same reference quantities are used to form a non-dimensional length scale l + = lu τ /ν, the so-called "wall-scaling" or "wall units", which is the analog to Kolmogorov scaling in homogeneous-isotropic turbulence and indicates the size of the smallest features in the flow close to the wall. The superscript + added when numerical values are given refers to quantities normalized in wall units.
We use flow data from a pseudo-spectral direct numerical simulation of the second author, performed at Re τ = 590 in a computational domain of size Ω DN S = 2πh × [−h, h] × πh using 600 × 385 × 600 discrete Fourier/Chebyshev modes, respectively. This case is similar to the highest Reynolds number case studied in [26] , except that the spatial resolution has been increased substantially.
Local one-dimensional spectra
We extract instantaneous wall-normal profiles of velocity fluctuations and interpolate them spectrally upon an N = 256 Legendre-Gauss-Lobatto grid before performing the wavelet transform given by equation (25) .
In turbulent channel flow, high gradients and small structures are generated close to the solid surfaces. In the one-dimensional cuts these are hence located close to the extrema of the interval. Figure 22 shows a particular snapshot, where the fluctuations of the streamwise velocity component u show such features near y = −1 and y = 1, both of which are not unlike the narrow Gaussian bumps considered in § 4.4. The wavelet coefficient scalogram again allows a localization of these peaks as well as an approximate determination of their relative scales. Several coarser undulations of u towards the center of the interval produce responses at larger scales. Figure 23 shows the global wavelet energy spectra for the signal reported in Figure 22 . Also included are corresponding Legendre coefficient spectra. All curves are normalized by the respective total energy E tot . A very close comparison is delicate due to the different meaning of "scale" in both cases. The wavenumber associated to a Legendre polynomial is naturally defined by its degree n ask n = n/L x . The spacing of zeroes and extrema, however, varies over the interval. Since these functions do not have local character, physical information from features of different size is summed up over the whole interval. The physical significance of this averaging over the non-homogeneous flow direction is unclear. Figure 24 shows the local energy spectra of the streamwise velocity data from Figure 22 , evaluated at different locations. Not surprisingly, close to the center the largest scales dominate the flow. About halfway towards the lower wall (x = −0.6) a distinct medium-scale peak is observed while at x = −0.94 the maximum energy is recorded for even smaller scales. There are of course strong temporal variations and any significant statement about turbulent flow structures implies carrying out some kind of statistics. This will be done in § 6.4 below.
Local two-dimensional spectra
Data in planes (containing the wall-normal and either the streamwise or the spanwise direction) extracted from the raw three-dimensional fields has been transformed to wavelet space by method A. To this end, we have first spectrally interpolated the data upon a grid comprised of N 1 = 512 uniformly spaced points times N 2 = 512 Legendre-Gauss-Lobatto points before evaluating the scalar products in equation (37). Figure 25 shows a snapshot of the streamwise velocity fluctuation in a spanwise/wall-normal plane. The signal bears a vast number of features and one clearly needs a formalism which helps to extract the desired information. Figure 26 displays the wavelet representation of this signal by means of our two-dimensional periodic/non-periodic transform. Inspecting these coefficients the well known small-scale intermittency [17] is apparent. For this purpose, the small-scale coefficients have been over-exposed by multiplying all coefficient values with a factor of 2 max(jx,jy ) . This reveals that the high intensity regions become increasingly localized, i.e. less space-filling, with increasing values of max(j x , j y ).
In the following we consider two locations in the near-wall region, i.e. at a wall-distance of y + = 89, one of which is located in what seems a lifted low-speed streak (marked "B" in Figure 25 ), the other (marked "A") well away from such events. The third location, marked "C", is situated on the centerline of the channel. Figures 27 and 28 show the two-dimensional power-spectral density evaluated at these locations and plotted for each value of the horizontal scale number k jx as a function of k jy . For clarity, only the higher horizontal scale numbers k
Comparing the center to the wall-region ("C" vs. "A"), it is visible that for all horizontal scale numbers k jx the decay of the signal's energy with increasing k jy is much faster in the center of the channel, especially at vertical scale numbers around k + jy = 10 −2 . This is an indication that smaller vertical scales of motion are active at point "A" while the horizontal scales are comparable to those at "C".
Comparing locations "A" and "B", more fine-scale contributions are observed at point "B" in vertical as well as horizontal direction. While at "A" a smooth and continuous decay of the vertical coefficients is detected for all horizontal wavenumbers, the spectrum forms a plateau at "B", in particular for larger k jx . Even more, for k + jx = 8.6 · 10 −3 . . . 3.5 · 10 −2 a local maximum is observed around k + jy = 1.5 · 10 −2 . This corresponds to features in the flow having a size about the distance of this point from the wall which indeed is the case for such a low-speed streak. Towards higher wavenumbers k jy a regular decay of the energy is observed. Its rate at point "B" is only half of the one at point "A". Furthermore, the same values are observed for different k jx in the former case which means that saturation is attained in the streamwise direction.
Statistical results for wall-normal scales
In the past, the wall-normal scales of turbulent flow have basically been characterized by two methods: inspection of two-point autocorrelations (e.g. [19] ) or analysis of the most energetic modes from proper orthogonal decomposition (e.g. [22] ). In neither case, a clear correspondence between an a priori defined length-scale and its energy is available. The present wavelet basis for the interval should provide just these two ingredients and thus allow for a quantitative description of the energy content of wall-normal scales and their position.
For the purpose of statistics we have used a total of n stat = 150 streamwise/wall-normal planes from 5 flow fields covering a time span equivalent to one flow-through time of the computational domain. The quantities considered are the three velocity components u α (α = 1 . . . 3) with their transform coefficients denoted as d jx,jy ix,iy (u α ). Furthermore, we focus upon the distribution of the wall-normal scales and therefore sum over the indices j x and i x of the statistically homogeneous direction. This leads us to the following definition of the ensemble-averaged one-dimensional power spectral density as a function of wall-normal position y and wall-normal scale-number k jy :
where < · > nstat denotes an average over the available samples. Figure 29 shows the pre-multiplied spectra k jy E αα (k jy , y) for the streamwise (α = 1) and the wall-normal component (α = 2) of velocity, evaluated at different wall-distances across the channel. This representation allows for a direct comparison with results for the corresponding streamwise and spanwise spectra available through Fourier analysis (for a compilation of experimental and numerical data cf. [16] ). Here, we observe a very distinct behavior of the velocity components. The wall-normal velocity has the maximum energy contained in scales which increase with the wall-distance, from a peak scale measuring 15 wall units at y + = 5 to the largest scale at the centerline. Contrarily, the scale of the energy peak is always the largest scale in the case of the streamwise velocity fluctuations. These observations imply that the energetic scales of the wallnormal velocity are strongly constrained near the wall, while those of the streamwise velocity are affected only to a much lesser extent. Our present results are consistent with Townsend's hypothesis of "attached eddies" [31, p.150 ] which could be loosely described as the consequence of the effect of wall-impermeability directly affecting only the wall-normal velocity component.
SHOULD WE CAUTION ABOUT THE VALIDITY OF THIS STATEMENT? MODULO BASIS FUNCTION? MODULO MORE STATISTICS?
Conclusions
Starting from [10] we have constructed an orthonormal wavelet basis for the interval by an appropriate recombination of Legendre polynomials. These functions have been implemented together with routines to perform the corresponding forward and backward transform. As a consequence of the inhomogeneity, the spatial scale of the wavelets depends to some extent not only on the scale index but also on the translation index. We have devised a suitable definition of the scale number and developed a scheme for the representation and analysis of the coefficients. The usefulness of the present basis for data analysis is demonstrated by studying the transforms of analytical functions as well as data from turbulent flow simulations. We have defined local power-spectral density functions and find that they constitute an important tool for the analyst. We have argued that with the present lumping of blocks of polynomials no decay better than ∝ 1/x is possible.
While the rate of decay cannot be changed, the actual values and the properties of the tails might be improved. Another route is to modify the lumping by using a smoother selection of polynomial coefficients as employed in [13] .
In a second part of the paper two variants of a hybrid two-dimensional MRA have been proposed and implemented. Method A is constructed from a tensor product between periodic spline wavelets in the first direction and the present Legendre wavelets in the second direction. Method B uses the more wide-spread procedure of a tensor product of the two corresponding one-dimensional MRA's, leading to three types of wavelets with different directional properties. In both cases, the implementation of two non-periodic directions can be accomplished analogously by using Legendre wavelets in both directions. Higher dimensions are also straightforward.
The graphical representation of a two-dimensional wavelet analysis is genuinely more difficult than in the one-dimensional case. We have discussed the implications of a spatially varying scale parameter and performed visualizations with an adaptation of the classical scheme combining coefficients with the same scale-and, in the case of method B, direction-indices in blocks. It was found that due to the interaction between directional properties and varying scale-ratio s x /s y method B is less useful for the purpose of data analysis.
Finally, we have applied the new transform (method A) to the analysis of data from direct numerical simulation of turbulent plane channel flow. The qualitative analysis of intermittency of a plane extracted from a snapshot showed velocity fluctuations which are more intermittent at small scales than at large scales, an observation which is consistent with previous wavelet analyses of spatially homogeneous flows [3, 20, 25] . We then performed ensemble-averaging and reduced the data to the form of local wall-normal power-spectra. It was found that near the wall, the most energetic scales of the wall-normal velocity are much smaller than those of the streamwise velocity, probably due to the constraining effect of wall-impermeability.
The constructions presented in this paper offer numerous perspectives for future extensions. One direction is the construction itself in the one-and multi-dimensional case, such as a variant for semi-infinite intervals, and its optimized implementation. A second direction is the application to other turbulent signals and the definition of further secondary quantities based on the wavelet coefficients. 2 ) with the modified waveletsβ defined in eq. (11) . Two different resolutions are used employing a grid with N = 64 points, using 3 of the computed scales for reconstruction, and N = 256 points, using 6 scales for reconstruction. The plane is spanwise/wall-normal. The numerical grid has a dimension of N = 2 9 . The greyscale coloring is chosen such that white corresponds to zero intensity and black to maximum intensity. In the lower graph, the small-scale coefficients are overexposed by a factor of 2 max(jx,jy ) . Figure 29 : Pre-multiplied, ensemble-averaged, wall-normal power spectra k jy E αα (k jy , y) as a function of scale s + y in plane channel flow at Re τ = 590 for streamwise (α = 1) and wallnormal (α = 2) velocity components. The different lines correspond to different wall distances y + = {5, 10, 30, 100, 300, 500}; in both graphs, increasing y + means a shift towards larger scales while line styles rotate through solid, dashed, dotted. Spectra are normalized to unit area.
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