Ahstract-In this paper, we present a stochastic ant agent algorithm that provides priority-based coverage of an area.
I. INTRODUCTION
In nature, organisms such as ants make use of compu tationally simple "algorithms" to achieve various purposes including foraging, building nests and ensuring that their genes are passed on to the next generation. The simple algorithmic way with which these organisms achieve their goal in a complex and dynamic environment has inspired the field of ant robotics [1] .
Ant robots are robots that use limited memory, com putational and sensing resources to perform tasks [2] [3] . Most research into ant robotics has involved coverage in which an agent is programmed to cover an area of interest in a deterministic manner so that guaranteed coverage is achieved. Coverage tasks that have been investigated include mowing and de-mining tasks both of which require that every region of the area of interest is completely visited [4] [3] [5] .
Single ants are able to collaborate with other ants through the use of pheromone left in the environment to achieve complex tasks [6] . Koenig took inspiration from this in [5] and achieved complete terrain coverage using markings left by ant agents in the environment. These markings were used for indirect communication between individuals of an ant swarm. Complete coverage was achieved without the need of terrain mapping, path planning or even localization.
An algorithm called CLEAN was developed by Wagner et al in [2] for the purposes of cleaning up contaminated tiles in the environment. For a dynamic version of the problem in which the area contaminated could expand, an algorithm called SWEEP was developed by Altshuler et al in [7] [8] . This was used to simulate scenarios such as fire spreading in the environment or an expanding oil slick while in [9] , the strengths and limitations of using SWEEP on a number of agents was analysed. In [10] , the authors investigated the development of an algorithm that would enable the motion of a swarm of ant agents to catch a number of evasive targets in the environment.
All the above research on ant agents has involved deter ministic algorithms that would ensure complete coverage of an environment using a swarm of agents. Furthermore, in developing the SWEEP algorithm, [9] assumed that condi tions in the cells surrounding an agent are known in order to calculate the agent's next step. They also assumed that critical cells must be left uncleaned if their scheme is to work. Additionally, in order to ensure guaranteed coverage, algorithms that rely on the cellular decomposition of the area of interest are often used [4] . This often makes use of a series of back and forth motions across the region of interest. In [11] for example, Rekleitis et al used the Boustrophedon decomposition in ensuring complete coverage of an area using a team of robots.
Unlike previous works above, in this work, a single stochastic ant agent is used for exploration and discovery of spatial functions in the environment. We use the foraging model of the bacterium to explore the environment, find spatial functions and then focus on those areas that need cleaning with priority given according to the level of con tamination. This is useful for tasks like vacumming where more dirty areas would receive a more rigorous cleaning regime than less dirty areas. It would also be useful if the spread of a pollution or infection is to be contained. In the spirit of ant algorithms [3] , our agent has limited memory, computational resources, and sensing capabilities. Our agent does not also use a pre-known plan of the environment and does not depend on critical cells in the environment.
The foraging model of the bacterium used in this work is based upon that developed by Berg and Brown in [12] . This model is used to develop a controller that is unlike other implementations of the bacterium foraging behaviour such as the one in [13] . The developed controller has parameters that enable the intuitive tuning of its chemical sensitivity, exploitation and exploration gains. This gives a higher level of control over the agent's behaviour compared to other ways of implementing the bacterium behaviour. It also incorporates a filtering mechanism through which noise in its chemical sensor is filtered out for optimal performance. All the above together with its stochastic nature gives it the 978-1-4673-5320-5/13/$31.00 ©2013 Crowncapability to escape local maximums in the environment.
It is argued that a search strategy with stochastic com ponent does not guarantee complete coverage of an envi ronment [4] and this is often seen as a disadvantage of stochastic algorithms. However such an agent does not need expensive precise localization equipment and computational resources needed for a deterministic algorithm [4] . Also, Gage in [14] argued that under some conditions such as noise caused by wheel slippage or noise in sensors, the benefits of using a deterministic algorithm over a stochastic one fades away. In this light, we show in this work that the benefit of using a deterministic algorithm over a stochastic algorithm to map a spatial function in an environment fades away as the size of the environment increases. This is important when considering energy constraints on a simple ant platform.
This work presents four contributions: (i) A stochastic algorithm that provides spatial function priority-based cov erage of an environment (ii) We show that the algorithm is guaranteed to cover the spatial functions in the environment and is adaptive (iii) As a result of (ii), we show that it can be used to cover spatiotemporal functions as well provided that the speed of the agent is faster than the rate of change of the function (iv) We present an algorithm that is potentially faster than a deterministic algorithm at cleaning spatial functions as the size of the search environment increases. This is because of (i).
The rest of the paper is organised as follows: Section II introduces the novel Berg and Brown Bacteria controller and discussion about its parameters. A brief mathematical work that shows guaranteed convergence regardless the spatial function distribution is discussed in Section III. Addition ally, the relationship between an individual's motion and a spatiotemporal distribution present in the environment is explained. Simulation and results are presented in Section IV while a brief conclusion is discussed in Section V.
II. BERG AND BROWN BACTERIA CONTROLLER
A single bacterium motion is composed of two phases; a tumble and a run phase. The tumble phase involves changing its heading towards a completely new randomly chosen heading through the counter clockwise rotation of its flagellum while the run phase can be viewed as a straight line motion for simplicity. The bacterium finds its food by navigating up food chemical gradients. When the bacterium is making progress towards the food, it tumbles less, thereby increasing the length of the run phase towards the source of the food. If moving in the wrong direction, it tumbles more often in order to reorient itself towards the food source. This was observed by Berg and Brown through experiments in [ 15] .
By fitting the results obtained to a best fit Equation in [12] , a model was developed. The model describes the relationship between the tumble and run behavior of a bacterium during foraging and is depicted in the Equations 1 to 3.
Assuming a spatial function C(X) in the environment S(X), C(x, t) is a spatial measurement obtained by the agent at x and time t with x EX. T is the adaptive mean run length value, To is the mean run length in the absence of concentration gradients and a is a amplification constant of the bacterial system. Pb is the fraction of the receptor bound of the agent when measuring concentration C(x, t), k d is the dissociation constant of the bacterial chemoreceptor and controls the chemical sensitivity of the bacteria. dJt is the rate of change of Pb and d !:tb is the weighted rate of change of Pb• Equation 2 was implemented in the discrete form using a memory length of 4 according to a bacterium's chemosen sory mechanism [16] . The above Equations determine the time between tumbles and hence the length of runs between tumbles. In this work, during the tumble phase, the agent can randomly choose an angle in the uniform distribution set (JE{O, ... , 360}.
We define a control law given by Equation 4 below.
where counter is a variable that is incremented every time step and gets reset when it is greater than T.
According to Equation 1 , in the absence of spatial read ings, that is C(x, t) = 0, T = To. As a result, the agents will still move about in the environment in search of the spatial function.
Assuming a time length T and To = T, the displacement of an agent from an initial position x = 0, can be given by Equation 5 .
where v is the velocity of the agent. If however, To < T such that To is a multiple of T, then To could be described using Equation 6 .
where k is the number of tumble phases in T time period. Substituting Equation 6 into Equation 5 and replacing do with dk to denote this special case results in Equation 7 .
Using a uniform distribution set u for the choice of angles during the tumble phase, the displacement do > dk depending on the number k of tumbles in the time period T. In other words, if a tumble occurs at the end of the time period T, the displacement do would be greater than the displacement dk if there were k tumbles in the same time period. This is because of the random component. This means that the greater the value of To the greater the displacement of an agent within a time T. This can be used to determine the magnitude of exploration of the agent in the environment. Due to the randomly changing direction of our agent during the tumble phase in combination with its run phase, our agent can be described as an active Brownian particle according to Schweitzer et aI's framework [17] .
The diffusion coefficient of the agent can be estimated using D rv V2To [18] . As a result, if To is large, the diffusion coefficient of the agent would be large resulting in more exploration and vice versa.
In this work, �� is obtained by C( x +6. x ,t��t)-C( x ,t)
.
Using the control law 4, if �� becomes negative as a result of C(x, t) > C(x + �x, t + �t), then an immediate tumble happens. This results in a biased motion towards the optimal of the spatial function C(X).
From the above explanation in this section, the presented controller combines both exploration and exploitation at tributes in one set of Equations. The switch between both attributes is dependent on the agent's spatial reading obtained from the environment. The magnitude of each attribute can also be adjusted using the controller's parameters resulting in a versatile and adaptive controller. In the next section, we show a brief mathematical proof that guarantees that a single stochastic agent's motion is capable of providing optimal coverage to a spatial function C(X) present in an environment S(X).
III. RELATIONSHIP BETWEEN INDI VIDUAL MOTION AND A SPATIOTEMPORAL DISTRIBUTION
In this section, we shall attempt to show that the proposed method is capable of providing a priority based coverage of both spatial and spatiotemporal functions. In both [19] and [17] , the authors discussed that the motion of active cells can be described as a Langevin Equation. Active cells are representative of living organisms capable of moving about in the environment for various purposes including foraging but are also affected by noise. We write the Langevin Equa tion for our proposed bacterium algorithm as in Equation 8 . (8) where m is mass, the term A is a frictional term that depends on the reading C(x, t) obtained from the environment. We shall define the A term as Equation 9
A=� C(x, t)
where f3 is a tuning value and v is the velocity of the agent.
T is the chemotactic term in the spatial function field C (X) with the third right hand term simulating the effect of random changes in the agent's direction where f represents white noise and D = v2To is the diffusion coefficient.
This leads to the Fokker Planck relationship of Equation 10 according to Ebeling et al [19] and the stationary distri bution of Equation 11. The stationary distribution shows that as kd increases, the coverage of the spatial function C(X) provided by the agent increases while as To increases, the exploration attribute of the agent increases.
This shows that if the function C(X) changes with time (spatiotemporal function), then the spatial distribution P(X, t) would also change with time. In order to do this however, it must be ensured that the speed of our agent is faster than the rate at which the spatiotemporal function changes. This is because it is not possible for an agent to track a function that is faster than itself. The Equation 11 also shows that the cleaning behaviour of the agent would be dependent on the distribution of the spatial function in the environment thereby suggesting that our agent is adaptable.
If it is assumed that the spatial function C(X) covers the entire environment S(X), then Equation 11 provides guaranteed complete coverage as time t -+ 00. Future work would investigate this possibility further and the expected time of convergence.
Results of experiments shall now be used to confirm the above showing that there is a relationship between an agent's motion equipped with the Berg and Brown controller as discussed in Section II and a spatial quantity C(X). In the future, we shall conduct experiments on spatiotemporal functions.
IV. SIMULATION RESULTS
We use an environment containing contaminated and uncontaminated tiles as shown in Figure 1 . Contaminated tiles were developed using pixels so that if a tile was contaminated, a boolean value was set to I and 0 otherwise.
The ant agent was able to read the states of 10 by 10 tiles at its location. The contamination value was obtained by adding up the boolean states of these tiles thereby resulting in a contaminated value range of {0 ... 100}.
20000 contaminated tiles were deployed randomly at (x, y) = (400, 400), (x, y) = (600, 600) and (x, y) = (400, 700) with standard deviations of (ax, ay) = (70, 70), (ax, ay) = (50, 50) and (ax, ay) = (50, 50) respectively. If a tile has been declared contaminated by the random process previously, it was redeclared as contaminated. As a result, two or more contaminated tiles at a pixel would read as one contaminated tile. Placing the contaminated tiles randomly in this way introduced some noise into the readings obtained by the agent. The agent was placed in a bounded environment with dimensions (x, y ) = (1000, 800). Whenever the agent en counters a boundary, it uses the tumble phase to immediately change its direction. This is equivalent to using a proximity sensor to detect obstacles in real life and consequently change direction.
In order to estimate how many iterations to give our agent in ensuring complete coverage of the environment, we use a common deterministic algorithm that relies on an exact cellular decomposition of the environment. In this method, the environment is decomposed into trapezoidal cells. Coverage is easily achieved by using simple back and forth motions as shown in Figure 2 [11]. The Equation 12 was used to calculate how many iterations it would take to provide optimal coverage of our simulated environment using tJ.S = 5 and v = 20.
The value obtained was 8100 iterations for our simulated environment. If the value of tJ.S were made any larger, the resolution of the cleaning would suffer resulting in areas that are not cleaned or covered. We estimate that in order to be fair, our algorithm should take::'; 8100 iterations for an environment of this size. We decided to set the iteration limit to a value of 5000.
An agent was deployed at (x, y ) = (25, 10) in the simu lation environment shown in Figure 3(a) . Placing the agent at this position would require it to explore its environment in order to discover the contaminated tiles. We used a kd value of 2, an a value of 10, a f3 value of 64 and a To value of 20. The velocity v of the agent was limited to 20. The spatial function shown in Figure 3(a) is the spatial distribution shown in Figure 1 . It however appears smooth because of the surf function used in Matlab for plotting the results. The same goes for Figures 4(a) , Sea) and 6(a). We were able to obtain the distribution of the agent's motion as shown in Figure 3 (b) in 1500 iterations for 25 Fig. 3(a) showing the contaminated environment with four spatial functions and Fig. 3(b) showing the results of the agent's distribution.
repeats of the experiment. One thing to note is that despite the different maximums (both local and global) as seen in Figure 3 (a), the agent was still able to escape to find other maximums that could be present in the environment. In order to ensure that our algorithm is capable of adjust ing to various spatial distributions in the environment, we conducted another experiment with the spatial distribution as seen in Figure 4 show that our algorithm can adapt to various spatial distributions. In the event of a spatiotemporal distribution or one of the spatial distributions disappearing, the agents would simply stop exploiting that region and start exploring again.
In order to present a challenge to the proposed algorithm, a spatial distribution has chosen in Figure 5 (a) was used. This was to investigate if the algorithm is capable of finding distant separated concentrations of contaminated tiles. The spatial distribution was obtained by using means of (x, y) = (150, 150), (x, y) = (850, 150), (x, y) = (450, 400), (x, y) = (150, 550) and (x, y) = (800, 550) with standard deviations of (0' x, 0' y) = (30, 30) for 20000 randomly distributed contaminated tiles. As seen in Figure 5 (b), the agent was still able to find the distributions of contaminated tiles with the distribution at (x, y) = (150, 150) receiving more coverage. This is because the agent was closest to this distribution at the start of each experiment. Introducing a Maze: Obstacles and boundaries occur in the natural environment in which the agent is likely to be deployed. As a result, we introduce obstacles in the form of a maze as shown in Figure 6 (a). When the agent encounters a boundary, the agent stays at the boundary until the tumble behaviour of the bacterium gives it a randomly chosen direction to head towards. Results in Figure 6(b) show that despite the maze, the agent is capable of detecting the contaminated tiles in the environment. 
V. CONCLUSION
This paper has presented a stochastic ant algorithm for providing priority based spatial function coverage with more contaminated areas receiving more attention and vice versa. It can be argued that a stochastic algorithm algorithm does not guarantee coverage. However, we show through a math ematical proof in this work, that our algorithm is guaranteed to provide complete coverage of spatial functions in the environment. This was further supported from the results of various simulations carried out.
Our algorithm can be used to provide priority based vacuum cleaning of a dirty environment. This would result in faster cleaning of the environment when compared to commonly used deterministic algorithms based on cellular decomposition. This is especially true as the size of the en vironment becomes larger. Preliminary results from physical experiments using our approach show promising results. An in-depth investigation into these results would be conducted in the near future. Results of tests in a simulated maze like environment are promising as discussed in this paper. However, in the future, we will conduct more experiments in office-like and home-like environments. Additionally, we plan to conduct further mathematical analyses in order to estimate the convergence time of our algorithm.
We also show in this paper that our algorithm is adaptive and has the potential to track spatiotemporal functions pro vided that the speed of the agent is faster than the rate of change of the spatiotemporal function. We plan to investigate this further in future.
