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Abstract 
Nowadays, information technology has been deeply integrated in our daily life. However, 
within its rapid development, it faces a serious bottleneck due to the prohibitive power 
consumption and limited transmission bandwidth of electrical interconnects. Silicon photonics 
introduces a potential solution for information technology based on optical communication. In 
this field, delay-bandwidth devices offer a high bandwidth optical interconnection and low 
power consumption for the next generation information communication technology. Through 
introducing the slow light effect, I can realise time domain control and store the light to achieve 
a new functional component, which is the optical buffer for optical information processing. 
The optical buffer allows us to control and store the light, using as the optical information 
process and transit. However, the current optical buffer devices are limited by high optical loss 
and the ability to produced tunable group delay of the light. In this thesis, I examine different 
configurations of the coupled photonic crystal resonator system and then introduce a novel 
tuneable delay line, based on photonic crystal cavity structures. Through the optical analog to 
electromagnetically induced transparency (EIT), an EIT-like transmission spectrum has been 
achieved in coupled photonic crystal cavities. By tuning the phase difference between two 
coupled resonators and resonance wavelength, I can achieve the desired analog conditions and 
reach to a maximum group delay of 360 𝑝𝑠 . By adding thermal tuning pattern, I have 
demonstrated a tuning of the group delay of over 120 𝑝𝑠 range at a low input power and a 
maximum delay of  300 𝑝𝑠 group delay in coupled photonic crystal cavities system. All devices 
are with a footprint at only 200 𝜇𝑚ଶ, and with integrated compatibles as well. By employing a 
new vertical coupling technique, a record low loss 15 𝑑𝐵/𝑛𝑠 is presented making this system 
very promising for practical optical information applications.     
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Chapter 1 Introduction 
1.1 Silicon photonics 
Transistors [1, 2], one of the greatest inventions of the 20th century, have changed our daily life 
and communication technology. Microelectronic devices based on semiconductor material, 
have quickly occupied most of the electronic market due to their outstanding advantages, such 
as low power consumption, low cost, and ease of integration. Silicon microelectronics has 
become an important pillar of modern industry. From the invention of transistors, to the 
emergence of integrated circuits, and then the continuous updating of computer performance 
and the rapid development of communication networks, all aspects of human life have been 
influenced with microelectronics. Microelectronics design and production methods have been 
widely used in different disciplines and social fields.  
 
In 1965, Dr Gordon Moore, the co-founder of Fairchild Semiconductor, proposed the famous 
“Moore’s Law”, which indicated that the embedded density of the integration circuit chips 
increases four times every three years and the size of the processing chips decreases to half 
every three years [3]. Microelectronics has become the fastest growing technology of past 50 
years, and the number of transistors produced and used in our daily life is massive, as presented 
in Fig 1.1. However, further miniaturization of electronics chips, the interconnect and power 
consumption of integrated circuits becomes an insurmountable obstacle. Compared with 
electrons, photons have great advantages as information carriers, such as zero rest mass, no 
interference between each photon and different wavelengths of light can be used for multi-
channels simultaneous communication. Therefore, information transfer using photons has 
broader bandwidth and greater data transmission rates [4, 5, 6]. In order to meet the technical 
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requirements of high-speed computer development, on-chip optoelectronics becomes a key 
technology that needs to be advanced urgently. Therefore, by combining microelectronics and 
optoelectronics, silicon optoelectronics [7-10] becomes an inevitable development by the 
general consensus of industry, due to an advanced mature fabrication technology, high density 
integration, low cost, high optical bandwidth, ultra-fast transmission rate and low crosstalk. 
The goal of silicon optoelectronics is to research and develop silicon-based large-scale 
integration technology, that combines photons and electrons as information carriers. The core 
content is to study “small” and “on-chip” photonic devices and integrate them with 
nanoelectronics devices. By using silicon or silicon compatible materials, a larger number of 
micro or nano scale devices based on photons and electrons can be simultaneously fabricated 
on the same silicon substrate to form a completely, new large-scale integrated chip.  
 
 
Fig 1.1 Data source from Transistor_Count of Wikipedia. The figure shows the growth of the number of the 
transistors since 1970, respectively. 
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In the study of optical communications, each milestone has depended on breakthroughs in the 
fundamental function devices and components. In 2004, Intel has demonstrated a high speed 
optical modulator based on metal-silicon substrate, with over 1 GHz modulation bandwidth 
[11]. In 2005, a continuous-wave Raman laser based on silicon was realised by Intel [12]. They 
demonstrated a stable single mode laser output with side-mode suppression over 55db and 
linewidth less than 80 MHz. In 2006, Brian (et al) of University of California demonstrated the 
first electrically pumped mode-locked laser based on silicon [13]. In 2007, Intel proposed a 40 
Gbits/s transmission rate and 30 GHz bandwidth silicon optical modulator, based on the free 
carrier plasma dispersion [14]. In 2008, The first fully integrated 4x10 Gb/s dense wavelength 
division multiplexing (DWDM) optoelectronic transceiver chip was realized by a standard 130 
nm complementary metal oxide semiconductor (CMOS) silicon-on-insulator (SOI) technology 
[15].  In 2012, Doerr et al [16] and Dong et al [17] demonstrated a monolithic 112 Gb/s 
quadrature phase-shift keying (QPSK) modulator based on SOI. In 2013, IBM proposed a 25 
Gb/s multi-channel wavelength division multiplexing (WDM) on-chip optical transceivers 
based on 90 nm CMOS fabrication technology [18]. This is the first time to realize one single 
optical integration chip based on CMOS fabrication technology.  
 
Despite these rapid developments of silicon photonics, there are still fundamental device 
constraints in optical communications. In the next generation of chip-based information 
networks, the ultrafast transmission speed and path switching of optical packets become two 
important goals [19, 20]. Meanwhile, optical information processing needs a high transmission 
data rate, high output and low power consumption. Thus, a core technology in optical 
communication is the optical delay line, reflecting the capacity to delay or advance a signal 
with a broad bandwidth, in other words. The delay-bandwidth products provide not only large 
capacity for data transmission, but also improves the ability of data connection and processing. 
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However, realising a tuneable long delay lines with a broad bandwidth in a small footprint 
remains challenging due to the existence of the fixed time-bandwidth product. Therefore, 
achieving slow light effect on-chip with a broad bandwidth is a key fundamental technology 
for delay-bandwidth products to store optical information and adjust the information 
processing time to improve optical information communication in the next generation 
information communication system. Slow light is the propagation of the light through a 
medium at a lower group velocity than the speed of light (≈ 3 × 10଼). Slow light happens 
when the light is slowed down through an interaction with the medium. Slow light has been 
widely observed and studied in different media and structures, such as Bose-Einstein 
condensates [21], low-pressures metal vapors [22] and optical fibers [23, 24]. If slow light can 
be controlled with a faster response speed, relative to mechanical methods, it could be a 
solution not only for buffering but also different types of time processing, such as re-timing, 
performing convolution integrals and multiplexing. Further, such a tunable delay line could 
also improve the phase control in modulators and phased-array beam shapers. As we know, 
light-matter interaction is generally very weak in nonlinear optical devices, which is a 
fundamental obstacle for many photonic applications. Additionally, due to the strong light-
matter interactions, slow light devices offer the opportunity for compressing optical signals 
and enhancing nonlinear processes, such as Raman scattering [25], third harmonic generation 
[26] and four-wave mixing [27, 28]. As the slow light effect is introduced into the system, we 
can control the slow light effect in different functional components. For example, we can apply 
slow light effect in switches, amplifiers and transistors components, and a regular transmission 
system for the signal transmission. In additional, the slow light effect enables the reduction in 
the size of photonic circuits and components [29]. Driven by the above goals, slow light devices 
are important components for next generation information communication and on-chip 
photonic circuit. 
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1.2 Slow light in photonic crystal cavities structures  
In 1998, L. V. Hau et al demonstrated slow light in ultracold atom system by using quantum 
interference effect [26], which the light was slowed down to 17 𝑚/𝑠. Later, L.V. Hau and her 
colleagues succeeded in stopping and storing light in Bose-Einstein condensates and retrieved 
the information light from a different condensate [30]. The revived light pulse recorded the 
pervious amplitude and phase information, which can be used in quantum information 
processing and wavefunction sculpting applications. Even though these technologies can 
achieve huge group delay of light, up to 17 𝑚/𝑠, the narrow operational bandwidth and the 
strict experiment environment limit further applications. In last 20 years, slow light has also 
been demonstrated in photonic crystal structures [31-35], which offers a promising approach 
for the on-chip integration of optical communication devices. Photonic crystals are 
multidimensional periodic structures that can confine light using the photonic band gap. Since 
the 1980s, photonic crystals have been widely explored for various optical communication 
applications [36-40]. Localized defect effects have been one subject of tremendous research 
interest in many photonic crystal structure, especially as photonic crystal cavities (point defect) 
[41-49] and photonic crystal waveguides (line defect) [50-60]. When light propagates through 
the defects, it is confined in the defect region due to Bragg reflection in the lateral direction 
and total internal reflection in the vertical direction. For example, in Fig 1.2, the light pulse 
injected into the input waveguide and propagates through an ultrahigh quality factor photonic 
crystal cavity (the quality factor is around 7.4 × 10ହ). The light pulse gets coupled into the 
cavity and released into the output waveguide. The temporal response of the light was 
measured from the output waveguide. 1.45 𝑛𝑠 of group delay had been observed, compared 
with the reference waveguide, as in Fig 1.2 (b).   
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Fig 1.2 Figures from Ref [45]. (a) Schematic of light propagation via a photonic crystal cavity and a reference 
waveguide, respectively. (b) Time-resolved light intensity from the output waveguide with an ultrahigh quality 
factor cavity and a reference waveguide. 
 
In this case, the important thing is that slow light has been achieved in a very short physical 
length using the photonic crystal structure and measured at room temperature. However, the 
slow light effect in a single cavity has fundamental limitations for practical applications. This 
is because the maximum delay is restricted by the quality factor of the cavity, and the 
bandwidth of an optical pulse is also limited by the cavity resonance bandwidth. To overcome 
this limitation, employing multiple coupled resonators can be employed to realise a broader 
bandwidth slow light device. However, it is a challenging task to fabricate large-scale arrays 
of high-quality factor cavities at the nano-scale. 
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Fig 1.3 Figures from Ref [65].  (a)-(d) Transmission spectrum for different number arrays of coupled photonic 
crystal cavities. (a) N=15, (b) N=30, (c) N=200, (d) N=150.  (e) Time-resolved light pulse intensity for N=150 
device and the delay verse plus width is shown. (f) Time-resolved light pulse intensity for N=30 device and the 
group velocity are shown.  
 
Numbers of studies have realized slow light in this type structure, such as multilayer stacks, 
microsphere arrays, polymer coupled rings, silicon coupled rings and photonic crystal coupled 
cavities [61-71]. However, due to insufficient quality factors and a large device sizes, slow 
light performance is limited.  In Fig. 1.3, different large array (N=15, 30, 150, 200) of photonic 
crystal cavities has been fabricated and measured [65].  A larger group delay has been observed, 
when compared with a single cavity structure, as shown in Fig 1.3 (e) and (f). However, when 
the number of coupled cavities was increased, the transmission loss massively increased. The 
coupling loss will become substantial when slow light occurs, and light is stored in the 
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waveguide. This is because the impedance mismatch between slow light waveguide and 
conventional waveguide, which is inversely proportional to the group velocity. Meanwhile, 
due to the cavity size fluctuation, finite disorder in periodic systems leads to localized states 
and results in an increasing propagation loss. Those issues will become an obstacle when a 
slower group velocity is needed in practical applications.  
 
1.3 Slow light in photonic crystal waveguide structure  
As we known, the photonic crystal can be considered as a perfect photonic insulator, due to the 
photonic band gap. Much important information that can be inferred from the band diagram, 
in particular is the group velocity 𝑣௚ of light. The group velocity is given by the slope of the 
ω-k dispersion curve: 
𝑣௚ =
డఠ
డ௞
                                                               1.1 
which is also can be expressed by the group index,  
𝑣௚ =
௖
௡೒
                                                                1.2 
which can be seen from Fig 1.4 (a).  The group velocity 𝑣௚  of these modes approaches to zero, 
when the bands flatten as they approach the band edge. Thus, due to the photonic band edge, 
slow light can also be realized in photonic crystal waveguide structures [72-85]. The two 
important properties of slow light photonic crystal devices are the frequency bandwidth and 
high-order dispersion. By optimizing and engineering the PhC waveguide [86-92] dispersion, 
a broad operation bandwidth and flexible operation wavelength are achieved. A flattened 
dispersion curve has been shown in Fig 1.4 in a modified slow light photonic crystal waveguide 
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[92]. A maximum group index ~93 can be obtained to achieve slow light effect in the modified 
photonic crystal waveguide structure [92] 
 
Fig 1.4 Figures from Ref [92]. (a) calculated dispersion curves and (b) group indices for three different photonic 
crystal design, respectively. The thick red line represents the slow light regions.  
 
However, the band-edge is not the best operating region, as the band structure near the band 
edge is parabolic and the group velocity changes rapidly within changing frequencies, thus the 
narrow bandwidth of slow light will decay in a short time. Furthermore, from an engineered 
point view, a lossy propagation mode is caused by any fabrication tolerance. The engineered 
slow light photonic crystal waveguides were studied to overcome those concerns, for instance, 
by chirping the waveguide properties [94], changing the waveguide width [95, 96], or the 
position [97] and size hole [98] of the photonic lattice adjacent to the line defect waveguide. 
the modes at frequencies inside the PBG can be separated by their lateral symmetry of magnetic 
field (with respect to a plane along the propagation direction and vertical to the slab) to even 
and odd modes. The even mode of such waveguides can be categorized with respect to their 
field distribution as “index guided” or “gap guided”. An index guided mode has its energy 
concentrated inside the defect and interacts only with the first row of holes adjacent to the 
defect. Its behavior can be simply represented by a dielectric waveguide with periodical 
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corrugation. However, a gap guided mode interacts with several rows of holes, thus it is 
dependent on the symmetry of the PC and its PBG. Most of these slow light waveguide 
configurations operate by manipulating the gap-guided mode with respect to the index-guided 
mode, except the chirping waveguide. Due to the refractive index difference between the 
waveguide and the surrounding lattice, the even guided mode contains these two types, 
resulting from an anti-crossing between a gap-guided mode and a folded index-guided mode 
as shown in Fig. 1.5. The waveguide mode is determined by the interaction between the gap-
guided mode with the index-guide mode, which mainly affected by the first and second row 
holes.  
 
Fig 1.5 Field intensity with respectively group indices are shown, which are calculated in the eigenfrequency 
module in Comsol. The filed distribution shows the interaction between a gap-guided mode and a folded index-
guided mode 
 
After understanding this, it provides a flexible operation space on the dispersion curve and 
achieves a region with an almost linear dispersion curve with low slope, known as a flat band 
slow light region. For instance, the interaction of the two modes distorts each other when the 
corresponding bands approaches to the band of the topmost lattice mode. Shifting the 
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dispersion curve of the waveguide down in the band structures by changing the waveguide 
width, due to the increased effective mode index of the defect mode. Thus, a flat region of 
constant slope can be obtained, which provides a board operation bandwidth for slow light. As 
presented in Fig. 1.6, shifting the first row of holes outwards (𝑆ଵ negative) and the second-row 
inwards (𝑆ଶ positive) makes the anti-crossing happens in a lower frequency region, and achieve 
a larger flat band slow light region, in which the group index is high and almost constant.  
 
A low group velocity dispersion of flat band slow region, with a high group index, is generally 
regarded as an advantage of slow light waveguides with respect to optical cavities [97] and 
allows the device to be less influenced by temperature and fabrication fluctuations. A broad 
useful bandwidth with lower group indices is shown in Fig. 1.6. 
 
Fig 1.6 Engineered slow light waveguide (Pictures take from Ref. [97]). (a) Schematic design of optical 
engineered W1 photonic crystal waveguide: the first and the second rows of holes are modified symmetrically 
about the waveguide axis. The displacements are represented as s1 and s2, where move to the waveguide center 
is defined to the positive value. (b) the dispersion curves and (c) group indices for t optical engineered W1 
photonic crystal waveguide. The mode of an unmodified W1 photonic crystal waveguide (black) is also included 
for a comparison. 
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Photonic crystal line defect waveguides can provide a powerful platform for this study and 
exploitation of slow light effects. Meanwhile, the optimized engineered waveguide offers a 
large operation bandwidth and flexibility operation wavelength. A lot of possibilities to tune 
the slow light properties changing the size of hole, the bandwidth of waveguide, and the lattice 
constant, such as bandwidth and slow factor. The disadvantage of the photonic crystal 
waveguide approach is that tuning of the slow factor and high propagation loss remain a 
challenge, comparing with coupled resonators system, which will be discussed in the following 
section. 
 
1.4 Slow light in optical analog electromagnetically induced 
transparency system  
In the previous section, slow light has been achieved through photonic crystal cavity or 
photonic crystal waveguide. By adjusting the geometric parameters, such as shifting the 
position, size of the hole and the lattice constant, we can achieve high Q-mode to trap light 
pulses as a slow light component. The inspiration of coupled resonators system to achieve slow 
light is based on previous researches on slow light in atomic gases using electromagnetically 
induced transparency (EIT) [21], in which light is captured in dark states of the atomic system 
via adiabatic tuning [22]. Classical analogs of EIT have already been demonstrated in both 
mechanical and electrical oscillators system, where the quantum destructive interference 
between excitation pathways from the lower level to the upper level in three-level systems, as 
shown in Fig 1.7. In 1999, L. Hau et al experimentally demonstrated in an ultracold gas of 
sodium atom, that optical pulses can be slowed down to 17  𝑚/𝑠  due to the quantum 
interference effects. They firstly cooled the atom to the transition temperature into Bose-
Einstein condensation. Then, a probe laser was applied to tune the atom states from |1 ⟩ → |3 ⟩, 
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which |1 ⟩ is the ground state. Later, a coupling pump laser was applied to tune the transition 
from the unpopulated states |2 ⟩ → |3 ⟩. Thus, the quantum interference occurred in between 
|2 ⟩ and |3 ⟩, and generated a new transition state in the system, as shown in Fig 1.7 (b). Due 
to a small doppler broadening of the two transition states |2 ⟩ → |3 ⟩, the system presented a 
transparency peak with a smaller bandwidth, compared to the |1 ⟩ → |3 ⟩, and huge slow light 
delay observed  in the system.  
 
 
Fig 1.7 Figures reproduced from Ref [22] (a) A experiment set-up to realize electromagnetically induced 
transparency in ultracold atom gas system. (b) Schematic diagram of quantum interference effect in three energy 
levels of the same system in (a). 
 
However, the operating bandwidth was very narrow and only certain wavelengths, for which 
there are suitable atomic resonances, can be used in atomic system limiting the potential 
applications Since the EIT phenomenon appears when resonators interference between 
excitation pathways, it has been recently numerical analyzed and experimental realized using 
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optical resonators. Resonant dynamic control using the photonic crystal through the localized 
defect mode has been theoretical analyzed [98, 99]. Additionally, a channel add-drop filter 
based on multiple coupled cavities systems in a photonic crystal was studied to achieve light 
trapping [100, 101]. Under specific symmetry and degeneracy phase conditions, optical signals 
can be completely transferred from one waveguide to another one as a time delay system. A 
theoretical coupled resonators system [99] has been studied to achieve a large delay-bandwidth 
and zero group velocity of the optical pulse. In the past few years, an optical analog to EIT 
system has been proposed and experimentally realized using in in-plane coupling photonic 
crystal structure [102] and ring resonators [103] and gain a great interest for next-generation 
on-chip optical communication.  
 
 
Fig 1.8 Figure reproduced from Ref [102]. (a) a SEM image of in-plane coupling system to realize the optical 
analog to EIT system. Two coupled Ln defect cavities are siding coupling to a photonic crystal waveguide. (b) 
the experimental EIT-like transmission spectrum has been presented within a theoretical fitting (black dashed 
curve). (c) the corresponding group delay has been measured with a theoretical fitting (black dots).   
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For example, in 2011, Y. Huo et al demonstrated optical analog to EIT system by using Ln 
defect cavity in in-plane coupling system [102], as shown in Fig 1.8. Two Ln cavities are 
coupled each other through a photonic crystal waveguide, as presented in Fig 1.8 (a). By 
achieving phase difference between two coupled cavities, engineered design can achieve EIT-
like transmission spectrum in this device as shown in Fig 1.8 (b), and they also demonstrated 
that the device can realize a tuning of the group delay from 5 𝑝𝑠 to 16 𝑝𝑠. When the device 
reaches the maximum 16 𝑝𝑠, the device presents over a bandwidth of 20 GHz. The group delay 
can be tuned by controlling the propagation phase of the waveguide or the resonator frequency 
through thermal optic tuning. A 532 nm green laser is applied to achieve thermal optical tuning.  
Another experimental demonstration of the optical analog to EIT system was developed in the 
coupled ring resonators structure [103]. By changing the distance between two ring resonators, 
the EIT-like transmission spectrum can be observed in this system, as shown in Fig 1.9.  From 
Fig 1.9 (c), the EIT-like peak is determined by the propagating phase between two ring 
resonators. Moreover, a top-view image of the optical modes at the EIT-like transparency 
resonance is shown in Fig 1.9 (b). A clear optical excitation of both rings can be seen, which 
indicates a strong coupling between two cavities, as well as a constructive interference in the 
waveguide, which indicates a strong slow light effect happened in the system. High quality 
factor cavities in coupled resonators system enables to an optical analog EIT system to achieve 
bigger group delay, compared with other couple resonators system, as it increases the effective 
reflectivity of each ring. 
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Fig 1.9 Figure reproduced from Ref [103]. (a) a microscope picture of two ring resonator, with a varying 
distance s. (b) a top-view camera collected image of optical mode at the EIT-like transparency resonance 
wavelength (c) the experimental EIT-like transmission spectrum has been presented within a theoretical fitting 
(black dashed curve).  
 
1.5 Aim of the thesis   
In the previous section, I have introduced different methods to achieve slow light in photonic 
crystal structures. The photonic crystal waveguide can provide a wider bandwidth slow light, 
compared with a single photonic crystal cavity structure, however 𝑣௚ can achieve to only ~c/20 
to c/40. The cavity-based photonic crystal structure has already demonstrated a 𝑣௚ value lower 
than c/100 but with a limited bandwidth. In order to improve the fundamental limitation of a 
single cavity system, coupled resonator system is introduced, however, it brings a higher 
propagation loss and coupling loss, also a larger-scale device size into the system. However, a 
good delay-bandwidth device should have not only a large delay, but also a broad bandwidth 
with low insertion loss. In order to overcome these obstacles, in this thesis, I will demonstrate 
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a new slow light system [99, 100, 104] by analog EIT system in coupled photonic crystal 
cavities [105] through vertical coupling technique [106, 107].  Besides, designs to slow light 
and the fundamental limits on the storage of light will be studied. A conceptual design of the 
proposed system is shown in Fig 1.10.  
 
 
Fig 1.10 A schematic of optic analog to EIT system in coupled photonic crystal cavities with a bus waveguide 
and tuning patterns, such as ohimic heating pattern and p-n junctions.  
 
The system is based on an optical analog to electromagnetically induced transparency (EIT) 
[93, 94, 95]. Through the all optical analog to EIT, I will achieve a better delay-bandwidth 
device, compared with a single cavity and coupled cavities system. Additionally, this design 
has a smaller geometric size and good CMOS integration properties when compared with other 
coupled cavities system. Moreover, due to our unique vertical coupling scheme, a low 
propagation loss can be obtained in the connecting waveguide, which helps reduce the overall 
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loss of the system. Furthermore, by applying tuning mechanisms, such as micro-heaters and P-
N junctions, I can control the propagation phase and the resonance wavelength of coupled 
cavities to tune the slow light performance.  
 
1.6 Thesis content   
This thesis is organized as follows: Chapter 2 gives an overview on the theory of photonic 
crystal and photonic crystal structures. The vertical coupling system and oxide-cladding 
photonic crystal cavity are introduced as the fundamental components to realize the optical 
analog to EIT in coupled photonic crystal cavities system.  In addition, the concept of EIT for 
slow light will be introduced. Chapter 3 gives a brief description of fabrication tools and 
techniques used in this thesis.  In Chapter 4, I will discuss different configurations of coupled 
resonators to realize slow light. Theoretical demonstration of all optical analog to EIT system 
in coupled resonators will be presented. In chapter 5, two methods to achieve optical analog to 
EIT system in photonic crystal cavities have been demonstrated. The performance of slow light 
system will be explored. Finally, chapter 6 will give a brief summary of this thesis and further 
work. 
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Chapter 2 Background 
2.1 Introduction  
Photonic crystals emerged in the past few decades and are an exciting tool to control light in 
an integrated format. The initial purpose of promoting photonic crystals was to control the 
spontaneous emission of the light emission and investigate Anderson localisation in disordered 
crystals respectively[108-110]. The existence of 3D photonic band gap has been demonstrated 
theoretically [111], and many theoretical concepts were demonstrated at microwave 
frequencies in the 1990s. Photonic crystals were realized at optical frequencies by using 
semiconductor nanofabrication technologies [112]. Since then, the photonic crystal research 
field has been explored and expanded continuously. Several reviews are available that cover 
the entire history of the photonic crystal research [113-114]. The rapid research development 
of photonic crystals then led to innovations in light-matter interaction, in fields such as optical 
communication [115,116,117], optical signal processing [118,119] and quantum computing 
[120-128]. One of the most promising features enabled by photonic crystals is slow light [129-
133], which promotes a stronger light-matter interaction and offers additional possibilities to 
control optical communication and to temporarily store light for optical memories [30, 31]. 
The field of slow light studies has developed from a fundamental science to one in which there 
are numerous potential applications. Some of these have been made possible with rapid 
development of the technologies required for practical implementation of slow light. This 
chapter gives some fundamental concepts of photonic crystals in general and different defect 
configurations in photonic crystal structures that provide the platform that the following 
chapters are based on. 
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Then I will focus on the realisation of slow light in photonic crystal structures, i.e. waveguides 
and coupled resonator systems. Further, I will introduce the electromagnetically induced 
transparency (EIT) system and discuss general configurations for all optical analog to EIT 
system, including ring resonators and photonic crystal cavities.    
 
2.2 Photonic crystal  
2.2.1 Photonic band gap in photonic crystal structure  
The dynamics of electromagnetic fields are governed by Maxwell’s equations, which in a 
dielectric medium with dielectric function ε(𝐫) can be solved to determine the electric (𝑬) and 
magnetic (𝑯) field respectively. In general, both 𝑬 and 𝑯 are complicated functions in both 
time and space. Due to the linearity of Maxwell’s equation [36], the time dependence can be 
separated from the space dependence by expanding the fields into a set of harmonic modes. i.e. 
as a spatial mode profile with a complex exponential: 
  𝑬(𝒓, 𝑡) = 𝑬(𝒓)𝑒ି௜ఠ௧                                                     2.1 
𝑯(𝒓, 𝑡) = 𝑯(𝒓)𝑒ି௜ఠ௧                                                    2.2 
with 𝜔 the angular frequency. In order to find the governing modes by the equations at a given 
frequency, based on the boundary condition, the two divergence equations are given: 
∇ ∙ 𝑯(𝒓) = 0                  ∇ × 𝐄(𝐫) − iω𝜇଴𝑯(𝒓) = 0                         2.3 
∇ ∙ [𝜀(𝒓)𝑬(𝒓)] = 0       ∇ × 𝐇(𝐫) + iεε(𝐫)𝑬(𝒓) = 0                       2.4 
where 𝜀଴ and 𝜇଴ is the vacuum permittivity and permeability, respectively. Then when 𝑬(𝒓) 
is eliminated the equation for 𝑯(𝒓) becomes: 
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∇ × ቆ ଵ
ఌ(𝒓)
∇ × 𝑯(𝒓)ቇ − ቀఠ
௖
ቁ
ଶ
𝑯(𝒓) = 0                                     2.5 
From Eq. 2.5, for a given 𝜀(𝒓), I just need to solve the mode 𝑯(𝒓) with the corresponding 
frequency, which can be treated as a typical series of eigenvalue problem.   
 
 
Fig 2.1 Figures from ref [36]. Schematics of (a) one-, (b) two-, and (c) three-dimensional crystals. (a) a 
multilayer film; (b) a square lattice of dielectric rods; (c) a woodpile crystal 
 
Photonic crystals are characterized by discrete periodic changes of ε(r) in one, two or three 
dimensions, as illustrated in Fig. 2.1. The method acts on photons which is analogous to the 
way in which an atomic crystalline potential act on electrons: the discrete periodicity of ε(𝐫) 
in one direction results in a dependence of 𝑯(𝒓) in that direction that is a plane wave modulated 
with a function 𝒖𝒌(𝒓) that has the periodicity of the lattice:  
𝑯𝒓(𝒌) = 𝑒௜(𝒌∙𝒓) × 𝒖𝒌(𝒓)                                                     2.6 
where 𝒌 is the wavevector. In solid-state physics, Eq. 2.6 is known as a Bloch state [36]. For 
each respective 𝒌, there has a corresponding band index n in a series of eigenmodes with 
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discretely spaced frequencies. The band diagram or dispersion curve can be calculated, as each 
𝜔௡(𝒌) changes continuously with 𝒌. In fact, a limited region only needs to be considered, 
known as the first Brillouin Zone. For example, in Fig. 2(b), the first Brillouin zone of a 
hexagonal lattice is shown between the red dashed lines area. Studying the band structure of 
photonic crystals explains us how the structure confines and transports light in the 
corresponding frequency region. 
 
 
Fig 2.2 (a) a plan view for a triangle lattice of air holes in Silicon (𝑛 =3.47), with period (a) is 420 nm, and radius 
(r) is 0.29*a. (b) shows the first Brillouin zone, with the irreducible Brillouin zone highlighted in red dashed line 
area. (c) presents two-dimensional photonic band structure of TE mode for the triangle lattice. The blue dark area 
shows the photonic band gap. 
 
In practice, the band structure is calculated numerically through the eigenfrequency module of 
COMSOL simulation software. The eigenfrequency problem therefore turns into a set of linear 
equations about Fourier coefficients, which are solved with an iterative method. Using the 
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eigenfrequency calculation module of COMSOL, I started with the eigenfrequencies at 𝒌 = 0 
and used them as the initial inputs to iteratively compute the eigenmodes for small increments 
of 𝒌. An example of photonic band diagram calculated with COMSOL is illustrated in Fig. 2.2, 
representing a two-dimensional triangular lattice photonic crystal structure. Fig 2.2 (c) 
represents the transverse electric polarization (TE), i.e. with the electric field confined to the 
plane of symmetry and the magnetic field normal to the plane. As shown in Fig. 2.2 (c), the TE 
polarization band diagram of triangular lattice crystal is characterized with a frequency region 
in which no mode can propagate through, in which the density of states is zero. This region of 
forbidden frequencies is called a photonic band gap, in analogy to electronics band gap in solid-
state physics [134]. 
 
2.2.2 Localization light using defects 
In the previous section, I saw that for the TE polarization I can achieve a complete photonic 
band gap using a triangular lattice structure. There is no mode allowed to propagate in any 
direction in the x-y plane and density of states is zero in the band gap region. In conventional 
insulators or semiconductors, it is well known that defects (such as vacancies, impurity doping, 
dislocations and stacking faults) in a periodic lattice create additional electronic states within 
the electronic band gap [27]. Similarly, by introducing defects into a photonic crystal structure 
we can create new photonic states within the band gap region. By perturbing the symmetry of 
a photonic crystal structure, such as by removing a hole from a triangular lattice (point defect), 
a localized mode can be created inside the frequency region of the forbidden gap of the 
photonic crystal. As the localized mode frequency falls within the band gap, the related 
photonic mode cannot propagate in the rest of the crystal. Thus, the physical defect spatially 
defines the localized mode and the mode decays exponentially away from the defect. The 
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boundaries around the defect act as totally reflecting mirrors for the defect mode and the 
structure of the defect behave as a well-confined optical cavity, from which light cannot escape. 
Fig 2.3 (a) shows the band structure of a triangular lattice after the introduction of the point 
defect. Without the defect, a complete band gap is present in the frequency range of 
0.25<𝑎/𝜆<0.3 for TE polarization, as shown by the green curves. After creating a point defect 
in the middle, as presented in Fig 2.3 (b), an optical mode appears inside the band gap 
frequency region. This suggests the light will confine in the cavity and cannot propagate in any 
direction. The optical mode will be forced to localize in the cavity, as shown in Fig 2.3 (c). 
 
 
Fig 2.3 Figures from ref [36] (a) a new photonic state is located at the photonic band gap after the introduction of 
the defect. The bands of the perfect lattice are shown in green and the corresponding defect mode is shown in red. 
The light lines are presented in dashed curves, as the boundary between bound modes and radiation modes in a 
three-dimensional structure. (b) a point defect is introduced by removing a hole from a two-dimensional triangular 
lattice structure. (c) the related optical mode is shown by Rsoft software simulation. The defect cavity has three 
trivial degenerate modes, due to the three symmetry axes of the triangular lattice. 
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So far, I have introduced the point defect in two-dimensional photonic crystal structure, which 
achieve light confinement in the photonic crystal structure. It is important to note that this 
photonic band gap reflection can be perfect, as compared to plasma reflections which are 
typically in the 95-98% range. In addition, due to the definition of photonic band gap, this 
confinement method is fundamentally different from total internal reflection (TIR). Total 
internal reflection occurs when a plane wave is incident on a medium boundary at an angle 
larger than a particular critical angle with respect to the normal to the surface. TIR can exhibit 
perfect reflection theoretically, but satisfied only within certain limited propagation angles, 
which means TIR can works only in a limited range of the k-space region. However, when the 
cavity size is small enough that is comparable with the optical wavelength, the k-space becomes 
comparable to the amplitude of the wavevector of light itself. This makes it difficult to apply 
TIR to wavelength-size cavities. In order to achieve high Q/V (V is the cavity mode volume) 
value cavities, diverse kinds of defect modes based on photonic band gap method have been 
studied. In general, defect in photonic crystal structure can be divided into point defect and line 
defect. The point defect acts as a high quality factor cavity, and strongly confine the light in 
the structure. The line defect behaves as a thin waveguide, which can bring us a board operation 
wavelength range to achieve light-mattering interaction. In the next section, I will discussion 
several different kinds of high quality factor photonic crystal cavity based on both point and 
line defect configurations.  
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2.3 High quality factor photonic crystal cavity 
2.3.1 Gentle mode confinement principle 
As mentioned in Section 2.2.2, optical modes can theoretically be omnidirections confined and 
localized by the defect method, due to the photonic band gap. In other words, the defect 
localizes larger number of plane waves, which appears as a broad distribution in k-space. Thus, 
the general rule to design a high quality factor cavity is to keep the plane wave components out 
of the defect.  
 
Considering a cavity of a dielectric material in the x-y plane, the cavity stands between two 
perfect mirrors which can confine light in the x-direction. And along the y-direction, light is 
confined due to the refractive index contrast, as shown in Fig 2.4 (a). Assuming the dielectric 
material with refractive index 𝑛௖௟௔ௗ , and the vertical component of wave vector i.e, 𝑘௭  is 
imaginary outside the structure, the optical components can be confined when 
𝑘௜௡ି௣௟௔௡௘ = ඥ𝑘௫ଶ + 𝑘௬ଶ > 𝑛௖௟௔ௗ𝜔/𝑐                                      2.7 
This condition is shown as the dashed line in Fig 2.3(a), which is also called the light line. It 
indicates that the modes inside the light line are able to radiate into the surrounding structure 
and the modes outside the light line can be guided in the structure. According to Eq. 2.7, if I 
have a tangential component of the wave vector 𝑘௫, of any plane waves, such that 0 < 𝑘௫ <
𝑛௖௟௔ௗ𝜔/𝑐), the wave can escape into the surroundings, due to weak confinement. In Fig 2.4 (b) 
and (d), the blue area indicates the leaky region. The electric field distribution of the cavity can 
be described as a unit of the fundamental sinusoidal wave with resonance frequency 𝜔଴ and an 
envelope function 𝐹(𝑥) which is determined by the structure of the cavity. In this configuration, 
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in Fig 2.4(a), the envelope function is related to a unit rectangular function. Thus, the Fourier 
transform of the electric field is a superposition of two sinc function at 𝑘௫ = ±𝑛௠௢ௗ௘𝜔଴/𝑐. In 
Fig 2.4(b), large radiation loss occurs even though the high intensity plane wave component is 
outside the leaky region. This is due to the abrupt change of the envelope function at the 
boundary of the cavity.  Therefore, in order to prevent the radiation loss in the leaky region, 
the envelop function should apply a gentler profile at the edges rather an abrupt one. For 
example, if the envelop function resembles a Gaussian profile, the Fourier transform of the 
electric field will remain the superposition of two sinc function at 𝑘௫ = ±𝑛௠௢ௗ௘𝜔଴/𝑐, but the 
plane wave components inside the leaky region have very small intensity distribution, as shown 
in Fig 2.4 (c) and (d). Thus, tailoring the structure of the cavity will help us to improve the 
quality factor of the cavity and reduce the radiation loss of the cavity while maintaining a small 
mode volume.  
 
 
Fig 2.4 (a) Electric field distribution of the cavity is the rectangular envelop function. (b) Spatial Fourier transform 
of the electric field related to Fig (a). (c) Electric field distribution of the cavity is the Gaussian envelop function. 
(d) Spatial Fourier transform of the electric field related to Fig (c). The blue area represents the leak region (0 <
𝑘௫ < 𝑛௖௟௔ௗ𝜔/𝑐).  Figures from Ref [36]. 
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2.3.2 Ln type defects Photonic crystal cavity 
Ln defect type cavities in two-dimensional photonic crystal structure are designed to achieve 
an extreme high quality factor, and still remain nano-scale mode volume. The high cavity 
quality factor per mode volume (Q/V), provides strong light-matter interactions in the cavity, 
which brings a variety of scientific and engineering applications, such as nano-optical filters 
[135,136], low-threshold lasers [137,138], and quantum information communication [128,139]. 
Ln type defect cavities can be realized by removing numbers (n) of holes along the Γ − Κ  
direction in the triangular lattice.  In section 2.2.2, the point defect has been discussed and a 
L1 type cavity is presented in Fig 2.2 (b). Due to its small mode volume, I cannot avoid large 
amount of plane wave components in the leaky region. Thus, a high quality factor cannot be 
achieved in an L1 type cavity.  
 
 
Fig. 2.5 Figures reformed from Ref [145] (a) Schematic of a L3 defect type cavity in two-dimensional photonic 
crystal structure. (b) The designed high quality factor L3 cavity by displacing 10 nm of two holes near the cavity 
edges. (c) The engineered cavity structure by fine-tuning six holes at both edges to obtain a higher quality factor, 
changing 40 nm, 60 nm, 80 nm, respectively.  
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As been discussed in Section 2.3.1, by changing the geometry structure of the cavity, the 
electric field of the plane wave experiences less of an abrupt transition at the edges of the cavity. 
The most efficiently way to improve is to remove a few more holes, such as in the L3 type 
cavity in Fig 2.5 (a). Removing more holes brings a larger mode. However, the dramatic 
increase in the quality factor of the cavity more than makes up for the increase in the mode 
volume. Therefore, high quality factor L3 cavity and similar structure became a popular type 
of PhC cavity and are topics of huge interest in the field [139-146].  
 
By tailoring the envelope function of the electric field profile in the cavity by fine tuning the 
parameters (positions and size) of holes at edges of the cavity, the Ln cavity can be engineered 
to achieve even higher quality factors, as shown in Fig. 2.5 (b) and (c). The concept of gentle 
confinement adjustment was proposed by Akahane et al. [145], where two holes at the edges 
of the cavity have been tuned to achieve a more Gaussian-like electric field profile and decrease 
the amount of light in the leaky region. Fig 2.6 shows the electric field in the cavity and 
corresponding Fourier transform distribution, with and without fine-tuning at the cavity edges. 
As shown in Fig 2.6 (b), the confinement in the cavity is reduced, however the electric field is 
more centralized in the cavity, resulting in a more Gaussian-like envelope function (Fig 2.6 
(d)), when compared to the case without air holes displacement, see Fig 2.6 (a) and (c), 
respectively. Thus, in Fig 2.6 (f) and (h), I can see the components of the plane wave in the 
leaky region have been dramatically reduced giving a 10 times larger quality factor relative to 
the original cavity structure (Fig 2.6 (e) and (g)). By optimizing the position of the air holes 
near the edges of the cavity, the quality factor can be increased from 2500 to 45000, and the 
mode volume is still 0.69 (𝜆଴/𝑛)ଷ  (where 𝜆଴  is the wavelength of light in air) [145]. 
Furthermore, by engineering fine-tuning more holes near the cavity edges, a quality factor of 
100,000 can be reached [147]. 
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Fig 2.6 Figures from [147]. (a) and (b) The electric field of the 1st order mode of an L3 cavity, without and with 
fine-tuning the air holes at the cavity edges, respectively. (c) and (d) the corresponding electric field of the cavity 
along the centre line of the cavity (red line) and Gaussian-like theoretical fitting (blue dashed line), respectively. 
(e) and (f) the related one-dimensional Fourier transform of the electric field of the cavity (red line) with Gaussian-
like theoretical fitting (blue dashed line). (g) and (h) the corresponding two-dimensional Fourier transform of the 
electric field of the cavity. The grey areas indicate the leaky region in one-dimensional Fourier transform and the 
grey circle indicates the leaky region in two-dimensional Fourier transform of the electric field of the cavity. 
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2.3.3 Heterostructure type photonic crystal cavity 
In the previous section, I have discussed high quality factor cavities based on point defects in 
two dimensions photonic crystal structure. The key design rule is to change the electric field in 
the cavity to realise a perfect Gaussian-like envelope function [148, 149, 150]. However, even 
within fine-tuning air holes near the cavity edges, there are still plenty of plane wave 
components in the leaky region, which decreases the quality factor. In order to achieve a 
smoother profile at the cavity edges, Kyoto University proposed a double-heterostructure 
design in which they changed the lattice constant of the crystal based on mode gap to realize a 
cavity [151] (double-heterostructure cavity, as shown in Fig 2.7(b)). In 2005, they 
demonstrated that double-heterostructure cavities exhibit 2.8 pm linewidths and a 600,000 
quality factor [152]. The photonic double heterostructure is based on a triangular-lattice 
structure formed by a missing row of air holes in Γ − J direction. The corresponding band 
diagram are illustrated in Fig 2.7 (c). The region above the blue arrow indicates the 
transmission region, in which photons can be propagate through the waveguide, and the red 
arrow indicates the forbidden region where the propagation is inhibited. The double 
heterostructure is carefully designed by two different lattice period a1 and a2 (a2>a1), which is 
named as PhC-I and PhC-II respectively as shown in Fig 2.7 (b). In order to satisfy lattice-
matching, the lattice period in the Γ − 𝑋 direction of PhC-I and PhC-II keeps at the area at with 
period a1. These two different lattice periods create a new transmission region and mode gap 
region as shown in Fig 2.7 (d). Thus, when the PhC-II region is small enough, the light is 
strongly confined in the PhC-II region as a photonic nanocavity, giving an extremely high 
quality factor, up to 24,000,000 theoretically and a mode volume of 1.2(𝜆଴/𝑛)ଷ(where 𝜆଴ is 
the wavelength of light in air) [153]. 
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Fig 2.7 (a) The schematic of two-dimensional photonic crystal slab of triangular lattice structure with a line defect 
(b) The schematic of double heterostructure based on the structure in (a). The structure is formed by two different 
lattices, periods a1 and a2 (a2>a1). (c) the corresponding band diagram of the structure in (a). (d) the schematic of 
the band diagram along the waveguide direction. Only photons with specific energies can exist in the lattice period 
a2 of photonic crystal structure. Figures from Ref [152].  
 
It should be noted that the confinement of photons along the waveguide direction is not directly 
due to the photonic band gap effect, in contrast to the point defect in Section 2.2.3.2. It is a 
consequence of the mode gap effect [153] due to two different lattice periods of PhC-I and 
PhC-II. Photons with specific energy propagate through PhC-I waveguide and confined in 
PhC-II region. Furthermore, using a multistep heterostructure, the evanescent decay of the 
electric field stored in PhC-II into the waveguide of PhC-I can be rigorous controlled by 
implementing several different lattice periods. As a result, the electric field of the structure 
presents an almost perfect Gaussian-like envelope function, as shown in Fig 2.8. Figs (a) and 
(c) show the electric field distribution of a double heterostructure of photonic crystal cavity, 
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respectively. The more ideal Gaussian-like envelope function is presented in Fig 2.8 (c) and 
can be compared with the L3 mode in in Fig 2.8 (d).  Therefore, it will increase the quality 
factor to two order of magnitude higher than that of modified L3 cavity. 
 
 
Fig 2.8 Figures from Ref [152]. (a) the electric field distribution of a double heterostructure photonic crystal cavity. 
(b) the electric field distribution of an L3 photonic crystal cavity. (c) the electric field profile of a double 
heterostructure photonic crystal cavity along the waveguide with theoretical gaussian-like envelop function (red 
dashed curve). (d) the electric field profile of an L3 photonic crystal cavity along the waveguide with theoretical 
gaussian-like envelop function (red dashed curve) 
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2.3.4 Linewidth modulated photonic crystal cavity 
Another configuration for line defect photonic crystal cavity was proposed by Kuramochi et al. 
in 2006[154,155]. The linewidth modulated type cavity is formed by modulating the position 
of air holes near the line effect waveguide. The principle of the design is to increase the width 
of the waveguide at the centre of the cavity by displacement the surrounding air holes away 
from the waveguide. The schematic of linewidth modulated structure is shown in Fig 2.9 (a). 
The surrounding holes (A, B, C) have been shifted away from the waveguiding by three 
different distance of 𝑑஺, 𝑑஺ and 𝑑஺ (x, 2x/3, and x/3). The two rows of air holes near the centre 
waveguide is tapered to a narrow bandwidth (0.98 W), in order to get the maximum quality 
factor. The big difference between linewidth modulation and heterostructure is the number of 
displaced holes, which is less in the case of the linewidth modulated structure and the shift of 
air hole is based on the line defect. Fig 2.9 (b) shows the calculated resonance wavelength, 
quality factor, and mode volume of 1st order mode as a function of shifting (x) of air holes. The 
calculated mode volume varied from 1.4~2.5 (𝜆଴/𝑛)ଷ, and is only 1-6 times larger than point 
defect photonic crystal cavities. The quality factor is always larger than 1,000,000 for shifts of 
x from 3 to 30 nm. The maximum theoretical quality factor can be obtained 70,000,000 and 
maintain the mode volume 1.8(𝜆଴/𝑛)ଷ, as shown in Fig 2.9 (b).  
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Fig 2.9 Figures reproduced from Ref [155]. (a) three configurations of mode-gap photonic crystal structure by 
waveguide width modulation. (b) Calculated quality factor, mode volume and resonance wavelength shifting with 
different value of x, respectively.      
 
Both the heterostructure and linewidth modulated cavity can provide high quality factor 
photonic crystal cavity with wavelength scale mode volumes. Additionally, I can operate these 
cavities with one single mode at a broad wavelength range. This gives us a stronger light-matter 
interaction in a nanocavities for optical communication and quantum information process, 
relative to other cavities, such as ring resonators and micro-disc. However, one disadvantage 
of these cavities design is that they need very precise fabrication and electron beam lithography 
processes, in order to match the theoretical result. For example, in the linewidth modulated 
cavity, the ideal displacement of air hole ranges from 3 nm to 9 nm, which indicates that very 
small fabrication errors will affect the device’s performance and reduce the maximum quality 
factor. In the next section, I will introduce a new kind of photonic crystal cavity, which 
improves fabrication tolerances and still gives a high quality factor at a small mode volume.   
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2.3.5 Dispersion adapted (DA) cavity 
In 2012, Welna et al [105] proposed a new photonic crystal cavity design based on the linewidth 
modulation method. It follows the gentle confinement method but presents a more systematic 
design. The displacement of air holes is in an order of 10 nm, which gives us better fabrication 
tolerances, as shown in Fig. 2.10 (a). The idea is that by modifying the position of air holes, a 
graded potential well can be created by piecewise adapting the dispersion curve. Thus, the 
electric field along the waveguide direction presents a Gaussian distribution, as shown in Fig 
2.10 (b). I note that the electric field profile is well matched to a Gaussian distribution. The 
cavity is constructed in a guiding central and surrounded by numbers of “soft” mirrors, in which 
the field exponentially decays. this case gives us more potential to design the cavity. I can 
modify the mirrors properly in order to realise a close to Gaussian-like mode shape. The most 
important advantage of this type cavity is to allow us to use a large range of the displacement 
of air hole, which ranges from 40 nm to 80 nm. This is significantly larger than any other types 
of gentle confinement cavities. Welna et al have proven that this type cavity to be more 
fabrication tolerant relative to the double heterostructure cavity, as shown in Fig 2.10 (c). This 
cavity can give us 2,700,000 quality factor at 1.8 (𝜆଴/𝑛)ଷ  mode volume in theoretical 
calculation, and 500,000 quality factor experimentally.  
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Fig 2.10 Figures reproduced from Ref [105]. (a) the electric field of the dispersion adapted (DA) cavity. The 
shifted holes are in green colour.  The shifting has been divided into five section, starting from the centre. (b) the 
electric field profile of the cavity along the waveguide direction with theoretical Gaussian-like envelop function 
(red curve). (c) Quality factor versus the standard deviation of the fabrication disorder of DA cavity and 
heterostructure cavity. 
 
2.4 Vertical coupling system 
In the previous sections, I have introduced several different types of photonic crystal cavities. 
All these high quality factor cavities have been realised in the symmetric air-clad silicon 
membrane. By introducing air into the structure, the refractive index contrast to silicon is 
maximised, the full size of photonic band gap can be obtained. The mechanical and thermal 
stability of air-membrane structures have been major obstacle to their further application and 
integration in CMOS processes. When air-membrane structures are exposed to air, mechanical 
damage and continuous oxidation can affect the characteristics of devices [156, 157]. In order 
to improve mechanical stability of photonic crystal cavities, and preserve the high quality factor, 
the oxide-cladding structure and vertical coupling system have been proposed [158, 159, 160]. 
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In the section, I will introduce oxide cladding structure cavity and vertical coupling, which are 
main fundamental techniques been used in this thesis.  
 
2.4.1 Oxide-cladding structure cavity 
Oxide-cladding can be either partially covering the structure (where the layer under the 
photonic crystal pattern is still silicon-on-insulator (SOI) remains) or by fully covering (where 
the layer under the photonic crystal pattern is removed) using oxide cladding or depositing 
SiO2, as shown in Fig 2.11 (a) and (b). However, when the oxide-cladding has been applied, 
the refractive index contrast of the devices is reduced, and more light would couple to the 
radiation modes or the cladding modes from the photonic crystal cavity mode, reducing the 
quality factor. People have experimentally demonstrated that an oxide-clad L3 cavity can only 
reach 1000 quality factor, which is too low for most applications.  However, oxide-clad line 
defect cavities can obtain 16, 000 quality factor in [158]. In this project, I use FOx as the oxide-
cladding layer on dispersion adapted cavities and reach 150,000 quality factor experimentally. 
An SEM image of such a cavity is shown in Fig 2.11 (c). Although the quality factor is 
decreased, those numbers are good enough to realize optical communication component 
function, such as filters, modulator, and laser. 
 
Fig 2.11 (a) Schematic of a full oxide-cladding photonic crystal cavity by using FOx. (b) Schematic of a partially 
oxide-cladding photonic crystal cavity by using FOx. (c) Cross section of a SEM image of the structure in (b).  
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2.4.2 Vertical coupling system 
Vertical coupling is an alternative to the side coupling scheme, which consists of placing the 
waveguide above the photonic crystal cavity, as shown in Fig. 2.12. In this system, the 
waveguide mode is coupled with the cavity mode and separated by an oxide-cladding layer 
allowing the evanescent tails of the modes to overlap. Fig 2.12 (a) and (b) shows a schematic 
of a vertical coupling system with one waveguide and one photonic crystal cavity. A cross 
section SEM image of this configuration is presented in Fig. 2.12 (c). In most vertical coupling 
systems, a polymer waveguide is used as the bus waveguide. The polymer waveguide has a 
low refractive index contrast, which leads to a much lower propagation loss, as compared with 
in-plane coupling system which uses silicon waveguides.  Furthermore, I can independently 
design the bus waveguide and the photonic crystal cavity to satisfy different optical functions. 
The coupling efficient between the waveguide and cavity can by precisely varied by controlling 
the thickness of the oxide-cladding layer. Also, by displacing the position of the waveguide, 
we can realise weak or strong coupling coefficients between the waveguide and the cavity. For 
example, I can move the position of the waveguide far away from the photonic crystal cavity 
region to realize a strong confinement in the waveguide. On the other hand, I can move the 
position of the waveguide closer to the photonic crystal cavity to achieve a strong coupling into 
the cavity, which can be used as modulator or for slow light components. Also, the integration 
of CMOS structures, such as PN junctions, is much easier as compared with in-plane coupling.  
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Fig 2.12 (a) Schematic diagram of the vertical coupling system. The bus waveguide is vertical coupling to a 
photonic crystal cavity. (b) A cross section view of the vertical coupling system at the cavity region. (c) SEM 
image of the structure in (c). 
 
2.4.3 Characteristic analysis of vertical coupling 
To achieve the desired coupling behaviour, the key parameters of vertical coupling is the 
thickness of oxide layer and waveguide dimensions. Thus, a theoretical model is built in 
Comsol software to demonstrate, as presented in Fig. 2.13 (a). A similar geometry shape of 
SU8 polymer waveguide is built up on an oxide layer (FOx), with 3 𝜇𝑚 × 2 𝜇𝑚 dimensions.  
The thickness of the oxide layer is varied from 90 nm to 200 nm, in order to find the optimized 
coupling efficiency between polymer waveguide and photonic crystal cavity. Below the oxide 
layer, there has a silicon layer with PhC region and silica substrate. In Fig 2.13 (b) and (c) show 
different optical modes in different thickness of the oxide layer configurations, respectively. 
The thickness of the oxide layer is 110 nm and 150 nm, respectively. The optical mode is well 
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confined in the waveguide region as presented in Fig 2. 13 (b), compared with different 
thickness configurations in Fig 2.13 (c).      
   
 
Fig 2.13 (a) Schematic diagram of the vertical coupling system in Comsol simulation software. The bus waveguide 
is designed as SU8 waveguide (b) optical mode with 110 nm thickness of the oxide layer. (c) optical mode with 
150 nm thickness of the oxide layer 
 
In order to study coupling coefficient (𝑄௖) between bus waveguide and photonic crystal cavities, 
the S-parameter has been calculated by using COMSOL 3D simulation. 𝑄௖ with different oxide 
layer thickness have been presented in Fig 2. 14. To achieve the best coupling coefficient, 110 
nm thickness is the desired thickness in the design. By combining this configuration coupling 
system with high quality factor photonic crystal cavities, I can build a new slow light system, 
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which has a low propagation loss and large group delay. Within its high integrated CMOS 
properties, this new type of slow light system become an ideal functional component for on-
chip optical communication, compared with traditional in-plane coupling system. 
 
 
Fig 2.14 Different coupling coefficients (𝑄௖ between SU8 polymer waveguide and photonic crystal cavities with 
different thickness of the oxide layer, respectively. 
 
2.5 Discussion 
In this chapter, I have introduced an overview of the two-dimensional photonic crystal band 
gap theory and different configurations of high quality factor photonic crystal cavities. 
Furthermore, the vertical coupling system is introduced as a new platform for optical 
communication, due to low propagation loss and high integration with CMOS.  
Photonic crystal structures have been widely studied and gain great research interest as a 
perfect photonic insulator to confine light in a small volume. Slow light devices are important 
components for on-chip optical information communication, optical signal processing and 
quantum computing. However, there are several disadvantages to realizing slow light in 
 60
photonic crystal cavities and waveguide structures.  By using one single cavity to achieve slow 
light effect, I can only achieve a limited slow light factor and operated at a very narrow 
bandwidth range. Meanwhile, the fabrication tolerance of a high quality factor photonic crystal 
cavity is another big problem. By using photonic crystal waveguides to obtain slow light, I can 
have a broader operation bandwidth, but a smaller slow light factor and losses system, 
compared with photonic crystal cavities structure.  In order to achieve higher group delay 
compared with photonic crystal cavities and waveguide structures, an optical analogue of EIT 
system is introduced to achieve a large group delay with a broad operation bandwidth, such as 
ring resonator and photonic crystal in-plane coupling system. By using the vertical coupling 
system with oxide-cladding photonic crystal cavity, I can achieve optical analogue of EIT 
system within larger group delay and broader bandwidth system, while maintain a lower 
propagation loss, compared with any other existed system.   
 
In Chapter 4 and 5, I will explain how to achieve optical analogue of EIT system by using 
coupled resonators and demonstrate the functionality of optical analogue of EIT system
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Chapter 3 Fabrication tools and processes 
3.1 Introduction 
This chapter introduces a brief overview of the fabrication tools and techniques that were used 
throughout this thesis. Most of my fabrication process followed this order: initially the designed 
pattern was generated by lithography methods, then reactive ion etching (RIE) was used to 
transfer the pattern to different materials, such as silicon and silicon dioxide; subsequently, 
metal evaporation or hydrofluoric acid (HF) etching is applied for different device 
requirements. Thus, I begin this chapter by introducing the two lithography techniques, 
electron beam (e-beam) lithography and photolithography. Then I will continue by describing 
the reactive ion etching (RIE) process, and hydrofluoric acid (HF) etching process Finally, I 
discuss the metal contact formation using thermal evaporation.  
 
3.2 Lithography methods 
3.2.1 Photoresists  
In the photolithography process, a light-sensitive material is used to form a designed patterned 
coating on the surface of the sample. This light-sensitive material is also known as a photoresist. 
In general, the photoresist can be classified into two types, a positive photoresist and a negative 
photoresist. The positive photoresist is degraded by light and the developer will dissolve away 
the regions that were exposed. In the case of the negative photoresist, the photoresist is 
strengthened by the light, due to the cross-linking or polymerization between molecules. The 
developer will dissolve away the regions that were not unexposed and remain behind the 
exposed area. In this work, several photoresists have been used, i.e. ZEP 520A (positive), 
 63
Polymethyl Methacrylate (PMMA, positive) and Microchem SU8 (negative) as e-beam 
lithography resists and S1818 (positive) as a photolithography resist. ZEP 520A has a sufficient 
etching resistivity to allow for a direct transfer of the pattern from the resist into the silicon 
without requiring a hard mask, meanwhile maintaining a high resolution. This allows us to 
lithographically define photonic crystal holes and sub-100nm features. SU8 is used to define 
the bus waveguide, and PMMA is used in the lift-off process to define the metal evaporation 
window. S1818 is used to define the waveguide in some initial test devices. S1818 and PMMA 
can also be used for the mask cover in HF etching. The photolithography procedure consists of 
the following steps. In the beginning, the resist is deposited on the sample by spin-coating and 
is then baked to drive off the solvents. After baking, the resist is exposed using the lithography 
system, and the exposed area is removed by using a developer. In order to avoid overdeveloping 
the sample, any residual developer is removed, using a suitable solvent. Once the remaining 
resist mask is not required any more, a resist stripper is used to clean away the rest of the resist. 
The exact times and chemicals used are presented in Table 3.1 and Table 3.2 
 
Table 3.1 shows the spinning recipes used for ZEP 520A, PMMA, SU8 and S1818 resist 
 
 
Table 3.2 shows the process recipes used for ZEP 520A, PMMA, SU8 and S1818 resist 
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3.2.2 Electron-beam lithography 
In electron beam lithography, the patterns are defined using a focused beam of electrons to 
expose on the surface covered with an electron-sensitive film, known as e-beam resists. To 
achieve high resolution patterns, e-beam lithography is preferred over photolithography, as it 
allows the definition of features down to a few 10 s of nm in size. The e-beam changes the 
solubility of the resist, enabling selective removal of either the exposed or non-exposed regions 
of the resist by immersing it in a solvent. In my all work, the samples were fabricated on 
RAITH eLINE plus nanolithography system, with a maximum acceleration voltage of 30 kV 
and a maximum write-field size of 1000 × 1000 𝜇𝑚ଶ. There are several factors that determine 
the best resolution that can be achieved with the e-beam writer, as shown below [161]: 
𝑑௙ = 0.9(
ோ೟
௏್
)ଵ.ହ                                                         3.1 
Where 𝑑௙ is the effective beam diameter at the silicon/resist interface. 𝑅௧ is the resist thickness 
and 𝑉௕ is the acceleration voltage. The equation assumes a spot size of approximately 1 nm on 
the top resist surface. Additionally, the proximity effect is another major issue that affects 
resolution in e-beam lithography writing and occurs due to the interaction of the beam electrons 
between the resist and the substrate. When the electrons are incident on the surface of the resist, 
the scattering can occur over large distances from underlying films and/or the substrate. This 
effect leads to a variation of the desired exposure over distance, which becomes more severe 
when the resist is thicker. This scattering is known as forward scattering. Besides exposing the 
resist, the forward scattering also leads to a broadening of the initial beam diameter. Therefore, 
using a thinner e-beam resist will decrease this effect. Meanwhile, by increasing the 
acceleration voltage, the forward scattering effect can be weakened, However, it will increase 
the amount of back scattering from the substrate to the resist, as shown in Fig 3.1 (a) and (b). 
This back scattering is caused by the electrons penetrating the substrate. These electrons can 
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still contribute to the resist exposure by scattering back into the resist, affecting feature sizes. 
This backscattering process originates from collisions with a heavy particle (i.e. substrate 
nucleus) and leads to a wide-angle scattering of the light electron from a range of depths (𝜇𝑚) 
in the substrate. Thus, a solution to the proximity effect is required to fabricate devices with 
the designed feature sizes and consequently well-defined spectral features. In my e-beam 
lithography design, the proximity error correction is carried out using Nanopecs. This a 
software package from Raith that calculates the proximity effect and adjusts the exposure dose 
of each object in the design pattern accordingly. An example of a photonic crystal cavity 
structure that used in this work, after using proximity error correction, as shown in Fig 3.1 (c). 
The holes far away from the center region of the photonic crystal region is given a high 
exposure dose. In order to compensate for the back-scattering electrons from the nearby region, 
the holes at the center region of the photonic crystal cavity design are assigned a relatively low 
exposure dose. 
 
Figure 3.1: Figures taken from reference [161]. At (a) 10 kV and (b) 20kV of e-beam lithography writing, the 
scattering of electrons in PMMA resist and silicon substrate is presented by Monte Carlo simulation.  (c) shows 
an example of a photonic crystal cavity design after proximity error correction by Nanopecs.  
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3.2.3 Photolithography  
Photolithography, also known as optical lithography or UV lithography, is an efficient and fast 
process used in microfabrication to transfer the desired pattern to the substrate. In this work, I 
use an EVG620 mask aligner. The exposure wavelength of the EVG620 mask aligner is 365nm 
at 500W of lamp power and the exposure resolution is around 1 𝜇𝑚 in “soft-contact” mode. In 
the “soft-contact” mode exposure, the substrate is brought into contact with a photomask by a 
preset force during exposure. The photomask is used to expose the desired patterns on the resist. 
This photomask consists of a quartz plate, one side of which is coated with UV blocker (iron 
oxide in our case) into which the required pattern has already been transferred. The exposure 
process is based on the photochemical reaction of the resist to UV photons. In the case of a 
positive photoresist exposure, the exposed areas become soluble in the developer. For a 
negative photoresist, the un-exposed areas become soluble in the developer. The process of 
lithography is depicted in Fig 3.2. For most of our photolithography steps (except the lift-off 
process), a single layer of the positive photoresist S1818 is used. The recipe and fabrication 
steps description of S1818 is presented and described in Table 3.1 and Section 3.2.1, 
respectively. 
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Fig 3.2 Photolithography process flow: (a) a photoresist (PR) is spin on the substrate. (b) Sample is then exposed 
under UV light through a photomask. (c) In the case of the positive photoresist, the exposed part is dissolved 
during the development. (d) For negative photoresist, the exposed part remains after development. 
 
3.3 Reactive ion etching 
Once the pattern has been generated by lithography, using RIE, it is transferred from the resist 
into the material of interest (in this work: silicon, silicon dioxide and Hydrogen silsesquioxane). 
RIE is a type of dry etching that uses chemically reactive plasma to remove desired material 
on the substrate. The plasma is generated by applying a strong radio frequency (RF) to the 
electrode. The schematic of the RIE chamber is shown in Fig 3.3. The substrate plate acts as 
one electrode. Another electrode is positioned above the plate, and contains a small ring, which 
injects gas into the chamber. The sample is placed in the middle of the bottom plate between 
the two electrodes. The gas pressure inside the chamber is precisely controlled by the butterfly 
valve. When an RF electromagnetic field is applied, creating reactive plasma by oscillating the 
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electric field and ionizing the gas molecules by stripping them of electrons. The RF field also 
generates a negative DC component and this DC bias accelerates the positively charged ions 
towards the sample resulting in etching. Compared with some other dry etching techniques, 
such as chemically assisted ion beam etching, the chemical and physical components of the 
RIE are interlinked. The physical component is dependent on the downward acceleration from 
the DC bias. This DC bias is directly dependent on the RF power, which in turn also causes the 
plasma formation and, therefore affects the chemical component of the etching process.  
 
 
Fig 3.3 Sketch of the RIE chamber. a) and b) are the electrodes between which the sample is placed. Around 
electrode b) is the ring, through which the gases are injected into the camber. c) Lid for loading and unloading the 
sample. d) Gate valve connecting the RIE chamber to a turbo pump. e) Butterfly valve for pressure control during 
the etch process. 
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The gas mixture and etching recipes chosen depends on the corresponding substrate materials 
[162,163]. For silicon, an equal volume mixture of SF6 and CHF3 gases are used. Here, the SF6 
and CHF3 contribute to the silicon etching in different roles. CHF3 can polymerize on the 
sidewalls and thereby protects the sidewalls from being etched. This leads to the desired 
vertical side walls. 
 
Table 3.3 – RIE recipes for different substrates. 
 
Hydrogen silsesquioxane, commercially available as FOx (Flowable Oxide), is very similar to 
silicon dioxide in composition and contains mostly silicon and oxygen atoms. The reactive gas 
used is CHF3 in this case. In this process, the carbon atoms from CHF3 gas forms the protective 
coating on the sidewalls as etching proceeds. Table 3.3 summarizes the optimized RIE recipes 
used for different substrates. Two SEM images of photonic crystal after etching are shown in 
Fig 3.4. 
 
 
Fig 3.4 SEM images of photonic crystal after etching. 
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3.4 Hydrofluric (HF) acid etching 
In my PhD studies, HF etching was used during the fabrication of initial test devices based on 
photonic crystal cavities. Additionally, the HF etching can be applied to check the etching 
progress after the RIE etching. In case of photonic crystal fabrication, after the RIE etching, 
the photonic crystal still resides on the buried oxide layer as shown in Fig 3.4 (a). This structure 
will lead to an asymmetry in vertical direction. The TE and TM modes will be coupled, and 
the bandgap also will be reduced [36]. This effect can be minimized by either depositing an 
oxide layer above the photonic crystal [158] or removing the buried oxide layer. An oxide layer 
covered photonic crystal is much more stable compared with a thin photonic crystal membrane 
and have a stronger tolerance from mechanical damages. However, if comparing it to the 
photonic crystal membrane, it has some disadvantages. The refractive index difference between 
the hole and the slab is reduced when the photonic crystal is covered with an oxide layer, 
leading to a reduced bandgap and bandwidth for slow light engineered waveguide [92, 87, 159]. 
Additionally, the propagation loss will increase due to a reduced refractive index contrast [158]. 
Therefore, the best resolution in the photonic crystal membrane fabrication is to remove the 
oxide layer. Here, the HF acid is used to remove only SiO2 and leaves Si. In order to achieve 
optical isolation of the waveguide mode, the 1~2 𝜇𝑚 etching thickness is required. The HF 
etching process is shown in Fig. 3.5 
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Fig 3.5 Schematic of the HF etching procedure. (a), (b) and (s) show the silica (orange) is slowly etched by HF, 
while silicon (blue) is not. (d) presents an undercut under the silicon membrane. 
 
The etch leads to a 1~2 𝜇𝑚 wider undercut under the silicon structure. This undercut will lead 
to the oxide under the hole removed, but also the oxide under the access waveguide removed.  
However, the access waveguide does not attach to both sides and have a 3~4 𝜇𝑚 width. As a 
result, the structure becomes very unstable after the etching, as shown in Fig 3.6 (a). Therefore, 
a protective photoresist layer has been used in the etching process. The sample is covered by a 
polymer resist, i.e PMMA and S1818. The etching windows are opened above the photonic 
crystal region, and the access waveguide region is still covered by the resist. A diluted etching 
recipe is used to slow down the etching effect, as mixture HF with water (DI water: HF =5:1). 
The initial etching time is set as 10 min. After checking the undercut, if necessary, the sample 
is etched for an additional 5 min. This procedure is repeated, until a sufficient undercut has 
been achieved. A SEM image of photonic crystal waveguide after the HF etching is presented 
in Fig 3.6 (b). Additionally, I use the HF etching as a tool to check the silicon etching after I 
set up a new recipe in RIE etching. After the HF etching, I can easily identify the silicon layer 
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(above the oxide layer) etching deepness and indicates us to adjust the recipe of photonic crystal 
structure etching. 
 
 
Fig 3.6 SEM images of photonic crystal after HF etching. (a) shows a) Sample etched without HF mask. The 
access waveguide is starting to bend. (b) Sample etched with appropriate HF mask. The photonic crystal and the 
access waveguide are well functionally work.    
 
3.5 Electron-beam physical vapour deposition and lift-off 
process 
3.5.1 Electron-beam physical vapour deposition 
Electron-beam physical vapour deposition (EBPVD) is a form of physical vapor deposition 
method used to deposited thin films by bombarding a source material (known as target material) 
with an electron beam. The electron beam is given off by a charged tungsten filament under 
high vacuum, through thermionic emission, field electron emission or the anodic arc method. 
The electron beam makes atoms from the target material to transform into the gaseous phase, 
then precipitate into solid form, coating any surface in the vacuum chamber. The target material 
is usually in the form of crystals, flakes, wires or ingots, and is placed in a water-cooled crucible. 
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To prevent chemical interaction between the filament and the target material, the filament is 
kept out of sight of the crucible, as shown in Fig 3.7. A magnetic field is applied to direct from 
the source to the target crucible, and an additional electric field is employed to steer the beam 
over the crucible’s surface, which keeps uniform heating. The sample is fastened on the 
substrate holder and rotates at a particular speed to achieve a uniform deposition of the film 
over the surface of the sample. 
 
An Edwards AUTO306 EBPVD system is used in the thesis presented here. An acoustic crystal 
monitor is employed to the system as shown in Fig 3.7 and connected to an Edwards film 
thickness monitor to controll the thickness of deposited material. The working base pressure 
of the chamber is typically pumped to below 10-6 mBar, before each deposition process. The 
deposition rate for the system used is between 0.1 and 0.3 nm/sec, corresponding with different 
target material at the average filament current.  
 
Fig 3.7 Schematic of EBPVD chamber. (a) a metal holder, which consist clamps and a cooling system. (b) Target 
crucible (c) Sample holder and substrate (d) crystal monitor 
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3.5.2 Lift-off process  
The lift-off process is a simple technique to produce patterned layers of material on a substrate. 
It is an alternative to etching and is therefore useful in process steps where etching is difficult 
or not feasible. The primary use of lift-off in this work is the patterning of ohmic contacts for 
mirco-heater devices. During my work, to realize the lift-off process, the substrate was spun 
with a 500 nm thick layer of PMMA (positive resist) and was baked at 180 0C for 10 minutes. 
The PMMA recipe is presented in Table 3.1. The desired evaporation window was patterned 
on the resist using e-beam lithography and then developing in a mixture of DI water and IPA 
(DI water: IPA=3:7). The desired material was then deposited on the substrate using EBPVD. 
After the evaporation, the sample is put in Acetone, which dissolves PMMA and the deposited 
metal remains on the structure. Then the resist was stripped, removing with it the deposited 
material from the undesired parts. A quick (30 s) Piranha (3:1 H2SO4, H2O2) cleaning is 
considered if necessary. The flow of the lift-off process is shown in Fig 3.8. 
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Fig 3.8 Lift-off process flow. (a) Substrate with PMMA resist on it. (b) The desired design is exposed on the resist 
via photolithography or e-beam lithography. (c) Substrate after development in a 3:7 mixture of DI water and IPA. 
The exposed areas have been removed. (b) A film of the desired material is deposited on the entire surface of the 
substrate. (e) The substrate is immersed in Acetone, which strips it from the resistand the deposited material from 
the undesired areas. 
 
3.6 Fabrication induced disorder 
As mentioned before, a photonic crystal mode below the light line is intrinsically lossless. 
However, in real structures, propagation loss is mainly caused by disorder created during the 
fabrication process. In this section, I will study different types of the origin disorder present in 
my photonic crystal fabrication steps. Furthermore, I will discuss several standard procedures 
aimed at minimizing the disorder introduced during the fabrication process.  The main origin 
disorders are caused by the RIE and e-beam lithography fabrication steps (in Section 3.3 and 
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Section 3.2.2, respectively).  A poor etching recipe leads to a sidewall roughness and silicon 
etching completeness. Additionally, during the electron beam exposure, or subsequent resist 
spin and development, the exposure pattern will be transferred into the silicon slab after the 
RIE process. Any of these disorders contribute to the extrinsic scattering loss and a low intrinsic 
quality factor of a photonic crystal cavity. 
 
3.6.1 Disorder in reactive ion etch 
As already mentions in Section 3.3, the RIE process contain two components, one chemical 
and one physical component. It is important to balance these two components through an 
appropriate etching recipe. The majority of disorders in reactive ion etch are an underetch of 
the resist mask, a widening of the bottom photonic crystal holes and curved sidewalls. This 
effect is mainly caused by chemical loss directionally. If the disorder caused by physical 
component dominates the etching, the silicon is effectively sputtered and not removed from the 
sample. Therefore, it can redeposit at the bottom of the hole, leading to an angled sidewall or 
redeposit on the sidewalls themselves. Additionally, in the dispersion adapted cavity 
fabrication [105], the completeness of etching through the silicon (above the buried oxide layer) 
can also affect the intrinsic quality factor of the cavity and coupling coefficient to the bus 
waveguide. Thus, using a suitable etching time is a key factor to optimize the etching 
fabrication. In conclusion, both of them cause deviations of our samples from the ideal photonic 
crystal design and introduced scattering losses. Additionally, the angled sidewalls destroy the 
symmetry of the structure and can lead to TE-TM conversion.  
SEM images of etching result during the fabrication are shown in Fig 3.9. In Fig 3.9 (a), the 
etch resulted in sidewalls in the bottom, and in Fig 3.9 (b) shows the roughness on the sidewall 
due to redisposition of other previously etched material. In Fig 3.9 (c), the sidewalls caused by 
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using wrong RF voltage can be observed. Fig 3.9 (d) shows a photonic crystal structure under 
appropriate etching recipe. The sidewall is vertical and low roughness in the holes.    
 
 
Fig 3.9 SEM images showing (a) etch with angled sidewalls (a thin resist layer was remaining on the top surface) 
(b) sidewall roughness caused by redeposited material. (c) etch with angled sidewall and roughness. (d) A good 
etch with low sidewall roughness and straight sidewalls. 
 
3.6.2 Disorder in electron beam lithography 
The disorder introduced during in e-beam lithography can generally be classified into three 
configurations, deviations of the hole shape, the hole radius and the position error, relative to 
the ideal photonic crystal design. Sketches of three configurations are shown in Fig 3.10 (a)-
(c), respectively. In the following, I will explain different physical origins for those three 
configurations. 
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The deviations of the hole shape are mainly related to the polymer resist used and/or noise 
during the e-beam exposure. The noise in the e-beam writer is due to the electron source and 
the beam control units. During the e-beam exposure, the polymer chain broke into smaller 
components when the incident electrons reaches the bond energy. Those components affect the 
shape of the exposed line or circle. Additionally, a variation in the hole shape will also happen 
when there is much noise in the e-beam writing. These irregularities in the mask will transfer 
into the silicon layer after the etching as shown in Fig 3.10 (d) and (e). Thus, I choose ZEP-
520A as the e-beam resist for the photonic crystal fabrication. ZEP-520A has a small chain size 
and a good mixture of etch resistance, resulting to a high resolution and low disorder devices.  
 
 
Fig 3.10 Schematic of three different configurations of disorder deviations happen in photonic crystal fabrication 
in (a)-(c). Red curves present varies changings of the real fabricated photonic crystal, compared with white area 
(the ideal photonic crystal design). (a) shows an increased radius of the photonic crystal hole. (b) represents the 
position error of a photonic crystal hole. (c) shows a random variation of the photonic crystal hole boundary. (d) 
and (e) represents with a distorted shape and an increasing radius of the photonic crystal hole, compared to the 
origin photonic crystal design, respectively.  
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The disorder in hole radius is mainly caused by a wrong dose exposed in the resist from the 
ideal exposure dose. As we known, the resist thickness become thicker and gradient at the 
edges of the sample, which can be called as resist break down. Therefore, the e-beam exposure 
becomes inhomogeneous and uncontrollable. In this case, slightly larger than necessary 
samples and a uniform spun resist layer are required in the e-beam lithography. All devices 
should be placed in the centre of the sample, where the resist is more uniform, compared to the 
edge beads. Besides, inaccuracies during the proximity effect can also lead to the variation in 
the hole radius. 
 
In our photonic crystal design, each circle cannot be divided into smaller parts during the 
proximity correction. Thus, the complete circle will be exposed at the same electron dose. The 
second origin of the radius disorder is the statistical fluctuation of the beam current during the 
exposure process.  
 
The majority of disorder of the position error comes from two origins. As  known in the e-
beam writing, the exposure positioning of each photonic hole is achieved by deflecting the 
electron beam by using magnetic coils. However, it has a limited accuracy [164]. During the 
exposure, the hole position is locked onto the e-beam grid, this finite accuracy leads to a 
variation noise of the sample. Additionally, there is a random variation in the hole position due 
to a noise on the magnetic coils used to defect the electron beam. The shift will become 
dramatic when the holes are closer to the edge of the write field, as shown in Fig 3.11 
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Fig 3.11 the pattern positioning error within a 100 𝜇𝑚 write field is shown. Figure taken from the reference [9]. 
 
Another origin, which can also lead to variation in the hole shape of some hole and the position 
error, is well known as stitching error. When exposing a large areas design, the e-beam system 
will divide the design patterns into multiple segments, known as write field. Each writing field 
is exposed separately and controlled by the software program. The new writing field start to 
write once the previous one has been finished and the sample stage moved to the desired 
position. In this case, the stitching error might happen and lead to the position error at the 
boundary between two writing field (as shown in Fig 3.12), due to the accurate and vibrate of 
the sample stage movements.  
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Fig 3.12 (a) shows relative positions of the writing fields with no stitching error. (b) represents overlapping and 
shifts in the writing fields. (c) SEM image of a stitching error leading to hole re-formation, due to a small gap 
between two writing fields. (d) and (e) SEM image of a stitching error in the trenching area, leading to the position 
shift and photonic crystal region broken. (f) SEM image of an optimize design of a long adjacent trench area. In 
this case, the stitching error can be avoided in the long trench exposure.  
 
The stitching error can be minimized through an optimized design. In this work, the size of the 
photonic crystal used is 20 𝜇𝑚 × 10 𝜇𝑚. Therefore, I am using the smallest writing field 
(50 𝜇𝑚 × 50 𝜇𝑚ଶ ) to achieve the best resolution without stitching error happening. For 
writing the mm-long bus waveguide, the largest writing field (200 𝜇𝑚 × 200 𝜇𝑚) is used to 
minimize the number of stitching errors. In the trench exposure, I can use an appropriate design 
to avoid the stitching error, as shown in Fig 3.12 (f). A slight larger trench and a small overlap 
between the adjacent writing field for trench have been designed. The slight variations between 
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two trenches do not affect the device’s performance, as the trench is covered with an oxide 
layer and no propagation mode is supported between the bus waveguide and the trench area 
[105]. 
 
3.7 Fabrication process 
In previous sections, I have discussed the main fabrication tools and technique are used in this 
thesis. Oxide cladding technique and an engineered dispersion adapted photonic crystal cavity 
have been designed and applied to achieve a high quality factor in vertical coupling system. 
Specific fabrication process to an desired coupled cavities system is introduced in the following. 
 
3.7.1 Coupled cavities system fabrication process  
In order to study coupled resonators system, the device is fabricated based on silicon photonic 
crystal system. The device is fabricated on a silicon-on-insulator platform with 220 nm silicon 
layer on a 2 𝜇𝑚 buried oxide layer. The fabrication steps are introduced as Fig. 3.13. The 
sample is spin coated with 300 nm thick e-beam photoresist ZEP-520A layer (Fig. 3.13 (b)). 
Using e-beam lithography, the photonic crystal cavities are defined in the ZEP-520A layer (Fig. 
3.13 (c)) and the pattern is transferred into the silicon layer by reactive ion etching (RIE) (Fig. 
3.13 (d)). the sample is cleaned with Piranha (3:1 H2SO4, H2O2) and then Acetone and IPA 
to remove the photoresist. The entire device is then covered with spin-on-glass (FOx 14, Dow 
Corning) (Fig. 3.13 (e)). The oxide layer thickness is then reduced to 110 nm by RIE as shown 
in Fig. 3.13 (g). Then, the sample is spin coated with photoresist SU8 and then annealed for 1 
minute at 100 C (Fig. 3.13(h)). Therefore, the waveguide is defined on top of all cavities by 
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e-beam lithography. (Fig 3.13 (i)). Finally, the sample is cleaved to form optical facets for 
measurement using the end-fire technique. 
 
Fig. 3.13 Fabrication process: (a) A sample of SOI is cleaved from the wafer. (b) the sample is spin by photoresist. 
(c) and (d) Using e-beam lithography and dry etching, photonic crystal cavities are transferred to the silicon layer. 
(f) and (g) the sample is cleaned and spin by FOx. (h) and (i) SU8 waveguide are fabricated by using e-beam 
lithography.    
 
3.7.2 Coupled cavities system with thermal tuning patterns 
fabrication process 
In order to tune the resonances wavelength of photonic crystal cavity, ohmic heat patterns have 
been applied into the fabrications. The fabrication process of the device shares the same as the 
section 3.7.1 before the ohmic heat pattern fabrication. The fabrication process presents in Fig 
3.14.  After the oxide layer has been deposited, I use lift-off procedure to fabricate metal pattern. 
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The substrate is spun with a 500 nm thick PMMA for the lithography to open metal evaporation 
window in Fig 3.14 (e). After the e-beam lithography, the sample is developed with a mixture 
of de-ionized 𝐻ଶ𝑂 and IPA (de-ionized 𝐻ଶ𝑂 : IPA= 3:7). The metal is then deposited on the 
substrate using EBPVD (Fig. 3.14 (f)). After the evaporation, the device is immersed in the 
acetone.  PMMA is dissolved and the deposited materials from the undesired parts are removed 
(Fig 3.14 (g)). After cleaning with acetone and IPA, the sample is spin coated with photoresist 
SU8 and then annealed for 1 minute at 100 C (Fig. 3.14 (h)). Therefore, the waveguide is 
defined on top of all cavities by e-beam lithography and finalized after a hard baking. (Fig 3.14 
(i)). Finally, the sample is cleaved to form optical facets for measurement using the end-fire 
technique.    
 
Fig 3.14 Fabrication process: A sample of SOI is cleaved from the wafer. (a) the sample is spin by photoresist. 
(b) and (c) photonic crystal cavities are transferred to the silicon layer using the e-beam lithography and dry 
etching. (d) the sample is cleaned and spin by FOx and another resist layer (PMMA). (e)-(g) the lift-off procedures 
are processed to deposit thermal-heating pattern. (h) and (i) SU8 waveguide has been defined using e-beam 
lithography.   
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A SEM image of oxide cladding photonic crystal with a polymer bus waveguide has shown in 
Fig. 3.15 (a) and coupled cavities with thermal heating patternsare shown in Fig. 3.15 (b).  
 
 
Fig 3.15 (a) SEM of a cross section of the vertical coupling system based on photonic crystal cavities. (b) 
Microscope image of thermal heating patterns in coupled cavities system.  
 
3.8 Summary 
In this chapter, I have introduced several fabrications technique and tools used in this thesis. 
Fabrication disorders have also been discussed from the state-of-art view. To accomplish a 
high quality factor cavity based on silicon photonic crystal structure has always been my goal 
in my PhD study. Besides, combining with oxide cladding technique, reducing our prorogation 
loss and keeping high integrated with CMOS can be achieved. Thus, a new platform for optical 
communication and applications has been realized. In the next chapter, I will theoretical discuss 
how to achieve EIT-like in coupled cavities system
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Chapter 4 Theoretical approach: the optical analog 
to electromagnetically induced transparency in 
coupled resonators system  
 
4.1 Introduction 
In chapter 2, localized cavity modes achieved by defect effects in the photonic band gap region 
have been discussed. By lithographically tuning the geometric parameters, such as shifting  the 
position, size of the hole and the lattice constant, high Q-modes can be achieved to allow 
controllable store and release light pulses in localized and standing wave modes, giving a slow 
light system. The inspiration for this work comes from previous research on stopped light in 
atomic gases using electromagnetically induced transparency (EIT) [21], in which light is 
captured in dark states of the atomic system via adiabatic tuning [22]. A common characteristic 
of a coupled quantum system is that the system’s dynamics are determined by the competition 
between the joint coupling rate and the rate at which the coupled system decohere into the 
environment. Only “strong coupling” can overcome and indicate the effect of decoherence. 
Strong coupling occurs when the joint coupling rate becomes much faster than the rate of any 
competing dissipative process. One characteristic feature of strong coupling is energy level 
splitting.  In strong coupling the extent of the resulting level splitting is known as vacuum Rabi 
splitting [22]. Classical analogs of EIT have already been demonstrated in systems of 
mechanical or electrical oscillators, where the quantum destructive interference is realized 
between excitation pathways to the upper level in three-level systems. However, the 
disadvantage of such atomic systems is that the narrow operating bandwidth and the operating 
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wavelengths are limited by the atomic resonances available. Since the EIT phenomenon results 
from resonant pathways, it has been recently theoretical and experimental realized in static 
optical resonators. For example, resonant tuning through a photonic crystal via the localized 
defect mode has been numerically analyzed [98], and experimental observed [99]. Additionally, 
a channel add-drop filter based on multiple coupled resonator systems in a photonic crystal was 
proposed [100, 104]. Under specific symmetry and degeneracy phase conditions, optical 
signals can be completely transferred from one waveguide to another one as a time reversal 
system. In the following, I will discuss different configurations of coupled resonators system 
to control slow light and the general condition to achieve the EIT analog. In this thesis, all 
configuration is weak coupling system. 
 
4.2 Optical properties of coupled resonators system 
4.2.1 General coupled mode theory formalism  
In this project, a new coupling technique will be used to design to realise a new family of 
coupled optical resonators with a wide range of potential applications. Designs to slow light 
will be studied and the fundamental limits on the storage of light studied. By coupling many 
resonators together, better control over the flow of light can be achieved. This approach has 
the potential to realize low loss optical delay lines, an important functionality required in many 
photonic integrated circuits. Furthermore, in the following section, three configurations of 
coupled resonators system for potential slow light systems will be discussed. The interaction 
between resonators and waveguide will be theoretically studied based on coupled-mode theory 
(CMT) [101]. This section is organized as follows. Firstly, I briefly introduce CMT. In next, I 
utilize CMT to study these three generic configurations of coupled resonators system. The 
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propagation transmission and the corresponding phase shift are considered.  
 
In CMT, an overall oscillating system can be described in terms of a set of weakly coupled 
components, each of which can be analyzed using general principles [101]. A cavity, for 
example, is treated as an oscillator in time. The modes of a cavity interact with the forward and 
backward propagating through the waveguide over a finite length decay equally. In this section, 
I consider a resonator that only supports a single mode, with amplitude denoted by a at the 
resonance frequency 𝜔଴ . 1/𝜏௜  and 1/𝜏௪  represent decay rates due to intrinsic loss and 
waveguide coupling, respectively. The intrinsic loss here represents the lowest loss limit which 
can be achieved, due to the loss in the absence of fabrication imperfections, and material 
processing. The decay rates are related to the quality factor, which 𝑄 = 𝜔଴𝜏/2. 𝑄௜ and 𝑄௪ are 
corresponding to cavity quality factors of intrinsic loss and waveguide coupling loss. 𝑄௧  is total 
quality factor ( ଵ
ொ೟
= ଵ
ொೢ
+ ଵ
ொ೔
 ) and 𝑆௜ , 𝑆௥  and 𝑆௧  are given as the incident, reflective, and 
transmission waveguide amplitudes, which are normalized such that their squared values 
correspond to the incident, reflected and transmitted power, respectively. I use 𝛿 to normalize 
the frequency 𝜔 , which is defined by 𝛿 = (𝜔 − 𝜔଴)/𝜔଴  and 𝑡 =  𝑆௧/ 𝑆௜,  𝑡 =  𝑆௥/ 𝑆௜ .  𝑄௜ 
represents the loss due to the leaky mode and the radiations in the cavity.𝑄௪ denotes the cavity-
waveguide coupling and is referred to as “waveguide coupling quality factor”, whereas 𝑄௖  
represents the cavity-cavity and is referred to as “cavity coupling quality factor”, Note that in 
this section, I will follow these parameter settings. 
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Fig. 4.1 Schematics of two coupled configuration with single cavities. (a) a single cavity with side coupling. (b) 
a single cavity with in-line coupling.    
 
In Fig. 4.1, two configurations of a single cavity coupling with a waveguide are given.  
According to CMT, the transfer function can be given as 𝑇 = |𝑡|ଶଶ . Phase shift 𝜃 at given 
frequency is 𝜃 = Arg (𝑡). Due to power conservation, the squared magnitudes are equal to the 
respective decay rates into the waveguide. Considering the lossless case, the equation for the 
evolution of the resonator mode in time is given by [101]   
ௗ௔
ௗ௧
= ቀ𝑗𝜔଴ −
ଵ
ఛ೔
− ଵ
ఛೢ
ቁ 𝑎 + ට ଵఛ೔ 𝑆௜                                          4.1 
Here, 𝑗 is the imaginary unit. From Eq. 4.1, the transfer function 𝑇 and phase shift 𝜃 at given 
frequency can be inferred, inside coupling 𝑡௦  and in-line coupling 𝑡௜  configurations, 
respectively. 
𝑡௦ =
భ
ೂೢ
௝ଶఋା భೂ೔
ା భೂೢ
                                                          4.2 
𝑡௜ =
௝ଶఋା భೂ೔
௝ଶఋା భೂ೔
ା భೂೢ
                                                           4.3 
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I assume the resonance wavelength is 1550 nm, and the corresponding quality factor is 𝑄௜ =
10ହ , and 𝑄௪ = 5 × 10ସ . The assumed values are estimated from fabricated samples.  
According to Eq. 4.2 and 4.3, the transmission spectrum and the phase shift are plotted in Fig. 
4.2. The red and blue curve represents the side and in-line coupling configurations, respectively. 
From Eq. 4.2 and 4.3 when 𝑄௜ ≫ 𝑄௪ , the transmission is able to approach zero or unity 
respectively, corresponding with side coupling and in-line coupling. As a conclusion, a single 
resonator can realize a typical filter to storage and slow light pulse at the resonance frequency.  
 
 
Fig. 4.2 Transmission and phase shift of a single cavity with side coupling and in-line coupling, respectively.  
 
In the following section, I study three generic coupled resonators configurations as illustrated 
in Fig. 4.3. The cavities can be indirectly or directly coupled to one another depending on the 
configuration. In Fig. 4.3 (a) and (b), two resonators are directly coupled with waveguides, 
respectively. In Fig. 4.3 (c), since the resonators are indirectly coupled together through the 
propagating modes in the waveguide, I term the cavities as “one-side indirectly coupling”, 
Similarly, the configuration of Fig 4.3 (a) is “one-side directly coupled” and Fig 4.3 (b) is “two-
side directly coupled”, In the following, I will discuss the three types of coupled resonators 
system in detail in terms of performance and practicality. 
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Fig. 4.3 Schematics of three generic coupled resonators coupling configurations. (a) one-side two resonators 
directly coupling with a waveguide; (b) two-side two resonators indirectly coupling with two waveguides; (c) 
one-side two cavities indirectly coupling with a waveguide  
 
4.2.2 One-side directly coupled resonators system 
As shown in Fig. 4.3 (a), the two resonators are directly coupled to one another, with the 
resonant frequency of each resonator 𝑎ଵ and 𝑎ଶ is 𝜔଴ and the intrinsic quality factor is 𝑄௜ଵ and 
𝑄௜ଶ. The coupling coefficient between two cavities modes is denoted by 𝜇 and is related to 
coupling quality factor by 𝑄௖ = 𝜔଴/(2𝜇). Assuming the waveguide-coupling occurs only for 
mode 𝑎ଵ, the equations for the evolution of the cavity mode with time are given by [7]: 
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ௗ
ௗ௧
𝑎ଵ = ቀ𝑗𝜔଴ −
ଵ
ఛ೔భ
− ଵ
ఛೢ
ቁ 𝑎ଵ + ට
ଵ
ఛೢ
𝑆௜ − 𝑗𝜇𝑎ଶ                                     4.4 
ௗ
ௗ௧
𝑎ଶ = ቀ𝑗𝜔଴ −
ଵ
ఛ೔మ
ቁ 𝑎ଶ − 𝑗𝜇𝑎ଵ                                              4.5 
Therefore, the transfer coefficient can be obtained as follows: 
𝑡 = 1 − ଵ
ொೢ
௝ଶఋା భೂ೔మ
൬௝ଶఋା భమೂ೔భ
ା భమೂ೔మ
ା భమೂೢ
൰
మ
ାቀ భೂ೎
ቁ
మ
ି൬ భమೂ೔భ
ି భమೂ೔మ
ା భమೂೢ
൰
మ                             4.6 
Based on Eq. 4.6, the mode splitting characteristics have been studied for different coupling  
coefficients in Table 1. Here ( ଵ
ொబ
)ଶ = | ቀ ଵ
ொ೎
ቁ
ଶ
− [ ଵ
ଶொ೔భ
− ଵ
ଶொ೔మ
+ ଵ
ଶொೢ
]ଶ|. 
 
 
Table 4.1. Mode-splitting characteristic for different coupling strengths 
 
The mode-splitting depends greatly on the coupling strength can be observed. When ଵ
ொ೎
>
ଵ
ଶொ೔భ
− ଵ
ଶொ೔మ
+ ଵ
ଶொೢ
, the mode 𝑎ଵ and 𝑎ଶ split into 𝜔଴ ±
ఠబ
ଶொబ
, while the intrinsic quality factor  
and the waveguide coupling quality factor are the same.  When ଵ
ொ೎
< ଵ
ଶொ೔భ
− ଵ
ଶொ೔మ
+ ଵ
ଶொೢ
, the  
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resonant frequency of the two split modes are still 𝜔଴, but the waveguide coupling quality  
factor is ଶொೢொబ
ொబ±ଶொೢ
. When ଵ
ொ೎
= ଵ
ଶொ೔భ
− ଵ
ଶொ೔మ
+ ଵ
ଶொೢ
, the two split mode are degenerate, with the  
same resonance frequency, intrinsic quality factor and waveguide coupling quality factor.  
 
 
Fig 4.4 Illustrations of the transmission (a) and phase shift (b) for one-side directly coupling configuration.  𝑄௜ଵ 
is 5 × 10ହ, 𝑄௜ଵ is 10଺, and 𝑄௪ is 4 × 10ସ. Four recipes of 𝑄௖ (10଻, 2 × 10ହ, 9 × 10ସ, 5 × 10ସ) are represented 
as black, red, blue, and green curves, respectively. 
 
The resulting theoretical transmission spectra and phase shifts are plotted in Fig. 4.4.  Fig 4.4 
(a) presents the EIT-like transmission appears. Recalling the EIT equation from Ref [101], 
𝑇௔௕ = ΩଵଶΓΔଶ/[ΔଶΓଶ + 4(Δଶ −
Ωଶଶ
4ൗ )
ଶ], where Ωଵ and Ωଶ are respective Rabi frequencies of 
probe field and pump field, Г is decay rate and Δ is detuning of probe field from atomic  
resonance. It can be seen that Eq 4.6 is identical to the EIT equation if considering 𝜔଴𝛿 → Δ, 
𝜔଴ 𝑄௜ଵ + 𝜔଴ 𝑄௪ → Γ⁄⁄ , 𝜔଴ 𝑄௖ → Ωଶ⁄ . Therefore, the EIT-like transmission is a special case  
of mode-splitting due to the coupling between cavity modes. When the cavity coupling   
coefficient is increased, the EIT-like resonance becomes obvious and the transmission at 𝜔଴  
 94
approaches 1. No complete transparency is achieved due to the loss of mode 𝑎ଶ here.  
 
4.2.3 Two-side directly coupled resonators system 
In this section, the two-side directly coupling resonators system will be discussed as illustrated 
in Fig. 4.3 (b). The waveguide is positioned symmetrically between the two resonators (𝑎ଵ and 
𝑎ଶ). I assume that the light firstly propagates through the bottom bus waveguide, then coupled 
into the cavity 𝑎ଵ. Considering two cavity modes with the same intrinsic 𝑄௜ coupled to the 
waveguide, the equation of fields a1 and a2 can be described from the CMT: 
ௗ
ௗ௧
𝑎ଵ = ቀ𝑗𝜔଴ −
ଵ
ఛ೔భ
− ଵ
ఛೢ
ቁ 𝑎ଵ + ට
ଵ
ఛೢ
𝑆௜ − 𝑗𝜇𝑎ଶ                                   4.7 
ௗ
ௗ௧
𝑎ଶ = ቀ𝑗𝜔଴ −
ଵ
ఛ೔మ
－ ଵ
ఛೢ
ቁ 𝑎ଶ − 𝑗𝜇𝑎ଵ                                            4.8 
Therefore, the transfer functions of each port are represented as, including port 𝑡, port 𝑑ଵ, port 
𝑑ଶ, respectively: 
𝑡 = 1 − ଵ
ଶொೢ
( ଵ
௝ቀଶఋା భೂ೎
ቁା భೂ೔
ା భೂೢ
+ ଵ
௝ቀଶఋି భೂ೎
ቁା భೂ೔
ା భೂೢ
)                                  4.9 
𝑟 = ଵ
ଶொೢ
( ଵ
௝ቀଶఋା భೂ೎
ቁା భೂ೔
ା భೂೢ
+ ଵ
௝ቀଶఋି భೂ೎
ቁା భೂ೔
ା భೂೢ
)                                  4.10 
𝑡ௗଵ = 𝑡ௗଶ = −
ଵ
ଶொೢ
( ଵ
௝ቀଶఋା భೂ೎
ቁା భೂ೔
ା భೂೢ
− ଵ
௝ቀଶఋି భೂ೎
ቁା భೂ೔
ା భೂೢ
)                        4.11 
where the cavity coupling coefficient 𝑄௖ is equal to 𝜔଴/(2𝜇). Based on Eq. 4.9, the two modes 
with 𝜔଴ are split into two modes, which is 𝜔଴ ±
ఠబ
ଶொ೎
. The waveguide coupling quality factor 
for the two split modes remains 𝑄௪. The separation of the two split modes is only determined 
by 𝑄௖ for a fixed 𝜔଴. The transfer functions and phase shift for each port are plotted in Fig. 4.5, 
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respectively. The transmission spectrums of 𝑆௧ and 𝑆ௗଵ (𝑆ௗଶ) present in Fig. 4.5 (a) and (d), 
respectively. In Fig. 4.5 (b), the phase shift shows the dispersion at the two splitting modes in 
the transmission. From Fig. 4.5 (a), decreasing 𝑄௖ reduces the depth of resonance notch and 
further lifts the mode-splitting can be seen. The splitting in the transmission can be seen clearly 
as 𝑄௖  decreases, however the two mode-splitting in the transmission still keeps anomalous as 
shown in Fig 4.5 (c).  
 
 
Fig. 4.5 The transmission spectrum of 𝑆௧, phase shift of 𝑆௧, the reflection spectrum of 𝑆௥ , and the transmission 
spectrum of 𝑆ௗଵ  (𝑆ௗଶ) for different 𝑄௖, with 𝑄௜ = 10ହ and 𝑄௪ = 4 × 10ସ are shown in (a), (b), (c) and (d). 
 
The mode splitting occurs as long as coupling exists, however the mode-splitting in the 
transmission spectrum is not always visible. This is because that the overall transmission is 
determined by the superposition of the two split modes with different amplitudes and phases. 
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Here the two splitting can be seen in the transmission only when the coupling is large enough. 
 
4.2.4 One-side indirectly coupled resonators system 
In this section, I analyze two cavity modes coupled through the waveguide. The large inter-
cavity distance, L, which allows us to ignore the direct coupling between the resonators as in 
Fig. 4.3 (c). Assuming two degenerate cavities with amplitude 𝑎ଵ and 𝑎ଶ and the intrinsic 
resonance frequency are both 𝜔଴. The corresponding intrinsic quality factors and waveguide 
quality factor are 𝑄௜and 𝑄௪. Assuming a phase shift 𝜙 between two resonators, the equations 
for the evolution of the cavity mode with time can be given as: 
ௗ
ௗ௧
𝑎ଵ = ቀ𝑗𝜔଴ −
ଵ
ఛ೔
− ଵ
ఛೢ
ቁ 𝑎ଵ + ට
ଵ
ఛೢ
𝑆௜ + ට
ଵ
ఛೢ
(−𝑒௝థට ଵఛೢ 𝑎ଶ)                 4.12 
ௗ
ௗ௧
𝑎ଶ = ቀ𝑗𝜔଴ −
ଵ
ఛ೔
− ଵ
ఛೢ
ቁ 𝑎ଶ + ට
ଵ
ఛೢ
𝑆௜ + ට
ଵ
ఛೢ
(−𝑒௝థට ଵఛೢ 𝑎ଵ)                4.13 
where 𝑆௜ = 𝑒ି௝∅(𝑆௥ − ට
ଵ
ఛೢ
𝑎), based on the power conservation. Thus, the transfer coefficient 
can be expressed as: 
𝑡 = 𝑒௝థ (ଵିఊబ)
మ
ଵିఊబమ௘మೕ
                                                        4.14 
𝑟 = ିఊబିఊబ௘
మೕഝାଶఊబమ௘మೕഝ
ଵିఊబమ௘మೕഝ
                                                4.15 
where 𝛾଴ = −1/[2𝑄௪(𝑗𝛿 +
ଵ
ଶொ೔
+ ଵ)
ଶொೢ
)]. 𝛿 is a normalized frequency, which is ఠିఠబ
ఠబ
. 𝛾 is the 
transfer function of the reflection port for a single indirectly coupling cavity. Therefore, the 
Fabry-Perot resonance exists between two cavities through the propagating mode in the 
waveguide. When 𝜙 = 𝑚𝜋 (𝑚 is an integer), the two modes 𝑎ଵ and 𝑎ଶcan be regarded as one 
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mode with the waveguide coupling quality factor 𝑄௪/2; when 𝜙 = (𝑚 +
ଵ
ଶ
)𝜋, the indirectly 
coupling a waveguide leads to mode splitting and the frequencies of the two split modes are 
𝜔଴ ±
ఠబ௦௜௡థ
ଶொೢ
, and meanwhile the waveguide coupling quality factors for the two modes are still 
remains as 𝑄௪ ; when  𝜙 ≠ 𝑚
గ
ଶ
 , the waveguide coupling quality factor of two resonators 
changes to ொೢ
ଵ±௖௢௦థ
, with corresponding splitting mode frequencies 𝜔଴ ∓
ఠబ௦௜௡థ
ଶொೢ
, respectively. 
The mode-splitting is asymmetric, due to different waveguide coupling factors and resonator 
frequencies of the two split modes. According to Eq. 4.14, the corresponding transmission 
spectrum is plotted in Fig. 4.6. The transmission spectrum shows an Fano-like transmission 
spectrum, when 𝜙 ≠ 𝑚𝜋.     
 
 
Fig. 4.6 Transmission spectrum for one-side directly coupled resonators system 𝑆௧ port, which 𝜔଴ = 1550 nm, 𝑄௜  
is 5 × 10ହ and 𝑄௪  is 8 × 10ସ . The different phase shift 𝜙 = 𝑛𝜋 with 𝑛 =1 (Red curve), 1.25 (Blue curve) are 
shown.  
 
If the two modes are at 𝜔ଵ and 𝜔ଶ, an EIT-like spectrum can also be obtained, which will be 
discussed in detail in the following section. And this has been demonstrated in both ring 
resonators [103] and PhC cavities [104] in the previous sections. Here, I compared this kind of 
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EIT-like transmission with the EIT-like transmission between two degenerate modes shown in 
the section 4.2.2. When ଵ
ఛ೔
≪ |𝜔ଵ − 𝜔ଶ| ≪
ଵ
ఛೢ
  and 𝜙 = −𝑚𝜋 , the transmission 𝑇 = |𝑡|ଶ  is 
given as 𝑇 = 1 − ఋ
మ ொೢమ⁄
ఋమ ொೢమ⁄ ା(ఋమି(∆ఠ (ଶఠబ)⁄ )మ)మ
 , where 𝜔଴ =
ఠభାఠమ
ଶ
, ∆𝜔 = (𝜔ଵ − 𝜔ଶ) and 𝑄௜ → ∞ 
is assumed. Regarding 𝜔଴𝛿 → ∆,  
ఠబ
ொೢ
→ Γ and ∆𝜔 → Ω, comparing with EIT equation in the 
section 4.2.2, the EIT identify resonance is at 𝜔଴. When 𝜔 = 𝜔଴, the transmission of EIT peak 
reaches a maximum. In conclusion, I have analyzed three configurations of coupled resonators 
system based on the temporal CMT. Both the direct coupling and indirect coupling through 
waveguide can lead to EIT-like transmission appears. For two directly coupled resonators 
configurations, the two split modes can be controlled by cavities coupling quality factor and 
waveguide coupling quality factor. For the indirectly coupled resonators configuration, the 
separation between the two split modes is controlled by the phase shift introduced by the 
waveguide. This research will be useful for the design of cavity-based devices for integration 
in nanophotonics, either to mitigate the crosstalk due to the coupling between cavities in 
densely packed photonics chips or to optimize the coupling between cavities for designing new 
functional photonics devices. In the next, I will explore further the coupled cavities system, 
which can achieve analogue to EIT-like system. Due to the greater ease of fabrication, I will 
focus on the configuration shown in Fig. 4.3 (c) and explore how light can be slowed in the 
system. In the following section, I will use transfer matrix method to study the band structure 
in coupled resonator system. 
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4.3 Slow light in coupled resonators system 
4.3.1 The delay-bandwidth product filter 
The fundamental limitation in optical resonator systems is the delay bandwidth product, which 
means that the group delay is inversely proportional to the bandwidth. Thus, for a given 
resonance, the total phase shift 𝜙 across the resonance frequency is 𝑚𝜋, and m is the order of 
the resonance. Therefore, I have the following constraint regarding the group delay 𝛿𝑡 = ௗథ
ௗఠ
:  
∫ 𝑑𝜔𝛿𝑡 = ∫ 𝑑𝜔 ௗథௗఠ = 𝑚𝜋                                              4.16 
Thus, the minimum group velocity through a resonator is: 
𝑣௚ ≈
௅
ఋఛ
= ௅ఋఠ
௠గ
                                                    4.17 
Where 𝐿 is the physical length of a resonator, and 𝜏 is the decay time of the resonator. The 
group velocity that can be achieved in a static system scales linearly with the system bandwidth 
and the physical dimensions of the resonators. Thus, the group velocity cannot reach to zero 
for the entire signal bandwidth unless the signal bandwidth is zero.  
 
In order to study the bandwidth of the coupled resonators system, the transfer matrix method 
is used.  Here I consider a waveguide is coupled to two side resonators in each unit cell, as 
shown in Fig. 4.7. The resonators have resonance frequency 𝜔௔ and 𝜔௕, respectively.  
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Fig 4.7 Schematic of the coupled resonators system used to slow light. The smaller rectangles represent the 
cavities, others correspond to the waveguide. The distance between the nearest neighbor side cavities is 𝑙ଵ, and 
the length of the unit cell is 𝑙 = 𝑙ଵ + 𝑙ଶ 
 
Using the transfer matrix method [165], I can calculate matrices for each layer, and therefore 
obtain a total transmission for the matrix method. Thus, the transmission coefficient at an 
angular frequency 𝜔 for a single resonator can be calculated as, 
𝑇஼೔ = ൬
1 + 𝑗/(𝜔 − 𝜔௜)𝜏 𝑗/(𝜔 − 𝜔௜)𝜏
−𝑗/(𝜔 − 𝜔௜)𝜏 1 − 𝑗/(𝜔 − 𝜔௜)𝜏
൰                             4.18 
where the cavities couple to the waveguide efficiency is 1 𝜏ൗ , and the resonance frequency is 
𝜔௜. And the transfer matrix of a waveguide section is  
𝑇௟ = ൬𝑒
ି௝ఉ௟ 0
0 𝑒௝ఉ௟
൰                                                  4.19 
Where l is the physical length of a waveguide unit between two coupled resonators and 𝛽 is 
the wavevector of the waveguide at a given frequency 𝜔.  Thus, The transfer matrix of an entire 
unit cell in Fig 4.7 can be described a s  
𝑇 = 𝑇஼భ𝑇௟భ𝑇஼మ𝑇௟మ                                                      4.20 
Since 𝑑𝑒𝑡(𝑇) = 1, the eigenvalues of  𝑇 can be represented as 𝑒ି௜𝒌௟ , 𝑒௜𝒌௟, l is the length of the 
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unit cell, which is equal to l1+l2, and k corresponds to the Bloch wavevector of the entire system. 
Therefore, requiring the determinant to vanish for non-trivial solutions, we get the band 
diagram of the system can be obtained [165] as  
ଵ
ଶ
𝑇𝑟[𝑇] = cos(𝑘𝑙) = 𝑓(𝜔) ≡ cos(𝛽𝑙) + ஼శ
(ఠିఠೌ)
+ ஼ష
(ఠିఠ್)
               4.21 
where 𝐶± =
ଶௌ௜௡(ఉ௟భ)ௌ௜௡(ఉ௟మ)
(ఠೌିఠ್)ఛమ
± ௌ௜௡(ఉ௟)
ఛ
.  In the frequency range, where |𝑓(𝜔)| < 1, the system 
supports a propagating mode, while |𝑓(𝜔)| > 1 corresponds to the frequency range of the 
photonics band gaps. For frequency separation ∆= |𝜔௔ − 𝜔௕|𝜏, the band diagram is shown in 
Fig 4.8. For a large frequency separation as shown in Fig. 4.8 (a), in the vicinity of the 
resonances, the system supports three photonic bands, with two gaps occurring around 𝜔௔ and 
𝜔௕, which is similar to the band diagram of an EIT system. The width of the middle band 
depends on the coupling different frequency separation ∆= |𝜔௔ − 𝜔௕|𝜏. When the resonance 
frequencies satisfy the following conditions, the width of the middle band approaches at zero 
as shown in Fig. 4.8 (b), with the frequency of the entire band pinned at 𝜔௔: 
𝐶ା(𝜔௔) =
ଶௌ௜௡[ఉ(ఠೌ)௟భ]ௌ௜௡[ఉ(ఠೌ)௟మ]
(ఠೌିఠ್)ఛమ
+ ௌ௜௡[ఉ(ఠೌ)௟]
ఛ
→ 0                   4.22 
ቚcos[𝛽(𝜔௔)𝑙] +
஼ష(ఠೌ)
(ఠೌିఠ್)
ቚ > 1                                         4.23 
Alternatively, the band can be pinned at 𝜔௕ with a similar condition. To demonstrate these 
conditions, I note that in Eq. 4.21 has a singularity at 𝜔 = 𝜔௔. The frequency width of this 
singularity is controlled by 𝐶ା(𝜔௔), and approaches zero when Eq. 4.22 is satisfied. Satisfying 
Eq.4.23, the solution to |𝑓(𝜔)| ≤ 1 in the vicinity of 𝜔௔ occurs on the same branch of the 
singularity 1 (𝜔 − 𝜔௔⁄ )  and therefore forms a continuous band. When both conditions are 
satisfied, as the width of the singularity approaches zero, the middle band in Fig 4.8 (b) are 
always exists in the vicinity of 𝜔௔ , and the width of the middle band reduces. When 
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decreasing ∆, the group velocity changes sign. Using the second band can be applied to slow a 
light pulse. Therefore, the sign of the group velocity for the middle band can be designed by 
choosing 𝑙ଵ, 𝑙ଶ. 
 
Fig 4.8 The band diagram of coupled resonators system for two different ∆= |𝜔 − 𝜔஺|𝜏. (a) ∆= 3 The bandwidth 
of the middle band is large. (b) ∆= 0.3 The bandwidth of the middle band is reduced, and light has been slowed 
down  
 
Furthermore, using the transfer matrix method [165], the transmission spectra can be calculated 
to better explain the system’s properties. The transmission spectrum can be written as, 
|𝑇(𝜆)|ଶ = ( |௧ೌ௧್|
ଵି|௥ೌ ௥್|
)ଶ ଵ
ଵାସቌ
ටห೟ೌ೟್ห
భషหೝೌೝ್ห
ቍ
మ
ௌ௜௡మ(ఏ)
                                      4.24 
Where 𝑡௔ and 𝑡௕ are transmission matrix coefficients for two resonators, respectively, given by  
𝑡஺,஻ =
௝൫ఠିఠಲ,ಳ൯ାఊ
௝൫ఠିఠಲ,ಳ൯ାఊ೎ାఊ
                                                     4.25 
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Where 𝛾 is the amplitude radiative-loss rate, related to the radiate quality factor as 𝛾 = గ௖
ொೝೌ೏ఒబ
. 
𝛾௖ is the total waveguide-resonator coupling rate due to decay into both two sides cavities as 
𝛾௖ =
గ௖
ொೝೌ೏ఒబ
 , and 𝜃  is one half the round-trip phase accumulated in the waveguides: 𝜃 =
ଵ
ଶ
𝐴𝑟𝑔ൣ𝑟௔𝑟௕𝑒ିଶ௝ఉ(ఠ)௅భ൧, where 𝛽(𝜔) is the waveguide dispersion equation. Given the specific 
parameters of the system, the transmission spectrum is presented in Fig 4.9. The width of the 
middle peak (EIT peak) depends on the distance l between two resonators, which is the phase 
spacing between the resonances. When the condition 2𝛽(𝜔଴)𝑙 = 2𝑛𝜋 is satisfied, the EIT peak 
is located at 𝜔଴. Similar to a Fabry-Perot cavity, when the round-trip phase is 2𝜋, the resulting 
EIT transmission exhibits a narrow, symmetric peak and bring a larger group delay with a 
narrower bandwidth, as presents in Fig 4.9. As the two cavities shift away from each other, a 
broadened, asymmetric peak appears. Thus, changing l makes the EIT peak gradually decay. If 
the resonator is lossless, the EIT peak can be tuned to an arbitrarily narrow bandwidth. Thus, 
the two sides coupled cavities can be designed to a tunable bandwidth filter, and moreover, can 
be adjusted by an order of magnitude with small refractive index modulation.   
 
Fig 4.9 Theoretical calculated EIT-like transmission spectrums are plotted. Varied separations of L1 are presented, 
respectively, which correspond to Red 12 𝜇𝑚 (32.5 𝜋), Blue 12.4 𝜇𝑚 (32.7 𝜋), Yellow 12.6 𝜇𝑚 (32.8 𝜋), Green 
12.8 𝜇𝑚 (32.9𝜋).   
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4.3.2 Finite Element Method demonstrations of the EIT analog  
After studying the band diagram and the EIT-like transmission properties of the coupled 
resonators system, an all-optical analogue to EIT in coupled cavities system have been 
demonstrated. To study further how light can be trapped in a coupled resonators system, two-
dimensional triangular-lattice photonic crystal structures were simulated as illustrated in Fig 
4.10. According to the previous discussion about the defect mode on photonic crystal in 
Chapter 2 [105], I choose the L3 cavity and the cavity has been optimized to obtain a high-
quality factor reaching at 60000. The period of photonic crystal region is 420 nm, and the radius 
is 0.29*Period. The cavity regions have been engineered to characterized at two resonator 
frequencies  𝜔௔  (194.730 THz) and 𝜔௕  (194.677 THz) with different periods of  cavities 
regions at 420 nm and 420.05 nm, respectively. Silicon’s refractive index sets as 3.47. the 
coupled photonic crystal cavities are coupling into a W1 PhC waveguide. The perfect matched 
layer (PML) and scattering boundary condition are applied to absorb unnecessary reflections. 
Due to the limited computing performance of the simulation workstation, numbers of photonic 
crystal arrays have been reduced, and mesh of the simulation structures set to coarse to shorten 
the simulation time. Thus, the intrinsic quality factor is much lower compared with the 
theoretical result. Therefore, the total transmission intensity is much lower than the theoretical 
calculation result, and the EIT-like transmission spectrum cannot achieve total transparency, as 
shown in Fig 4.11 
 105
 
Fig 4.10 Schematics of two resonators indirectly coupling simulation geometry structures. The distance between 
two-side L3 cavities is defined as L. 
 
As has been noted in section 4.2.4 and 4.3.1, when the phase shift difference between two 
resonators is 𝑚𝜋 , the EIT-like transmission peak appears. The EIT-like transmission peak 
decay with changing phase shift and vanish when the phase shift difference between two 
resonators is (𝑚 + ଵ
ଶ
)𝜋, as shown in Fig 4.11. By changing the distance between two resonators 
leads to the phase shift difference changing between two resonators.   
 
Fig 4.11 Transmission spectrums of in-plane L3 cavities indirectly coupled 
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One example of the electric field profiles ห𝐸௬ห of EIT like transmission configurations is shown 
in Fig. 4.12. The resonance frequency of the upper cavity and the lower cavity is 𝜔௔ and 𝜔௕, 
respectively. In Fig. 4.12 (a), the upper cavity has been excited when the input pulse source 
frequency sets as 𝜔௔. Consequently, the light has been mainly stored in the upper cavity, and 
only a small amount of light pass through the system. The system presents a low transmission. 
When the frequency of the input pulse source is tuned to the EIT resonance frequency range in 
Fig. 4.12 (b) and (c), the light is strongly confined between two coupled cavities and the 
waveguide. Thus, the system shows a high transmission property between those EIT 
frequencies ranges. Continuing to change the frequency of the input pulse source reaches at  
the resonance frequency 𝜔௕ of the lower cavity, the light passes through the upper cavity and 
the waveguide, then couples into the lower cavity and ends to store in the lower cavity, as 
shown in Fig 4.12 (d). Thus, the system changes to a low transmission property.  Through those 
simulations, the changing of an EIT-like transmission process has been presented. The light has 
been mainly stored between two coupled cavities and the waveguide when EIT-like 
transmission property happens. Thus, a high quality factor cavity and a low propagation loss 
waveguide are both desired to achieve a good optical delay system.    
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Fig 4.12 (a) Electric field ห𝐸௬ห profiles of the uppercavity at 𝜔௔ (194.730 THz); the upper cavity has been excited 
(b) and (c) EIT-like peak resonance at 194.697 THz and 194.687 THz, respectively; The light stores between two 
coupled cavities and the waveguide. (d) Electric field ห𝐸௬ห profiles of the lowercavity at 𝜔௕   (194.677 THz); the 
light stores at the lower cavity 
 
4.4 Conclusion  
In conclusion, the mode-splitting in three configurations of coupled resonators system are 
numerically analyzed based on CMT and also demonstrated by FEM. Both indirect and direct 
coupling between resonators and the waveguide can achieve EIT-like resonance. This study is 
useful for the design of in-plane cavities and vertical coupling cavities devices for integrated 
photonics communication. It gives a broaden potential area to nonlinear light applications, such 
as optical bistability, four waves mixing, and harmonic generation. In the following, I will 
experimentally study two resonators indirectly coupling configurations. 
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Chapter 5 Tunable optical buffer through an optical 
analog to EIT in coupled photonic crystal cavities 
5.1 Introduction 
As I described in the Chapter 4, the coupled resonators system is capable of achieving the 
analog to EIT when the phase shift and resonance frequency difference between the coupled 
resonators are satisfied with certain conditions. In this chapter, I present a novel approach to 
an optical analog to EIT with phase shift controlling and tuning of group delay using two 
coupled cavities. Here, I combine low loss polymer waveguides with photonic crystal 
dispersion adapted (DA) cavities [105] and results in large and dynamically controllable optical 
delay, similar to Xu et al [103]. Our system has the important difference in that the light spends 
a significant percentage of the time traveling in T polymer waveguide, which has lower 
propagation loss relative to silicon nanowires, resulting in reduced total loss compared to other 
on-chip optical delay lines. The use of polymer waveguides also increases the coupling 
efficiency to optical fibers, and the fiber to fiber loss of our system can be less than 3 𝑑𝐵. 
Specifically, I demonstrate delays as large as 300 𝑝𝑠, delay tuning exceeding 120 𝑝𝑠 and record 
low optical losses of approximately 15 𝑑𝐵/𝑛𝑠. Thus, I divide this chapter into two parts. The 
first part introduces all optical analog to EIT in two coupled photonic crystal cavities with 
phase shift controlling. The other part will introduce controllable tuning in optical analog to 
EIT in coupled photonic crystal cavities by using thermal-optical tuning.  
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5.2 All optical analog to EIT in coupled photonic crystal 
cavities with Phase shift controlling 
5.2.1 Devices design  
As described in Chapter 4.3.1, The properties of EIT-like transmission in coupled cavities 
system is strongly controlled by the phased shift of two coupled cavities, which is determined 
by the distance between two coupled cavities.  Therefore, I design three different inter cavity 
distances, as shown in Fig. 5.1 (a). The photonic crystal is embedded into a thin oxide layer 
and a SU8 polymer waveguide is placed vertically on the top of the cavity. The cavity design 
considered here is the DA cavity [105], as shown in Fig. 5.1 (b). Although this kind of the 
cavity does not offer a high FSR, I use it here because of its large fabrication tolerance, better 
mode overlap with the polymer waveguides, and easier integrated with ohmic thermal heat 
pattern, in order to tune the resonance frequency of the cavity. The two cavities are designed 
to have the same resonance frequency, however, due to the fabrication disorder, the resonance 
frequency of each cavity presents slight difference, and give us the potential to tuning the 
slowing light in coupled cavities system, which will be discussed in the section 5.3. The 
dimension of the SU8 waveguide in Fig. 5.1(c) is 3.1 𝜇𝑚 wide and 2 𝜇𝑚 high. The width is 
chosen to increase the coupling efficiency between the waveguide mode and the cavity via a 
large k-space overlap, while the waveguide still operates in a single mode. The oxide layer 
thickness is set to 110 nm as presented in Fig. 5.1 (d). This process improves the CMOS 
compatibility of the final device and increases heat transport and allows us to control the 
coupling coefficient to the polymer bus waveguide. 
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Fig 5.1 SEM schematic images of three different intracavity distances of two coupled DA cavities without an 
oxide layer covering in (a). Top view of one single DA cavity in (b). A cross-section of SU8 waveguide is shown 
in (c). A cross-section of SU8 waveguide cleaved above the cavity region is presented in (d). A thin FOx layer can 
be seen between the SU8 waveguide and the cavity in (d).  
 
5.2.2 Characterization setup 
Here, I provide a brief summary of the optical setups, including optical transmission and group 
velocity characterization of the system  
5.2.2.1 Optical transmission characterization setup 
A schematic of the optical transmission characterization setup is shown in Fig. 5.2. An end-
fire technique is used to couple light in and out of the device. The equipment used for the 
passive optical measurement are a computer operated tunable laser and detector, polarization 
maintaining fibers, collimators, a quarter wave plate, a cube beam splitter, nano positioners, 
infrared cameras. The setup was designed in such a way that for further active device 
measurements, complementary components can easily be appended to the setup. 
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Fig 5.2 Experimental setup for optical transmission measurements. OL: Objective lens, BS: polarization beam 
splitter, DUT: device under test, M: mirror, IR C: infrared camera, PMF: Polarization maintaining fiber, ASE: 
amplified spontaneous emission broadband source 
 
In the optical transmission measurement, light from the tunable laser is fed to an objective lens 
(OL1) through a polarization maintaining fiber (PMF). The collimated output is mainly TM 
polarized. The polarization of the beam is rotated to TE and any residual TM polarized light is 
filtered out with a polarization beam splitter (BS). The incoming free space TE polarized light 
is then focused onto the cleaved facet of one of the waveguides using an objective lens (OL2) 
and the transmitted light is collected from the other facet of the waveguide with objective lens 
3. When the mirror 2 (M2) is flat, the collected light goes straight to the objective lens 4 (OL4) 
and is collected and measured.  
 
The two infrared cameras are mainly used to facilitate alignment of the collimating lenses with 
the waveguides on the device. Both cameras have a broad sensitivity range, ranging from the 
visible to the infrared. This allows us to see both the chip and the infrared light propagating 
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through the device. The output infrared camera (IR C2) is used to align the output objective 
lens to the waveguide on the chip (by rotating mirror 2) and to monitor the output beam shape 
of the waveguide. The tunable laser has a wavelength range from 1520 nm to 1640 nm, with a 
scanning resolution of 1pm. There are two scanning techniques available, stepped scan and 
sweep scan. The stepped scan is more accurate but consumes a significant amount of time (up 
to 12 hours for a full scan); during this time, the mechanical alignment of the setup will drift, 
resulting in an uncontrolled power variation. In contrast, the sweep scan only takes few minutes 
with a wavelength resolution of 4 pm. The resolution is sufficient for the measurement and also 
the fast scanning time avoids any power variation due to mechanical misalignment. Thus, I 
used the sweep scan for the passive optical characterization. 
 
5.2.2.2 Group delay measurement setup 
In this measurement, the optical delay of coupled cavities system has been characterized. There 
are several different approaches to this measurement, but generally they can be broken up into 
two basic types. In the first measurement type, an optical pulse is transmitted through the slow 
light sample and the time delay is measured [166,167]. The other basic principle is to measure 
the interference of light transmitted through the slow light sample with a reference signal [168-
171]. The interference pattern is dependent on the phase difference between the two signals, 
which in turn depends on the delay between the two signals. Several different interferometer 
geometries can be used for this measurement. The setup used during this project was an 
external Mach-Zehnder (MZ) interferometer [171], as shown in Fig. 5.3. 
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Fig. 5.3 Sketch of the fiber based MZ interferometer used for slow light measurements. The sample arm consists 
of the same free space optics used for the transmission measurement (Fig 5.3). One of the fiber collimators is 
mounted on a 3-axis stage for alignment purpose and to allow fine control over the reference arm length. Coarse 
control off the reference arm length is achieved by shifting the 3-axis stage with the fiber collimator. OSA: optical 
spectrum analyzer, ASE: amplified spontaneous emission broadband source 
 
In this setup, the optical signal from the source, which can be both CW or pulsed, is separated 
into two, using 3 dB fiber splitters. The sample is included in one arm (the sample arm) of the 
MZ interferometer, while an optical delay is included in the other arm (the reference arm). In 
our implementation, the optical delay is a free space transmission of variable length. 
 
The signals are recombined using a second 3db fiber splitter and the optical signal is then 
detected by OSA. Before taking the measurement, the delay of the reference arm is adjusted 
such that its optical length is just shorter than the sample arm. Therefore, after introducing slow 
light device, the phase difference between the two signals increases, with the sign of the phase 
difference remaining constant, simplify the calculation of the group velocity. For each device 
three spectra are measured, one for each arm of the MZ individually and one of the interference 
patterns. Those three spectra are corresponding to the optical path difference due to the coupled 
cavities slow light effect, the optical path difference due to the access waveguides and the 
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physical length of the free space region in two arms. In order to separate the first component 
from the other two, the measurement is also performed on a photonic wire on the same chip 
and the delay extracted from this measurement is subtracted from the total delay for the PhC 
measurement. The resultant optical path difference is due the photonic crystal waveguide. Then, 
I can get the expression of the interferogarm [171],  
𝐼(𝜔) = 𝑆(𝜔) + 𝑅(𝜔) + ඥ𝑆(𝜔)𝑅(𝜔){𝑒𝑥𝑝[ 𝑖𝛷(𝜔) − 𝑖𝜔𝜏] + 𝑐. 𝑐}                   5.1 
Where S(ω) and R(ω) are the spectral amplitude of the sample arm and the reference arm, 
respectively. The delay line of 𝜏 is chosen to increase the contrast of the delay between the 
sample arm and reference arm, and thus decrease the fringe spacing. The information of 
propagation properties is entirely contained in the phase difference term Ф = ∅௦ − ∅ோ. The 
latter is extracted by calculating the Fourier transform of the interferogram with the 
corresponding frequency. Thus, the difference group delay between the two arms in the MZI 
is obtained by differentiating 𝛷(𝜔) − 𝜔𝜏. By subtracting other optical components’ (including 
the delay line) contribution, I can get the group delay of the sample arm. An example of 
measurements result is shown in Fig 5.4.  
 
 
Fig 5.4 Spectra of the MZI output measured for (a) the reference arm (a blank ridge waveguide), and (b) the 
sample arm (a PhC waveguide). 
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5.2.3 Optical characterization 
The normalized transmission spectrums of three different separations coupled cavities 
configuration have been presented in Fig 5.5. As been discussed in Section 4.3.1, the different 
propagation length leads to different phase shift between two coupled cavities.  Thus, three 
different round trip phases are presented respectively, corresponding to three different 
separation, varying from 20 𝜇𝑚 , 50 𝜇𝑚  to 75 𝜇𝑚 . In the case of Fig 5.5 (a), the phase 
difference between two coupled cavities is 𝑛𝜋 (𝑛 is an integer) and indicates a strong EIT-like 
transmission peak appears. Then when the phase difference between two coupled cavities is 
tuned, the EIT-like transmission peak decay and vanish in Fig 5.5 (b) and Fig 5.5 (c), 
respectively.  
 
 
Fig 5.5 Experimental transmission spectra (solid lines) and theoretical fits (dashed lines), for varying separations 
(from 25 𝜇𝑚, 50 𝜇𝑚 to 75 𝜇𝑚) between the two coupled cavities in (a)−(c), respectively. 
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Based on Eq. 4.24 in the Chapter 4, all figures are theoretical fitted using the same set of Q-
factors with cavities A and B displaying an intrinsic Q-factor of 14000 and 16000, respectively, 
and the Q-factor of the cavity coupling with the waveguide is 6500 and 7600, respectively, as 
dashed lines shown in Fig 5.4. The resonance wavelength of each cavity is shown in Table 5.1 
 
 
Table 5.1 Cavities properties and phase difference between two coupled cavities 
 
In Fig 5.6, Experimental group delay spectra with theoretical fitting result are presented, 
corresponding to the three different separations between the two coupled photonic crystal 
cavities, respectively. Fig 5.6 (a) shows a dramatic group delay of 175 𝑝𝑠 at the EIT-like 
transmission peak. Due to fabrication deviations, the resonance of each cavities cannot match 
exactly the designed values. Thus, it gives different resonance difference (𝛿) in those different 
propagation length configurations, as shown in Table 5.1. However, it offers us to check the 
relationship between the delay and the resonance difference. As has been discussed in the 
section 4.3.1, when resonance difference between two coupled cavities become smaller, the 
bandwidth of the middle band reduces, which leads a bigger group delay in the system. Thus, 
Fig 5.6 (b) shows bigger group delay of 200 𝑝𝑠 at the EIT-like transmission peak with a smaller 
difference of the resonance frequency between two coupled cavities, compared with the 25 𝜇𝑚 
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propagation length configuration. In Fig 5.6 (c), the EIT analog has not been realized between 
two coupled cavities, resulting low group delay of 40 𝑝𝑠 in the system.   
 
 
Fig 5.6 Experimental group delay spectra (solid lines) and theoretical fits (dashed lines), for varying separations 
(from left to right: 25 𝜇𝑚, 50 𝜇𝑚, and 75 𝜇𝑚) between the two coupled cavities in (a)−(c) 
 
When the optical analog of EIT occurs in the two coupled cavities system, images of the light 
emitted from the coupled cavities regions have been collected by the infrared camera looking 
from above and presented in Fig 5.7. When the frequency of the input laser pulse set as 𝜔௔ as 
shown in Fig. 5.7 (a), the cavity A has been excited, and the light has been mainly storage in 
the cavity, indicates there is low transmittance in the system. When the frequency of the input 
laser pulse tuned is to the EIT resonance in Fig 5.7 (b) and (c), the light is strongly confined 
between two coupled cavities and the waveguide. The system shows a high transmission at 
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those frequency regions, similar to EIT system. By changing the frequency of the input laser 
to the resonance of the cavity B, the light is stored in the cavity as shown in Fig 5.7 (d). 
 
 
Fig 5.7 Top-collected radiation images of the light emitted from the cavity region have been illustrated in (a)-(d). 
 
In conclusion, the group delay of the two coupled cavities exceed the single pass delay of the 
waveguide sections and the cavities by a factor of 10, indicating that the resonators interfere, 
producing a strong EIT-analog effect. The system exhibiting a 200 𝑝𝑠 delay has an on-EIT-
peak transmission of 0.5, corresponding to a 3 𝑑𝐵 loss for 200 𝑝𝑠 delay and, hence, an optical 
loss of only 15 𝑑𝐵/𝑛𝑠. the round-trip phase is detuned from 2 𝑛𝜋 (370 𝜋 in this case), resulting 
in a much weaker EIT peak and, consequently, a reduced group delay of only 40 𝑝𝑠. 
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5.3 Dynamic delay tuning through all optical analog to EIT 
in coupled photonic crystal cavities 
In this section, I use thermal-optical tuning to achieve ideal resonance frequency separation of 
two coupled photonics crystal cavities to reach maximum group delay of optical analog EIT 
system. 
5.3.1 Design and fabrication  
5.3.1.1 Design considerations 
Due to the fabrication disorder, I cannot achieve two exactly same photonic crystal cavities. 
Thus, in this section, I will study resonance modulation to achieve dynamically tuning of the 
delay in the optical analog to EIT based on coupled photonic crystal cavities. Here, I will 
discuss serval general ways to realize the resonance modulation of a photonics crystal cavity. 
For a perturbation of sufficiently small magnitude, the amount of red-shift or blue-shift is 
proportional to the change in refractive index: 
∆𝜆
𝜆଴
=
∆𝑛
𝑛
 
Where 𝑛  is the average refractive index experienced by the optical mode and 𝜆଴  is the 
resonance wavelength of the cavity. ∆𝜆  is the change in resonance wavelength due to a 
refractive index change of ∆𝑛. There are serval ways to achieve modulation in the refractive 
index of silicon structure. One is by applying an electric field to the material to either change 
the real part of the refractive index [172, 173], which is called electro-refraction, or changing 
the imaginary part of the refractive index, which is electro-absorption. Another way of 
achieving refractive index modulation is the free carrier plasma dispersion effect [174-179]. 
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This effect arises from the change in absorption caused by the change in free carrier 
concentration.  The change in absorption alters the imaginary part of the refractive index of the 
material and, as a result, it affects the real part of the refractive index, according to the Kramers-
Kronig relationship. Conventionally, the free carrier plasma effect is employed in silicon by 
adding pn or pin junctions into the device. For applying the voltage, either excess carriers are 
depleted (in reverse bias condition) from the junction or injected into the junction (in forward 
bias condition), which causes an increase or decrease in the refractive index of the silicon in 
the junction. Refractive index modulation in silicon can also be achieved by the thermal-optic 
effect, where the refractive index of the material changes with the temperature [180-182]. With 
the thermal-optic coefficient (𝑑𝑛 𝑑𝑡⁄ = 1.86 × 10ିସ/Κ) and high thermal conductivity (156 
W/mK) of silicon makes the case that silicon is suited to moderate speed, low power 
modulation [183, 184]. Thus, in order to realise thermal-optical modulation is a coupled 
cavities system with thermal-optical tuning patterns is designed based on photonic crystal 
cavities vertical coupling to a SU8 waveguide. The SEM images of coupled photonic crystal 
cavities with thermal-heating patterns are shown in Fig 5.8. The two photonics crystal cavities 
are designed the same as the photonics crystal cavities in Section 5.2. To achieve a good 
thermal conductivity between the PhC cavity region and thermal heating area, the gap between 
those two regions is chosen to be 1 𝜇𝑚 and the area of thermal heating pattern is set as 300 𝜇𝑚 
× 200 𝜇𝑚. I use Chromium and Nickel as the materials of the thermal heat pattern. Both of 
them have a good thermal conductivity at 90 𝑊/(𝑚 ∙ 𝐾)  and are easily integrated with 
semiconductor. The thickness of chromium is set to 20 nm as a transit layer between the oxide 
layer and the metal. The thickness of nickel is set to 250 nm, which can provide a good thermal 
conductivity and measurement tolerance.    
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Fig 5.8 Scanning electron microscope images of the fabricated structures. (a) Plan-view of different distance 
between two coupled DA photonic crystal cavities with ohmic-heat pattern. The two cavities are named as Cavity 
A and Cavity B, in the order from left. (b) Close look of ohmic heat pattern next to a DA photonic crystal cavity.   
  
5.3.2 Characterization setup 
For the resonance modulation setup, I have added a power source meter and a pair of needle 
probes on SUSS Microtes PH100 probe positioners to the existing optical setups in the section 
5.2.2. The schematic of the setup for the resonance modulation measurement is shown in Fig 
5.9. When the voltage is applied, a current flow passes through in the ohmic pattern and an 
amount of heat is generated around the metal pattern. Thus, the temperature around the 
photonic crystal cavities region is changed leading to the refractive index changing. The phase 
of the tuned cavity will be changed due to the temperature changing. The phase of the 
propagation light in the polymer waveguide is not changed, due to the large distance gap 
between the ohmic pattern and the polymer bus waveguide.  
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Fig 5.9 Experimental setup for the characterization of the tunable resonant reflector devices. OL: Objective lens, BS: 
polarization beam splitter, DUT: device under test, PMF: Polarization maintaining fiber, OSA: optical spectrum 
analyzer, PPC 1-2: power position controllers, ASE: amplified spontaneous emission broadband source. 
 
5.3.3 Optical characterization 
The normalized transmission spectrum with resonance tuning is presented in Fig 5.10. The 
EIT-like transmission spectrum at the initial state (0 mw power) is presented in Fig 5.10(a). 
The resonance of the cavity B is slightly blue shift away from the ideal detuning. Due to the 
positive thermos-optic coefficient of silicon, I can just red shift the cavity’s resonance. Thus, I 
tune the cavity B and keep the cavity A constant. The cavities’ parameters are listed in Table 
5.2. As the electrical power is applied the resonance of the cavity B is red-shifted, the EIT-like 
peak narrows as shown in Fig 5.10 (b).  As the resonance of the cavity B is increased further, 
leading to an increasing frequency detuning away from the ideal position, the EIT-peak 
broadens again, and the delay is reduced.  
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Fig 5.10 Experimental transmission spectra (solid lines) and theoretical fits (dashed lines) for different tuning 
power at 0 mw, 1 mw, 1.5 mw and 2 mw in the two coupled photonics crystal cavities system in (a)−(d), 
respectively.  
 
 
Table 5.2 Cavity resonance frequencies at thermal heating tuning 
 
All figures are theoretical fitted using the same set of Q-factors (with cavities A and B 
displaying an intrinsic Q-factor of 14000 and 16000, respectively, and a coupling Q-factor to 
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the waveguide of 6500 and 7600, respectively), based on Eq. 4.24 in the Chapter 4. Because 
thermo-optic tuning does not introduce optical loss and the frequency shift is relatively small, 
tuning therefore does not alter the characteristics of the transmission line shape of an individual 
cavity by itself. Therefore, the change in the line shape (and group delay) of the coupled 
cavities system comes almost entirely from the changing phase shift experienced upon 
reflection from the tuned cavity. In the case at the initial state (0 mw), the system shows a 
relatively broad transmission window, with a moderate group delay (100~150 𝑝𝑠), as shown 
in Fig. 5.11 (a). By applying thermal tuning of cavity B with 1 mw power, as shown in Fig 5.11 
(b), the coupled cavities reach the ideal frequency separation giving a large group delay of 
around 300 𝑝𝑠. The resonance wavelength of Cavity B has shifted 0.01 nm, and Cavity A has 
shifted 0.005 nm, as shown in Table 5.2. Due to the finite thermal conductivity of the whole 
device, the total temperature of the device has been raised. So, the resonance of the Cavity A 
has slightly shifted, does not keep as the original resonance wavelength. By further increasing 
the applied power to 1.5 mw and 2 mw of the thermal tuner, the resonance of the cavity B has 
been detuned away from the ideal resonance wavelength, leading a change of EIT-like peak 
and a low group delay in the system as in Fig 5.11 (c) and (d).    
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Fig 5.11 (a)−(d) Experimental group delay spectra (solid lines) and theoretical fits (dashed lines), for different 
tuning power at 0 mw, 1 mw, 1.5 mw and 2 mw applying in the two coupled photonics crystal cavities system. 
 
Thus, I have demonstrated to tune of the EIT-like transmission window and the corresponding 
group delay. By applying low power tuning, I can achieve a tuning of the delay from 160 𝑝𝑠 to 
300 𝑝𝑠  as shown in Fig. 5.12. After applying thermal tuning to Cavity B, the resonance 
difference between two coupled cavities decreases, leading to a more ideal analog EIT-
transmission. Thus, larger optical delay of the system achieves to 300 𝑝𝑠. Furthermore, when 
I continue tune the Cavity B, a worse analog EIT-transmission system is presented, and the 
optical delay of the system reduces to 160 ps. Besides, through the use of a low index polymer 
waveguide connecting the silicon PhC cavities, I can dramatically outperform pure silicon 
photonics devices in respect to the propagation loss, while maintaining a large delay and useful 
delay bandwidth product to reach 15 𝑑𝐵/𝑛𝑠. 
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Fig 5.12 Change in group delay vs heater power for the device from Figure 5.12 
 
Finally, a comparison with other delay-bandwidth devices is listed in Table 5.3. Based on the 
mechanism of slow light effect, I divide slow light products into three major configurations, 
photonic crystal structure based on optical analog to EIT system, photonic crystal waveguide 
and ring resonators. As shown in Table 5.3, I have achieved group delay at 350 𝑝𝑠, which is 
surpassed only by the EIT effect in ultracold atom gas. However, as mentioned in section 2.5.2, 
the slow light effect in ultracold atom gas [22] needs a large experimental setup and low 
temperature operation to maintain the atom gas in a quantum condensation state, which is not 
suitable to practical applications. In addition, by introducing DA oxide cladding cavity into my 
design, I can achieve a high quality factor photonic crystal cavity used for the vertical coupling 
system. It provides a high quality factor to 16000, which leads to better optical confine and 
larger optical delay. Thus, our device has a higher delay-bandwidth and smallest footprint to 
realize on-chip slow light optical communication, as compared with optical analog EIT system, 
such as photonic crystal LX cavities system [104], and ring resonators [103]. By using vertical 
coupling system with a polymer inserting waveguide, I have a lower refractive index contrast 
compared with in-plane photonic crystal cavities [104], photonic crystal waveguide structures 
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[185] and coupled ring resonators [69, 103]. Thus, a low propagation loss to 15 𝑑𝐵/𝑛𝑠 has 
been achieved. 
 
Table 5.3 a comparison of different configurations of delay-bandwidth products. 
 
5.4 Conclusion 
In this chapter, I have demonstrated an optical analog EIT-like system by using coupled 
photonic crystal cavities through a vertical coupling system. By lithograph designing coupled 
photonic crystal cavities, I can control the coupling coefficients between coupled photonic 
crystal cavities to reach an ideal analog EIT-like system. By achieving analog EIT-like system, 
I have observed a larger optical delay to 350 𝑝𝑠. In addition, by adding thermal heating patterns, 
it provides me to a tuneable optical delay system. By fully detuning from the operating 
wavelength of coupled photonic crystal cavities, it can obtain the minimum delay of the system, 
which is the single pass delay through the waveguide. In our design, the distance between two 
coupled cavities is 350 𝜇𝑚 . This length of the waveguide corresponds to a delay of 
approximately 2 𝑝𝑠. Thus, a full control of two cavities would allow me to obtain a tuning 
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range from 2 𝑝𝑠 to 300 𝑝𝑠. By introducing a polymer inserting waveguide into the vertical 
coupling system, light is transmitted through the system before undergoing significant 
scattering which leads to a reduced optical loss to 15 𝑑𝐵/𝑛𝑠 . And The use of polymer 
waveguides also increases the coupling efficiency to optical fibers for the further design. The 
fiber to fiber loss could be less than 3 𝑑𝐵. As the optical analog EIT-like system is based on a 
resonant effect (and is linear, reciprocal and time-invariant), it follows that all such coupled 
resonators systems the device is constrained by the delay-bandwidth limit, which has a 
maximum value of 𝛥𝜏𝛥𝜔 = 2𝜋 . An examination of the experimental data gives a delay-
bandwidth product of approximately 6.65, which is close to the theoretical maximum. Thus, 
this design solves the challenge of optical delay line that can be tuned with low power 
consumption and gives a large delay with a broad bandwidth in a low propagation loss. 
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Chapter 6 Conclusion  
6.1 Thesis summary 
In this thesis, I have introduced and demonstrated a new architecture for optical analog EIT 
system on a simple and facilitate silicon photonics platform for on-chip optical communication, 
which can be used in a wide range of applications, ranging from on chip networks or to optical 
beam steering. The dispersion adapted (DA) photonic crystal cavities have been introduced to 
achieve a better light confinement and efficient vertical coupling. Additionally, it gives a 
smaller footprint, lower power consumption and larger free spectral range (FSR), compared 
with other couplie cavities systems. The core idea for using DA photonic crystal design is to 
achieve the optical analog to EIT by vertical coupling with a low index polymer waveguide. 
Therefore, lower propagation losses and coupling loss is realised, compared with other optical 
analog to EIT systems. Through new vertical coupling technique, I have demonstrated that an 
extinction ratio of more than 15 𝑑𝐵  can be achieved. Different configurations of coupled 
cavities have been discussed in theoretical and suitable experimental designs have been 
proposed. Through different thickness of oxide buffer layer between DA photonic crystal 
cavities and the bus waveguide, precise controlling of the coupling coefficient between the bus 
waveguide and coupled cavities can be realised. Ultimately, two promising approaches has 
been proposed and demonstrated to realize the optical analog to EIT in coupled photonic crystal 
cavities. By lithographic different distances between two coupled photonic crystal cavities, the 
phase mismatch between two coupled photonic crystal cavities is designed to realize an EIT-
like transmission. And, a strong interference between two cavities and the bus waveguide has 
been directly observed, corresponding with the simulation result in Chapter 4. On the other 
hand, by adding thermal-optical tuning, the resonance wavelength of two photonic crystal 
cavities can be modified and a tuning of optical analog to EIT transmission line is demonstrated. 
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Thermal tuning optical delay is presented which achieves tuning from 160 𝑝𝑠 to 300 𝑝𝑠 by 
applying milliwatt power.  
 
6.2 Future directions 
In chapter 4, I have theoretically demonstrated different configurations of coupled resonators 
to achieve slow light. Based on those promising approaches, I have identified potential designs 
to realize the slow light effect for further practical applications in information communications. 
In addition, even initial demonstration of optical analog to EIT system in vertical coupled have 
been present, the scalability and integration with other optical communication components still 
need to be explored, such as modulators and laser. In this section, I list some of the research 
plans that will be undertaken in the further. 
 
6.2.1 Optimization of tuning performance  
In this thesis, I use thermal-optical tuning pattern to control the resonance wavelength of two 
coupled resonators to control EIT-like transmission in the system. As we known, the thermal-
optical tuning is determined by the heat transfer from ohmic pattern to the silicon. However, 
ohmic pattern thermal-optical tuning slower processing time, compared with P-N junction 
tuning. Hence, in future designs, I will add different configurations of P-N junction to realize 
fast switch tuning, as shown in Fig 6.1. Two diode configurations of P-N junction have been 
design. In Fig 6.1 (a), a simple P-N diode has been presented, which the depletion region is 
designed to the cavity axis. In this case, the optical mode overlap with the depletion region is 
small. An advanced interleaved junction design is show in Fig 6.1 (b). As the interleaved P-N 
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junctions are crossing the cavity region, a better overlap is achieved between the optical mode 
and the depletion region. Meanwhile, P-N junctions has been separated with the interleaved 
region, which allows us to obtain a higher fabrication tolerance and a faster tuning speed, 
compared with the structure in Fig 6.1 (a). By employing P-N junction in our structure, it allows 
us to apply a faster switching between different group delay states to realize on-chip all optical 
information processing. Both red- and blue-shift of the resonance of cavities would provide 
additional freedom in tuning. A sample with P-N junction design has already been fabricated 
and measured in Cork institute of Technology. Some initial experiments have already been 
done, such as measuring the transmission spectra. 
 
 
Fig 6.1 Schematic of P-N junctions design for electrical-tuning (a) traditional P-N junction and (b) interleaved P-
N junction, respectively  
 
I have demonstrated to lithograph tuning the phase difference to achieve EIT-like transmission 
spectrum through several different spatial distances between two coupled cavities to. In the 
next step, I will use thermal tuning on polymer waveguide to achieve the different phase 
propagation length between two coupled cavities. In this case, I can achieve a direct phase 
different controlling in a single device. A functional device has already been fabricated. 
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6.2.2 On-chip all optical processing 
Another promising application is to build an optical processing chips combined with a nano-
laser [186]. This new architecture of nano-laser, based on photonic crystal cavities, has been 
demonstrated to achieve external cavity laser, which shares the same fabrication frame in our 
slow light products, as shown in Fig 6.2. The reflective semiconductor optical amplifier (RSOA) 
and the photonic crystal cavity acts as a Fabry-Perot cavity and are connected via bus 
waveguide. 
 
Fig 6.2 Figure reproduced from Ref [186] Schematic of an External cavity laser combining an III-V RSOA and 
a silicon photonic reflector, which is based on a photonic crystal cavity coupling with a bus waveguide.  P-N 
junction has been applied to achieve electrical tuning for the resonance wavelength. 
 
This device provides milliwatt-level output powers and a side-mode suppression of more than 
40 𝑑𝐵 . Meanwhile, the output wavelength of the laser can be lithographically controlled 
through the design of the photonic crystal cavity’s resonance wavelength or wavelength tuning 
by adding thermal or electrical tuning pattern. By engineering designing the output wavelength 
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of the laser, I can easily match with the wavelength of EIT-like transparency window. By 
introducing coupled cavities, I can achieve a huge group delay at the EIT-like transmission 
peak in the system. Thus, it allows us to store the light and address it into different signal states, 
in which is similar to on and off to signify “0” and “1” states. In this system, I have many 
flexible parameters to adjust, such as the output wavelength of the laser, and the tuneable group 
delay of the system. By combining those two components, I can achieve totally on-chip optical 
information process and open a potential design for quantum electrodynamics applications
 135
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