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Cap´ıtulo 1
Centralidad y cohesividad en redes
sociales
Podemos definir gene´ricamente una red como un conjunto de actores (nodos) que
mantienen ciertas conexiones entre ellos. Ejemplos de redes encontramos en muchas es-
feras de nuestra vida diaria: las redes sociales de u´ltima generacio´n (tuenti, facebook,...),
Internet, las relaciones entre los consejos de administracio´n de diferentes empresas, las
citas de los autores en revistas cient´ıficas, la red de difusio´n de virus como el VIH, las
rutas ae´reas, las redes neuronales o el sistema de prote´ınas de un organismo.
El estudio de las redes ha sido tradicionalmente un to´pico relevante en mu´ltiples dis-
ciplinas y espec´ıficamente dentro de las ciencias sociales. En la u´ltima de´cada se ha con-
vertido, sin duda, en uno de los temas que ma´s investigadores ha atra´ıdo.
Es posible distinguir varios tipos de redes en funcio´n de la naturaleza de sus nodos y
del tipo de relaciones entre ellos:
Redes sociales. Una red social es un conjunto de personas o grupos con una estruc-
tura de relaciones o interacciones entre ellos. Desde los an˜os treinta, los socio´logos
tienen en cuenta este tipo de estructuras para comprender el funcionamiento de la
sociedad. En el contexto sociolo´gico los estudios t´ıpicos se dirigen a definir, analizar
y medir variables como la centralidad de los individuos (quie´nes son ma´s impor-
tantes, esta´n mejor conectados con otros o tienen mayor poder), la centralizacio´n
(distribucio´n de la centralidad), o la cohesividad de grupos (tendencia de sus
miembros a mantenerse unidos persiguiendo ciertas metas o, tambie´n, resistencia
del grupo a romperse).
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Redes de informacio´n. La red de informacio´n ma´s importante hoy en d´ıa es la World
Wide Web, que es la red de pa´ginas web. Estas pa´ginas contienen informacio´n de
diferentes tipos y esta´n unidas por enlaces. El traslado a este contexto de conceptos
y soluciones de la teor´ıa cla´sica de redes sociales ha dado lugar a uno de los mayores
e´xitos tecnolo´gicos y empresariales: el buscador Google. Otro ejemplo, la red de citas
entre art´ıculos acade´micos. Aqu´ı los arcos son dirigidos y no hay ciclos, ya que es
imposible citar art´ıculos au´n no escritos.
Redes tecnolo´gicas. Son redes disen˜adas para distribuir algu´n recurso: la red ele´ctri-
ca, la telefo´nica, Internet, las rutas ae´reas, etc.
Redes biolo´gicas. En este campo encontramos ejemplos de redes de neuronas, de
prote´ınas, etc.
A pesar de tanta variabilidad en los diferentes tipos de redes, existen ciertas
propiedades transversales a la mayor´ıa de ellas. Newman (2003) hace referencia a algunas:
El Efecto Pequen˜o Mundo. La trayectoria o trayectorias geode´sicas que unen dos no-
dos en una red son, en general, de escasa longitud. Como consecuencia la transmisio´n
de informacio´n es ra´pida, una persona puede conectarse con muchas sin necesidad
de apoyarse en ma´s de 5 o´ 6 intermediarios en cada ocasio´n, y es factible llegar de
una punta a otra del globo con a lo ma´s 2 o´ 3 escalas ae´reas.
Transitividad o formacio´n de clusters o bloques. En la mayor´ıa de redes se observa
que si el nodo A esta´ unido con el B y e´ste con el C, entonces existe una probabilidad
alta de que A este´ conectado con C. Es decir, los amigos de mis amigos son mis
amigos.
Distribuciones del grado. Si se considera la distribucio´n del grado de los nodos puede
comprobarse emp´ıricamente que, en la mayor parte de las redes, dicha distribucio´n
tiene una larga cola derecha de valores que esta´n muy por encima de la media.
Resistencia de las redes a romperse. Si se eliminan nodos de una red la longitud
de los caminos de conexio´n entre nodos aumenta, pudiendo llegar a desconectar
nodos previamente conectados y crear nuevas componentes conexas. En algunos
contextos el ana´lisis de esta resistencia puede ser de vital importancia. Por ejemplo,
en epidemiolog´ıa, donde la eliminacio´n de nodos se asocia con la vacunacio´n de
individuos contra una enfermedad.
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Diferentes tipos de nodos. Es frecuente la existencia de diferentes tipos de nodos
en una red y las probabilidades de conexio´n entre ellos dependen a menudo de
dichos tipos. Por ejemplo, en una red en la que se representa que´ especies se alimen-
tan de otras en un ecosistema, inmediatamente se distinguen plantas, herb´ıvoros y
carn´ıvoros. Muchas aristas relacionan plantas y herb´ıvoros y, tambie´n, herb´ıvoros y
carn´ıvoros, pero pocas relacionan herb´ıvoros con otros herb´ıvoros y carnivoros con
plantas. En Internet se distinguen los nodos correspondientes a los proveedores, los
consumidores y los de las ISP que unen a unos con otros. En las redes sociales este
tipo de comportamiento selectivo se conoce como homofilia conductual.
En esta Memoria nos proponemos llevar a cabo una aproximacio´n a las medidas de
centralidad de individuos y de cohesividad de grupos en redes sociales y de comunicacio´n
desde la Teor´ıa de Juegos. Sin embargo, existe una extensa literatura sobre estos to´picos
surgida, como ya se ha dicho, en la esfera de las ciencias sociales.
1.1. La Centralidad como concepto sociolo´gico
La idea de centralidad aplicada a las redes de comunicacio´n humana aparece inicial-
mente en un trabajo de Bavelas (1948), en el que se muestra el intere´s por la comunicacio´n
en grupos pequen˜os. Las primeras investigaciones emp´ıricas fueron llevadas a cabo por el
propio Bavelas en el M.I.T. a finales de los an˜os 40. En estos trabajos se concluyo´ que la
centralidad estaba relacionada con la eficiencia del grupo a la hora de resolver problemas,
con la percepcio´n del liderazgo y con la satisfaccio´n personal de los miembros del grupo.
Desde entonces se ha escrito mucho sobre centralidad en redes sociales, pero sin llegar
a una definicio´n clara del concepto, y sin una formalizacio´n matema´tica un´ıvoca para su
ca´lculo. Todos los investigadores en redes sociales aceptan que la centralidad esta´ fuerte-
mente relacionada con otras propiedades de los nodos como, por ejemplo, el poder. Pero
aqu´ı acaba el consenso. No hay unanimidad sobre lo que es exactamente la centralidad o
sobre cua´les son sus bases conceptuales, y existe muy poco acuerdo sobre el procedimiento
ma´s adecuado para medirla.
A lo largo del tiempo se han propuesto diferentes medidas de centralidad. El desarrollo
de e´stas deber´ıa haber ayudado a clarificar el concepto, especificando sus componentes y
las relaciones entre los mismos. Sin embargo, parece haberse producido el efecto contrario.
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Las diversas medidas esta´n a menudo relacionadas so´lo de una manera muy vaga con las
ideas intuitivas que pretenden reflejar, y muchas de ellas son tan complejas que es dif´ıcil
descubrir que´ esta´n midiendo realmente.
Con frecuencia, la centralidad se ha definido de una manera indirecta. Por ejemplo,
diremos que un individuo es central en una red social si:
(i) puede comunicarse directamente con muchos actores, o´
(ii) esta´ cerca de muchos de los otros nodos de esa red, o´
(iii) hay muchas parejas de individuos que lo necesitan (o pueden necesitarlo) para
establecer una comunicacio´n entre ellos.
Estas ideas esta´n reflejadas en las diferentes medidas de centralidad que se han intro-
ducido en la literatura sobre redes sociales.
Un ejemplo ilustrativo, en el que pueden valorarse las tres facetas de la centralidad
mencionadas, es el centro de una estrella (Figura 1.1). Tal nodo posee tres propiedades
estructurales distintas que so´lo se encuentran (simulta´neamente) en esta posicio´n:
Figura 1.1: Estrella
Ma´ximo grado posible, i.e., el centro puede comunicarse directamente con todos los
restantes actores.
Estar lo ma´s cerca posible de todos los dema´s nodos.
Intermediar en la conexio´n de cualquier pareja de nodos.
Dado que e´stas son propiedades estructurales del centro de una estrella, nodo al que
se le atribuir´ıa intuitivamente mucha centralidad, compiten entre ellas por ser la base
sobre la que se sustenta la definicio´n. Muchas de las medidas cla´sicas se apoyan directa
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o indirectamente en una u otra de estas propiedades, as´ı como en la idea de camino
geode´sico. Dentro de una red, un camino geode´sico entre dos nodos es aque´l que los
conecta utilizando el menor nu´mero posible de aristas. En Freeman (1979) se resumen
tales medidas:
(i) Centralidad por grado (degree centrality) (Shaw, 1954; Nieminen, 1974). Esta
aproximacio´n identifica la idea de centralidad con el grado de un nodo, es decir, el
nu´mero de aristas incidentes en e´l. La centralidad por grado fija su atencio´n en el
nivel de actividad en la comunicacio´n. Cuanta mayor capacidad para comunicarse
directamente con otros nodos, mayor centralidad.
Por ejemplo, el centro de la estrella en la Figura 1.1 tendra´ el mayor nivel de comu-
nicacio´n directa con el resto de nodos y, en consecuencia, sera´ el nodo con mayor
centralidad. Utilizando la propia notacio´n de Freeman, se define la centralidad por
grado de un nodo pk como:
CD(pk) =
n∑
i=1
a(pi, pk),
donde
a(pi, pk) =
{
1 si existe una arista entre pi y pk
0 en otro caso.
(ii) Centralidad por proximidad, (closeness centrality) (Beauchamp, 1965;
Sabidussi, 1966). Otra razo´n que hace que el centro de la estrella sea ma´s central
que otros nodos es el hecho de que es el que ma´s cerca esta´ de todos los restantes.
Esta aproximacio´n considera la suma de distancias geode´sicas entre un nodo dado
y el resto como medida de descentralidad, en el sentido de que, cuanto menor sea
esa suma, mayor sera´ la centralidad,
CC(pk)
−1 =
n∑
i=1
d(pi, pk),
donde d(pi, pk) cuenta el nu´mero de aristas de la geode´sica o geode´sicas que unen
los nodos pi y pk.
La centralidad por proximidad es una medida de la independencia en las comuni-
caciones, de la posibilidad de comunicarse utilizando un menor nu´mero de interme-
diarios. En este sentido, la centralidad por grado podr´ıa considerarse como un caso
particular de esta medida.
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(iii) Centralidad por intermediacio´n, (betweenness centrality) (Bavelas, 1948 y
Freeman, 1977). Una tercera razo´n para considerar que el centro de la estrella tiene
ventaja sobre el resto de nodos es que sus conexiones con los restantes nodos hacen
que e´stos puedan comunicarse entre ellos utiliza´ndolo como intermediario. En la
estrella, el nodo central es el u´nico que tiene esta propiedad.
La medida de centralidad por intermediacio´n de un nodo dado se obtiene a partir
del nu´mero de trayectorias geode´sicas en las que interviene:
CB(pk) =
n∑
i<j
Iij(pk),
donde Iij(pk) =
gij(pk)
gij
, siendo gij(pk) el nu´mero de geode´sicas entre los nodos i y j
en las que interviene pk, y gij el nu´mero total de caminos geode´sicos entre i y j.
Borgatti y Everett (2006) hacen una revisio´n de otras medidas de centralidad clasi-
fica´ndolas en medidas de proximidad o de intermediacio´n.
Una aproximacio´n diferente al concepto de centralidad, que no hace uso so´lo de caminos
geode´sicos, es la que introdujeron Stephenson y Zelen (1989). Proponen una medida basa-
da en el concepto de informacio´n, tal y como se define en la teor´ıa de la estimacio´n es-
tad´ıstica. Para cada nodo, la medida es una media ponderada de las longitudes de todos
los caminos entre ese nodo y los restantes, en la que los pesos dependen de la informacio´n
contenida en cada camino.
Otro concepto de centralidad se nos ofrece en el trabajo de Bonacich (1972). E´ste
propone como medida de centralidad el vector propio correspondiente al autovalor domi-
nante de la matriz de adyacencia del grafo que representa la red social. En esta medida
esta´ basado el algoritmo PageRank que utiliza Google para ordenar las pa´ginas Web.
Asociado al concepto de centralidad de un nodo en una red social aparece el de poder.
Algunos autores identifican la idea de poder con la de centralidad. Otros consideran que,
au´n existiendo relaciones, los dos conceptos corresponden a ideas diferentes.
Diversos trabajos reflejan esta controversia:
All sociologists agree that power is a fundamental property of social structure but, there
is much less agreement about what power is. (Hanneman, 1999)
Despite the once wide acceptance of the link between centrality and power, the extent to
which both concepts are related is now an issue of intense controversy. (Mizruchi y Potts,
1998).
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En 1987, Bonacich introdujo una modificacio´n de su medida de centralidad en la que
trata de tener en cuenta la relacio´n entre poder y centralidad1. La aproximacio´n juego-
teo´rica al concepto de centralidad que proponemos en esta Memoria relaciona tambie´n la
centralidad con el poder.
Casi todas las medidas de centralidad en redes sociales se refieren a grafos no dirigidos.
Waserman y Faust (1994) hacen una revisio´n de las medidas de centralidad por grado,
proximidad e intermediacio´n adaptadas al caso dirigido.
1.2. La cohesividad en redes sociales
Otro aspecto relevante en el ana´lisis de redes sociales es la identificacio´n de subgrupos
cohesivos dentro de una red. El concepto de cohesividad, de nuevo, es esquivo y con
frecuencia se define de manera indirecta. As´ı, se dice que un grupo es cohesivo cuando
sus miembros poseen contactos entre ellos que hacen que tienda a mantenerse unido.
Desde este punto de vista, en un grupo cohesivo, los individuos tendra´n relaciones fuertes,
directas y frecuentes.
White y Harari (2001) distinguen dos aspectos en la forma de relacionarse los miembros
de un grupo que pueden ayudar a mantenerlo unido. Llaman cohesio´n a la “contribution
made by (adding or subtracting) individual members of a group, together with their ties, to
holding it together”, y llaman adhesio´n a la “contribution made to holding a group together
-keeping membership constant- by (adding or subtracting) ties between its members” (pp.
306-307).
Otros aspectos de la cohesividad esta´n recogidos en la literatura como “the resistance
of a group to disruptive forces” (Gross y Martin 1952; p. 553), o “the tendency of a group
1Bonacich es el primero en plantearse que la diferencia entre poder y centralidad puede ser algo ma´s
que un matiz de interpretacio´n. Para ilustrar las diferencias entre ambos conceptos, propone un ejemplo
en el que centralidad y poder pueden llegar a ser antago´nicos. Supongamos que dos individuos A y B
tienen 5 amigos ı´ntimos. Sin embargo, los amigos de A no tienen ma´s amistades fuera del a´mbito de A
mientras que los de B, a su vez, tienen otros grupos de amigos. Para Bonacich es claro que el individuo B
es ma´s central que el A, pero se cuestiona la idea de si, en esta situacio´n, deber´ıan considerarse conceptos
paralelos la centralidad y el poder. Argumenta que estar conectado a otros actores a su vez conectados
con terceros actores hace que el individuo B pierda poder, en el sentido de que es menos necesario para
la estabilidad de la red social; sin embargo, en la situacio´n de A, e´ste sera´ muy poderoso, ya que todos
dependen de e´l.
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to stick together and remain united in pursuit of its goals and objectives” (Carron 1982;
p.124).
Con el objetivo de identificar subgrupos cohesivos en una red, los analistas de redes
sociales han propuesto varios tipos de medidas de cohesio´n. Algunas de ellas hacen uso
del concepto de conectividad de un grafo. White y Harary (2001) utilizan el concepto
de node-connectivity, y Wasserman y Faust (1994) toman de Harary (1969) el concepto
de line-connectivity o edge-connectivity. Ambas medidas describen la conectividad de un
grafo basa´ndose en la eliminacio´n de nodos (la primera) o aristas (la u´ltima).
Otras medidas de cohesio´n utilizan el concepto de densidad de un grafo. Si una red
social tiene n nodos y l aristas, su densidad es simplemente la proporcio´n del nu´mero
de aristas existentes respecto del nu´mero total posible. Estas aproximaciones utilizan
entonces la densidad relativa de cada grupo de nodos para intentar identificar grupos
sociales cohesivos.
Basa´ndose en los conceptos de conectividad y densidad (condicional), White y Harary
(2001) proponen su Scalable Aggregate Measure of Cohesion.
La redundancia en la comunicacio´n es otro aspecto muy relacionado con la cohesividad.
Internet es un ejemplo de un tipo de red en el que las redundancias facilitan la transmisio´n.
La cohesio´n fue el objetivo de la transmisio´n por paquetes conmutados disen˜ada a trave´s
de mu´ltiples caminos. Si el sistema hubiera sido disen˜ado alrededor de un hub central
u´nico, resultar´ıa ma´s vulnerable a posibles ataques.
A partir de esta idea de la relacio´n entre cohesio´n y redundancia en las comunicaciones,
Alba (1973) presenta un modelo probabil´ıstico para su medida. Utiliza la funcio´n de
probabilidad hipergeome´trica para calcular la probablidad de observar exactamente l′
aristas en un subgrafo tomado de un grafo con n nodos y l aristas.
Todos estos conceptos previos aparecen en la aproximacio´n que presentamos en esta
Memoria que esta´ basada en dos ideas principales:
(i) Parafraseando a Carron (1982), consideramos que el objetivo de un grupo (sus
intereses) debe determinar su tendencia a permanecer unido. Por ejemplo, una particular
especificacio´n de los intereses u objetivos puede hacer al grupo en γ1 ma´s cohesivo que el
grupo en γ2 (Figura 1.2) o viceversa.
En nuestra aproximacio´n, estos intereses comunes se reflejan utilizando un juego coa-
licional.
8
54
32
1
5
32
1 4
(Ν,γ1) (Ν,γ2)
Figura 1.2: Cohesividad
(ii) Por otra parte, usaremos un marco probabil´ıstico para considerar la contribucio´n
de la densidad de un grafo a su cohesio´n, involucrando el impacto esperado al eliminar
un arco.
A partir de ambas ideas (el juego y el entorno probabil´ıstico) definiremos una familia
de medidas de cohesio´n. Dada una red social y un juego v, que refleja el intere´s de
los individuos en permanecer unidos, definiremos la cohesividad de un grupo de nodos
como la proporcio´n de su riqueza que son capaces de conservar cuando sus relaciones
pasan de determin´ısticas a aleatorias, pudiendo e´stas mantenerse o desaparecer con igual
probabilidad.
Como veremos, estas medidas tienen en cuenta tambie´n la redundancia en las comu-
nicaciones, y satisfacen, para cierta clase de juegos, las propiedades ma´s relevantes que
debe cumplir una medida de cohesividad.
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Cap´ıtulo 2
Preliminares
En este cap´ıtulo se presentan aquellas definiciones y resultados propios de la Teor´ıa
de Juegos o de la Teor´ıa de Grafos que se utilizara´n a lo largo de esta Memoria: juegos
cooperativos en forma de funcio´n caracter´ıstica, ı´ndices de poder, grafos, grafos proba-
bil´ısticos y digrafos, as´ı como las situaciones de comunicacio´n que sirven como modelo
para los juegos cooperativos con restricciones en la comunicacio´n. Adema´s, se introducen
algunas reglas de reparto para diferentes situaciones de comunicacio´n: el valor de Myerson,
el valor posicional y el valor probabil´ıstico en el caso no dirigido, y el valor de Shapley o
de Banzhaf para juegos con estructura de permisos, la β-medida o la accesibilidad en el
caso dirigido.
2.1. Juegos cooperativos n personales
La teor´ıa de juegos fue iniciada por John von Neumann en 1928. Sus aproximaciones
a los problemas de cooperacio´n y competicio´n se redescubrieron en 1944 cuando von Neu-
mann y el economista Oskar Morgenstern escriben un tratado titulado Theory of Games
and Economic Behaviour. En e´l introdujeron el concepto de juego cooperativo n-personal
y algunas ideas relacionadas con posibles conceptos de solucio´n para tales juegos. En
particular, un juego cooperativo fue definido como el modelo de un conflicto en el que
los jugadores o actores que intervienen (personas, instituciones, empresas, etc.) persiguen
alcanzar un determinado objetivo (ganar una votacio´n, buscar mayores beneficios empre-
sariales, mejorar una gestio´n, etc) mediante la colaboracio´n entre ellos.
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A diferencia de los denominados juegos competitivos o no cooperativos, en los que
desempen˜an un papel primordial las estrategias de las que disponen los jugadores as´ı co-
mo la funcio´n de pago (que depende de las diferentes estrategias que se empleen), la
aproximacio´n introducida por los mencionados autores para el caso cooperativo ignora
los aspectos relacionales de los jugadores y se centra en el resultado econo´mico que cada
posible coalicio´n obtendra´ en caso de formarse. Supusieron adema´s que tal pago es com-
pletamente divisible y transferible de unos jugadores a otros. Esto motiva que los juegos
cooperativos se denominen, tambie´n, juegos de utilidad transferible o juegos TU.
Formalmente podemos definir un juego cooperativo n-personal en forma de funcio´n
caracter´ıstica como sigue.
Definicio´n 2.1.1 Un juego n-personal en forma de funcio´n caracter´ıstica, o juego TU,
viene dado por un par (N, v), siendo N = {1, . . . , n} un conjunto finito de jugadores y v,
la funcio´n caracter´ıstica, una funcio´n real definida sobre 2N , que satisface v(∅) = 0.
Para cada subconjunto S (coalicio´n) de N , v(S) expresa la ganancia alcanzable por
dicha coalicio´n si sus miembros cooperan. Cuando no exista ambigu¨edad sobre N , identi-
ficaremos el juego (N, v) con su funcio´n caracter´ıstica v.
Si v(N) =
∑
i∈N v({i}), el juego es, en la pra´ctica, no cooperativo, dado que los
jugadores no encuentran ningu´n incentivo en la cooperacio´n. Este tipo de juegos se llama
inesencial. En lo que sigue, esta Memoria se centrara´ en los juegos esenciales.
Ejemplo 2.1.1 En un parlamento democra´tico constituido por 350 diputados con derecho
a voto, las decisiones se adoptan mediante el voto favorable de la mayor´ıa absoluta de sus
miembros. En esta situacio´n, el juego se representa por N = {1, 2, . . . , 350} y su funcio´n
caracter´ıstica v : 2N → IR viene dada, para cada S ⊂ N por:
v(S) =
{
1 si |S| ≥ 176
0 en otro caso.
Aqu´ı, los valores 1 y 0 reflejan, respectivamente, si una coalicio´n de jugadores es ganadora
o perdedora.
Los juegos cooperativos n-personales con la suma y el producto por escalares como
leyes de composicio´n interna y externa respectivamente, tienen estructura de espacio vec-
torial real. Notaremos GN dicho espacio. Su dimensio´n es 2n−1. Una base que utilizaremos
con frecuencia es la de unanimidad.
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Definicio´n 2.1.2 Para cada coalicio´n no vac´ıa dada S ⊂ N , definimos el juego de una-
nimidad (N, uS) como aque´l con funcio´n caracter´ıstica:
uS(T ) =
{
1 si S ⊂ T
0 si S ⊂/ T.
Para escribir cualquier juego en te´rminos de esta base necesitaremos conocer sus co-
ordenadas en ella.
Definicio´n 2.1.3 Dado un juego (N, v), sus coordenadas en la base de unanimidad se
conocen como dividendos, o coeficientes, de Harsanyi (Harsanyi, 1963). Sera´n notados
{∆v(S)}∅6=S⊂N , con:
∆v(S) =
∑
T⊂S
(−1)s−tv(T ), (2.1)
siendo s y t los cardinales de S y T respectivamente1.
Los dividendos esta´n relacionados con los valores de las coaliciones y rec´ıprocamente.
En particular, para cada S ⊂ N ,
v(S) =
∑
T⊂S
∆v(T ). (2.2)
Nos sera´n u´tiles tambie´n la base cano´nica y la base de los juegos de los gastos generales
(pure overhead games).
Definicio´n 2.1.4 Dada una coalicio´n no vac´ıa S ⊂ N se define el juego dual de (N, uS)
como aque´l con funcio´n caracter´ıstica u∗S definida por:
u∗S(T ) =
{
1 para todo T ⊂ N con T ∩ S 6= ∅
0 en otro caso.
Al juego u∗S se le llama juego de representacio´n de la coalicio´n S. El juego −u∗S se
suele interpretar como un juego de coste, donde u∗S(T ) ser´ıa el coste en el que incurre la
coalicio´n T , que es unitario siempre que algu´n miembro de S pertenezca a T .
1La notacio´n s = |S|, que por otro lado es esta´ndar, se mantendra´ en el resto de esta Memoria.
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Siguiendo a Owen (1986), para cada S ⊂ N con S 6= ∅, llamaremos al juego pS = −u∗S
el juego de los gastos generales sobre S. Obviamente, la familia {pS}∅6=S⊂N es tambie´n
una base de GN .
Si dado (N, v) ∈ GN , nos centramos en el valor de las subcoaliciones de un conjunto
de jugadores S de N , podemos definir el juego v restringido a S.
Definicio´n 2.1.5 Dada una coalicio´n no vac´ıa S ⊂ N y un juego (N, v) ∈ GN , se define
el juego restringido a S, (S, v|S), como aque´l cuya funcio´n caracter´ıstica satisface:
v|S(T ) = v(T ), T ⊂ S.
Basa´ndonos en propiedades particulares de la funcio´n caracter´ıstica de un juego co-
operativo es posible considerar diferentes familias de juegos. Entre ellas, las que se definen
a continuacio´n.
Definicio´n 2.1.6 (N, v) es un juego sime´trico si, para toda coalicio´n S ⊂ N , v(S) de-
pende so´lo de s. En tal caso, identificaremos v(S) con v(s).
As´ı, (N, v) sera´ un juego sime´trico si asigna el mismo valor a todas las coaliciones con
el mismo nu´mero de jugadores. Por tanto, todos los jugadores participan en el juego en
igualdad de condiciones y son intercambiables. Notaremos SN el subespacio de GN forma-
do por los juegos sime´tricos. El juego del Ejemplo 2.1.1, adema´s de simple es, obviamente,
sime´trico.
Si (N, v) es un juego sime´trico, por (2.1) los dividendos de una coalicio´n so´lo dependen
del taman˜o de e´sta. En tal caso, utilizaremos indistintamente ∆v(S) o´ ∆v(s).
Definicio´n 2.1.7 (N, v) es un juego mono´tono si v(S) ≤ v(T ) para todo S ⊂ T ⊂ N .
Ejemplo 2.1.2 El juego sime´trico del ejemplo 2.1.1 es trivialmente mono´tono. Sin em-
bargo, podemos definir un juego sime´trico (N, v) que no satisfaga la condicio´n de mono-
ton´ıa:
v(S) =
{
1 si s impar
2 si s par.
En este caso todas las coaliciones de taman˜o 2 incluidas en una coalicio´n de taman˜o 3
tienen un valor mayor que el de e´sta.
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Definicio´n 2.1.8 (N, v) es un juego superaditivo si, para todo par de coaliciones disjuntas
S y T de N , se tiene que:
v(S ∪ T ) ≥ v(S) + v(T ).
Es decir, un juego sera´ superaditivo si al unirse dos coaliciones disjuntas consiguen
al menos la suma de lo que obtendr´ıan por separado. Por tanto, los juegos superaditivos
incentivan la cooperacio´n entre los jugadores.
Notaremos AN la clase de juegos superaditivos con conjunto de jugadores N .
Por otra parte, es trivial comprobar que, si un juego toma valores no negativos, la
condicio´n de superaditividad implica la de monoton´ıa.
El juego del Ejemplo 2.1.1 es superaditivo y el del Ejemplo 2.1.2, que no era mono´tono,
tampoco es superaditivo. Sin embargo, existen juegos como el del siguiente ejemplo que
son mono´tonos pero no superaditivos.
Ejemplo 2.1.3 Sea (N, v) con N = {1, 2, 3, 4} y funcio´n caracter´ıstica dada por
v(S) =
{
0 si s = 0, 1
1 si s ≥ 2.
(N, v) es trivialemente mono´tono y sin embargo, v(N) = 1 < v({1, 2}) + v({3, 4}). Por
tanto (N, v) no es superaditivo.
Definicio´n 2.1.9 (N, v) es un juego convexo si, para todo par de coaliciones S y T de
N , se tiene que:
v(S ∪ T ) + v(S ∩ T ) ≥ v(S) + v(T ).
Notaremos CN la clase de los juegos convexos con conjunto de jugadores N . Todo juego
convexo es superaditivo (para comprobarlo basta tomar S ∩ T = ∅). El rec´ıproco no es
necesariamente cierto, como prueba el siguiente contraejemplo.
Ejemplo 2.1.4 Sea (N, v) un juego sime´trico con N = {1, 2, 3} y funcio´n caracter´ıstica
v definida por:
v(S) =
{
0 si s = 0, 1
1 si s = 2, 3.
Es sencillo comprobar que (N, v) es superaditivo. Sin embargo, no satisface la condicio´n
de convexidad.
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Definicio´n 2.1.10 (N, v) es un juego casi-positivo (almost positive), si ∆v(S) ≥ 0 para
todo ∅ 6= S ⊂ N .
Notaremos APN la clase de los juegos casi-positivos con conjunto de jugadores N .
Todo juego casi-positivo es convexo. La prueba de este resultado es directa por (2.2). El
rec´ıproco, en general, no es cierto, como prueba el siguiente contraejemplo.
Ejemplo 2.1.5 Sea (N, v) el juego sime´trico, con N = {1, 2, 3} y funcio´n caracter´ıstica:
v(S) =

0 si s = 0, 1
1 si s = 2
2 si s = 3.
Es fa´cil comprobar que el juego es convexo. Sin embargo, por (2.1), ∆v(N) = v(3) −
3v(2) + 3v(1) = −1.
Definicio´n 2.1.11 Un juego (N, v) es 0-normalizado si su funcio´n caracter´ıstica, v, sa-
tisface la condicio´n:
v({i}) = 0, para todo i ∈ N.
Dado un juego cooperativo (N, v), se define su versio´n 0-normalizada como el juego
(N, v0) con funcio´n caracter´ıstica:
v0(S) = v(S)−
∑
i∈S
v({i}), para todo S ⊂ N.
Definicio´n 2.1.12 Un juego (N, v) es (0, 1)-normalizado, si su funcio´n caracter´ıstica v,
verifica:
v({i}) = 0 para todo i ∈ N y v(N) = 1.
Asimismo, si v ∈ GN es un juego cooperativo con v(N) >∑i∈N v({i}), es decir, si v es
esencial, se define la (0, 1)-normalizacio´n de v como el juego v0,1 con funcio´n caracter´ıstica:
v0,1(S) =
v(S)−∑i∈S v({i})
v(N)−∑i∈N v({i}) .
Se dice que dos juegos v y w ∈ GN son estrate´gicamente equivalentes si sus versiones
(0, 1)-normalizadas coinciden.
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Definicio´n 2.1.13 (N, v) es un juego simple si v(S) toma los valores 0 o´ 1 para toda
coalicio´n S ⊂ N . Diremos que una coalicio´n S ⊂ N es ganadora si v(S) = 1. En caso
contrario diremos que es perdedora.
Un juego simple queda completamente determinado por su conjunto de coaliciones
ganadoras. Llamaremos juego de votacio´n a un juego simple, no trivial y mono´tono.
Obse´rvese que todo juego simple es (0, 1)-normalizado, aunque el rec´ıproco no es cierto.
Notaremos las clases de los juegos cooperativos sime´tricos, superaditivos, convexos y
casi-positivos que adema´s sean 0-normalizados, SN0 , AN0 , CN0 y APN0 respectivamente.
Uno de los objetivos al analizar un juego cooperativo es determinar, supuesto que se
forma la gran coalicio´n N , co´mo deber´ıan repartirse los jugadores la cantidad v(N). Puede
hablarse de dos tipos de conceptos de solucio´n: uno, de conjunto, que intenta seleccionar,
de entre todos los repartos posibles, un subconjunto de ellos a partir de algu´n criterio de
racionalidad, y otro, de punto, que selecciona uno de entre todos los repartos posibles.
Entre los primeros resaltaremos el Core y entre los segundos destacaremos el valor de
Shapley y el de Banzhaf-Coleman.
Definicio´n 2.1.14 Dado un juego (N, v) ∈ GN , diremos que un vector de pagos x =
(x1, . . . , xn) ∈ IRn es una imputacio´n si es eficiente, i.e., si
∑
i∈N xi = v(N) e individual-
mente racional, i.e., si xi ≥ v({i}). Notaremos E(N, v) al conjunto de las imputaciones
del juego v:
E(N, v) = {x ∈ IRn tales que xi ≥ v({i}) para todo i ∈ N y
∑
i∈N
xi = v(N)}.
El Core de un juego (N, v) ∈ GN (Shapley 1952) se define como el conjunto de las
imputaciones que son colectivamente racionales para toda coalicio´n. Es decir, una im-
putacio´n esta´ en el Core si ninguna coalicio´n puede forzar un cambio en el reparto que
incremente su ganancia.
Definicio´n 2.1.15 Sea (N, v) ∈ GN . Se define el Core de (N, v), C(N, v) como el con-
junto de imputaciones:
C(N, v) = {x ∈ IRn tales que
∑
i∈N
xi = v(N) y
∑
i∈S
xi ≥ v(S) para toda S ⊂ N}.
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A pesar de su importancia transversal en la teor´ıa de los juegos cooperativos, no
incluiremos aqu´ı resultados relativos al core de los juegos que aparecen.
Entre las soluciones unipuntuales, sin duda la ma´s relevante que, adema´s, sera´ utilizada
ampliamente a lo largo de esta Memoria, es el valor de Shapley (Shapley 1953).
Definicio´n 2.1.16 Sea (N, v) ∈ GN . Su valor de Shapley, ϕ(N, v), es el vector de IRn
cuya i-e´sima componente se define como:
ϕi(N, v) =
∑
S⊂N\{i}
s!(n− s− 1)!
n!
(v(S ∪ {i})− v(S)), para todo i ∈ N.
Shapley justifico´ su eleccio´n mediante una elegante caracterizacio´n basada en los si-
guientes axiomas:
Axioma de aditividad: Si (N, v) y (N,w) son dos juegos cooperativos cualesquiera,
entonces:
ϕ(N, v + w) = ϕ(N, v) + ϕ(N,w).
Axioma de simetr´ıa: Para cada permutacio´n pi del conjunto de jugadores N ,
ϕpi(i)(N, piv) = ϕi(N, v),
donde piv es el juego definido por piv(pi(S)) = v(S), para toda S ⊂ N .
Axioma del jugador dummy (o jugador pasivo): Si i ∈ N es un jugador pasivo en el
juego v, es decir, si v(S ∪ {i})− v(S) = v({i}) para todo S ⊂ N \ {i}, entonces:
ϕi(N, v) = v({i}).
Axioma de eficiencia: Para todo (N, v) ∈ GN :∑
i∈N
ϕi(N, v) = v(N).
Dada la influencia de este concepto de solucio´n, diferentes autores han aportado inter-
pretaciones alternativas a trave´s de otras caracterizaciones. Entre ellos, Myerson (1980),
Young (1985), Hart y Mas-Colell (1989), Chun (1989), Hamiache (2001), van den Brink
(2002), o Kongo et al. (2007).
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En 1954, Shapley y Shubik adaptaron el valor de Shapley para crear un ı´ndice de poder
de los diferentes jugadores en un juego simple. Si el valor de Shapley de un jugador es una
combinacio´n convexa de sus contribuciones marginales, en el caso particular de los juegos
de votacio´n, admite la interpretacio´n de ser una combinacio´n convexa de su decisividad
al incorporarse a las diferentes coaliciones.
Por la linealidad del valor de Shapley, el valor de cualquier jugador en un juego dado
puede conocerse a partir de los correspondientes en los juegos de la base de unanimidad
y de los dividendos de Harsanyi. Se comprueba sin dificultad que:
ϕi(N, uS) =
{
1
s
i ∈ S
0 i /∈ S,
y entonces, ϕi(N, v) =
∑
i∈S⊂N
∆v(S)
s
.
Alternativamente, Banzhaf (1965) definio´ un ı´ndice de poder para juegos simples que
dio lugar ma´s adelante a un nuevo valor.
Definicio´n 2.1.17 Sea (N, v) ∈ GN . El valor de Banzhaf-Coleman, β, del juego v es el
vector de IRn cuya i-e´sima componente se define como:
βi(N, v) =
∑
S⊂N\{i}
1
2n−1
(v(S ∪ {i})− v(S)), para todo i ∈ N.
2.2. Juegos cooperativos generalizados
La definicio´n cla´sica de juego TU asume, como se ha visto, que el valor de una coalicio´n
no depende del orden en que sus miembros se incorporen a ella. Nowak y Radzik (1994)
eliminaron esta restriccio´n al introducir los llamados juegos TU en forma de funcio´n
caracter´ıstica generalizada, o ma´s sencillamente, juegos cooperativos generalizados.
Dado el conjunto de jugadores N = {1, . . . , n}, para cada coalicio´n S ∈ 2N , sea Π(S)
el conjunto de todas las permutaciones o coaliciones ordenadas de los miembros de S. En
particular, haremos Π(∅) = {∅}. Asimismo, notaremos Ω(N) = {T ∈ Π(S)|S ⊂ N} el
conjunto de todas las coaliciones ordenadas.
Definicio´n 2.2.1 Un juego TU en forma de funcio´n caracter´ıstica generalizada es un
par (N,w), donde N es el conjunto de todos los jugadores y w (la funcio´n caracter´ıstica
generalizada) es una funcio´n real definida en Ω(N) que satisface w(∅) = 0.
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Para cada S ⊂ N , y para cada coalicio´n ordenada T ∈ Π(S), w(T ) representa las
posibilidades econo´micas de los jugadores de S cuando se incorporan a la coalicio´n en el
orden dado por T .
Cuando no exista ambigu¨edad respecto a los jugadores de N , identificaremos el juego
generalizado (N,w) con su funcio´n caracter´ıstica generalizada w.
Notaremos GN el espacio vectorial (con dimensio´n |Ω(N)| − 1) de los juegos coopera-
tivos generalizados con conjunto de jugadores N .
Dada una coalicio´n ordenada T = (i1, i2, . . . , it) ∈ Ω(N), existe un S ⊂ N tal que
T ∈ Π(S). Notaremos H(T ) = S el conjunto de los jugadores de la coalicio´n ordenada T ,
y t = |H(T )|. Adema´s, para cada i ∈ S = H(T ), T (i) = r si y so´lo si ir = i.
Observemos que existe un isomorfismo entre el espacio vectorial GN y el subespacio
de GN formado por los juegos tales que w(T ) = w(R) si H(T ) = H(R), es decir, el
subespacio de los juegos generalizados en los que el orden en que se forman las coaliciones
es irrelevante.
Teniendo en cuenta esta idea, en ocasiones identificaremos un juego v ∈ GN con su
juego imagen por el isomorfismo anterior, vˆ ∈ GN . Entonces:
vˆ(T ) = v(H(T )) para todo T ∈ Ω(N).
Dado T = (i1, . . . , it) ∈ Ω(N) es posible definir una relacio´n de orden, ≺T , en H(T ) de
la siguiente manera. Para todo i, j ∈ H(T ), diremos que i precede a j en T , y lo notaremos
i ≺T j, si y so´lo si existen k y l ∈ {1, . . . , t}, tales que k < l con i = ik y j = il.
Las relaciones de orden anteriores permiten definir, a su vez, una relacio´n de inclusio´n
en Ω(N).
Dadas dos coaliciones ordenadas T,R ∈ Ω(N) diremos que T esta´ contenido en R, y
notaremos T ⊂˜R, si y so´lo si:
(a) H(T ) ⊂ H(R) y
(b) para todo i, j ∈ H(T ), i ≺T j implica que i ≺R j.
Ejemplo 2.2.1 Dados N = {1, 2, 3, 4}, T = (3, 1), R = (2, 3, 4, 1) y P = (4, 1, 2, 3), se
tiene que T ⊂˜R pero no que T ⊂˜P , ya que 3 ≺T 1 y 1 ≺P 3.
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Utilizaremos con frecuencia una base del espacio vectorial GN , denominada la base de
unanimidad generalizada {wT}∅6=T∈Ω(N).
Definicio´n 2.2.2 Para cada coalicio´n no vac´ıa T ∈ Ω(N), se define el juego de unani-
midad generalizado wT del modo siguiente:
wT (R) =
{
1 si T ⊂˜R
0 en otro caso
para cada R ∈ Ω(N).
En particular, los juegos uˆS, ∅ 6= S ⊂ N , transformados de los juegos de la base de una-
nimidad cla´sica {uS}∅6=S⊂N , pueden ser expresados en te´rminos de la base {wT}∅6=T∈Ω(N)
de la siguiente manera:
uˆS =
∑
T∈Π(S)
wT , para cada S ∈ 2N \ {∅}.
Para cada juego w ∈ GN , {∆∗w(T )}∅6=T∈Ω(N) es el conjunto de los coeficientes de una-
nimidad generalizados (las coordenadas de w en la base de unanimidad generalizada).
Sa´nchez y Bergantin˜os (1997) probaron que, para todo T ∈ Ω(N) \ {∅}:
∆∗v(T ) =
∑
R⊂˜T
(−1)t−rv(R).
En el caso de los juegos generalizados se han utilizado como soluciones unipuntuales
diferentes extensiones del valor de Shapley. Nowak y Radzik (1994) caracterizan su valor,
ϕNR, en te´rminos de los siguientes axiomas:
Axioma de aditividad: para todos (N,w), (N,w′) ∈ GN , se tiene
ϕNR(N,w + w′) = ϕNR(N,w) + ϕNR(N,w′).
Axioma del jugador dummy: Si i es un jugador dummy en el juego (N,w) ∈ GN ,
i.e., si w(T, i)−w(T ) = w({i}) para todo T = (i1, i2, . . . , it) ∈ Ω(N), siendo (T, i) =
(i1, i2, . . . , it, i), se tiene:
ϕNRi (N,w) = w({i}).
Axioma de eficiencia: Para todo (N,w) ∈ GN ,∑
i∈N
ϕNRi (N,w) =
∑
T∈Π(N)
w(T )
n!
.
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Entonces, para todo (N,w) ∈ GN y para todo i ∈ N se tiene:
ϕNRi (N,w) =
∑
S⊂N\i
∑
T∈Π(S)
(n− t− 1)!
n!
(w(T, i)− w(T )).
Es sencillo probar que para cada juego de unanimidad generalizado wT , T =
(i1, . . . , it) ∈ Ω(N), se tiene que ϕNRit (N,wT ) = 1t! y ϕNRj (N,wT ) = 0 para j ∈ N, j 6= it y,
por tanto, utilizando la linealidad, ϕNRi (N,w) admite la siguiente expresio´n alternativa:
ϕNRi (N,w) =
∑
T∈Ω(N); T (i)=t
∆∗w(T )
t!
.
Por otra parte, Sa´nchez y Bergantin˜os (1997) caracterizan un valor alternativo, ϕSB,
sustituyendo el segundo de los axiomas de Nowak y Radzik por el siguiente:
Axioma del jugador dummy∗: Si i es un jugador dummy∗ en el juego (N,w) ∈ GN ,
i.e., si w(T, ih) − w(T ) = w({i}) para todo T = (i1, i2, . . . , it) ∈ Ω(N), siendo
(T, ih) = (i1, . . . , i
h−1, i, ih, . . . , it), para todo h = 1, . . . t+ 1 se tiene:
ϕSBi (N,w) = w({i}),
y an˜adiendo el siguiente axioma:
Axioma de simetr´ıa. Si los jugadores i y j son sime´tricos en el juego (N,w) ∈ GN ,
i.e., si para todo T = (i1, . . . , it) ∈ Ω(N \ {i, j}),
w(T, ih)− w(T ) = w(T, jh)− w(T ), h = 1, 2, . . . , t+ 1,
entonces:
ϕSBi (N,w) = ϕ
SB
j (N,w).
Dicho valor, expresado en te´rminos de las contribuciones marginales, es:
ϕSBi (N, v) =
∑
S⊂N\i
∑
T∈H(S)
(n− t− 1)!
n!(t+ 1)
t+1∑
l=1
(v(T, il)− v(T )),
y en te´rminos de los coeficientes de unanimidad:
ϕSBi (N,w) =
∑
T∈Ω(N)/i∈H(T )
∆∗w(T )
t · t! .
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En esta Memoria utilizaremos, adema´s, una familia uniparame´trica, Ψα, α ∈ [0, 1], de
soluciones unipuntuales para juegos TU generalizados, que engloba a las dos anteriores y
que viene dada, para todo (N,w) ∈ GN por:
Ψαi (N,w) =
∑
T∈Ω(N), i∈H(T )
∆∗w(T )
t!
· α
t−T (i)∑t
k=1 α
k−1 , α ∈ [0, 1].
El valor de Nowak y Radzik extiende por linealidad a todos los juegos la solucio´n
que asigna todo el valor al u´ltimo jugador de la coalicio´n T en el juego de la base de
unanimidad wT . El de Sa´nchez y Bergantin˜os hace lo propio repartiendo igualitariamente
todo el valor entre los miembros de T en el juego wT . Ψ
α extiende por linealidad la solucio´n
que a los miembros de T en el juego wT le reparte el valor geome´tricamente de derecha
a izquierda con proporcionalidad dada por α. Los miembros de fuera de T son ignorados
en el reparto.
Es sencillo comprobar que Ψ0 = ϕNR y Ψ1 = ϕSB. Adema´s, para todo α ∈ [0, 1], si
(N, v) ∈ GN :
Ψαi (N, vˆ) = ϕi(N, v),
i.e., todas las soluciones Ψα, α ∈ [0, 1] extienden el valor de Shapley para juegos TU.
2.3. Redes sociales o econo´micas
Una red social o econo´mica vendra´ dada por un conjunto de actores entre los que se
establecen ciertas relaciones. Si se asume que estas relaciones son dicoto´micas (entre cada
pareja de individuos pueden darse o no darse) y no dirigidas, se identificara´ la red social
con un grafo. Algunas relaciones t´ıpicas que pueden modelarse a trave´s de una red social
son: estar casado con, vivir cerca de, ser amigo de, establecer una relacio´n comercial con,
pertenecer al mismo consejo de administracio´n que, etc.
En un grafo, los nodos representara´n a los actores y las aristas, las relaciones entre
ellos. Formalmente se tiene la siguiente definicio´n.
Definicio´n 2.3.1 Dado N = {1, . . . , n}, diremos que (N, γ) es una red social o grafo si
γ ⊂ KN = {{i, j} tales que i, j ∈ N, i 6= j}.
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Llamaremos grafo completo con n nodos a (N,KN) y ΓN al conjunto formado por
todos los grafos (N, γ) con conjunto de nodos N .
Cada par no ordenado {i, j} ∈ γ recibe el nombre de arista. Si {i, j} ∈ γ diremos que
i y j esta´n directamente conectados (en γ).
Llamaremos Li(γ) al conjunto de aristas incidentes en un nodo dado i, i.e., Li(γ) =
{l ∈ γ, tales que i ∈ l}. Obse´rvese que el grado de un nodo i en un grafo γ (definido en
el cap´ıtulo anterior) puede escribirse tambie´n: di(γ) = |Li(γ)|.
Si los actores-nodos i y j no esta´n directamente conectados, en ocasiones podra´n
conectarse a trave´s de otros que actuara´n entonces como intermediarios.
Definicio´n 2.3.2 Dado un grafo γ ∈ ΓN , diremos que i, j ∈ N son conectables en γ si
existe un camino en el grafo que los conecta, es decir, si existe una sucesio´n de nodos
(i1, . . . , it) tal que i1 = i, it = j e {ik, ik+1} ∈ γ para todo k ∈ {1, . . . , t− 1}.
De los eventuales caminos existentes, llamaremos geode´sico a cualquiera que sea mini-
mal respecto al nu´mero de aristas.
La nocio´n de conexio´n establece una relacio´n de equivalencia entre los nodos de una
red. A las clases definidas por esta relacio´n las llamaremos componentes conexas y el
conjunto cociente sera´ notado N/γ. Si N/γ se reduce a una u´nica clase diremos que
(N, γ) es conexo.
Dado un grafo (N, γ), para cada i ∈ N , Ci(N, γ) sera´ la clase de equivalencia a la que
pertenece el nodo i. Por tanto:
Ci(N, γ) = {j ∈ N, j = i o´ j es conectable en γ con i}.
Si Ci(N, γ) = {i}, diremos que i es un nodo aislado en γ.
Para coordinar acciones dentro de un conjunto de actores S sin la contribucio´n de
otros externos, so´lo sera´n relevantes las aristas entre miembros de S. El conjunto de tales
aristas sera´ notado γ|S = {{i, j} ∈ γ : i, j ∈ S}. Entonces, (S, γ|S) es un subgrafo de
(N, γ).
El subgrafo (S, γ|S) induce una particio´n de S en componentes conexas, que sera´ notada
S/γ. Si la red (S, γ|S) consta de una u´nica componente conexa, diremos que S es un
conjunto conexo en (N, γ).
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Por otra parte, si S es un conjunto conectable en (N, γ), i.e., si cada par de nodos de
S lo es, podemos definir su envoltura conexa como sigue.
Definicio´n 2.3.3 Sea (N, γ) un grafo y S ⊂ N . Si S es conectable en (N, γ), se llama
envoltura conexa de S a la interseccio´n de los diferentes conjuntos conexos que contienen
a S.
H(N, γ, S) = ∩{Si tal que S ⊂ Si y Si conexo en (N, γ)}.
En caso de que S no sea conectable, diremos que su envoltura conexa es vac´ıa.
Las siguientes definiciones corresponden a redes sociales o grafos espec´ıficos que sera´n
utilizados a lo largo de esta Memoria.
Definicio´n 2.3.4 Un grafo (N, γT ) diremos que es un a´rbol si es conexo y no contiene
ningu´n ciclo, es decir, ningu´n camino {i1, i2, . . . , it} con it = i1.
Un grafo no conexo, en el que sus componentes conexas son a´rboles se denomina bosque.
Definicio´n 2.3.5 Se dira´ que un grafo (N, γS) es una estrella con centro en el nodo i
(Fig. 2.1) si γS = {{i, j}, j ∈ N, j 6= i}. Los nodos j ∈ N, j 6= i reciben el nombre de
sate´lites.
1
2
3
4
n
n-1
Figura 2.1: Estrella
Definicio´n 2.3.6 Un grafo (N, γC) diremos que es una cadena si, salvo reetiquetaciones
de los nodos, γ = {{1, 2}, {2, 3}, . . . , {n− 1, n}}, (Fig. 2.2).
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Figura 2.2: Cadena
Figura 2.3: Grafo completo
Definicio´n 2.3.7 Dado un grafo (N, γ), diremos que es ciclo-completo si se satisface que:
(i1, . . . , it, i1) es un ciclo en el grafo γ si y so´lo si ({i1, . . . , it}, γ|({i1,...,it}) es un grafo
completo.
Trivialmente se satisface que los grafos sin ciclos (bosques) y los grafos completos son
ciclo-completos.
Definicio´n 2.3.8 Diremos que (N, γW ) es una rueda si, salvo reetiquetaciones de los
nodos, γW = {{1, 2}, {2, 3}, . . . , {n− 1, n}, {n, 1}}, (Fig. 2.4).
Figura 2.4: Rueda
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2.4. Situaciones de comunicacio´n
A lo largo de esta Memoria asumiremos que los actores de una red social tienen
adema´s intereses econo´micos que motivan sus interacciones. Llamaremos situacio´n de
comunicacio´n al modelo para describir este escenario. Una situacio´n de comunicacio´n
consta de un juego cooperativo, que representa los intereses econo´micos de los jugadores,
y de un grafo que representa la red social, es decir, las posibilidades de comunicacio´n.
El trabajo seminal en juegos cooperativos con restricciones en la comunicacio´n es debido
a Myerson (1977). Con una perspectiva diferente (las restricciones en la fomacio´n de
coaliciones vienen dadas por un conjunto de coaliciones factibles a priori), Aumann y
Maschler (1964) ya hab´ıan abordado el to´pico en los denominados juegos con estructuras
de coalicio´n.
Definicio´n 2.4.1 Llamaremos situacio´n de comunicacio´n a una terna (N, v, γ), en la
que (N, v) es un juego cooperativo y (N, γ) un grafo, tal que el conjunto de jugadores en
el juego coincide con el de nodos en el grafo.
Denotaremos CSN el conjunto de todas las situaciones de comunicacio´n con conjunto
de jugadores N .
En una situacio´n de comunicacio´n, las coaliciones factibles corresponden a los conjun-
tos de nodos-jugadores conexos en el grafo.
La siguiente definicio´n, debida a Myerson (1977), introduce, para cada situacio´n de
comunicacio´n, un nuevo juego TU, el llamado juego restringido al grafo, en el que el valor
de cada coalicio´n tiene en cuenta las restricciones en la comunicacio´n que el grafo impone
a sus miembros. As´ı, el valor de cada coalicio´n es la suma de las cantidades que pueden
obtener sus subcoaliciones conexas maximales.
Definicio´n 2.4.2 Dada una situacio´n de comunicacio´n (N, v, γ), se define el juego res-
tringido al grafo, (N, vγ) ∈ GN , del modo siguiente:
vγ(S) =
∑
Sk∈S/γ
v(Sk), S ⊂ N. (2.3)
No´tese que, si la red de comunicacio´n es el grafo completo (N,KN), entonces todas
las coaliciones son conexas y vγ coincide con v.
Es interesante resaltar que´ tipo de redes sociales permiten que el juego restringido al
grafo herede propiedades relevantes del juego original.
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Proposicio´n 2.4.1 (Owen (1986)). Dada una situacio´n de comunicacio´n (N, v, γ) ∈
CSN , si (N, v) ∈ AN , entonces (N, vγ) ∈ AN .
Por otra parte, la convexidad so´lo se hereda cuando el grafo es ciclo-completo.
Proposicio´n 2.4.2 (Van den Nouweland y Borm (1991)). Dada una situacio´n de co-
municacio´n (N, v, γ) ∈ CSN , si (N, γ) es un grafo ciclo-completo y (N, v) es convexo,
entonces (N, vγ) tambie´n lo es.
Proposicio´n 2.4.3 (Van den Nouweland y Borm (1991)). Si (N, γ) es un grafo no ciclo-
completo, existe un juego (N, v) convexo para el cual (N, vγ) no lo es.
Messen (1988) utilizo´ una aproximacio´n diferente para abordar el efecto de las res-
tricciones en la comunicacio´n impuestas por el grafo a los jugadores. Este trabajo fue
difundido posteriormente por Borm et al. (1992). Definieron un juego restringido al grafo
alternativo, el juego de las aristas, en el que los jugadores son las aristas del grafo.
Definicio´n 2.4.3 Dada una situacio´n de comunicacio´n (N, v, γ), con v un juego 0-
normalizado, definimos el juego de las aristas rvγ ∈ Gγ del modo siguiente:
rvγ(A) = v
A(N) =
∑
C∈N/A
v(C), para todo A ⊂ γ.
La restriccio´n de que el juego v sea 0-normalizado es necesaria para que rvγ pueda ser
realmente una funcio´n caracter´ıstica. En otro caso rvγ(∅) podr´ıa tomar un valor no nulo.
La definicio´n de la funcio´n caracter´ıstica, rvγ, refleja el hecho de que si la gran coalicio´n
so´lo dispusiera de las aristas de A, deber´ıa partirse en sus componentes conexas. Debido a
que la coordinacio´n entre los jugadores pertenecientes a diferentes componentes conexas no
es posible, el valor alcanzable por la gran coalicio´n sera´ la suma de los valores alcanzables
por sus componentes.
2.5. Reglas de asignacio´n para situaciones de comu-
nicacio´n
En la seccio´n anterior se han introducido las aproximaciones que diferentes autores
utilizan para integrar las restricciones en la comunicacio´n en un juego coalicional. En esta,
nos centraremos en las reglas de asignacio´n, que proporcionan una solucio´n unipuntual
para los jugadores que participan en una situacio´n de comunicacio´n.
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Definicio´n 2.5.1 Una regla de asignacio´n para situaciones de comunicacio´n es una fun-
cio´n χ, definida en CSN , que a cada (N, v, γ) le asigna un vector de IRn.
χi(N, v, γ) se interpreta como el resultado que el jugador i obtiene por participar en
la situacio´n de comunicacio´n (N, v, γ).
La regla de asignacio´n ma´s utilizada en la literatura es el valor de Myerson (Myerson,
1977), que a cada (N, v, γ) ∈ CSN le asigna el valor de Shapley del juego restringido al
grafo.
Definicio´n 2.5.2 El valor de Myerson es la regla de asignacio´n µ : CSN → IRn tal que,
para todo (N, v, γ) ∈ CSN :
µ(N, v, γ) = ϕ(N, vγ).
Ejemplo 2.5.1 Consideremos la situacio´n de comunicacio´n (N, v, γ1), con conjunto de
jugadores N = {1, 2, 3, 4}, conjunto de aristas γ1 = {a = {1, 2}, b = {2, 3}, c = {3, 4}, d =
{1, 4}}, representado en la Figura 2.5 (a), y funcio´n caracter´ıstica v dada por:
v(S) =

0 si s ≤ 1
1 si s = 2
3 si s = 3
4 si S = N.
2
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a:  (N,γ1) b:  (N,γ2)1
Figura 2.5: Redes (N, γ1) y (N, γ2)
El juego restringido al grafo, (N, vγ
1
), incorpora la imposibilidad de comunicacio´n di-
recta entre los jugadores 1 y 3 y entre los jugadores 2 y 4. Su funcio´n caracter´ıstica es:
vγ
1
(S) =
{
v(S) si S 6= {1, 3}, {2, 4}
0 si S = {1, 3}, {2, 4}.
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Entonces, µ(N, v, γ1) = (1, 1, 1, 1).
Supongamos, a continuacio´n, que la situacio´n de comunicacio´n se transforma en
(N, v, γ2) siendo γ2 = γ1 ∪ {1, 3} (Fig. 2.5 (b)). Entonces la funcio´n caracter´ıstica del
juego restringido al grafo (N, vγ
2
) es:
vγ
2
(S) =
{
v(S) si S 6= {2, 4}
0 si S = {2, 4}.
Ahora, µ(N, v, γ2) =
(
4
3
, 7
6
, 4
3
, 7
6
)
. La pe´rdida de simetr´ıa, que se produce al an˜adir al
grafo γ1 la arista {1, 3}, beneficia lo´gicamente a los jugadores 1 y 3 que dejan de necesitar
a 2 o a 4 para comunicarse entre ellos.
Otra regla de asignacio´n muy utilizada en la literatura y que se apoya en el juego de
las aristas propuesto por Borm et al. (1992) es el valor posicional.
Definicio´n 2.5.3 El valor posicional es la regla de asignacio´n para situaciones de comu-
nicacio´n pi : CSN → IRn tal que, si (N, v, γ) ∈ CSN :
pii(N, v, γ) =
∑
l∈Li(γ)
1
2
ϕl(γ, r
v
γ), para todo i ∈ N.
El valor posicional de cada actor se obtiene al sumar la mitad del valor de Shapley, en
el juego rvγ, de cada una de las aristas incidentes en e´l. Impl´ıcitamente se esta´ asumiendo
que cada conexio´n es igualmente valiosa para los dos actores que la mantienen.
Ejemplo 2.5.2 Para las situaciones de comunicacio´n del Ejemplo 2.5.1 se tiene:
rvγ1(A) =

1 si |A| = 1
2 si A = {a, c} o´ {b, d}
3 si A = {a, b}, {b, c}, {c, d} o´ {a, d}
4 si |A| = 3, 4
con lo que pi(N, v, γ1) = (1, 1, 1, 1). Alternativamente, (N, rvγ2) tiene funcio´n caracter´ıstica
dada por:
rvγ2(A) =

rvγ1(A) si e /∈ A
1 si A = {e}
3 si [e ∈ A y |A| = 2] o´ A = {a, b, e} o´ {c, d, e}
4 en otro caso
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con lo que pi(N, v, γ2) =
(
6
5
, 4
5
, 6
5
, 4
5
)
.
Esta regla, al igual que el valor de Myerson, tiene en cuenta la situacio´n asime´trica
de los nodos en (N, γ2), asignando ma´s valor a aque´llos con mayor presencia, tanto en la
comunicacio´n directa como en la intermediacio´n.
Algunas propiedades relevantes de las reglas de asignacio´n vienen dadas por las siguien-
tes definiciones:
Definicio´n 2.5.4 Diremos que una regla de asignacio´n χ : CSN → IRn es eficiente en
componentes conexas si, para toda situacio´n de comunicacio´n (N, v, γ) y para cada com-
ponente conexa C ∈ N/γ, se tiene:∑
i∈C
χi(N, v, γ) = v(C).
Definicio´n 2.5.5 Una regla de asignacio´n χ : CSN → IRn es equitativa (fair) si, para
cualquier situacio´n de comunicacio´n (N, v, γ) y cualquier arista {i, j} ∈ γ, se tiene:
χj(N, v, γ)− χj(N, v, γ \ {{i, j}}) = χi(N, v, γ)− χi(N, v, γ \ {{i, j}}).
Definicio´n 2.5.6 Una regla de asignacio´n χ : CSN → IRn es estable si, para cualquier
situacio´n de comunicacio´n (N, v, γ) y cualquier arista {i, j} ∈ γ, se tiene:
χj(N, v, γ) ≥ χj(N, v, γ \ {{i, j}}), χi(N, v, γ) ≥ χi(N, v, γ \ {{i, j}}).
Las dos u´ltimas propiedades conjuntamente consideradas hacen que, al eliminar una
arista de un grafo (N, γ), los actores incidentes en ella vean disminuida (o, al menos, no
incrementada) su asignacio´n en la misma cantidad.
Definicio´n 2.5.7 Una regla de asignacio´n χ : CSN → IRn, satisface la propiedad de que
las contribuciones son equilibradas (balanced contributions) si, para todo par de jugadores
i, j ∈ N :
χi(N, v, γ)− χi(N, v, γ−j) = χj(N, v, γ)− χj(N, v, γ−i),
donde γ−k = γ \  Lk(γ) es el subgrafo que resulta de eliminar en γ todas las aristas inci-
dentes en el nodo k.
Es decir, una regla de asignacio´n cumple esta propiedad si, para cualesquiera dos
jugadores i y j, el perjuicio que i puede causar a j aisla´ndose de los dema´s (es decir,
rompiendo todas sus relaciones directas en la red), es el mismo que el que j puede ocasionar
a i si actu´a de manera similar.
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Definicio´n 2.5.8 Una regla de asignacio´n χ : CSN → IRn satisface la propiedad de que
sus contribuciones en las aristas son equilibradas (balanced links contributions) si, para
toda (N, v, γ) ∈ CSN y todo par i, j ∈ N :∑
l∈Lj(γ)
(χi(N, v, γ)− χi(N, v, γ \ {l})) =
∑
l∈Li(γ)
(χj(N, v, γ)− χj(N, v, γ \ {l})) .
Estas propiedades permiten caracterizar las reglas anteriores.
Myerson (1977) probo´ que el valor de Myerson es la u´nica regla de asignacio´n en CSN
eficiente en componentes conexas y equitativa. Posteriormente, Myerson (1980) dio una se-
gunda caracterizacio´n para su valor demostrando que es el u´nico eficiente en componentes
y que satisface la propiedad de contribuciones equilibradas.
Slikker (2005) caracterizo´ el valor posicional utilizando eficiencia en componentes
conexas y contribuciones equilibradas de las aristas.
2.6. Situaciones de comunicacio´n dirigida
En ciertas redes sociales las relaciones entre los actores no son sime´tricas. Tal vez uno
de ellos puede iniciar la relacio´n pero no el otro, o la relacio´n se basa en un permiso que
uno puede conceder pero no el otro, o la relacio´n es un flujo de informacio´n o representa
una cita en una publicacio´n... Este tipo de redes sociales sera´n modeladas mediante grafos
dirigidos o digrafos.
Definicio´n 2.6.1 Dado N = {1, . . . , n} un conjunto de nodos, diremos que (N, d) es un
grafo dirigido o un digrafo si d es un subconjunto del conjunto de pares ordenados (i, j),
i 6= j, de elementos en N .
No´tese que la definicio´n anterior excluye la presencia de lazos.
Llamaremos arco a cada par (i, j) y notaremos DN al conjunto de todos los posibles
grafos dirigidos con conjunto de nodos N . Un grafo (N, γ) ∈ ΓN induce un digrafo,
(N, d(γ)), con d(γ) = {(i, j), (j, i), con {i, j} ∈ γ}. La aplicacio´n que asigna a cada grafo
(N, γ) el digrafo (N, d(γ)) es una biyeccio´n entre ΓN y su imagen en el conjunto de los
digrafos. En este sentido ΓN ⊂ DN .
Ana´logamente, un digrafo (N, d) ∈ DN induce un grafo (N, γ(d)) donde γ(d) =
{{i, j} tal que (i, j) o´ (j, i) ∈ d}. Llamaremos componentes de (N, d) a los elementos de
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N/γ(d), es decir, a las componentes conexas de N en γ(d). Notaremos N/d al conjunto
de tales componentes.
Dados un digrafo (N, d) y S ⊂ N , notaremos (N, d|S) el correspondiente subdigrafo
de (N, d), donde:
d|S = {(i, j) ∈ d tales que i, j ∈ S}.
En este nuevo escenario, las definiciones de conexio´n dadas para los grafos deben ser
reformuladas. Dado un digrafo (N, d), diremos que i esta´ directamente conectado con j
si (i, j) ∈ d. Obviamente, aunque i este´ directamente conectado con j, el rec´ıproco no es
necesariamente cierto.
Un camino orientado en (N, d) es una sucesio´n ordenada de nodos (i1, . . . , is) tal
que cada uno esta´ directamente conectado con el siguiente, i.e., (il, il+1) ∈ d para todo
l = 1, . . . , s− 1.
No existe una definicio´n un´ıvoca de conexio´n en grafos dirigidos (ve´ase Amer et al.
(2007), Kim y Jun (2009)). En esta Memoria consideraremos, para conjuntos ordenados
de nodos, la idea de conexio´n que aparece en la siguiente defincio´n.
Definicio´n 2.6.2 Dado un digrafo (N, d), diremos que un conjunto ordenado de nodos
(i1, . . . , is) con ij ∈ N , j = 1, . . . , s, es conexo en (N, d) si y so´lo si es un camino
orientado.
Notaremos CNd la clase de los conjuntos ordenados conexos en el digrafo (N, d).
De manera ana´loga al caso no dirigido, el modelo para describir la interaccio´n de los
jugadores en un juego TU con restricciones en la comunicacio´n dadas por un digrafo sera´ el
de situacio´n de comunicacio´n dirigida2.
Definicio´n 2.6.3 Llamaremos situacio´n de comunicacio´n dirigida a una terna (N, v, d),
en la que (N, v) es un juego cooperativo y (N, d) un digrafo, tales que el conjunto de
jugadores en el juego y el de nodos en el digrafo coinciden.
2Slikker et al. (2005) utilizan la misma terminolog´ıa para referirse a un modelo diferente. En este
mismo apartado, ma´s adelante, se matizara´ la diferencia entre ambas definiciones. A pesar de ello, hemos
elegido esta terminolog´ıa porque nos parece que es la que representa una mejor continuidad con los
modelos que venimos utilizando.
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Llamaremos DCN al conjunto de todas las situaciones de comunicacio´n dirigida con
conjunto de jugadores N .
Diferentes autores se han aproximado al problema de obtener reglas de asignacio´n
para situaciones de comunicacio´n dirigida. Para ello, y dado que la idea de conexio´n no
es obvia, se han planteado diferentes alternativas con distintos “juegos restringidos al
digrafo” y valores para tales juegos.
Gilles et al. (1992, 1999) analizan situaciones de comunicacio´n dirigida en las que
el digrafo representa una estructura de organizacio´n jera´rquica donde las resoluciones
se toman a trave´s de una cadena de decisores. Denominan a tales modelos juegos con
estructuras de permisos y asumen para tales permisos dos aproximaciones alternativas: la
conjuntiva y la disyuntiva, segu´n que un actor al decidir deba contar con el benepla´cito
de todos sus superiores o so´lo de alguno de ellos. Dado un juego TU, v, y una estructura
de permisos, con un planteamiento similar al de Myerson (1977), introducen un juego
modificado que tiene en cuenta las limitaciones en las posibilidades de cooperacio´n. En
particular, el juego modificado asigna a cada coalicio´n el valor de su parte auto´noma, es
decir, lo que pueden obtener aquellos miembros de la coalicio´n para los cuales todos los
superiores pertenecen a la propia coalicio´n. Obviamente, la aproximacio´n conjuntiva y
la disyuntiva conducen a juegos modificados diferentes (los superiores de cada coalicio´n
no coincidira´n en general). Dichos autores proponen como reglas de reparto para estos
juegos el valor de Shapley y tambie´n el de Banzhaf del juego modificado. En van den
Brink (1997, 1999, 2003) se obtienen varias caracterizaciones del valor de Shapley y del
de Banzhaf de los juegos con estructuras de permiso conjuntiva o disyuntiva.
Otra aproximacio´n al problema de los juegos con restricciones dadas por un digrafo es
debida a van den Brink y Borm (2002) en los as´ı llamados digrafos de competicio´n. En este
escenario un digrafo esta´ formado por nodos que representan equipos en una competicio´n
deportiva (aunque tambie´n admite interpretaciones alternativas en la teor´ıa de la eleccio´n
social) y arcos. La presencia del arco (i, j) es interpretada como la victoria del equipo i
sobre el j en la competicio´n. El empate equivale a dos victorias, una para cada equipo.
En esta situacio´n, a cada digrafo d ∈ DN se le asocia el siguiente juego modificado o
restringido vd ∈ GN :
vd(T ) = |{j ∈ Sd(T ) tal que Pd(j) ⊂ T}|
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siendo, para todo i ∈ N :
Sd(i) = {j ∈ N tal que (i, j) ∈ d}
Pd(i) = {j ∈ N tal que (j, i) ∈ d}
i.e., los conjuntos formados por los equipos que han sido derrotados por i ∈ N y por los
que han vencido a i, respectivamente.
Adema´s, Sd(T ) = ∪i∈TSd(i).
Proponen el valor de Shapley de tal juego como una medida de la importancia o
jerarqu´ıa de cada equipo en la competicio´n. Dicho valor coincide adema´s con la β-medida
para grafos definida por van den Brink y Gilles (2000) como:
βi(d) =
∑
j∈Sd(i)
1
|Pd(j)| , para i ∈ N.
Este valor de Shapley de vd as´ı como el Core son caracterizados en te´rminos de los vectores
(Sd′(i))i∈N para subdigrafos simples de d, i.e., aquellos subdigrafos d′ tales que |Pd′(i)| = 1
para todo i ∈ Sd(N).
En un marco similar al aqu´ı propuesto, Amer et al. (2007) establecen una nueva regla,
llamada de accesibilidad, que permite ordenar los nodos en una red dirigida a partir de
dos premisas iniciales:
(i) que sea funcio´n de las contribuciones marginales de cada nodo a las diferentes
coaliciones segu´n un juego fijado y
(ii) que se base en las posibles sucesiones ordenadas de nodos, que dependen a su vez
de la geometr´ıa de la red orientada.
Para ello definen, dada una situacio´n de comunicacio´n (N, v, d), un nuevo juego res-
tringido al digrafo vd (que es un juego TU generalizado) con
vd(T ) =
∑
R∈MCTd
v(H(R)), para todo T ∈ Ω(N),
donde MCTd = {R⊂˜T tal que R es conexo maximal en (N, d)}. La accesibilidad de cada
nodo i ∈ N se define como:
Ai(N, v, d) = Ψ
0(N, vd).
Demuestran que esta regla satisface una serie de propiedades atractivas.
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En un escenario ma´s relacionado con el que presentamos en esta Memoria, Slikker et
al. (2005) definen funciones r : DN → IR tal que a cada digrafo d ∈ DN le asignan r(d) que
se interpreta como el beneficio que la red proporciona a los miembros de N . Restringen
estas funciones asumiendo que deben ser aditivas en componentes, i.e.,
r(d) =
∑
C∈N/d
r(d|C),
y tal que r(∅) = 0.
Entonces llaman situacio´n de comunicacio´n dirigida a cada (N, r, d). Una regla de asig-
nacio´n, χ, para situaciones de comunicacio´n dirigida asignara´ a cada (N, r, d) una n-upla
en IRn. Finalmente estudian reglas de asignacio´n que posean dos propiedades atractivas:
la eficiencia en componentes y el pago α-jera´rquico. χ satisface el pago α-jera´rquico si
para toda situacio´n de comunicacio´n dirigida (N, r, d) y todo (i, j) ∈ d:
χi(N, r, d)− χi(N, r, d \ {(i, j)}) = α [χj(N, r, d)− χj(N, r, d \ {(i, j)})] .
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Cap´ıtulo 3
Medidas de centralidad en redes
sociales. Una aproximacio´n desde la
Teor´ıa de Juegos
3.1. Introduccio´n
En este cap´ıtulo se presenta una nueva familia de medidas de centralidad para redes
sociales utilizando una aproximacio´n desde la Teor´ıa de Juegos. Probaremos que tales
medidas satisfacen ciertas propiedades que se consideran atractivas, desde el punto de
vista sociolo´gico. Adema´s, cada medida podra´ ser descompuesta de forma aditiva en una
de proximidad y otra de intermediacio´n. Finalmente, se establece una comparativa con
varias de las preexistentes, incidiendo en ventajas e inconvenientes.
3.2. Una nueva familia de medidas de centralidad
En las aproximaciones que desde la sociolog´ıa se han dado al problema cla´sico de
la centralidad, se asume exclusivamente la existencia de una red de interacciones entre
los actores. En nuestra propuesta tendremos en cuenta, adema´s, que las relaciones entre
dichos actores presentan con frecuencia motivaciones de cara´cter econo´mico (en sentido
amplio), que se pueden modelar mediante un juego cooperativo. Las restricciones en la
comunicacio´n, como se ha dicho, transforman el juego original en el juego restringido al
grafo.
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La diferencia entre el valor de Myerson y el valor de Shapley del juego original puede
atribuirse a la posicio´n del jugador en la red. Si adema´s existe simetr´ıa en el juego original
(que elimina las diferencias a priori entre los jugadores), e´sa ser´ıa la u´nica razo´n.
Por tanto, cuanto mayor sea esa diferencia para un actor, mayor sera´ la ventaja en
la interaccio´n y en el regateo que le proporciona su posicio´n en la red. En este sentido,
tal diferencia puede interpretarse como una medida de centralidad y e´sa sera´ nuestra
propuesta.
El valor de Shapley se interpreta como un ı´ndice de poder1 en juegos de votacio´n.
En tales situaciones, la diferencia entre el valor de Myerson y el valor de Shapley se
corresponde con la variacio´n del poder de los actores debida a su posicio´n en la red. Se
establece as´ı una relacio´n entre centralidad y poder. Esta relacio´n es motivo de profunda
controversia en el ana´lisis de la centralidad (Hanemann, 1999; Mizruchi y Potts, 1998).
Con el fin de clarificar y motivar au´n ma´s esta medida de centralidad, consideremos
el siguiente ejemplo.
Ejemplo 3.2.1 Supongamos un parlamento compuesto por miembros de tres partidos: 1,
2 y 3, cuyos porcentajes de escan˜os son respectivamente del 40, 20 y 40 %. Supongamos,
tambie´n, que una ley sera´ aprobada si cuenta con al menos la mitad ma´s uno de votos
favorables. Admitiremos que los miembros de cada partido esta´n sujetos a disciplina de
voto, que la respetan y que, por tanto, votan en bloque.
Esta situacio´n se puede modelar mediante un juego tripersonal (N, v), simple y sime´tri-
co, en el que cada coalicio´n con al menos dos jugadores es ganadora. Entonces, el poder
se reparte equitativamente entre los tres partidos y el valor de Shapley, ϕ(N, v), es igual
a
(
1
3
, 1
3
, 1
3
)
.
1 2 3
Figura 3.1: Espectro pol´ıtico (N, γ)
Este reparto de poder parece razonable cuando todas las coaliciones son igualmente
posibles, pero en muchos casos algunas de las coaliciones son inveros´ımiles debido a las
relaciones entre los partidos. Si, por ejemplo, los partidos 1, 2 y 3 esta´n alineados en un
1Un segundo ı´ndice de poder juego teo´rico fue propuesto por Banzhaf (1965). Dubey et al. (1981)
introdujeron una familia de ı´ndices, los semivalores, que contiene a los dos anteriores.
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espectro pol´ıtico izquierda-derecha o liberal-conservador, como en la Figura 3.1, parecer´ıa
razonable conceder mayor verosimilitud a un acuerdo global que a una coalicio´n entre los
dos partidos extremos que excluyera al partido bisagra. En otras palabras, consideraremos
la coalicio´n {1, 3} como la u´nica no factible en el juego v restringido al grafo γ de la
Figura 3.1. Entonces (N, vγ) tiene funcio´n caracter´ıstica:
vγ(S) =
{
0 si s ≤ 1 o´ S = {1, 3}
1 en otro caso,
y su valor de Shapley es
(
1
6
, 2
3
, 1
6
)
.
La diferencia entre ambos valores,
(−1
6
, 1
3
,−1
6
)
habla de que el partido 2 incrementa
su poder como consecuencia de las relaciones entre partidos, mientras que los partidos 1
y 3 lo ven reducido.
Se podr´ıa pensar que este resultado es debido, en gran parte, al hecho de que el partido
2 es el centro de una estrella, por lo que, en principio, deber´ıa ser el ma´s central inde-
pendientemente del juego considerado. Sin embargo, en nuestra aproximacio´n, el juego v
desempen˜a un papel crucial. Para ilustrar este hecho, consideremos una pequen˜a modifi-
cacio´n del juego propuesto. Supongamos ahora que los porcentajes de los partidos 1, 2 y 3
son de 24, 52 y 24 % respectivamente, mantenie´ndose el resto de condiciones como en el
caso anterior. Entonces, si la red social es la de la Figura 3.1, todas las coaliciones ganado-
ras, {2}, {1, 2}, {2, 3} y {1, 2, 3}, son factibles. Como consecuencia, el juego original y
el juego de Myerson coinciden y ningu´n partido modifica su poder debido a su posicio´n en
el espectro pol´ıtico.
Dada entonces una situacio´n de comunicacio´n (N, v, γ), en la que (N, v) representa
los intereses econo´micos que motivan las interacciones entre los jugadores y (N, γ) la red
social que refleja las restricciones en la comunicacio´n existentes, definiremos la centralidad
del actor i-e´simo como la diferencia entre su valor de Shapley en el juego restringido al
grafo y en el juego original, i.e.:
ϕi(N, v
γ)− ϕi(N, v), i ∈ N.
Si, como se ha dicho, se desea que la medida refleje la variacio´n de poder ignorando
diferencias a priori entre los jugadores, parece razonable imponer la simetr´ıa del juego
(N, v). En tal caso, ϕi(N, v) =
v(N)
n
para todo i = 1, . . . , n y podemos modificar la
definicio´n anterior mediante una traslacio´n de valor v(N)
n
.
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Definicio´n 3.2.1 Dada una situacio´n de comunicacio´n (N, v, γ) ∈ CSN con v ∈ SN , se
define la centralidad del i-e´simo actor, κi(N, v, γ), como su valor de Myerson:
κi(N, v, γ) = ϕi(N, v
γ).
Fijado el grafo γ, la medida variara´ con el juego (N, v) elegido y, en ese sentido, se
tiene realmente definida una familia de medidas.
3.3. Propiedades de las medidas definidas
En este apartado se introduce un conjunto de propiedades que satisface la familia de
medidas propuestas, propiedades que las hacen atractivas desde el punto de vista de las
interpretaciones sociolo´gica, econo´mica y pol´ıtica del concepto de centralidad.
La primera proposicio´n establece que la centralidad es caracter´ıstica de la posicio´n
en la red, i.e., de las relaciones disponibles para los actores y no de la etiqueta de e´stos.
Formalmente, para grafos isomorfos las centralidades de los nodos coinciden salvo per-
mutaciones.
Proposicio´n 3.3.1 Sea (N, v, γ) ∈ CSN con v ∈ SN . Si pi es una permutacio´n de N que
preserva el grafo, entonces:
κi(N, v, γ) = κpi(i)(N, v, γ).
Demostracio´n: Como v ∈ SN , piv = v.
Por la simetr´ıa del valor de Shapley:
κi(N, v, γ) = ϕi(N, v
γ) = ϕpi(i)(N, piv
γ) = ϕpi(i)(N, v
γ) = κpi(i)(N, v, γ).
Un aspecto cr´ıtico en el ana´lisis de la centralidad en redes sociales es la comparabilidad
entre nodos de diferentes grafos (Freeman 1979). Las medidas propuestas son eficientes
en componentes, por serlo el valor de Myerson. En consecuencia, para un juego sime´trico
(N, v) la suma de las centralidades de los nodos de N es invariante bajo transforma-
ciones del grafo que preserven el nu´mero de componentes conexas y sus cardinalidades.
La siguiente proposicio´n prueba este resultado.
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Proposicio´n 3.3.2 Sea (N, v, γ) ∈ CSN con v ∈ SN . Entonces:
n∑
i=1
κi(N, v, γ) =
∑
Tk∈N/γ
v(Tk).
Demostracio´n: Debido a la eficiencia del valor de Shapley y a la definicio´n de juego
restringido al grafo tenemos:
n∑
i=1
κi(N, v, γ) =
n∑
i=1
ϕi(N, v
γ) = vγ(N) =
∑
Tk∈N/γ
v(Tk).
En particular, para cualquier grafo conexo con n nodos, la suma de las centralidades
es v(N). Como consecuencia directa, podemos evitar cualquier normalizacio´n en el ca´lculo
de las centralidades cuando el objetivo sea su comparacio´n en grafos conexos con el mismo
nu´mero de nodos.
Otra propiedad interesante de estas medidas es que la centralidad de cada actor en
una red no conexa coincide con su centralidad en la red conexa a la que pertenece.
Proposicio´n 3.3.3 Sea {N1, N2} una particio´n de N . Supongamos que (Nj, γj) ∈ ΓNj ,
j = 1, 2, son dos grafos conexos. Sea v ∈ SN y vj la restriccio´n de v a Nj, j = 1, 2.
Entonces, para i ∈ Nj:
κi(N, v, γ
1 ∪ γ2) = κi(Nj, vj, γj), j = 1, 2.
Demostracio´n: Escribiendo el juego v en te´rminos de la base de unanimidad, tenemos:
v =
∑
S⊂N
∆v(S)uS,
y por tanto:
vγ
1∪γ2 =
∑
S⊂N
∆v(S)u
γ1∪γ2
S =
=
∑
S⊂N1
∆v(S)u
γ1∪γ2
S +
∑
S⊂N2
∆v(S)u
γ1∪γ2
S +
∑
S⊂N,S∩N1 6=∅,S∩N2 6=∅
∆v(S)u
γ1∪γ2
S .
Por ser N1 y N2 disjuntos, γ
1 ∪ γ2 es no conexo con lo cual uγ1∪γ2S = 0 si S ∩Nj 6= ∅
para j = 1, 2. Adema´s, para j = 1, 2, si S ⊂ Nj, para todo T ⊂ N ,
uγ
1∪γ2
S (T ) =
{
1 si existe C ∈ T/(γ1 ∪ γ2) tal que S ⊂ C
0 en otro caso
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i.e.,
uγ
1∪γ2
S (T ) =
{
1 si existe C ∈ (T ∩Nj)/γj tal que S ⊂ C
0 en otro caso
y, por tanto, uγ
1∪γ2
S (T ) = u
γj
S (T ), de donde u
γ1∪γ2
S = u
γj
S .
Podemos concluir entonces que:
vγ
1∪γ2 =
∑
S⊂N1
∆v(S)u
γ1
S +
∑
S⊂N2
∆v(S)u
γ2
S .
Sean i ∈ Nj (j = 1, 2) y S ⊂ Nk, k 6= j. Entonces ϕi(N, uγkS ) = 0. Esto es as´ı puesto
que en el juego de conectar S en γj, uγ
j
S , i no puede actuar en ningu´n caso como interme-
diario y por tanto es un jugador pasivo (dummy). As´ı:
κi(N, v, γ
1 ∪ γ2) = κi(Nj, vj, γj), i ∈ Nj, j = 1, 2.
En el contexto sociolo´gico se asume, usualmente, que la centralidad de cada actor se
incrementa si e´ste incorpora nuevas relaciones. Es razonable preguntarnos hasta que´ punto
las medidas introducidas satisfacen esta propiedad.
En la siguiente proposicio´n debida a Myerson (1977), se establece que, si el juego
subyacente es superaditivo, la eliminacio´n de una arista no incrementa la centralidad de
cada uno de los nodos incidentes.
Proposicio´n 3.3.4 Sea (N, v, γ) ∈ CSN con v ∈ SN∩AN . Entonces, para todo {i, j} ∈ γ,
se tiene que:
κh(N, v, γ) ≥ κh(N, v, γ \ {{i, j}}), para h = i, j.
Una medida aceptable asignara´ la mı´nima centralidad a los nodos aislados.
La siguiente proposicio´n demuestra que esto es as´ı si el juego, adema´s de ser sime´trico,
es superaditivo.
Proposicio´n 3.3.5 Sean (N, v, γ) y (N, v, γ0) ∈ CSN con v ∈ SN ∩ AN . Si i ∈ N es un
nodo aislado en γ0 entonces, para todo j ∈ N , se tiene que:
κi(N, v, γ
0) ≤ κj(N, v, γ).
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Demostracio´n: Por la Proposicio´n 3.3.3 y la eficiencia en componentes,
κi(N, v, γ
0) = v({i}).
Sea j ∈ N un nodo con grado k en γ. Si j no es aislado, entonces 1 ≤ k ≤ n − 1.
Supongamos, por reduccio´n al absurdo, que κj(N, v, γ) < v({i}). El nodo j se convertira´ en
aislado eliminando sucesivamente los k arcos incidentes en e´l. Por la proposicio´n anterior,
la sucesio´n de centralidades asociadas al nodo j es no creciente. En el u´ltimo paso, j se
habra´ convertido en un nodo aislado y, por tanto, su centralidad sera´ v({j}), estrictamente
menor que v({i}). Como el juego es sime´trico, esta contradiccio´n prueba el resultado.
La siguiente proposicio´n, cuya prueba aparece en Myerson (1977), establece que las
medidas introducidas son equitativas (fair) en el sentido de que, si dos actores rompen la
relacio´n existente entre ellos, la centralidad de ambos se vera´ igualmente afectada.
Proposicio´n 3.3.6 Sea (N, v, γ) ∈ CSN con v ∈ SN . Entonces, dada l = {i, j} ∈ γ se
tiene:
κi(N, v, γ)− κi(N, v, γ \ {l}) = κj(N, v, γ)− κj(N, v, γ \ {l}).
De nuevo Myerson (1980) prueba que su valor y por tanto la medida introducida
satisface la propiedad de contribuciones equilibradas. Si un jugador se aisla en la red, el
perjuicio que causa a cualquier otro coincide con el dan˜o que e´ste, en caso de aislarse, le
causar´ıa a e´l.
Proposicio´n 3.3.7 Sea (N, v, γ) ∈ CSN con v ∈ SN . Entonces, para todo i, j ∈ N se
tiene que:
κi(N, v, γ)− κi(N, v, γ−j) = κj(N, v, γ)− κj(N, v, γ−i).
La siguiente proposicio´n y el lema previo que la acompan˜a permiten demostrar que,
dado un juego superaditivo, la ma´xima centralidad de un actor se alcanza cuando mantiene
conexiones con todos los dema´s y e´stos so´lo con e´l, lo que le convierte en el centro de una
estrella.
Lema 3.3.1 Sea (N, v, γ) ∈ CSN con v ∈ SN ∩ AN . Dados i ∈ N y S ⊂ N \ {i}:
(i) vγ(S ∪ {i}) ≤ v(S ∪ {i}),
(ii) vγ(S) ≥ s v({i}),
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(iii) vγ(S ∪ {i})− vγ(S) ≤ v(S ∪ {i})− s v({i}).
Demostracio´n:
(i) vγ(S ∪ {i}) =
∑
Tk∈(S∪{i})/γ
v(Tk) ≤ v(S ∪ {i}) por la superaditividad de v, ya que
el conjunto de las componentes conexas es una particio´n de la coalicio´n.
(ii) Por ser v superaditivo, para cualquier coalicio´n T ⊂ N , v(T ) ≥ t v({i}). En-
tonces,
vγ(S) =
∑
Tk∈S/γ
v(Tk) ≥
∑
Tk∈S/γ
tk v({i}) =
 ∑
Tk∈S/γ
tk
 v({i}) = s v({i}),
por ser los Tk ∈ S/γ una particio´n de S.
(iii) Es consecuencia inmediata de (i) y (ii).
Proposicio´n 3.3.8 Sea (N, v, γS) ∈ CSN con v ∈ SN ∩ AN y γS la estrella centrada en
1, i.e., γS = {{1, 2}, {1, 3}, . . . , {1, n}}. Entonces, para toda (N, v, γ) ∈ CSN y para todo
i ∈ N :
κi(N, v, γ) ≤ κ1(N, v, γS).
Demostracio´n: Para toda (N, v, γ) ∈ CSN y todo i ∈ N ,
κi(N, v, γ) = ϕi(N, v
γ) =
∑
S⊂N\{i}
s!(n− 1− s)!
n!
(vγ(S ∪ {i})− vγ(S)), (3.1)
y en el centro de la estrella:
κ1(N, v, γ
S) =
∑
S⊂N\{1}
s!(n− 1− s)!
n!
(v(S ∪ {1})− s v({1})). (3.2)
Tomando i = 1 en (3.1), por el Lema 3.3.1 (iii) y la simetr´ıa de v, resulta:
κ1(N, v, γ) ≤ κ1(N, v, γS).
El siguiente contrajemplo prueba que, si se elimina la condicio´n de superaditividad en
el juego, la conclusio´n del resultado anterior puede dejar de ser cierta.
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Ejemplo 3.3.1 Sean N = {1, 2, 3, 4, 5} y v el juego sime´trico y mono´tono, pero no su-
peraditivo:
v(S) =

1 si s = 1, 2
3 si s = 3
4 si s = 4, 5
y consideremos los grafos (N, γS) y (N, γ) representados en la Figura 3.2:
1
2
5
4
3
1 24
3
(N,γS) (N,γ)
5
Figura 3.2: (N, γS), (N, γ)
κ1(N, v, γ
S) =
0!(4− 0)!
5!
+
2!(4− 2)!
5!
6 +
3!(4− 3)!
5!
4 =
3
5
,
mientras que:
κ1(N, v, γ) =
0!(4− 0)!
5!
+
1!(4− 1)!
5!
+
2!(4− 2)!
5!
5 +
3!(4− 3)!
5!
6 +
4!0!
5!
=
11
12
.
En este ejemplo, la centralidad del nodo 1 en la situacio´n de comunicacio´n (N, v, γ)
es mayor que la del centro de la estrella en (N, v, γS). Incluso κ1(N, v, γ
S) ≤ κj(N, v, γS)
para todo j 6= 1 ya que, por eficiencia y simetr´ıa:
κj(N, v, γ
S) =
v(N)− κ1(N, v, γS)
4
=
17
20
.
No obstante, el nodo central tendra´ ma´xima centralidad en la estrella siempre y cuando
el juego sea mono´tono y 0-normalizado.
Proposicio´n 3.3.9 Sean (N, v, γS) ∈ CSN con v ∈ SN0 un juego mono´tono y γS =
{{1, 2}, {1, 3}, . . . , {1, n}} la estrella con centro en el nodo 1. Entonces:
κ1(N, v, γ
S) ≥ κj(N, v, γS), para todo j ∈ N.
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Demostracio´n: Para todo j ∈ N , j 6= 1
κj(N, v, γ
S) =
∑
T⊂N\{1,j}
t!(n− 1− t)!
n!
(vγ
S
(T ∪ {j})− vγS(T ))+
+
∑
T⊂N\{1,j}
(t+ 1)!(n− 1− (t+ 1))!
n!
(vγ
S
(T ∪ {1, j})− vγS(T ∪ {1})).
Por ser γS una estrella, para cualquier coalicio´n T que no contenga al nodo central 1,
se tiene que vγ
S
(T ) =
∑
i∈T v({i}) y, por simetr´ıa, vγ
S
(T ) = tv({1}). Por otro lado, toda
coalicio´n T tal que 1 ∈ T cumple vγS(T ) = v(T ). Entonces, fijado j ∈ N, j 6= 1,
κj(N, v, γ
S) =
∑
T⊂N\{1,j}
t!(n− 1− t)!
n!
((t+ 1)v({1})− tv({1}))+
+
∑
T⊂N\{1,j}
(t+ 1)!(n− 1− (t+ 1))!
n!
(v(T ∪ {1, j})− v(T ∪ {1})),
y para el nodo central se tiene:
κ1(N, v, γ
S) =
∑
T⊂N\{1,j}
t!(n− 1− t)!
n!
(v(T ∪ {1})− tv({1}))+
+
∑
T⊂N\{1,j}
(t+ 1)!(n− 1− (t+ 1))!
n!
(v(T ∪ {1, j})− (t+ 1)v({1})).
Para comprobar que la centralidad en el centro de la estrella es mayor que en cada
sate´lite es suficiente demostrar que la contribucio´n marginal del nodo central a cada
coalicio´n T ⊂ N \ {1, j} es mayor que la de cualquier sate´lite j. Ello es as´ı dado que por
ser v mono´tono y 0-normalizado, v(T ∪ {1}) ≥ (t+ 1)v({1}) para todo T ⊂ N \ {1, j}.
En la siguiente proposicio´n se prueba que, si el juego es convexo, la mı´nima centralidad
de un actor en redes conexas se alcanza cuando ocupa uno cualquiera de los extremos de
una cadena.
Proposicio´n 3.3.10 Sean (N, v, γ), (N, v, γC) ∈ CSN , con v ∈ SN ∩ CN , γ conexo y
γC = {{1, 2}, {2, 3}, . . . , {n− 1, n}} una cadena con n nodos. Entonces, para todo i ∈ N :
κ1(N, v, γ
C) ≤ κi(N, v, γ).
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Demostracio´n: Dado el grafo (N, γ), consideremos un nodo arbitrario i y reetiquete´moslo
como 1. A continuacio´n, reetiquetemos como 2 un nodo cualquiera adyacente a 1, y como
3 uno cualquiera adyacente a 1 o´ a 2 (o posiblemente a ambos). Continuemos con este
procedimiento reetiquetando como k cualquier nodo que sea adyacente al menos a uno
del conjunto {1, . . . , k−1}. Dado que γ es conexo, podemos seguir con este proceso hasta
que todos los nodos hayan sido reetiquetados. Observemos que, entonces, cada conjunto
{1, . . . , k}, k = 1, . . . , n, se ha convertido en un conjunto conexo en γ.
Por otro lado,
κ1(N, v, γ
C) =
∑
S⊂N\{1}
s!(n− 1− s)!
n!
(vγ
C
(S ∪ {1})− vγC (S)), (3.3)
mientras que,
κ1(N, v, γ) =
∑
S⊂N\{1}
s!(n− 1− s)!
n!
(vγ(S ∪ {1})− vγ(S)). (3.4)
Veamos ahora que cada sumando en (3.4) es, al menos, tan grande como el correspon-
diente en (3.3).
Sea S ⊂ N \ {1} y sean C1(S ∪ {1}, γC |S∪{1}) y C1(S ∪ {1}, γ|S∪{1}) las componentes
conexas a las que 1 pertenece en las respectivas restriccio´nes de γC y γ a S ∪ {1}. La
primera de ellas sera´ necesariamente de la forma {1, . . . , k}. Se tiene, entonces:
vγ
C
(S ∪ {1})− vγC (S) = v({1, . . . , k})− v({2, 3, . . . , k}).
Por ser v ∈ SN :
v({1, . . . , k})− v({2, . . . , k}) = v(k)− v(k − 1).
Por otra parte,
vγ(S ∪ {1})− vγ(S) = v(C1(S ∪ {1}, γ|S∪{1}))− vγ(C1(S ∪ {1}, γ|S∪{1}) \ {1})
y como v es superaditivo:
vγ(C1(S ∪ {1}, γ|S∪{1}) \ {1}) ≤ v(C1(S ∪ {1}, γ|S∪{1}) \ {1}).
Entonces:
vγ(S ∪ {1})− vγ(S) ≥ v(C1(S ∪ {1}, γ|S∪{1}))− v(C1(S ∪ {1}, γ|S∪{1}) \ {1}).
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Dado el me´todo de reetiquetado utilizado para γ, tenemos que {1, . . . , k} es conexo en
γ. As´ı pues, {1, . . . , k} ⊂ C1(S∪{1}, γ|S∪{1}), lo que implica que k ≤ |C1(S∪{1}, γ|S∪{1})|
y por ser v convexo se tiene que:
v(C1(S ∪ {1}, γ|S∪{1})) − v(C1(S ∪ {1}, γ|S∪{1}) \ {1}) ≥ v(k) − v(k − 1) para cada
S ⊂ N \ {1}, lo que prueba el resultado.
El siguiente lema prueba que los nodos terminales de una cadena tienen menor cen-
tralidad cuanto ma´s pequen˜a es la longitud de e´sta.
Lema 3.3.2 Sean (N, v, γC1) y (N, v, γC2) ∈ CSN con v ∈ SN ∩ CN y γCi (i = 1, 2)
cadenas con n1 y n2 nodos respectivamente, n1 < n2, y los nodos etiquetados, en ambas
cadenas, en el orden natrural. Entonces,
κ1(N, v, γ
C1) ≤ κ1(N, v, γC2). (3.5)
Demostracio´n: Mostraremos que el resultado es cierto para n2 = n1 + 1. Se tiene que:
κ1(N, v, γ
C
2 )− κ1(N, v, γC1 ) =
∑
S⊂N2
∆v(S)ϕ1(N, u
γC2
S )−
∑
S⊂N1
∆v(S)ϕ1(N, u
γC1
S ).
Por ser 1 un nodo terminal, ϕ1(N, u
γC1
S ) = ϕ1(N, u
γC2
S ) = 0 si 1 /∈ S, y entonces
κ1(N, v, γ
C
2 )− κ1(N, v, γC1 ) =
∑
1∈S⊂N2
∆v(S)ϕ1(N, u
γC2
S )−
∑
1∈S⊂N1
∆v(S)ϕ1(N, u
γC1
S ) =
=
∑
1,n1+1∈S⊂N2
∆v(S)ϕ1(N, u
γC2
S ).
Se tienen
(
n1 − 1
s− 2
)
coaliciones S ⊂ N con cardinal s y tales que {1, n1 + 1} ⊂ S.
Para cada una de ellas, ϕ1(N, u
γC2
S ) =
1
n1+1
. Entonces, el valor de la expresio´n anterior
puede escribirse como:
κ1(N, v, γ
C
2 )− κ1(N, v, γC1 ) =
1
n1 + 1
n1+1∑
s=2
(
n1 − 1
s− 2
)
∆v(s).
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Por la definicio´n de dividendos de Harsanyi y la simetr´ıa de v
n1+1∑
s=2
(
n1 − 1
s− 2
)
∆v(S) =
n1+1∑
s=2
(
n1 − 1
s− 2
)
s∑
t=1
(
s
t
)
(−1)s−tv(t),
que, tras algunas manipulaciones algebraicas, es igual a
v(n1 + 1)− 2v(n1) + v(n1 − 1),
cantidad no negativa cuando v es convexo.
Con ayuda del lema anterior puede demostrarse que en una cadena con n nodos la
centralidad de e´stos aumenta desde los nodos terminales hacia el mediano, si utilizamos
un juego sime´trico y convexo.
Proposicio´n 3.3.11 Sea (N, v, γC) ∈ CSN con v ∈ SN ∩ CN y γC una cadena con n
nodos numerados de manera natural. Entonces, para 1 ≤ i ≤ n/2
κi(N, v, γ
C) ≤ κi+1(N, v, γC). (3.6)
Demostracio´n: Para cada i, (1 ≤ i ≤ n/2), si eliminamos la arista {i, i+ 1}, obtenemos
dos cadenas. La primera de ellas con i nodos, teniendo a los nodos 1 e i como terminales.
La otra, de longitud n − i, tendra´ por nodos terminales el i + 1 y el n respectivamente.
Notemos γCi y γCn−i tales cadenas. Por el Lema 3.3.2, como i ≤ n− i se tiene que:
κi(N, v, γ
Ci) ≤ κi+1(N, v, γCn−i),
y por ser la medida equitativa:
κi(N, v, γ
C) ≤ κi+1(N, v, γC).
Debido a la eleccio´n hecha de juegos sime´tricos, en redes como la rueda o el grafo
completo la centralidad es igual para todos los nodos. Adema´s, por la eficiencia en compo-
nentes conexas, las centralidades deben sumar v(N). En consecuencia, tenemos el siguiente
resultado.
Proposicio´n 3.3.12 Sean (N, v,KN) y (N, v, γW ) ∈ CSN con KN el grafo completo, γW
una rueda con n nodos y v ∈ SN . Entonces:
κi(N, v,K
N) = κi(N, v, γ
W ) =
v(N)
n
, para todo i ∈ N.
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El u´ltimo resultado pone de manifiesto una cierta miop´ıa de las medidas propuestas
en el sentido de que estructuras de relaciones muy diferentes pueden generar centralidades
iguales en los actores. En el apartado 3.6. retomaremos esta debilidad para justificar una
descomposicio´n aditiva de cada medida en otras dos que recojan las componentes de la
centralidad debidas a proximidad y a intermediacio´n respectivamente.
3.4. Ca´lculo de la medida de centralidad
Dado un grafo (N, γ), la aplicacio´n que asigna a cada v ∈ GN el juego restringido al
grafo, (N, vγ), es una proyeccio´n en el sentido de que satisface linealidad e idempotencia.
La linealidad se satisface trivialmente. La idempotencia se deduce de que, para todo
S ⊂ N , (vγ)γ(S) = ∑Tk∈S/γ vγ(Tk) = ∑Tk∈S/γ v(Tk) = vγ(S). Como consecuencia, para
determinar la proyeccio´n de cualquier juego (el juego restringido) sera´ suficiente conocer
las ima´genes de los juegos de una base del espacio GN . Utilizaremos la base de unanimidad
{uS}S⊂N .
Los siguientes resultados proporcionan, para cada S ⊂ N y cada γ ∈ ΓN , los juegos
restringidos (N, uγS). Interpretaremos u
γ
S como el juego de conectar S en γ.
Proposicio´n 3.4.1 Sea γ ∈ ΓN . Dado S ⊂ N , con (S, γ|S) conexo, se tiene que uγS = uS.
Demostracio´n: Por definicio´n de juego restringido al grafo, para cada T ⊂ N :
uγS(T ) =
∑
Tk∈T/γ
uS(Tk).
Si S ⊂ T , por ser S conexo, existe una componente conexa de T , Tk0 , de manera que
S ⊂ Tk0 y S ⊂/ Tk para k 6= k0. Por tanto, uγS(T ) = uS(Tk0) = 1 = uS(T ).
Si, por el contrario, S ⊂/ T no puede haber ninguna componente conexa de T que lo
contenga, con lo que uγS(T ) = 0 = uS(T ).
En el caso de que γ ∈ ΓN y S sea no conexo en γ se tiene el siguiente resultado.
Proposicio´n 3.4.2 Sean γ ∈ ΓN y S ⊂ N tal que (S, γ|S) es no conexo. Entonces para
cada T ⊂ N :
uγS(T ) =
{
1 si existe algu´n subconjunto conexo de T que contenga a S
0 en otro caso.
(3.7)
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Demostracio´n: Por la definicio´n de juego restringido al grafo, para cualquier coalicio´n
T ⊂ N :
uγS(T ) =
∑
Tk∈T/γ uS(Tk) =
=
{
1 si existe alguna componente conexa de T, Tk0 tal que S ⊂ Tk0
0 en otro caso.
El segundo de los resultados anteriores, si bien resulta ilustrativo sobre el compor-
tamiento de las proyecciones de los juegos de unanimidad, no es manejable desde el punto
de vista del ca´lculo del valor de Myerson y, por tanto, de la centralidad. Las siguientes
definiciones y resultados se dirigen a obtener una expresio´n de las proyecciones de los
juegos de unanimidad en te´rminos de la propia base.
Definicio´n 3.4.1 Dados un grafo (N, γ) y S ⊂ N , diremos que S ′ ⊂ N es un conjunto
de conexio´n de S en γ si es conexo y contiene a S.
Notaremos Cγ(S) la familia de los conjuntos de conexio´n de S en γ y Mγ(S) la de los
minimales.
Obse´rvese que para un S ⊂ N dado pueden existir diversos conjuntos minimales de
conexio´n, so´lamente uno o incluso ninguno.
El siguiente ejemplo ilustra la definicio´n anterior:
Ejemplo 3.4.1 Consideremos N = {1, 2, 3, 4} y los grafos (N, γ1), (N, γ2) y (N, γ3) cuya
representacio´n aparece en la Figura 3.3.
1 2 3 4 1
2
3
4 1
2
3
4
(N,γ1)
(N,γ2) (N,γ3)
Figura 3.3: Cardinal de la familia de conjuntos minimales de conexio´n
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Si S = {1, 4} podemos observar que:
Mγ1(S) = {{1, 2, 3, 4}},
Mγ2(S) = {{1, 2, 4}, {1, 3, 4}},
Mγ3(S) = ∅.
Dado γ ∈ ΓN , siMγ(S) = ∅, i.e., si S no es conectable en γ entonces, por la Proposi-
cio´n 3.4.2, uγS ≡ 0 (el vector nulo del espacio vectorial GN), ya que para cualquier coalicio´n
T ⊂ N no existe ninguna coalicio´n T ′ conexa tal que S ⊂ T ′ ⊂ T . En el siguiente lema se
dara´ una expresio´n para uγS en los restantes casos.
Lema 3.4.1 Dados γ ∈ ΓN y S ⊂ N , si Mγ(S) = {Si}ri=1, entonces:
uγS = 1−
r∏
i=1
(1− uSi), (3.8)
donde 1 es el juego con funcio´n caracter´ıstica dada por 1(S) = 1, para todo S 6= ∅, i.e.,
el elemento unidad del producto interno esta´ndar en GN .
Demostracio´n: Sea T ⊂ N , entonces:
(1− uSi) (T ) =
{
0 si Si ⊂ T
1 si Si ⊂/ T
y por tanto: (
1−
r∏
i=1
(1− uSi)
)
(T ) =
{
1 si existe Si ⊂ T
0 en otro caso.
(3.9)
Comparando (3.9) con (3.7) se tiene la igualdad (3.8).
No´tese que el resultado del lema anterior sigue siendo cierto si se sustituyeMγ(S) por
Cγ(S).
En la siguiente proposicio´n se determina el subespacio imagen por la proyeccio´n que
asigna a cada v ∈ GN , vγ, con γ ∈ ΓN . Dicho subespacio es la envoltura lineal de
{uS} con S conexo en γ. Este resultado aparece en Owen (1986), pero aqu´ı daremos una
demostracio´n constructiva diferente. Sera´ u´til para el ca´lculo posterior de las centralidades,
pues expresa la proyeccio´n de los juegos de unanimidad en te´rminos de ellos mismos.
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Proposicio´n 3.4.3 Dados γ ∈ ΓN y S ⊂ N , con Mγ(S) = {Si}ri=1, se tiene:
uγS =
r∑
i=1
uSi −
r∑
i<j
uSi∪Sj +
r∑
i<j<k
uSi∪Sj∪Sk + · · ·+ (−1)r+1u∪ri=1Si .
Demostracio´n: Por el lema anterior:
uγS = 1−
r∏
i=1
(1−uSi) =
r∑
i=1
uSi−
r∑
i<j
uSi ·uSj+
r∑
i<j<k
uSi ·uSj ·uSk+· · ·+(−1)r+1uS1 ·uS2 · · ·uSr .
Adema´s, si {i1, . . . , ik} ⊂ {1, . . . , r}, se tiene
uSi1 · uSi2 · · ·uSik = u∪kj=1Sij ,
entonces,
uγS =
r∑
i=1
uSi −
r∑
i<j
uSi∪Sj +
r∑
i<j<k
uSi∪Sj∪Sk + · · ·+ (−1)r+1u∪ri=1Si . (3.10)
El siguiente corolario fue obtenido por Owen (1986).
Corolario 3.4.1 Sea γ ∈ ΓN un a´rbol. Para todo S ⊂ N , el u´nico conjunto minimal de
conexio´n es la envoltura conexa de S. Entonces uγS = uH(N,γ,S).
3.5. Ejemplos
Uno de los objetivos de esta Memoria es asignar, de manera razonable, a los nodos de
un grafo (N, γ) una centralidad. Se asume, adema´s, que los nodos son actores en un con-
texto econo´mico modelado a trave´s de un juego TU. Es innegable, entonces, la influencia
del juego as´ı como la dificultad, en muchas situaciones, para elegir uno espec´ıfico.
Para ilustrar nuestra propuesta y calcular las centralidades en diferentes grafos uti-
lizaremos tres juegos sime´tricos de amplio uso en la literatura juego-teo´rica:
El juego de los mensajes. Centra su intere´s en las posibilidades de comunicacio´n
directa. Si S es un subconjunto de N , los pagos a S sera´n proporcionales al nu´mero
de parejas que pueden formarse en S, con lo que v1(S) = k
(
s
2
)
. Se toma el valor dos
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para la constante de proporcionalidad k con el fin de tener en cuenta que cualquiera
de los dos actores en un par {i, j} puede actuar como emisor o como receptor. De
esta manera, tenemos v1(S) = s
2 − s. Los dividendos de Harsanyi para este juego
vienen dados por:
∆v1(S) =
{
2 si s = 2
0 si s 6= 2.
El juego de los gastos generales con S = N (pure overhead game). Asume que
cualquier coalicio´n que se forme debe hacer frente a un coste unitario. Por tanto,
su funcio´n caracter´ıstica satisface pN(S) = −1, para todo S ⊂ N con S 6= ∅. Los
dividendos de Harsanyi para este juego vienen dados por:
∆pN (S) = (−1)s, s ≥ 1.
Dado un grafo γ, la proyeccio´n del juego de los gastos generales asigna a cada
coalicio´n el opuesto del nu´mero de sus componentes conexas.
Por u´ltimo, el juego de las conferencias. Asigna a cada coalicio´n un valor que mide
las posibilidades de comunicacio´n intragrupo. Para cada S ⊂ N , el pago a S sera´ el
nu´mero de subconjuntos de S con cardinal mayor que 1. Entonces, la funcio´n ca-
racter´ıstica vendra´ dada por v2(S) = 2
s− s− 1. Los correspondientes dividendos de
Harsanyi son:
∆v2(S) =
{
0 si s = 0, 1
1 si s ≥ 2.
A continuacio´n se obtienen expresiones generales para las centralidades de los dife-
rentes nodos de ciertos grafos conexos, as´ı como su particularizacio´n para el caso de los
tres juegos considerados.
La estrella
Analicemos primero la centralidad de los nodos en el caso de la estrella (N, γS)
(Figura 1.1), en la que el centro se ha etiquetado como 1. Por ser la estrella un
a´rbol, para cada T ⊂ N el u´nico conjunto minimal de conexio´n sera´ H(N, γS, T ).
En particular, si 1 ∈ T , H(N, γS, T ) = T ya que la coalicio´n T sera´ conexa, mientras
que si 1 /∈ T , H(N, γS, T ) = T ∪ {1}. Con estos resultados podemos escribir para
cualquier juego sime´trico v y para cada i ∈ N :
κi(N, v, γ
S) =
∑
T⊂N
∆v(T )ϕi(N, uH(N,γS ,T )).
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Recordando que para un juego de la base de unanimidad uS se tiene:
ϕi(N, uS) =
{
1
s
si i ∈ S
0 en otro caso,
la centralidad del nodo 1 sera´:
κ1(N, v, γ
S) =
∑
T⊂N\{1}
∆v(S)ϕ1(N, uT∪{1}) +
∑
T⊂N\{1}
∆v(T ∪ {1})ϕ1(N, uT∪{1}) =
=
n−1∑
t=0
(
n− 1
t
)
∆v(t)
1
t+ 1
+
n−1∑
t=0
(
n− 1
t
)
∆v(t+ 1)
1
t+ 1
.
Por simetr´ıa los diferentes nodos sate´lites tendra´n la misma centralidad; i.e., si i 6= 1:
κi(N, v, γ
S) =
∑
T⊂N\{i,1}
∆v(T )ϕi(N, uT∪{1}) +
∑
T⊂N\{1,i}
∆v(T ∪ {1})ϕi(N, uT∪{1})+
+
∑
T⊂N\{1,i}
∆v(T ∪ {i})ϕi(N, uT∪{1,i}) +
∑
T⊂N\{1,i}
∆v(T ∪ {1, i})ϕi(N, uT∪{1,i}) =
=
n−2∑
t=0
(
n− 2
t
)
∆v(t+ 1)
1
t+ 2
+
n−2∑
t=0
(
n− 2
t
)
∆v(t+ 2)
1
t+ 2
.
Tras unas sencillas manipulaciones algebraicas las expresiones anteriores se pueden
reescribir como:
κ1(N, v, γ
S) = ∆v(1) +
1
n
n∑
k=2
(
n+ 1
k + 1
)
∆v(k), (3.11)
y para i 6= 1:
κi(N, v, γ
S) = ∆v(1) +
n∑
k=2
1
k + 1
[(
n− 1
k − 1
)
+
1
k
(
n− 2
k − 2
)]
∆v(k). (3.12)
Si particularizamos (3.11) y (3.12) al caso de los juegos v1, pN y v2 anteriormente
considerados, se obtiene:
κ1(N, v1, γ
S) =
n2 − 1
3
,
κi(N, v1, γ
S) =
2n− 1
3
, para i 6= 1,
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κ1(N, pN , γ
S) =
n− 3
2
,
κi(N, pN , γ
S) = −1
2
, para i 6= 1,
κ1(N, v2, γ
S) =
1
n
[
2n+1 − n
2 + 3n+ 4
2
]
,
κi(N, v2, γ
S) =
2
n(n− 1)
[
(n− 2)2n−1 + 1]− 1
2
, para i 6= 1.
Para v1, si se estandariza la centralidad dividiendo por v1(N) = n
2− n (la suma de
las centralidades de los n nodos), podemos analizar el comportamiento asinto´tico
en el caso del centro de la estrella y en el de los nodos sate´lites. Notando
κ∗i (N, v1, γ
S) =
κi(N, v1, γ
S)
n2 − n
esta estandarizacio´n de la centralidad, se tiene:
l´ım
n→∞
κ∗1(N, v1, γ
S) =
1
3
, l´ım
n→∞
κ∗i (N, v1, γ
S) = 0, i 6= 1,
resultado que coincide con el obtenido en Grofman y Owen (1982, p.218) en un
contexto ligeramente distinto al aqu´ı propuesto.
La cadena
Analicemos el caso particular de la cadena con seis nodos γC .
1 2 3 4 5 6
Figura 3.4: Cadena con 6 nodos (γC)
Para un juego general v, sime´trico, se tiene que:
κ1(N, v, γ
C) = κ6(N, v, γ
C) =
= ∆v(1) +
29
20
∆v(2) +
21
10
∆v(3) +
37
20
∆v(4) +
13
15
∆v(5) +
1
6
∆v(6).
κ2(N, v, γ
C) = κ5(N, v, γ
C) =
= ∆v(1) +
82
30
∆v(2) +
53
15
∆v(3) +
27
10
∆v(4) +
16
15
∆v(5) +
1
6
∆v(6).
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κ3(N, v, γ
C) = κ4(N, v, γ
C) =
= ∆v(1) +
199
60
∆v(2) +
131
30
∆v(3) +
59
20
∆v(4) +
16
15
∆v(5) +
1
6
∆v(6).
En particular para los juegos v1, pN y v2 obtenemos:
κ1(N, v1, γ
C) = 2.9 κ2(N, v1, γ
C) = 5.47 κ3(N, v1, γ
C) = 6.63.
κ1(N, pN , γ
C) = −0.5 κ2(N, pN , γC) = 0 κ3(N, pN , γC) = 0.
κ1(N, v2, γ
C) = 6.43 κ2(N, v2, γ
C) = 10.2 κ3(N, v2, γ
C) = 11.87.
Por ser los tres juegos sime´tricos y convexos, la centralidad es no decreciente hacia
los nodos medianos como ha quedado probado en la Proposicio´n 3.3.10.
La cometa
Para ilustrar el ca´lculo de las centralidades en grafos con ciclos, consideremos la
cometa γK (Figura 3.5) y el juego de los mensajes v1.
1
3
6
54
2
Figura 3.5: La cometa (γK)
Recordemos que, para el juego v1, so´lo son distintos de cero los dividendos para
coaliciones de taman˜o 2. En la Tabla 3.1 se muestra, para cada una de tales coa-
liciones, sus conjuntos minimales de conexio´n as´ı como el reparto del dividendo de
dicha coalicio´n entre todos los nodos que sirven para conectarla en γK . Detallare-
mos, a continuacio´n, el ca´lculo de los valores obtenidos en dicha tabla para el caso
S = {1, 6}. Para esta coalicio´n, S1 = {1, 2, 3, 6} y S2 = {1, 2, 4, 5, 6} son los dos con-
juntos minimales de conexio´n que contienen a S. Entonces, utilizando la ecuacio´n
(3.10), se tiene:
ϕ(N, uγ
K
S ) = ϕ(N, uS1) + ϕ(N, uS2)− ϕi(uS1∪S2) =
=
(
1
4
,
1
4
,
1
4
, 0, 0,
1
4
)
+
(
1
5
,
1
5
, 0,
1
5
,
1
5
,
1
5
)
−
(
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
)
.
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Coalicio´n Elementos de ∆v1(S)ϕi(N, u
γK
S )
S MγK (S) i = 1 2 3 4 5 6
{1, 2} {1, 2} 1 1 0 0 0 0
{1, 3} {1, 2, 3} 0.666 0.666 0.666 0 0 0
{1, 4} {1, 2, 4} 0.666 0.666 0 0.666 0 0
{1, 5} {1, 2, 4, 5}, {1, 2, 3, 5, 6} 0.566 0.566 0.066 0.166 0.566 0.066
{1, 6} {1, 2, 3, 6}, {1, 2, 4, 5, 6} 0.566 0.566 0.166 0.066 0.066 0.566
{2, 3} {2, 3} 0 1 1 0 0 0
{2, 4} {2, 4} 0 1 0 1 0 0
{2, 5} {2, 4, 5}, {2, 3, 5, 6} 0 0.766 0.1 0.266 0.766 0.1
{2, 6} {2, 3, 6}, {2, 4, 5, 6} 0 0.766 0.266 0.1 0.1 0.766
{3, 4} {2, 3, 4}, {3, 4, 5, 6} 0 0.266 0.766 0.766 0.1 0.1
{3, 5} {3, 5, 6}, {2, 3, 4, 5} 0 0.1 0.766 0.1 0.766 0.266
{3, 6} {3, 6} 0 0 1 0 0 1
{4, 5} {4, 5} 0 0 0 1 1 0
{4, 6} {4, 5, 6}, {2, 3, 4, 6} 0 0.1 0.1 0.766 0.266 0.766
{5, 6} {5, 6} 0 0 0 0 1 1
Tabla 3.1
Puede observarse que, si para conectar a un conjunto S no hay ma´s que una alter-
nativa, es decir, si la cardinalidad deMγK (S) es uno, un intermediario (por ejemplo
2 en el camino 1-2-3) recibe un pago igual al de los nodos que env´ıan o reciben el
mensaje. Cuando hay ma´s opciones (por ejemplo 2 y 6 pueden conectarse utilizando
a 4 y 5 como intermediarios o a 3), estos intermediarios recibira´n menos debido a
que existen diferentes caminos alternativos (competicio´n).
Si sumamos las diferentes filas ∆v1(S)ϕi(N, u
γK
S ) de la Tabla 3.1, obtendremos el
vector de centralidades :
κ(N, v1, γ
K) = (3.466, 7.466, 4.900, 4.900, 4.633, 4.633). (3.13)
Como era de esperar, el nodo 2 tiene, con diferencia, la mayor centralidad, mientras
que el nodo 1, que es el que ma´s pro´ximo esta´ a ser un nodo aislado, obtiene la
menor.
El ejemplo deja entrever la dificultad para calcular centralidades si el nu´mero de
nodos de un grafo se hace (incluso moderadamente) grande y los conjuntos minimales
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de conexio´n se multiplican. En la pro´xima seccio´n trataremos de desarrollar te´cnicas
para reducir la complejidad asociada a estos ca´lculos.
Grafos con cuatro nodos
Finalmente, la Tabla 3.2 muestra las centralidades inducidas por los juegos sime´tri-
cos v1, pN y v2 en todos los grafos conexos con 4 nodos.
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Tabla 3.2
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3.6. Una descomposicio´n de la medida de centralidad
En la u´ltima tabla de la seccio´n anterior se observa que, el vector de centralidades
para el grafo γ1 coincide con el correspondiente al grafo γ3 para cualquiera de los juegos
considerados. En realidad, esto es as´ı para cualquier juego sime´trico, por la eficiencia en
componentes conexas y la simetr´ıa de las medidas.
Esta situacio´n pone de manifiesto un comportamiento miope de las medidas introduci-
das, que no aciertan del todo a valorar el grado de conexio´n de los diferentes nodos, igno-
rando parcialmente la densidad del grafo. Por este motivo, parece interesante plantearse
una eventual descomposicio´n en otras medidas, de manera que se matice el valor de la
centralidad y se distinga en situaciones con conectividad diferente como las del ejemplo
anterior. En definitiva, tratamos de dar a la centralidad un cara´cter vectorial en lugar de
escalar.
Para motivar esta descomposicio´n, consideremos de nuevo la situacio´n de comuni-
cacio´n (N, v1, γ
K). Las restricciones en la comunicacio´n permiten a cada nodo dos tipos
de actuaciones esencialmente distintas: enviar-recibir mensajes o intermediar en las comu-
nicaciones entre otros. De esta manera, podemos observar que, de la centralidad de 7.466
correspondiente al nodo 2 en la expresio´n (3.13), una parte, 4.533, la obtiene a partir de
los juegos de unanimidad de las coaliciones {1, 2}, {2, 3}, {2, 4}, {2, 5} y {2, 6} a las que
e´l pertenece (proximidad), mientras que el resto, 2.933, lo obtiene a partir de juegos de
unanimidad de las coaliciones {1, 3}, {1, 4}, {1, 5}, {1, 6}, {3, 4}, {3, 5} y {4, 6}, que lo
necesitan como intermediario para conectarse (intermediacio´n). Haciendo lo mismo con
los restantes nodos, podemos expresar el vector κ(N, v1, γ
K) como la suma de los vectores:
κC(N, v1, γ
K) = (3.466, 4.533, 4.200, 4.200, 4.100, 4.100), y
κB(N, v1, γ
K) = (0, 2.933, 0.700, 0.700, 0.533, 0.533),
donde κC(N, v1, γ
K) y κB(N, v1, γ
K) pueden interpretarse como medidas de centralidad
por proximidad (closeness) y por intermediacio´n (betweenness), respectivamente.
Ma´s en general, para cada nodo i en una situacio´n de comunicacio´n (N, v, γ), siendo v
un juego sime´trico, podemos definir la centralidad por proximidad del nodo i, κCi (N, v, γ),
como la parte de la centralidad total del nodo i correspondiente a su pertenencia a las
diferentes coaliciones S, y la centralidad por intermediacio´n del nodo i, κBi (N, v, γ), como
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la obtenida por su participacio´n en la conexio´n de miembros de coaliciones a las que no
pertenece.
Formalmente se tiene la siguiente definicio´n.
Definicio´n 3.6.1 Dada (N, v, γ) ∈ CSN , para cada nodo i ∈ N , definimos su centralidad
por proximidad como:
κCi (N, v, γ) =
∑
i∈S⊂N
∆v(S)κi(N, uS, γ)
y su centralidad por intermediacio´n como:
κBi (N, v, γ) =
∑
i/∈S⊂N
∆v(S)κi(N, uS, γ).
Claramente las dos medidas definidas suponen una descomposicio´n aditiva de la cen-
tralidad propuesta.
Proposicio´n 3.6.1 Sea (N, v, γ) ∈ CSN con v ∈ SN . Entonces:
κ(N, v, γ) = κC(N, v, γ) + κB(N, v, γ).
Ejemplo 3.6.1 Volviendo a la Tabla 3.2, la centralidad en (N, v1, γ
1) puede descompo-
nerse como:
κCi (N, v1, γ
1) = 3, κBi (N, v1, γ
1) = 0, para i = 1, 2, 3, 4,
mientras que para (N, v1, γ
3) se tiene:
κCi (N, v1, γ
3) =
17
6
, κBi (N, v1, γ
3) =
1
6
, para i = 1, 2, 3, 4.
Y si bien la medida de centralidad inicialmente propuesta no distingue entre los nodos
de γ1 y γ3, la descomposicio´n matiza que en γ1 toda la centralidad de cada nodo es debida
a proximidad, mientras que en γ3 una parte nace la de intermediacio´n.
Ejemplo 3.6.2 Para los grafos conexos con cuatro nodos y los juegos v1, pN y v2 que
aparecen en la Tabla 3.2, los resultados de la descomposicio´n se muestran en la siguiente
tabla.
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Grafos Nodos (N, v1, γ) (N, pN , γ) (N, v2, γ)
κCi κ
B
i κ
C
i κ
B
i κ
C
i κ
B
i
γ1 1, 2, 3, 4 3 0 −1/4 0 11/4 0
γ2
1, 3
2, 4
3
17/6
1/6
0
−1/4
−1/3
1/12
0
11/4
8/3
1/12
0
γ3 1, 2, 3, 4 17/6 1/6 −1/3 1/12 8/3 1/12
γ4
1, 2
3
4
8/3
3
7/3
0
4/3
0
−1/3
−1/4
−1/2
0
5/12
0
5/2
11/4
7/3
0
11/12
0
γ5
1, 4
2, 3
13/6
8/3
0
7/6
−1/2
−1/3
0
1/3
13/6
5/2
0
5/6
γ6
1, 2, 4
3
7/3
3
0
2
−1/2
−1/4
0
3/4
7/3
4
0
5/4
Tabla 3.3
Los resultados siguientes apoyan la denominacio´n elegida para las dos componentes
de la centralidad.
En primer lugar resulta natural que toda la centralidad de cada actor en el grafo
completo sea debida a proximidad, ya que todos ellos carecen de posibilidades de inter-
mediacio´n por estar conectados directamente entre s´ı los actores de cualquier subconjunto
que consideremos.
Proposicio´n 3.6.2 Dada (N, v,KN) ∈ CSN con v ∈ SN . Se tiene:
κBi (N, v,K
N) = 0, para todo i ∈ N.
En segundo lugar tambie´n resulta intuitivo que los nodos de grado menor o igual que
uno tengan centralidad por intermediacio´n nula.
Proposicio´n 3.6.3 Sea (N, v, γ) ∈ CSN con v ∈ SN . Si i ∈ N es tal que |Li(γ)| ≤ 1,
entonces:
κBi (N, v, γ) = 0.
No´tese que esta propiedad no es caracter´ıstica de los nodos con grado menor o igual que
uno. Por ejemplo, los nodos 1 y 2 en las situaciones de comunicacio´n (N, v1, γ
4), (N, pN , γ
4)
y (N, v2, γ
4) tambie´n la presentan (cf. Tabla 3.2).
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Ejemplo 3.6.3 Las centralidades calculadas para los n nodos de la estrella centrada en
el nodo 1 con el juego de las comunicaciones v1 se descomponen del siguiente modo:
κC1 (N, v1, γ
S) = n− 1, κB1 (N, v1, γS) = (n−1)(n−2)3 ,
κCi (N, v1, γ
S) = 2n−1
3
, κBi (N, v1, γ
S) = 0, i 6= 1.
En todos los ejemplos vistos hasta ahora, las dos componentes de la centralidad orde-
nan de la misma manera los nodos de una red. Debe precisarse, sin embargo, que esto no
es cierto en general.
Ejemplo 3.6.4 En el cometa (Figura 3.6) se tiene que:
2
1
19
20 21 28 29 30
3
Figura 3.6: El cometa (γCT )
κC2 (N, v1, γ
CT ) = κ2(N, v1, γ
CT ) = 15.69, κB2 (N, v1, γ
CT ) = 0,
mientras que:
κC29(N, v1, γ
CT ) = 8.04, κB29(N, v1, γ
CT ) = 5.98.
Estas cantidades reflejan que el nodo 2 esta´ en mejor posicio´n en sus comunicaciones
directas que el nodo 29, pero en peor situacio´n que e´ste para intermediar en las de los
otros.
3.7. Las medidas definidas versus las preexistentes
3.7.1. Sobre las trayectorias consideradas
Como ya se puso de manifiesto en la introduccio´n, las medidas cla´sicas de centralidad
de tipo grado (Shaw, 1954 y Nieminem, 1979), proximidad (Beauchamp, 1965 y Sabidussi,
1966) y de intermediacio´n (Bavelas, 1948 y Freeman, 1977) esta´n basadas en el mismo
elemento estructural: los caminos geode´sicos.
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A diferencia de las anteriores, nuestra aproximacio´n no utiliza exclusivamente las
trayectorias geode´sicas, pero tampoco todas como lo hacen Stephenson y Zelen (1989),
sino so´lo las minimales.
En los siguientes ejemplos aparecen situaciones que apoyan esta eleccio´n. Consideremos
primero la idea de que la centralidad debe tener en cuenta so´lo las trayectorias geode´sicas
entre cada pareja de nodos. En la Figura 3.7 hay dos posibles trayectorias entre los
nodos 1 y 6. Una de ellas, 1-2-3-4-5-6, tiene longitud 5; la otra, 1-11-10-9-8-7-6, tiene
longitud 6 y no parece natural descartar la posibilidad de utilizar la trayectoria ma´s larga
simplemente porque existe una ligeramente ma´s corta. Sin embargo, es razonable descartar
la trayectoria de 10 arcos del nodo 1 al nodo 2 existiendo una comunicacio´n directa entre
ellos.
1
2
3 4
5
6
7
8
1
910
11
Figura 3.7: Rueda
Por lo que respecta a tener en cuenta todas las trayectorias entre dos nodos dados, con-
sideremos la Figura 3.8 y los nodos 3 y 5. La trayectoria geode´sica (3-2-5) tiene longitud
2, mientras que las otras (3-2-1-5, 3-4-1-5 y 3-4-1-2-5) son ma´s largas. En nuestra aproxi-
macio´n, despreciaremos la 3-2-1-5 en favor de la ma´s corta 3-2-5, y 3-4-1-2-5 en favor de
3-4-1-5, ya que en ambos casos imponemos un intermediario superfluo en la comunicacio´n,
lo que se puede percibir como problema´tico en ciertos contextos.
21
34
5
Figura 3.8: Casita
64
3.7.2. Comparando propiedades
Se ha probado en la Seccio´n 3.3 de este cap´ıtulo que si (N, v) es un juego sime´trico,
estrictamente convexo (y por tanto estrictamente superaditivo), la medida de centralidad
inducida por v en los nodos de un grafo γ satisface las siguientes propiedades:
(a) Es equitativa (Proposicio´n 3.3.6)
(b) Contribuciones equilibradas (Proposicio´n 3.3.7)
(c) Estabilidad (Proposicio´n 3.3.4)
(d) Eficiencia en grafos conexos (Proposicio´n 3.3.2)
(e) Simetr´ıa (Proposicio´n 3.3.1)
(f) Independencia de las restantes componentes conexas (Proposicio´n 3.3.3)
(g) Mı´nima centralidad en nodos aislados (Proposicio´n 3.3.5)
(h) Ma´xima centralidad en el centro de la estrella (Proposicio´n 3.3.8)
(i) En grafos conexos, mı´nima centralidad en los nodos terminales de una cadena
(Proposicio´n 3.3.10)
(j) En una cadena, centralidad creciente del nodo terminal al nodo mediano (Proposi-
cio´n 3.3.11)
En lo que sigue analizaremos hasta que´ punto estas propiedades son satisfechas por
las medidas de centralidad cla´sicas de Freeman (1979) y Bonacich (1987).
Las propiedades (a), (b), (c) y (d) son una consecuencia directa de la eleccio´n del
valor de Shapley como ı´ndice de poder, y ninguna de las medidas anteriores satisface
conjuntamente todas ellas.
Por otro lado, la mayor parte de las medidas cla´sicas de centralidad satisfacen las
propiedades (e), (h) y (j) as´ı como una versio´n ma´s de´bil de la propiedad (i):
(i’) En una cadena, los nodos terminales tienen centralidad mı´nima (caso particular
de (i) e incluso una consecuencia directa de (j)).
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Pero la propiedad (i) es ma´s fuerte que (i’). Las medidas de centralidad basadas en
el grado y la medida de intermediacio´n de Freeman (1977), satisfacen trivialmente la
propiedad (i). El grado de un nodo terminal es 1, y su centralidad por intermediacio´n
debe ser cero, puesto que los nodos extremos de una cadena nunca pueden intermediar
en las comunicaciones.
Sin embargo, la centralidad por proximidad (Freeman, 1977) no satisface la propiedad
(i) si normalizamos con el objetivo de que la suma de las centralidades de los nodos de
un grafo sea 1.
PROPIEDADES C. grado C. proximidad C. intermediacio´n C. Bonacich
(a) X No No No
(b) X No No No
(c) X X X X
(d) No No No X
(e) X X X X
(f) X X X X
(g) X No definido X X
(h) X X X X
(i) X No X X
(j) X X X X
Ejemplo 3.7.1 Consideremos los grafos γA y γC de la Figura 3.9. Los respectivos vectores
de centralidad por proximidad de Freeman son:
(0.118, 0.165, 0.207, 0.151, 0.151),
(0.124, 0.169, 0.207, 0.169, 0.124).
Podemos observar que la centralidad de los nodos terminales en γC es mayor que la
centralidad del nodo 1 en el grafo γA.
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Figura 3.9: Cadenas
3.7.3. Un caso especial: los a´rboles
A pesar de las diferencias mencionadas anteriormente, para un tipo particular de grafos
conexos, los a´rboles (e incluso los bosques), algunas de las medidas de centralidad que
hemos introducido esta´n muy relacionadas con ciertas medidas cla´sicas. As´ı, si γ es un
a´rbol:
(i) La centralidad inducida por el juego pN(S) = −1 para todo S ⊂ N es:
κi(N, pN , γ) =
1
2
|Li(γ)| − 1,
es decir, una funcio´n lineal de la centralidad por grado.
(ii) Las dos componentes de la centralidad inducida por el juego v1(S) = s
2−s, son:
κCi (N, v1, γ) =
∑
j 6=i
2
dγ(i, j) + 1
,
donde dγ(i, j) es la distancia geode´sica entre los nodos i y j en el grafo γ y
κBi (N, v1, γ) =
∑
j,k 6=i, j<k
2δγjk(i)
dγ(i, j) + 1
,
donde δγjk(i) =
{
1 si i esta´ en la trayectoria geode´sica que une j con k
0 en otro caso,
que son medidas cla´sicas de proximidad e intermediacio´n respectivamente.
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Cap´ıtulo 4
Ruptura de la red social para
calcular centralidades
Los resultados relativos al ca´lculo de la centralidad obtenidos en el cap´ıtulo anterior
ponen de manifiesto que el volumen de co´mputo para obtener el juego restringido al
grafo se incrementa muy ra´pidamente al aumentar tanto el taman˜o como la densidad
de la red. En este cap´ıtulo estudiaremos la posibilidad de fragmentar una red social en
otras redes simples de manera que se haga ma´s sencillo tal co´mputo. En particular, se
obtendra´n resultados u´tiles para redes sociales en las que el juego subyacente sea un juego
de representacio´n1.
Por u´ltimo, aplicaremos los resultados obtenidos a dos situaciones de comunicacio´n en
las que la red social es ampliamente referenciada en la literatura. En concreto, las redes
que, a partir de los datos recopilados por Kent (1978) y analizados por Padgett (1987)
entre otros, representan las relaciones matrimoniales, en un caso, y las econo´micas, en el
otro, de un conjunto de 16 familias florentinas del s. XV.
4.1. Fragmentando grafos para simplificar el ca´lculo
de la centralidad
En lo que sigue, analizamos que´ tipo de juegos cooperativos (N, v) y que´ tipo de
redes (N, γ) permiten calcular la centralidad κi(N, v, γ) en funcio´n de las centralidades
1Los resultados que aqu´ı se presentan se basan en parte en los publicados en Go´mez et al. (2004).
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κi(N1, v|N1 , γ|N1) y κi(N2, v|N2 , γ|N2), siendo (N1, γ|N1) y (N2, γ|N2) una divisio´n del grafo
(N, γ).
En la siguiente proposicio´n se obtienen condiciones suficientes sobre el grafo γ para
que κi(N, pN , γ) pueda obtenerse en te´rminos de las centralidades de dos subgrafos de γ.
La demostracio´n utiliza el hecho obvio de que, por definicio´n de los juegos pT , para todo
T ⊂ N , se tiene que pN|T = pT .
Proposicio´n 4.1.1 Dada una situacio´n de comunicacio´n (N, pN , γ), y dados N1, N2 dos
subconjuntos no vac´ıos de N que satisfagan que N1 ∪ N2 = N , N1 ∩ N2 6= ∅, (N1 ∩
N2, γ|N1∩N2) es un grafo completo y γ|N1 ∪ γ|N2 = γ, entonces:
(i) si i ∈ N1 \N2, κi(N, pN , γ) = κi(N1, pN1 , γ|N1),
(ii) si i ∈ N2 \N1, κi(N, pN , γ) = κi(N2, pN2 , γ|N2), y
(iii) si i ∈ N1 ∩ N2, κi(N, pN , γ) = κi(N1, pN1 , γ|N1) + κi(N2, pN2 , γ|N2) −
− κi(N1 ∩N2, pN1∩N2 , γ|N1∩N2).
Demostracio´n: El juego restringido al grafo, pγN , puede escribirse:
pγN =
∑
S⊂N ∆pN (S)(u
γ
S) =
=
∑
S⊂N1
∆pN (S)(u
γ
S) +
∑
S⊂N2
∆pN (S)(u
γ
S)−
∑
S⊂N1∩N2
∆pN (S)(u
γ
S)+
+
∑
∅6=S1⊂N1\N2
∑
∅6=S2⊂N2\N1
∑
K⊂N1∩N2
∆pN (S1 ∪ S2 ∪K)(uγS1∪S2∪K) (4.1)
El resultado queda probado si demostramos que este u´ltimo (triple) sumatorio es
nulo. Para cada par de conjuntos S1 y S2 con ∅ 6= S1 ⊂ N1 \N2 y ∅ 6= S2 ⊂ N2 \N1, sea
S12 = S1 ∪ S2 y sea Cγ(S12) = {Ri}r(S
12)
i=1 la familia de todos los conjuntos de conexio´n de
S12. Entonces, si K ⊂ N1 ∩ N2, {Ri ∪ K}r(S
12)
i=1 es una familia de conjuntos de conexio´n
de S12 y de S12 ∪K en (N, γ), en la que puede haber elementos repetidos y que contiene
a todos los elementos de Cγ(S12 ∪K) (por ser γ|N1∩N2 es un grafo completo) y, en virtud
de (3.10) y (3.8): ∑
K⊂N1∩N2
∆pN (S
12 ∪K)(uγS12∪K) =
=
∑
K⊂N1∩N2
r(S12)∑
i=1
∆pN (S
12 ∪K)uRi∪K −
∑
K⊂N1∩N2
r(S12)∑
i<j
∆pN (S
12 ∪K)uRi∪Rj∪K+
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+ · · ·+ (−1)r(S12)+1
∑
K⊂N1∩N2
∆pN (S
12 ∪K)u∪r(S12)i=1 Ri∪K =
=
r(S12)∑
i=1
∑
K⊂N1∩N2
∆pN (S
12 ∪K)uRi∪K −
r(S12)∑
i<j
∑
K⊂N1∩N2
∆pN (S
12 ∪K)uRi∪Rj∪K+
+ · · ·+ (−1)r(S12)+1
∑
K⊂N1∩N2
∆pN (S
12 ∪K)u∪r(S12)i=1 Ri∪K .
As´ı, para alcanzar nuestro objetivo, necesitamos probar que, para cualesquiera
Rl1 , . . . , Rlt con 1 ≤ l1 < . . . < lt ≤ r(S12), se tiene que:∑
K⊂N1∩N2
∆pN (S
12 ∪K)uRl1∪···∪Rlt∪K = 0.
No´tese que Rl1 ∪ · · · ∪ Rlt es tambie´n un elemento de Cγ(S12). Por tanto, es suficiente
demostrar que, para todo R ∈ Cγ(S12), se tiene:∑
K⊂N1∩N2
∆pN (S
12 ∪K)uR∪K(T ) = 0, para todo T ⊂ N. (4.2)
Si T ⊂ N y R ⊂/ T , entonces (4.2) se satisface debido a la definicio´n de juegos de
unanimidad. Por otra parte, si R ⊂ T , entonces uR∪K(T ) es igual a uno si y so´lo si
K ⊂ T . Entonces:∑
K⊂N1∩N2
∆pN (S
12 ∪K)uR∪K(T ) =
∑
K⊂N1∩N2∩T
∆pN (S
12 ∪K) =
=
∑
K⊂N1∩N2∩T
(−1)s12+k = (−1)s12
|N1∩N2∩T |∑
k=0
(
|N1 ∩N2 ∩ T |
k
)
(−1)k = 0.
Por tanto:
pγN = (p
γ
N1
) + (pγN2)− (pγN1∩N2),
y teniendo en cuenta la linealidad del valor de Shapley, el resultado queda probado.
Ejemplo 4.1.1 Consideremos la situacio´n de comunicacio´n (N, pN , γ) donde N =
{1, 2, 3, 4, 5} y la red (N, γ) esta´ representada en la Figura 4.1. Calcularemos las centrali-
dades de sus nodos utilizando el resultado de la proposicio´n anterior. Podemos fragmentar
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(N2,γ | Ν2)
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5
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3
42
Figura 4.1: Fragmentando grafos
(N, γ) en tres grafos (N1, γ|N1), (N2, γ|N2) y (N3, γ|N3), siendo N1 = {1, 2}, N2 = {2, 3, 4}
y N3 = {2, 4, 5}.
Por la eficiencia y la simetr´ıa de la medida de centralidad:
κ(N1, pN1 , γ|N1) = (−0.5,−0.5),
κ(N2, p|N2 , γ|N2) = (−0.333,−0.333,−0.333),
κ(N3, p|N3 , γ|N3) = (−0.333,−0.333,−0.333).
Entonces,
κ1(N, pN , γ) = κ1(N1, pN1 , γ|N1) = −0.5,
κ2(N, pN , γ) = κ2(N1, pN1 , γ|N1) + κ2(N2 ∪N3, pN2∪N3 , γ|N2 ∪ γ|N3)−
−κ2(N1 ∩ (N2 ∪N3), pN1∩(N2∪N3), γ|N1 ∩ (γ|N2 ∪ γ|N3)) =
= κ2(N1, pN1 , γ|N1) + [κ2(N2, pN2 , γ|N2) + κ2(N3, pN3 , γ|N3))−
−κ2(N2 ∩N3, pN2∩N3 , γ|N2 ∩ γ|N3)]−
−κ2(N1 ∩ (N2 ∪N3), pN1∩(N2∪N3), γ|N1 ∩ (γ|N2 ∪ γ|N3)) =
= −0.5 + [−0.333− 0.333 + 0.5] + 1 = 0.333
κ3(N, pN , γ) = κ3(N2, pN2 , γ|N2) = −0.333 = κ5(N, pN , γ),
κ4(N, pN , γ) = κ4(N2, pN2 , γ|N2) + κ4(N3, pN3 , γ|N3)−
−κ4(N2 ∩N3, pN2∩N3 , γ|N2 ∩ γ|N3) = −0.333− 0.333 + 0.5 = −0.166
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Es claro que, para el ca´lculo de la centralidad, el resultado de la proposicio´n anterior
permite reducir considerablemente el volumen de co´mputo si e´ste se compara con el aso-
ciado a obtener todos los conjuntos minimales de conexio´n. Parece, por tanto, razonable
intentar extender el resultado obtenido a situaciones de comunicacio´n en las que el juego
v sea ma´s general. Veremos, a continuacio´n, que ello es posible para ciertos juegos de la
familia {pT}∅6=T⊂N .
Proposicio´n 4.1.2 Dados (N, pT , γ) una situacio´n de comunicacio´n y N1, N2 dos sub-
conjuntos no vac´ıos de N que satifacen N1 ∪ N2 = N , N1 ∩ N2 6= ∅, T ⊂ N1 ∩ N2
o´ N1 ∩N2 ⊂ T , siendo (N1 ∩N2, γ|N1∩N2) un grafo completo y γ|N1 ∪ γ|N2 = γ, entonces:
(i), (ii) y (iii) de la Proposicio´n 4.1.1 se satisfacen.
Demostracio´n: Los dividendos de pT son ∆pT (S) = (−1)s, si ∅ 6= S ⊂ T y 0 en otro
caso (ver Owen, 1986).
La prueba de la Proposicio´n 4.1.1 se basa en que, para un conjunto fijo S12 = S1 ∪ S2
con ∅ 6= S1 ⊂ N1 \ N2 y ∅ 6= S2 ⊂ N2 \ N1 y para todo R ∈ Cγ(S12), se tiene que∑
K⊂N1∩N2
∆pT (S
12 ∪K)uR∪K es el juego nulo si T = N . Esto es tambie´n cierto cuando
v = pT con T ⊂ N1 ∩N2 ya que, en este caso, ∆pT (S12 ∪K) = 0 para todo K ⊂ N1 ∩N2
y para todo S12 = S1 ∪ S2 con ∅ 6= S1 ⊂ N1 \N2 y ∅ 6= S2 ⊂ N2 \N1.
Cuando N1 ∩N2 ⊂ T , para todo K ⊂ N1 ∩N2, se tiene:
∆pT (S
12 ∪K) =
{
0 si S12 ⊂/ T
(−1)s12+k si S12 ⊂ T (o´ S12 ∪K ⊂ T ).
Entonces, si S12 ⊂/ T , el resultado se cumple trivialmente. Y si S12 ⊂ T , como los
coeficientes de unanimidad anteriores coinciden con los de v = pN , podemos seguir las
l´ıneas de la Proposicio´n 4.1.1 para obtener el resultado.
Si notamos S(N1 ∩ N2, γN1∩N2) el subespacio de GN generado por los juegos pT con
N1 ∩ N2 ⊂ T o´ T ⊂ N1 ∩ N2, podemos extender los resultados de las dos proposiciones
anteriores.
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Proposicio´n 4.1.3 Si (N, v, γ) es una situacio´n de comunicacio´n, y N1, N2 son dos
subconjuntos no vac´ıos de N , con N1∪N2 = N , N1∩N2 6= ∅ y tales que (N1∩N2, γ|N1∩N2)
es un grafo completo y γ|N1 ∪ γ|N2 = γ para todo v ∈ S(N1 ∩ N2, γ|N1∩N2), entonces (i),
(ii) y (iii) de la Proposicio´n 4.1.1 se satisfacen.
Demostracio´n: Es consecuencia directa de la Proposicio´n 4.1.2 y de la linealidad del
valor de Shapley.
4.2. Ejemplo: Las familias florentinas de Padgett
Las redes de las familias florentinas de Padgett se crearon a partir de las relaciones
entre 16 familias de la Florencia del s. XV recopiladas por Kent (1978). Las 16 familias
fueron elegidas, por su especial preeminencia, de entre un conjunto ma´s amplio de 116
familias que lideraban la Florencia de ese per´ıodo histo´rico. Padgett (1987), Padgett y
Ansell (1989, 1993), y Breiger y Pattison (1986) han analizado de manera exhaustiva estos
datos.
En esta e´poca la familia era la unidad econo´mica y pol´ıtica ma´s importante, y en
consecuencia, la historia del s. XV florentino puede entenderse mejor analizando a las
familias que a sus integrantes. En los an˜os 40 de dicho siglo se disputo´ una encarnizada
batalla pol´ıtica por el control del gobierno, originalmente en manos de los Medici y los
Strozzi, que marco´ el devenir histo´rico de la Florencia de la e´poca. Ambas familias esta´n
incluidas en el grupo de las 16 antes citado. Una de las redes representa la existencia de
algu´n enlace matrimonial entre miembros de las correspondientes familias, mientras que
en la otra se representan las relaciones econo´micas entre ellas.
Tanto las relaciones por matrimonio como las nacidas de los negocios son no direc-
cionales, dicoto´micas y transaccionales, dado que ambas fueron utilizadas para afianzar
alianzas pol´ıticas y econo´micas.
La Figura 4.2 muestra ambas redes sociales. Para cada una de ellas calcularemos la
centralidad de cada familia con ayuda de la Proposicio´n 4.1.1, y suponiendo que el juego
pN es va´lido para modelar los intereses tanto matrimoniales como econo´micos.
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1. Acciaiuoli 
2. Albizzi 
3. Barabdori 
4. Bischeri 
5. Castellani 
6. Ginori 
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12. Pucci 
13. Ridolfi 
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16. Tornabuoni 
 
  
 
Red de negocios 
Figura 4.2: Familias florentinas de Padgett
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En primer lugar, en la Figura 4.3, se muestran los resultados para la red de los negocios.
5
11
8
5
11 4
8
7
5
11 4
8
7
3
5
11 4
8
7
3
6 9
16
14
10
(-1/6)
(-1/3)
(-1/3)
(-1/6)
(-1/3)
(0)
(-1/6)
(-1/3)
(-1/6)
(0)
(-1/3)
(-1/6)
(-1/6)
(0)
(-1/3)
(0)
(-1/6) (-1/3)
(0)
(-1/6)
(1/3)
(-1/3)
(7/6)
(-1/2)
(-1/2)
(-1/2)
4
Figura 4.3: Desarrollo de la fragmentacio´n para la red de los negocios
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Por u´ltimo, para la red de matrimonios se obtiene:
4
15
11
5
13
16
7
8
2
6
1
9
12
14
3
(-1/3)
(2/15)
(-1/6) (-1/30)
(-1/5)
(-1/30)
(-1/12)
(73/60) (0) (-1/2)
10
(-1/12)
(1/4)
(1/4)
(-1/2)
(-1/2)
(-1)
Figura 4.4: Centralidades para la red de matrimonios
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Cap´ıtulo 5
Una familia de medidas de
centralidad en redes sociales
dirigidas
5.1. Introduccio´n
Hemos supuesto hasta ahora que las relaciones entre actores en las redes sociales no
estaban dirigidas. Sin embargo, es sencillo encontrar situaciones en las que las conexio-
nes presentan una cierta direccio´n, como la red de citas de art´ıculos cient´ıficos o la red
cuyos nodos son las pa´ginas en la world wide web. Parece entonces relevante definir
medidas de centralidad (o adaptar las ya existentes) para estas situaciones especiales
que pueden considerarse, y de hecho lo son, ma´s generales que las correspondientes a
grafos no dirigidos. Se pueden encontrar contribuciones en esta l´ınea en White y Borgatti
(1994), que generalizan la medida geode´sica de intermediacio´n introducida por Freeman
(1977) para redes no dirigidas. En una aproximacio´n diferente, Tutzauer (2007) introduce
la entrop´ıa como medida de centralidad en redes que se caracterizan por transferencia de
flujo. Por u´ltimo, Pollner et al. (2008) desarrollan un algoritmo para calcular la centralidad
de grupos cohesivos en redes dirigidas.
En este cap´ıtulo, continuando en la l´ınea avanzada ya en los anteriores, proponemos
una familia de medidas de centralidad para grafos dirigidos a partir de una perspectiva
juego-teo´rica. Algunos trabajos previos en esta direccio´n son debidos a Amer et al. (2007),
que definen una familia de medidas llamadas de accesibilidad en redes orientadas, van den
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Brink y Borm (2002), que obtienen puntuaciones para nodos en digrafos donde los arcos
representan victorias de un equipo sobre otro en competiciones deportivas, Gonza´lez-
Arangu¨ena et al. (2008b), que generalizan el valor de Myerson cla´sico al caso en el que la
red social viene dada por un digrafo, o Kim y Jun (2009), que estudian, para diferentes
conceptos de conexio´n, caracterizaciones de algunas reglas de asignacio´n.
La aproximacio´n que aqu´ı se presenta calcula la centralidad de los nodos en una red
dirigida asumiendo que tales nodos son simulta´neamente jugadores en un juego TU que
modela sus intereses econo´micos. Las restricciones en la comunicacio´n generadas por el
digrafo modifican el juego, transforma´ndolo en uno generalizado (el juego restringido al
digrafo). La centralidad de cada actor es, entonces, medida como la variacio´n de su poder
al pasar del juego original al juego restringido. De la misma manera que, para el caso no
dirigido, usa´bamos como ı´ndice de poder el valor de Shapley, utilizaremos ahora, para los
juegos generalizados, la familia para´metrica de valores Ψα, α ∈ [0, 1], que fue introducida
en el Cap´ıtulo 2, y que incluye como casos particulares y especialmente relevantes el
estudiado por Nowak y Radzik (1994) y el caracterizado por Sa´nchez y Bergantin˜os (1997).
Tenemos, de esta manera, una familia de medidas de centralidad que, dado el digrafo,
var´ıa en funcio´n del juego elegido y de la regla de asignacio´n utilizada. En este cap´ıtulo
caracterizaremos dicha familia en te´rminos de dos propiedades que se consideran atractivas
en la literatura: eficiencia en componentes y α-equidad (α-directed fairness).
Al sustituir las aristas de los grafos por los arcos como elementos ba´sicos de relacio´n, se
introduce una eventual asimetr´ıa en las comunicaciones bilaterales que conlleva un poder
de regateo diferente entre los actores involucrados. Este es el sentido de la α-equidad, una
propiedad ligada con la de pago α-jera´rquico (α-hierarchical payoff property) de Slikker
et al. (2005).
5.2. Definicio´n y propiedades
Con el fin de definir medidas de centralidad para digrafos desde un punto de vista
juego-teo´rico, consideraremos la situacio´n de comunicacio´n dirigida (N, uS, d), en la que
S ⊂ N y uS es un juego de la base de unanimidad. Las restricciones en la comunicacio´n
modeladas por un digrafo afectan al valor de las coaliciones, crea´ndose un nuevo juego
que tiene esto en cuenta. Esta es la aproximacio´n cla´sica que utilizo´ Myerson (1977, 1980)
para definir su juego restringido al grafo.
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Dada la situacio´n de comunicacio´n dirigida (N, uS, d), el juego restringido al digrafo
(N, udS) puede interpretarse como el juego de conectar S en d. En nuestra aproximacio´n,
se tendra´n en cuenta todas las posibles coaliciones ordenadas conexas T ∈ pi(S). En
consecuencia, definimos el juego (N, udS) como el juego TU-generalizado con funcio´n ca-
racter´ıstica:
udS =
∑
T∈pi(S)∩ CNd
w
T
.
Para extender esta definicio´n a cualquier situacio´n de comunicacio´n dirigida con un
juego (N, v) arbitrario, lo haremos por linealidad. Dada (N, v, d) ∈ DCN , definimos la
funcio´n caracter´ıstica del juego restringido al digrafo, (N, vd) ∈ GN , como:
vd =
∑
∅6=S⊂N
∆v(S)u
d
S.
La siguiente proposicio´n nos da una expresio´n de vd en te´rminos del juego original v.
Proposicio´n 5.2.1 Dada (N, v, d) ∈ DCN , la funcio´n caracter´ıstica generalizada del
juego restringido al digrafo, vd, puede expresarse como:
vd(T ) =
∑
∅6=R⊂˜T
λdv(R) v(H(R)), para todo T ∈ Ω(N), T 6= ∅,
siendo: λdv(R) =
∑
R⊂˜K⊂˜T, K∈CNd
(−1)k−r.
Demostracio´n:
vd(T ) =
∑
∅6=S⊂N
∆v(S)u
d
S(T ) =
∑
∅6=S⊂N
∆v(S)
∑
K∈pi(S)∩CNd
wK(T ) =
=
∑
K⊂˜T, K∈CNd
∆v(H(K)) =
∑
K⊂˜T, K∈CNd
∑
∅6=L⊂H(K)
(−1)k−lv(L) =
=
∑
∅6=R⊂˜T
∑
R⊂˜K⊂˜T, K∈CNd
(−1)k−rv(H(R)),
donde la u´ltima igualdad se cumple porque, para cada L ⊂ H(K), existe una u´nica
permutacion R de los jugadores de L (para la que, obviamente sera´ L = H(R)) tal que
R⊂˜K⊂˜T .
La definicio´n propuesta de juego restringido al digrafo nos permite introducir una
familia parame´trica de medidas de centralidad.
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Definicio´n 5.2.1 Dada (N, v, d) ∈ DCN , para cada α ∈ [0, 1] notaremos Kαi (N, v, d) a
la centralidad del nodo i, que definimos:
Kαi (N, v, d) = Ψ
α
i (N, v
d)− ϕi(N, v),
donde, para cada α ∈ [0, 1], Ψα es la regla de reparto para juegos generalizados definida
en la Seccio´n 2.2.
Por tanto, asumiremos que la centralidad de un actor en una situacio´n de comunicacio´n
dirigida coincide con la diferencia entre lo que obtiene en el juego cuando existen restric-
ciones en la comunicacio´n dadas por el digrafo y lo que obtiene cuando tales restricciones
desaparecen.
Interpretando el valor de Shapley y Ψα, α ∈ [0, 1], como ı´ndices de poder en GN y
GN respectivamente, la medida de centralidad definida puede verse como la variacio´n de
poder debida a la posicio´n en la red dirigida.
Para eliminar eventuales diferencias existentes a priori entre los jugadores, que sin
duda contaminar´ıan la centralidad obtenida, proponemos utilizar juegos sime´tricos. Como
consecuencia de ello, el te´rmino ϕi(N, v) coincide para todos los jugadores y, entonces,
eliminarlo so´lo supone una traslacio´n del origen. Otra traslacio´n, que nos permite asignar
centralidad nula a los nodos aislados, se obtiene reemplazando los juegos sime´tricos por
su versio´n 0-normalizada. Podemos as´ı matizar la definicio´n previa, restringie´ndonos a
juegos sime´tricos 0-normalizados y esa sera´ la que utilizaremos en adelante.
Definicio´n 5.2.2 Dados (N, v, d) ∈ DCNS0 y α ∈ [0, 1], la centralidad del nodo i ∈ N se
define:
καi (N, v, d) = Ψ
α
i (N, v
d),
siendo DCNS0 = {(N, v, γ) ∈ DCN tales que v ∈ SN0 }.
El para´metro α ∈ [0, 1] evalu´a el impacto de la asimetr´ıa que presentan los arcos y
puede interpretarse como un factor de descuento que mide la importancia relativa del
nodo iniciador versus el receptor en una comunicacio´n dirigida. Es cierto, por otra parte,
que la eleccio´n de α es un aspecto cr´ıtico de las medidas consideradas. Este valor puede
ser obtenido, tal vez, de una manera emp´ırica, o conociendo el poder relativo del nodo
iniciador respecto al receptor. Es obvio que los resultados que se presentan admiten una
dualidad al sustituir α por 1
α
, asumiendo, en este u´ltimo caso, que el nodo iniciador
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esta´ en una posicio´n ma´s favorable que el receptor, lo que en diferentes contextos resulta
una suposicio´n natural.
Como consecuencia, el caso particular α = 1 puede interpretarse como aque´l en que
ambos nodos incidentes en un arco juegan papeles sime´tricos. En este caso, es natural
asumir que, si se intercambiaran estos papeles, las respectivas centralidades no se ver´ıan
afectadas. Dicho resultado se muestra en la siguiente proposicio´n:
Proposicio´n 5.2.2 Dada (N, v, d) ∈ DCNS0, se tiene que κ1(N, v, d) = κ1(N, v, d) donde
d = {(j, i), con i, j ∈ N tales que (i, j) ∈ d}.
Demostracio´n: Para cada S ⊂ N , tenemos udS =
∑
T∈pi(S)∩CNd
wT .
Para T = (i1, i2 . . . , ir−1, ir), notemos T = (ir, ir−1, . . . , i2, i1).
Entonces, T ∈ CNd si y so´lo si T ∈ CNd y, de esta manera:
udS =
∑
T∈pi(S)∩CNd
wT .
Como, para todo i ∈ T , Ψ1i (N,wT ) no depende de i (y es 0 si i /∈ T ), se tiene que
Ψ1i (N,wT ) = Ψ
1
i (N,wT ) para todo i ∈ N . Ψα es trivialmente lineal para todo α ∈ [0, 1]
y, en consecuencia, las medidas de centralidad introducidas lo son. Por tanto, para todo
i ∈ N :
κ1i (N, v, d) = κ
1
i (N, v, d).
En el ana´lisis de las redes desde un punto de vista sociolo´gico se asume que, si dos
actores crean una conexio´n entre ellos, sus respectivas centralidades aumentara´n (o al
menos no disminuira´n). Esta propiedad, cuando se asocia con reglas de asignacio´n para
situaciones de comunicacio´n, se conoce como estabilidad. Parece razonable explorar en
que´ medida la definicio´n propuesta satisface dicha propiedad.
Desafortunadamente, para que se satisfaga estabilidad necesitamos restringir la fami-
lia de juegos que puede utilizarse. A diferencia de lo que ocurre en el caso no dirigido,
la superaditividad, por s´ı misma, no garantiza la estabilidad de las medidas. El siguiente
ejemplo ilustra este hecho.
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Ejemplo 5.2.1 Consideremos la situacio´n de comunicacio´n dirigida (N, v, d) con
N = {1, 2, 3, 4, 5, 6, 7}, v el juego sime´trico y superaditivo (e incluso convexo)
v(S) =
7∑
k=2
(
s
k
)
(−1)k, y d = {(2, 3), (2, 4), (2, 5), (2, 6), (2, 7)}. Consideremos, tambie´n,
(N, v, d′), con d′ = d ∪ {(1, 2)}.
1 2
3
4
5
6
7
(N,d' )
1 2
3
4
5
6
7
(N,d )
Figura 5.1: Dos digrafos
Como v =
∑
S⊂N, s≥2
(−1)suS, por la definicio´n de juego restringido al digrafo, tenemos:
vd = w(2,3) + w(2,4) + w(2,5) + w(2,6) + w(2,7),
vd
′
= w(1,2) + w(2,3) + w(2,4) + w(2,5) + w(2,6) + w(2,7)−
−w(1,2,3) − w(1,2,4) − w(1,2,5) − w(1,2,6) − w(1,2,7),
y de esta manera, para α ∈ [0, 1],
κα1 (N, v, d) = 0, y κ
α
1 (N, v, d
′) =
α
2!(1 + α)
− 5α
2
3!(1 + α + α2)
.
Es fa´cil comprobar que, para α >
√
7−1
2
, κα1 (N, v, d) > κ
α
1 (N, v, d
′).
Con el fin de evitar este comportamiento no deseable, nos restringiremos al caso de
situaciones de comunicacio´n en las que el juego sea casi positivo. A partir de ahora supon-
dremos que los intereses econo´micos de los jugadores satisfacen esta tendencia a cooperar,
mayor que la que generan los juegos superaditivos. Todo juego v casi positivo, sime´trico
y 0-normalizado en GN puede escribirse de la siguiente manera:
v =
n∑
k=2
µiv
k, con µi > 0, i = 2, 3, . . . , n,
donde, para k = 2, 3, . . . n, (N, vk) es el juego con funcio´n caracter´ıstica:
vk(S) =
{
k!
(
s
k
)
k = 1, . . . , s
0 k = s+ 1, . . . , n.
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Estos juegos vk admiten una interpretacio´n intuitiva como juegos de comunicacio´n, puesto
que vk(S) representa el nu´mero de mensajes que involucran a k de los s individuos de S,
actuando uno de ellos como emisor, otro como receptor y los k − 2 restantes como inter-
mediarios. Llamaremos juego de las conferencias a la suma de todos los juegos anteriores:
v =
n∑
k=2
vk.
En la siguiente proposicio´n se demuestra que, efectivamente, al utilizar juegos casi-
positivos, las medidas propuestas satisfacen la propiedad de estabilidad.
Por otra parte, para obtener un mayor grado de generalidad en las propiedades de las
medidas propuestas, se escribira´n los resultados de las siguientes proposiciones utilizando,
en cada caso, el conjunto de hipo´tesis menos restrictivo entre los posibles.
Proposicio´n 5.2.3 Dados una situacio´n de comunicacio´n dirigida (N, v, d) con v ∈
APN ∩ SN0 y un arco (i, j) ∈ d:
καh(N, v, d) ≥ καh(N, v, d \ {(i, j)}), para h ∈ N y α ∈ [0, 1].
Demostracio´n: Probemos primero el resultado para una situacio´n de comunicacio´n
(N, uS, d), en la que uS es un juego de unanimidad y d ∈ DN . Obviamente, uS ∈
APN ∩ SN0 . Entonces, para todo h ∈ N y todo α ∈ [0, 1],
καh(N, uS, d) =
∑
T∈pi(S)∩CNd
Ψαh(N,wT ) ≥
∑
T∈pi(S)∩CN
d\{(i,j)}
Ψαh(N,wT ) = κ
α
h(N, uS, d \ {(i, j)}),
donde la desigualdad se cumple porque CNd\{(i,j)} ⊂ CNd y Ψαh(N,wT ) ≥ 0 para h ∈ N . El
resultado para una situacio´n de comunicacio´n ma´s general (N, v, d) con v ∈ APN ∩ SN0 ,
se sigue a partir de la linealidad de la medida y del hecho de que los dividendos de v son
no negativos.
Como consecuencias directas de la proposicio´n, obtenemos primero la estabilidad de
las medidas definidas y, en segundo lugar, que la centralidad de un nodo i ∈ N es mı´nima
cuando i es un nodo aislado.
Proposicio´n 5.2.4 Dadas (N, v, d), (N, v, d′) ∈ DCN con v ∈ APN ∩ SN0 e i ∈ N tal
que Li(d) = ∅ (i.e., i es un nodo aislado en (N, d)), se tiene que:
καi (N, v, d) ≤ καj (N, v, d′), para j = 1, 2, . . . , n y todo α ∈ [0, 1].
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(Dados (N, d) ∈ DN e i ∈ N , Li(d) es el conjunto de los arcos de d incidentes en el
nodo i)
Demostracio´n: Dadas (N, v, d), (N, v, d′) ∈ DCN con v ∈ APN ∩ SN0 , i ∈ N con
Li(d) = ∅ y α ∈ [0, 1], utilizando la proposicio´n anterior reiteradamente se tiene, para
cada j = 1, 2, . . . , n:
καj (N, v, d
′) ≥ καj (N, v, d′ \ Lj(d′)) = v({j}) = 0 = καi (N, v, d), para todo α ∈ [0, 1].
En la siguiente propiedad se establece que las medidas de centralidad propuestas so´lo
dependen, para cada nodo, de la componente a la que e´ste pertenece. Por tanto, pueden
calcularse localmente, en cada componente.
Proposicio´n 5.2.5 Sea (N, v, d) ∈ DCN con v ∈ APN ∩ SN0 y sean N1, N2 ⊂ N con
N1 ∪ N2 = N y N1 ∩ N2 = ∅. Notemos dh = dNh para h = 1, 2, y supongamos que d
satisface d = d1 ∪ d2. Entonces, para i ∈ Nh, h = 1, 2 y α ∈ [0, 1]:
καi (N, v, d) = κ
α
i (Nh, v|Nh , dh).
Demostracio´n: La funcio´n caracter´ıstica generalizada vd satisface, para todo T ⊂ Ω(N),
que vd(T ) = vd(T |N1)+vd(T |N2) = vd1(T |N1)+vd2(T |N2) = (v|N1)d1(T )+(v|N2)d2(T ), siendo
T |Nh el elemento de Ω(Nh) obtenido eliminando de T los elementos de N \Nh. Por tanto:
vd = (v|N1)
d1 + (v|N2)
d2 .
Sin pe´rdida de generalidad, si suponemos que i ∈ N1, se tiene para α ∈ [0, 1]:
καi (N, v, d) = Ψ
α
i (N, v
d) = Ψαi (N1, (v|N1)
d1) = καi (N1, v|N1 , d1).
Con el fin de comparar centralidades de nodos pertenecientes a diferentes digrafos,
ser´ıa interesante conocer la centralidad total en dichos digrafos, es decir, la suma de las
centralidades de los diferentes actores en una red.
La siguiente proposicio´n establece que las medidas definidas son eficientes en compo-
nentes.
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Proposicio´n 5.2.6 Para todo α ∈ [0, 1], κα es eficiente en digrafos conexos, i.e., dada
(N, v, d) ∈ DCNS0 y con (N, d) conexo, se tiene:∑
i∈N
καi (N, v, d) =
∑
T∈pi(N)
vd(T )
n!
.
Demostracio´n: Para α ∈ [0, 1], ∑i∈N καi (N, v, d) = ∑i∈N Ψαi (N, vd).
De esta manera, so´lo resta probar la eficiencia media de Ψα. En efecto, para todo juego
w ∈ GN : ∑
i∈N
Ψαi (N,w) =
∑
i∈N
Ψαi (N,
∑
∅6=T∈Ω(N)
∆∗w(T )wT ) =
=
∑
i∈N
∑
∅6=T∈Ω(N)
∆∗w(T )Ψ
α
i (N,wT ) =
∑
∅6=T∈Ω(N)
∆∗w(T )
∑
i∈N
Ψαi (N,wT ) =
=
∑
∅6=T∈Ω(N)
∆∗w(T )
1
t!
=
∑
∅6=T∈Ω(N)
1
t!
∑
∅6=R⊂˜T
(−1)t−rw(R) =
∑
∅6=T∈Ω(N)
 ∑
∅6=R⊂˜T
(−1)t−r
t!
w(R).
Si hacemos l = t− r se tiene:
∑
∅6=R⊂˜T
(−1)t−r
t!
=
n−r∑
l=0
(
r + l
l
)(
n− r
l
)
l!
(−1)l
(r + l)!
=
=
1
r!
n−r∑
l=0
(
n− r
l
)
(−1)l =
{
1
n!
si r = n
0 en otro caso,
y as´ı, ∑
i∈N
Ψαi (N,w) =
∑
R∈pi(N)
w(R)
n!
.
Tomando w = vd, el resultado queda probado.
En el siguiente corolario, cuya demostracio´n es directa a partir de las Proposiciones
5.2.5 y 5.2.6, se establece la eficiencia en componentes de las medidas definidas.
Corolario 5.2.1 Para todo α ∈ [0, 1], κα satisface eficiencia en componentes, i.e., dada
(N, v, d) ∈ DCNS0, si N/d = {C1, C2, . . . , Ck}, entonces:∑
i∈Cj
καi (N, v, d) =
∑
T∈pi(Cj)
vd(T )
cj!
, j = 1, 2, . . . , k.
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Ejemplo 5.2.2 Consideremos las situaciones de comunicacio´n dirigida (N, v, d1),
(N, v, d2) y (N, v, d3) con N = {1, 2, 3, 4}, donde v = v2 + v3 + v4 es el juego de las
conferencias y (N, d1), (N, d2) y (N, d3) son los digrafos: estrella con arcos saliendo del
centro, estrella con arcos entrando en el centro y cadena orientada de izquierda a derecha
respectivamente (Fig. 5.2). Es decir, d1 = {(1, 2), (1, 3), (1, 4)}, d2 = {(2, 1), (3, 1), (4, 1)}
y d3 = {(1, 2), (2, 3), (3, 4)}. Entonces, como v =
∑
∅6=S⊂N
s!uS, se tiene que:
1 3
2
4
1 3
2
4
1 2 3 4
(N,d 1) (N,d 2) (N,d 3)
Figura 5.2: In-star, out-star y cadena orientada
vd1 = 2!(w(1,2) + w(1,3) + w(1,4)),
vd2 = 2!(w(2,1) + w(3,1) + w(4,1)),
vd3 = 2!(w(1,2) + w(2,3) + w(3,4)) + 3!(w(1,2,3) + w(2,3,4)) + 4!w(1,2,3,4),
y para α ∈ [0, 1],
κα(N, v, d1) =
(
3α
1 + α
,
1
1 + α
,
1
1 + α
,
1
1 + α
)
,
κα(N, v, d2) =
(
3
1 + α
,
α
1 + α
,
α
1 + α
,
α
1 + α
)
,
κα(N, v, d3) =
(
α
1+α
+ α
2
1+α+α2
+ α
3
1+α+α2+α3
, 1 + α
2+α
1+α+α2
+ α
2
1+α+α2+α3
,
1 + 1+α
1+α+α2
+ α
1+α+α2+α3
, 1
1+α
+ 1
1+α+α2
+ 1
1+α+α2+α3
)
.
La suma de las centralidades, que no depende de α como se prueba en el Corolario
5.2.1, es:
4∑
i=1
καi (N, v, d1) =
4∑
i=1
καi (N, v, d2) = 3, y
4∑
i=1
καi (N, v, d3) = 6.
Como era de esperar dada la definicio´n de estas medidas, la centralidad del centro
de la estrella d1 es mayor que la centralidad correspondiente al centro de d2, y al reve´s
para los nodos sate´lites. En este caso, cualquier normalizacio´n (basada en la suma) puede
obviarse porque dicha suma coincide en ambas estrellas.
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En la cadena d3, y para todo α ∈ [0, 1], la centralidad aumenta desde el nodo 1 hasta
el 3. Cuando comparamos los nodos 3 y 4, la ordenacio´n depende del valor de α. Este
u´ltimo resultado, quiza´s antiintuitivo, se justificara´ cuando ma´s adelante consideremos la
descomposicio´n de las medidas. Por otra parte, 1
6
καi (N, v, d3) ≤ 13κα1 (N, v, d2), i = 1, 2, 3, 4
y entonces la centralidad normalizada (dividiendo entre la suma) de cada nodo de la
cadena orientada es menor que la correspondiente al centro de la estrella d2.
Por u´ltimo, cuando comparamos 1
3
κα1 (N, v, d1) con
1
6
καi (N, v, d3), la ordenacio´n de-
pende del valor de α.
Otra cuestio´n de intere´s, desde el punto de vista del ana´lisis sociolo´gico de redes, es
el impacto que puede tener en un par de nodos la eliminacio´n de una relacio´n directa
(y dirigida) entre ellos. Las medidas de la familia definida cubren la posibilidad de un
impacto asime´trico en los nodos que rompen su relacio´n directa. Ambos modifican su
centralidad, pero el nodo iniciador so´lo lo hace en una proporcio´n α del cambio en el nodo
receptor. Nos referiremos a esta propiedad como α-equidad.
Proposicio´n 5.2.7 Para todo α ∈ [0, 1], κα satisface la propiedad de α-equidad, i.e.,
dados (N, v, d) ∈ DCNS0 e i, j ∈ N tales que (i, j) ∈ d:
καi (N, v, d)− καi (N, v, d \ {(i, j)}) = α[καj (N, v, d)− καj (N, v, d \ {(i, j)})].
Demostracio´n: Consideremos primero el juego de unanimidad (N, uS) , S ⊂ N , con
s ≥ 2. Entonces,
udS − ud\{(i,j)}S =
∑
T∈pi(S)∩CNd , T (j)=T (i)+1
wT ,
y por tanto,
καi (N, uS, d)− καi (N, uS, d \ {(i, j)}) =
∑
T∈pi(S)∩CNd , T (j)=T (i)+1
αt−T (i)
t!
∑t−1
r=0 α
r
=
= α
∑
T∈pi(S)∩CNd , T (j)=T (i)+1
αt−(T (i)+1)
t!
∑t−1
r=0 α
r
= α[καj (N, uS, d)− καj (N, uS, d \ {(i, j)})].
Como κα es lineal en v, el resultado queda probado.
De nuevo, para garantizar que al eliminar un arco la centralidad de los nodos incidentes
en e´l deba decrecer, o al menos no incrementarse, tendremos que asumir que el juego sea
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casi positivo. En este caso, el impacto sobre la centralidad de tal eliminacio´n es negativo
para ambos jugadores, pero menor para el que inicia la comunicacio´n que para el que la
recibe. Si el juego no fuera casi positivo, la centralidad de ambos podr´ıa aumentar, pero
en tal caso el incremento ser´ıa mayor para el receptor.
El hecho de que las medidas propuestas satisfagan las propiedades anteriores es in-
teresante en s´ı mismo, puesto que estas propiedades reflejan aspectos deseables para una
medida de centralidad. Y, lo que es incluso ma´s importante desde un punto de vista teo´ri-
co, las dos u´ltimas propiedades caracterizan (cuando α 6= 0) la familia de medidas de
centralidad definida, como se establece en el siguiente teorema.
Teorema 5.2.1 Para cada α ∈ (0, 1], κα : DCNS0 → IRn es la u´nica funcio´n definida en
DCNS0 que satisface eficiencia en componentes y α-equidad.
Demostracio´n: Ya se ha probado que cada κα es una medida eficiente en componentes
y α-equitativa. Para probar la unicidad, sean α ∈ (0, 1] y ξα : DCNS0 → IRn una funcio´n
que satisface ambas propiedades. Probaremos, por inducio´n sobre |d|, el nu´mero de arcos
en (N, d), que ξα(N, v, d) = κα(N, v, d) para toda (N, v, d) ∈ DCNS0 .
Si |d| = 0, tenemos N/d = {{1}, . . . , {n}} y, por eficiencia en componentes,
ξαi (N, v, d) = v({i}) = 0 = καi (N, v, d) si i ∈ N .
Supongamos, entonces, que ξα = κα para todo α ∈ (0, 1] y toda (N, v, d) ∈ DCNS0 con
|d| < m, y consideremos (N, v, d) ∈ DCNS0 con |d| = m. Para (h, k) ∈ d, utilizando la
hipo´tesis de induccio´n y el hecho de que ambas funciones ξα y κα satisfacen α-equidad,
tenemos:
ξαh (N, v, d)− αξαk (N, v, d) = ξαh (N, v, d \ {h, k)})− αξαk (N, v, d \ {h, k)}) =
= καh(N, v, d \ {h, k)})− ακαk (N, v, d \ {h, k)}) = καh(N, v, d)− ακαk (N, v, d),
y entonces:
ξαh (N, v, d)− καh(N, v, d) = α[ξαk (N, v, d)− καk (N, v, d)]. (5.1)
Sean i ∈ N y C ∈ N/d la componente a la que pertenece i. Es trivial, si |C| = 1,
por eficiencia en componentes, que ξαi (N, v, d) = κ
α
i (N, v, d) para α ∈ (0, 1]. En otro
caso, existe necesariamente j 6= i, j ∈ C. Por la definicio´n de componente, se tiene
una sucesio´n de nodos (no necesariamente u´nica) i0 = i, i1, . . . , il−1, il = j tal que, para
t = 0, 1, . . . , l − 1, (it, it+1) ∈ d o´ (it+1, it) ∈ d , o´ ambas posibilidades.
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Definamos rt(i, j) =
{
1 si (it, it+1) ∈ d
−1 en otro caso .
Obviamente, rt(i, j) depende de la sucesio´n i0 = i, i1, . . . , il = j considerada, pero este
hecho sera´ ignorado desde el punto de vista notacional. Entonces, aplicando reiterada-
mente (5.1):
ξαi (N, v, d)− καi (N, v, d) = α
∑l−1
t=0 rt(i,j) [ξαj (N, v, d)− καj (N, v, d)].
As´ı pues,
∑
j∈C
[ξαj (N, v, d)− καj (N, v, d)] =
[
1 +
( ∑
j∈C, j 6=i
α
−∑l−1
k=0
rt(i,j)
)]
[ξαi (N, v, d)− καi (N, v, d)].
(5.2)
Por la eficiencia en componentes, el te´rmino de la izquierda en la igualdad (5.2) es
nulo. Como 1 +
∑
j∈C,j 6=i α
−∑l−1t=0 rt(i,j) 6= 0 para todo α ∈ (0, 1], concluimos que para todo
i ∈ N :
ξαi (N, v, d) = κ
α
i (N, v, d),
lo que completa la demostracio´n.
Una prueba similar a la dada en el teorema anterior muestra que, para (0, 1], la restric-
cio´n de las medidas definidas a situaciones de comunicacio´n con v ∈ APN ∩ SN0 puede
ser caracterizada en te´rminos de las mismas propiedades: eficiencia en componentes y
α-equidad. El siguiente ejemplo prueba que, sin embargo, ambas propiedades no son su-
ficientes para garantizar la unicidad de κ0.
Ejemplo 5.2.3 Dada (N, v, d) ∈ DCNS0, sea N/d = {C1, . . . , Cr}. Consideremos los di-
grafos (Ck, d
lk), lk = 1, 2, . . . , ck, donde d
lk = {(ilk , j), j 6= ilk , j ∈ Ck} para cada
ilk ∈ Ck.
Consideremos la siguiente funcio´n ξ definida en DCNS0. Dada (N, v, d) ∈ DCNS0, para
i ∈ N , sea Ck la componente de (N, d) a la que pertenece i. Entonces, definimos:
ξi(N, v, d) = κ
0
i (N, v, d) +
∑
dlk⊂d
[
ξi(N, v, d
lk)− κ0i (N, v, dlk)
]
,
donde:
ξi(N, v, d
lk) =
{
0 si i = ilk
bi si i 6= ilk ,
(5.3)
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y los bi son nu´meros reales arbitrarios que satisfacen la condicio´n:
∑
i6=ilk
bi =
1
ck!
∑
T∈pi(Ck)
vd(T ).
Se verifica que κ0i (N, v, d
i) = v({i}) = 0 para el centro de una estrella con arcos
salientes. Esto es as´ı porque, si se eliminan secuencialmente arcos, no se modifica la
centralidad del nodo i (debido a la 0-equidad) y, entonces, κ0i (N, v, d
i) = κ0i (N, v, ∅). Por
la eficiencia en componentes, κ0i (N, v, ∅) = v({i}) = 0.
Eligiendo los valores bi, i 6= ilk que aparecen en la igualdad (5.3) de una manera
apropiada (lo que siempre es posible si existe al menos una componente Ck con cardinal
ck ≥ 3), tenemos que ξ es una regla distinta de κ0.
Probemos que esta nueva funcio´n ξ satisface eficiencia en componentes y 0-equidad,
como lo hace κ0.
La eficiencia se verifica porque:∑
i∈Ck
ξi(N, v, d) =
∑
i∈Ck
κ0i (N, v, d) +
∑
i∈Ck
∑
dlk⊂d
[
ξi(N, v, d
lk)− κ0i (N, v, dlk)
]
=
=
∑
i∈Ck
κ0i (N, v, d) +
∑
dlk⊂d
∑
i∈Ck
[
ξi(N, v, d
lk)− κ0i (N, v, dlk)
]
=
1
ck!
∑
T∈pi(Ck)
vd(T ),
donde la u´ltima igualdad se satisface ya que el doble sumatorio se anula por la eficiencia
en componentes de las reglas κ0 y ξ.
Con el fin de probar que ξ satisface 0-equidad, consideremos primero el caso (i, j) ∈ d,
i ∈ Ck, (i, j) /∈ dlk para cada dlk ⊂ d. Entonces,
ξi(N, v, d)− ξi(N, v, d \ {(i, j)}) = κ0i (N, v, d) +
∑
dlk⊂d
[
ξi(N, v, d
lk)− κ0i (N, v, dlk)
]−
−κ0i (N, v, d \ {(i, j)})−
∑
dlk⊂d\{(i,j)}
[
ξi(N, v, d
lk)− κ0i (N, v, dlk)
]
=
= κ0i (N, v, d)− κ0i (N, v, d \ {(i, j)}).
Teniendo en cuenta que (i, j) /∈ dlk para cada dlk ⊂ d, tenemos que dlk ⊂ d \ {(i, j)} si y
so´lo si dlk ⊂ d. Finalmente, por la 0-equidad de κ0, κ0i (N, v, d)−κ0i (N, v, d \ {(i, j)}) = 0.
Consideremos, alternativamente, el caso en el que (i, j) ∈ d, i ∈ Ck y existe un di ⊂ d
(que sera´ necesariamente u´nico) tal que (i, j) ∈ di. Entonces:
ξi(N, v, d)− ξi(N, v, d \ {(i, j)}) = κ0i (N, v, d) +
∑
dlk⊂d
[
ξi(N, v, d
lk)− κ0i (N, v, dlk)
]−
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−κ0i (N, v, d \ {(i, j)})−
∑
dlk⊂dij
[
ξi(N, v, d
lk)− κ0i (N, v, dlk)
]
=
= κ0i (N, v, d)− κ0i (N, v, d \ {(i, j)}) + ξi(N, v, di)− κ0i (N, v, di) =
= 0 + v({i})− v({i}) = 0.
Por tanto, ambas funciones ξ y κ0, siendo distintas, satisfacen eficiencia en compo-
nentes y 0-equidad. Se concluye que dichas propiedades no caracterizan κ0.
Sin embargo, en el contexto de medir las centralidades de los nodos de un digrafo, se
ha enfatizado la conveniencia de considerar juegos sime´tricos. En la siguiente proposicio´n
se prueba que κ0 puede ser caracterizada an˜adiendo a la eficiencia en componentes y la
0-equidad el axioma de simetr´ıa.
Definicio´n 5.2.3 Diremos que dos nodos i y j son sime´tricos en el digrafo (N, d) si
existe una permutacio´n pi : N → N tal que pi(i) = j, pi(j) = i y (k, l) ∈ d si y so´lo si
(pi(k), pi(l)) ∈ d.
Definicio´n 5.2.4 Una funcio´n ξ : DCNS0 → IRn satisface el axioma de simetr´ıa si, para
toda (N, v, d) ∈ DCNS0 y todo par i, j de nodos sime´tricos en (N, d), ξi(N, v, d) = ξj(N, v, d).
Proposicio´n 5.2.8 κ0 : DCNS0 → IRn es la u´nica funcio´n definida en DCNS0 que satisface
eficiencia en componentes, 0-equidad y simetr´ıa.
Demostracio´n: Es obvio que κ0 satisface simetr´ıa y tambie´n se ha probado que satisface
0-equidad y eficiencia en componentes. Supongamos que ξ : DCNS0 → IRn es una funcio´n
que satisface estas tres propiedades. Probaremos que ξ(N, v, d) = κ0(N, v, d), para toda
(N, v, d) ∈ DCNS0 , por induccio´n descendente sobre el cardinal de d.
Si d = KN , siendo KN el digrafo completo con n nodos, entonces, por simetr´ıa:
ξi(N, v,K
N) =
v(N)
n
= κ0(N, v,KN), i = 1, . . . , n.
Supongamos que ξ coincide con κ0 para todo (N, v, d) con |d| ≥ k y consideremos
(N, v, d) con |d| = k − 1. Por tanto, para i ∈ N y cualquier (i, j) ∈ KN \ d:
ξi(N, v, d ∪ {(i, j)})− ξi(N, v, d) = 0,
ya que ξ satisface 0-equidad. Entonces,
ξi(N, v, d) = ξi(N, v, d ∪ {(i, j)}) = κ0i (N, v, d ∪ {(i, j)}).
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La u´ltima igualdad se cumple por la hipo´tesis de induccio´n. Como κ0 satisface
0-equidad, κ0i (N, v, d ∪ {(i, j)}) = κ0i (N, v, d) y el resultado queda probado.
Una demostracio´n paralela a la anterior prueba que la restriccio´n de κ0 a la clase
de las situaciones de comunicacio´n dirigida con juegos sime´tricos, 0-normalizados y casi
positivos, queda tambie´n caracterizada por las propiedades de eficiencia, 0-equidad y
simetr´ıa.
5.3. Una descomposicio´n de las medidas de centrali-
dad
A pesar de que se ha demostrado que las medidas propuestas satisfacen las propiedades
enunciadas en la seccio´n anterior, propiedades que, de manera razonable pueden ser con-
sideradas atractivas para una medida de centralidad, es justo plantear que tales medidas
presentan tambie´n alguna debilidad. En el siguiente ejemplo se muestra que dos nodos
pertenecientes a diferentes digrafos y con muy diferente conectividad pueden obtener la
misma proporcio´n de la centralidad total (manteniendo el mismo juego). As´ı, parece existir
una cierta miop´ıa en las medidas a la hora de cuantificar la conectividad.
Ejemplo 5.3.1 Consideremos las situaciones de comunicacio´n dirigida (N, v, d) y
(N, v, d′), donde N = {1, 2, 3, 4}, v = v2 + v3, d = {(1, 2), (2, 3), (3, 4), (4, 1)} y
d′ = d ∪ {(1, 3), (3, 1), (2, 4), (4, 2)}. Una representacio´n de estos dos digrafos se da en
la Figura 5.3:
(N,d')(N,d)
1 2
3 4
1 2
3 4
Figura 5.3: Dos digrafos con 4 nodos
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Es fa´cil comprobar que para todo α ∈ [0, 1] se tiene καi (N, v2 + v3, d) = 2 para cada
i = 1, 2, 3, 4 y entonces,
καi (N, v
2 + v3, d)∑4
j=1 κ
α
i (N, v
2 + v3, d)
=
1
4
, i = 1, 2, 3, 4.
De manera ana´loga, καi (N, v
2 + v3, d′) = 5 para cada i = 1, 2, 3, 4 y entonces,
καi (N, v
2 + v3, d′)∑4
j=1 κ
α
i (N, v
2 + v3, d′)
=
1
4
, i = 1, 2, 3, 4.
En consecuencia, la proporcio´n de la centralidad total para cada nodo en (N, v2 +v3, d)
coincide con la correspondiente en (N, v2 + v3, d′). Es obvio, sin embargo, que existen
diferencias entre estos dos digrafos (densidad, incidencia en cada nodo, etc). Este ejemplo
inspira la idea de que, tal vez, la centralidad sea una medida vectorial y no so´lo escalar.
En otras palabras, utilizar un u´nico valor para medir la centralidad de un nodo es excesiva
(e innecesariamente) reduccionista. Teniendo esto en cuenta, intentaremos descomponer
aditivamente cada una de las medidas definidas en otras tres, que podra´n interpretarse, a
su vez, como medidas de centralidad alternativas. La primera de ellas tendra´ un cara´cter
de medida de emisio´n, la segunda de intermediacio´n y la tercera de recepcio´n.
Este vector tridimensional de centralidades nos va a permitir ilustrar algunas diferen-
cias entre nodos que la medida escalar no nos permit´ıa percibir.
Definicio´n 5.3.1 Dada una situacio´n de comunicacio´n dirigida (N, v, d) ∈ DCNS0, defini-
mos, para cada α ∈ [0, 1], la centralidad por emisio´n del nodo i, αi (N, v, d), como:
αi (N, v, d) =
∑
i∈S⊂N
∆v(S)
∑
T∈pi(S)∩Cd(S), T (i)=1
Ψαi (N,wT ) =
=
∑
i∈S⊂N
∆v(S)
∑
T∈pi(S)∩Cd(S), T (i)=1
αt−1
t!
∑t−1
k=0 α
k
,
donde, recordemos, T (i) representa la posicio´n que ocupa el nodo i en la coalicio´n ordenada
T .
Definicio´n 5.3.2 Dada una situacio´n de comunicacio´n dirigida (N, v, d) ∈ DCNS0, defini-
mos para cada α ∈ [0, 1], la centralidad por intermediacio´n del nodo i, βαi (N, v, d), como:
βαi (N, v, d) =
∑
i∈S⊂N
∆v(S)
∑
T∈pi(S)∩Cd(S), 1<T (i)<t
Ψαi (N,wT ) =
=
∑
i∈S⊂N
∆v(S)
∑
T∈pi(S)∩CNd (S), 1<T (i)<t
αt−T (i)
t!
∑t−1
k=0 α
k
.
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Definicio´n 5.3.3 Dada una situacio´n de comunicacio´n dirigida (N, v, d) ∈ DCNS0, para
cada α ∈ [0, 1], la centralidad por recepcio´n del nodo i, ραi (N, v, d), se define como:
ραi (N, v, d) =
∑
i∈S⊂N
∆v(S)
∑
T∈pi(S)∩CNd (S), T (i)=t
Ψαi (N,wT ) =
=
∑
i∈S⊂N
∆v(S)
∑
T∈pi(S)∩Cd(S), T (i)=t
1
t!
∑t−1
k=0 α
k
.
Las anteriores definiciones de αi (N, v, d), β
α
i (N, v, d) y ρ
α
i (N, v, d) descomponen adi-
tivamente la centralidad total del nodo i, καi (N, v, d), como se prueba en la siguiente
proposicio´n. Estas tres cantidades se obtinen asignando valor a i por su posicio´n en los
diferentes conjuntos ordenados conexos y distinguiendo que esta posicio´n sea la inicial,
una intermedia o la extrema, respectivamente. Estar situado al inicio de un conjunto or-
denado conexo puede ser interpretado como una posicio´n desde la cual es posible iniciar
la comunicacio´n; las posiciones intermedias esta´n claramente asociadas con la interme-
diacio´n, y estar al final de una cadena conexa convierte al nodo en un receptor. Estas
ideas justifican las denominaciones elegidas.
Proposicio´n 5.3.1 Para cada (N, v, d) ∈ DCNS0 y α ∈ [0, 1] tenemos:
κα(N, v, d) = α(N, v, d) + βα(N, v, d) + ρα(N, v, d).
Demostracio´n: Si (N, v, d) ∈ DCNS0 , α ∈ [0, 1] e i ∈ N ,
καi (N, v, d) =
∑
S⊂N
∆v(S)
∑
T∈pi(S)∩Cd(S)
Ψαi (N,wT ).
Ahora, se tiene para cada S ⊂ N tal que i ∈ S:∑
T∈pi(S)∩Cd(S)
Ψαi (N,wT ) =
∑
T∈pi(S)∩Cd(S), T (i)=1
Ψαi (N,wT )+
+
∑
T∈pi(S)∩Cd(S), 1<T (i)<t
Ψαi (N,wT ) +
∑
T∈pi(S)∩Cd(S), T (i)=t
Ψαi (N,wT ),
y entonces:
καi (N, v, d) = 
α
i (N, v, d) + β
α
i (N, v, d) + ρ
α
i (N, v, d).
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Notemos que, para el caso α = 0, todos los nodos en las situaciones de comunicacio´n
dirigida tienen centralidades por emisio´n y por intermediacio´n nulas, y entonces la des-
composicio´n es inesencial.
Consideremos otra vez la situacio´n de comunicacio´n dirigida del Ejemplo 5.3.1. La
descomposicio´n previa nos permite ilustrar algunas diferencias entre los nodos de los
diferentes digrafos que ten´ıan igual proporcio´n de la centralidad total.
Ejemplo 5.3.2 Dadas las situaciones de comunicacio´n dirigida (N, v2 +v3, d) y (N, v2 +
v3, d′) del Ejemplo 5.3.1, tenemos que, para i = 1, 2, 3, 4:
αi (N, v
2 + v3, d) = α
1+α
+ α
2
1+α+α2
,
ραi (N, v
2 + v3, d) = 1
1+α
+ 1
1+α+α2
,
βαi (N, v
2 + v3, d) = α
1+α+α2
,
αi (N, v
2 + v3, d′) = 2α
1+α
+ 3α
2
1+α+α2
,
ραi (N, v
2 + v3, d′) = 2
1+α
+ 3
1+α+α2
,
βαi (N, v
2 + v3, d′) = 3α
2
1+α+α2
.
Como todos los nodos tienen la misma centralidad en cada situacio´n de comunicacio´n
y la misma proporcio´n del total, cuando comparemos ambas situaciones de comunicacio´n,
con el fin de establecer las diferencias, utilizaremos las nuevas medidas definidas. Com-
pararemos la proporcio´n de centralidad de cada nodo debida a emisio´n, recepcio´n e inter-
mediacio´n en ambos digrafos para explicar las diferencias existentes.
De esta manera, para i = 1, 2, 3, 4,
αi (N, v
2 + v3, d)
καi (N, v
2 + v3, d)
− 
α
i (N, v
2 + v3, d′)
καi (N, v
2 + v3, d′)
=
α
10(1 + α)(1 + α + α2)
≥ 0,
i.e., para α ∈ (0, 1], la proporcio´n de la centralidad de cada nodo debida a la emisio´n es
mayor en (N, v2 +v3, d) que en (N, v2 +v3, d′). Para α = 0, como la medida de centralidad
κ0 coincide con ρ0, la centralidad por emisio´n no cambia.
Si miramos la proporcio´n de la centralidad total debida a la recepcio´n, para i = 1, 2, 3, 4,
ραi (N, v
2 + v3, d)
καi (N, v
2 + v3, d)
− ρ
α
i (N, v
2 + v3, d′)
καi (N, v
2 + v3, d′)
=
α2
10(1 + α)(1 + α + α2)
,
y as´ı, se aprecia que la proporcio´n de la centralidad total de cada nodo debida a recepcio´n,
es mayor tambie´n en (N, v2 + v3, d) para α ∈ (0, 1], y no cambia para α = 0. Finalmente,
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como era de esperar, la medida por intermediacio´n aumenta (excepto para el caso α = 0),
al pasar de (N, v2 + v3, d) a (N, v2 + v3, d′):
βαi (N, v
2 + v3, d)
καi (N, v
2 + v3, d)
− β
α
i (N, v
2 + v3, d′)
καi (N, v
2 + v3, d′)
=
−α
10(1 + α + α2)
≤ 0.
Fijemos ahora nuestra atencio´n en algunas propiedades deseables y sencillas de de-
mostrar que satisfacen estas nuevas medidas.
En la primera proposicio´n se prueba que, bajo ciertas hipo´tesis, en el centro de una
estrella con arcos entrantes la proporcio´n de centralidad por recepcio´n (con respecto a la
centralidad total de cada nodo) es ma´xima.
Proposicio´n 5.3.2 Dada (N, v, dIS) ∈ DCN con v ∈ SN0 ∩APN , siendo dIS = {(i, 1), i ∈
N \ {1}}, para todo (N, d) ∈ DN y α ∈ [0, 1]:
ρα1 (N, v, d
IS)
κα1 (N, v, d
IS)
≥ ρ
α
i (N, v, d)
καi (N, v, d)
, i = 1, 2, . . . , n. (5.4)
Demostracio´n: Es obvio que para todo juego (N, v) ∈ APN ∩ SN0 : ρα1 (N, v, dIS) =
κα1 (N, v, d
IS) y el miembro izquierdo de la desigualdad (5.4) es igual a 1. Siendo el juego
casi positivo ραi (N, v, d) ≤ καi (N, v, d) para todo i ∈ N y el resultado queda probado.
Ana´logamente, tenemos el siguiente resultado para la centralidad por emisio´n.
Proposicio´n 5.3.3 Dada (N, v, dOS) ∈ DCN con v ∈ APN ∩ SN0 y siendo dOS =
{(1, i), i ∈ N \ {1}}, para todo (N, d) ∈ DN y α ∈ [0, 1]:
α1 (N, v, d
OS)
κα1 (N, v, d
OS)
≥ 
α
i (N, v, d)
καi (N, v, d)
, i = 1, 2, . . . , n. (5.5)
En la siguiente proposicio´n se prueba que, para una cadena orientada y para juegos
casi positivos y sime´tricos, la centralidad por emisio´n es ma´xima en el nodo inicial de la
cadena, mientras que la centralidad por recepcio´n lo es para el nodo final. Por otra parte,
la centralidad por intermediacio´n aumenta desde el primer nodo hasta el nodo mediano.
Supongamos, con el fin de simplificar la demostracio´n, que la cadena tiene un nu´mero
impar de nodos.
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Proposicio´n 5.3.4 Dadas (N, v, d) ∈ DCN con v ∈ APN ∩ SN0 y una cadena orientada
d = {(1, 2), (2, 3), . . . , (n− 1, n)}, con n impar, se tiene, para todo α ∈ [0, 1]:
α1 (N, v, d) ≥ αi (N, v, d), i = 1, 2, . . . , n, (5.6)
ραn(N, v, d) ≥ ραi (N, v, d), i = 1, 2, . . . , n, (5.7)
βαm(N, v, d) ≥ βαi (N, v, d), i = 1, 2, . . . ,m− 1, siendo m el nodo mediano. (5.8)
Demostracio´n: Para cada (N, v) ∈ APN ∩ SN0 , v es una combinacio´n lineal de
{v2, . . . , vn} con coeficientes no negativos. Por tanto, es suficiente probar los resultados
para cada vk, k = 2, . . . , n, ya que las componentes de la centralidad tambie´n son lineales
en el juego.
Entonces, las desigualdades (5.6) se cumplen debido a que, para α ∈ [0, 1] y k =
2, 3, . . . , n:
αi (N, v
k, d) =
 α
k−1∑k−1
r=0 α
r
, para i = 1, 2, . . . , n− k + 1
0, i = n− k + 2, . . . , n.
Ana´logamente, las desigualdades de (5.7) se satisfacen para α ∈ [0, 1] y k = 2, . . . , n,
ya que,
ραi (N, v
k, d) =
 0, i = 1, 2, . . . , k − 11∑k−1
r=0 α
r
, i = k, . . . , n.
Por u´ltimo, con el fin de probar las desigualdades (5.8), consideremos α ∈ [0, 1] e
i ∈ N, i ≤ m. Un conjunto ordenado de taman˜o k, con 3 ≤ k ≤ n, conexo en (N, d) y
que contenga al nodo i sin que e´ste sea extremo es:
T (i, r, k) = (i− r + 1, i− r, . . . , i− 1, i, i+ 1, . . . , i+ k − r)
con max{2, i+ k − n} ≤ r ≤ min{i, k − 1}.
Entonces, para 3 ≤ k ≤ n,
βαi (N, vk, d) =
min{i,k−1}∑
r=max{2,i+k−n}
k!Ψαi (N,wT (i,r,k)) =
=
min{i,k−1,i+k−m−1}∑
r=max{2,i+k−n}
k!Ψαi (N,wT (i,r,k)) +
min{i,k−1}∑
r=i+k−m
k!Ψαi (N,wT (i,r,k)) ≤
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≤
min{i,k−1,i+k−m−1}∑
r=max{2,i+k−n}
k!Ψαm(N,wT (i,r,k)) +
min{i,k−1}∑
r=i+k−m
k!Ψαi (N,wT (i,r,k)),
siendo cierta la u´ltima desigualdad debido a que r ≤ i+k−m−1 implica m ≤ i+k−r−1
y entonces m ∈ H(T (i, r, k)) y, adema´s:
Ψαi (N,wT (i,r,k)) =
αk−r∑k−1
l=0 α
l
≤ Ψαm(N,wT (i,r,k)),
ya que m(T (i, r, k)), la posicio´n que ocupa m en T (i, r, k), es mayor o igual que r.
Por otra parte, debido a que m es el nodo mediano, para cada r = i + k −
m, . . . ,min{i, k − 1},
Ψαi (N,wT (i,r,k)) =
αk−r∑k−1
l=0 α
l
,
y existe T (m, r, k) tal que Ψαm(N,wT (m,r,k)) = Ψ
α
i (N,wT (i,r,k)). As´ı pues,
βαi (N, v
k, d) ≤
min{i,k−1,i+k−m−1}∑
r=max{2,i+k−n}
k!Ψαm(N,wT (i,r,k)) +
+
min{i,k−1}∑
r=i+k−m
k!Ψαm(N,wT (m,r,k)) ≤ βαm(N, vk, d),
cumplie´ndose la u´ltima desigualdad porque βαm(N, v
k, d) contiene al menos todos los te´rmi-
nos de ambos sumatorios de la parte izquierda de la desigualdad y posiblemente algu´n
te´rmino adicional no negativo.
La prueba de la u´ltima proposicio´n sugiere algunas propiedades adicionales para el
caso especial α = 1, i.e., el caso en el que la medida no distingue los papeles de iniciador
y de receptor en la comunicacio´n.
Corolario 5.3.1 Dadas (N, v, d) ∈ DCN con v ∈ APN ∩ SN0 y una cadena orientada
d = {(1, 2), (2, 3), . . . , (n− 1, n)} con n impar, tenemos:
1i (N, v, d) = ρ
1
n−i+1(N, v, d), i = 1, 2, . . . , n,
β1m(N, v, d) ≥ β1i (N, v, d), i = 1, 2, . . . , n.
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5.4. Un ejemplo: Centralidad de los jugadores en un
modelo de fu´tbol simplificado
Consideremos un modelo de fu´tbol simplificado con dos equipos de cinco jugadores
cada uno: el portero, dos defensas, un centrocampista y un delantero. Podemos modelar
con un arco (i, j) el hecho de que el jugador i pase el balo´n al jugador j dentro de una
jugada concreta. Si e´ste es el u´ltimo arco de una secuencia de pases, tenemos dos posibili-
dades abiertas: j dispara y mete gol o pierde el balo´n porque va fuera o es interceptado
por un rival. De hecho, un partido consta de muchas jugadas (secuencias de pases), pero
en el siguiente ejemplo, introduciendo otra simplificacio´n, supondremos que dos equipos
dados, A y B, so´lo llevan a cabo en un partido tres jugadas cada uno, que esta´n dadas
por los digrafos d1, d2, d3 y d
′
1, d
′
2, d
′
3 respectivamente.
1 2 3
5
4
3 4 5
1 2
1
4
32
5
(N,d 1) (N,d 2)
(N,d 3)
1 5
2 3 4
(N,d' 1)
2 43
2 54
1 3
(N,d' 2)
1 5
(N,d' 3)
Figura 5.4: Jugadas de los equipos A y B.
Asumiremos que d1 acaba en el u´nico gol del partido marcado por el delantero (5).
Obtendremos la centralidad (y su descomposicio´n) de cada jugador en cada digrafo
(jugada) y la centralidad media en el partido. Este valor esperado se calculara´ con-
siderando para el equipo A un peso de 0.5 para la jugada del gol y pesos iguales
para las otras dos jugadas, mientras que para el equipo B se supondra´ igual peso
para las tres jugadas. Notaremos κα,A = 1
2
κα(N, v, d1) +
1
4
κα(N, v, d2) +
1
4
κα(N, v, d3),
y κα,B = 1
3
κα(N, v, d′1) +
1
3
κα(N, v, d′2) +
1
3
κα(N, v, d′3) a las centralidades medias de
los jugadores en el partido entre los equipos A y B. Ana´logamente α,A, βα,A, ρα,A, y
α,B, βα,B, ρα,B representara´n los valores medios de las tres componentes de la centrali-
dad para los jugadores de los equipos A y B.
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Como es obvio, la centralidad por emisio´n de cada jugador puede considerarse como
un ı´ndice de su participacio´n en el juego como iniciador de las jugadas (t´ıpicamente esta
centralidad debe ser mayor para el portero y los defensas), mientras que su centralidad por
intermediacio´n medira´ su habilidad para tejer el juego (generalmente mayor para los cen-
trocampistas) y, finalmente, su centralidad por recepcio´n nos informa sobre su capacidad
para finalizar jugadas o perder el balo´n (habitualmente mayor en los delanteros).
Utilizaremos el juego de las conferencias, que mide la capacidad de asociarse los actores
y algunos valores de α, en particular, 0, 0.5 y 1. El valor de α puede considerarse como
una medida de la dificultad relativa entre pasar el balo´n y controlarlo al recibirlo.
Adema´s, la centralidad total de cada equipo, al ser comparada con la de otros equipos,
puede dar una idea sobre la diferencia en el estilo de juego o en la estrategia utilizada.
Cuanto mayor sea la centralidad total de un equipo, ma´s elaborado sera´ su juego.
Los resultados para los jugadores del equipo A se muestran a continuacio´n, y su par-
ticularizacio´n para α = 0, α = 0.5 y α = 1 aparece en las Tablas 5.1, 5.2 y 5.3.
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Centralidades en las diferentes jugadas d1, d2 y d3:
κα(N, v, d1) =
(
α
1+α +
α2
1+α+α2 +
2α3
1+α+α2+α3 , 1 +
α+α2
1+α+α2 +
2α2
1+α+α2+α3 ,
2 + 1+3α1+α+α2 +
2α
1+α+α2+α3 , 1 +
1+α2
1+α+α2 +
1
1+α+α2+α3 ,
1
1+α +
2
1+α+α2 +
1
1+α+α2+α3
)
,
κα(N, v, d2) = (0, 0, 2, 2, 2) ,
κα(N, v, d3) =
(
α
1+α +
α2
1+α+α2 +
α3
1+α+α2+α3 ,
2+α
1+α +
1+2α+α2
1+α+α2 +
α2
1+α+α2+α3 , 1 +
2+α+α2
1+α+α2 +
α
1+α+α2+α3 , 2 +
1
1+α+α2+α3 , 0
)
.
κα,A = 12κ(N, v, d1) +
1
4κ(N, v, d2) +
1
4κ(N, v, d3)
Centralidades por emisio´n
α(N, v, d1) =
(
α
1+α +
α2
1+α+α2 +
2α3
1+α+α2+α3 ,
α
1+α +
2α2
1+α+α2 ,
2α
1+α ,
α
1+α +
α2
1+α+α2 , 0
)
α(N, v, d2) =
(
0, 0, α1+α +
α2
1+α+α2 ,
α
1+α +
α2
1+α+α2 ,
α
1+α +
α2
1+α+α2
)
α(N, v, d3) =
(
α
1+α +
α2
1+α+α2 +
α3
1+α+α2+α3 ,
α
1+α +
α2
1+α+α2 ,
α
1+α +
α2
1+α+α2 ,
α
1+α +
α2
1+α+α2 , 0
)
α,A = 12
α(N, v, d1) + 14
α(N, v, d2) + 14
α(N, v, d3)
Centralidades por intermediacio´n
βα(N, v, d1) =
(
0, α1+α+α2 +
2α2
1+α+α2+α3 ,
3α
1+α+α2 +
2α
1+α+α2+α3 , 0, 0
)
βα(N, v, d2) =
(
0, 0, α1+α+α2 ,
α
1+α+α2 ,
α
1+α+α2
)
βα(N, v, d3) =
(
0, 2α1+α+α2 +
α2
1+α+α2+α3 ,
α
1+α+α2 +
α
1+α+α2+α3 ,
α
1+α+α2 , 0
)
βα,A = 12β
α(N, v, d1) + 14β
α(N, v, d2) + 14β
α(N, v, d3)
Centralidades por recepcio´n
ρα(N, v, d1) =
(
0, 11+α ,
2
1+α +
1
1+α+α2 ,
1
1+α +
1
1+α+α2 +
1
1+α+α2+α3 ,
1
1+α+α2+α3
)
ρα(N, v, d2) =
(
0, 0, 11+α +
1
1+α+α2 ,
1
1+α +
1
1+α+α2 ,
1
1+α +
1
1+α+α2
)
ρα(N, v, d3) =
(
0, 21+α +
1
1+α+α2 ,
1
1+α +
2
1+α+α2 ,
1
1+α +
1
1+α+α2 +
1
1+α+α2+α3 , 0
)
ρα,A = 12ρ
α(N, v, d1) + 14ρ
α(N, v, d2) + 14ρ
α(N, v, d3)
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α = 0 καi (N, v, d1)
αi (N, v, d1)
βαi (N, v, d1)
ραi (N, v, d1)
καi (N, v, d2)
αi (N, v, d2)
βαi (N, v, d2)
ραi (N, v, d2)
καi (N, v, d3)
αi (N, v, d3)
βαi (N, v, d3)
ραi (N, v, d3)
καi
αi
βαi
ραi
i = 1 0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
i = 2 1
0
0
1
0
0
0
0
3
0
0
3
1.25
0
0
1.25
i = 3 3
0
0
3
2
0
0
2
3
0
0
3
2.75
0
0
2.75
i = 4 3
0
0
3
2
0
0
2
3
0
0
3
2.75
0
0
2.75
i = 5 4
0
0
4
2
0
0
2
0
0
0
0
2.5
0
0
2.5
Tabla 5.1
α = 1 καi (N, v, d1)
αi (N, v, d1)
βαi (N, v, d1)
ραi (N, v, d1)
καi (N, v, d2)
αi (N, v, d2)
βαi (N, v, d2)
ραi (N, v, d2)
καi (N, v, d3)
αi (N, v, d3)
βαi (N, v, d3)
ραi (N, v, d3)
καi
αi
βαi
ραi
i = 1 1.333
1.333
0
0
0
0
0
0
1.083
1.083
0
0
0.937
0.937
0
0
i = 2 2.5
1.166
0.833
0.5
0
0
0
0
3.083
0.833
0.916
1.333
2.021
0.792
0.646
0.583
i = 3 3.833
1
1.5
1.333
2
0.833
0.333
0.833
2.583
0.833
0.583
1.166
3.062
0.916
0.979
1.166
i = 4 1.916
0.833
0
1.083
2
0.833
0.333
0.833
2.25
0.833
0.333
1.083
2.021
0.833
0.166
1.021
i = 5 1.416
0
0
1.146
2
0.833
0.333
0.833
0
0
0
0
1.208
0.025
0.083
0.916
Tabla 5.2
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α = 0.5 καi (N, v, d1)
αi (N, v, d1)
βαi (N, v, d1)
ραi (N, v, d1)
καi (N, v, d2)
αi (N, v, d2)
βαi (N, v, d2)
ραi (N, v, d2)
καi (N, v, d3)
αi (N, v, d3)
βαi (N, v, d3)
ραi (N, v, d3)
καi
αi
βαi
ραi
i = 1 0.609
0.609
0
0
0
0
0
0
0.543
0.543
0
0
0.440
0.440
0
0
i = 2 1.838
0.619
0.552
0.666
0
0
0
0
3.086
0.476
0.704
1.904
1.690
0, 428
0.452
0.809
i = 3 3.962
0.666
1.390
1.905
2
0.476
0.285
1.238
2.838
0.476
0.552
1.809
3.190
0.571
0.904
1.714
i = 4 2.247
0.476
0
1.771
2
0.476
0.285
1.238
2.533
0.476
0.285
1.638
2.257
0.476
0.143
1.638
i = 5 2.343
0
0
2.343
2
0.476
0.285
1.238
0
0
0
0
1.671
0.119
0.071
1.481
Tabla 5.3
Ana´logamente, se muestran a continuacio´n las expresiones de las centralidades y su
descomposicio´n, en funcio´n de α, para los jugadores del equipo B. La particularizacio´n
para los casos α = 0, α = 0.5 y α = 1 se encuentra en las Tablas 5.4, 5.5 y 5.6.
Centralidad de los diferentes jugadores en d′1, d
′
2 y d
′
3
κα(N, v, d′1) =
(
α
1+α
, 0, 0, 0, 1
1+α
)
κα(N, v, d′2) =
(
0, α
1+α
, 0, 1 + α
1+α+α2
, α
1+α
+ α
1+α+α2
)
κα(N, v, d′3) =
(
0, α
1+α
+ α
2
1+α+α2
, 1 + + α
1+α+α2
, 1
1+α
+ 1
1+α+α2
, 0
)
κα,B = 1
3
[κα(N, v, d′1) + κ
α(N, v, d′2) + κ
α(N, v, d′3)]
Centralidad por emisio´n
α(N, v, d′1) =
(
α
1+α
, 0, 0, 0, 0
)
α(N, v, d′2) =
(
0, α
1+α
+ α
2
1+α+α2
, 0, α
1+α
, 0
)
α(N, v, d′3) =
(
0, α
1+α
+ α
2
1+α+α2
, α
1+α
, 0, 0
)
α,B = 1
3
[α(N, v, d′1) + 
α(N, v, d′2) + 
α(N, v, d′3)]
Centralidad por intermediacio´n
βα(N, v, d′1) = (0, 0, 0, 0, 0)
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βα(N, v, d′2) =
(
0, 0, 0, α
1+α+α2
, 0
)
βα(N, v, d′3) =
(
0, 0, α
1+α+α2
, 0, 0
)
βα,B = 1
3
[βα(N, v, d′1) + β
α(N, v, d′2) + β
α(N, v, d′3)]
Centralidad por recepcio´n
ρα(N, v, d′1) =
(
0, 0, 0, 0, 1
1+α
)
ρα(N, v, d′2) =
(
0, 0, 0, 1
1+α
, 1
1+α
+ 1
1+α+α2
)
ρα(N, v, d′3) =
(
0, 0, 1
1+α
, 1
1+α
+ 1
1+α+α2
, 0
)
ρα,B = 1
3
[ρα(N, v, d′1) + ρ
α(N, v, d′2) + ρ
α(N, v, d′3)]
α = 0 καi (N, v, d
′
1)
αi (N, v, d
′
1)
βαi (N, v, d
′
1)
ραi (N, v, d
′
1)
καi (N, v, d
′
2)
αi (N, v, d
′
2)
βαi (N, v, d
′
2)
ραi (N, v, d
′
2)
καi (N, v, d
′
3)
αi (N, v, d
′
3)
βαi (N, v, d
′
3)
ραi (N, v, d
′
3)
καi
αi
βαi
ραi
i = 1 0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
i = 2 0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
i = 3 0
0
0
0
1
0
0
1
1
0
0
1
0.333
0
0
0.333
i = 4 0
0
0
0
2
0
0
2
2
0
0
2
1
0
0
1
i = 5 1
0
0
1
0
0
0
0
0
0
0
0
1
0
0
1
Tabla 5.4
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α = 1 καi (N, v, d
′
1)
αi (N, v, d
′
1)
βαi (N, v, d
′
1)
ραi (N, v, d
′
1)
καi (N, v, d
′
2)
αi (N, v, d
′
2)
βαi (N, v, d
′
2)
ραi (N, v, d
′
2)
καi (N, v, d
′
3)
αi (N, v, d
′
3)
βαi (N, v, d
′
3)
ραi (N, v, d
′
3)
καi
αi
βαi
ραi
i = 1 0.5
0.5
0
0
0
0
0
0
0
0
0
0
0.166
0.166
0
0
i = 2 0
0
0
0
0.833
0.833
0
0
0.833
0.833
0
0
0.555
0.555
0
0
i = 3 0
0
0
0
0
0
0
0
1.333
0.5
0.333
0.5
0.444
0.166
0.111
0.166
i = 4 0
0
0
0
1.333
0.5
0.333
0.5
0.833
0
0
0.833
0.722
0.166
0.111
0.444
i = 5 0.5
0
0
0.5
0.833
0
0
0.833
0
0
0
0
0.444
0
0
0.444
Tabla 5.5
α = 0.5 καi (N, v, d
′
1)
αi (N, v, d
′
1)
βαi (N, v, d
′
1)
ραi (N, v, d
′
1)
καi (N, v, d
′
2)
αi (N, v, d
′
2)
βαi (N, v, d
′
2)
ραi (N, v, d
′
2)
καi (N, v, d
′
3)
αi (N, v, d
′
3)
βαi (N, v, d
′
3)
ραi (N, v, d
′
3)
καi
αi
βαi
ραi
i = 1 0.333
0.333
0
0
0
0
0
0
0
0
0
0
0.111
0.111
0
0
i = 2 0
0
0
0
0.476
0.476
0
0
0.476
0.476
0
0
0.317
0.317
0
0
i = 3 0
0
0
0
0
0
0
0
1.285
0.333
0.285
0.666
0.428
0.111
0.095
0.222
i = 4 0
0
0
0
1.285
0.333
0.285
0.666
1.238
0
0
1.238
0.828
0.111
0.095
0.635
i = 5 0.666
0
0
0.666
1.238
0
0
1.238
0
0
0
0
0.635
0
0
0.635
Tabla 5.6
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Por u´ltimo, compararemos algunas de las centralidades obtenidas en este ejemplo con
los valores que proporcionan otras medidas existentes en la literatura.
Recordemos que Amer et al. (2007) definen, para una situacio´n de comunicacio´n
dirigida (N, v, d), un nuevo juego restringido al digrafo, (N, vd), que es tambie´n un
juego TU generalizado, como vd(T ) =
∑
R∈MCTd v(H(R)), para todo T ∈ Ω(N), donde
MCTd = {R⊂˜T tal que R es conexo maximal en (N, d)}. La accesibilidad de cada nodo
i ∈ N se define como:
Ai(N, v, d) = Ψ0i (N, vd).
As´ı, la accesibilidad normalizada de los jugadores del equipo A en las diferentes jugadas
es:
A(N, v, d1) = (0, 0.082, 0.246, 0.294, 0.376),
A(N, v, d2) = (0, 0, 0.333, 0.333, 0.333),
A(N, v, d3) = (0, 0.313, 0.313, 0.373, 0).
Como se puede comprobar, estos vectores son bastante similares a los obtenidos norma-
lizando, v´ıa suma, κ0(N, v, d1), κ
0(N, v, d2) y κ
0(N, v, d3) a pesar de que existen diferencias
significativas entre los diferentes conceptos de conexio´n utilizados.
Evidentemente, por el tipo de valor elegido, si el para´metro α es diferente de 0,
κα(N, v, dj) difiere significativamente de A(N, v, dj).
Las centralidades basadas en el vector propio dominante de la matriz de adyacencia
(Bonacich 1987) son, para d1, d2, y d3 respectivamente:
(0.25, 0.25, 0.25, 0.25, 0),
(0, 0, 0.333, 0.333, 0.333),
(0.25, 0.25, 0.25, 0.25, 0).
En este caso las diferencias respecto a las medidas aqu´ı propuestas son obvias. Pen-
samos que, al menos para estos ejemplos, la medida del valor propio no recoge muchas de
las diferencias existentes en la conectividad de los nodos.
En van den Brink y Borm (2002) se presenta un modelo en el que se resumen los
resultados de los partidos entre varios equipos en una competicio´n deportiva (fu´tbol)
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por medio de un digrafo. En este trabajo, (i, j) es un arco del digrafo si y so´lo si j no
pierde contra i. El modelo que nosotros proponemos no es apropiado para este tipo de
situaciones. El uso de juegos casi positivos implica la estabilidad de la regla de asignacio´n
asociada (para cada α ∈ [0, 1]) y, entonces, si se modelan los empates como dos victorias
(una para cada equipo), como hacen tales autores, los empates quedar´ıan sobrevalorados,
lo que no es razonable, ni acorde con la valoracio´n real que, especialmente en el caso del
fu´tbol, considera una victoria tan valiosa como dos empates y, desde hace an˜os, como tres.
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Cap´ıtulo 6
Una familia de medidas de
cohesividad basada en conceptos
juego-teo´ricos
En este cap´ıtulo, y continuando en la l´ınea de obtener, desde una perspectiva juego-
teo´rica, medidas relativas a variables sociolo´gicas no observables, abordaremos el problema
de medir la cohesividad de un grupo en una red social. Una vez ma´s, asumiremos que la
red social viene representada por un grafo y que entre los actores de dicha red existen
unos intereses econo´micos que podemos modelar mediante un juego TU. En el ana´lisis
que desde la sociolog´ıa se hace del concepto de cohesividad de grupos, se asume que
esta´ relacionado con la resistencia del grupo a sufrir rupturas, as´ı como con el nivel de
redundancia en las comunicaciones. Utilizando esta misma perspectiva, dada una red
social (grafo) γ y un juego v, mediremos la cohesividad de un conjunto de jugadores-
nodos, A, como la proporcio´n de la riqueza que este grupo es capaz de mantener cuando las
relaciones deterministas existentes entre ellos pueden dejar de existir con probabilidad 1
2
.
La eventual ruptura de aristas motiva posibles desconexiones en el grupo. La importancia
de estas desconexiones se mide por el efecto negativo que tiene en la riqueza del grupo.
Si seleccionamos un juego v 0-normalizado y superaditivo, cuando se rompe un grupo su
capital disminuye (o, al menos, no aumenta). Una gran cohesio´n en el grupo dificultara´ las
desconexiones y, por ende, la pe´rdida de riqueza. En consecuencia, a mayor efecto negativo
al pasar de la situacio´n determinista a la aleatoria descrita, menor cohesividad en el grupo.
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6.1. Cohesividad de grupos en una red social
Dada una situacio´n de comunicacio´n (N, v, γ), notaremos
ℵ(N, v, γ) = {A ⊂ N tal que existe Ai ∈ A/γ con v(Ai) > 0}
el conjunto de coaliciones de N con alguna componente conexa (en γ) en la que v toma
un valor estrictamente positivo.
Si v ∈ AN0 , este conjunto puede redefinirse como:
ℵ(N, v, γ) = {A ⊂ N tal que vγ(A) > 0}.
Sea (N, v, γ) ∈ CSN con v ∈ AN0 . Dados A ∈ ℵ(N, v, γ) y η ⊂ γ|A, la fraccio´n de su
riqueza que mantienen los jugadores de A cuando pierden todas las relaciones directas
entre ellos salvo las dadas por η es:
vη(A)
vγ(A)
=
∑
T∈A/η v(T )∑
T∈A/γ v(T )
. (6.1)
La dificultad para desconectar las componentes de A en γ se incrementa con la redun-
dancia en las comunicaciones. Cuando v es un juego superaditivo, cada ruptura de una
componente conexa en A/γ implica una reduccio´n potencial en el numerador de (6.1). La
magnitud de esta reduccio´n depende de los valores de las subcoaliciones de A.
Supongamos ahora que todos los subgrafos de γ|A son igualmente probables. Esto es
equivalente a asumir que cada uno de los enlaces presentes en γ|A se rompe (independien-
temente de los dema´s) con una probabilidad de 1
2
.
Con este esquema de aleatoriedad, el valor esperado de las expresiones en (6.1) es:
1
2|γ|A|
∑
η⊂γ|A
vη(A)
vγ(A)
que se puede ver como una medida de la cohesio´n entre los miembros del subgrupo A.
Compara el pago colectivo de A cuando las comunicaciones son deterministas y dadas por
γ|A con su pago esperado cuando cada enlace tiene probabilidad 12 de romperse. Cuanto
mayor es dicho valor, ma´s resistente es A a sufrir potenciales desconexiones. De esta
manera, proponemos la siguiente definicio´n:
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Definicio´n 6.1.1 Sean (N, v, γ) ∈ CSN con v ∈ AN0 y A ∈ ℵ(N, v, γ). Definimos la
cohesividad del grupo o clase A en la situacio´n de comunicacio´n (N, v, γ), que notaremos
ChA(N, v, γ), como:
ChA(N, v, γ) =
1
2|γ|A|
∑
η⊂γ|A
∑
T∈A/η v(T )∑
T∈A/γ v(T )
. (6.2)
Como consecuencia directa de la definicio´n anterior, se tiene:
ChA(N, v, γ) = ChA(N, v, γ|A) = ChA(A, v|A, γ|A).
Por tanto, la cohesividad de A es independiente de las relaciones que no esta´n establecidas
entre los miembros de A.
Con objeto de simplificar la notacio´n, cuando A coincida con N , escribiremos:
ChN(N, v, γ) = Ch(N, v, γ).
Por ser la medida de cohesividad introducida el valor esperado de un conjunto de
proporciones, se satisface trivialmente que su valor oscila entre 0 y 1.
Proposicio´n 6.1.1 Dada (N, v, γ) ∈ CSN con v ∈ AN0 , es 0 ≤ ChA(N, v, γ) ≤ 1.
En la siguiente proposicio´n se obtiene una expresio´n alternativa para la cohesividad
de un grupo A.
Proposicio´n 6.1.2 Sean (N, v, γ) ∈ CSN con v ∈ AN0 y A ∈ ℵ(N, v, γ). Entonces:
ChA(N, v, γ) =
1
vγ(A)
∑
S⊂A
∆v(S)cS(A, γ|A),
donde, para cada S ⊂ N ,
cS(N, γ) =
|η ⊂ γ con S conexo en η|
2|γ|
,
que puede verse como la probabilidad de que los miembros de S se conecten en γ, dado el
esquema aleatorio descrito.
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Demostracio´n: Para todo η ⊂ γ, por la linealidad de la aplicacio´n que asigna a cada
juego el juego restringido al grafo,
vη(A) =
(∑
S⊂N
∆v(S)uS
)η
(A) =
∑
S⊂A
∆v(S)u
η
S(A).
Entonces: ∑
η⊂γ|A
vη(A) =
∑
η⊂γ|A
∑
S⊂A
∆v(S)u
η
S(A) =
∑
S⊂A
∆v(S)
∑
η⊂γ|A
uηS(A),
donde uηS(A) = 1 si S es conexo en η y 0 en otro caso, lo que prueba el resultado.
Las siguientes proposiciones nos ayudara´n a calcular la cohesividad de un grupo cuando
e´ste no sea conexo.
Proposicio´n 6.1.3 Sea (N, v, γ) ∈ CSN con v ∈ AN0 . Dado A ∈ ℵ(N, v, γ) tal que
A/γ = {Aj}j=1,...,k y v(Ak) = 0, si denotamos por B = ∪k−1j=1Aj, entonces:
ChA(N, v, γ) = ChB(N, v, γ).
Demostracio´n: Primero, observemos que, para todo η ⊂ γ|A, A/η = ∪kj=1(Aj/η), y
entonces:
vη(A) =
∑
T∈A/η
v(T ) =
k∑
j=1
∑
T∈Aj/η
v(T ) =
k−1∑
j=1
vη(Aj) + v(Ak) = v
η(B).
Como A ∈ ℵ(N, v, γ), vγ(B) = vγ(A) > 0. Teniendo en cuenta estas propiedades:
ChA(N, v, γ) =
∑
η⊂γ|A v
η(A)
2|γ|A|vγ(A)
=
∑
η⊂γ|A v
η(B)
2|γ|B |2|γ|Ak |vγ(B)
=
∑
η⊂γ|A
∑
T∈B/η v(T )
2|γ|B |2|γ|Ak |vγ(B)
.
Adema´s, ∑
η⊂γ|A
∑
T∈B/η
v(T ) =
∑
η=η|B∪η|Ak
∑
T∈B/η|B
v(T ) =
∑
η|Ak⊂γ|Ak
∑
η|B⊂γ|B
vη|B(B),
y ηk = η|Ak ⊂ γ|Ak y, por tanto,
ChA(N, v, γ) =
2
|γ|Ak |
2
|γ|B |2
|γ|Ak |vγ(B)
∑
η|B⊂γ|B v
η|B(B) = ChB(N, v, γ).
En la siguiente proposicio´n se prueba que la cohesividad de un grupo A en una red es
una combinacio´n convexa de las correspondientes a sus componentes conexas.
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Proposicio´n 6.1.4 Sea (N, v, γ) ∈ CSN con v ∈ AN0 . Dado A ∈ ℵ(N, v, γ) tal que
A/γ = {Aj}j=1,...,k, con v(Aj) > 0, para todo j = 1, . . . , k, entonces:
ChA(N, v, γ) =
k∑
j=1
v(Aj)
vγ(A)
ChAj(N, v, γ).
Demostracio´n: Si, para cada j ∈ {1, . . . , k}, denotamos por Bj = A \Aj, obtendremos:
ChA(N, v, γ) =
∑
η⊂γ|A
∑
T∈A/η v(T )
2|γ|A|vγ(A)
=
∑
η⊂γ|A
∑k
j=1
∑
T∈Aj/γ v(T )∏k
r=1 2
|γ|Aj |vγ(A)
=
=
∑k
j=1
∑
η=η|Aj∪η|Bj⊂γ|A
∑
T∈Aj/η|Aj
v(T )∏k
r=1 2
|γ|Ar |
∑k
r=1 v(Ar)
=
=
∑k
j=1
∑
η|Bj⊂γ|Bj
∑
η|Aj⊂γ|Aj
v
η|Aj (Aj)∏k
r=1 2
|γ|Ar |vγ(A)
=
=
∑k
j=1
∑k
r=1,r 6=j 2
|γ|Aj |∑
ηj⊂γ|Aj
v
η|Aj (Aj)∏k
r=1 2
|γ|Ar |vγ(A)
=
=
k∑
j=1
v(Aj)
vγ(A)
ChAj(N, v, γ),
lo que prueba el resultado. No´tese que, por ser vγ(A) =
∑k
j=1 v(Aj) y v(Aj) ≥ 0 para
todo j = 1, 2, . . . , k, la combinacio´n lineal obtenida es, efectivamente, convexa.
Como consecuencia de los resultados anteriores, podemos centrar nuestro intere´s en el
ca´lculo de las cohesividades de grupos A conexos en la red γ y tales que v(A) > 0. Para
simplificar, notaremos, ℵC(N, v, γ) = {A ⊂ N con v(A) > 0, A conexo en γ}.
6.2. Propiedades de la medida de cohesividad
Como se menciono´ en la introducio´n, los analistas de redes sociales convienen en que
una medida de cohesividad bien definida debe incrementar su valor cuando en el grupo
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correspondiente se generan relaciones adicionales (White y Harari 2001). En primer lugar
veremos que la medida aqu´ı propuesta satisface este desidera´tum si nos restringimos a
una familia conveniente de juegos.
Proposicio´n 6.2.1 Sean (N, v, γ) ∈ CSN , A ∈ ℵC(N, v, γ) y l = {i, j} una arista de
Kn. Si v ∈ AN0 , entonces:
ChA(N, v, γ) ≤ ChA(N, v, γ ∪ {l}).
Demostracio´n: Consideremos el caso relevante en el que i, j ∈ A y l /∈ γ. En otro caso,
la desigualdad anterior se satisface trivialmente.
Entonces, (γ∪{l})|A = γ|A∪{l}. As´ı pues, si notamos r = |γA|, sera´ |γ|A∪{l}| = r+1.
Por tanto:
ChA(N, v, γ ∪ {l}) =
∑
η⊂γ|A∪l v
η(A)
2r+1v(A)
=
∑
η⊂γ|A
[
vη(A) + vη∪{l}(A)
]
2r+1v(A)
.
Como v ∈ AN , se tiene vη∪{l}(A) ≥ vη(A) y, en consecuencia:
ChA(N, v, γ ∪ {l}) =
∑
η⊂γ|A
(vη∪{l}(A) + vη(A))
2r+1v(A)
≥
∑
η⊂γ|A
vη(A)
2rv(A)
= ChA(N, v, γ).
Una consecuencia directa del u´ltimo resultado es que, si v es superaditivo y con
v(N) > 0, entonces, de entre todas las situaciones de comunicacio´n (N, v, γ) con
N ∈ ℵC(N, v, γ), la cohesividad ma´xima de N se alcanza en el grafo completo con n
nodos, Kn.
Corolario 6.2.1 Sean (N, v, γ) ∈ CSN , N ∈ ℵC(N, v, γ) y v ∈ AN0 . Entonces:
Ch(N, v, γ) ≤ Ch(N, v,Kn).
La siguiente proposicio´n establece que, de entre todas las situaciones de comunicacio´n
en las que el juego es sime´trico, convexo y 0-normalizado y la red es un a´rbol, la cohesividad
mı´nima se alcanza en la cadena y la ma´xima en la estrella.
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Proposicio´n 6.2.2 Sean (N, v, γTn), (N, v, γCn) y (N, v, γSn) ∈ CSN , siendo γTn un
a´rbol, γCn una cadena y γSn una estrella con n nodos respectivamente. Si v ∈ CN0 ∩ SN ,
entonces:
Ch(N, v, γCn) ≤ Ch(N, v, γTn) ≤ Ch(N, v, γSn).
Demostracio´n: Dado que el nu´mero de aristas en un a´rbol con n nodos es siempre n−1,
so´lo es necesario probar que:∑
η⊂γCn
vη(N) ≤
∑
η⊂γTn
vη(N) ≤
∑
η⊂γSn
vη(N).
Lo haremos por induccio´n sobre n.
Para n = 2, so´lo hay un a´rbol posible (que es simulta´neamente cadena y estrella) y
las desigualdades anteriores se satisfacen trivialmente.
Supongamos, entonces, que el resultado es cierto para n, y probe´moslo para el caso
n+ 1.
Para cada una de las tres redes, γTn+1 , γCn+1 y γSn+1 reetiquetemos, en su caso, las
aristas como l1, . . . , ln, de manera que l1 = {n, n+ 1}, siendo n+ 1 un nodo terminal (i.e.,
de grado 1), y, para todo k = 1, . . . , n, {l1, . . . , lk} sea un subgrafo conexo.
As´ı, al eliminar la arista l1 y el nodo n+ 1 en γ
Tn+1 , γCn+1 y γSn+1 se obtienen respec-
tivamente γTn , γCn y γSn . Por tanto:
∑
η⊂γTn+1
vη(N ∪ {n+ 1}) =
∑
η⊂γTn
vη(N) +
∑
η⊂γTn
vη∪{l1}(N ∪ {n+ 1}) =
= 2
∑
η⊂γTn
vη(N) +
∑
η⊂γTn
[vη∪{l1}(N ∪ {n+ 1})− vη(N)]. (6.3)
Si, en la expresio´n anterior, se sustituyen γTn+1 y γTn por γSn+1 y γSn o por γCn+1 y
γCn , se obtienen expresiones paralelas.
Por (6.3) y la hipo´tesis de induccio´n es suficiente probar que:∑
η⊂γCn
[vη∪{l1}(N ∪ {n+ 1})− vη(N)] ≤
∑
η⊂γTn
[vη∪{l1}(N ∪ {n+ 1})− vη(N)] ≤
≤
∑
η⊂γSn
[vη∪{l1}(N ∪ {n+ 1})− vη(N)]. (6.4)
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Por definicio´n del juego de Myerson, se tiene:∑
η⊂γTn
[
vη∪{l1}(N ∪ {n+ 1})− vη(N)] = ∑
η⊂γTn
[
v(Cγ
Tn+1
n (η ∪ {l1}))− v(Cγ
Tn
n (η))
]
,
siendo Cγ
Tn+1
n (η ∪ {l1}) la componente conexa de η ∪ {l1} (como un subgrafo de γTn+1) a
la que pertenece el nodo n, y Cγ
Tn
n (η) definida ana´logamente. Particularizando a γ
Cn+1 y
γCn o´ γSn+1 y γSn , se obtienen expresiones equivalentes.
Sea η = {li1 , li2 , . . . , lik}, y sea h > 1 el primer ı´ndice tal que lh ∈ η y lh+1 /∈ η.
Entonces:
v(Cγ
Cn+1
n (η ∪ {l1}))− v(Cγ
Cn
n (η)) = v(h+ 2)− v(h+ 1).
v(Cγ
Sn+1
n (η ∪ {l1}))− v(Cγ
Sn
n (η)) = v(k + 2)− v(k + 1).
y, para a´rboles cualesquiera γTn y γTn+1 ,
v(Cγ
Tn+1
n (η ∪ {l1}))− v(Cγ
Tn
n (η)) = v(|Cγ
Tn
n (η)|+ 1)− v(|Cγ
Tn
n (η)|).
Teniendo en cuenta la convexidad de v y que h+ 1 ≤ |CγTnn (η)| ≤ k+ 1, se comprueba
fa´cilmente que se satisface (6.4) y por tanto el resultado.
Yendo un poco ma´s alla´, en la siguiente proposicio´n se demuestra que, entre todas las
situaciones de comunicacio´n en las que el grafo es conexo y con un nu´mero fijo de nodos
n, y el juego es sime´trico, convexo y 0-normalizado, la cohesividad mı´nima se alcanza en
aque´llas en las que el grafo es una cadena con n nodos.
Proposicio´n 6.2.3 Sean (N, v, γ) ∈ CSN , v ∈ SN0 ∩ CN , y N ∈ ℵC(N, v, γ). Entonces,
si (N, γCn) es una cadena con n nodos:
Ch(N, v, γCn) ≤ Ch(N, v, γ).
Demostracio´n: Como N es conexo en γ, podemos eliminar sucesivamente |γ| − (n− 1)
aristas de γ de modo que el grafo resultante, T ∗n sea un a´rbol. Por las Proposiciones 6.2.1
y 6.2.2:
Ch(N, v, γCn) ≤ Ch(N, v, γT ∗n ) ≤ Ch(N, v, γ),
y el resultado queda probado.
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Por u´ltimo, los analistas de redes sociales convienen tambie´n que los cliques (grafos
completos Kn) deben ser estructuras cohesivas. En la siguiente proposicio´n, cuya de-
mostracio´n se apoya en el lema que la precede, se establece que, si el juego v es supera-
ditivo y sime´trico, la cohesividad de (N, v,Kn) tiende a 1 cuando el nu´mero de nodos, n,
crece indefinidamente.
Lema 6.2.1 Sean n ≥ 2 y an(Kn) el nu´mero de subgrafos conexos con n nodos del grafo
completo Kn. Entonces:
an(K
n) ≥ 2(n2)−1.
Demostracio´n: Probaremos el resultado por induccio´n sobre n.
Para n = 2, a2(K
2) = 2(
2
2)−1 = 1. Supongamos, por hipo´tesis de induccio´n, que
an(K
n) ≥ 2(n2)−1, y probemos que an+1(Kn+1) ≥ 2(
n+1
2 )−1. Por cada subgrafo conexo con
n nodos, η, de Kn+1 podemos obtener 2n− 2 subgrafos conexos con n+ 1 nodos, uniendo
el nodo de Kn+1 que no esta´ en η con al menos uno de los nodos originales y, a lo ma´s,
con n − 1 de ellos. Por otra parte, hay 2(n2) subgrafos de Kn+1 que tienen una arista entre
cada uno de los n nodos de η y el de Kn+1 que no es un nodo aislado en η. Entonces,
an+1(K
n+1) ≥ an(Kn)(2n − 1) + 2(
n
2) y utilizando la hipo´tesis de inducccio´n:
an+1(K
n+1) ≥ 2(n2)−1(2n − 2) + 2(n2) = 2(n+12 )−1.
Proposicio´n 6.2.4 Sea v un juego TU no nulo con conjunto de jugadores IN y tal que la
restriccio´n de v a N = {1, . . . , n} esta´ en AN ∩ SN0 . Entonces:
l´ım
n→∞
Ch(N, v|N , Kn) = 1.
Demostracio´n: Primero, observemos que, para todos N ⊂ N y S ⊂ N , es v|N(S) = v(s).
Entonces:
Ch(N, v|N , Kn) =
1
2(
n
2)v(N)
∑
η⊂Kn
vη(N) =
=
1
2(
n
2)v(N)
 ∑
η⊂Kn , |N/η|=1
v(N) +
∑
η⊂Kn , |N/η|≥2
vη(N)
 =
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= pn +
1
2(
n
2)v(N)
∑
η⊂Kn , |N/η|≥2
vη(N),
siendo pn la probabilidad de que N sea conexo en un subgrafo aleatorio η de K
n. Pero
1− pn, la probabilidad de que |N/η| ≥ 2, es menor o igual que:(
n
1
)
2(
2
2) +
(
n
2
)
2(
n
2)2(
2
2) + · · ·+ ( n
n−1
)
2(
n−1
2 )
2(
n
2)
=
n−1∑
k=1
(
n
k
)
1
2k(n−k)
.
Por otro lado, para cada n ∈ N, h(k) = (n
k
)
1
2k(n−k) satisface trivialmente que h(k) =
h(n − k) para todo k = 1, 2, . . . , n − 1. Para probar que el ma´ximo de h(k) se alcanza
para k = 1 (o´ k = n− 1), notemos que, si 1 ≤ k ≤ n
2
− 1, h(k) ≥ h(k + 1) equivale a:
k + 1
2k+1
≥ n− k
2n−k
, (6.5)
y, 1 ≤ k ≤ n
2
−1 implica que k+1 ≤ n
2
≤ n−k. Por tanto (6.5) se satisface si {ak = k2k }k∈N
es una sucesio´n no creciente, lo que es trivialmente cierto. Entonces:
n−1∑
k=1
(
n
k
)
1
2k(n−k)
≤ (n− 1)h(1) = (n− 1)n
2n−1
,
y, por tanto:
l´ım
n→∞
(1− pn) ≤ l´ım
n→∞
(n− 1)n
2n−1
= 0.
Finalmente, l´ımn→∞Ch(N, v|N , Kn) ≥ l´ımn→∞ pn = 1. Como 1 es siempre una cota
superior para la cohesividad, el resultado queda probado.
6.3. Observaciones
En esta aproximacio´n al concepto de cohesividad se ha enfatizado la importancia
del juego v, que introduce las posibilidades econo´micas de los actores y por tanto la
motivacio´n de e´stos para mantenerse unidos.
Consecuentemente, es de esperar que cada eleccio´n espec´ıfica del juego v determine
una medida de cohesividad particular, de manera que elecciones diferentes puedan
dar lugar a ordenaciones diferentes de las cohesividades de los subgrupos en una red
social dada.
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Figura 6.1: Los seis grafos conexos con cuatro nodos
Sin embargo, si consideramos el conjunto de las redes sociales (N, γ) en las que γ es
uno de los seis grafos conexos diferentes con cuatro nodos (Figura 6.1) entonces, para
todo juego sime´trico, 0-normalizado y convexo v con v(N) > 0, las cohesividades
del grupo N en las situaciones de comunicacio´n respectivas esta´n siempre ordenadas
de la misma manera:
Ch(N, v, γC4) ≤ Ch(N, v, γS4) ≤ Ch(N, v, γA) ≤
≤ Ch(N, v, γW4) ≤ Ch(N, v, γB) ≤ Ch(N, v,K4),
como en White y Harari (2001, pp. 338-339) en su ”Scalable Aggregate Measure of
Cohesion”.
A partir de los resultados previos, para probar la u´ltima afirmacio´n so´lo necesitamos
demostrar que:
Ch(N, v, γA) ≤ Ch(N, v, γW4). (6.6)
Pero, por la definicio´n de cohesividad, se tiene:
Ch(N, v, γA) =
1
24v(4)
(4v(4) + 6v(3) + 6v(2)),
y
Ch(N, v,W4) =
1
24v(4)
(5v(4) + 4v(3) + 8v(2)).
De esta manera, la desigualdad (6.6) se cumple si y so´lo si v(4)− 2v(3) + 2v(2) ≥ 0.
Pero, como v ∈ CN ∩ SN0 , se tiene que v(4)− v(3) ≥ v(3)− v(2) y as¡:
v(4)− 2v(3) + 2v(2) ≥ v(4)− 2v(3) + v(2) ≥ 0,
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y la desigualdad (6.6) queda probada.
Afortunadamente, esta debilidad en el comportamiento de nuestra medida de co-
hesividad desaparece cuando la cardinalidad de los subgrupos conexos considerados
aumenta.
Para ilustrar este hecho, consideremos el caso en el que N = {1, 2, 3, 4, 5} y
(N, γ1) y (N, γ2) sean los grafos conexos γ1 = {{1, 2}, {1, 4}, {1, 5}, {2, 3}, {3, 4}} y
γ2 = {{1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 3}} (Figura 6.2).
5
4
32
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1 4
(Ν,γ1) (Ν,γ2)
Figura 6.2: Cohesividad
Entonces, para cada juego v ∈ CN ∩ SN0 con v(N) > 0, tenemos:
Ch(N, v, γl) =
1
25v(5)
Bl(v), l = 1, 2,
donde
B1(v) = 5v(5) + 8v(4) + 9v(3) + 16v(2),
B2(v) = 4v(5) + 10v(4) + 10v(3) + 10v(2).
Por tanto:
B1(v)−B2(v) = v(5)− 2v(4)− v(3) + 6v(2),
y la convexidad de v no es suficiente para determinar su signo.
Si, por ejemplo, consideramos los juegos sime´tricos, 0-normalizados y convexos
v1(s) = s− 1, v2(s) = (s− 1)2 y v3(s) = s(s− 1), obtendremos:
B1(v1)−B2(v1) = 2 > 0, y Ch(N, v1, γ1) > Ch(N, v1, γ2),
B1(v2)−B2(v2) = 0, y Ch(N, v2, γ1) = Ch(N, v2, γ2),
B1(v3)−B2(v3) = −4 < 0, y Ch(N, v3, γ1) < Ch(N, v3, γ2).
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Los analistas de redes sociales tambie´n han estudiado un problema estrechamente
relacionado con el anterior, el de la deteccio´n de subgrupos cohesivos. Las medidas
introducidas en esta Memoria pueden ser utilizadas con este objetivo.
No se ha explorado suficientemente la relacio´n entre los dos conceptos a los que
esta´ dedicada esta Memoria, centralidad y cohesividad, siendo e´ste un tema contro-
vertido entre los analistas de redes sociales. En nuestra propuesta, la cohesividad
de un grupo A en una situacio´n de comunicacio´n (N, v, γ) es el valor esperado de
la proporcio´n de centralidad de A (calculada como la suma de las centralidades de
sus integrantes) que sus miembros mantienen bajo el esquema aleatorio en el que
las aristas de la red social γ pueden desaparecer con probabilidad 1
2
.
6.4. Cohesividad de grupos en el ejemplo de las fa-
milias florentinas
Retomemos las redes sociales de Padgett basadas en las relaciones matrimoniales y
econo´micas entre un grupo de familias florentinas del s. XV. Los grafos se incorporan de
nuevo en el texto (Fig. 6.3) para facilitar la lectura.
En el ana´lisis que hace la sociolog´ıa de dichas redes se considera que los cliques,
2-cliques y 2-clanes son grupos cohesivos (Wasserman y Faust, 1994), donde:
Clique: es un subgrafo maximal completo de tres o ma´s nodos.
2-clique: es un subgrafo maximal en el que la distancia geode´sica entre dos nodos
siempre es menor o igual que 2.
2-clan: es un 2-clique en el que para cada par de nodos existe al menos una trayectoria
geode´sica en la que so´lo participan individuos del grupo.
La definicio´n de 2-clique incorpora la posibilidad de que las trayectorias geode´sicas en-
tre individuos de un grupo hagan intervenir actores extran˜os (externos) al grupo. Puesto
que nuestra definicio´n de cohesividad no comparte esta idea, excluiremos en nuestro ana´li-
sis los 2-cliques que no sean 2-clanes.
En consecuencia, en la red matrimonial se consideran como grupos cohesivos los si-
guientes 2-clanes (Figura 6.4):
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Acciauoli, Albizzi, Barbadori, Medici, Ridolfi, Salviati, Tornabuoni
Albizzi, Ginori, Guadagni, Medici
Albizzi, Gaudagni, Medici, Ridolfi, Tornabuoni
Barbadori, Castellani, Medici, Ridolfi, Strozzi
Medici, Pazzi, Salviati
Para calcular las cohesividades de los anteriores grupos utilizaremos, en este caso, la
versio´n 0-normalizada del juego pN que se utilizo´ (sin 0-normalizar) para calcular las cen-
tralidades. Como se puede apreciar, el tercero de los grupos anteriores es el m s cohesivo.
En linea con los resultados obtenidos, la cadena Medici-Pazzi-Salviati es el menos cohesivo
de los grupos considerados mientras que el otro rbol, la estrella Albizzi-Ginori-Guadagni-
Medici es el siguiente grupo menos cohesivo.
Ana´logamente, para el caso de la red de relaciones econo´micas los 2-clanes son:
Barbadori, Bischeri, Castellani, Lamberteschi, Peruzzi
Barbadori, Castellani, Ginori, Medici, Peruzzi
Barbadori, Ginori, Medici, Pazzi, Salviati, Tornabuoni
Bischeri, Castellani, Guadagni, Lamberteschi, Peruzzi
En este caso, como se observa en la Figura 6.5, el grupo m s cohesivo es el formado
por las familias Barbadori, Bischeri, Castellani, Lamberteschi y Peruzzi. En general, con
los resultados obtenidos, los 2-clanes presentes en la red de relaciones econo´micas esta´n
ma´s cohesionados que los correspondientes a la red matrimonial.
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Red de matrimonios 
 
 
 
 
 
Familias Florentinas 
 
 
1. Acciaiuoli 
2. Albizzi 
3. Barabdori 
4. Bischeri 
5. Castellani 
6. Ginori 
7. Guadagni 
8. Lamberteschi 
9. Medici 
10. Pazzi 
11. Peruzzi 
12. Pucci 
13. Ridolfi 
14. Salviati 
15. Strozzi 
16. Tornabuoni 
 
  
 
Red de negocios 
Figura 6.3: Familias florentinas de Padgett
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Subgrafos. Red de 
matrimonios 
Familias Cohesividad 
 
 
1. Acciaiuoli 
2. Albizzi 
3. Barbadori 
9. Medici 
13. Ridolfi 
14. Salviati 
16. Tornabuoni 
 
 
 
 
 
0.562 
 
 
 
2. Albizzi  
6. Ginori 
7. Guadgni 
9. Medici 
 
 
 
 
0.5 
 
 
 
2. Albizzi 
7. Guadagni 
9. Medici 
13. Ridolfi 
16. Tornabuoni 
 
 
 
 
0.703 
 
 
 
3. Barbadori 
5. Castellani 
9. Médici 
13. Ridolfi 
15. Strozzi 
 
 
 
 
 
 
0.617 
 
 
 
 
9. Medici 
10. Pazzi 
14. Salviati  
 
 
 
0.5 
 
Figura 6.4: Cohesividades dentro de la red de matrimonios.
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Subgrafos. Red de negocios Familias Cohesividad 
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Figura 6.5: Cohesividades dentro de la red de negocios.
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Cap´ıtulo 7
Conclusiones y futuras l´ıneas de
investigacio´n
A lo largo de esta Memoria se ha desarrollado una aproximacio´n juego-teo´rica a las
medidas de la centralidad de individuos y la cohesividad de grupos en redes sociales y
de comunicacio´n. Ambos problemas son to´picos cla´sicos en el ana´lisis sociolo´gico de las
redes de conexio´n entre individuos (en sentido amplio). Las contribuciones obtenidas en
esta Memoria y en los art´ıculos cient´ıficos a los que ha dado lugar suponen un avance,
creemos que significativo, en el ana´lisis de la centralidad desde un punto de vista juego-
teo´rico, que fue iniciado por Grofman y Owen (1982). Hasta donde sabemos, no exist´ıan
aproximaciones desde la Teor´ıa de Juegos al ana´lisis de la cohesividad de los diferentes
grupos de una red social.
La aproximacio´n que presentamos a ambos problemas se distingue de las cla´sicas
precisamente porque, adema´s de contemplar la red, introduce intereses econo´micos entre
los actores que motivan su tendencia a interrelacionarse. Este nuevo elemento influye
decisivamente en las medidas obtenidas.
Grosso modo y resumiendo, podemos decir que la centralidad, desde la perspectiva
adoptada, y tanto para redes no dirigidas como dirigidas, mide las ventajas econo´micas
de los actores como consecuencia de su situacio´n en la red. Estas ventajas se han medido
a trave´s de ı´ndices ampliamente utilizados en la Teor´ıa de Juegos. Adema´s, para evitar as-
pectos indeseables de las medidas y conseguir que e´stas maticen la capacidad de los actores
para rodearse de otros, as¡ como para intermediar, las medidas han sido descompuestas
en otras que recogen esos aspectos. Un cap´ıtulo ma´s te´cnico nos ha permitido introducir
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resultados que simplifican, para ciertos juegos y ciertas redes, los ca´lculos necesarios para
obtener las medidas propuestas.
Finalmente, al analizar el problema de la cohesividad de grupos en una red social,
las medidas obtenidas adoptan el principio de que la cohesividad esta´ relacionada con la
proporcio´n de la riqueza que los grupos son capaces de mantener si las relaciones entre
sus actores pueden desaparecer con probabilidad 1
2
. A mayor riqueza mantenida, mayor
cohesio´n. Las medidas propuestas, al igual que en el caso de la centralidad, satisfacen
propiedades consideradas atractivas en el entorno del ana´lisis sociolo´gico de la centralidad
y la cohesividad en redes.
El trabajo realizado ha motivado nuestro intere´s en otras cuestiones relacionadas, a
las que pretendemos dedicar nuestros esfuerzos en el futuro pro´ximo.
En relacio´n con las medidas de centralidad obtenidas, cabe plantearse diversas exten-
siones del problema:
(a) Medidas basadas en el valor posicional en lugar del valor de Myerson.
(b) Medidas en redes con pesos en los nodos y/o en las aristas.
(c) Medidas para grupos o clases (no necesariamente para actores individuales).
(d) Adaptaciones de los problemas anteriores al caso de redes dirigidas.
La aproximacio´n juego-teo´rica al concepto de centralidad presentada asume que los
intereses econo´micos entre los jugadores se pueden modelar mediante un juego sime´trico.
As´ı, desde esta perspectiva, se eliminan diferencias a priori entre los jugadores, con lo que
las medidas recogen so´lo diferencias debidas a la posicio´n en la red. Ello es congruente
con la idea de centralidad. Sin embargo, existe otro concepto sociolo´gico que emerge al
principio de esta de´cada y que va alcanzando repercusio´n creciente. Es el de Capital Social.
Se define, al igual que la centralidad, de una manera indirecta. Se hace referencia al capital
social de un individuo como la red de relaciones que posee y que le dotan de habilidad
para obtener ventajas y beneficios. Actualmente estamos progresando en la obtencio´n
de propiedades relevantes para una medida de capital social basada en una aproximacio´n
juego-teo´rica. Tal medida la definimos como la diferencia entre el resultado econo´mico para
los actores cuando esta´n inmersos en una red social y cuando no. Asumiendo que el juego
no es necesariamente sime´trico, esta diferencia nos habla de las ventajas o desventajas
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de las relaciones mantenidas por los individuos y, en ese sentido, se puede ver como una
medida de capital social.
Asimismo, como se ha comentado en el cap´ıtulo correspondiente, ser¡a deseable in-
teresarse por el ana´lisis de una metodolog´ıa que permita, a trave´s de las medidas de
cohesividad introducidas, determinar cua´ndo un grupo particular puede considerarse co-
hesivo.
Por otro lado, es razonable pensar que los resultados obtenidos sobre cohesividad
merecen ser explorados en el contexto de las redes dirigidas.
Finalmente, el ana´lisis de la centralidad en digrafos nos ha llevado a utilizar juegos
TU generalizados. Ello ha descubierto posibilidades en tales juegos desconocidas hasta
ahora y que introducen un intere´s adicional en ellos. Estamos tambie´n trabajando en la
posibilidad de extender conceptos de solucio´n de la teor´ıa cla´sica de los juegos TU a este
nuevo escenario.
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