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Accounting for variance in human behavior is an integral part of interacting with
robotic systems that share control between users and robots in order to reduce er-
rors, improve performance, and maintain safety. In this work we focus on the shared
control of a telepresence robot and how individual user traits may affect a person’s
performance while navigating the robot. This requires understanding which user
qualities impact performance and cause conflicts – with the ultimate goal of building
shared controllers that adapt to those qualities. Toward this goal, we develop novel
adaptive shared controllers and integrate the study of intrinsic user qualities alongside
the study of these controllers, investigating how users react to different shared control
paradigms. We implemented and analyzed two different types of shared controllers:
1) a switching controller that switches between a more relaxed and a more restrictive
autonomy, utilizing repulsive potential fields, or “discouraging” methods that push
users away from obstacles, and 2) an “Adapt” controller that “pulls” users toward a
pre-computed optimal path, “encouraging” movement toward the goal. The Adapt
controller utilizes a deliberative planner and accompanying novel “autopilot” mode
to help users efficiently complete an obstacle course. We compare robot performance,
user preference, and holistic user/robot performance of the shared controllers in the
context of the user’s intrinsic qualities. We find that there are significant differences in
performance with users in different locus of control (LOC) groups, users with differing
senses of presence, and users with varying immersive tendencies. Further, we found
that our “encouraging” shared controller results in improved holistic user/robot per-
formance compared to a “discouraging,” preventive controller. Based on our findings,
we give a strong recommendation to use an adaptive shared controller, with varying
degrees of control, depending on different user qualities. Further, we give specific
guidelines on which types of adaptive shared controllers would be most compatible
with the user qualities we studied in order to reduce conflicts, increase human-robot
collaboration, and improve overall performance.
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1Chapter 1
Introduction
Human-robot collaboration is becoming increasingly important in today’s world as
we take advantage of technology to better our lives. It is well-known that robots have
the ability to make numerous, complex calculations quickly, vastly outperforming hu-
mans in precision and speed; however, they currently lack a creative and intuitive
element. Humans, on the other hand, can think abstractly and account for various
possibilities as well as come up with heuristics that robots cannot arrive at alone.
What humans lack in speed and processing ability, they make up for in intuition,
cognitive ability, and creativity. As such, both parties complement one another and
are critical components in human-robot collaborative tasks. In this thesis, we focus
specifically on shared controllers as it relates to human-robot interaction. Shared hu-
man/robot controllers seek to leverage the strengths of user control balanced against
the strengths of computer control. Designing an effective controller requires obtaining
the right balance between a user’s preferences, desires, strengths, and performance,
and the robot’s capabilities – a difficult task particularly in safety-critical systems.
Perhaps undesirably for roboticists, human operators vary significantly when it comes
to personality traits, preferences, and intrinsic qualities – which directly impact their
interactions with, and control inputs to the robot. To effectively collaborate with
different human operators, robotic systems should account for these variations and
2adapt to them.
Previous work have shown that shared control systems, where humans and robots
collaborate on a variety of tasks, improve performance significantly, by reducing cog-
nitive work load, task completion time, and human errors, while increasing accuracy
and efficiency [1–7]. In this thesis, we specifically focus on understanding and im-
proving shared teleoperation of mobile robotic systems by designing, implementing,
and analyzing different shared control strategies. Significant strides have been made
in deliberative and reactive planning, potential fields, and obstacle avoidance [8–11]
as it relates to robotic systems. In previous work, two shared controllers, utilizing
potential fields were implemented [12, 13]. However, there are known limitations of
potential fields [14], such as oscillations near obstacles and narrow passages, no pas-
sage between closely spaced obstacles, and trap situations. Additionally, conflicts
with the controller, or “fighting” with the autonomy for control can result in worse
performance at best, and safety violations at worst. As a result, an increasing focus
of our efforts has been to improve holistic user/robot performance while reducing
conflicts in the shared control system. This requires understanding what user qual-
ities impact performance and conflicts – with the ultimate goal of building shared
controllers that adapt to a user’s qualities. Toward this goal, we integrate the study
of intrinsic user qualities alongside the study of new shared controllers, investigating
how users react to different shared control paradigms.
To accomplish our objective, we developed a new type of shared controller, called
“Switching Shared Controller (SSC),” that builds upon previously implemented po-
tential field controllers. Based on the experiments and findings from previous work
[12,13], we developed this SSC autonomy to switch between a more restrictive and a
more relaxed mode of operation at certain points in the obstacle course. We found
that there are differences in performance in different user groups.
3Further, building on past results [15, 16], we assumed users would provide goal
seeking behavior and hence a “discouraging” shared controller – one that only in-
tervened to prevent object collisions – was effective. However, a combination of this
choice, and known limitations to potential fields as a reactive planner [14] resulted
in sub-optimal performance and a user preference for a less restrictive mode in most
cases. This motivated us to explore a different kind of shared controller; rather than
“discouraging” controllers that push users away from obstacles, in this work, we inves-
tigate the design and implementation of an “encouraging” controller, called “Adapt,”
that pulls users towards the optimal path using a deliberative planner [17] and novel
“autopilot” mode.
We conducted experiments with 32 participants to test the performance of our
two new shared controllers, SSC and Adapt. All participants navigated a telepresence
robot through an obstacle course, using several different types of shared controllers
and completing questionnaires assessing their preferences and intrinsic qualities. We
found that there are differences in user performance when we examine different user
traits. We also found evidence to support the idea that an adaptive shared control
strategy outperforms a fixed controller, in most cases. Further, our experiments and
analysis of intrinsic user qualities as it relates to different shared control strategies
allow us to make recommendations on the future design of shared controllers and have
discussions into inferences that can be made about users and which shared control
strategy they may be most compatible with.
1.1 Contributions
The impact of this research is vast as it is applicable to many different user groups,
including the military, government, healthcare industry, businesses, automobile indus-
4try, and everyday users. Telepresence robots are already being used in a wide variety
of applications, such as remote meetings and classroom attendance [16, 18], elderly
assistance [19], patient monitoring [20], and exploration and navigation in places that
are unreachable by humans [21]. These applications of telepresence operation require
users to remotely navigate the robot; however, there are many issues and inefficien-
cies, such as human error, difficulty navigating the robot, conflicts with the robotic
system, and safety concerns. It is imperative then to have a shared control system
where the robot complements the user’s skill. Further, since users differ in terms of
personality traits, it’s critical that these robotic systems adapt to individual users.
Having such a system would be beneficial to military or government user groups that
prioritize safety; the robotic system can adapt to different users and also take control
when users are navigating in an unsafe manner or introducing human error in an
emergency situation. It’s also applicable to the healthcare industry as patients vary
in many ways and having a robotic system that can adapt itself to individual patients
would help personalize the care provided. Everyday users, such as office workers and
students, would also benefit from an adaptive shared control model when remotely
attending meetings, work, or class.
Further, this thesis presents work that may be of interest to researchers in the
Human-Robot Interaction (HRI) and shared control communities as well as roboti-
cists. The work in this thesis combines teleoperation of a robot, shared control, and
operator psychology to understand how different users interact with robotic systems,
with the goal to design systems that are adaptable to users’ individual traits. As
such, members of the HRI and shared control communities as well as roboticists may
benefit from the findings in this thesis.
Specifically, we contribute the following:
51. The design and implementation of a “switching” controller, called “Switching
Shared Controller (SSC),” that switches between a restrictive or relaxed auton-
omy at certain points in an obstacle course, and investigations into: A) how
differences in locus of control affect the performance of users driving with SSC
mode, and B) how switching between different controllers within the obstacle
course performs in comparison to using a fixed controller through the entire
obstacle course.
2. The design and implementation of an adaptive shared controller, called “Adapt,”
based on deliberative planning, and an investigation into whether or not this
“encouraging” type of shared controller will improve robotic performance in
teleoperation tasks, whether conflicts are reduced, and whether users prefer it.
3. An analysis on how the adaptive shared controller results relate to the intrinsic
user qualities locus of control, sense of presence, and immersive tendencies.
4. Empirical evidence that adaptive shared controllers outperform fixed controllers,
adding to a body of existing research work in this area.
5. Recommendations on how to infer certain user qualities from personality ques-
tionnaires and behaviors while operating the robot to suggest better design and
ensure more compatibility of robotic systems with individual users.
1.2 Innovations
In addition to the mentioned contributions, this thesis presents the following innova-
tions:
1. A shared controller that switches between a more relaxed and a more restrictive
mode of operation for different points in an obstacle course. This can be applied
6in future studies when there is a need or advantage to switch between different
modes of operation at certain areas in the obstacle course.
2. An adaptive shared controller that uses a deliberative planner and autopilot
mode to do path correction for a telepresence robot to navigate through an
obstacle course, which can be applied to different robotic platforms and envi-
ronments. This will help with path correction and path following applications
for robotic systems. Additionally, the logic and implementation requires very
limited changes to transfer to different platforms or environments, making it
flexible, easy-to-use, and applicable in many cases.
3. An autopilot, with varying degrees of control dependent on user performance,
that defers to robot trajectory calculations instead of human inputs when path
deviation is too severe, which, again, can be applied to different robotic plat-
forms and environments. This type of autopilot can adapt in real-time, allowing
the user more or less control, depending on their recent performance, which will
help in safety-critical systems where it is advantageous to defer to robot calcu-
lations instead of human input when there is a disagreement between the two.
This is novel and unlike other work in that it defers to robot control.
4. The study and analysis of a combination of a variety of areas, sitting at the
intersection of teleoperation, adaptive shared control, and operator psychology.
Advances have been made in these three areas separately, but to the best of our
knowledge, there isn’t work that studies all three areas combined.
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Background
The focus of this thesis is on shared autonomies/controllers that could adapt to
users’ qualities in order to minimize user/autonomy contention and increase holistic
user/robot performance. Here, we discuss user qualities that relate to our study,
summarize work in shared control of telepresence robotics and their limitations, and
discuss adaptive shared control techniques.
2.1 User Qualities
Our goal is to infer intrinsic user qualities or traits from interactions with, and per-
formance of the robot. We measure this through specific task performance metrics
and questionnaires that assess different personality traits. Specifically, we study how
differing levels of locus of control (LOC), immersive tendencies, and sense of perceived
presence in different people affect how they perform tasks and how we can potentially
infer and use this information to design an autonomy that works best for them.
2.1.1 Presence
Presence is defined as “the subjective experience of being in one place while physically
being situated in another” [22]. We are interested in a user’s perceived sense of
8presence as it relates to our experiments with telepresence robotic navigation. In our
studies, users are asked to remotely operate a telepresence robot. Previous work have
shown that differences in personality traits impact the sense of presence perceived by
users [23–25]. Additionally, presence has been linked to LOC as well as immersive
tendencies. As such, we believe that certain qualities, such as presence, will impact
a user’s performance in these teleoperation tasks.
2.1.2 Locus of Control
A foundational study in LOC was completed by Rotter [26], whom in 1966 observed
two groups of participants: those with an internal locus of control, and those with
an external one. Users of the former group attributed outcomes to their own merit
or failings, whereas the latter believe that outcomes are dependent on luck, fate, or
other external forces. Building upon this, Brenders [27] and Phillips and Gully [28]
demonstrated that those with internal locus of control predicate their actions on the
belief that they can influence their own lives and that their actions generate outcomes
which are largely predictable. Additionally, they are more satisfied with situations
allowing personal control when compared to people with external locus of control.
In addition to these work, Klein [29] studied the concept of telepresence and how
media characteristics, such as user control and media richness, influence different
people’s virtual experiences and cognitive responses. Experimental results show that
user control does affect a person’s sense of presence. This reinforces the concept that
an operator’s ability to exercise control is critical, and that LOC plays an important
role in telepresence. Additionally, Samana et al. [23] evaluated the correlation between
various personality traits (empathy, imagination, immersive tendencies, dissociation
tendencies and locus of control) and the concept of presence, finding that LOC was
one of the best predictors for the sense of presence in virtual environments. This is a
9significant finding, because as documented by Mestre et al. [30], behavior in a virtual
environment is shown to increasingly align with a user’s real world behavior when
there is an increased sense of presence in the virtual environment.
2.1.3 Immersive Tendencies
In 1998, Witmer and Singer [31] defined “immersion” as a “psychological state char-
acterized by perceiving oneself to be enveloped by, included in, and interacting with
an environment that provides a continuous stream of stimuli and experiences.” Addi-
tionally, Witmer and Singer found that an environment that produces a greater sense
of immersion will also produce increased levels of presence. Immersive tendencies vary
across different people and different media [22], is significantly positively correlated
with presence perceived by users [31], and is a good predictor of presence [23].
These studies in presence, LOC, and immersive tendencies clearly indicate that
user qualities have a significant impact on telepresence robotic navigation. We expect
this to create performance discrepancies between the various obstacle avoidance and
path correction modes invoked in our shared control autonomy, as they differ in the
control afforded to (or taken from) the user. Additionally, we believe this can be
mitigated by designing shared controllers that adapt to users’ intrinsic qualities.
2.2 Telepresence Robots
Desai et al. [15] define telepresence robots as “mobile robot platforms capable of pro-
viding two way audio and video communication,” which provide users with a sense
of being present in a remote environment [32], and act as an embodiment of users in
that remote environment [16,33]. As such, these robots serve as an effective medium
for communication, collaboration, and social connection between people residing in
10
geographically separated locations [18]. Due to their ability to provide natural in-
teraction in remote environments, they are being used in wide application domains
such as to attend meetings remotely [18], assist elderly people [19], remotely attend
classes [16], and monitor status of recovering patients [20]. In addition to their abil-
ity to convey a person’s remote presence, telepresence robots have been useful in
other areas related to exploration, inspection, and troubleshooting in areas that are
dangerous or impossible to reach for humans, such as using telepresence vehicles for
undersea explorations [21]. As such, these telepresence robots have a wide range of
applications.
2.2.1 Issues and Limitations of Telepresence Robots
Although telepresence robots have been used successfully in the past to provide users
the ability to interact in remote environments [16, 18–21], there are still many limi-
tations involving these robotic systems. One such example is the increased workload
of the human operator when they need to simultaneously drive the robot and en-
gage in social interaction due to the burden that teleoperation places on the human
operator; this burden diverts attention away from the conversation and reduces the
effectiveness of the social interaction [18]. As the complexity of tasks increase, user’s
sense of presence and situation awareness decreases [34], which negatively affects their
performance. Additionally, performance may degrade even further in crowded and
unstructured environments, which leads to a number of safety concerns.
There have been some researchers that studied safety concerns related to telepres-
ence robots. Cesta et al. [35] conducted both short- and long-term studies to evaluate
telepresence robots in the field, and found that operators had a number of concerns
about the safe operation of the robot due to the lack of an obstacle avoidance feature.
Additionally, Desai et al. [15] conducted several user studies with two different telep-
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resence robots and found that two-thirds of participants collided with obstacles while
driving the robot through an office space, emphasizing the need for safe telepresence
design. Furthermore, the studies found that communication delays and network la-
tency increased the safety concerns during navigation. In addition to the need for an
obstacle avoidance feature, Tsui et al. [16] found that operators of telepresence robots
need some time to think about the movement of the robot, which could affect their
sense of presence. This further emphasizes the importance of assisted navigation.
Due to these concerns, implementation of autonomous navigational assistance
could potentially improve user performance by maintaining a balance between their
cognitive workload and engagement in the remote environment during teleopera-
tion [15, 16, 35]. Additionally, designing and implementing these autonomous nav-
igational assistance models could ensure safe navigation and efficient interactions.
There needs to be careful consideration and design of such systems because full au-
tonomous assistance in robots has been found to decrease situation awareness and
affect social interaction of users due to users being out of direct control for extended
periods of time [36]. Since varying levels of control directly impact situational aware-
ness and sense of presence, it is critical to develop an appropriate level of autonomy
to maintain an effective balance between the user’s workload and loss of situation
awareness. Effective autonomy designs that consider all these elements will potential
result in effective navigation and interaction, leading to better overall performance.
2.3 Shared Control
In shared control, control is distributed between users and robots in order to achieve
a common goal. As such, shared control can be an effective mode of control for devel-
oping appropriate levels of autonomy for telepresence robots. Additionally, systems
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with shared control can ensure safe navigation by appropriately transferring control
during emergency situations, while preserving the control authority of the user.
Additionally, there has been great research interest in how shared control can
positively impact user performance when compared to manual control. Studies have
shown that shared control can help in reducing user workload [1, 2], reducing task
completion time [3], and increasing accuracy in object manipulation tasks [5].
2.3.1 Shared Control in Telemanipulation
In telemanipulation, force from the user is typically used to apply force to the robotic
manipulator, or to predict intent [37]. This is especially useful in allowing the remote
manipulation of objects that are difficult to handle directly. There is great research
interest in understanding how shared control paradigms impact user performance,
with some studies specifically trying to factor in the impact of user traits and how
knowledge of these user traits will result in improved shared control performance.
Directly related to our work here is research examining how shared control paradigms
impact user performance and can factor in the impact of user traits to result in im-
proved shared control performance. Leeper et al. [4] implemented and analyzed four
different grasping strategies, including direct control, waypoint following, grasp ex-
ecution, and grasp planning. Their results showed that participants were not only
able to grasp more objects, but also had fewer collisions when utilizing strategies
that predominately relied on autonomous control. Additionally, Kofman et. al. [5]
experimented with both semi-autonomous and shared control in the remote teleoper-
ation of a robotic manipulator. They found that it directly resulted in more accurate
positioning and orientation during object manipulation and gripping tasks. You and
Hauser [6] studied assisted teleoperation techniques for controlling a robotic arm.
They ran experiments to test how task performance and user preferences are affected
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by five different control strategies and found that users were willing to tolerate loss
of control, slower reaction times, and less predictable motions only for significant
improvements in performance and convenience.
Dragan and Srinivasa [38] analyzed how different factors may influence user per-
formance and the impact of varying degrees of shared control using both “aggressive”
and “timid” controllers. The controllers both attempted to predict user behavior
based on current and past trajectories, but the aggressive variant afforded the user
less control overall. The results indicated that users preferred the autonomy that
provided the best performance. However, some preferred the timid controller even
after admitting that the aggressive controller was more helpful, saying they preferred
having more control of the robot. These results suggest a few things: 1) the de-
gree to which users are willing to adapt to autonomy varies among individuals, 2)
operator personality can significantly affect shared control operation, 3) improving
performance, on its own, may not be sufficient to prevent conflicts with autonomy
and hence may pose a safety risk.
Nikolaidis et al. [39] took human adaptability into account when designing a shared
autonomy system where robots planned their actions based on the degree to which
users were willing to adapt to the robot’s autonomy. When the human is adaptable,
the robot is able to guide the human towards a good strategy; however, when the
human is not, the robot attempts to retain trust by deferring to the user’s prefer-
ences. The study found that their proposed mutual adaptation formalism improved
the human-robot performance, while maintaining a high level of trust. These re-
sults highlight the importance of user adaptive shared autonomy for human-robot
collaboration tasks.
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2.3.2 Shared Control in Telepresence
Shared control in telepresence robots has a significant positive impact on task comple-
tion and overall efficiency. Studies have repeatedly demonstrated that shared control
successfully assists in task completion and allows users to perform better than with-
out shared control. One such example was observed in the Brain Computer Interface
(BCI) based telepresence systems study by [1]. This study used shared control on
a telepresence robot and demonstrated that users were able to remotely navigate
and drive a robot along a path with obstacles. With the incorporation of shared
control, the study found that users performed the tasks faster and with a reduced
cognitive workload. Additionally, [7] conducted three experiments where human oper-
ators worked with robotic systems to complete different search and exploration tasks.
Similar to [1]’s findings, [7] showed that participants performed better with shared
control. Specifically, participants showed a reduction in both task completion time
and error, as well as an increase in the number of items found by users during a search
task. Fewer errors is a common theme in shared control studies, as further evidenced
by [40], where participants made less mistakes during navigation of a telepresence
robot with shared control rather than without. Additionally, users were less stressed
and felt more comfortable to drive the robot and maintain conversation simultane-
ously. In addition to improved performance with shared control, several studies have
shown that autonomous navigational assistance is essential to provide better control
of the robot and a reduced cognitive load for the users [15,16,35,41]. This highlights
the utility of shared control, as it benefits not only task completion but also the toll
taken on robot operators.
In control of telepresence robotics, it has been well established that shared control
has an overall positive impact on task completion and efficiency [1, 7, 40]. This has
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been extended to compare shared control performance across user quality dimensions
(e.g., LOC) [42]. Takayama et al. [42] investigated the effectiveness of shared control
in telepresence robots by comparing performance of users based on system dimensions
(shared control and manual control) and human dimensions (gaming experience, lo-
cus of control, and spatial cognitive ability). It was found that performance can vary
with user qualities. Specifically, the user’s locus of control (LOC) significantly im-
pacted their performance during navigation. Participants with a more internal locus
of control fought against the autonomy and hence required more time to complete
the tasks in comparison to people with a more external locus of control. These re-
sults suggest that, for the sake of performance, shared control should be adaptive
to specific user qualities. Additionally, it has been found that performance can vary
with user qualities [12, 13]. Specifically, participants with a more internal LOC had
more conflicts (or “fought”) with the shared controller and sent the most number of
commands to the robot in comparison to people with a more external LOC. These
results suggest that, for the sake of performance, shared control should be adaptive
to specific user qualities.
When the robotic system can not only modulate the control it exerts over the
user’s actions but also understand when it is appropriate to do so, the operator and the
robotic system are able to achieve better performance overall. Telemanipulation and
teleoperation can thus be seen to significantly benefit from shared-control paradigms
that are flexible in their human-robot control dynamic.
2.3.3 Adaptive Shared Control
The work we have examined so far demonstrate that shared control alone is able to
augment user performance in a number of ways, some of which are by reducing errors,
shortening completion time, increasing efficiency, and even lowering the operator’s
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cognitive load. Furthermore, when an adaptive element is added to these paradigms,
we see even greater improvements. In recent years, advances have been made in
adaptive shared control, and experiments have demonstrated that adaptive controllers
have better performance compared to more fixed controllers.
Gopinathan et al. [43] conducted experiments where users were asked to complete
drawing and contour-following tasks. The studies involved comparisons between dif-
ferent controllers, including an adaptive controller and found that the adaptive con-
troller performs significantly better than other control modes for more complex tasks.
Several researchers [44–47] employed adaptation methods in human-robot shared
control where control was switched between the human and robot depending on cer-
tain factors. As an example, Saida et al. [46] conducted experiments where users were
asked to transport a heavy virtual object from a starting point to a goal in coopera-
tion with a haptic inference in a 2D virtual environment. Saida et al. tested this on
four different control approaches, ranging from no assistance to dynamically adapt-
ing robot control based on human behavior, and found that their adaptive approach
resulted in less collisions, less force exerted by the human, and less disagreement be-
tween the robot and human operator when compared to other strategies. Another
example of role adaptation comes from Li et al. [48] where they developed a continu-
ous adaptation strategy that allowed the robotic system to change its role according
to the intentions of the human. They conducted simulations and user experiments,
where users were asked to interact with a robot arm to move the end-effector along
their desired path. Li et al. tested these tasks with several different conditions and
found that their adaptive strategy was closest to the human’s desired path, and there
was better overall performance in terms of error and effort compared with fixed in-
teractions. Another example of adapting to different user inputs was demonstrated
in Li and Okamura’s work [49]. Li and Okamura conducted experiments where a hu-
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man and robot simultaneously hold an instrument and complete curve-following and
object avoidance tasks. Their strategy switches compliance from low to high when
the user deviates from the path and found that this approach improves operator per-
formance, in terms of position error and execution time, when compared to constant
virtual fixture and no virtual fixture.
In addition to the adaptation methods provided above, some work [45–47,50] have
adapted to different users by using prediction methods or taking into account user
intent. As an example, in Li et al. [50], the authors tried to estimate the motion
intention of the human operator using a robot arm, human limb, and a force sens-
ing handle. They integrated the estimation model into the design of the adaptive
controller and found that the robot was able to actively collaborate with its human
operator by performing more quickly and accurately, while requiring less force from
the user, than without the estimation method.
The work reviewed in this section heavily evidence a few different shared control
paradigms that exploit adaptive components, including role-based, in which human
operators and robots dynamically swap control, and prediction-based, in which the
robot employs several different methods in an attempt to predict operator intent. The
core objective for research work in adaptive methods is to account for uncertainty
in human behavior by adapting to the operator as an individual. The variety of
work that employ these methods have consistently found that an adaptive controller
in these shared control systems significantly increases performance relative to fixed
controllers. This performance improvement is seen in overall efficiency, accuracy,
lower execution time, lower force exertion by human operators, decreased collisions in
obstacle avoidance tasks, and lessened disagreement between the robot and human.
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2.4 Our Research Focus
The advantages of an adaptive shared controller are clear and significant, and it
is for this reason that we undertake our research, in which we seek to apply this
adaptive paradigm to telepresence robots. We do this by developing two different
controllers that change throughout the obstacle course or that adapt to user inputs
in order to guide them towards a specified goal. Additionally, we seek to investigate
how user traits, such as LOC, sense of presence, and immersive tendencies can affect
the overall performance of the human-robot interactive task. Initially, we explored
many different user qualities, and we found that these three qualities have the most
interesting implications (this is not a comprehensive list, and further studies should
consider various user qualities that might affect performance).
We accomplish our objective by implementing two new shared controllers, Switch-
ing Shared Controller (SSC) and Adapt. Our SSC controller “switches” back and forth
between two potential field controllers, called “Linear” and “Exponential,” whereas,
our Adapt controller exhibits goal-seeking behavior that adapts to user inputs in or-
der to guide them towards a specified goal. Additionally, we investigate how LOC,
sense of presence, and immersive tendencies impact holistic user/robot performance
and user preference of controllers.
Our work is differentiated from this related research on the grounds that it com-
bines a variety of areas in a previously unseen manner; it sits at the junction of tele-
operation, adaptive shared control, and operator psychology. Additionally, instead
of relying on user intent prediction or deferring to user inputs in a role adaptation
shared control model, we utilize a combined-control approach that also calls upon an
“autopilot” mode. Many other strategies defer to the operator when there is disagree-
ment between the robot and human [39]; in contrast, we choose a command that is
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not always purely from the user or robot, but rather a combination. To this effect,
we bias the user’s choice with the robot’s ideal suggestion. In the case that a user
has deviated too significantly from the optimal route for a certain number of com-
mand inputs, we choose to engage an autopilot in order to return the user to a more
agreeable path. This is novel in that it temporarily disregards user input in order to
provide guidance and ensure safety. We hypothesize that deferring to the autonomy
is important in safety critical systems or emergency situations, especially in instances
where users are straying too far from the optimal path, and that by doing so, we
will have improved holistic performance. Additionally, in our specific experiments,
the autonomy has perfect world knowledge, whereas, the human operator has a more
limited knowledge, further adding to the support that deferring to the autonomy is
beneficial in these cases. Finally, our work directly observes the impact of a user’s
LOC and other operator personality traits on the proposed shared controllers to help
us make recommendations. These qualities are not only detectable, but also have
been well evidenced in their ability to impact performance during shared control.
This work builds upon previous work [12, 13] by 1) implementing a switching con-
troller based on findings from previous work, 2) proposing and testing a new adaptive
shared controller based on previous findings, 3) comparing and contrasting obstacle
avoidance (“discouraging”) vs. path correction (“encouraging”) shared controllers,
and 4) examining LOC and other user qualities on the proposed shared controllers.
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Chapter 3
Autonomy Descriptions and Implementations
Recent advances have been made in deliberative and reactive planning [8, 9] as well
as obstacle avoidance for robots [10, 11]. Some of these obstacle avoidance strategies
take advantage of potential fields [51], although there are limitations to this [14]. Our
objective is to study how these different planning and control strategies perform with
different types of users in hopes that we can eventually infer user qualities and adapt to
them to improve human-robot collaboration and performance. With this goal in mind,
NIMBUS lab developed two shared controllers, called “Linear” and “Exponential”
[12,13], that took into account obstacle avoidance and potential fields, pushing users
away from obstacles. To expand on this work, we implemented and tested a switching
controller, called “Switching Shared Controller (SSC),” that switches between Linear
(more restrictive) and Exponential (more relaxed) modes at critical points throughout
the obstacle course. To further our studies and explore different types of shared
control strategies, we developed an additional shared controller called “Adapt,” which
uses a deliberative planner and autopilot program to pull users toward an optimal
path instead of pushing them away from obstacles. These modes were created and
tested to explore the effects of locus of control (LOC), sense of perceived presence,
and immersive tendencies, on user performance.
To study our objective, we asked users to navigate a telepresence robot through an
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obstacle course. In the experiments, participants drove the robot around an obstacle
course, using different shared control strategies, unknown to them. Some controllers
employed obstacle avoidance strategies, whereas others employed path correction and
autopilot strategies to pull users towards the optimal path.
To implement these different modes of operation, we made changes to the hardware
and software components of a Double telepresence robot to create a customized shared
control system. In all four modes (Linear, Exponential, SSC, and Adapt), we take
advantage of a shared controller. The limitations of the vendor provided SDK for
the Double telepresence robot influenced some of our design strategies for the shared
control system. Specifically, to move the robot in a forward, backward, left, or right
motion, there were limitations from -1 to 1, restricting the maximum amount of
movement the robot can do in one motion. Values closer to -1 or 1 move the robot
further in the specified direction, whereas values closer to 0 move the robot less. There
was also an additional component that allowed us to do a combined movement, where
the robot moves forward and slightly left or forward and slightly right. The amount
of movement for each of these different moves was determined by the user and by
our shared control system. Continuous motion for this telepresence robot was not
possible given the limitations of the SDK. If users issued commands too quickly, it
would be ignored, whereas commands issued slowly resulted in stops between discrete
movements. This limitation was advantageous as it allowed us to track frequency of
commands and calculate different command metrics. The final command that gets
executed by the robot depends on the mode the user is driving in. This is discussed
in more detail in the following subsections.
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3.1 Linear Shared Controller
Potential fields are a reactive planner comprised of both attractive and repulsive forces
that are represented by vectors giving the magnitude and direction of the force [17].
Previous work [12, 13] focused on the implementations of repulsive forces, where the
shared controller only activated to avoid obstacles and mostly relied on the user to
provide goal seeking behavior. There were two different controllers: a more restrictive
controller, called “Linear,” and a more relaxed controller, called “Exponential.” For
Linear mode, the repulsive forces increase linearly with decrease in distance from
obstacles, which kept users further away from the obstacles, whereas in Exponential
mode, repulsive forces increase exponentially with decreasing distance from obstacles,
allowing users to get closer to obstacles. For both modes, the triggering event for any
movement is given by a user input. This input would then go to the obstacle avoidance
layer, which would decide if that movement was safe. If so, the user command is
executed. If not, the force vector is calculated by averaging the summation of repulsive
forces exerted by the obstacles within a sphere of influence. The magnitude and
direction of the resultant force vector generated is then executed, overriding the user’s
original command input. From previous work [12,13], we obtain the formal description
of how the repulsive force for Linear mode works:





where d is the distance of robot from the obstacle, and η is a normalizing factor
representing maximum repulsive force (which occurs at dmin). dmin is the minimum
distance from obstacle that can be detected by laser scanner, which, in our case is
0.15m.”
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Figure 3.1: Linear and Exponential Magnitude Profiles as a Function of Distance
3.2 Exponential Shared Controller
Similarly, we obtain the formal description of how the repulsive force for Exponential
mode works:










where α = 0.18 is a tuned parameter defining the curvature of the exponential function
and determined by testing with the robot in the environment. [12, 13].”
Figure 3.1 shows the magnitude profiles of both the Linear and Exponential sys-
tems.
3.3 Switching Shared Controller (SSC)
To expand on previous work of potential field controllers, we implemented a new
type of shared controller called “Switching Shared Controller (SSC).” This controller
switches between Linear and Exponential mode as users are navigating through the
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obstacle course. We first discuss XBee Communication, which was a critical compo-
nent in being able to implement the SSC algorithm, and then describe the design and
implementation of the SSC controller.
3.3.1 XBee Communication
The user studies/experiments are conducted in two different rooms - the training
obstacle course room and the main obstacle course room, discussed further in the
Experiment Design and Methods section. Each room is equipped with several Vicon
Bonita motion capture cameras that track the position of the telepresence robot using
reflective trackers and a machine that runs the Vicon software. In previous work
completed by NIMBUS lab, there were two reactive, obstacle avoidance systems,
(Linear and Exponential modes) which used laser scan data to detect obstacles in
the room. These controllers operated as a reactive planner, constantly detecting and
responding to obstacles. Hence, there was no real need for the Double/ODROID to
know its exact position in the room or have full world knowledge. However, based
on the findings in those studies, we wanted to test out a new controller, called SSC,
that switches between Linear and Exponential mode at certain points in the obstacle
course. Because of this, additional software and hardware components needed to be
added to our previous system. Specifically, we needed a way to communicate location
data from the Vicon motion capture cameras to the Double/ODROID itself so that it
knew exactly where it was in the room and exactly when to switch modes. Since the
telepresence robot is able to move freely through the room, in any number of ways,
and user behavior is sometimes unpredictable, we needed a way to transmit this data
wirelessly.
We accomplished this goal by writing python scripts that transferred data between
the Vicon computer and the Double/ODROID, using two Digi XBees [52]. Figure 3.2
25
Figure 3.2: XBee Data Flow
shows the flow of information for this process. One XBee, XBee A, is attached to the
Vicon computer, and the other XBee, XBee B, is attached to the Double/ODROID.
Both XBees are attached to their respective machines using a USB cable. The Vicon
machine tracks all the location data of the Double telepresence robot, including the
x, y, z position as well as x, y, z, w rotational data. The python script on the Vicon
machine then “listens” to the Vicon software that contains all this information. The
script then packages the data into a “message” or “packet” and sends that data
through the serial interface to XBee A to be transmitted to XBee B. XBee B receives
this data, wirelessly, and then sends the data through the serial interface, to the
ODROID. The script on the ODROID side will then parse the data and put it into
a useful format for the shared control program to use. This data is transmitted at
a baud rate of 57600bps, which is quick enough to send sufficient amounts of data
without overwhelming the system. The SSC program in the ODROID then uses this
location data to figure out when to switch between Linear and Exponential modes.
3.3.2 Switching Shared Controller (SSC) Design and Implementation
In order to test whether or not a combined autonomy would benefit participants and
help them perform better, SSC was implemented. This autonomy switches between
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Linear and Exponential profiles at certain points in the obstacle course. The switch
points were determined based on findings from previous work [12, 13]. We analyzed
deviation from the optimal path in the previous study, and decided to switch to a
more restrictive (Linear) mode at certain turn points in the obstacle course as well
as for the segment in the obstacle course that users had the most deviation in.
Figure 3.3: Switch Points in SSC Autonomy
Figure 3.3 illustrates the main obstacle course with the different switching points.
Based on the key, the shaded areas represent Linear mode, whereas the white areas
represent Exponential mode. The dashed line shows the points where the autonomies
would switch between one or another.
As discussed previously, additional components on top of the regular system for
Linear and Exponential mode were implemented. These components relied on the
Vicon tracking system to determine where the telepresence robot was located in the
obstacle course. At certain points, called “switch points,” the robot would switch
modes from Linear to Exponential or vice versa. This was accomplished through
the use of XBees that transferred location data between the Vicon system and the
ODROID.
In the SSC autonomy, regardless of direction, all users started out in Exponential
mode and would then switch to Linear mode at the specified Switch Points, shown
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in Figure 3.3 as the black dashed line. Areas that are a darker shade of grey, within
the Switch Points, are driven in Linear Mode, whereas the lighter grey areas indicate
Exponential Mode.
3.4 Adapt Shared Controller
As described above, Exponential, Linear, and SSC modes were implemented using
potential fields. They were reactive, obstacle avoidance modes, whereas, Adapt mode
is a path correction shared controller that also calls upon an “autopilot.”
In previous work [12,13], different potential field controllers with a repulsive force
that scaled either linearly or exponentially in distance from an obstacle were imple-
mented. A laser scanner is used to detect obstacles within the robot’s field of view,
and the direction of the repulsive force is then determined by the angle the obstacle
makes with a line extending straight out of the sensor on the robot. The obstacle
avoidance behavior is activated when the robot is within a certain distance of at least
one obstacle. In that work, different modes were compared against each other and
findings show improved performance for certain users and user preference for the Ex-
ponential mode. Hence, this is our baseline for comparison in our Adapt study. We
wanted to investigate how each type of shared controller performs individually and be
able to compare an obstacle avoidance, potential field autonomy (Exponential) with
a path correction autonomy (Adapt).
In the Adapt study, we present a novel way to adapt to users and assist them in
the operation of telepresence robotic systems by keeping a history of user inputs and
adjusting our autonomy based on the user’s interactions with the robot, during the
operation of the task itself. The autonomy we designed in this work uses a deliberative
planner, a set of “autopilot” triggering events, and a shared controller to assist the
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Figure 3.4: Shared Controller
user through the obstacle course. In contrast to our previous work [12,13], this shared
controller moves users towards a precomputed optimal path, and hence toward the
goal, rather than pushing them away from obstacles.
Figure 3.4 shows a block diagram indicating how our Adapt shared controller op-
erates compared to the previously implemented, potential field controllers. First, the
user commands a direction via the interface (see Figure 4.2). Then, either Exponen-
tial (potential field) or Adapt mode will calculate the best robot command depending
on the mode. In Exponential mode, the best robot command will be one that pushes
users away from obstacles; whereas, in Adapt mode, the best robot command will be
pulling users towards the optimal path. The Shared Controller block then chooses
whether to execute the user command, the robot command, or a combination of both.
Adapt mode consists of two main parts: 1) a deliberative planner, which, having
full world knowledge, helps choose where the robot should go next based on a pre-
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computed optimal path, and 2) an autopilot trigger, that takes control from the user
when they are not making enough forward progress or deviating too far from the
optimal path. These two things combined get fed into our shared controller, which
determines what move to do next based on the information from the deliberative
planner and autopilot calculations, and then outputs the appropriate commands to
the robot who would then execute the command.
3.4.1 Deliberative Planner
The deliberative planner has full world knowledge including localization information,
obstacle locations, and start and goal checkpoints. We use this information, and
A* search, to pre-compute an optimal path to the goal state. While some robotic
platforms do not have the luxury of full world knowledge, we assume a telepresence
robot, with limited mobility in the real world, is likely confined to a predictable space.
The XBee communication scripts implemented in the SSC study were critical
in the implementation of Adapt mode as well. Using the rotational data that was
transferred through the XBees, we were able to calculate roll, pitch, and yaw. Yaw
was then used to determine the direction the Double was facing at all times, which was
a crucial data point in our deliberative planner. Algorithm 1 runs in a loop from the
start to the end of the user study. At every time step, given location and direction of
the robot, Algorithm 1 calls upon the deliberative planner, which calculates a “least-
cost waypoint” (see Algorithm 2) on the optimal path that advances progress toward
the goal. To select the next best waypoint, Algorithm 2 takes into consideration all
obstacles and waypoints already passed by the robot as well as a cost function.
Cost Function. The cost function used to return the minimum cost point was
developed to ensure forward movement through the obstacle course. Let t be the
number of turns needed to turn the robot towards the optimal point, p be the turn
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penalty, and d be the Euclidean distance from the robot to the optimal point, then
the equation is as follows:
cost = t ∗ p+ d (3.1)
The reason behind implementing this cost function was to make our least-cost
point picking more effective. Our ultimate goal is to help users advance through the
obstacle course and reach the goal. Hence, if the user is already facing the correct
direction to make forward progress, it doesn’t make much sense to force them to
turn towards the closest optimal path point that may not be in the direction they
should be advancing toward. Therefore, we include a “turn penalty” that accounts
for these types of turns. This concept is illustrated in Figure 3.5, where the blue
circle and blue arrow represent the current position and direction of the robot. In
this example, assume the black dotted line is the optimal path, and the direction of
the experiment is counterclockwise. The distance from the robot to Optimal Point A
is 3, whereas the distance from the robot to Optimal Point B is 1. Without the turn
penalty, the least-cost point algorithm would pick Optimal Point B, to the right of
the robot, since this is the closest in distance. The program would then turn right
five times (red dotted arrows) and move toward Optimal Point B. However, this is
not helpful in advancing the user forward towards the goal, especially if the user is
already facing the correct direction to make forward progress. Hence, we added the
turn penalty to account for these scenarios. As an example, assume a turn penalty,
p, of 1. Using the cost function in (3.1), the cost to move to Optimal Point A is 3 (0
turns * 1 penalty + 3 distance), whereas the cost to move to Optimal Point B is 6 (5
turns * 1 penalty + 1 distance). Therefore, our program would pick Optimal Point
A as the least-cost next waypoint. This will help users advance toward the goal in a
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Figure 3.5: Cost Function Example
more effective manner. As a note, this is an oversimplification of the process in order
to illustrate the example. In the real experiments, there are multiple points between
Optimal Point A and B, and the penalty is a tuned constant. With this cost function
in place, we ensure that our program is always picking the best optimal point to help
users make forward progress.
Intersects Obstacles. Additionally, our “least-cost waypoint” algorithm calls
upon another program: Intersects Obstacles. Our Intersects Obstacles program has
full knowledge of the optimal path as well as all the obstacle locations. It takes, as
inputs, the current robot position and direction as well as the point to be considered.
When our least-cost waypoint algorithm iterates through the optimal path points
within the radius and considers each point as a candidate, it calls upon the Intersects
Obstacles algorithm to determine whether or not there is an obstacle in the way of the
robot’s current position to that candidate point. It does so by drawing a line between
the robot’s current position and the candidate point, and determining whether or
not that line intersects with an obstacle. It will then return a boolean value, letting
the least-cost waypoint program know whether or not it is a safe point to consider,
where safe means that the line it created does not intersect with an obstacle and
unsafe means that the line it created does intersect with an obstacle. If it is safe, the
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Figure 3.6: Obstacle Intersection
least-cost waypoint program will then calculate the cost, iterate through the rest of
the points doing the same, and return the minimum cost point. This is depicted in
Figure 3.6. The robot position is illustrated as the blue circle, and in this example, the
program is considering all points within the green dashed radius line. For simplicity’s
sake, we are considering Candidate Point A and Candidate Point B, depicted as the
yellow circles on the optimal path. The program then draws a line (shown as a red
line) from the robot position to Candidate Point A. Since this red line intersects an
obstacle, this will be considered “unsafe,” and Candidate Point A will be removed
from consideration. The program will then continue to iterate through all other points
within the radius to find a minimum cost waypoint. After the Intersects Program
algorithm executes, it will return a minimum cost waypoint, and an appropriate set of
commands to move the robot to that waypoint are passed to the selection algorithm.
3.4.2 Autopilot
While many shared controllers defer to the user, we take the position that in safety-
critical systems or emergency situations, the shared controller should be biased in
favor of the autonomy. Additionally, in our specific experiments, the autonomy has
perfect world knowledge, whereas, the human operator has a more limited knowledge,
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Algorithm 1 Adapt Mode Shared Controller
1: Inputs: radius, user command, optimal path, progress history
2: bot pos← Robot’s current position based on Vicon
3: bot dir ← Robot’s current direction, yaw
4: Ntrg ← autopilot trigger threshold
5: Nrel ← autopilot relax threshold
6: procedure Run Adapt Mode
7: while true do
8: optimal point← Find Least Cost Waypoint
9: if user command 6= none then
10: if user command = left or right then
11: Execute user command
12: Continue
13: progress history ← Calculate progress
14: Calculate ρ
15: if ρ >= Ntrg then
16: while ρ >= Nrel do
17: Calculate autopilot move
18: Execute autopilot move
19: Update progress history
20: Update ρ
21: else
22: Calculate Combined Command
23: Execute combined command
Algorithm 2 Least-Cost Waypoint
1: function Find Least Cost Waypoint
2: min cost, least cost waypoint← infinity
3: penalty ← Tuned Constant
4: for all points p in optimal path within radius do
5: distance← calculate dist(bot pos, p)
6: turns← calculate turns(bot dir, p)
7: cost← turns · penalty + distance
8: if cost < min cost then
9: min cost = cost
10: least cost waypoint = p
11: return least cost waypoint
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Algorithm 3 Calculate Combined Command
1: function Calculate Combined Command(bot pos, bot dir, optimal point)
2: combined command← null
3: direction of turn← null
4: angle of turn← 0
5: if user command = forward then
6: direction of turn← Calculate dir based on bot position, dir, and opt pt
7: angle of turn← Calculate angle based on bot position, dir, and opt pt
8: combined command = forward+ direction of turn
9: return combined command, angle of turn
further justifying the choice to defer to the autonomy in these cases. As a result, we
implemented an “autopilot” which takes control from the user in the event they are
not making sufficient progress toward the goal or deviating too far from the optimal
path. This is done by tracking the system’s forward progress and ratio, ρ, of “good”
and “bad” moves. Progress is calculated using the robot’s previous position, current
position, and best-next waypoint. Progress history is then used to calculate ρ, the
ratio of “bad moves” to “good moves.” Let β be the number of bad moves, and γ be






Good moves are defined by the user commanding a move towards the least-cost
waypoint, while bad moves are defined as a user command moving the robot away
from that waypoint. A constant of “1” is added to the top and bottom of the ratio
to prevent division by 0. With a sliding window of the most recent 6 moves, ρ is
bounded: 0.14 ≤ ρ ≤ 7.
Additionally, there are two tuned parameters that, with ρ, control when and for
how long autopilot is engaged for. This includes an autopilot trigger threshold and
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an autopilot relax threshold. Specifically, for this round of experiments, the autopilot
trigger threshold was 1.5, and the autopilot relax threshold was 0.75. If ρ ≥ Ntrg,
where Ntrg is an autopilot trigger threshold, the robot will switch to autopilot mode,
taking control from the user. The autopilot remains engaged until ρ < Nrel where Nrel
is the autopilot relax threshold. This threshold, once reached, will then disengage the
autopilot. As such, the number of moves made by the autopilot is proportional to
how much ρ exceeds the relaxation threshold, Nrel. It follows that setting the trigger
threshold significantly higher than the relaxation threshold would cause the autopilot
to make more moves at a minimum, whereas having the thresholds set relatively close
would lead to the autopilot having less overall input. This is an important feature,
and one that can be easily changed and manipulated to adapt to different types of
users. For example, upon figuring out a certain user desires more control, we can
adapt the trigger and relax thresholds to be closer to one another, which reduces the
power of the autopilot, giving more control to users. This is discussed in more detail
within Chapter 6, Section 6.3.
After the autopilot executes its moves and disengages, the operator is able to
navigate uninterrupted for a certain number of moves—during this period, ρ is able
to exceed the trigger threshold without consequence. Once this period ends, however,
higher values of ρ will result in longer autopilot engagement durations. For example,
with a sliding window of the 6 most recent moves, the initial time autopilot will
engage will be due to a ρ value of 1.67 (4 bad moves, and 2 good moves), which
exceeds our autopilot trigger threshold of 1.5. In order to get ρ under the autopilot
relax threshold of 0.75, the autopilot would have to make 2 moves (both are considered
“good” moves since all autopilot moves are “good” moves) to bring ρ down to 0.6.
After the autopilot disengages, users are able to navigate uninterrupted for a certain
amount of moves, also tuned for in pre-study experiments. During this period, it
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is possible that users make many bad moves, resulting in an even higher ρ, which
will result in a higher number of moves that the autopilot will engage for during the
next engagement. For example, in this buffer period, it’s possible for ρ to get up
to 3 (5 bad moves, and 1 good move), where 3 autopilot moves would be necessary
in order to disengage the autopilot again. With the sliding window at 6, autopilot
trigger threshold at 1.75, and autopilot relax threshold at 0.75, the minimum and
maximum autopilot engagements are 2 and 4 moves, respectively. The numbers were
chosen based on the layout and space of the obstacle course, and how far forward
each autopilot move progresses the robot. We made this design decision to better
adapt to and help users who are not making adequate forward progress in the task.
We also wanted to maintain the user’s control authority to some degree. Hence, we
created this adaptable autopilot feature that adjusts based on recent performance. If
users trigger the autopilot, the autopilot will engage and help users move forward.
However, after that engagement, if users continue to make “bad moves” in a small
amount of command inputs, the autopilot will take control for a higher number of
moves.
The sliding window of 6 moves in Equation (3.2), the autopilot trigger and relax
thresholds, and the uninterrupted buffer period after an autopilot engagement were
manually tuned parameters based on observations made in pre-study experiments.
While in “autopilot” mode, the command from the Planner block in Figure 3.4 is
always exclusively selected. This command includes how far to move forward and at
what angle it should turn to get closer to the optimal next waypoint.
3.4.3 Shared Controller
The “Shared Controller” block in Figure 3.4 decides what action to publish to the
robot based on the user command, planner/robot command, combination command,
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and most recent autopilot engagement. Because we want the user to explore the space
without too much interference, if the user inputs left, right, or backwards commands,
the controller selects the user input for execution—up to a point. Left and right turns
are always allowed, while backward movements are only allowed until ρ in Equation
(3.2) is greater than or equal to the autopilot trigger threshold. At this point, it
would switch to autopilot mode to ensure the user is making forward progress.
For forward movements, when not in autopilot mode, the shared controller will
combine the user command and planner command to help users move toward the
optimal path slightly (see Algorithm 3). More specifically, if the user’s commands do
not lead toward movement directly on the optimal path, the shared controller will
apply a small “forward left” or “forward right” to nudge the user forward towards the
optimal path. The direction, left or right, and angle of movement, in radians, that
the program outputs will depend on the position and direction of the robot as well
as the least-cost waypoint.
Remove Visited Points. After a safe move is selected and executed, another
function is called to “Remove Visited Points.” This function progressively removes
points from the optimal path to take them out of consideration from the least-cost
waypoint algorithm. This is a safety measure to ensure that, in the event that a user
turns themselves around and starts driving in the opposite direction, the program
will correct the user appropriately and help them make forward progress through the
obstacle course, in the correct direction. This is illustrated in Figure 3.7. In panel (a),
we see the start position with the robot and direction the robot is facing. In panel
(b), the robot/user has made forward progress. As such, our program will delete the
points on the optimal path, within a certain radius (tuned in pre-study tests). This is
a safety measure in the event that the user turns themselves around and is facing the
opposite direction (panel (c)). At this point, because we have been deleting visited
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Figure 3.7: Remove Visited Points Example
points along the path, there will no longer be any optimal points in the direction
the robot/user is facing in panel (c). Hence, the program will pick, as the least-cost
waypoint, an optimal point behind the user, in the direction the user was originally
supposed to be heading. The implementation of this function relies on a tuned radius
around the robot to remove “visited” points. Since the radius is limited, and user
behavior is sometimes unpredictable, there are additional safety measures to ensure
effective removal of visited points. This results in an additional “checkpoint” function
that removes all remaining points in the optimal path prior to the checkpoint that is
reached. These two functions together effectively ensure that only the best optimal
path points are left to be considered, which helps the user make forward progress
throughout the obstacle course.
Together, this combination of a deliberative planner and shared controller adapts
to each individual user, pulling them back to the optimal path based on their recent
performance, while giving some freedom to explore, and also engaging an autopilot
mode when adequate progress is not made.
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3.4.4 Future Implementations and Testing
The original implementation of Adapt mode was specific to the main obstacle course
and a Double telepresence robot. However, the logic in this implementation can be
applied or transferred to other robotic platforms as well as other obstacle courses
and environments. For example, after implementing this mode in the main obstacle
course, we also successfully applied the Adapt controller to the training course. The
training course had a different setup, in a different area, with different obstacles, and a
different number of lap requirements. Additional calculations specific to the training
course had to be made, such as computing the correct optimal path for the training
course. Further, in the main obstacle course, users were required to complete only one
lap through the course. This made it easy to remove visited points to ensure forward
progress. However, in the training course, users were asked to complete two laps
through the obstacle course. To ensure forward progress in the training course that
took into account multiple laps, we still removed visited points. However, between
the various laps, we would then re-populate the optimal path for the upcoming lap
at a certain checkpoint. This allows us to effectively provide the same functionality
for multiple laps through the same obstacle course. With some changes, the logic
behind the Adapt mode implementation can be transferred to different platforms
and different obstacle courses, with a varying number of laps, for further testing and
applications.
3.5 Post-Processing of Data
During each run of the user study, multiple data points are collected, including time
stamps, Vicon data, command input data, and laser scan data. There are check-
points within the training and main obstacle courses that indicate the start and end
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positions, and the data begins and ends recording based on these checkpoints. The
data is collected through rosbags and is then processed through MATLAB scripts.
We developed the MATLAB scripts to parse and process the data to calculate perfor-
mance metrics. All the metrics that we looked at are from the beginning of the user
study, when the Double crosses through the start checkpoint, to the end, when the
Double crosses the end checkpoint. We calculate metrics such as time duration (in
seconds), path deviation (error from optimal path, in meters), total distance travelled
(in meters), average velocity, command frequency, total commands sent, a breakdown
of how many forward, backward, left, and right commands there are, command con-
flicts, consecutive conflicts, collisions with obstacles, percent of the time the user was
stopped, and average time between commands.
Previously, the data for the training course was not recorded. As part of the SSC
study, we decided to move the training course into a space that had Vicon motion
capture cameras in order to track this data. As such, the MATLAB scripts had to
be modified to take into account this training obstacle course. We re-created the
training obstacle course in a room with Vicon cameras, calculated the start and end
checkpoints, computed the optimal path, mapped out all the obstacles, and modified
the MATLAB scripts to calculate all the same metrics for this training course. Since
users drive two laps through the training course, additional programs and checkpoints
were implemented to calculate data for each lap in the course.
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Chapter 4
Experiment Design And Methods
This section details the experiment design and methods, including materials used,
test bed, experiment procedure, experiment setup, and participant demographics.
The different shared control strategies used in the experiments were described in
the previous section. In addition to those implementations, an iOS application with
command buttons and a live video feed was developed for users to remotely navigate
the robot through an obstacle course. The Materials section goes into deeper detail of
all the tools and technologies used in the studies. Users had the opportunity to drive
through a training course prior to completing the main obstacle course, described
further in the Test Bed section. The Experiment Procedure section details the setup
of the study, whereas the Experiment Setup section discusses the different order and
combinations of shared control strategies used in the studies. Finally, we discuss the
participant demographics and statistics.
4.1 Materials
The telepresence robot, Figure 4.1, used for this study was a Double 2 from Dou-
ble Robotics. The robot weighed 6.8kg and had an adjustable height from 1.19m to
1.52m. For the study, the height of the robot was fixed at 1.19m because it was found
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Figure 4.1: Double Telepresence Robot
that higher heights caused unstable behavior. Software and hardware components
were added to the base of the robot, pictured in Figure 4.1 within the 3D printed
yellow container. Hardware components, such as an ODROID-XU4 board, a Hokuyo
laser range finder, a Digi XBee, and a battery pack, were added in the yellow con-
tainer. The Hokuyo laser range finder was used to calculate distance between the
robot and nearby obstacles, and the XBee was used to transfer location tracking data
to the ODROID. Using the data from the Hokuyo laser, a program was implemented
to do obstacle detection and avoidance. Using additional data from the XBee, new
controllers were implemented to switch between different obstacle avoidance modes
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and do path correction.
Users remotely operate the robot using an iPad with a custom user interface,
shown in Figure 4.2, with four button commands: forward, backward, left, and right,
and a video feed from the point of view of the telepresence robot. The video feed uses
a webRTC video chat server that is hosted on the UNL server. In addition to the
video feed and button commands to drive the robot, there are different text boxes to
enter an IP address of the ODROID and a chat room number. These components are
required in order to communicate with the ODROID and enable the video feed. After
the user issues a command via the user interface, that command gets transmitted to
the ODROID, which would then determine what command to execute to the Double,
based on what shared controller mode the user was operating in. There were four
different shared controllers, discussed in Chapter 3, and users had the opportunity to
drive the robot in some of these different autonomies during the studies. The order
and combination of shared control strategies the users drove in are discussed further
in Section 4.4 Experiment Setup. The different controllers determined the level of
flexibility for the shared autonomy and collaborative control.
4.2 Test Bed
Before operating the telepresence robot in the main obstacle course, participants were
given the opportunity to do two laps in a training obstacle course. This gave users
the ability to get used to the controls and system before they were asked to complete
the main obstacle course. The training course is a T-shaped training obstacle course,
Figure 4.3, constructed using 0.85 m high cardboard boxes. As a note, the blue dashed
line in Figure 4.3 does not represent the optimal path for that training course, rather
it represents one possible path through the training course. The direction and shared
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Figure 4.2: User Interface with four blue buttons for forward, backward, left, and
right controls.
control strategy in the training course is the same as the one in the main obstacle
course for that particular run.
The main obstacle course, shown in Figure 4.4, was inspired by [42] and was
constructed using cardboard boxes, trash cans, foam walls, tables, and book shelves
to simulate a crowded office environment. The room itself is 3.65 m by 3.74 m. The
height of trash cans is 0.38 m, cardboard boxes are 0.61 m, table is 0.74 m, shelf is
1.47 m and the cardboard walls are 1.22 m. The optimal path was determined using
A*, represented in Figure 4.4 as a dashed blue line, the Start and End positions are
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Figure 4.3: Training Obstacle Course
Figure 4.4: Main Obstacle Course
indicated with a solid black line, and the various obstacles are provided in the legend
of the figure. In the experiment room for the main obstacle course, there were seven
Vicon Bonita motion capture cameras that tracked the position and orientation of the
telepresence robot using reflective trackers. As part of the SSC and Adapt studies, the
training obstacle course was moved into a different room with several Vicon Bonita
motion capture cameras as well. The data from this tracking system was used to
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calculate performance metrics such as path of robot, deviation from optimal path,
and collisions with obstacles, among many others.
4.3 Experiment Procedure
The user studies consisted of five phases: 1) Pre-Interaction, 2) First Interaction with
Robot: Training Obstacle Course and Main Obstacle Course (using one shared control
strategy), 3) Questionnaire, 4) Second Interaction with Robot: Training Course and
Main Obstacle Course (using a different shared control strategy), 5) Post-Interaction.
This experiment design and procedure was based on [12]. The procedure is the
same for both the SSC and Adapt study. However, the different shared control
strategies and the order in which they were used changed (discussed in Section 4.4
Experiment Setup).
4.3.1 Pre-Interaction
During the first phase, participants were greeted and given a consent form to read and
sign. Participants had the opportunity to ask questions about the consent form or
raise any concerns at this time. They were also informed that the study is completely
voluntary, and that they are able to leave at any time without penalty. After the
consent form was signed, metrics were taken that included a participant’s handed-
ness, height, and eye height. Following these measurements, participants were given
a pre-questionnaire to fill out. The pre-questionnaire contained questions pertain-
ing to the participant’s demographic information, education level, and computer and
robot experience. It also included Positive Affect (PA) and Negative Affect (NA)
(using PANAS [53]) before their interaction with robot and assessed Negative Atti-
tude towards Robots (NARS) [54]. Furthermore, the pre-questionnaire assessed each
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participant’s personality traits (such as empathy [55], immersive tendencies (using
Immersive Tendencies Questionnaire (ITQ) [31]), and locus of control [56]).
4.3.2 First Interaction with Robot
Participants were then given an iPad with the user interface shown in Figure 4.2.
The user interface as well as the teleoperation task was verbally explained to the
participants. Participants were told that they can use any of the four buttons on the
user interface, and that one press on the button was one move for the robot. They
were also asked to drive the robot and complete two laps in the training obstacle
course pictured in Figure 4.3. They were told that these two laps were for training;
however, the goal is to try not to hit any obstacles. The objective of the training
phase was for users to practice using the user interface to drive the robot in the shared
control mode and direction of movement as the main obstacle course. The order of the
obstacle avoidance and path correction modes as well as the direction were selected
randomly and counterbalanced across all participants to reduce performance bias.
The direction for this training course is the same direction used for the following
main obstacle course. After the participants completed two laps on the training
course, they were told to complete one lap in the main obstacle course.
4.3.3 Questionnaire
After the first robot interaction sequence, participants were asked to complete an-
other questionnaire, assessing how they felt during their interaction with the robot, a
questionnaire about operating a robot in a remote environment, a presence question-
naire (PQ) [31], assessment of dissociative tendencies (using DES [57]), and general
questions about the participant’s comfort levels, sense of safety, and trustworthiness
towards the robot.
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4.3.4 Second Interaction with Robot
Participants were then asked to complete two more laps in the training obstacle
course, and subsequently one lap in the main obstacle course. The mode and direction
were different than that of the First Interaction. Again, the order of the obstacle
avoidance and path correction modes as well as the direction were selected randomly
and counterbalanced across all participants to reduce performance bias.
4.3.5 Post-Interaction
After all interactions, participants were asked to fill out a post-questionnaire with sim-
ilar questions to the previous questionnaire. In addition to those previous questions,
this questionnaire asked questions about the “Big Five” personality traits (using In-
ternational Personality Item Pool [58]). Finally, participants were interviewed and
given an opportunity to share their thoughts and feelings during the experiment,
their preference of which mode they preferred, and any feedback and suggestions for
improvement of the study. The purpose of the interview was to assess the qualitative
aspects of the study.
4.4 Experiment Setup
4.4.1 Switching Shared Controller (SSC) Experiment Setup
For the Switching Shared Controller (SSC) experiment setup, the experiment proce-
dure follows what is described above.
For training phase I, participants would complete two laps in the T-shaped, train-
ing obstacle course in either Linear or Exponential mode. For main interaction I,
participants completed one lap in the main obstacle course in Linear, Exponential,
or SSC mode, in the same direction of movement as that of training phase I. For
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training phase II and main interaction II, the direction of movement was the opposite
of training phase I and main interaction I. Again, participants would complete two
laps in the T-shaped training obstacle course in either Linear or Exponential mode,
and one lap in the main obstacle course in Linear, Exponential, or SSC mode. Each
participant had an opportunity to drive the robot in SSC mode once in the main
interaction. The order of the modes as well as the direction were selected randomly
and counterbalanced across all participants to reduce performance bias. This resulted
in four different conditions that were randomized among participants, shown in Table
4.1.
4.4.2 Adapt Shared Controller Experiment Setup
In the Adapt user studies, users drove the robot using a potential field, obstacle
avoidance mode, Exponential, and a path correction mode, Adapt.
As discussed earlier, we wanted to compare different types of shared controllers.
In previous work [12, 13], there were a few different potential field controllers with a
repulsive force that scaled either linearly or exponentially in distance from an obsta-
cle. Findings from that work show improved performance and user preference for the
Exponential mode. Hence, we decided to compare Exponential mode, a “discourag-
ing” controller that pushes users away from obstacles, to our new shared controller,
Adapt mode, an “encouraging” controller that pulls users toward the optimal path.
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The different conditions for the Adapt study are shown in Table 4.2.
4.5 Participants
This section details participant demographics in both the Switching Shared Controller
(SSC) and Adapt Shared Controller study. All participants were recruited through
emails, fliers, and word of mouth. Participants were compensated 20 USD for their
time. Given the LOC questionnaire, we were able to compute LOC values for each
participant and group them based on these numbers: “High Internal” users had a
score between 0-3, “Average” users had a score between 4-7, and “High External”
users had a score between 8-11.
4.5.1 Switching Shared Controller (SSC) Participants
For the experiments involving the SSC autonomy, there were 16 participants, eight
male and eight female. The age range of participants varied from 19 to 30 (M =
22.31, SD = 3.26) with the median age of 22.
Participants were split into three different user groups, according to their responses
to the LOC questionnaire: High Internal, Average, and High External. For this study
of 16 participants, six were High Internal, seven were Average, and three were High
External. Further, the High Internal group consisted of two female participants and
four male participants, the Average group consisted of four female participants and
three male participants, and the High External group consisted of two female partici-
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Table 4.3: Switching Shared Controller (SSC) Study Participant Demographics
Mean Median Std Dev
Age 22.31 22 3.26
LOC 4.88 4.5 3.10
pants and one male participant. Table 4.3 details additional demographic information
for the SSC study.
4.5.2 Adapt Shared Controller Participants
For the Adapt study, there were 16 participants, eight male and eight female. The age
range of participants varied from 19 to 33 M = (24.13, SD = 3.91) with the median
age of 24. Similar to the SSC study, participants were split into three different user
groups, based on their responses to the LOC questionnaire: High Internal, Average,
and High External. Of the 16 participants studied, four were High Internal, ten were
Average, and two were High External. Further, the High Internal group consisted of
all male participants, the Average group consisted of six female participants and four
male participants, and the High External group consisted of two female participants.
Table 4.4 details additional demographic information for the Adapt study.
Figure 4.5 shows LOC group totals for both the SSC and Adapt studies. One
interesting detail was that the High External group was relatively low compared to
High Internal and Average groups; however, we were still able to find consistent results
with previous studies with these low numbers. In other words, High External users
performed consistently the same throughout multiple phases of these experiments,
including studies completed in [12,13].
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Table 4.4: Adapt Shared Controller Study Participant Demographics
Mean Median Std Dev
Age 24.13 24 3.91
LOC 5.31 5.5 2.18




From the experiments, we wanted to test how different user groups, based on different
intrinsic qualities, perform with varying types of shared controllers. In addition to
splitting user groups into those with high and low immersive tendencies and high
and low sense of perceived presence, we also grouped participants into different LOC
categories [59]: strong internal locus of control (“High Internal”), mid-range locus
of control (“Average”), and strong external locus of control (“High External”). The
performance of different user groups was assessed in Linear, Exponential, Switching
Shared Controller (SSC), and Adapt modes, using six different performance metrics:
duration, distance, deviation from optimal path (or path deviation), total number of
commands, command conflicts, and number of collisions. All data for performance
metrics were collected using the Vicon system, timestamps, command inputs, and
laser scanner information, from the start of the obstacle course to the end. After
data collection, the performance metrics were calculated using MATLAB scripts,
described in Section 3.5. Descriptions of each metric are shown in Table 5.1. Lower
values in each performance metric represent better performance.
54
Table 5.1: Performance Metrics
Performance Metric Description
Time Duration (s)
Time it takes for users to complete the course, from
start to finish, measured in seconds.
Distance Travelled (m)
Total distance travelled from start to end, mea-
sured in meters.
Path Deviation (m)
Deviation from a pre-computed optimal path. Cal-
culated using the average perpendicular distance
to the optimal path.
Total Commands
Sum of all user button presses on the iPad and
autopilot commands.
Command Conflicts
Sum of all instances of command conflicts, where
a command conflict is defined as an instance in
which the final executed command does not match
the original user command. This measures “dis-
agreement” between the robot and the user.
Collision Count
Sum of all collisions, where a collision is counted
every time the robot made contact with an obsta-
cle or a wall. If the robot remained in contact for
an extended duration of time, this would count as
one collision; however, if the user moved the robot
away from the obstacle/wall, then moved back to
it, this would count as separate collisions.
Percentage of Time
Stopped
Percentage of time throughout entire duration that
users were stopped or did not give input.
5.1 Switching Shared Controller (SSC) Study
5.1.1 Autonomy Comparisons: SSC vs. Non-Switching Modes
For the SSC autonomy, we found that most of the metrics and performance values
were between Linear and Exponential autonomies, meaning, the performance metrics
for SSC sat in the middle of the metrics for the Linear and Exponential modes.
Specifically, for SSC, duration, command conflicts, total number of commands, and
deviation from optimal path performed somewhere in between Linear and Exponential
modes. However, there are some metrics that were worst in SSC mode, such as average
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collisions and total distance, possibly due to the user’s inability to figure out what
the autonomy was doing since it was switching back and forth between Linear and
Exponential mode throughout the obstacle course.
There are some metrics that are better in SSC mode, when compared to “Non-
Switching” (Linear and Exponential combined), such as, average command conflicts
and total number of commands, across all users. Additionally, there are some per-
formance metrics that are worst in SSC mode compared to “Non-Switching,” such as
duration, number of collisions, distance, and deviation from optimal path.
Overall, user performance in Exponential mode has the lowest duration, command
conflicts, number of commands, total distance, and deviation from optimal path when
compared to Linear and SSC modes, meaning Exponential mode had better perfor-
mance in these metrics (this helped inspire the experiment setup for the Adapt study
and was one of the reasons why we decided to test the Adapt controller against the Ex-
ponential controller). Linear mode has the lowest number of average collisions, which
makes sense due to the more restrictive nature of this obstacle avoidance setting.
5.1.2 LOC Findings: High Internal, Average, High External Groups
When comparing results across the three different user groups, we looked at five
different metrics: total number of commands, command conflicts, distance, deviation
from optimal path, and duration.
Overall, all users groups performed best in Exponential mode for duration, com-
mand conflicts, and total number of commands, when compared to their performance
in the other obstacle avoidance modes. More details, broken down by different LOC
groups are discussed below, and results are shown in Table 5.2.
High Internal. From Table 5.2, it is observed that the High Internal users
perform best in SSC mode, when compared to other users in SSC mode, for time
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duration, where High Internal users had an average time of 390.1s, Average users
had an average time of 407.1s, and High External users had an average time of
485s. Similar behavior was observed for distance travelled, where High Internal users
performed the best in SSC mode for this metric across all user groups, followed
by Average users, then High External users. Additionally, when comparing across
user groups, High Internal users perform best in Linear mode for average duration.
Furthermore, High Internal users do not perform well in Exponential mode for any
of the metrics, when compared to other users.
When observing performance of High Internal users across the three different ob-
stacle avoidance modes, these users performed best in Exponential mode for duration,
command conflicts, and total number of commands. Further, High Internal users per-
formed best in SSC mode for number of collisions compared to their performance in
Linear and Exponential modes. Finally, they performed best in Linear mode for dis-
tance and deviation from optimal path compared to SSC and Exponential modes.
Consistent in [12], this study found that High Internal users have increased deviation
from optimal path in Exponential mode compared to Linear mode.
Average. Of all user groups, the Average user group has the most extreme per-
formance results. These users perform the best in Exponential mode for all metrics,
compared to Linear and SSC mode, similar to our previous study [12]. Addition-
ally, Average users perform the worst in Linear mode, among all user groups, for all
metrics.
Compared to other user groups operating in SSC mode, Average users have the
least deviation from the optimal path.
High External. This group has the least number of total commands and com-
mand conflicts among all user groups, in all three obstacle avoidance modes. This
is consistent in [12] and could suggest that these types of users have more patience
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when interacting with the robot.
In SSC mode, High External users take the longest, travel the furthest distance,
and have the most deviation from the optimal path, among all user groups. When
compared to other user groups, High External users perform better in SSC mode
for command conflicts and total number of commands. However, in general, High
External users do not perform well in SSC mode when compared to their performance
in other modes. High External users perform better than other user groups in Linear
mode in terms of collisions, command conflicts, total number of commands, total
distance, and deviation from optimal path. Additionally, these types of users perform
the best in Exponential mode for all metrics except deviation from optimal path, when
compared to their performance in other modes.
Table 5.2: Switching Shared Controller (SSC) results grouped into the primary met-
rics, divided by user group. Averages are shown. Standard deviations are in paren-
theses. Lower values reflect better system performance in each category. Best values













High Internal Expo 192 (103.2) 72 (55.2) 17.1 (7.2) 0.16 (.01) 386.9 (274.8)
High Internal Linear 581.5 (698.4) 176.5 (175.1) 14.8 (2.2) 0.11 (.02) 393.85 (115.6)
High Internal Switch 321.7 (323.7) 118.2 (119.2) 15.82 (8.9) 0.12 (.02) 390.1 (354.2)
Average Expo 250.75 (202.2) 78.8 (45.1) 13.9 (2.7) 0.1 (.01) 308.6 (73.4)
Average Linear 1757.7 (1328.3) 820.3 (677.8) 18.5 (2.4) 0.17 (.06) 615.9 (181.2)
Average Switch 718.6 (775.3) 221.3 (216.2) 16.3 (4.2) 0.12 (.03) 407.1 (219)
High External Expo 130 (52.3) 43 (12.7) 11.8 (.7) 0.08 (.01) 235.2 (14)
High External Linear 283 (0) 115 (0) 14.6 (0) 0.07 (0) 408.9 (0)
High External Switch 219 (104.2) 80.3 (35.8) 16.6 (3.6) 0.15 (.05) 485 (203.4)
5.2 Adapt Shared Controller Study
We compare Adapt and Exponential mode by comparing differences between each
LOC group with each mode, by analyzing different user qualities as it relates to
performance, by looking at command conflicts as it relates to each LOC group, by
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Table 5.3: Adapt v. Exponential performance. Averages are shown. Lower values













Adapt 264.3 15.0 0.11 300.0 82.1 7.19
Exponential 326.9 14.5 0.15 356.1 108.5 3.25
evaluating the percentage of time that users didn’t give command inputs, and by
examining participant feedback on which autonomy they preferred. The user qualities
we examined are LOC, sense of presence, and immersive tendencies. Initially, we
explored many different user qualities, and we found that these three qualities have
the most interesting implications; hence, we focused on these three specifically.
5.2.1 Adapt Mode v. Exponential Mode
We compared shared control modes using the following metrics: time duration (s),
total distance (m), path deviation (m), total commands, command conflicts, and
collisions, detailed in Table 5.1.
Table 5.3 shows that Adapt mode performed better than Exponential mode in
terms of average time duration, average path deviation, average total commands
issued, and average command conflicts. For average distance and average collisions,
users performed better in Exponential mode. The higher value for distance in Adapt
mode compared to Exponential mode was a little surprising. However, after looking
through the average magnitude at which Exponential mode pushes users away from
obstacles and comparing that to the average magnitude at which Adapt mode pulls
users toward the optimal path, it made sense. For every forward movement, we
looked at the strength at which the robot moved. The bounds are from 0 to 1,
with numbers closer to 1 moving the robot further in the specified direction and
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Table 5.4: Adapt v. Exponential modes separated by LOC group. Averages are
shown. Standard deviations are in parentheses. Lower values reflect better system













High Internal Adapt 228.4 (24.6) 14.1 (3.3) 0.08 (0.04) 370 (307.8) 81.5 (79.9)
Average Adapt 281.8 (138.7) 15.5 (4.7) 0.12 (0.13) 305.2 (268.2) 90.6 (74.3)
High External Adapt 248.8 (95) 14.5 (4.4) 0.08 (0.02) 134 (76.4) 41 (8.5)
High Internal Expo 276.2 (99.9) 14 (2.8) 0.12 (0.03) 428.3 (303.6) 92.5 (56.2)
Average Expo 347.5 (290.6) 14.8 (4.2) 0.17 (0.12) 371.4 (272.8) 125.7 (103.3)
High External Expo 325.2 (25.5) 13.9 (0.4) 0.09 (0.02) 135 (4.2) 54.5 (0.7)
numbers closer to 0 moving the robot less. We took the average magnitudes per
lap in Exponential and Adapt mode and found that the magnitude in Exponential
mode was higher than Adapt mode. This could be the reason why average distance
is higher in Adapt mode than Exponential mode; the Adapt autonomy pulls users
towards the optimal path at a lesser magnitude than Exponential mode pushing users
away from obstacles. The other metric that was higher in Adapt mode compared to
Exponential mode was the collision count. This higher number of collisions in Adapt
mode is understandable because there is no explicit obstacle avoidance component
in Adapt mode. We kept explicit obstacle avoidance out of Adapt mode in order to
purely compare “encouraging” and “discouraging” controllers. However, it is clear
that shared controllers would likely perform better by having both optimal path
following and obstacle avoidance components.
5.2.2 Separation by User Qualities
5.2.2.1 LOC Groups
Comparing the shared controllers reveals users perform better in most metrics using
Adapt mode. We also compared modes separated by LOC groups. We looked at the 5
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different metrics (duration, distance, path deviation, total commands, and command
conflicts) across the three different LOC groups, summarized in Table 5.4. Overall,
Adapt mode had the best performance in duration, path deviation, total commands,
and command conflicts and all LOC groups performed better in Adapt mode com-
pared to their performance in Exponential mode. For example, if we compare High
Internal Adapt and High Internal Exponential, in terms of time duration to complete
the task, we see that it took these users 228.4 seconds on average in Adapt mode vs.
276.2 seconds in Exponential mode. This is consistent with the other metrics (path
deviation, total commands issued, and command conflicts) for all other user groups
as well.
Within the Adapt mode group, High External users performed better than High
Internal and Average users in terms of path deviation, total commands, and command
conflicts, suggesting that they are more agreeable with the robot and are okay letting
the robot take control more. Average users seem to perform poorly when compared to
High Internal and High External users in both modes. Average users also performed
the worst compared to all users in both modes for duration, distance, path deviation,
and command conflicts. In both Adapt and Exponential modes, High Internal users
sent the most number of commands compared to Average and High External users,
suggesting that they were impatient with the task and wanted to take more control
by sending more commands.
5.2.2.2 Immersive Tendencies
As part of the questionnaires, we were able to get immersive tendency scores for
each user. We grouped users into High and Low Immersive Tendencies and examined
performance in two different modes: Adapt and Exponential, with results summarized
in Table 5.5. Users with High Immersive Tendencies performed better, in both modes,
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Table 5.5: Adapt v. Exponential modes separated by Immersive Tendencies. Aver-
ages are shown. Standard deviations are in parentheses. Lower values reflect better














High Immersive Adapt 235.3 (49.8) 14.2 (3.4) 0.07 (0.02) 337.8 (327.7) 90.4 (83.3)
High Immersive Expo 266.8 (76.7) 13.5 (1.4) 0.14 (0.04) 357.3 (307.7) 108.7 (100)
Low Immersive Adapt 301.6 (161.0) 16.1 (5.0) 0.15 (0.15) 251.4 (143.7) 71.4 (51.7)
Low Immersive Expo 404 (337.7) 15.7 (5.0) 0.17 (0.15) 354.4 (227.3) 108.1 (76.7)
compared to users with Low Immersive Tendencies for duration, distance travelled,
and path deviation. In contrast, users with Low Immersive Tendencies performed
better, in both modes, compared to users with High Immersive Tendencies for total
commands and command conflicts.
5.2.2.3 Sense of Perceived Presence
As part of the questionnaires, we collected data and calculated presence scores for each
user. We grouped users into “High” and “Low” presence categories and examined
performance, which is summarized in Table 5.6. Users with a higher presence score
performed better, in both modes, compared to users with a lower presence score,
for metrics including duration, distance, and path deviation. However, the opposite
is true for total commands and command conflicts. Users with a lower presence
score sent less total commands and had less command conflicts, in both modes, when
compared to their higher presence score counterparts. This may suggest they were
uncertain about what command to send.
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Table 5.6: Adapt v. Exponential modes separated by presence groups, where High =
High Presence Score, and Low = Low Presence Score. Averages are shown. Standard
deviations are in parentheses. Lower values reflect better system performance in each













High Adapt 226.8 (47.6) 14.1 (3.5) 0.08 (0.02) 359.0 (317.4) 91.4 (82.4)
High Exponential 266.7 (76.2) 13.9 (2.0) 0.14 (0.04) 392.1 (303.5) 118.9 (98)
Low Adapt 312.6 (155.8) 16.2 (4.9) 0.15 (0.15) 224.1 (150.1) 70.1 (53)
Low Exponential 404.3 (337.7) 15.2 (4.9) 0.17 (0.15) 309.7 (225.1) 95.1 (77.8)
5.2.3 Command Conflicts
To measure disagreement between the robot and user, we count “command conflicts,”
which is defined as an instance where the final command executed by the robot differs
from the user input due to the potential field modes or Adapt mode. A command
conflict is an important indication of a user “fighting” with the autonomy leading to
a potential safety concern. Over all users, Adapt mode has fewer command conflicts
than Exponential mode, with 82.13 and 108.5 command conflicts, respectively, imply-
ing that the user and robot collaboration is more effective in Adapt mode. Further
analysis, broken down by LOC groups (see Figure 5.1), shows similar results in that
all LOC groups had lower command conflicts in Adapt mode.
5.2.4 Percent of Time Stopped
Percent of time stopped is another interesting metric that we compared across the
two different controllers. This metric is defined as the percentage of time users were
stopped or did not give any command inputs. This percent can be a good indicator
of how much time users stopped to think about their next move. We found that in
Adapt mode, on average, users stopped less than in Exponential mode, where the
percent of time stopped was 24.6 and 28.7, respectively.
63
Figure 5.1: Average Command Conflicts by LOC group.
5.2.5 Preferred Controllers
Rather surprisingly, a majority of users (10 out of 16) preferred Exponential mode
over Adapt mode, even though, on average, users performed better in Adapt mode.
This suggests users prefer more control over and less guidance from the robot even if it
negatively impacts performance. Qualitatively, some users also gave feedback stating
they felt more relaxed and in control when using Exponential mode. They indicated





6.1 Implication of Results
Our Switching Shared Controller (SSC) study provides three key insights: 1) there are
differences in performance in different LOC groups, 2) some findings are consistent
with our previous work, which strongly suggests that these are key qualities that can
be inferred through interactions, and 3) some users perform better in SSC mode for
certain metrics, which shows that a switching controller might be advantageous in
certain cases.
Further, our results from the Adapt study demonstrate users with differing qual-
ities perform better in Adapt mode compared to Exponential mode but prefer Ex-
ponential mode. One metric that was better in Exponential mode was the collision
count due to the fact that our Adapt controller does not have a pure obstacle avoid-
ance component. The Adapt controller only has an “obstacle avoidance component”
in the sense that it pulls users towards the optimal path; however, it doesn’t have
an explicit feature that pushes users away from obstacles; hence, the higher collision
count in Adapt mode. Future shared controllers can leverage this finding, though the
risk of the robot over-controlling, and hence frustrating the user, is high.
Examining performance by different user groups and performance metrics, we
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discuss 4 key findings.
6.1.1 Performance Comparison
First, High External users performed better than High Internal and Average users
in terms of path deviation, total commands sent, and total command conflicts. This
suggests these users are more agreeable with robot control and don’t fight with the
robot as much as users in the High Internal and Average groups. In contrast, we find
that High Internal users sent the most number of commands, suggesting that they get
more impatient with the task and prefer more control. These results were consistent
in both the SSC and Adapt studies and consistent with previous work [12, 13]. In
total (with previous work completed by NIMBUS lab), we ran 92 participants through
the studies and the results for these groups and these metrics remain the same. This
shows a strong correlation between these LOC groups and their performance in these
areas. Knowing this, we will be able to more accurately infer these user qualities in
future studies and switch to a more compatible autonomy for that user trait. Our
results also suggest that a better approach than combining Adapt and Exponential
may be a proportionally combined controller depending on the user’s LOC. This
would enable the robot to provide encouragement to Average or High External LOC
users while still preventing obstacle collisions. High Internal LOC users would have
proportionally scaled back versions of a combined controller. This will reduce user
frustration, fatigue, and improve overall performance.
6.1.2 Presence and Immersive Tendencies
Second, when we looked at other user qualities, such as sense of perceived presence and
immersive tendencies, we found that users with high presence and immersion scores
tend to perform better than those with lower scores in terms of time duration, distance
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travelled, and path deviation, in both Adapt and Exponential modes. However,
when it came to total commands send and total command conflicts, users with lower
presence scores and lower immersion scores performed better. This could be due to
the fact that users with lower presence and immersion scores were unsure or hesitant
about which commands to send. In designing future controllers and studies, we
can take advantage of this information by developing more encouraging controllers
with more guidance for users with lower presence and immersion scores to help them
perform better.
6.1.3 Command Conflicts and Percent of Time Stopped
Third, in obstacle avoidance or “discouraging” strategies (i.e., potential field modes),
some participants get stuck in a struggle with the controller, which is indicated by
higher command conflicts. After the robot detects an obstacle and turns away from it,
some users fight against this movement, turning back to the obstacle to try and move
forward in this direction. In contrast, command conflicts are lower in Adapt mode.
Further, percent of time stopped is lower in Adapt mode than in Exponential mode.
In other words, users don’t stop to think as much in Adapt mode when compared to
Exponential mode. These two metrics could suggest that an encouraging autonomy
that guides users towards the optimal path and goal makes “more sense” to them.
In an encouraging controller, users can see and understand the task objective better,
and therefore reduce control conflicts and percent of time stopped.
6.1.4 User Preferences
Finally, in the feedback provided, users generally prefer to have more control, with
suboptimal performance. In other words, users preferred Exponential mode over
Adapt mode, even though, on average, users performed better in Adapt mode. This
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preference was found to be true regardless of whether the user drove the robot in
Exponential or Adapt mode for the first interaction. Therefore, we can say with some
certainty, that preference was not due to a novelty effect with the first interaction,
where users are possibly still trying to figure out how the autonomy works. This
suggests two future possibilities: 1) it’s critical to find a balance between an effective
shared controller and what makes users comfortable, and 2) strategies that allow more
initial control, building user trust, may be able to leverage that trust to more easily
wrest control from the user when important.
6.2 Limitations
Our work had a few limitations, including study limitations and controller limitations.
We discuss these below:
6.2.1 Study Limitations
• We conducted all experiments on a Double telepresence robot, which has an
inverted pendulum design, causing it to oscillate to maintain balance. This
can appear confusing to users who only have the camera as a point of view.
Additionally, there are some limitations to movements with the Double. For
example, continuous movements were not allowed. Users noticed and gave feed-
back asking for smoother, continuous movements. Users also noted that multiple
camera angles, specifically a downward facing camera, would be beneficial. Our
robot set up did not allow for this. In the future, it would be interesting to
test this on a different robotic platform to see how robot design may affect user
performance.
• We conducted experiments in one obstacle course layout, with limited space,
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in a static environment. The setup was inspired by a typical office environ-
ment; however, it may not be representative of real-world scenarios, which may
be larger or more dynamic. It also doesn’t take into account other non-office
environments that this type of remote operation would be applicable in.
• Participants were recruited mostly on campus, limiting our participant pool to
a specific demographic. In the future, we would like to extend this to test a
more diverse group of people.
6.2.2 Controller Limitations
• The point deletion feature on the Adapt controller is beneficial in cases where
users may turn themselves around and go the wrong direction in the obstacle
course, as described in Chapter 3, Section 3.4. However, it does have a weakness
that doesn’t get accounted for when users are facing the correct direction, but
move backwards in such a way that they are blocked by an obstacle, and there
are no points that the program can pick due to the limited search radius. In
this case, the program would be “blind,” and it would be up to the user to
navigate themselves out of that situation.
• Additionally, if there ever becomes a need to do multiple laps throughout the
obstacle course, the person running the experiment must know how many laps
are needed beforehand, and the program must be modified to take this input
into account. The current implementation takes into account 1 and 2 laps for the
main course and training course, respectively. If it ever becomes the case that
more laps are needed, the program would have to be modified. Currently, the
point deletion program deletes all points after the first lap through the course
and only re-populates once for the second lap through the training course.
69
• The Adapt controller requires full world knowledge, such as a pre-computed
optimal path, obstacle locations, and location data, to work. This may not be
practical or possible in all scenarios.
• The Adapt controller does not have an obstacle avoidance component. In the
future, we would recommend adding such a feature to help users avoid obstacles.
6.3 Recommendations
Our recommendations are split into two sections: 1) recommendations for next steps,
and 2) guidelines for inferences of user qualities and recommendations on which adap-
tive shared controller to use based on those inferred qualities.
6.3.1 Next Steps
Based on our findings, we make the following recommendations for next steps:
1. The implementations of our potential field (Linear, Exponential, and SSC) and
path correction (Adapt) controllers can be applied to different platforms that
extend beyond the scope of a telepresence robot. The logic behind the con-
trollers is applicable to many different robotic platforms and environments. In
our Adapt mode implementation, we originally implemented it to work in one
specific obstacle course; however, we also successfully moved the logic to a sec-
ond obstacle course, with minor tweaks. Hence, it is possible and proven to be
applicable in varying environments. We recommend transferring this logic to
different robotic platforms and different environments as necessary.
2. In this work, we explored intrinsic user qualities, such as LOC, sense of perceived
presence, and immersive tendencies. We found some correlation between these
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user traits and teleoperation performance. Since we found consistent results
across a multi-year, multi-phase study across 92 participants, we recommend 1)
to conduct further studies where these qualities are inferred early on, and then
a switch to a more appropriate controller for these user groups, in real-time,
based on those inferences (ideally, this will provide better collaboration between
humans and robots), and 2) to determine which other intrinsic user qualities can
be inferred, and which qualities are a good predictor of user behaviors beyond
the ones we’ve studied (LOC, presence, and immersive tendencies).
3. Based on the collision count results, we recommend modifying the Adapt con-
troller to have an obstacle avoidance component. Adapt mode performs better
than Exponential mode for most of the metrics we studied; however, it performs
worst in terms of collision counts. Adding an obstacle avoidance component will
help with this limitation and allow for better performance.
4. Since we know that Adapt mode generally performs better than Exponential
mode, and we know that there are differences in performance in different user
groups, if we can infer that a user is, for example, a High Internal user, we
can switch to a different type of Adapt mode that gives the users more control.
While it is true that users generally perform better in Adapt mode already,
having an improved Adapt controller that more closely accommodates specific
types of users would potentially enhance overall performance. This could be im-
plemented within many aspects of Adapt mode, such as decreasing or increasing
the autopilot control and tuning the parameters that pull them towards the op-
timal path. This would be an easy task since we would just need to change
the autopilot thresholds to give users more or less control. This would ideally
reduce conflicts with the autonomy and result in less user frustration and better
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compatibility and performance overall.
5. Finally, since we found that an adaptive shared controller outperforms a fixed
shared controller in most cases, we recommend using Adapt mode moving for-
ward, with modifications including an obstacle avoidance component and the
ability to infer user qualities and switch to more or less control depending on
the inferred qualities.
6.3.2 Guidelines for Inferences
Based on recommendation 2 from above, we provide the following guidelines for in-
ference of user qualities and compatible modes:
• Based on performance metrics in the first part of the obstacle course, upon
finding out that a user is High Internal (high number of total commands issued),
switch to a more flexible Adapt mode that gives users more control and less
restrictions (i.e., tuning the autopilot parameters to engage less, allowing users
more control). This will potentially be more compatible with High Internal
users and ideally reduce user frustration and total commands sent.
• Based on initial performance metrics, upon figuring out that a user is High Ex-
ternal (low values of path deviation, total commands, and command conflicts),
switch to an Adapt mode that guides the users toward the optimal path more.
These users don’t perform as well in terms of time duration and distance, so
more guidance can help them navigate the obstacle course better. Additionally,
these users tend to be more agreeable with the robot and are okay with the
robot taking control more, so providing more guidance will not upset them as
much.
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• Based on initial performance metrics, upon finding out that a user has high
immersive tendencies or a high sense of perceived presence (a combination of
better performance in time duration, distance, and path deviation, with lower
performance in total commands and command conflicts), it will be best to switch
to an Adapt mode that gives users a bit more control. The justification for this
is that users with high immersive tendencies and a high presence score tend
to do well when it comes to duration, distance travelled, and path deviation;
however, they send a lot of commands and have a lot of command conflicts.
Switching to a less restrictive Adapt mode may help with the conflict between
the controller and the user. The opposite is true for those with lower immersive
tendencies and low presence scores - these users sent fewer total commands and
less command conflicts, with a higher duration, distance, and path deviation.
This could be due to the fact that they were unsure which commands to send
and were having a little more difficulty completing the task. For these users,
more guidance from the autonomy could be beneficial.
An important user group to note is the Average LOC group. In the Adapt Shared
Controller study, these users performed worst than their High Internal and High
External counterparts in both Adapt and Exponential mode for time duration, dis-
tance travelled, path deviation, and command conflicts. In order to provide inference
guidelines for this specific user group, further study would be needed.
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Chapter 7
Future Work and Conclusion
7.1 Future Work
This thesis lays the foundation for work in the intersection of adaptive shared control,
intrinsic user qualities, and telepresence robots. To summarize, in the future, we
would like to see further research in a few areas: 1) research to determine which other
intrinsic user qualities are inferable, 2) research related to inferring intrinsic user
qualities in real-time and adapting different shared control strategies to users based
on those inferred qualities, 3) research in how our adaptive shared control logic would
apply to different platforms and a dynamic environment that more closely mimics
the real-world. We hope that this moves us all in the direction of designing better
adaptive shared control strategies that are able to infer user qualities and adapt the
shared control system to that specific user.
7.2 Conclusion
In this work we implemented two new shared controllers for telepresence robots:
1) a switching shared controller that switches between a more relaxed and a more
restrictive potential field autonomy while pushing users away from obstacles, and 2)
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an adaptive shared controller that guides users towards the optimal path and wrests
control from them via an autopilot if they stray too far from the goal. We explored
how different user qualities, such as LOC, sense of perceived presence, and immersive
tendencies, impact holistic user/robot performance when completing navigation tasks
in a telepresence robot and found that there are differences that can potentially be
inferred. Additionally, we conducted experiments to test the differences between a
“discouraging,” potential field autonomy that pushes users away from obstacles and
an “encouraging,” path correction autonomy that pulls users toward the goal and
found that our path correction autonomy performs better for different user groups, in
many cases; however, it is not preferred by users. Our results demonstrate that while
one-size-fits-all shared control strategies may improve performance for a wide range of
users, user preference, and therefore likely trust and acceptance, will be better gained
by tailoring control strategies to specific user groups. Based on our findings, we
highly suggest using an adaptive shared controller, with varying degrees of control,
depending on different user qualities. Further, we discussed specific guidelines on
which types of adaptive shared controllers would be most compatible with the user
qualities we studied in order to reduce conflicts, increase human-robot collaboration,





Materials used During User Studies
This appendix contains the materials used during the user studies which includes one
consent form, three questionnaires (Pre-questionnaire, Questionnaire, Post-questionnaire),








Computer Science and Engineering
Project Title: CRII: CHS: Investigating Impact of Personality Factors on Telepresence Robot
Operation.
You are being invited to take part in a research study being conducted by University of Nebraska,
Lincoln. You are being asked to read this form so that you know about this research study. The
information in this form is provided to help you decide whether or not to take part in the research. If
you decide to take part in the study, you will be asked to sign this consent form. If you decide you
do not want to participate, there will be no penalty to you, and you will not lose any benefit you
normally would have.
WHY IS THIS STUDY BEING DONE?
The purpose of this study is to investigate the impact of personality factors on telepresence robot
operation.
WHY AM I BEING ASKED TO BE IN THIS STUDY?
You are being asked to be in this study because you are a willing adult (above the age of 19)
volunteer and a member of the Lincoln community.
HOW MANY PEOPLE WILL BE ASKED TO BE IN THIS STUDY?
A maximum of 120 people (participants) will be enrolled in this study locally.
WHAT ARE THE ALTERNATIVES TO BEING IN THIS STUDY?
The alternative is not to participate.
WHAT WILL I BE ASKED TO DO IN THIS STUDY?
Your participation in this study will last up to one and one half hours and includes one visit to room
218 in Schorr Center. The procedures you will be asked to perform are described below.
This visit will last about one and one half hours. A pre-questionnaire will be administered before the
experiment. Subjects will be asked to participate in a driving task or a social task via the
telepresence robot. After the completion of the task, the participants will be asked to fill out another
questionnaire while the room is being setup for the second task. The participants will then be asked
to complete the other task. Finally, the study ends with a post questionnaire and an interview about
the participants’ overall experience.
WILL VIDEO OR AUDIO RECORDINGS BE MADE OF ME DURING THE STUDY?
The researchers will make a video recording (with audio) during the study so they can observe body
language, verify answers, and confirm interactions. These videos will be destroyed at the conclusion
of data collection once transcriptions are created (within 6 months of collection). If you do not give
permission for the video recording to be obtained, you cannot participate in this study.
ARE THERE ANY RISKS TO ME?
Siya Kunde • 223 Schorr Center • Lincoln, NE 68588
402-472-5073 • skunde@cse.unl.edu
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As all the interactions in this study will be remote, there are no more risks than in everyday life.
However, you may feel that some questions/procedures that are asked of you will be stressful or
upsetting. You do not have to answer anything you do not want to. You may leave at any time with
no penalty.
ARE THERE ANY BENEFITS TO ME?
There is no direct benefit to you by being in this study. What the researchers find out from this
study may help other people with having better interactions with robots in the future.
WILL THERE BE ANY COSTS TO ME?
Aside from your time, there are no costs for taking part in the study.
WILL I BE PAID TO BE IN THIS STUDY?
You will be paid a compensation of $20 for being in this study.
WILL INFORMATION FROM THIS STUDY BE KEPT PRIVATE?
The original identifiable records of this study will be kept private. These research records will be
stored securely and only Dr. Brittany Duncan and Siya Kunde will have access to them upon
completion of the study, but other research study personnel will have access during the trial.
Representatives of regulatory agencies such as the University of Nebraska, Lincoln IRB may access
your records to make sure the study is being run correctly and that information is collected properly.
Information about you will be kept confidential to the extent permitted or required by law.
Information about you will be stored in locked file cabinet and computer files will be protected with
a password. This consent form will be filed securely in an official area. No identifiers linking you to
this study will be included in any sort of report that might be published.
De-identified data from the study will be shared with researchers outside of the University of
Nebraska-Lincoln to be combined with data from other studies and allow broader conclusions to be
drawn across large, aggregated data sets. Any personal information that could identify you
(including name or contact information) will be removed before the data are shared.
WHOM CAN I CONTACT FOR MORE INFORMATION?
You can call the Principal Investigator to tell her about a concern or complaint about this research
study. The Principal Investigator Dr. Brittany Duncan can be called at 402-472-5073 or emailed at
bduncan@cse.unl.edu.
For questions about your rights as a research participant; or if you have questions, complaints, or
concerns about the research and cannot reach the Principal Investigator or want to talk to someone
other than the Investigator, you may call the IRB office.
• Phone number: (402) 472-8196
• Email: irb@unl.edu
MAY I CHANGE MY MIND ABOUT PARTICIPATING?
You have the choice whether or not to be in this research study. You may decide not to participate
or stop participating at any time.
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CAN I PROVIDE FEEDBACK ABOUT MY EXPERIENCE?
The University of Nebraska-Lincoln wants to know about your research experience. This 14 question,
multiple-choice survey is anonymous; however, you can provide your contact information if you want
someone to follow-up with you. This survey should be completed after your participation in this
research. Please complete this optional online survey at:
https://ssp.qualtrics.com/SE/?SID=SV aVvlNCf0U1vse5n.
STATEMENT OF CONSENT
I agree to be in this study and know that I am not giving up any legal rights by signing this form.
The procedures, risks, and benefits have been explained to me, and my questions have been
answered. I know that the researcher will tell me if I must be removed from the study. I can ask
more questions if I want. A copy of this entire, signed consent form will be given to me.
Participant Signature Date
Printed Name Date
INVESTIGATOR’S AFFIDAVIT: Either I have or my agent has carefully explained to the
participant the nature of the above project. I hereby certify that to the best of my knowledge the
person who signed this consent form was informed of the nature, demands, benefits, and risks





Gender:   Male  Female 
Age:    _______________________________________________ 
Occupation:   _________________________________________ 
 
Education level:      Some High School  High School  Some College  
                     College                           Graduate School 
Major:   ______________________________________________ 
 
Culture you most identify with:    American  Chinese Indian    Japanese 
                                            Korean   Mexican  Native American  
Other:    
 
Computer Experience:   1 2 3 4 5 6 
        Beginner     Expert 
 
Robot Experience:    1 2 3 4 5 6 
        Beginner     Expert 
 
Have you ever interacted with a robot?  Yes  No 
 If yes, how often? Once  Yearly  Monthly Weekly Daily 
 If yes, which type?  (please circle all applicable answers) 
• a consumer robot such as a Roomba or pool cleaning robot?  
• an industrial robot, telepresence robot, or other robot in the workplace?  
• an educational robot such as Lego Mindstorms or an interactive robot in a 
museum?  
• an entertainment robot such as a Parrot AR.drone, DJI Phantom, or Sony Aibo?  
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Have you ever owned a robot?    Yes  No 
If yes, which type?  (please circle all applicable answers) 
• a consumer robot such as a Roomba or pool cleaning robot?  
• an industrial robot, telepresence robot, or other robot in the workplace?  
• an educational robot such as Lego Mindstorms or an interactive robot in a 
museum?  
• an entertainment robot such as a Parrot AR.drone, DJI Phantom, or Sony Aibo?  
 
Have you ever played video games?   Yes  No 
 If yes, how often? Once  Yearly  Monthly Weekly Daily 
 
Have you ever owned a pet?     Yes  No 
 If yes, what kind?  _______________________________ 
 
Have you ever owned a remote-controlled helicopter or airplane or an unmanned aerial system? 
Yes   No 
If yes, what kind? _______________________________ 
 
Have you ever operated a Telepresence Robot?       
Yes   No 








This scale consists of a number of words that describe different feelings and emotions. Read each 
item and then mark the appropriate answer in the space next to that word. Indicate to what extent 
you have felt this way in the past few weeks. 
Use the following scale to record your answers. 
 1      2          3         4         5 
    very slightly a little  moderately quite a bit extremely 
    or not at all 
 
  __ interested   __ irritable 
  __ distressed   __ alert 
  __ excited   __ ashamed 
  __ upset   __ inspired 
  __ strong   __ nervous 
  __ guilty   __ determined 
  __ scared   __ attentive 
  __ hostile   __ jittery 
  __ enthusiastic  __ active 










This scale consists of a number of words that describe different feelings and emotions. Read each 
item and then mark the appropriate answer in the space next to that word. Indicate to what extent 
you have felt this way today. 
Use the following scale to record your answers. 
 1      2          3         4         5 
    very slightly a little  moderately quite a bit extremely 
    or not at all 
 
  __ interested   __ irritable 
  __ distressed   __ alert 
  __ excited   __ ashamed 
  __ upset   __ inspired 
  __ strong   __ nervous 
  __ guilty   __ determined 
  __ scared   __ attentive 
  __ hostile   __ jittery 
  __ enthusiastic  __ active 











On the following pages, there are statements describing feelings about robots. Please use the 
rating scale below to describe how accurately each statement reflects your feelings. Describe 
how you generally feel now, not as you wish to feel in the future. So that you can describe 
yourself in an honest manner, your responses will be kept in absolute confidence. Please read 
each statement carefully, and then circle the number on the scale. 
Response Options 
 
1: I Strongly Disagree 
2: I Disagree 
3: Undecided 
4: I Agree 
5: I Strongly Agree 
I would feel uneasy if robots really had emotions. 
1   2   3   4   5  
Strongly Disagree                              Strongly Agree 
 
Something bad might happen if robots developed into living beings. 
1   2   3   4   5  
Strongly Disagree                              Strongly Agree 
 
I would feel relaxed talking with robots. 
1   2   3   4   5  
Strongly Disagree                               Strongly Agree 
 
I would feel uneasy if I was given a job where I had to use robots. 
1   2   3   4   5  
Strongly Disagree                               Strongly Agree 
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 If robots had emotions, I would be able to make friends with them. 
1   2   3   4   5  
Strongly Disagree                              Strongly Agree 
 
I feel comforted being with robots that have emotions. 
1   2   3   4   5  
Strongly Disagree                              Strongly Agree 
 
The word “robot” means nothing to me. 
1   2   3   4   5  
Strongly Disagree                              Strongly Agree 
 
I would feel nervous operating a robot in front of other people. 
1   2   3   4   5  
Strongly Disagree                              Strongly Agree 
 
I would hate the idea that robots or artificial intelligences were making judgments about 
things. 
1   2   3   4   5  
Strongly Disagree                              Strongly Agree 
 
I would feel very nervous just standing in front of a robot. 
1   2   3   4   5  
Strongly Disagree                              Strongly Agree 
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I feel that if I depend on robots too much, something bad might happen. 
1   2   3   4   5  
Strongly Disagree                          Strongly Agree 
 
I would feel paranoid talking with a robot. 
1   2   3   4   5  
Strongly Disagree                Strongly Agree 
 
I am concerned that robots would be a bad influence on children. 
1   2   3   4   5  
Strongly Disagree                 Strongly Agree 
 
I feel that in the future society will be dominated by robots. 
1   2   3   4   5  













On the following pages, there are statements describing certain scenarios and probable feelings 
associated with each scenario. Please use the rating scale below to describe how accurately each 
statement describes you in general. Your responses will be kept in absolute confidence. Please 
read each statement carefully, and then circle the number on the scale. 
 
Response Options 
1: Does not describe me well 
 
2: Describes me rarely 
3: Describes me sometimes 
4: Describes me slightly 
5: Describes me very well 
 
When I am reading an interesting story or novel, I imagine how I would feel if the events 
in the story were happening to me. 




I really get involved with the feelings of the characters in a novel. 
1   2   3   4   5 
 
 
I am usually objective when I watch a movie or play, and I don't often get completely 
caught up in it.  




















After seeing a play or movie, I have felt as though I were one of the characters. 
1   2   3   4   5 
 
 
I daydream and fantasize, with some regularity, about things that might happen to me. 
1   2   3   4   5 
 
 
Becoming extremely involved in a good book or movie is somewhat rare for me.  
1   2   3   4   5 
 
 
When I watch a good movie, I can very easily put myself in the place of a leading 
character. 

































On the following pages, there are questions related to your daily life experiences. Please use the 
rating scale below to answer the questions. This scale consists of a number of words that 
describe different feelings and emotions. Read each question and then mark the appropriate 
answer with a mark (X) on the scale given under each question.  
 
1. Do you ever get extremely involved in projects that are assigned to you by your boss 





2. How easily can you switch your attention from the task in which you are currently 







3. How frequently do you get emotionally involved (angry, sad, or happy) in the news 















      
      
      
      
      
      
      
      
Not at all Moderately Extremely 
Never Sometimes Often 
Very Bad Neutral Very Good 
Never Sometimes Often 
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6. Do you ever become so involved in a television program or book that people have 













8. Do you ever become so involved in a movie that you are not aware of things 






9. How frequently do you find yourself closely identifying with the characters in a 







      
      
      
      
      
      
      
      
      
      
Not at all Moderately  Extremely  
Never Sometimes Often 
Not at all Moderately Extremely 
Never Sometimes Often 
Never Sometimes Often 
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10. Do you ever become so involved in a video game that it is as if you are inside the 













12. What kind of books do you read most frequently? (CIRCLE ONE ITEM ONLY!) 
 
Spy novels Fantasies Science fiction 
 
Adventure Romance novels Historical novels 
 
Westerns Mysteries Other fiction 
 
Biographies Autobiographies Other non-fiction 
 
 













      
      
      
      
      
      
      
      
0 6 12+ 
Not at all Moderately  Extremely  
Never Sometimes Often 
Not at all Moderately Extremely 
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15. When watching sports, do you ever become so involved in the game that you react as 






16. Do you ever become so involved in a daydream that you are not aware of things 



























      
      
      
      
      
      
      
      
      
      
Not at all Moderately Extremely 
Never Sometimes Often 
Never Sometimes Often 
Never Sometimes Often 
Not at all Moderately Extremely 
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21. How often do you play arcade or video games? (OFTEN should be taken to mean 

























      
      
      
      
      
      
      
      
      
      
Not at all Moderately  Extremely 
Not at all Moderately Extremely 
Never Sometimes Often 
Not at all Moderately Extremely 
Never Sometimes Often 
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Never Sometimes Often 
Never Sometimes Often 
Never Sometimes Often 
Never Sometimes Often 
Never Sometimes Often 
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For each question select the statement (circle either 1 or 2) that you agree with the most.  
A. 1. Many of the unhappy things in people's lives are partly due to bad luck.  
2. People's misfortunes result from the mistakes they make.  
 
B. 1. In the long run, people get the respect they deserve in this world. 
2. Unfortunately, an individual's worth often passes unrecognized no matter how hard 
he/she tries.   
 
C. 1. Without the right breaks, one cannot be an effective leader. 
2. Capable people who fail to become leaders have not taken advantage of their 
opportunities.  
 
D. 1. Becoming a success is a matter of hard work; luck has little or nothing to do with it.  
2. Getting a good job depends mainly on being in the right place at the right time.  
 
E. 1. What happens to me is my own doing.  
2. Sometimes I feel that I don't have enough control over the direction my life is taking. 
 
F. 1. When I make plans, I am almost certain that I can make them work.  
2. It is not always wise to plan too far ahead, because many things turn out to be a matter 
of good or bad fortune anyway. 
 
G. 1. In my case, getting what I want has little or nothing to do with luck.  
2. Many times we might just as well decide what to do by flipping a coin.  
 
H. 1. Who gets to be the boss often depends on who was lucky enough to be in the right 
place first.  
2. Getting people to do the right thing depends upon ability; luck has little or nothing to 
do with it. 
 
I. 1. Most people don't realize the extent to which their lives are controlled by accidental 
happenings.  
2. There really is no such thing as "luck."  
 
J. 1. In the long run, the bad things that happen to us are balanced by the good ones.  
2. Most misfortunes are the result of lack of ability, ignorance, laziness, or all three.  
 
K. 1. Many times I feel that I have little influence over the things that happen to me.  






This scale consists of a number of words that describe different feelings and emotions. Read each 
item and then mark the appropriate answer in the space next to that word. Indicate to what extent 
you have felt this way during your interaction with the robot. 
Use the following scale to record your answers. 
 1      2          3         4         5 
    very slightly a little  moderately quite a bit extremely 
    or not at all 
 
  __ interested   __ irritable 
  __ distressed   __ alert 
  __ excited   __ ashamed 
  __ upset   __ inspired 
  __ strong   __ nervous 
  __ guilty   __ determined 
  __ scared   __ attentive 
  __ hostile   __ jittery 
  __ enthusiastic  __ active 










This scale consists of a number of words that describe different traits. Read each item and then 
mark the appropriate answer in the space next to that word. Indicate to what extent you felt the 
robot exhibited these traits. 
Use the following scale to record your answers.  
1  2  3  4  5  6  7  8  9  10 
describes very poorly        describes very well 
__ cheerful    __ likeable 
__ disobedient    __ enthusiastic 
__ honest    __ dishonest 
__ extroverted   __ pretenseless 
__ unkind   __ happy 
__ reliable     __ harsh 
__ incompetent    __ helpful 
__ trustworthy    __ kind 













On the following pages, there are questions related to your experience after interacting with the 
robot. Please use the rating scale below to answer the questions. This scale consists of number of 
words that describe different feelings and emotions. Read each question and then mark the 
appropriate answer with a mark (X) on the scale given under each question.  
 
Note: In the following questions, remote environment represents the environment where the 





























      
      
      
      
      
      
      
      
Not at all Moderately Extremely 
Not at all  Moderately  Extremely  
Not at all  Moderately  Extremely 
Not at all Somewhat Completely 
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8. How aware were you of events occurring in the environment around you (not the 
remote environment where the robot is being operated)?  
            
 
9. How aware were you of your display and control devices? 







      
      
      
      
      
      
Not at all Somewhat Completely  
Not at all Somewhat Completely 
Not at all Somewhat Completely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
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10. How compelling was your sense of objects moving in the remote environment? 
 
            
11. How inconsistent or disconnected was the information coming from your various 
senses (visual display and sound)? 
 
            
 
12. How much did your experiences in the remote environment seem consistent with 
your real-world experiences?  
      
 
 




14. How completely were you able to actively survey or search the remote environment 
using vision?  





Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Somewhat Could anticipate 
completely  
Not at all Somewhat Completely 
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15. How well could you identify sounds?  
 
            
 
 
16. How well could you localize sounds? 




17. How compelling was your sense of moving around in the remote environment? 
           
 
 
18. How closely were you able to examine objects? 




19. How well could you examine objects from multiple viewpoints? 




Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
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20. To what degree did you feel confused or disoriented at the beginning of breaks or at 
the end of the experimental session? 
            
 
21. How involved were you in the remote environment?  
           
 
 
22. How distracting was the control mechanism?  
           
 
 
23. How much delay did you experience between your actions and expected outcomes? 
       
 
24. How quickly did you adjust to the robot’s viewpoint?  
       
 
25. How proficient in moving and interacting with the remote environment did you feel 
at the end of the experience?  
       
Not at all Somewhat Extremely 
Not at all Moderately Extremely 







Not at all Somewhat  Extremely  
Not at all Moderate  Extreme  
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26. How much did the visual display quality interfere or distract you from performing 
assigned tasks or required activities? 
       
  
Not at all Somewhat Extremely 
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Please rate how you are feeling right now by marking an X in a square. 
      
     Over     
        Stimulated  














Depression Relaxation   




Please rate how you felt when interacting with the robot by marking an X in the appropriate 
square. 
     Over     
        Stimulated  














Depression Relaxation   
            Sleepiness    
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How comfortable did you feel when operating the robot? 
 1  2  3  4  5  6 
Not Comfortable        Very Comfortable 
 
How safe did you feel when operating the robot?  
 1  2  3  4  5  6 
Not Safe At All              Very Safe 
 
How scared were you of running into objects or hitting the obstacles while operating the robot?  
 1  2  3  4  5  6 
    Not Scared              Very Scared 
 
How trustworthy did you find the robot?  
 1  2  3  4  5  6 
Not Trustworthy        Very Trustworthy 
 
If you encountered this robot outside, would you approach it? 
Yes  No 
 
If you encountered this robot outside, would it scare you? 
Yes  No 





This questionnaire consists of twenty-eight questions about experiences that you may have in 
your daily life and asks how often you have these experiences. We are interested in how often 
these experiences happen to you. 
To answer the questions, please determine to what degree the experience described in the 
question applies to you and circle the corresponding percentage. The left of the scale, labelled 
‘Never’, corresponds to 0% of the time, while the right of the scale, labelled ‘Always’, 
corresponds to 100% of the time; the range covers 0% to 100% in 10% increments. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
  
 
1. Some people have the experience of driving a car and suddenly realizing that they 
don’t remember what has happened during all or part of the trip. Circle the 
corresponding number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
2. Some people find that sometimes they are listening to someone talk and they 
suddenly realize that they did not hear part or all of what was just said. Circle the 
corresponding number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
3. Some people have the experience of finding themselves in a place and having no idea 
how they got there. Circle the corresponding number to show what percentage of 
the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 





4. Some people have the experience of finding themselves dressed in clothes that they 
don’t remember putting on. Circle the corresponding number to show what 
percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
5. Some people have the experience of finding new things among their belongings that 
they do not remember buying. Circle the corresponding number to show what 
percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
6. Some people sometimes find that they are approached by people that they do not 
know who call them by another name or insist that they have met before. Circle the 
corresponding number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
7. Some people sometimes have the experience of feeling as though they are standing 
next to themselves or watching themselves do something and they actually see 
themselves as if they were looking at another person. Circle the corresponding 
number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
8. Some people are told that they sometimes do not recognize friends or family 
members. Circle the corresponding number to show what percentage of the time 
this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 




9. Some people find that they have no memory for some important events in their lives 
(for example, a wedding or graduation). Circle the corresponding number to show 
what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
10. Some people have the experience of being accused of lying when they so not think 
that they have lied. Circle the corresponding number to show what percentage of 
the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
11. Some people have the experience of looking in a mirror and not recognizing 
themselves. Circle the corresponding number to show what percentage of the time 
this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
12. Some people sometimes have the experience of feeling that other people, objects, and 
the world around them are not real. Circle the corresponding number to show what 
percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
13. Some people sometimes have the experience of feeling that their body does not seem 
to belong to them. Circle the corresponding number to show what percentage of the 
time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 




14. Some people sometimes have the experience of remembering a past event so vividly 
that they feel as if they were reliving that event. Circle the corresponding number to 
show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
15. Some people have the experience of not being sure whether things that they 
remember happening really did happen or whether they just dreamed them. Circle 
the corresponding number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
16. Some people have the experience of being in a familiar place but finding it strange 
and unfamiliar. Circle the corresponding number to show what percentage of the 
time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
17. Some people find that when they are watching television or a movie they become so 
absorbed in the story that they are unware of other events happening around them. 
Circle the corresponding number to show what percentage of the time this happens 
to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
18. Some people sometimes find that they become so involved in a fantasy or daydream 
that it feels as though it were really happening to them. Circle the corresponding 
number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 





19. Some people find that they sometimes are able to ignore pain. Circle the 
corresponding number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
20. Some people find that they sometimes sit staring off into space, thinking of nothing, 
and are not aware of the passage of time. Circle the corresponding number to show 
what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
21. Some people sometimes find that when they are alone they talk out loud to 
themselves. Circle the corresponding number to show what percentage of the time 
this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
22. Some people find that in one situation that they feel almost as if they feel almost as if 
they were two different people. Circle the corresponding number to show what 
percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
23. Some people sometimes find that in certain situations they are able to do things with 
amazing ease and spontaneity that would usually be difficult for them. Circle the 
corresponding number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 






24. Some people sometimes find that they cannot remember whether they have done 
something or have just thought about doing that thing (for example, not knowing 
whether they have just mailed a letter or thought about mailing it). Circle the 
corresponding number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
25. Some people find evidence that they have done things that they do not remember 
doing. Circle the corresponding number to show what percentage of the time this 
happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
26. Some people sometimes find writing, drawings, or notes among their belongings that 
they must have done but cannot remember doing. Circle the corresponding number 
to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
 
27. Some people sometimes find that they hear voices inside their head that tell them to 
do things or comment on things that they are doing. Circle the corresponding 
number to show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
Never          Always 
 
28. Some people sometimes feel as if they are looking at the world through a fog so that 
people and objects appear far away or unclear. Circle the corresponding number to 
show what percentage of the time this happens to you. 
 
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 






This questionnaire consists of a number of questions related to your experience while interacting 
in the remote environment. Read each question and then circle the appropriate answer using the 
following scale: 
 
1 2 3 4 5 
I do not agree at all    I fully agree 
     
 
 
1. I devoted my whole attention to the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
     
2. I was able to imagine the arrangement of the spaces presented in the remote environment 
very well. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
3. I felt like I was actually there in the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
4. I had the impression that I could be active in the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
5. I thought most about things having to do with the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
6. I concentrated on whether there were any inconsistencies in the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
7. I am generally interested in the topic of the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
8. When someone shows me a blueprint, I am able to imagine the space easily. 
1 2 3 4 5 
I do not agree at all    I fully agree 
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9. It’s easy for me to negotiate a space in my mind without actually being there. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
10. I have felt a strong affinity to the theme of the remote environment for a long time. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
11. I didn’t really pay attention to the existence of errors or inconsistencies in the remote 
environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
12. I thoroughly considered what the things in the remote environment had to do with one 
another. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
13. I felt like I could move around among the objects in the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
14. It was as though my true location had shifted into the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
15. I had a precise idea of the spatial surroundings presented in the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
16. I concentrated on the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
17. I was able to make a good estimate of the size of the presented space in the remote 
environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
18. I felt as though I was physically present in the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
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19. The objects in the remote environment gave me the feeling that I could do things with 
them. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
20. The remote environment activated my thinking. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
21. I took a critical viewpoint of the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
22. There was already a fondness in me for the topic of the remote environment before I was 
exposed to it. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
23. When I read a text, I can usually easily imagine the arrangement of the objects described. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
24. The remote environment captured my senses. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
25. I just love to think about the topic of the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
26. It was not important for me whether the remote environment contained errors or 
contradictions. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
27. I thought about whether the remote environment could be of use to me. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
 
28. It seemed to me that I could do whatever I wanted in the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
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29. It seemed as though I actually took part in the action of the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
30. Even now, I still have a concrete mental image of the spatial environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
31. I dedicated myself completely to the remote environment. 
1 2 3 4 5 
I do not agree at all    I fully agree 
 
32. When someone describes a space to me, it’s usually very easy for me to imagine it 
clearly. 
1 2 3 4 5 




On the following pages, there are questions related to your experience after interacting with the 
robot. Please use the rating scale below to answer the questions. This scale consists of number of 
words that describe different feelings and emotions. Read each question and then mark the 
appropriate answer with a mark (X) on the scale given under each question.  
 
Note: In the following questions, remote environment represents the environment where the 





























      
      
      
      
      
      
      
      
Not at all Moderately Extremely 
Not at all  Moderately  Extremely  
Not at all  Moderately  Extremely 
Not at all Somewhat Completely 
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8. How aware were you of events occurring in the environment around you (not the 
remote environment where the robot is being operated)?  
            
 
9. How aware were you of your display and control devices? 







      
      
      
      
      
      
Not at all Somewhat Completely  
Not at all Somewhat Completely 
Not at all Somewhat Completely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
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10. How compelling was your sense of objects moving in the remote environment? 
 
            
11. How inconsistent or disconnected was the information coming from your various 
senses (visual display and sound)? 
 
            
 
12. How much did your experiences in the remote environment seem consistent with 
your real-world experiences?  
      
 
 




14. How completely were you able to actively survey or search the remote environment 
using vision?  





Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Somewhat Could anticipate 
completely  
Not at all Somewhat Completely 
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15. How well could you identify sounds?  
 
            
 
 
16. How well could you localize sounds? 




17. How compelling was your sense of moving around in the remote environment? 
           
 
 
18. How closely were you able to examine objects? 




19. How well could you examine objects from multiple viewpoints? 




Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
Not at all Moderately Extremely 
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20. To what degree did you feel confused or disoriented at the beginning of breaks or at 
the end of the experimental session? 
            
 
21. How involved were you in the remote environment?  
           
 
 
22. How distracting was the control mechanism?  
           
 
 
23. How much delay did you experience between your actions and expected outcomes? 
       
 
24. How quickly did you adjust to the robot’s viewpoint?  
       
 
25. How proficient in moving and interacting with the remote environment did you feel 
at the end of the experience?  
       
Not at all Somewhat Extremely 
Not at all Moderately Extremely 







Not at all Somewhat  Extremely  
Not at all Moderate  Extreme  
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26. How much did the visual display quality interfere or distract you from performing 
assigned tasks or required activities? 
       
  
Not at all Somewhat Extremely 
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This scale consists of a number of words that describe different feelings and emotions. Read each 
item and then mark the appropriate answer in the space next to that word. Indicate to what extent 
you have felt this way during your interaction with the robot. 
 
Use the following scale to record your answers. 
 1      2          3         4         5 
    very slightly a little  moderately quite a bit extremely 
    or not at all 
 
  __ interested   __ irritable 
 
  __ distressed   __ alert 
 
  __ excited   __ ashamed 
 
  __ upset   __ inspired 
 
  __ strong   __ nervous 
 
  __ guilty   __ determined 
 
  __ scared   __ attentive 
 
  __ hostile   __ jittery 
 
  __ enthusiastic  __ active 
 













This scale consists of a number of words that describe different traits. Read each item and then 
mark the appropriate answer in the space next to that word. Indicate to what extent you felt the 
robot exhibited these traits. 
Use the following scale to record your answers. 
1  2  3  4  5  6  7  8  9  10 
describes very poorly       describes very well 
__ cheerful   __ likeable 
__ disobedient   __ enthusiastic 
__ honest   __ dishonest 
__ extroverted   __ pretenseless 
__ unkind   __ happy 
__ reliable   __ harsh 
__ incompetent   __ helpful 
__ trustworthy   __ kind 





















Please rate how you are feeling right now by marking an X in a square. 
      
     Over     
        Stimulated  














Depression Relaxation   





Please rate how you felt when interacting with the robot by marking an X in the appropriate 
square. 
     Over     
        Stimulated  














Depression Relaxation   




How comfortable did you feel when operating the robot? 
 
 1  2  3  4  5  6 




How safe did you feel when operating the robot?  
 
 1  2  3  4  5  6 




How scared were you of running into objects or hitting the obstacles while operating the robot? 
 
 1  2  3  4  5  6 




How trustworthy did you find the robot?  
 
 1  2  3  4  5  6 




If you encountered this robot outside, would you approach it? 




If you encountered this robot outside, would it scare you? 






























On the following pages, there are phrases describing people's behaviors. Please use the rating 
scale below to describe how accurately each statement describes you. Describe yourself as you 
generally are now, not as you wish to be in the future. Describe yourself as you honestly see 
yourself, in relation to other people you know of the same sex as you are, and roughly your same 
age. So that you can describe yourself in an honest manner, your responses will be kept in 
absolute confidence. Please read each statement carefully, and then circle the number that you 
feel is accurate. 
Response Options 
 
1: Very Inaccurate 
2: Moderately Inaccurate 
3: Neither Inaccurate nor Accurate 
4: Moderately Accurate 
5: Very Accurate 
 
Try to surpass others' accomplishments. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Break my promises. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am relaxed most of the time. 
1   2   3   4   5  




Often forget to put things back in their proper place. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Feel little concern for others. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Have a rich vocabulary. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am the life of the party. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Try to outdo others. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Get stressed out easily. 
1   2   3   4   5  




Have a vivid imagination. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am not interested in other people's problems. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Make a mess of things. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Feel comfortable around people. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am afraid that I will do the wrong thing. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Worry about things. 
1   2   3   4   5  




Have excellent ideas. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am easily disturbed. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Insult people. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Start conversations. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am quick to correct others. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Leave my belongings around. 
1   2   3   4   5  




Am quick to understand things. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Seldom feel blue. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am not really interested in others. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Talk to a lot of different people at parties. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Feel that I'm unable to deal with things. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Impose my will on others. 
1   2   3   4   5  





1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Demand explanations from others. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am exacting in my work. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Use difficult words. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Shirk my duties. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Get upset easily. 
1   2   3   4   5  




Don't mind being the center of attention. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Suspect hidden motives in others. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Want to control the conversation. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Make people feel at ease. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Spend time reflecting on things. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Follow a schedule. 
1   2   3   4   5  




Change my mood a lot. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Don't talk a lot. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Feel that my life lacks direction. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am not afraid of providing criticism. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
 
Feel others' emotions. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am full of ideas. 
1   2   3   4   5  





1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Have frequent mood swings. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Keep in the background. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Do not like art. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Challenge others' points of view. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Take time out for others. 
1   2   3   4   5  




Have difficulty understanding abstract ideas. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Get chores done right away. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Get irritated easily. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Have little to say. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Believe that too much tax money goes to support artists. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Lay down the law to others. 
1   2   3   4   5  




Look for hidden meanings in things. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Have a soft heart. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am not interested in abstract ideas. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Pay attention to details. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Sympathize with others' feelings. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Don't like to draw attention to myself. 
1   2   3   4   5  




Put people under pressure. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Become overwhelmed by events.  
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Hate to seem pushy. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Often feel blue. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Do not have a good imagination. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am always prepared. 
1   2   3   4   5  




Am interested in people. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Am quiet around strangers. 
1   2   3   4   5  
Very Inaccurate          Very Accurate 
 
Feel lucky most of the time. 
1   2   3   4   5  

















What were you feeling during the experiments? 
 
 












Do you have any suggestions for improving the experimental process? 
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