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RESUMEN
Algebra de Lie de un grupo de trenza pura
Julio Christian Quesada Llanto
Julio - 2014
Orientador : Dr. Agripino Garc´ıa Armas
T´ıtulo obtenido : Licenciado en matema´tica
En este trabajo estudiamos el a´lgebra de Lie asociado con la filtracio´n de la serie
central del grupo de trenzas pura de Artin y probamos que es una extensio´n de
las a´lgebras de Lie libres.
Palabras claves : Homotop´ıa
Grupo de Trenzas
Algebras de Lie
Fibracio´n
Haz Fibrado
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ABSTRACT
Lie Algebra of a pure braid group
Julio Christian Quesada Llanto
July- 2014
Adviser : Dr. Agripino Garc´ıa Armas
Obtained degree : mathematician
In this work we study the Lie algebra associated with the filtration of the central
series of the group of pure Artin braid and tried to be an extension of free Lie
algebras.
Keywords : Homotopy
Pure Braid Group
Lie Algebra
Fibration
Vector Bundle
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Introduccio´n
En este trabajo describimos el a´lgebra de Lie gr∗(Pk) asociada a la serie central
descendente del grupo de trenza pura de Artin Pk.La estructura aditiva de gr∗(Pk)
fue calculada por M. Falk y R. Randell en [3]. La estructura de a´lgebra de Lie fue
desarrollada por primera vez por T. Kohno en [7] usando homotop´ıa racional.
En el presente trabajo la estructura de a´lgebra de Lie es desarrollada directamente
a trave´s de una presentacio´n del grupo de trenzas pura de Artin.
La homolog´ıa entera de Ω(Conf(R2n, k)) fue calculado por E. Fadell y S. Husseini
y subsecuentemente por F. Cohen y S. Gitler, quienes probaron que el a´lgebra de
Lie de primitivas es dada por una extensio´n no trivial de a´lgebras de Lie libres. Di-
gamos existe un isomorfismo del mo´dulo de primitivas PCH∗(Ω(Conf(R
2n, q))) ∼=
L2 ⊕ ...⊕ Lq donde Li = L[Ai,1, . . . , Ai,i−1] es un a´gebra de Lie libre en i− 1 ge-
neradores de grado 2n− 2 y las relaciones entre los Ai,j sonde la forma:
1. [Ai,jAk,i] = [Ak,iAk,j]
2. [Ai,jAk,j] = [Ak,jAk,i] para 1 ≤ j < i < k ≤ q
y [Ai,jAk,l] = 0 para distintos i, j, k, l. Estos son conocidos como las relaciones de
Yang-Baxter o relaciones de trenza infinitesimal y ellos aparecen independiente-
mente en muchos contextos en a´lgebra y topolog´ıa.
Una explicacio´n satisfactoria para la conexio´n entre los dos a´lgebras de Lie sigue
siendo desconocido, aunque esto es parte de un feno´meno ma´s general. Aunque
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los trabajos de D. Cohen y M. Xicote´ncatl prueban la existencia de isomorfismos
ana´logos.
Este trabajo esta´ dividido en tres cap´ıtulos:
En el cap´ıtulo I, introduciremos los conceptos ba´sicos de los grupos de homotop´ıa,
espacios de configuraciones, haz fibrado de Fadell-Neuwirth, sucesio´n exacta de
grupos de homotop´ıa asociada a un haz fibrado, serie central descendente y a´lge-
bra de Lie.
En el cap´ıtulo II, introduciremos el concepto de grupo de Trenza y la presentacio´n
del grupo de trenza pura de Artin.
En el cap´ıtulo III desarrollaremos el a´lgebra de Lie de un grupo de trenza pura y
el teorema central del trabajo.
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Cap´ıtulo 1
Preliminares
1.1. Homotop´ıa
1.1.1 Definicio´n. Sean X, Y espacios topolo´gicos, I = [0, 1] (el intervalo [0, 1]
con la topologa usual ) y denotaremos por Map(X, Y ) el conjunto de las aplica-
ciones continuas de X en Y .Sean f, g ∈Map(X, Y ).Diremos que f es homo´topica
a g, si existe una aplicacio´n continua F : X × I −→ Y tal que F (x, 0) = f(x),
F (x, 1) = g(x) para todo x ∈ X. A la aplicacio´n F se denomina una homotop´ıa
entre f y g se denota f ≃ g F : f ≃ g.
Para cada t ∈ I = [0, 1], definimos Ft(x) = F (x, t) esto nos da una familia de
aplicaciones Ft ∈Map(X, Y ) para cada t ∈ I = [0, 1].
Una aplicacio´n continua f : X −→ Y es llamada nul homoto´pico si f es ho-
moto´pico a una constante.
1.1.2 Definicio´n. Sea A un subconjunto de X, f, g : X −→ Y aplicaciones
continuas. Diremos que f es homoto´pico a g relativo a A si existe una aplicacio´n
continua F : X × I −→ Y tal que F (x, 0) = f(x), F (x, 1) = g(x), x ∈ X;
F (a, t) = f(a) para a ∈ A, t ∈ I.
A la aplicacio´n F se le denomina una homotop´ıa entre f y g relativa a A, se
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denota por f ≃ g relA o´ F : f ≃ g relA, cuando sea necesario precisar F .
1.1.3 Proposicio´n. ≃ relA es una relacio´n de equivalencia en Map(X, Y ) .
Demostracio´n.
Reflexividad:
Sea f : X −→ Y una aplicacio´n continua. Definamos una homotop´ıa
F : X × I −→ Y
(x, t) 7−→ f(x)
tenemos f ≃ f relA.
Simetr´ıa:
Sea F : f ≃ g relA una homotop´ıa de f y g relativo a A. Definamos una homo-
top´ıa
G : X × I −→ Y
(x, t) 7−→ F (x, 1− t)
G es continua puesto que es continua F . Luego G : g ≃ f relA.
Transitividad:
Sean F : f ≃ g relA, G : g ≃ h relA. Definamos una homotop´ıa
H : X × I −→ Y
(x, t) 7−→ H(x, t) =

 F (x, 2t) , 0 ≤ t ≤ 1/2G(x, 2t− 1) , 1/2 ≤ t ≤ 1
H es continua puesto que es continua en [0, 1/2] y [1/2, 1] y en 1/2
F (x, 1) = G(x, 0) = g(x).
Luego H : f ≃ h relA. 
El Map(X, Y ), es particionado en clases de equivalencia por la relacio´n de homo-
top´ıa relativa a A. Esas clases de equivalencia se denominan clases de homotop´ıa
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relativas a A, denotaremos [X, Y ]A al conjunto de todas las clases de homotop´ıa
relativas a A.
Si A = ∅, [X, Y ]A se denota por [X, Y ].
Sea X un espacio topolo´gico y A un subespacio de X, al par (X,A) se denomina
una pareja de espacios. En particular cuando A es el punto x0 ∈ X, a la pareja
(X, x0) se le denomina espacio punteado y al punto x0 punto base de X.
1.1.4 Definicio´n. Sea X un espacio con punto base. El n-e´simo grupo de homo-
top´ıa, πn(X), es definido por
πn(X) = [S
n, X]
para n ≥ 0, donde Sn es la n-esfera unitaria.
Cuando n = 1, π1(X) se denomina grupo fundamental de X.
Cuando n = 0, π0(X) es el conjunto de todas las componentes por trayectorias
del espacio X, en general no resulta un grupo.
Una aplicacio´n continua f : X −→ Y induce una aplicacio´n
f∗ : πn(X) = [S
n, X] −→ [Sn, Y ] = πn(Y )
[λ] 7−→ [f ◦ λ]
Se tiene el siguiente resultado:
πn(X) ∼= πn−1(ΩX) ∼= . . . ∼= π0(Ω
nX)
donde ΩX = Map(S1, X) son los lazos en X basado en el punto base de X.
Si X = S1, la 1-esfera unitaria, tenemos el siguiente resultado:
πi(S
1) =

 Z , si i = 10 , si i ̸= 1
Tambie´n
R2−{q1, . . . , qm} ≃ ∨mS
1
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R2 menos un conjunto de puntos q1, . . . , qm es homoto´pico a un bouquet de esferas.
Luego
πi(R
2−{q1, . . . , qm}) = πi(∨mS
1) = 0 para todo i ≥ 2.
1.2. Haz fibrado
Siguendo los lineamientos establecidos por Hausen en [3H] daremos la demostra-
cin del terorema de Fadell Neuwirth
1.2.1 Definicio´n. Un haz es una terna (E, p,B) donde E y B son espacios
topolo´gicos y p : E −→ B es una aplicacio´n continua sobreyectiva. Al espacio
B se le denomina espacio base, al espacio E espacio total y a la aplicacio´n p la
proyeccio´n del haz. Para cada b ∈ B, p−1(b) se denomina la fibra del haz sobre b.
1.2.2 Definicio´n. Dado un espacio topolgico F una carta para un haz p : E −→
B asociado a la fibra F es un par (U, φ) tal que :
1) U es un conjunto abierto en B y
2) φ : U × F −→ p−1(U) es un homeomorfismo tal que el siguiente diagrama
Uα × F
π1 ##●●
●●
●●
●●
●
φα // p−1(Uα)
p
{{✈✈
✈✈
✈✈
✈✈
✈
Uα
conmuta, esto es, pφα(x, y) = π1(x, y) = x para (x, y) ∈ U × F .
1.2.3 Definicio´n. Un atlas del haz p : E −→ B, con fibra F es una coleccio´n de
cartas {(Uα, φα)} asociado a la fibra F tal que {Uα} es un cubrimiento abierto
de B.
1.2.4 Definicio´n. Un haz (E, p,B) es un haz fibrado con fibra F si existe un
atlas, con fibra F , asociado a l.
Al haz (B×F, π,B) donde π : B×F −→ B es la proyeccio´n, se le denomina haz
fibrado trivial.
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1.2.5 Definicio´n. Sea M un espacio topolo´gico de Hausdorff. El espacio de
configuraciones de n-upla ordenada de puntos distintos en M es el subespacio de
Mn =M × . . .×M︸ ︷︷ ︸
n−veces
dado por
Fn(M) = {(m1,m2, . . . ,mn) ∈M
n / mi ̸= mj, si i ̸= j}.
El grupo sime´trico de n-letras Σn actu´a por al izquierda sobre Fn(M) permutando
la coordenadas
σ.(m1, . . . ,mn) = (mσ(1), . . . ,mσ(n)).
Al espacio de o´rbitas Fn(M)/Σn se denomina el espacio de configuraciones no
ordenado.
1.2.6 Ejemplo. Sea M un espacio topolo´gico Hausdorff
F2(M) = {(x, y) ∈M
2 / x ̸= y}
= (M ×M) \∆
el complemento de la diagonal ∆en M ×M .
1.2.7 Ejemplo. El espacio de configuraciones Fk(R
n) es homeomorfo a
Rn×Fk−1(R
n−{0}). En efecto
φ : Fk(R
n) −→ Rn×Fk−1(R
n−{0})
(x1, . . . , xk) 7−→ (x1, x2 − x1, x3 − x1, . . . , xk − x1)
ψ : Rn×Fk−1(R
n−{0}) −→ Fk(R
n)
(y1, . . . , yk) 7−→ (y1, y2 + y1, y3 + y1, . . . , yk + y1)
tenemos φψ = id, ψφ = id.
1.2.8 Definicio´n. Un espacio topolo´gico de Hausdorff M es una variedad to-
polo´gica de dimensio´n n si para cada punto de M existe una vecindad abierta
homeomorfa a un subconjunto abierto de Rn.
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1.2.9 Ejemplo. Rn es una variedad topolo´gica de dimensio´n n.
1.2.10 Ejemplo. La 2-esfera unitaria
S2 = {(x, y, z) ∈ R3 / x2 + y2 + z2 = 1}
es una variedad topolo´gica de dimensio´in 2. En efecto: Sean p = (0, 0,−1) y
q = (0, 0, 1) puntos en S2, los conjuntos U = S2 \ {p}, V = S2 \ {q} son abiertos
en S2 y cubren a S2, las funciones
φ : U −→ R2
(x, y, z) 7−→
(
x
1 + z
,
y
1 + z
)
, z ̸= −1
ψ : V −→ R2
(x, y, z) 7−→
(
x
1− z
,
y
1− z
)
, z ̸= 1
son homeomorfismos.
Sea V m el interior del disco cerrado Dm = {x ∈ Rn /∥x∥ 6 1}. Definamos las
funciones continuas
g : V m −→ Rm
y 7−→ g(y) = y
1−∥y∥
y
h : Rm −→ V m
x 7−→ h(x) = x
1−∥x∥
Se cumple que g ◦ h = IdRm y h ◦ g = IdVm . Por tanto V
m es homeomorfo a Rm.
Sea G0(D
m) el grupo de homeomorfismos de Dm en Dm que deja fio punto a
punto la frontera de Dm, con la topologa compacta abierta.
1.2.11 Proposicio´n. Existe una aplicacin γ : V m → G0(D
m) tal que:
1. γ(x)(x) = 0 para todo x ∈ Dm
6
2. γ(x)(y) = y para todo x ∈ ∂Dm
Demostracio´n. Definamos la aplicacin:
γ′ : V m ×Dm −→ Dm
(x, y) 7−→ γ′(x, y) =

 h(g(y)− g(x)) , x ∈ V
m
y , x ∈ ∂Dm
Sea γ : V m → G0(D
m) la aplicacin definada por γ(x)(y) = γ′(x, y). Tenemos:
γ(x)(x) = γ′(x, x) = h(g(x)− g(x)) = 0 para x ∈ Dm
γ(x)(y) = γ′(x, y) = y para x ∈ ∂Dm 
1.2.12 Definicio´n. Una variedad topolgica de dimensin n, es un espacio to-
polgico de Hausdorff M en el que todo punto de M tiene una vecindad abierta
homeomorfa a una bola abierta de Rn.
1.2.13 Definicio´n. Un homeomorfismo φ : M → M es estable si y solo si φ
es un homeomorfismo de M que fija los puntos fuera de un subconjunto cerrado
propio de M .
Los homeomorfismos estables generan un subgrupo de Top(M)(grupo de homeo-
morfismos de M en M) denotado por Tops(M).
Sea U un subconjunto abierto propio de M cuya clausura U es homeomorfo a
Dm de tal manera que V m corresponde a U y 0 a un x0 ∈ U .
1.2.14 Corolario. Existe una aplicacin γ : U → Tops(M) tal que:
1. γ(x)(x) = x0 para x ∈ U
2. γ(x)(y) = y para y ∈M − U
Sea x = (x1, x2, ..., xk) ∈ Fk(M), denotemos por Q
x
i = {x1, x2, ..., xi} para
1 6 i 6 k, cuando x es el punto base q = (q1, q2, ..., qk) de Fk(M), Q
q
r es denotado
por Qr.
7
Por el corolario anterior y la conectividad de M , existe αx ∈ Tops(M) que induce
un homeomorfismo estable α′x : Fk−r(M − Qr)→ Fk−r(M − Q
x
r ), donde
Qr = {q1, q2, ..., qr} y q = (q1, q2, ..., qr) es un punto base elegido en Fr(M).
Denotemos por
Fm,n(M) = Fn(M \Qm).
Si m = 0, F0,n(M) = Fn(M).
Si n = 1, Fm,1(M) = F1(M \Qm) = M −Qm.
1.2.15 Proposicio´n. (Fadell-Neuwirth[3]) Sea M una variedad topolo´gica co-
nexa de dimensio´n mayor o igual a 2 con frontera ∂M = ∅. Entonces, para
n > r ≥ 1 la aplicacio´n
p : Fn(M) −→ Fr(M)
(u1, . . . ur, ur+1, . . . , un) 7−→ (u1, . . . , ur)
es un haz fibrado con fibra Fr,n−r(M).
Demostracio´n. Sea u0 = (u01, . . . , u
0
r) ∈ Fr(M), la pre-imagen de u
0 por p es
p−1(u0) = {(u01, . . . , u
0
r, v1, . . . , vn−r) ∈M
n, todos distintos dos a dos}
Sea Qr = {u
0
1, . . . , u
0
r} entonces
Fr,n−r(M) = Fn−r(M \Qr)
= {(v1, . . . , vn−r) ∈ (M \Qr)
n−r / vi ̸= vj, Si i ̸= j}
Definamos la aplicacio´n
g : p−1(u0) −→ Fr,n−r(M)
(u01, . . . , u
0
r, v1, . . . , vn−r) 7−→ (v1, . . . , vn−r)
g es un homeomorfismo, o sea p−1(u0) ≈ Fr,n−r(M). Veamos que se cumple la
condicio´n (2) de la definicio´n 1.2.4 la trivialidad local de p en una vecindad de
u0, en efecto, para cada i = 1, . . . , r escojamos vecindades abiertas Ui de u
0
i en
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M . Como los puntos u01, . . . , u
0
r son distintos podemos suponer que U1, . . . , Ur son
mutuamente disjuntos. Entonces
U = U1 × . . .× Ur
es una vecindad abierta de u0 en Fr(M).
Veamos que existe un homeomorfismo Φ : U × Fr,n−r(M) −→ p
−1(U) tal que el
siguiente diagrama conmuta
U × Fr,n−r(M)
Φ //
πU
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
p−1(U)
p
{{①①
①①
①①
①①
①
U
donde πU es la proyeccio´n en el primer factor. En efecto, para cada i = 1, . . . , r
definamos una aplicacio´n (continua)
θi : Ui × Ui −→ Ui
con las siguientes propiedades:
1) Para cada u ∈ Ui la aplicacio´n
θui : Ui −→ Ui
v 7−→ θi(u, v)
es un homeomorfismo, que fija el borde ∂Ui de Ui punto a punto.
2) θui (u
0
i ) = u.
En el lema 1.2.16 siguiente probaremos la existencia de la aplicacio´n θi.
Para u = (u1, . . . , ur) ∈ U definamos una aplicacio´n θ
u :M −→M como
θu(v) =


θi(ui, v) , si v ∈ Ui para algu´n i = 1, . . . , r
v , si v ∈M \
r∪
i=1
Ui
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θu es un homeomorfismo tal que
θu(u0i ) = θi(ui, u
0
i ) = θ
u
i (u
0
i ) = ui para i = 1, . . . , r
θu es inyectiva, en efecto, supongamos θu(v) = θu(v).
Si v, v ∈ Ui para algu´n i = 1, . . . , r.
θui (v) = θi(ui, v) = θ
u(v) = θu(v) = θi(ui, v) = θ
u
i (v)
como θui es un homeomorfismo, v = v.
Si v, v ∈M \
r∪
i=1
Ui tenemos
v = θu(v) = θu(v) = v,
luego v = v.
Si v ∈ Ui para algu´n i = 1, . . . , r y v ∈ M \
r∪
i=1
Ui, o sea, v /∈ Ui para todo
i = 1, . . . , r, luego v ̸= v,
θu(v) = θi(ui, v) = θ
ui
i (v).
Si v ∈ ∂Ui ⊂ Ui entonces como θ
ui
i deja fijo el borde ∂Ui tenemos que θ
ui
i (v) ∈ ∂Ui,
luego θu(v) = v
θu(v) = θi(ui, v) = θ
ui
i (v),
supongamos que θu(v) = θu(v)
θuii (v) = θi(ui, v) = θ
u(v) = θu(v) = v ∈ ∂Ui
pero θuii (v) no es un punto de la frontera, luego, θ
u(v) ̸= θu(v).
θu es sobreyectiva, en efecto, sea s ∈M , si s ∈ Ui para algu´n i = 1, . . . , r entonces
para ui ∈ Ui, como θ
ui
i es sobreyectiva existe v ∈ Ui tal que θ
ui
i (v) = s. Luego
s = θuii (v) = θi(ui, v) = θ
u(v).
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Si s ∈ M \
r∪
i=1
Ui, o sea, s /∈ Ui para todo i, luego s = θ
u(s). Esto prueba que θu
es sobreyectiva.
Definamos la aplicacio´n inversa de θu, (θu)−1 :M −→M , como
(θu)−1 (y) =


(θuii )
−1 (y) , si y ∈ Ui para algu´n i = 1, . . . , r
y , si y ∈M \
r∪
i=1
Ui
θu y (θu)−1 son continuas. Luego θu es homeomorfismo.
Definamos la aplicacio´n
ΦU : U × Fr,n−r(M) −→ φ
−1(U)
(u, v1, . . . , vn−r) 7−→ (u, θ
u(v1), . . . , θ
u(vn−r))
o sea ΦU = id× θ
u × . . .× θu︸ ︷︷ ︸
(n−r)−veces
.
Luego ΦU es un homeomorfismo.
El diagrama siguiente es conmutativo.
U × Fr,n−r(M)
ΦU //
πU
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
p−1(U)
p
{{①①
①①
①①
①①
①
U
pΦU(u, v1, . . . , vn−r) = p(u, θ
u(v1), . . . , θ
u(vn−r))
= u
= πU(u, v1, . . . , vn−r)
1.2.16 Lema. Existe una aplicacio´n continua θ : U×U −→ U con las propiedades
(1) y (2) dadas anteriormente.
Demostracio´n. Si Rn denota el espacio n-dimensional de nu´meros reales con
norma euclidiana ∥ · ∥. Para probar este lema, es suficiente considerar U la bola
abierta unitaria en Rn con centro en el origen. Entonces
U = {v ∈ Rn /∥v∥ ≤ 1}.
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Fijemos una funcio´n diferenciable
λ : [0, 1)× [0, 1] −→ R
(x, y) 7−→ λ(x, y) =

 1 , si x ≥ y0 , si x+ 1
2
≤ y
donde x ∈ [0, 1), y ∈ (0, 1].
Para u ∈ U definamos un campo vectorial fu sobre la bola cerrada unitaria U
por
fu(v) = λ(∥u∥, ∥v∥)u
La eleccio´n de λ asegura que fu = u en toda la bola de radio ∥u∥ con centro en
el origen y fu = 0 fuera de la bola de radio (∥u∥+ 1)/2 con centro en el origen.
Sea
{
θu,t : U −→ U
}
t∈R
el flujo determinado por el campo vectorial fu, o sea,
d θu,t(v)
d t
= fu(v), θu,0 = id, ∀v ∈ U, t ∈ R
integrando ambos te´rminos tenemos∫ t
0
d θu,t(v) =
∫ t
0
fu(v) d t
θu,t(v)− θu,0(v) = fu(v)(t− 0)
θu,t(v)− v = fu(v)t
luego
θu,t(v) = fu(v)t+ v
´ para v ∈ ∂U tenemos ∥v∥ = 1
θu,t(v) = fu(v)t+ v
= 0 + v, pues
∥u∥+ 1
2
≤ ∥v∥
= v
θu,t es un difeomorfismo que depende diferenciablemente de u y t y deja fijo los
elementos de ∂U .
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En consecuencia la aplicacio´n
θ : U × U −→ U
definida por (u, v) 7−→ θ(u, v) = θu,1(v) para u ∈ U, v ∈ U .
Verifica las condiciones (1) y (2). 
1.2.17 Corolario. Sea M una variedad topolo´gica conexa de dimensio´n mayor o
igual a 2 con ∂M = ∅. Entonces para cualesquiera m ≥ 0, n > r ≥ 1 la aplicacio´n
p : Fm,n(M) −→ Fm,r(M)
(u1, . . . , ur, ur+1, . . . , un) 7−→ (u1, . . . , ur)
es un haz fibrado con fibra Fm+r,n−r(M)
Demostracio´n. Como Fm,n(M) = Fn(M \Qm) por la proposicio´n 1.2.15
p : Fn(M \Qm) −→ Fr(M)
es un haz fibrado con fibra Fr,n−r(M \Qm).
Tenemos
Fr,n−r(M \Qm) = Fn−r((M \Qm) \Qr)
= Fn−r(M \ (Qm ∪Qr))
= Fn−r(M \Qm+r)
= Fm+r,n−r(M)

1.3. Fibracio´n
1.3.1 Definicio´n. Sea C una familia de espacios topolo´gicos. Una aplicacio´n
continua p : E −→ B de un espacio topolo´gico E sobre un espacio topolo´gico
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B es una C-fibracio´n si dados X ∈ C, una aplicacio´n continua f : X −→ E y
una homotop´ıa H : X × I −→ B tal que H(x, 0) = pf(x), x ∈ X, existe una
homotop´ıa H˜ : X × I −→ E tal que H˜(x, 0) = f(x) y pH˜ = H. Al subespacio
p−1(b) se denomina la fibra sobre b ∈ B.
1.3.2 Definicio´n. Sea p : E −→ B una C-fibracio´n. Si C es la clase de los discos
Dn se dice que p es una fibracio´n de Serre.
Si C es la clase de todos los espacios, se dice que p es una fibracio´n de Hurewicz
o simplemente una fibracio´n.
1.3.3 Proposicio´n. Todo haz fibrado es una fibracio´n de Serre.
Como In × I es un espacio me´trico compacto, existe un nu´mero δ > 0, llamado
nu´mero de Lebesgue de la cubierta {G−1(Ubi)}, tal que todo subconjunto de
dia´metro menor que δ esta´ contenida en G−1(Ubi) para algu´n i, 1 ≤ i ≤ k.
Podemos subdividir In en cubos pequeos C e I en intervalos Ij = [tj, tj+1], 0 ≤
j ≤ m, cada producto C×[tj, tj+1] es aplicado porG es Ubi para algu´n i, 1 ≤ i ≤ k.
t
2
t
3
t
m
t
1
t
m+1
I {
0 c
i
c
2 c3c1 ct
I = I I
n
x . . . x{
n veces
...
...
...
...
...
...
... ...
Sea C el menor de los cubos considerados de la siguiente manera:
C1 × I0, C2 × I0, . . . , Ct × I0, C1 × I1, C2 × I1, . . . , Ct × I1, . . . ,
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. . . , C1 × Im, C2 × Im, . . . , Ct × Im.
Si G(Ci × Ij) ⊆ Uαki,j para algu´n 1 ≤ ki,j ≤ k. El problema de levantamiento
puede ser resuelto construyendo H|Ci×Ij con propiedades deseadas por induccio´n.
En el primer caso, del diagrama conmutativo
C1 × I0
_

g|C1 // p−1(Uαk1,0 )
p

⊆ E
p

C1 × I1
G|C1×I0
//
H|C1×I0r
r
88rr
Uαk1,0 ⊆ B
el levantamiento HC1×I0 existe puesto que
p : p−1(Uαk1,0 ) −→ Uαk1,0
es el haz trivial.
Supongamos que H|Ci′×Ij′ son construidos para todo Ci′×Cj′ procediendo Ci×Ij.
Entonces existe un subcomplejo A de ∂Ci tal que la aplicacio´n H es definida en
Ci × Ij y A× Ij dado que
p−1(Uαki,j ) −→ Uαki,j
es un haz trivial, existe una solucio´n H|Ci×Ij al problema de levantamiento de
homotop´ıa
(Ci × Ij) ∪ (A× Ij)
_

// p−1(Uαki,j )
p

≤ E
p

Ci × Ij //
H|Ci×Ij❧❧❧
66❧❧
Uαki,j ≤ B
Finaliza la induccio´n. Esto prueba la proposicio´n.
Sea X un espacio topolo´gico, denotaremos con ΩX el espacio de lazos de X.
1.3.4 Proposicio´n. Sea p : E −→ B una fibracio´n de Serre con fibra F . Entonces
Ωp : ΩE −→ ΩB es una fibracio´n de Serre con fibra ΩF .
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Demostracio´n. Tomando adjuntos, el problema de levantamiento de homotop´ıa
Dn × 0
_

g
// ΩE
Ωp

Dn × I //
::✉
✉
✉
✉
✉
ΩB
es equivalente al problema de levantamiento de homotop´ıa
(Dn × 0) ∧ S1
_

g′
// E
p

(Dn × I) ∧ S1
G′
//
99r
r
r
r
r
r
B
(I.1)
donde g′ y G′ son las aplicaciones adjuntas de g y G respectivamente
(Dn × I) ∧ S1 =
Dn × I × I
(∗ ×D × I) ∪ (Dn × I × ∂I)
.
Sea G la composicio´n de las aplicaciones
G : Dn × I × I −→ (Dn × I) ∧ S1
G′
−→ B,
esto es, G(x, s, t) = G′(x, s, t). Entonces G aplica el subespacio
(∗ ×D × I) ∪ (Dn × I × ∂I)
al punto base b0 ∈ B. Definamos la aplicacio´n:
g : (Dn × 0× I) ∪ (Dn × I × ∂I) −→ E
g(x) =

 g
′(x) , si x ∈ Dn × 0× I
e0 , si x ∈ D
n × I × ∂I
donde e0 es el punto base de E con p(e0) = b0. La aplicacio´n g esta´ bien definida
puesto que para
x ∈ (Dn × 0× I) ∩ (DnI × ∂I) = Dn × 0× ∂I
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tenemos g′(x) = e0, de este modo g
′ es una aplicacio´n que preserva punto base
de (Dn ×D)× S1 a E.
Sea H una solucio´n al problema de levantamiento de homotop´ıa
(Dn × I × 0) ∪ (Dn × ∂I)× I ∼= (Dn × 0× I) ∪ (Dn × I × ∂I)
_

g
// E
p

Dn × I × I ∼= Dn × I × I
G
//
H
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
B
donde el homeomorfismo en la columna de la izquierda esta dado por switchin y
las u´ltimas dos coordenadas. Entonces H mapea el subespacio
(∗ × 0× I) ∪ (Dn × I × ∂I)
al punto base e0 de este modo induce una aplicacio´n
H ′ : (Dn × I) ∧ S1 −→ E
la cual es una solucio´n al problema de levantamiento en el diagrama (I.1).
Eso prueba la proposicio´n. 
1.3.5 Corolario. Ωn : ΩnE −→ ΩnB es una fibracio´n de Serre con fibra ΩnF
para n ≥ 1.
Siguiendo establecido en [7] y [12] damos la demostracin del teorema siguiente.
1.3.6 Teorema. Sea p : E −→ B una fibracio´n de Serre con fibra F . Entonces
existe una sucesio´n exacta
. . . πn(F )
i∗−→ πn(E)
p∗
−→ πn(B)
∂∗−→ πn−1(F ) −→ πn−1(E) −→ πn−1(B) −→ . . .
. . . −→ π0(F ) −→ π0(E) −→ π0(B)
donde i : F −→ E es la inclusio´n.
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Demostracio´n. Veamos la definicio´n de ∂n+1 : πn+1(B) −→ πn(F ) para n ≥ 0, en
efecto, es conocido
πn+1(B) ∼= π1(Ω
nB) y πn(F ) ∼= π0(Ω
nF ) ∼=
ΩnF
≃
el conjunto de las componentes conexas por caminos de ΩnF , estas identificaciones
nos permite definir ∂n+1 de π1(Ω
nB) en π0(Ω
nF ).
Sea [α] ∈ π1(Ω
nB), α : I −→ ΩnB es un lazo en ΩnB, α(0) = α(1) = b0.
Por el corolario 1.3.5 Ωnp : ΩnE −→ ΩnB es una fibracio´n de Serre, existe
un levantamiento α˜ : I −→ ΩnE con α˜(0) = e0 y Ω
npα˜ = α. En particular
Ωnpα˜(1) = α(1) = b0. Luego α˜(1) ∈ (Ω
np)−1(b0) = Ω
nF .
Definiremos
∂n+1 : π1(Ω
nB) = πn+1(B) −→ πn(F ) = π0(Ω
nF )
[α] 7−→ [α˜(1)]
Veamos que ∂n+1 esta bien definida, en efecto, sea α
′ : I −→ ΩnB otro lazo
basado en b0 tal que α
′ ≃ α rel{b0}, existe una homotop´ıa H : I × I −→ Ω
nB tal
que H(s, 0) = α(s), H(s, 1) = α′(s), H(0, t) = b0 = H(1, t) para s, t ∈ I.
Sean α˜ y α˜′ los levantamientos de α y α′ con α˜(0) = e0 = α˜′(0) respectivamente.
Consideremos el siguiente diagrama
0× I ∪ (I × ∂I)
_

g
// ΩnE
Ωnp

I × I
H
//
H♦♦
♦
77♦
♦
♦
ΩnB
donde g esta´ definida por g(0, t) = e0, g(s, 0) = α˜(s), g(s, 1) = α˜′(s).
Luego
H(0, t) = b0 = Ω
np(e0) = Ω
npg(0, t)
H(s, 0) = α(s) = Ωnpα˜(s) = Ωnpg(s, 0)
H(s, 1) = α′(s) = Ωnpα˜′(s) = Ωnpg(s, 1)
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Como Ωnp es una fibracio´n, existe una aplicacio´n continua H˜ : I × I −→ ΩnE
tal que H˜(0, t) = g(0, t), H˜(s, 0) = g(s, 0), H˜(s, 1) = g(s, 1), ΩnpH˜ = H.
Como ΩnpH˜(1, t) = H(1, t) = b0 tenemos un camino λ : t 7−→ H˜(1, t) e Ω
nF con
λ(0) = H˜(1, 0) = α˜(1), luego
[α˜(1)] = [α˜′(1)]
en π0(Ω
nF ) y por tanto ∂n+1 esta bien definida.
Veamos que ∂n+1 : πn+1(B) −→ πn(F ) es un homeomorfismo de grupos para cada
n ≥ 1, en efecto, sean [α], [β] ∈ πn+1(B) = πn(Ω
n(B)), α, β : I −→ ΩnB lazos
con α(0) = β(0) = α(1) = β(1). Como Ωnp : ΩnE −→ ΩnB es una fibracio´n de
Serre existen levantamientos α˜, β˜ : I −→ ΩnE con α˜(0) = β˜(0) = e0 tales que
Ωnpα˜ = α, Ωnpβ˜ = β. Consideremos un camino γ˜ en ΩnE × ΩnE definido por
γ˜ : I −→ ΩnE × ΩnE
t 7−→ γ˜ = (α˜(t), β˜(t))
Luego
(Ωnp× Ωnp)γ˜(t) = (Ωnpα˜(t),Ωnpβ˜(t))
= (α(t), β(t))
por tanto γ es un levantamiento del lazo (α, β) : I −→ ΩnB × ΩnB pues
Ωnp× Ωnp : ΩnE × ΩnE −→ ΩnB × ΩnB
es una fibracio´n de Serre con fibra ΩnF × ΩnF .
Tenemos la aplicacio´n ∂p×pn+1 de π1(Ω
nB) × π1(Ω
nB) ∼= π1(Ω
nB × Ω1B) en
π0(Ω
nF × ΩnF ) ∼= π0(Ω
nF )× π0(Ω
nF ) definida como
([α], [β]) 7−→ ∂p×pn+1([α], [β]) = [γ˜(1)]
= [(α˜(1), β˜(1))]
= ([α˜(1)], [β˜(1)])
= (∂n+1[α], ∂n+1[β])
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Como ΩnB = Map∗(S
n, B) la co-multiplicacio´n de Sn induce una multiplicacio´n
en ΩnB, esto es, µ : ΩnB × ΩnB −→ ΩnB.
Tenemos el siguiente diagrama conmutativo
πn+1(B ×B) = π1(Ω
nB × ΩnB)
∂p×pn+1 //
µ∗

π0(Ω
nF × ΩnF )
µ∗

πn+1(B) = π1(Ω
nB)
∂n+1 // π0(Ω
nF )
Tenemos
∂n+1([α][β]) = ∂n+1µ∗([α], [β])
= µ∗∂
p×p
n+1([α], [β])
= µ∗(∂n+1[α], ∂n+1[β])
= ∂n+1([α])∂n+1([β])
Veamos
πn(F )
i∗−→ πn(E)
p∗
−→ πn(B)
es exacta; en efecto, como p : E −→ B es una fibracio´n por la proposicio´n 1.3.4
Ωnp : ΩnE −→ ΩnB
es una fibracio´n. Sea x ∈ ΩnE tal que Ωnp∗(x) es trivial en π0(ΩB). Entonces
existe un camino λ en B comenzando en Ωnp(x) y terminando en el punto base.
Sea λ un levantamiento del camino λ comenzando en x. Entonces λ(1) ∈ ΩnF
puesto que
Ωnp(λ(1)) = λ(1) = ∗,
luego que
i∗([λ(1)]) = [x].
Veamos que la sucesio´n
πn+1(E)
p∗
−→ πn+1(B)
∂n+1
−→ πn(F )
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es exacto, en efecto, sea [λ] ∈ π1(Ω
nB) y λ : I −→ ΩnE un levantamiento de λ
con λ(0) = ∗. Supongamos que
∂n+1([λ]) = [λ(1)]
es trivial en π0(Ω
nF ). Entonces existe un camino
µ : I −→ ΩnF
con µ(0) = λ(1) y µ(1) = ∗. Definamos
λ̂ = λ ∗ µ
como el producto de caminos en ΩnE. Entonces
λ̂(0) = λ(0) = ∗ y λ̂(1) = µ(1) = ∗.
Luego λ̂ es un lazo en ΩnE.
Ahora
p∗([λ̂]) = p∗([λ] ∗ [µ])
= [Ωnp(λ)] ∗ [Ωnp(µ)]
= [λ] ∗ [Ωnp(µ)]
= [λ]
puesto que Ωnp(µ) es el lazo constante en ΩnB dado que µ es un camino en ΩnF .
Luego [λ] ∈ Im(p∗).
Veamos que la sucesio´n
πn+1(B)
∂n+1
−→ πn(F )
i∗−→ πn(E)
es exacta, en efecto, sea x ∈ ΩnF un punto fijo tal que i∗([x]) es trivial en π0(E).
Entonces existe un camino λ en ΩnE del punto base ∗ a x. Entonces
λ = Ωnp ◦ λ
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es un lazo en ΩnB. Como λ es un levantamiento de λ. por definicio´n de ∂n+1
∂n+1([λ]) = [λ(1)] = [x]
de este modo [x] ∈ Im(∂n+1). 
1.3.7 Corolario. Sea p : E −→ B un haz fibrado con fibra F . Entonces existe
una sucesio´n exacta
. . . πn(F ) −→ πn(E) −→ πn(B) −→ πn−1(F ) −→ πn−1(E) −→ πn−1(B) −→ . . .
. . . −→ π0(F ) −→ π0(E) −→ π0(B)
En base al trabajo de Jean-Pierre-Serre [6] desarrollarems las secciones 1.4 y 1.5
1.4. A´lgebra universal envolvente
El a´lgebra envolvente constituye una herramienta indispensable en el estudio de
las a´lgebras de Lie. Para describirla, definamos primero lo que se entiende por
a´lgebra tensorial.
Sea K un anillo con unidad y S un conjunto. Un mo´dulo libre sobre K en el
conjunto S es un mo´dulo F sobre K con una funcio´n f : S −→ F tal que, para
cualquier funcio´n g : S −→ X del conjunto S en el mo´dulo X sobre K, existe un
u´nico homomorfismo de mdulos h : F −→ X que hace conmutativo al diagrama
S
g

f
// F
hxx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
X
hf = g , cuando f es inyectiva, se identifica f(S) = S.
Un mo´dulo F sobre K es llamado mo´dulo libre sobre K generado por el conjunto
dado S.
Cualquier espacio vectorial V sobre un campo K es un mo´dulo libre sobre K.
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Sea K un anillo conmutativo con unidad. Sean A y B mo´dulos sobre K, sea A×B
el producto cartesiano de los conjuntos A y B. Una funcio´n g : A× B −→ X de
A× B en un mo´dulo X sobre K se dice bilineal si es bi-aditiva y satisface
g(λa, b) = λg(a, b) = g(a, λb)
para cualesquiera λ ∈ K, a ∈ A, b ∈ B.
Un producto tensorial sobre K de los K-mo´dulos A y B es un mo´dulo T sobre
K junto con una funcio´n bilineal f : A × B −→ T tal que, para cualquier
funcio´n bilineal g : A× B −→ X de A× B en un K-mo´dulo X, existe un u´nico
homomorfismo de K-mo´dulos h : T −→ X que hace conmutativo el siguiente
diagrama
A× B
g

f
// T
hww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
X
h ◦ f = g.
Consideremos un K-mo´dulo libre (F, i) en el conjunto A×B con i : A×B −→ F .
Sea G un sub-mo´dulo de F generado por los elementos
i(a1 + a2, b)− i(a1, b)− i(a2, b)
i(a, b1 + b2)− i(a, b1)− i(a, b2)
i(λa, b)− λi(a, b)
i(a, λb)− λi(a, b)
para cualesquiera λ ∈ K, a1, a2, a ∈ A, b1, b2, b ∈ B. Obtenemos un mo´dulo
cociente
T =
F
G
sobre K con proyeccio´n p : F −→
F
G
= T , f = p ◦ i : A × B −→ T es bilineal,
(T, f) es producto tensorial sobre K de los K-mo´dulos A y B. Este mo´dulo T
sobre K es denotado por A⊗K B.
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La funcio´n bilineal f es denotada por τ : A× B −→ A⊗K B llamada aplicacio´n
tensor, τ no es inyectiva a menos de que A = 0 = B. Para cada a ∈ A, b ∈ B, el
elemento τ(a, b) de A⊗K B es denotado por a⊗K b llamado el producto tensorial
sobre K de los elementos a y b. Cualquier elemento t ∈ A ⊗K B es escrito en la
forma
t =
n∑
i=1
(ai ⊗K bi)
donde ai ∈ A, bi ∈ B, 1 ≤ i ≤ n.
Sean f : A −→ A′, g : B −→ B′ homomorfismos de mo´dulos sobre K. Tenemos
el siguiente diagrama conmutativo
A× B
f × g

τ // A⊗K B
h

A′ × B′ τ
′
// A′ ⊗K B
′
h ◦ τ = τ ′ ◦ (f × g). A la aplicacio´n h se denota por f ⊗K g.
Sea X un a´lgebra sobre K. La multiplicacio´n en X define una funcional bilineal
µ : X ×X −→ X del producto X ×X en el mo´dulo X sobre K. Existe un u´nico
homomorfismo de mo´dulos
ν : X ⊗K X −→ X
que hace conmutativo el diagrama
X ×X
µ
##❍
❍❍
❍❍
❍❍
❍❍
τ // X ⊗K X
ν
zz✉✉
✉✉
✉✉
✉✉
✉✉
X
ν ◦ τ = µ. Al homomorfismo ν se denomina linealizacio´n de la multiplicacio´n µ.
Sean A y B a´lgebras sobre K, sea T = A ⊗K B el producto tensorial de los
mo´dulos A y B. Construyamos una multiplicacio´n en T . Como T es generado
por los elementos de la forma a⊗K b y la multiplicacio´n tiene que ser bilineal, es
suficiente definir el producto en esos elementos
(a1 ⊗K b1)(a2 ⊗K b2) = a1a2 ⊗K b1b2
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para todo a1, a2 ∈ A, b1b2 ∈ B.
La asignacio´n
(a1 ⊗K b1, a2 ⊗K b2) 7−→ a1a2 ⊗K b1b2
se extiende a una u´nica funcio´n bilineal
µ : T × T −→ T
con µ como multiplicacio´n, T es un a´lgebra sobre K llamada producto tensorial
sobre K de las a´lgebras A y B.
Sea K un anillo con unidad 1 yM un mo´dulo sobre K. Un a´lgebra tensorial sobre
el mo´dulo M es un a´lgebra asociativa T sobre K con identidad 1 junto con un
homomorfismo de mo´dulos f :M −→ T tal que, para cualquier homomorfismo de
mo´dulos g : M −→ X de M en un a´lgebra asociativa X sobre K con identidad
existe un u´nico homomorfismo de a´lgebras h : T −→ X la cual satisface la
condicio´n que h(1) es la identidad de X y hace conmutativo el siguiente diagrama
M
g   ❇
❇❇
❇❇
❇❇
❇
f
// T
h~~⑦⑦
⑦⑦
⑦⑦
⑦
X
hf = g.
Dado un mo´dulo M sobre K, existe un a´lgebra tensorial sobre M . Para n ≥ 0
definamos el mo´dulo Tn sobre K como sigue: si n = 0, T0 = K, si n > 0,
Tn =M ⊗M ⊗ . . .⊗M︸ ︷︷ ︸
n veces
.
Consideremos la suma directa
T =
∞⊕
n=0
Tn
T es un mo´dulo sobre K, Tn se puede identificar con un sub-mo´dulo de T . Defina-
mos una multiplicacio´n en T . Dado que el mo´dulo T es generado por 1 ∈ T0 = K
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y los productos tensoriales x1 ⊗ x2 ⊗ . . . ⊗ xn ∈ Tn de elementos xi ∈ M para
todo n > 0 es suficiente definir el producto en esos elementos
1(x1 ⊗ x2 ⊗ . . .⊗ xn) = x1 ⊗ x2 ⊗ . . .⊗ xn
= (x1 ⊗ x2 ⊗ . . .⊗ xn)1
(u1 ⊗ . . .⊗ up)(v1 ⊗ . . .⊗ vq) = u1 ⊗ . . .⊗ up ⊗ v1 ⊗ . . .⊗ vq.
El a´lgebra asociativa T es denotada por TK(M) llamada a´lgebra tensorial en el
mo´dulo M sobre K f es monomorfismo, M = f(M) en TK(M). Luego M es un
sub-mo´dulo de TK(M).
Un a´lgebra graduada X sobre K es regularmente graduado si satisface
1.- El grupo de graduacio´n de X es el grupo aditivo Z de los enteros.
2.- X no tiene elementos homoge´neos diferente de cero de grado menor que cero
(Xn = 0 para n < 0).
3.- α 7−→ αe define una funcio´n biyectiva
j : K −→ X0
del anillo de coeficientes K en el sub-anillo X0 de todos los elementos ho-
moge´neos de X de grado cero.
El a´lgebra tensorial TK(M) de cualquier mo´dulo M sobre K es un a´lgebra regu-
larmente graduado sobre K con una descomposicio´n de suma directa
TK(M) =
∞⊕
n=0
Tn
donde T0 = K, T1 = M y Tn = M ⊗K M ⊗K . . .⊗K M︸ ︷︷ ︸
n veces
, n > 1. Cualquier
homomorfismo de mo´dulos g : M −→ X de M en un a´lgebra asociativa X con
identidad e se extiende a un u´nico homomorfismo
h : TK(M) −→ X con h(1) = e.
Sea K un anillo conmutativo con elemento unidad.
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1.4.1 Definicio´n. Un K-mo´dulo A es un a´lgebra de Lie, si viene dado con una
aplicacio´n bilineal, el corchete de Lie, denotado como
(x, y) −→ [x, y]
para x, y ∈ A la cual satisface [x, x] = 0 y la identidad de Jacobi
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.
Otra definicio´n de a´lgebras de Lie (no graduado) fue dada por Serre en [8].
1.4.2 Definicio´n. Un K mo´dulo A es un a´lgebra sobre K si viene dado con una
aplicacio´n K-bilineal A× A −→ A (esto es, un homomorfismo A⊗K A −→ A).
Observemos que esta aplicacio´n o producto no es necesariamente asociativo.
Un espacio vectorial A sobre un campo K es un a´lgebra si tiene un producto
A× A −→ A K-bilineal.
1.4.3 Definicio´n. Un a´lgebra de Lie sobre K es un K-a´lgebra con las siguientes
propiedades:
1.- (Propiedad alterno) Si la imagen de (x, y) bajo el K-homomorfismo
A⊗K A −→ A es denotado por [x, y] entonces
[x, x] = 0 para todo x ∈ A.
2.- (Identidad de Jacobi)
[[x, y], z] + [[y, z], x] + [[x, z], y] = 0.
Observemos que las anteriores dos definiciones son equivalentes, tambie´n lo son
las dos versiones de la identidad de Jacobi.
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EJEMPLOS:
1) Sea A cualquier K-mo´dulo. Definamos [x, y] = 0 para todo x, y ∈ A, tal A es
llamado un a´lgebra de Lie conmutativo.
2) Sea A un a´lgebra asociativa sobre K. Definamos
[x, y] = xy − yx,
para x, y ∈ A. Claramente A es un a´lgebra de Lie.
Veamos ahora la definicio´n de a´lgebra envolvente universal.
1.4.4 Definicio´n. Sea L un a´lgebra de Lie sobre K. Un a´lgebra envolvente
universal de L es un par (UL,∈) donde UL es un a´lgebra asociativa con unidad
y ∈: L −→ UL, que verifica
1.- ∈ es un homomorfismo de a´lgebras de Lie (esto es, ∈ es K-lineal y
∈ ([x, y]) =∈ (x) ∈ (y)− ∈ (y) ∈ (x)).
2.- Si A es un a´lgebra asociativa con unidad y f : L −→ A es un homomorfismo de
a´lgebras de Lie entonces existe un u´nico homomorfismo de a´lgebras asociativa
f : UL −→ A tal que el siguiente diagrama es conmutativo
L
f

∈ // UL
fww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
A
Se demuestra que el a´lgebra envolvente de un a´lgebra de Lie existe y es u´nica salvo
isomorfismo. La construccio´n del a´lgebra envolvente se hace a partir del a´lgebra
tensorial T (L), construyendo su corchete por el ideal bilateral J , generado por
los elementos de la forma
x⊗ y − y ⊗ x− [x, y]
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con x, y ∈ L. Entonces se tiene
UL =
T (L)
J
se llama aplicacio´n cano´nica, ∈, de L en UL a la composicio´n de las aplicaciones
T −→ T (L)
π
−→ UL.
La proyeccio´n π : T (L) −→ UL verifica
π(x1 ⊗ . . .⊗ xn) =∈ (x1) ∈ (x2) . . . ∈ (xn).
En particular, como
x⊗ y − y ⊗ x− [x, y] ∈ J,
se tiene
π(x⊗ y − y ⊗ x− [x, y]) = 0
es decir,
∈ (x) ∈ (y)− ∈ (y) ∈ (x) =∈ ([x, y]).
Sea L un K-mo´dulo y definamos [x, y] = 0 para todo x, y ∈ L. En este caso el
a´lgebra universal UL de L se denomina a´lgebra sime´trica del K-mo´dulo L y es
denotado por SL.
Uno de los resultados ma´s importantes sobre las a´lgebras envolventes es el Teore-
ma de Poincare - Birkhoff - Witt que permite construir una base en este a´lgebra.
Sea L un a´lgebra de Lie sobre K y sea UL el a´lgebra universal de L. Definamos
una filtracio´n de UL como sigue:
Sea UnL el sub-mo´dulo de UL generado por los productos
∈ (x1) . . . ∈ (xm),
m ≤ n, donde xi ∈ L. Tenemos
U0L = K
U1L = K⊕ ∈ (L)
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yU0L ⊂ U1L ⊂ . . . ⊂ UnL ⊂ Un+1L ⊂ . . .
ahora definamos
grnUL =
UnL
Un−1L
y grUL =
∞⊕
n=0
grnUL.
la aplicacio´n
UpL× UqL −→ Up+qL
(a, b) 7−→ ab
define por paso al cociente, una aplicacio´n bilineal
grpUL× grqUL −→ grp+qUL
obtenemos una estructura de a´lgebra graduada en grUL, con esta estructura
grUL es llamada a´lgebra graduada asociada a UL. Es asociativa y tiene unidad.
1.4.5 Proposicio´n. El a´lgebra grUL es generada por la imagen de L bajo la
aplicacio´n inducida por ∈: L −→ UL.
Demostracio´n. Se a ∈ UnL, a ∈ grUL es la imagen de a bajo la proyeccio´n
UnL −→
UnL
Un−1L
.
Podemos escribir a como suma de productos de a lo ma´s n elementos de L.
a =
∑
mu≤n
cu ∈ (xu,1) . . . ∈ (xu,mu)
entonces a puede ser escrito como las correspondientes suma homoge´neas
a =
∑
mu≤n
cu∈ (xu,1) . . .∈ (xu,mu).
En otras palabras, como un a´lgebra, grUL es generado por los elementos ∈ (x),
x ∈ L. 
30
1.4.6 Proposicio´n. El a´lgebra grUL es conmutativa
Demostracio´n. Como ∈ es homomorfismo de a´lgebras de Lie, para x, y ∈ L
∈ (x) ∈ (y)− ∈ (y) ∈ (x) =∈ [x, y]
pero ∈ [x, y] ∈ U1L. Entonces
∈ (x)∈ (y)− ∈ (y)∈ (x) = 0
en gr2UL. Esto prueba la conmutatividad.
Por la propiedad universal del a´lgebra sime´trica existe un u´nico homomorfismo
de a´lgebras
i1 : SL −→ grUL
que extiende a la aplicacio´n lineal
L −→ grUL
x 7−→ ∈ (x)
dado que ∈ (x) genera a grUL como a´lgebra, i1 es sobre. 
1.4.7 Teorema (Poincare´ - Birkhoff - Witt). Si L es un K-mo´dulo libre,
entonces i1 es isomorfismo.
Sea (xj)j∈I una base de L y elejimos un orden total en I.
Desde que
∈ (xj)∈ (xk) = ∈ (xk)∈ (xj)j, k ∈ Italquej ̸= k
podemos arreglar cualquier producto ∈ (xj) con el fin de estar en orden creciente.
Esto prueba que los elementos
xM :=∈ (xj1) . . . ∈ (xjm),M := (j1, . . . , jm)
con j1 ≤ j2 ≤ . . . ≤ jm generan UL (como un K-mo´dulo).
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1.4.8 Lema. La siguiente afirmacio´n es equivalente a 1.4.7. Los elementos xM
forman una base de UL.
Para cualquier expresio´n xM , denotaremos la longitud de M por l(M) = m. Para
cada n ≥ 0 los elementos xM con L(M) = n estan en UnL, y sus imagenes xM en
grnUL =
UnL
Un−1L
son las ima´genes, bajo la aplicacio´n
i1 : SnL −→ grnUL,
de los elementos minomiales ba´sicos de SnL. La inyectividad de i es equivalente
a la no existencia de una relacio´n de la forma
∑
l(M)=n
cMxM ≡ 0 mo´d Un−1L
con algu´n cM ̸= 0. Pero esto es lo mismo como la no existencia de una relacio´n
de la forma ∑
l(M)=n
cMxM =
∑
l(M)<n
cMxM
con algu´n cM no cero en el lado izquierdo. Pero cualquier relacio´n de dependencia
K-lineal no trivial entre xM puede ser escrito en la u´tima forma moviendo los
te´rminos de mayor longitud a un lado. De ah´ı el lema 1.4.8 es verdad y podemos
proceder a probar el teorema 1.4.7 para ello podemos suponer que I esta´ bien
ordenado.
Sea V un K-mo´dulo libre con {ZM} donde M recorre el conjunto de todas las
sucesiones (j1, . . . , jn) con n ≥ 0 e j1 ≤ j2 ≤ . . . ≤ jn como antes. Si i ∈ I y
M = (j1, j2, . . . , jn), escribimos j ≤M si j ≤ j1 y entonces iM denota la sucesio´n
ordenada (i, i1, . . . , in). En particular, se odopta la convencio´n que si M = ∅ es
la sucesio´n vac´ıa entonces i ≤M para todo i en cuyo caso iM = (i).
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1.4.9 Lema. Podemos hacer que V sea un L-mo´dulo de tal manera que
xiZM = ZiM cuando i ≤M .
Demostracio´n. Primero definamos una aplicacio´n K-bilineal
L× V −→ V
(x, v) 7−→ xv
y luego pasaremos a demostrar que V es un L-mo´dulo, es decir satisface
xyv.yxv = [x, y]v para x, y ∈ L y v ∈ V (I.2)
Para definir xv es suficiente definir xiZM para todo i y M , y vamos a definir
xiZM inductivamente en l(M) y en i. Empecemos definiendo xiZ∅ = Z(i). Esto
define xiZM para para l(M) = 0. Para l(M) = 1 definamos
xiZ(j) = Z(i,j) si i ≤ j
xiZ(j) = xiZ(i) + [xi, xj]Z∅
= Z(j,i) +
∑
ckijZ(k) si i > j
donde [xi, xj] =
∑
ckijxk es la expresio´n para el corchete de Lie de xi con xj en
te´rminos de nuestra base. Las constantes ckij son conocidas como las constantes
de estructura del a´lgebra de Lie L en te´rminos de la base dada.
Podemos suponer que xjZM esta´ bien definido para todo j ∈ I cuando
l(N) < l(M) y para j < i cuando l(N) = L(M) de tal manera que
xjZN es una combinacio´n K-lineal de los ZL con l(L) ≤ l(N) + 1. (I.3)
A continuacio´n definamos
xiZM =

 ZiM , si i ≤Mxj(xiZN) + [xi, xj]ZN , si M = jN con i > j (I.4)
esto tiene sentido puesto que xiZN es definido como una combinacio´n lineal de
los ZL con l(L) ≤ l(N)+1 = L(M) y [xi, xj] es una combinacio´n lineal de los xk.
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Por otra parte (I.3) se cumple con j y N sustituido por i yM . Podemos chequear
(I.2) por linealidad, esto significa que debemos probar que
xixjZN − xjxiZN = [xi, xj]ZN (I.5)
para todo i, j y N .
Si i = j ambos lados son iguales a cero. Adema´s dado que ambos lados son anti-
sime´tricos en i y j, podemos suponer que i > j. Si j ≤ N , entonces
xjZN = ZjN y (I.5) se sigue del segundo caso de nuestra definicio´n inductiva
anterior (I.4). De este modo necesitamos considerar el caso j ≰ N lo que significa
que N = kP con k ≤ P y i > j > k. De este modo tenemos, por definicio´n
xjZN = xjZ(kP )
= xjxkZP
= xkxjZP + [xj, xk]ZP
Ahora si j ≤ P entonces xjZP = Z(jP ) y k < (jP ). Si j ≰ P entonces
xjZP = ZQ + w donde todav´ıa k ≤ Q y w es una combinacio´n lineal de ele-
mentos de longitud < l(N).
De este modo sabemos que tenemos (I.2) para x = xi, y = xk y v = Z(jP ) (si
j ≤ P ) o v = ZQ (otras veces).
Adema´s, por induccio´n, podemos suponer que tenemos (I.2) para todo N ′ de
longitud < l(N). Por lo tanto podemos aplicar (I.2) para x = xi, y = xk y
v = xjZP y tambie´n para x = xi, y = [xj, xk], v = ZP . De este modo
xixjZN = xkxixjZP + [xi, xk]xjZP + [xj, xk]xiZP + [xi, [xj, xk]]ZP .
Similarmente tenemos el mismo resultado cuando i y j son intercambiados.
Restando esta versio´n intercambiada de la ecuacio´n anterior los dos te´rminos
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centrales de cada ecuacio´n se cancelan y tenemos
(xixj − xjxi)ZN = xk(xixj − xjxi)ZP + ([xi, [xj, xk]]− [xj, [xi, xk]])ZP
= xk[xi, xj]ZP + ([xi, [xj, xk]]− [xj, [xi, xk]])ZP
= [xi, xj]xkZP + ([xk, [xi, xj]] + [xi, [xj, xk]]− [xj, [xi, xk]])ZP
= [xi, xj]ZN
(Para pasar del segundo renglo´n al tercero usamos (I.2) aplicado a ZP (por in-
duccio´n) y el paso del tercer renglo´n al cuarto usamos la antisimetr´ıa del corchete
y la ecuacio´n de Jacobi).
Esto prueba el lema. 
Desde que V es un L-mo´dulo, tambie´n es un UL-mo´dulo.
Demostracio´n del teorema 1.4.7. Tenemos en V el elemento Z∅ donde ∅ es
el conjunto vac´ıo. Para todoM tenemos xMZ∅ = ZM . Probemos por induccio´n en
l(M). Si l(M) = 0 es claro puesto que xM = 1. Si l(M) > 0 escribamos M = iN ,
i ≤ N . Entonces xM = xixN y
xMZ∅ = xixNZ∅ = xiZN = ZiN = ZM .
Finalmente, supongamos ∑
cMxM = 0
entonces
0 =
∑
cMxMZ∅ =
∑
cMZM
pero esto implica cM = 0 para todo M . 
1.4.10 Corolario. Si L es un K-mo´dulo libre entonces ∈: L→ UL es inyectiva.
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1.5. A´lgebra de Lie libre
SeaK un anillo conmutativo y asociativo con unidad, todos las mo´dulos y a´lgebras
son tomadas sobre K.
1.5.1 Definicio´n (Magma libre). Un conjunto M con una aplicacio´n
M ×M −→ M es llamado magma, y la imagen de (x, y) bajo esta aplicacio´n
es denotado por xy.
Sea A un conjunto y definamos inductivamente una familia de conjuntos An
(n ≥ 1) como sigue:
1. A1 = A
2. An =
⊔
p+q=n
Ap × Aq (n ≥ 2) donde
⊔
denota unio´n disjunta.
Por ejemplo:
A2 =
⊔
p+q=2
Ap × Aq = A1 × A1 = {(a, b)/a, b ∈ A}.
A3 =
⊔
p+q=3
Ap × Aq = A1 × A2 ∪ A2 × A1 = {(a, (b, c)), ((a, b), c)}.
A4 =
⊔
p+q=4
Ap × Aq = A1 × A3 ∪ A3 × A1 ∪ A2 × A2
= {(a, (b, (c, d))), ((a, (b, c)), d), (((a, b), c), d), ((a, b), (c, d)), (a, ((b, c), d))}.
Pongamos MA =
∞⊔
n=1
An y definamos MA ×MA −→MA por medio de
Ap × Aq −→ Ap+q ⊆MA
donde la flecha es la inclusio´n cano´nica que resulta de (2).
El magma MA es llamado magma libre sobre A, un elemento w ∈MA es llamado
una palabra no asociativa sobre A. Su longitud, l(w), es el u´nico n tal que w ∈ An.
1.5.2 Proposicio´n. Sea N cualquier magma, y sea f : A −→ N cualquier
aplicacio´n. Entonces existe un u´nico homomorfismo de magma F :MA −→ N la
cual extiende a f .
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Demostracio´n. Definiremos F inductivamente por
1) F = f sobre A1 = A
2)
F : A2 −→ N
(a, b) 7−→ F (a, b) = f(a)f(b)
con (a, b) ∈ A× A.
3)
F : Ap × Aq −→ N
(u, v) 7−→ F (u, v) = F (u)F (v)
con (u, v) ∈ Ap × Aq.
F es un homomorfismo magma y es un´ıvocamente determinado por f . 
Propiedades del magma libre MA:
1. MA es generado por A
2. m ∈ MA \ A ⇐⇒ m = u · v, con u, v ∈ MA; y u, v son unicamente
determinados por m.
Sea X un conjunto y AX el K-a´lgebra del magma libre MX , esto es, AX es
un K-mo´dulo libre en MX por lo que un elemento α ∈ AX es una suma finita
α =
∑
m∈MX
cmm, con cm ∈ K; la multiplicacio´n en AX extiende la multiplicacio´n
en MX .
1.5.3 Definicio´n. El a´lgebra AX es llamado el a´lgebra libre sobre X.
Esta´ definicio´n es justificada por la proposicio´n siguiente
1.5.4 Proposicio´n. Sea B un K-a´lgebra y sea f : X −→ B una aplicacio´n.
Existe un u´nico homomorfismo de K-a´lgebras F : AX → B el cual extiende a f .
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Demostracio´n. Por la proposicio´n 1.5.2 podemos extender f a un homomor-
fismo de magmas f ′ : MX −→ B, donde B es visto como un magma bajo
la multiplicacio´n. Esta aplicacio´n se extiende por linealidad a una aplicacio´n
K-lineal F : AX −→ B. Es fa´cil ver que F es un homomorfismo de a´lgebras.
La unicidad de F se sigue por el hecho de que X genera a AX . 
Sea X un conjunto, IX ideal bilateral de AX generado por los elementos de la
forma aa, a ∈ AX y J(a, b, c) donde a, b, c ∈ AX donde
J(a, b, c) = (ab)c+ (bc)a+ (ca)b.
1.5.5 Definicio´n. El a´lgebra cociente AX/IX es llamada el a´lgebra de Lie libre
generada por X.
Este a´lgebra es denotada por LK(X) o simplemente por L(X) cuando no hay
confusio´n con K.
Para Xn = {x1, x2, . . . , xn}, LK(Xn) es el a´lgebra de Lie libre generada por Xn
sobre K.
1.5.6 Definicio´n. Sea E = K(X) el K-mo´dulo libre con base X. Entonces el
a´lgebra asociativa libre sobre X denotado por AssX , es el a´lgebra tensorial TE
de E o sea AssX = T (E).
Cualquier aplicacio´n de X en un a´lgebra asociativa A se extiende a un u´nico
homomorfismo de K(X) a A y por lo tanto a un u´nico homomorfismo de AssX a
A. Por consiguiente AssX es el a´lgebra asociativa libre sobre X
Tenemos las aplicaciones X −→ LX y ∈ : LX −→ ULX y por lo tanto la compo-
sicio´n es una aplicacio´n de X en el a´lgebra asociativa ULX y por consiguiente se
extiende a un u´nico homomorfismo
ψ : AssX −→ ULX .
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Por otro lado, el corchete conmutador da una estructura de a´lgebra de Lie a AssX
y la aplicacio´n X −→ AssX da lugar a un homomorfimo de a´lgebras de Lie
LX −→ AssX
lo cual determina un homomorfismo de a´lgebras asociativas
Φ : ULX −→ AssX
Las composiciones ψ ◦ Φ = id y Φ ◦ ψ = id. Obtenemos que ULX y AssX son
cano´nicamente isomorfos
ULX ∼= AssX (I.6)
Ahora el teorema 1.4.7 garantiza que la aplicacio´n ∈ : LX −→ ULX es inyectiva.
De este modo bajo el isomorfismo (I.6) la aplicacio´n LX −→ AssX es inyectiva.
Por otro lado, por construccio´n, la aplicacio´n X −→ K(X) induce un homomorfis-
mo suryectivo de a´lgebras de Lie de LX en el sub-a´lgebra de Lie de AssX generado
por X. De este modo vemos que bajo el isomorfismo (I.6) LX ⊂ ULX es aplicado
isomorficamente sobre el sub-a´lgebra de Lie de AssX generado por X.
Hemos probado la proposicio´n siguiente:
1.5.7 Proposicio´n. Sean ϕ : LX −→ AssX y Φ : ULX −→ AssX las aplicaciones
inducidas por la aplicacio´n X −→ AssX . Entonces
1) La aplicacio´n Φ es isomorfismo
2) La aplicacio´n ϕ es un isomorfismo de LX en el sub-a´lgebra de Lie de AssX
generado por X.
Tomemos K = Z. Sea X un conjunto y sea F (X) el grupo libre generado por X.
Si Xn = {x1, . . . , xn} entonces F (Xn) o Fn denotara´ el grupo libre generado por
Xn.
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Sea F n(X) la serie central descendente de F (X) definido por
F 1(X) = F (X)
F 2(X) = [F (X), F 1(X)]
...
F n(X) = [F (X), F n−1(X)]
El grupo graduado asociado es, como a´lgebra de Lie, dado por
grF (X) =
∞∑
n=1
grnF (X), grnF (X) =
F n(X)
F n+1(X)
.
En particular
gr1F (X) =
F (X)
[F (X), F (X)]
,
esto es, gr1F (X) es un grupo abeliano libre sobre X.
Nuestro objetivo principal es probar el siguiente resultado:
1.5.8 Teorema. La aplicacio´n cano´nica X −→ gr1F (X) induce un isomorfismo
de a´lgebras de Lie
φ1 : LX −→ grF (X).
Ahora consideremos el a´lgebra asociativa libre AssX sobre X; sea Ass
n
X la com-
ponente de grado n de AssX .
La completacio´n ÂssX de AssX es definido como el producto infinito
∞∏
n=0
AssnX .
Un elemento f ∈ ÂssX puede ser representado por una serie formal f =
∞∑
n=0
fn
con fn ∈ Ass
n
X .
Definiremos un homomorfismo
θ : F (X) −→ ÂssX
∗
x 7−→ θ(x) = 1 + x
40
donde ÂssX
∗
es el grupo multiplicativo de elementos inversibles de ÂssX (Es claro
que 1 + x es inversible en ÂssX , de este modo esta´ en el grupo multiplicativo
ÂssX
∗
).
Para cualquier entero positivo n, definamos m̂
n ⊂ ÂssX como
m̂
n
= {f / f =
∞∑
n=0
fn y f0 = f1 = . . . = fn−1 = 0}
y sea ′F n(X) = θ−1(1 + m̂
n
). Entonces
g ∈ F (X) esta´ en ′F n(X) si y so´lo si θ(g) = 1 +
∑
m≥n
ψn.
Tenemos ′F 1(X) = F (X) y ′F n(X) ⊂ ′F n−1(X).
1.5.9 Proposicio´n. ′F n(X) = F n(X).
Demostracio´n del teorema 1.5.8 y proposicio´n 1.5.9.
1. φ1 : L(X) −→ grF (X) es sobreyectiva, esto es claro.
2. Para ver que φ1 es inyectiva haremos uso del teorema 1.4.7 en el siguiente
sentido: La composicio´n de las aplicaciones
LX
ϕ1
−→ grF (X)
ψ
−→ ′grF (X)
η
−→ AssX
η ◦ψ ◦φ1 = i
1 donde i1 es el homomorfismo inyectivo del teorema 1.4.7, φ1
sobre y η inyectiva para concluir que φ1 es inyectiva.
3. {′F n(X)} es una filtracio´n de F (X), en efecto, so´lo tenemos que comprobar
[′Fm(X), ′F p(X)] ⊂ ′Fm+pX .
En efecto, sean g ∈ ′Fm(X) y h ∈ ′F p(X) con θ(g) = 1 +G, con G ∈ m̂m y
θ(h) = 1 +H con H ∈ m̂p. Tenemos gh = hg[g, h]
θ(gh) = 1 +G+H +GH
θ(hg) = 1 +G+H +HG
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Como θ es homomorfismo
θ(gh) = θ(hg)θ([g, h]),
esto es,
θ([g, h]) = 1 + (GH −HG) + te´rminos grandes. (I.7)
Por tanto [g, h] ∈ ′Fm+p(X).
Existe un aplicacio´n natural definida como sigue:
η : ′grF (X) −→ AssX .
Si ξ ∈ ′grnF (X), sea g ∈ ′F n(X) un representante de ξ, y si
θ(g) = 1 +Gn +Gn+1 + . . . con Gp ∈ Ass
p
X ,
definimos η(ξ) = Gn.
Es fa´cil ver que esta definicio´n no depende de la eleccio´n del representante
g. La fo´rmula (I.7) prueba que
η : ′grF (X) −→ AssX
es un homomorfismo de a´lgebras de Lie.
Como ′F n(X) es una filtracio´n, conocemos F n(X) ⊆ ′F n(X) la cual induce
un homomorfismo
ψ : grF (X) −→ ′grF (X)
La composicio´n
LX
ϕ1
−→ grF (X)
ψ
−→ ′grF (X)
η
−→ AssX
es la aplicacio´n i1 : LX −→ AssX dada en el teorema 1.4.7 la cual es
inyectiva, φ = η◦ψ◦φ1. Luego φ1 es inyectiva. Por tanto φ1 es isomorfismo.
Esto prueba el teorema.
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Esto implica que ψ es inyectiva.
Veamos por induccio´n que F n(X) = ′F n(X), en efecto, si n = 1, por defini-
cio´n F 1(X) = ′F 1(X).
Supongamos que el resultado vale para n − 1, o sea F n−1(X) = ′F n−1(X).
Veamos para n. Tenemos
F n(X) ⊆ ′F n(X) ⊂ F n−1(X) = ′F n−1(X)
la inclusio´n grn−1F (X) −→
′grn−1F (X) es al aplicacio´n cano´nica
F n−1(X)
F n(X)
−→
′F n−1(X)
′F n(X)
lo cual implica que F n(X) = ′F n(X). Esto prueba la proposicio´n. 
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Cap´ıtulo 2
Grupo de trenza
2.1. Grupo de trenza
En esta seccin seguiremos los lineamientos establecidos en [3H] y [9]
2.1.1 Definicio´n. Sea M un espacio de Hausdorff, los grupos de trenzas pura
Pn(M) y los grupos de trenzas deM son definidos como los grupos fundamentales
de los espacios de configuraciones Bn(M).
Pn(M) = π1(Fn(M))
Bn(M) = π1(Fn(M)/Σn)
Si M = R2, Bn(R
2) denotado por Bn y es llamdo el grupo de trenzas de Artin,
de la misma manera Pn(R
2) es denotado por Pn.
2.1.2 Proposicio´n. Sea
p : Fk(R
2) −→ Fk−1(R
2)
un haz fibrado con fibra R2−θk−1. Entonces existe una sucesio´n exacta separable
0 −→ Fk−1 −→ Pk −→ Pk−1 −→ 0
donde Fk−1 es un grupo libre en (k − 1) generadores.
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Demostracio´n. Asociado al haz fibrado
R2−θk−1 −→ Fk(R
2)
p
−→ Fk−1(R
2)
tenemos la sucesio´n exacta de homotop´ıa
. . . −→ πi+1(R
2−θk−1)
i∗−→ πi+1(Fk(R
2))
p∗
−→ πi+1(Fk−1(R
2))
∂
−→ πi(R
2−θk−1) −→ . . .
Si i ≥ 2 tenemos la sucesio´n exacta
0 −→ πi+1(Fk(R
2)) −→ πi+1(Fk−1(R
2)) −→ 0
luego
πi+1(Fk(R
2)) ∼= πi+1(Fk−1(R
2))
como F2(R
2) ≃ S1. Tenemos
πi(F2(R
2)) ∼= πi(S
1) = 0 para i ≥ 2
luego
πi(Fk(R
2)) = 0 para i ≥ 2 y k ≥ 1
la sucesio´n exacta de homotop´ıa se reduce a
0 −→ π1(R
2−θk−1) −→ π1(Fk(R
2)) −→ π1(Fk−1(R
2)) −→ 0
luego
0 −→ Fk−1 −→ Pk −→ Pk−1 −→ 0 
En base a [10] y [7] damos la presentacin del grupo de trenzas pura de Artin.
2.2. Presentacio´n del grupo de trenza pura de
Artin
Consideremos los planos z = 0 y z = 1 en R3, la cuales denotaremos por P y Q
respectivamente. Elijamos n puntos distintos p1, . . . , pn ∈ P y sean q1, . . . , qn las
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correspondientes proyecciones ortogonales en Q. Por un arco en R3 entenderemos
una funcio´n continua A : [0, 1] −→ R3 que es homeomorfo sobre su imagen.
2.2.1 Definicio´n. Sean A1, . . . , An arcos disjuntos en R
3, una trenza β en n
hebras es un sistema de arcos disjuntos en R3, tales que
1. Existe un σ ∈ Σ de modo que Ai conecta el punto pi con el punto qσ(i).
2. Cada arco Ai intersecta a todo plano paralelo entre P y Q en exactamente un
punto.
Diremos que dos trenzas β1 y β2 son equivalentes si cada una se puede deformar
continuamente en la otra por medio de trenzas, es decir, si los correspondientes
sistemas de arcos son isoto´picos. El conjunto de clases de isotop´ıa de trenzas en
n-hebras se denota por Bn y es un grupo bajo la operacio´n de yuxtaposicio´n de
trenzas y reescalamiento. Donde para n ≥ 1 el grupo fundamental
π1
(
Fn
(
R2
)
/Σn
)
∼= Bn y Σn es un grupo sime´trico (ver [3]).
La trenza grome´trica σi esta´ dada por la siguiente figura
si
1 i-1 i i+1 i+2 n
.  .  . .  .  .
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σi es la trenza en n-hebras en la que la i-e´sima hebra cruza por encima solo una
vez la (i+1)-e´sima hebra y en todas las otras hebras no hay cruce. Los σj verifican
las siguientes identidades
σiσj = σjσi para |i− j| ≥ 2, 1 ≤ i, j ≤ n− 1
y
σiσi+1σi = σi+1σiσi+1.
Definamos
Ai,j = σj−1σj−2 . . . σi+1σ
2
i σ
−1
i+1 . . . σ
−1
j−2σ
−1
j−1
si
1 i-1 i i+1 i+2 n
.  .  . .  .  .
-1
σ−1i es la trenza en n-hebras en la que la (i + 1)-e´sima hebra cruza por encima
solo una vez, la i-e´sima hebra y en todas las otras hebras no hay cruce.
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A
i,j
i j
.  .  . .  .  .
Por ejemplo A3,6
21 3 4 5 6 7 8
El grupo de trenzas Bn viene equipado con un epimorfismo natural π : Bn −→ Σn
dada por σi 7−→ (i, i + 1), cuyo nu´cleo es Pn := Ker(π) es un subgrupo normal
de Bn conocido como el grupo de trenzas puras. Donde para n ≥ 1 el grupo
fundamental
π1
(
Fn
(
R2
))
∼= Pn.
(ver[3]). En el teorema probaremos que Pn es generado por Aij para 1 ≤ i, j ≤ n,
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para ello requerimos del lema siguiente.
2.2.2 Lema. En el grupo Pn tenemos las siguientes identidades
1. Ar,sAi,jA
−1
r,s = Ai,j si r < s < i < j o i < r < s < j
2. Ar,iAi,jA
−1
r,i = A
−1
i,j A
−1
r,jAi,jAr,jAi,j si r < i < j
3. Ai,sAi,jA
−1
i,s = A
−1
s,jAi,jAs,j si i < s < j
4. Ar,sAi,jA
−1
r,s = (A
−1
s,jA
−1
r,jAs,jAr,j)Ai,j(A
−1
r,jA
−1
s,jAr,jAs,j) si r < i < s < j
Escribiremos b.a = bab−1. No´tese
(bc).a = abc = (bc)a(bc)−1 = b.(c.a)
Tenemos las siguientes identidades
σtA1,n+1σ
−1
t = A1,n+1
...
σtAt−1,n+1σ
−1
t = At−1,n+1
σtAt,n+1σ
−1
t = At,n+1
σtAt+1,n+1σ
−1
t = A
−1
t+1,n+1At,n+1At+1,n+1
σtAt+2,n+1σ
−1
t = At+2,n+1
...
σtAn,n+1σ
−1
t = An,n+1
Demostracio´n del Lema 2.2.2.
1. Si r < s < i < j entonces Ar,s ∈ ⟨σr, σr+1, . . . , σs−1⟩ grupo libre generado
por σr, σr+1, . . . , σs−1.
σ−1i−1.Ai,j = Ai−1,j
Usando estas relaciones prueba la segunda relacio´n. Las relaciones (3) y (4)
se procede de igual manera. 
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2.2.3 Teorema. El grupo Pn admite una presentacio´n con generadores dada por
Ai,j y la relacio´n entre los generadores dada por (1), (2), (3) y (4) del lema 2.2.2.
Demostracio´n. Sea P˜n el grupo generado por las letras A˜i,j, 1 ≤ i < j ≤ n con
relaciones como en el lema 2.2.2. Entonces existe un homomorfismo de grupos
ϕn : P˜n −→ Pn
A˜i,j 7−→ Ai,j
Veamos por induccio´n que ϕn es un isomorfismo.
Para n ≥ 2 es verdadero. Supongamos que ϕn−1 es un isomorfismo.
Sea
U˜n =
⟨
A˜1,n, A˜2,n . . . , A˜n−1,n
⟩
el grupo libre generado por Ai,n, 1 ≤ i ≤ n− 1.
Veamos que U˜n es un subgrupo normal de P˜n. Es suficiente ver
A˜r,sA˜i,nA˜r,s
−1
∈ U˜n
para 1 ≤ r < s ≤ n− 1 y 1 ≤ i ≤ n− 1. Existen cuatro casos posibles
1. r < s < i < n o i < r < s < n
2. r < i = s < n
3. r = i < s < n
4. r < i < s < n
y
Ai,j ∈ ⟨σi, σi+1, . . . , σj−1⟩.
Usando la identidad σiσj = σjσi para |i− j| ≥ 2 tenemos Ar,sAi,j = Ai,jAr,s para
r < s < i < j.
Asumamos que i < r < s < j. Tenemos
σtAi,jσ
−1
t = Ai,j para i < t ≤ j − 2,
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en efecto
σtAi,jσ
−1
t
= σtσj−1 . . . σt+1σt . . . σi+1σ
2
i σ
−1
i+1 . . . σ
−1
t σ
−1
t+1 . . . σ
−1
j−1σ
−1
t
= σj−1 . . . σt+2σtσt+1σtσt−1 . . . σi+1σ
2
i σ
−1
i+1 . . . σ
−1
t−1σ
−1
t σ
−1
t+1σ
−1
t+2 . . . σ
−1
j−1
= σj−1 . . . σt+2σt+1σtσt+1σt−1 . . . σi+1σ
2
i σ
−1
i+1 . . . σ
−1
t−1σ
−1
t+1σ
−1
t σ
−1
t+1σ
−1
t+2 . . . σ
−1
j−1
= Ai,j
Esto tambie´n implica
σ−1t Ai,jσt = Ai,j para i < t ≤ j − 2
como Ar,s ∈ ⟨σr, σr+1, . . . , σs−1⟩ tenemos
Ar,sAi,jAr,s = Ai,j para i < r < s < j.
Esto prueba la primera relacio´n.
(2) Tenemos
σiAi,jσ
−1
i = Ai+1,j, σi−1Ai,jσ
−1
i−1 = A
−1
s,jAi−1,jAi,j
se sigue que
σ−1i Ai+1,jσi = Ai,j, o σ
−1
i−1Ai,jσi−1 = Ai−1,j
y
Ai,j = (σ
−1
i−1Ai,jσi−1)
−1(σ−1i−1Ai−1,jσi−1)(σ
−1
i−1Ai,jσi−1)
= A−1i−1,j(σ
−1
i−1Ai−1,jσi−1)Ai−1,j
Este da las siguientes fo´rmulas.
σi−1.Ai−1,j = Ai,j
σi−1.Ai,j = A
−1
i,j Ai−1,jAi,j
σ−1i−1.Ai−1,j = Ai−1,jAi,jA
−1
i−1,j
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Por el lema 2.2.2
A˜r,sA˜i,nA˜r,s
−1
∈ U˜n
en todos esos casos.
Entonces U˜n es un subgrupo normal de P˜n.
Consideremos el siguiente diagrama conmutativo
U˜n
_

φn| // Un
_

P˜n−1
A˜i,j 7→A˜i,j
❂❂
❂❂
❂
❂❂
f // P˜n
q

φn // Pn
q

P˜n
U˜n
φn
// Pn−1 =
Pn
Un
donde q ◦ f es sobreyectivo puesto que P˜n es generado por f(P˜n−1) y U˜n. La
composicio´n qϕnf = ϕn−1 puesto que manda A˜i,j a Ai,j para 1 ≤ i < j ≤ n − 1.
Por hipo´tesis de induccio´n qϕnf es un isomorfismo. Como U˜n es generado por
n− 1 elementos A˜i,n 1 ≤ i ≤ n− 1 y Un es un grupo libre generado con una base
Ai,n para 1 ≤ i ≤ n. El epimorfismo ϕn| : U˜n −→ Un es un isomorfismo. Por el
lema de los cinco, ϕn es un isomorfismo. Con esto termina la induccio´n y queda
demostrado el teorema. 
2.2.4 Observacio´n (Lema de los Cinco). Sea
M1
f1 //
h1

M2
f2 //
h2

M3
f3 //
h3

M4
f4 //
h4

M5
h5

N1 g1
// N2 g2
// N3 g3
// N4 g4
// N5
un diagrama conmutativo donde las filas son sequencias exactas. Se cumple que
si h1, h2, h4, h5 son isomorfismos, entonces h3 es isomorfismo.
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Cap´ıtulo 3
Algebra de Lie de un grupo de
trenza pura
En esta seccin seguimos los lineamientos establecidos en [4] y [9].
Sea G un grupo. Dado dos elementos g, h ∈ G el conmutador de g y h, [g, h] es
definido por
[g, h] = g−1h−1gh.
Sean H y K subgrupos de G. El subgrupo conmutador [H,K] es el subgrupo de
G generado por los conmutadores [h, k] con h ∈ H y k ∈ K.
3.1 Proposicio´n. Si ab = b−1ab tenemos las siguientes identidades
1. [b, a] = [a, b]−1
2. [a, b] = a−1ab
3. [[a, b], ca][[c, a], bc][[b, c], ab] = 1
4. [a, bc] = [a, c][a, b][[a, b], c]
5. [ab, c] = [a, c]b[b, c]
6. [a, bc] = [a, c][a, b]c
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Demostracio´n.
1. [b, a] = b−1a−1ba = (a−1b−1ab)−1 = [a, b]−1
2. [a, b] = a−1b−1ab = a−1ab
3.
[[a, b], ca] = [a−1b−1ab, a−1ca]
= (a−1b−1ab)−1(a−1ca)−1(a−1b−1ab)(a−1ca)
= b−1a−1baa−1c−1aa−1b−1aba−1ca
[[c, a], bc] = [c−1a−1ca, c−1bc]
= (c−1a−1ca)−1(c−1bc)−1(c−1a−1ca)(c−1bc)
= a−1c−1acc−1b−1cc−1a−1cac−1bc
= a−1c−1ab−1a−1cac−1bc
[[b, c], ab] = [b−1c−1bc, b−1ab]
= (b−1c−1bc)−1(b−1ab)−1(b−1c−1bc)(b−1ab)
= c−1b−1cbb−1a−1bb−1c−1bcb−1ab
= c−1b−1ca−1c−1bcb−1ab
luego
[[a, b], ca][[c, a], bc][[b, c], ab] =
= b−1a−1bc−1b−1aba−1caa−1c−1ab−1a−1cac−1bcc−1b−1ca−1c−1bcb−1ab
= 1
(4), (5) y (6) se prueba de la misma manera. 
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3.2 Proposicio´n. Si H y K son subgrupos normales de G entonces [H,K] es un
subgrupo normal de G con [H,K] ≤ H ∩ K. El s´ımbolo ≤ se usa normalmente
para indicar que es un subgrupo de y E para indicar subgrupo normal de.
Demostracio´n. Sean c ∈ G, a ∈ H y b ∈ K, tenemos
c[a, b]c−1 = ca−1b−1abc−1
= ca−1c−1cb−1c−1cac−1cbc−1
= (cac−1)−1(cbc−1)−1(cac−1)(cbc−1)
= [cac−1, cbc−1] ∈ [H,K]
puesto que H y K son subgrupos normales de G.
Sea [a, b] ∈ [H,K] entonces
[a, b] = a−1 · (b−1ab) ∈ H
pues a−1 y (b−1ab) ∈ H y [a, b] = (a−1ba)−1 · b ∈ K pues (a−1ba)−1 y b ∈ K.
Luego [a, b] ∈ H ∩K, lo que prueba [H,K] ≤ H ∩K. 
Definiremos por induccio´n una sucesio´n descendente de subgrupos normales de
G como sigue:
Definamos
Γ1(G) := G
Γ2(G) = [Γ1(G), G]
Supongamos que Γk(G) esta´ definido. Definamos
Γk+1(G) = [Γk(G), G] ≤ Γk(G) ∩G ≤ Γk(G)
Esto da una serie central descendente o serie central inferior de G.
Por el significado de descendente tenemos
. . . ≤ Γk+1(G) ≤ Γk(G) ≤ . . . ≤ Γ2(G) ≤ Γ1(G)
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significado de central, se refiere al hecho de que el grupo cociente
Γk(G)
Γk+1(G)
esta contenido en el centro del grupo cociente
G
Γk+1(G)
para k ≥ 1,
en efecto, si a ∈
Γk(G)
Γk+1(G)
, a˜ ∈ Γk(G) su representante, b ∈
G
Γk+1(G)
, b˜ ∈ G su
representante. De la definicio´n
[a˜, b˜] ∈ [Γk(G), G] = Γk+1(G).
Luego [a, b] = 1 en el grupo cociente
G
Γk+1(G)
. De aqu´ı resulta
1 = [a, b] = a−1b−1ab o a = b−1ab o a = bab−1.
Entonces
Γk(G)
Γk+1(G)
esta contenido en el centro de
G
Γk+1(G)
, en particular cada
grupo
Γk(G)
Γk+1(G)
es abeliano.
Usaremos G(k) para denotar
Γk(G)
Γk+1(G)
, o sea
G(k) =
Γk(G)
Γk+1(G)
.
Si k = 1
G(1) =
Γ1(G)
Γ2(G)
=
G
[G,G]
es la abelianizacio´n de G. Sea
1 // A α // B
β // C //
σ
aa 1 (III.1)
una sucesio´n exacta separable de grupos. El homomorfismo σ : C −→ B es tal
que β ◦ σ = idC , los homomorfismos α y σ son monomorfismos, tenemos
A ∼= Im(α) = α(A) ⊂ B
C ∼= Im(σ) = σ(C) ⊂ B
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A y C son subgrupos de B y A es normal en B. Por la exactitud de (III.1) tenemos
Ker(β) = Im(α) ∼= A, β|C = idC .
Definamos una funcio´n
τ : B −→ A
b 7−→ β(b−1)b
Veamos β(b−1)b ∈ Ker(β) ∼= A, en efecto
β(β(b−1)b) = β(β(b−1))β(b)
= β(b−1)β(b)
= β(b)−1β(b)
= 1
pues β(b−1) ∈ C y β|C = idC , o sea β(β(b
−1)) = β(b−1).
Tambie´n tenemos:
τ |A = idA
Como A y C son subgrupos de B, A ∩ C = {1}. Para cada b ∈ B, b = ca con
c ∈ C y a ∈ A ⇐⇒ c = β(b) y a = τ(b) (B = A⊕ C).
Tenemos una accio´n de C en A definido como sigue:
C × A −→ A
(c, a) 7−→ ac = c−1ac
la funcio´n τ no es homomorfismo de grupos pero satisface
τ(b1b2) = τ(b1)
β(b2)τ(b2)
= β(b2)
−1τ(b1)β(b2)τ(b2)
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En efecto, sea b1 = c1a1, b2 = c2a2 con c1, c2 ∈ C y a1, a2 ∈ A tenemos
b1b2 = c1a1c2a2
= c1(c2c
−1
2 )a1c2a2
= (c1c2)c
−1
2 a1c2a2
= (c1c2)a
c2
1 a2
τ(b1b2) = β((b1b2)
−1)b1b2, por definicio´n de τ
= β(b−12 b
−1
1 )b1b2
= β(b−12 )β(b
−1
1 )b1b2
= β(b2)
−1β(b1)
−1b1b2
= c−12 c
−1
1 b1b2, pues β(b2) = c2, β(b1) = c1
= c−12 c
−1
1 c1a1c2a2, pues b1 = c1a1, b2 = c2a2
= c−12 c
−1
1 c1a1c2c
−1
2 c2a2
= c−12 c
−1
1 b1c2c
−1
2 b2
= c−12 τ(b1)c2τ(b2)
= β(b2)
−1τ(b1)β(b2)τ(b2)
= τ(b1)
β(b2)τ(b2)
3.3 Teorema. Supongamos
1 // A α // B
β // C //
σ
aa 1
una sucesio´n exacta separable de grupos y que la accio´n de C sobre
A(1) =
A
[A,A]
es trivial (esto es, [A,C] ⊆ [A,A]).
Entonces la sucesio´n de funciones inducida
1 // Γn(A) α // Γn(B)
β // Γn(C) //
σ
ii
1
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es exacta separable para cualquier n.
La demostracio´n del teorema se basar en la proposicin y en los lemas posteriores
a la siguente proposicin.
3.4 Proposicio´n. Sea G un grupo. Entonces
[Γs(G),Γt(G)] ≤ Γs+t(G)
para cualesquiera s, t ≥ 1.
Demostracio´n. Induccio´n sobre t.
Para t = 1, tenemos
[Γs(G),Γ1(G)] = [Γs(G), G] = Γs+1(G), para s ≥ 1
Supongamos que vale el resultado para t− 1
[Γs(G),Γt−1(G)] ≤ Γs+t−1(G)
para cualquier s ≥ 1.
Veamos para t, en efecto, por definicio´n Γt(G) = [Γt−1(G), G] es generado por
[a, b] para a ∈ Γt−1(G) y b ∈ G. Como Γs+t(G) es un subgrupo normal de G es
suficiente probar
[c, [a, b]] ∈ Γs+t(G)
para c ∈ Γs(G), a ∈ Γt−1(G), b ∈ G por (1), (5) y (6) de la proposicio´n 3.1. Si
d = ca
−1
, entonces d ∈ Γs(G) puesto que Γs(G) es normal. De (3) de la proposicio´n
3.1 tenemos
[[a, b], da] = ([[d, a], bd][[b, d], ab])−1
= [[b, d], ab]−1[[d, a], bd]−1
[[b, d], ab]−1 ∈ Γs+t(G), puesto que; tenemos [b, d] ∈ Γs+1(G) por definicio´n. Como
Γt−1(G) es normal, tenemos ab ∈ Γt−1(G). Por hipo´tesis de induccio´n
[[b, d], ab] ∈ Γs+1+t−1(G) = Γs+t(G)
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luego
[[b, d], ab]−1 ∈ Γs+t(G)
[[d, a], bd] ∈ Γs+t(G), puesto que por hipo´tesis de induccio´n
[d, a] ∈ Γs+t−1(G) y [[d, a], bd] ∈ Γs+t−1+1(G) = Γs+t(G)
luego
[[d, a], bd]−1 ∈ Γs+t(G)
[[a, b], da] = [[b, d], ab]−1[[d, a], bd]−1 ∈ Γs+t(G)
Como d = ca
−1
= aca−1, luego c = a−1da, o sea, da = c
[c, [a, b]] = [da, [a, b]] = [[a, b], da]−1 ∈ Γs+t(G). 
3.5 Lema. Sean x ∈ Γp(A), y ∈ B, w ∈ B. Supongamos [y, w] ∈ Γq(A). Entonces
[x, y] ∈ Γp+q(A) si y so´lo si [x, yw] ∈ Γp+q(A)
Demostracio´n. Sea z = [y, w]. Entonces
yw = w−1yw = yy−1w−1yw = y(y−1w−1yw) = y[y, w] = yz.
De la proposicio´n 3.1 (4) tenemos
[x, yw] = [x, yz] = [x, z][x, y][[x, y], z] (III.2)
Por hipo´tesis general [y, w] ∈ Γq(A). Entonces
[x, z] = [x, [y, w]] ∈ [Γp(A),Γq(A)] ≤ Γp+q(A)
por proposicio´n 3.4. Por otro lado [x, y] ∈ Γp(A) puesto que Γp(A) en normal en
B. Luego
[[x, y], z] ∈ [Γp(A),Γq(A)] ≤ Γp+q(A)
De la igualdad (III.2) se deduce que
[x, y] ∈ Γp+q(A) si y so´lo si [x, yw] ∈ Γp+q(A) 
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3.6 Observacio´n (del lema 3.5). Se tiene tambie´n el resultado bajo la hipo´tesis
que x ∈ B satisface
[x, y] ∈ Γp(A) y [x, [y, w]] ∈ Γp+q(A).
3.7 Lema. Supongamos [A,C] ≤ Γ2(A). Entonces
[Γn(A), C] ≤ Γn+1(A), para cualesquieran ≥ 1.
Demostracio´n. Veamos por induccio´n en n. Para n = 1
[Γ1(A), C] = [A,C] ≤ Γ1+1(A)
por hipo´tesis de induccio´n.
Supongamos que el resultado vale para 1 ≤ p ≤ n− 1, esto es,
[Γp(A), C] ≤ Γp+1(A).
Veamos para n. Como
[Γn(A), C] = [[Γn−1(A), A], C]
es suficiente probar que
[[an−1, a], c] ∈ Γ
n+1(A)
para cualquier an−1 ∈ Γ
n−1(A), a ∈ A y c ∈ C. De la proposicio´n 3.1 (3) tenemos
[[an−1, a], c
an−1 ][[a, c], aan−1][[c, an−1], a
c] = 1 (III.3)
Ahora aan−1 = a
−1an−1a ∈ Γ
n−1(A) pues Γn−1(A) es normal en A. Por la hipo´tesis
tenemos
[[a, c]aan−1] ∈ [Γ
2(A),Γn−1(A)] ≤ Γn+1(A)
por hipo´tesis de induccio´n tenemos
[a, cn−1] = [an−1, c]
−1 ∈ [Γn−1(A), C] ≤ Γn(A)
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luego
[[c, an−1], a] ∈ [Γ
n(A), A] = Γn+1(A)
como [c, an−1] ∈ Γ
n(A) y [a, c] ∈ A, tenemos
[[c, an−1], a] ∈ [Γ
n(A), A] ≤ Γn+1(A)
luego por el lema 3.5, tenemos
[[c, an−1], a
c] ∈ Γn+1(A).
De la igualdad (III.3) tenemos
[[an−1, a], c
an−1 ] ∈ Γn+1(A)
y nuevamente por el lema 3.5 tenemos
[[an−1, a], c] ∈ Γ
n+1(A). 
3.8 Lema. Supongamos
1 // A α // B
β // C //
σ
aa 1
una sucesio´n exacta separable de grupos y la accio´n de C sobre
A(1) =
A
[A,A]
es trivial (esto es, [A,C] ⊆ [A,A]).
Entonces
[Γn(A),Γk(C)] ≤ Γn+k(A) ∀n, k ≥ 1
Demostracio´n. Veamos por induccio´n en k. Para k = 1 = n. Por hipo´tesis
[A,C] ⊆ [A,A] ya que C actu´a trivialmente
[A,C] ⊆ [A,A] = [Γ1(A),Γ1(A)] ≤ Γ2(A)
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Para k = 1 ̸= n. Por el lema 3.7 tenemos
[Γn(A),Γ1(C)] = [Γn(A), C] ≤ Γn+1(A), ∀n ≥ 1
Supongamos que el resultado vale para 1 ≤ q ≤ k − 1, o sea
[Γn(A),Γq(C)] ≤ Γn+q(A) ∀n ≥ 1
Veamos para k. Como
[Γn(A),Γk(C)] = [Γk(C),Γn(A)]−1 = [[Γk−1(C), C],Γn(A)]−1
es suficiente probar
[[ck−1, c], a] ∈ Γ
n+k(A)
donde ck−1 ∈ Γ
k−1(C), c ∈ C, a ∈ Γn(A).
De la proposicio´n 3.1 (3) tenemos
[[ck−1, c], a
ck−1 ][[c, a], cck−1][[a, ck−1], c
a] = 1 (III.4)
Por hipo´tesis de induccio´n y el hecho de que Γk−1(C) es normal en C, tenemos
[[c, a], cck−1] ∈ [Γ
n+1(A),Γk−1(C)] ≤ Γn+k(A)
Nuevamente por hipo´tesis de induccio´n
[[a, ck−1], c] ∈ [Γ
n+k−1(A),Γ1(C)] ≤ Γn+k(A)
Por el lema 3.5
[[a, ck−1], c
a] ∈ Γn+k(A)
De la igualdad (III.4) tenemos
[[ck−1, c], a
ck−1 ] ∈ Γn+k(A)
Por la observacio´n 3.6 del lema 3.5
[[ck−1, c], a] ∈ Γ
n+k(A) 
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3.9 Corolario. Bajo las hipo´tesis del lema 3.8, tenemos
τ(Γn(B)) ⊆ Γn(A)
Demostracio´n. Veamos por induccio´n en n. Para n = 1, τ(B) ⊆ A es trivial por
la definicio´n de τ .
Supongamos que el resultado vale para 1 ≤ q ≤ n− 1, esto es
τ(Γp(B)) ⊆ Γq(A)
Veamos para n. En efecto,
Γn(B) = [Γn−1(B), B].
Si b1 ∈ Γ
n−1(B), b2 ∈ B. Basta probar τ(b1, b2) ∈ Γ
n(A). Escribiendo bi = c1ai
tenemos
a1 = τ(b1) ∈ Γ
n−1(A)
por hipo´tesis de induccio´n y
c1 = β(b1) ∈ Γ
n−1(C)
Tambie´n
c2 = β(b2) ∈ C y a2 = τ(b2) ∈ A
De la proposicio´n 3.1 (5) y (6) tenemos
[xy, z] = [x, z]y[y, z] (III.5)
[x, yz] = [x, z][x, y]z (III.6)
Tenemos
64
τ([b1, b2]) = β([b1, b2]
−1)[b1, b2]
= β([c1a1, c2a2]
−1)[c1a1, c2a2]
= β([c2a2, c1a1])[c1a1, c2a2]
= [c2, c1][c1a1, c2a2]
= [c2, c1][c1, c2a2]
a1 [a1, c2a2], por (III.5)
= [c2, c1][c1, a2]
a1 [c1, c2]
a2a1 [a1, a2][a1, c2]
a2
= [c2, c1][c1, a2]
a1 [c1, c2]
a2a1 [a1, c2]
a2 mo´d Γn(A)
Ahora
[c1, a2] ∈ [Γ
n−1(C), A] ≤ Γn(A)
y
[a1, c2] ∈ [Γ
n−1(A), C] ≤ Γn(A)
por el lema 3.8.
Tambie´n
[[c1, c2], a2a1] ∈ [Γ
n(C), A] ≤ Γn+1(A) ≤ Γn(A)
conmuta [c1, c2] con a2a1 mo´dulo Γ
n(A), esto es,
[c1, c2](a2a1) = (a2a1)[c1, c2] mo´d Γ
n(A)
Tenemos
[c1, c2]
a2a1 = (a2a1)
−1[c1, c2](a2a1)
= (a2a1)
−1(a2a1)[c1, c2]
= a−11 a
−1
2 a2a1[c1, c2]
= [c1, c2]
Luego τ([b1, b2]) ≡ [c2, c1][c1, c2] = 1 mo´d Γ
n(A). Por tanto τ([b1, b2]) ∈ Γ
n(A).

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Demostracio´n del Teorema 3.3. Cualquier homomorfismo f : G −→ G′
mapea Γk(G) en Γk(G′), esto es, f(Γk(G)) ⊆ Γk(G′). Veamos que la sucesio´n
1 // Γn(A)
α|
// Γn(B)
β|
// Γn(C)
σ|
ii
// 1
es exacta para cualquier n, es decir
1. Im(α|) = Ker(β|)
2. α| es monomorfismo
3. β| es epimorfismo
Del hecho que α es monomorfismo, β epimorfismo y βα = 1 resulta que α| es
monomorfismo, β| es epimorfismo y β|α| = 1. Lo que no es trivial es
Ker(β|) ⊆ Im(α|).
Pero b ∈ Γn(B) con β(b) = 1 implica
b = bβ(b−1) = τ(b),
por el corolario 3.9,
b = τ(b) ∈ Γn(A)
del siguiente diagrama conmutativo
1 // Γn(A)
α|
//
π

Γn(B)
β|
//
π

ΓnC //
σ|
jj
π

1
1 //
Γn(A)
Γn+1(A)
α //
Γn(B)
Γn+1(B)
β //
Γn(C)
Γn+1(C)
//
σ
ll
1
obtenemos que la sucesio´n
1 //
Γn(A)
Γn+1(A)
α //
Γn(B)
Γn+1(B)
β //
Γn(C)
Γn+1(C)
// 1
es exacta separable.
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3.10 Teorema. El a´lgebra de Lie gr∗(Pk) asociado a la serie central descendente
del grupo de trenza pura Pk esta dada como un mo´dulo por L2⊕L3⊕. . .⊕Lk donde
Li = L[Ai,1, . . . , Ai,i−1] es el a´lgebra de Lie libre generado por Ai,1, . . . , Ai,i−1.
Demostracio´n. De acuerdo al corolario 1.3.7 la fibracio´n
pi : Fk(R
2) −→ Fk−1(R
2)
con fibra R2−θk−1 induce una sucesio´n exacta separable
0 −→ Fk−1 −→ Pk −→ Pk−1 −→ 0 (III.7)
aqu´ı Fk−1 es un grupo libre en (k − 1)-generadores, Ak,1, Ak,2, . . . , Ak,k−1.
Por el teorema 3.3 existe una sucesio´n exacta corta separable
0 −→
Γn(Fk−1)
Γn+1(Fk−1)
−→
Γn(Pk)
Γn+1(Pk)
−→
Γn(Pk−1)
Γn+1(Pk−1)
−→ 0
luego
Γn(Pk)
Γn+1(Pk)
∼=
Γn(Pk−1)
Γn+1(Pk−1)
⊕
Γn(Fk−1)
Γn+1(Fk−1)
.
De acuerdo a lo establecido en la seccio´n 1.5 del cap´ıtulo 1, si
grn(Pk) =
Γn(Pk)
Γn+1(Pk)
, grn(Pk−1) =
Γn(Pk−1)
Γn+1(Pk−1)
tenemos
grn(Pk) ∼= grn(Pk−1)⊕ grn(Fk−1)
luego por induccio´n tenemos
grn(Pk) ∼= grn(F1)⊕ . . .⊕ grn(Fk−1)
Por el teorema 1.5.8
grnFi−1 ∼= Li
donde Li = L[Ai,1, . . . , Ai,i−1] es un a´lgebra de Lie en (i− 1)-generadores.
Tenemos
grn(Pk) = L2 ⊕ . . .⊕ Lk
Con lo cual queda demostrado el teorema.
Au´n ma´s, la inclusio´n Li →֒ gr∗(Pk) es un homomofismo de a´lgebras de Lie y el
corchete de Lie entre los generadores esta´n dadas por
(a) Si {i, j} ∩ {r, s} = ∅ entonces [Ai,j, Ar,s] = 0. Otras veces
(b) Para j < i < r, tenemos:
[Ai,j, Ar,i] = [Ar,i, Ar,j] y [Ai,j, Ar,j] = [Ar,j, Ar,i].
[A2,1, A3,2] = [A3,2, A3,1]
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