Abstract. We present an algorithm which produces, in some cases, infinite words avoiding both large fractional repetitions and a given set of finite words. We use this method to show that all the ternary patterns whose avoidability index was left open in Cassaigne's thesis are 2-avoidable. We also prove that there exist exponentially many 7 4 + -free ternary words and 7 5 + -free 4-ary words. Finally we give small morphisms for binary words containing only the squares 0 2 , 1 2 and (01) 2 and for binary words avoiding large squares and fractional repetitions.
Introduction
We assume that the reader is familiar with Combinatorics on Words (see for instance [11] ). A pattern is a finite word of variables. An infinite word w avoids pattern P if for any substitution φ of the variables of P with non-empty words, φ(P ) is not a factor of w. Let Σ i denote the i-letter alphabet {0, 1, . . . , i − 1}. The avoidability index µ(P ) of P is the smallest integer k such that there exists an infinite word w over Σ k avoiding P .
In the early 1900's, Thue [16, 17] (see also [3] ) showed that there exists an infinite word over a three-letter alphabet which contains no square, i.e. two consecutive occurrences of the same factor. He thus proved that µ(AA) = 3. He also obtained that µ(AAA) = 2.
In 1979, Zimin [18] and Bean, Ehrenfeucht, and McNulty [2] indepently considered the avoidability of patterns and gave a caracterization of the patterns P such that µ(P ) = ∞ (unavoidable patterns). For more informations on pattern avoidability, we refer to chapter 3 in [11] .
Baker, McNulty, and Taylor [1] found a pattern P 4 such that µ(P 4 ) = 4 and Clark [5] found a pattern P 5 such that µ(P 5 ) = 5. The question whether there exists a pattern P k such that k ≤ µ(P k ) < ∞ for every k remains open.
Let t(n) be the number of words of length n satisfying a property P. We say that there exist polynomially (resp. exponentially) many words satisfying P if there exists a constant c > 1 such that t(n) ≤ n c + c (resp. t(n) ≥ c n ) for every n. A surprising result in [1] states that there exist polynomially many words avoiding P 4 over Σ 4 .
Cassaigne [4] obtained the avoidability index of every binary pattern and of some ternary patterns. In Section 3, we end the determination of the avoidability index of ternary patterns.
Let α > 1 be a rational number and let ≥ 1 be an integer. A word w is an (α, )-repetition if we can write it as w = x n x where x is a prefix of x, |x| = , and |w| = α|x|. Let β be a real number and let n ≥ 1 be an integer. A word is (β + , n)-free if it contains no (α, )-repetition such that α > β and ≥ n. A word is β + -free if it is (β + , 1)-free. The repetition threshold is the smallest real number R k such that there exists an infinite R + k -free word over Σ k . The exact value of the repetition threshold is known for 2 ≤ k ≤ 11: R 2 = 2 [3, 16, 17] , R 3 = 7 4 [7] , R 4 = 7 5 [13] , and R k = k k−1 for 5 ≤ k ≤ 11 [12] . Dejean [7] conjectured that R k = k k−1 for every k ≥ 5. In Section 4, we show that there exist exponentially many 7 4 + -free ternary words and
+ -free 4-ary words. We use this result to prove that for every pattern P considered in Section 3, there exist exponentially many words avoiding P over Σ µ(P ) .
The length of a square u 2 is |u|. In Section 5, we give a simple construction for four special types of binary words containing squares of bounded length only.
The main results in Section 3, 4, and 5 were obtained using the method presented in Section 2. Notice that we also used this method in [9] to obtain upper bounds on some generalized repetition thresholds.
The method
A morphism is q-uniform if the image of every letter has length q. A uniform morphism h : Σ * s → Σ * e is synchronizing if for any a, b, c ∈ Σ s and v, w ∈ Σ * e , if h(ab) = vh(c)w, then either v = ε and a = c or w = ε and b = c. Lemma 2.1. Let α, β ∈ Q, 1 < α < β < 2 and n ∈ N * . Let h : Σ * s → Σ * e be a synchronizing q-uniform morphism (with q ≥ 1). If h(w) is (β + , n)-free for every α + -free word w such that |w| < max
, then h(t) is (β + , n)-free for every (finite or infinite) α + -free word t.
Proof.
Suppose w is an α + -free word such that h(w) is not (β + , n)-free and w is of minimum length with this property. Thus h(w) contains a β + -repetition, that is, a factor uvu such that |uvu| |uv| > β. Denote x = |u| and y = |v|. Since |uvu| |uv| = 2x+y x+y > β, we have y < 2−β β−1 x. If x ≥ 2q − 1, then each occurrence of u contains at least one full h-image of a letter. As h is synchronizing, the two occurrences of u in uvu contain the same h-images and in the same positions. Let U be the factor of w that contains all letters whose h-images are contained in u, and let V be the factor of w that contains all letters whose h-images intersect v. Denoting X = |U | and Y = |V |, we have Y q < y + 2q and Xq > x − 2q, or equivalently x < (X + 2)q. Since U V U is a factor of w and w is α + -free, then
By the minimality of w we get
If x ≤ 2q − 2, then y < 2−β β−1 (2q − 2) and thus 2x + y < 2β β−1 (q − 1). The minimality of w implies that (|w| − 2)q ≤ |uvu| − 2 = 2x + y − 2. By the above we get that |w| <
, which completes the proof.
To obtain the results in Section 3, 4, and 5 we need to construct infinite words over Σ e that satisfies a property P consisting of some (β + , n)-freeness properties and the avoidance of a set S of finite words. Such an infinite word is obtained as the h-image of any infinite α + -free word t ∈ Σ * s by a synchronizing morphism h : Σ * s → Σ * e such that for every α + -free word t ∈ Σ * s , h(t) satisfies a property P, where P consists of some (β + , n)-freeness properties and the avoidance of a set S of finite words. It is easy to check that h is synchronizing and that h(t) avoids the set S. Using Lemma 2.1 with α ≥ R s allows us to check that the h-image of any (infinite) α + -free word over Σ s is (β + , n)-free with a finite amount of computation. We fix s, q ∈ N and α ∈ Q such that s ≤ 11 and R s ≤ α < 2, to ensure that there exist an infinite α + -free word over Σ s . We use depth-first search to find a word w over Σ e of size s × q which defines the q-uniform morphism h by posing w = h(0)h(1) . . . h(s − 1). Obviously, we can restrict the search to words satisfying
, where ≺ is the lexicographic order of Σ q e . We prune the search tree by checking property P on the prefixes of a potential w. If no morphism is found, we increase the value of q and try again 
Pattern avoidance
We consider here the ternary patterns whose 2-avoidability was left open in Cassaigne's thesis [4] . One of them, namely ABCBABC, is shown to be 2-avoidable 1 The C++ sources of the programs used to find and check the morphisms discussed in this paper are available at: http://dept-info.labri.fr/~ochem/morphisms/ in [9] . We add to that list the binary pattern AABBA (resp. ABAAB) which was already known to be 2-avoidable, and is here 2-avoided together with its reverse ABBAA (resp. ABBAB). In particular, the 2-avoidability of ABCACB was one of Currie's open problems [6] , which was mentioned mainly because ABCACB and its reverse are not simultaneously 2-avoidable.
Lemma 3.1. Any factor uvu of a (β + , n)-free word w, with β < 2, is such that
Proof. If |uv| < n then |u| ≤ n − 1 − |v| and we are done, so suppose |uv| ≥ n.
The ternary patterns listed in Table 1 are 2-avoidable.
Proof. Suppose that we are given a synchronizing morphism h : Σ * s → Σ * e and a pattern P over the alphabet {A, B, . . .}. We can try to prove that h(t) avoids P for every α + -free word t ∈ Σ * s in three steps: (1) Check useful (β + , n)-freeness properties of h(t) thanks to Lemma 2.1. occurrence of P appears in h(t).
Let P R denote the reverse of the pattern P . We have µ(P R ) = µ(P ) since a word w avoids P if and only the reverse of w avoids P R . Notice that the bounds obtained in step (2) using Lemma 3.1 that hold for potential occurrences of a pattern P also hold for those of P R . Thus we try, when possible, to avoid simultaneously P and P R . The method discussed in Section 2 is thus used so that the set S contains the small occurrences of P (and maybe P R ). Each line of Table  1 contains one of these pattern P and informations about the morphism h we used to show that µ(P ) = 2: the q-uniform morphism h : Σ * s → Σ * 2 is such that for every α + -free word t ∈ Σ * s , h(t) avoids P . We also precise whether such a word h(t) also avoids P R . Now, for each pattern, we give the bounds obtained in step (2) of the proof and the morphism found with the method in Section 2.
The following 8-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABAACBAAB. The word h(t) is 24 13 + , 3 -free. It contains no square of length at least three, and since the square AA occurs in the pattern, we have that a ≤ 2. By Lemma 3.1, the factor BAAB implies b ≤ 11a. For each occurrence of BAAB appearing in h(t), we have checked that the corresponding occurrence of AABAA does not appear. For instance, the occurrence φ(BAAB) = 0110 (where φ(A) = 1, φ(B) = 0) appears in h(t), but the factor φ(AABAA) = 11011 does not.
The following 24-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABACCB and its reverse. The word h(t) is 31 16 + , 3 -free, so a ≤ 2 and c ≤ 2. The factor BACCB implies
The following 21-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABBA and its reverse. The word h(t) is 33 17 + , 4 -free, so a ≤ 3 and b ≤ 3.
The following 102-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABBCABBA. The word h(t) is The following 86-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABBCAC and its reverse. The word h(t) is The following 34-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABBCBC and its reverse.
The word h(t) is
The following 46-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABCBC and its reverse. The word h(t) is The following 34-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABCCAB and its reverse. The word h(t) is The following 56-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern AABCCBA and its reverse. The word h(t) is 36 19 + , 3 -free, so a ≤ 2 and c ≤ 2. The factor BCCB implies
The following 10-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABAAB and its reverse. The word h(t) is 39 20 + , 3 -free, so a ≤ 2. The factor BAAB implies b ≤ 38a.
The following 17-uniform morphism h is such that for any 7 5 + -free word t ∈ Σ * 4 , h(t) ∈ Σ * 2 avoids the pattern ABAACBC and its reverse. The word h(t) is 13 7 + , 7 -free, so a ≤ 6. The word h(t) is The following 74-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABAACCB and its reverse. The word h(t) is The following 12-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABACACB and its reverse. The word h(t) is The following 29-uniform morphism h is such that for any 7 5 + -free word t ∈ Σ * 4 , h(t) ∈ Σ * 2 avoids the pattern ABACBC. The following 19-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABACCAB and its reverse. The word h(t) is The following 14-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABACCBA and its reverse. If w is an occurrence of ABACCBA such that a > 1, then the suffix of w of size |w| − a + 1 is a smaller occurrence of ABACCBA such that a = 1. So we assume without loss of generality that a = 1. The word h(t) is 23 12 + , 3 -free, so c ≤ 2.
The factor BACCBA implies a + b ≤ 22c, thus b ≤ 22c − 1.
The following 12-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABBACCA. The word h(t) is The following 42-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABBACCB and its reverse. The word h(t) is The following 16-uniform morphism h is such that for any 7 5 + -free word t ∈ Σ * 4 , h(t) ∈ Σ * 2 avoids the pattern ABBCACB and its reverse. The word h(t) is The following 14-uniform morphism h is such that for any 7 5 + -free word t ∈ Σ * 4 , h(t) ∈ Σ * 2 avoids the pattern ABBCBAC and its reverse. The word h(t) is The following 22-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABBCBCA and its reverse. The word h(t) is The following 20-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABBCCAB and its reverse.
The word h(t) is 15 8 + , 4 -free, so b ≤ 3 and c ≤ 3. The factor ABBCCAB implies a + b ≤ 7(b + 2c), thus a ≤ 6b + 14c.
The following 24-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABCAACB and its reverse. The word h(t) is 
The following 10-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 avoids the pattern ABCACAB and its reverse. The word h(t) is The 6-uniform morphism m 6,4 is given by:
The following 18-uniform morphism h is such that for any 7 5 + -free word t ∈ Σ * 4 , h(t) ∈ Σ * 2 avoids the pattern ABCBBAC and its reverse. The word h(t) is 
Application to repetition-free words
The repetition threshold for binary words is 2, and this result is tight in the following senses:
(1) There exist polynomially many 2 + -free binary words. (2) There exist arbitrarily large squares in any infinite 2 + -free binary word.
In this section we show that no similar situation occurs for ternary and 4-ary words. We use the following easy lemma, which is already implicitly used in [10] .
Lemma 4.1. There are at least 2 n k R + k -free words of length n over Σ k+1 .
Proof.
Consider an R + k -free word w in Σ n k . At least one letter in Σ k , say 0, occurs at least n k times in w. The letter k belongs to Σ k+1 but does not belong to Σ k . Notice that replacing zero or more occurrences of 0 by an occurrence of k in w produces an R + k -free word of length n over Σ k+1 , and that we can obtain at least 2 n k such words.
Theorem 4.2.
(1) There exist exponentially many 7 4 + -free ternary words with no large repetition of exponent The following 59-uniform morphism h is such that for any
+ -free and The following 132-uniform morphism h is such that for any 5 4 + -free word t ∈ Σ * 6 , h(t) ∈ Σ * 4 is Table 1 , there exist exponentially many words avoiding P over Σ 2 .
Proof. Binary words avoiding ABCACB are constructed from 5 4 + -free words over Σ 6 , and there are exponentially many such words by Lemma 4.1. For each other pattern P listed in Table 1 , binary words avoiding P are constructed from either 7 4 + -free words over Σ 3 , or 7 5 + -free words over Σ 4 . In both cases, there are exponentially many such words by Theorem 4.2.
We have not been able to extend Theorem 4.2 to Σ 5 . However, we believe that the following strong form of Dejean's conjecture holds. 
Binary words avoiding large squares
Fraenkel and Simpson constructed in [8] an infinite binary word containing only three squares. Another construction using uniform morphisms is given in [14] . Shallit [15] also gives uniform morphisms for binary words avoiding:
• squares of length at least 3 and 3 + -repetitions (10-uniform),
• squares of length at least 4 and 5 2
+ -repetitions (1560-uniform),
• squares of length at least 7 and 7 3
+ -repetitions (252-uniform).
In this section we give small Σ * 3 → Σ * 2 uniform morphisms producing words having these properties.
The following 50-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 contains only the squares in {0 2 , 1 2 , (01) 2 } and is The following 8-uniform morphism h is such that for any 7 4 + -free word t ∈ Σ * 3 , h(t) ∈ Σ * 2 is 3 + -free, 
