Interior point methods were widely used in the past in the form of barrier methods. In linear programming, the simplex method dominated, mainly due to inefficiencies of barrier methods. Interior point methods became quit popular again after 1984, when Karmarkar announced a fast polynomial-time interior method for nonlinear programming [Karmarkar, 1984] . In this section we present primal-dual interior point methods for linear programming.
Linear Programming and Optimality Conditions
In linear programming, the problem to solve in standard form is
where c, x ∈ R n , b ∈ R m and A is an m × n matrix. This problem is called the primal problem. Associated with it, is the dual problem, which can be formulated as maximize
or, in standard form maximize (y,s)
where y ∈ R m and s ∈ R n . For some more terminology, vector s is called the dual slack. The solution y * of the dual is the Lagrange multiplier of the primal problem, and vice versa. The quantity
is called the duality gap, it is nonnegative, and it is zero only at (x * , y * ). The value of the duality gap is a common termination criterion in interior LP methods.
The optimality conditions can be written as
where X is used to denote the diagonal matrix with diagonal x
and analogous notation is used for other quantities. Vector e is used to denote a vector of all ones, whose dimension usually varies depending on the context. Condition (2a) is known as dual feasibility, condition (2b) is known as primal feasibility, and (2c) 
Duality gap
The duality gap (DG) is the difference between the objective function of the primal problem (PP) and the dual problem (DP). The sign of the duality gap tells us about the relationship between these two problems. The sign of the duality gap is explained by Duality theory in terms of the feasible set and the solution set for the two problems. For instance, given any feasible vectorsx for (PP) and (ȳ,s) for (DP), we have that
This is easy to verify from the KKT conditions (2). From (2d) we have that
From (2a) we have thats = c − A Tȳ , thereforē
Eq. (2b) states that Ax = b, thereforē
Putting everything together we obtain
which is inequality (3). If we have a point (x * , y * , s * ) that satisfies (2), it follows from (2c) that
therefore in the optimal solution the optimality gap vanishes and the optimal values for problems (PP) and (DP) coincide.
Primal Dual variants
Primal-dual interior-point methods find primal-dual solutions (x * , y * , s * ) by applying variants of Newton's method to conditions (2a)-(2c), and modifying search directions and step lengths, so that (2d) is strictly satisfied at each iteration. It is more convenient to write the optimality conditions in terms of a mapping, namely F :
Newton's method forms a linear model for F around the current iterate (
, and obtains a search direction (δx, δy, δs) by solving
where F is the Jacobian of F. Newton's method is applicable fot systems of equalities not inequalities. If we assume that we have strictly feasible iterates, the previous equation becomes
and the next feasible iterate is obtained as (x, y, s) + α(δx, δy, δs), for a line search parameter α ∈ (0, 1]. The line search parameter is chosen so that the next iterate is kept strictly feasible. If the next iterate is strictly feasible, then we can apply Newton's method iteratively.
Central path
The central path is an important aspect of interior point methods, that will help us to establish a general algorithm for primal-dual methods. A central path is an arc of strictly feasible points that is parameterized by a positive scalar ρ, and each point (x(ρ), λ(ρ), s(ρ)) that belongs to the path, solves
Eqs. (7) differ from Eqs. (2) only in the complementarity condition (7c), where the condition now is that products [x] i [s] i have the same value for all i = 1, . . . , n. But as ρ goes to zero, then Eq. (7) approximate Eq. (2). Therefore points on the central path converge to a primal-dual solution of the linear problem, as ρ → 0 − . The use of the parameter ρ, and the good behaviour we get from the central path when it approaches zero, is reminiscent of barrier methods, and this is not a coincidence.
The Barrier Problem
Let's go back to the primal problem (PP). The nonnegativity constraints x ≥ 0 can be replaced, by adding a barrier term in the objective function, that looks like
This barrier term is called the logarithmic barrier term, it is finite as long as x j is positive, and approaches negative infinity as x j approaches zero. The primal problem can now be rewritten as
for x > 0. The Lagrangian for this problem is
The KKT conditions for problem (PLBP) are
If we introduce an extra vector defined as s = ρX −1 e, we can rewrite the KKT conditions as
or, if we mutliply the last equation to the left by X
for (x, s) > 0. This system of equations is the same as Eqs. (7).
6 Primal-Dual Interior Point Algorithm
The Newton equations (6) have been derived for the first order optimality conditions of problem (PP), under the assumption that the iterates (x, s) are strictly feasible. In a similar fashion, the Newton equations for the logarithmic barrier reformulation of problem (PP) are
In these equations we have used ρ = τ γ, where τ ∈ [0, 1] is a centering parameter and
is a duality measure, i.e. it measures the average value of the complementarity
1. Path-following methods restrict iterates to a neighbourhood of the central path, and follow the central path to a solution of the linear problem. This class of algorithms include
• short-step path-following methods. They choose values of the centering parameter τ close to 1, and make slow progress towards the solution
• long-step path-following methods. The centering parameter τ varies more, and make more rapid progress than their short-step counterparts
• predictor-corrector path-following methods. They alternate the value of the centering parameter τ , to obtain a predictor step, (τ = 0) which moves along the affine scaling direction, and then a corrector step (τ = 1), which moves along the centering direction.
2.
Potential reduction methods which are more or less the same as pathfollowing methods, but do not follow the central path explicitly
