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We apply the Grassmann tensor renormalization group to the lattice regularized Schwinger model
with one-flavor of the Wilson fermion. We study the phase diagram in the (β, κ) plane performing
a detailed analysis of the scaling behavior of the Lee-Yang zeros and the peak height of the chiral
susceptibility. Our results strongly indicate that the whole range of the phase transition line starting
from (β, κ) = (0.0, 0.380665(59)) and ending at (∞, 0.25) belongs to the two-dimensional Ising
universality class similarly to the free fermion case.
PACS numbers: 05.10.Cc, 11.15.Ha
I. INTRODUCTION
The Schwinger model, two-dimensional QED, has been
used as a theoretical test bed for QCD. It can be an-
alytically solvable in the massless limit and has many
QCD-like properties: confinement for fermions , chiral
symmetry breaking due to the UA(1) anomaly, etc. The
lattice regularized version of the Schwinger model is also
favorable for the development of numerical techniques to
tackle lattice QCD. The hybrid Monte Carlo algorithm
(HMC) is the most successful method to implement dy-
namical fermions so far. However, it loses its validity
when the determinant of the Dirac matrix can be nega-
tive. Such a difficulty has been preventing us from study-
ing the phase structure of the one-flavor lattice Schwinger
model in the Wilson fermion formulation. A system of
free Wilson fermions at β = ∞ exhibits a second order
phase transition at κ = 0.25 with κ the hopping param-
eter. It belongs to the 2d Ising universality class. In
the strong coupling limit at β = 0.0, the one-flavor lat-
tice Schwinger model was shown to be mapped to an
eight-vertex model [1]. This was followed by a large scale
Monte Carlo simulation on spherelike lattices, which has
proved that this model also lies in the 2d Ising universal-
ity class [2]. One may naively expect that a phase tran-
sition line runs from β = 0.0 to ∞ belonging to the 2d
Ising universality class. A result obtained by the micro-
canonical fermionic average approach, however, indicates
that the phase transition at finite β lies in a different uni-
versality class from the 2d Ising model [3]. Furthermore,
an analysis of the weak coupling expansion on large lat-
tices disproves even the existence of the phase transition
line [4].
The tensor network renormalization group (TRG) was
originally introduced by Levin and Nave [5]. It has been
applied to a couple of models consisting of continuous
bosonic variables [6–10]. Gu et al. generalized the TRG
to a Grassmann valued tensor network in order to inves-
tigate fermionic systems [11, 12]. Although direct evalua-
tion of multiple Grassmann integrals is an exponentially
hard task as discussed by Creutz [13], the Grassmann
TRG (GTRG) allows us to evaluate the partition func-
tion and expectation values of physical quantities with
reasonable amount of computational resources even for
fermionic systems. In this paper, we apply the GTRG to
the lattice Schwinger model with one-flavor of the Wil-
son fermion. We demonstrate that the GTRG works well
even at the critical hopping parameter where the nega-
tive sign from the fermion determinant may arise, and
determines the phase structure of the one-flavor lattice
Schwinger model.
We mention that there are some related works with
different approaches, where the density matrix renormal-
ization group or variational matrix-product-state method
are employed[14–18]. They are all based on the Hamil-
tonian lattice gauge theory with the Kogut-Susskind for-
mulation.
This paper is organized as follows. In Sec. II, we ex-
plain the GTRG procedure for the tensor network show-
ing its representation of the partition function of the lat-
tice Schwinger model. We present numerical results for
the finite size scaling analyses in Sec. III. Sec. IV is de-
voted to summary and outlook.
II. GRASSMANN TENSOR
RENORMALIZATION GROUP FOR THE
LATTICE SCHWINGER MODEL
A. Lattice formulation
The partition function of lattice gauge theory can be
generally expressed as
Z =
∫
DU detD[U ] e−Sg [U ], (1)
where Sg is the gauge action and its expression will be
given below. We employ the Wilson fermion formulation,
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2whose Dirac matrix D[U ] is given by
ψ¯D[U ]ψ =
1
2κ
∑
n,α
ψ¯n,αψn,α
− 1
2
∑
n,µ,α,β
ψ¯n,α{(1− γµ)α,β Un,µψn+µˆ,β
+ (1 + γµ)α,β U
†
n−µˆ,µψn−µˆ,β},
≡Sf [ψ, ψ¯, U ]
(2)
with κ the hopping parameter and Un,µ an U(1) link
variable at site n along µ direction. α, β denote the Dirac
indices and µˆ represents an unit vector along µ direction.
The Grassmann path integral representation for detD[U ]
is given by
detD[U ] =
∏
n,α
(∫
dψn,αdψ¯n,α
)
eSf [ψ,ψ¯,U ], (3)
where the Grassmann variables {ψn,α} and {ψ¯n,α} satisfy
the following relations:
[ψn,α, ψ¯m,β ]+ ≡ ψn,αψ¯m,β + ψ¯m,βψn,α = 0, (4)
[ψn,α, ψm,β ]+ = [ψ¯n,α, ψ¯m,β ]+ = 0, (5)∫
dψn,α 1 =
∫
dψ¯n,α 1 = 0, (6)∫
dψn,α ψm,β =
∫
dψ¯n,α ψ¯m,β = δn,mδα,β . (7)
With the choice of a representation of gamma matrices
γ1 = σ3 =
(
1 0
0 −1
)
, γ2 = σ1 =
(
0 1
1 0
)
, (8)
we introduce another basis:
χn,1 =
1√
2
(ψn,1 + ψn,2), χn,2 =
1√
2
(ψn,1 − ψn,2), (9)
χ¯n,1 =
1√
2
(ψ¯n,1 + ψ¯n,2), χ¯n,2 =
1√
2
(ψ¯n,1 − ψ¯n,2), (10)
which yields∑
α,β
ψ¯n,α(1 + γ1)α,βψn−1ˆ,β = 2ψ¯n,1ψn−1ˆ,1, (11)∑
α,β
ψ¯n,α(1− γ1)α,βψn+1ˆ,β = 2ψ¯n,2ψn+1ˆ,2, (12)∑
α,β
ψ¯n,α(1 + γ2)α,βψn−2ˆ,β = 2χ¯n,1χn−2ˆ,1, (13)∑
α,β
ψ¯n,α(1− γ2)α,βψn+2ˆ,β = 2χ¯n,2χn+2ˆ,2. (14)
Notice that {χn,α} and {χ¯n,α} also satisfy anticommuta-
tion relations:
[χn,α, χ¯m,β ]+ = [χn,α, χm,β ]+ = [χ¯n,α, χ¯m,β ]+ = 0.
(15)
B. Grassmann valued tensor network
We first transform detD[U ] into a tensor network. The
exponential form in Eq. (3) is expanded as follows by
using the anticommutation property of the Grassmann
variables:
eSf [ψ,ψ¯,U ] =
∏
n
(
1 +
1
2κ
ψ¯n,1ψn,1
)(
1 +
1
2κ
ψ¯n,2ψn,2
)
×
(
1− U†
n−1ˆ,1ψ¯n,1ψn−1ˆ,1
)
×
(
1− Un,1ψ¯n,2ψn+1ˆ,2
)
×
(
1− U†
n−2ˆ,2χ¯n,1χn−2ˆ,1
)
×
(
1− Un,2χ¯n,2χn+2ˆ,2
)
.
(16)
Here we define the Wilson term and the hopping terms
as
Wn ≡ 1
4κ2
+
1
2κ
dψn,1dψ¯n,1 +
1
2κ
dψn,2dψ¯n,2
+ dψn,1dψ¯n,1dψn,2dψ¯n,2,
(17)
H˜n,1 ≡1− U†n,1ψ¯n+1ˆ,1ψn,1 − Un,1ψ¯n,2ψn+1ˆ,2
+ ψ¯n+1ˆ,1ψn,1ψ¯n,2ψn+1ˆ,2,
(18)
H˜n,2 ≡1− U†n,2χ¯n+2ˆ,1χn,1 − Un,2χ¯n,2ψn+2ˆ,2
+ χ¯n+2ˆ,1χn,1χ¯n,2χn+2ˆ,2.
(19)
The determinant detD[U ] is expressed as a simple form:
detD[U ] = P0
∫ ∏
n
Wn
∏
µ
H˜n,µ, (20)
where P0 represents a projection to terms without any
Grassmann variable.
Let us turn to the gauge part. We employ the U(1)
plaquette gauge action:
Sg = −β
∑
p
cosϕp, (21)
ϕp = ϕn,1 + ϕn+1ˆ,2 − ϕn+2ˆ,1 − ϕn,2, (22)
ϕn,1, ϕn+1ˆ,2, ϕn+2ˆ,1, ϕn,2 ∈ [−pi, pi], (23)
where ϕn,1, ϕn+1ˆ,2, ϕn+2ˆ,1 and ϕn,2 are phases of U(1)
link variables which compose a plaquette variable ϕp
depicted in Fig. 1. β is the inverse coupling constant
squared. Liu et al. have shown that a finite-dimensional
tensor network representation of pure lattice gauge the-
ory is derived by the character expansion (CE) with trun-
cation [7], and its numerical accuracy with the TRG is
verified for the XY model [8–10]. Using the character
expansion, the Boltzmann weight per plaquette is de-
3FIG. 1. Plaquette as a product of link variables.
composed as
eβ cosϕp =
∞∑
mb=−∞
eimbϕpImb(β), (24)
'
Nce∑
mb=Nce
eimbϕpImb(β), (25)
where Imb is the modified Bessel function and Nce is the
truncation number in the character expansion. The sub-
script b denotes bosonic indices. After integrating out all
the link variables, the hopping term is written as
Hn,1;mb,nb ≡
∫ pi
−pi
dϕn,1
2pi
H˜n,1 e
i(mb−nb)ϕn,1 ,
=

1 + ψ¯n+1ˆ,1ψn,1ψ¯n,2ψn+1ˆ,2 mb = nb
−ψ¯n+1ˆ,1ψn,1 mb = nb + 1
−ψ¯n,2ψn+1ˆ,2 mb = nb − 1
0 others
.
(26)
Hn,2;mb,nb is given in the same manner.
Now we introduce a tensor form of Wn and Hn,µ;mb,nb :
Wn =
1∑
if1,if2,···=0
W if1,if2,jf1,jf2,kf1,kf2,lf1,lf2
dψ¯
if2
n,2 dψ
if1
n,1 dχ¯
jf2
n,2 dχ
jf1
n,1 dψ
kf2
n,2 dψ¯
kf1
n,1
dχ
lf2
n,2 dχ¯
lf1
n,1,
(27)
Hn,1;mb,nb =
1∑
if1,if2=0
H
if1,if2
mb,nb ψ¯
if1
n+1ˆ,1
ψ
if2
n+1ˆ,2
ψ
if1
n,1ψ¯
if2
n,2,
(28)
Hn,2;mb,nb =
1∑
if1,if2=0
H
if1,if2
mb,nb χ¯
if1
n+2ˆ,1
χ
if2
n+2ˆ,2
χ
if1
n,1χ¯
if2
n,2,
(29)
where f1, f2 denote fermionic indices. Each value for
W if1,··· ,lf2 and Hif1,if2mb,nb is given in Appendix A.
Finally, the partition function Z is written as a tensor
network form
Z =
∫ ∑
i,j,k,···
Tn;i,j,k,l Tn+1ˆ;m,o,i,p Tn+2ˆ;q,r,s,j · · · , (30)
where i, j, k, · · · are combinations of bosonic and
fermionic indices, namely, i = (ib, if1, if2) and the ten-
sors are expressed as
Tn;i,j,k,l ≡Ti,j,k,l dψ¯if2n,2 dψif1n,1 dχ¯jf2n,2 dχjf1n,1 dψkf2n,2
dψ¯
kf1
n,1 dχ
lf2
n,2 dχ¯
lf1
n,1 ψ¯
if1
n+1ˆ,1
ψ
if2
n+1ˆ,2
ψ
if1
n,1ψ¯
if2
n,2
χ¯
jf1
n+2ˆ,1
χ
jf2
n+2ˆ,2
χ
jf1
n,1χ¯
jf2
n,2
(31)
with
Ti,j,k,l ≡W if1,if2,jf1,jf2,kf1,kf2,lf1,lf2
H
if1,if2
kb,ib
H
jf1,jf2
ib,lb
Iib(β) δib,jb .
(32)
Note that we treat ψn,α, χn,α, and others also, as inde-
pendent variables.
C. Grassmann tensor renormalization group
We define a Grassmann version of the singular value
decomposition (SVD) in a similar manner as in Ref. [11,
12]:
Tne;i,j,k,l =
∑
p,q
∫
S1
n′+1ˆ;i,j,p S
3
n′;k,l,q g
13
n′;p,q (33)
with
g13n′;p,q ≡ ξ¯pfn′+1ˆξ
qf
n′ δpb,qb , (34)
S1
n′+1ˆ;i,j,p ≡S1i,j,p dξ¯
pf
n′+1ˆ
dψ¯
if2
ne,2
dψ
if1
ne,1
dχ¯
jf2
ne,2
dχ
jf1
ne,1
ψ¯
if1
ne+1ˆ,1
ψ
if2
ne+1ˆ,2
ψ
if1
ne,1
ψ¯
if2
ne,2
χ¯
jf1
ne+2ˆ,1
χ
jf2
ne+2ˆ,2
χ
jf1
ne,1
χ¯
jf2
ne,2
,
(35)
S3n′;k,l,q ≡S3k,l,q dξqfn′ dψkf2ne,2 dψ¯
kf1
ne,1
dχ
lf2
ne,2
dχ¯
lf1
ne,1
,
(36)
and
Tno;i,j,k,l =
∑
r,s
∫
S2
n′+2ˆ;l,i,r S
4
n′;j,k,s g
24
n′;r,s (37)
with
g24n′;r,s ≡η¯rfn′+2ˆη
sf
n′ δrb,sb , (38)
S2
n′+2ˆ;l,i,r ≡S2l,i,r dη¯
rf
n′+2ˆ
dχ
lf2
no,2
dχ¯
lf1
no,1
dφ¯
if2
no,2
dφ
if1
no,1
ψ¯
if1
no+1ˆ,1
ψ
if2
no+1ˆ,2
ψ
if1
no,1
ψ¯
if2
no,2
,
(39)
S4n′;j,k,s ≡S4j,k,s dηsfn′ dχ¯jf2no,2 dχ
jf1
no,1
dφ
kf2
no,2
dφ¯
kf1
no,1
χ¯
jf1
no+2ˆ,1
χ
jf2
no+2ˆ,2
χ
jf1
no,1
χ¯
jf2
no,2
,
(40)
where ξ¯n′ , ξn′ , η¯n′ , ηn′ are Grassmann variables with n
′
the coarse-grained lattice site. ne and no mean even and
4TABLE I. Parameters in our numerical analysis.
parameter description value
Nce truncation number of CE 15
D truncation number of SVD 96
β inverse coupling constant squared 0.0, 5.0, 10.0
κ hopping parameter β dependent
odd sites respectively. S1i,j,p and S
3
k,l,q are determined by
the SVD for the matrix M13(i,j),(k,l) ≡ Ti,j,k,l:
M13(i,j),(k,l) =
∑
m
U(i,j),mσmV(k,l),m, (41)
S1i,j,p =
√
σp U(i,j),p, (42)
S3k,l,q =
√
σq V(k,l),q. (43)
In numerical calculation, we keep only the largest D sin-
gular values out of {σm}. S2j,k,r and S4l,i,s are determined
similarly for the matrix M24(l,i),(j,k) ≡ (−1)if1+if2Ti,j,k,l.
Although the dimension of M13 and M24 is 16× (2Nce +
1)2, the calculational cost of the SVD can be drastically
reduced because of the following conditions:
if1 + if2 + jf1 + jf2
+ kf1 + kf2 + lf1 + lf2 = even,
(44)
ib = jb. (45)
Finally, we obtain a coarse-grained tensor T ′n′;q,r,p,s,
T ′n′;q,r,p,s =
∑
i,j,k,l
∫
S1n′;i,j,pS
2
n′;j,k,rS
3
n′;k,l,qS
4
n′;l,i,s
=
∑
i,j,k,l
(−1)if1+if2S1i,j,pS2j,k,rS3k,l,qS4l,i,s
dξ
qf
n′ dη
rf
n′ dξ¯
pf
n′ dη¯
sf
n′ .
(46)
The partition function is reexpressed as
Z =
∫ ∑
i,j,k,···
T ′n′;i,j,k,l T
′
n′+1ˆ;m,o,t,p T
′
n′+2ˆ;q,r,s,u · · ·
g13n′;t,i g
24
n′;u,j · · · ,
(47)
where only new Grassmann variables ξ¯n′ , ξn′ , η¯n′ , ηn′
remain after old ones ψ¯n,µ, ψn,µ, χ¯n,µ, χn,µ were inte-
grated out. Note that the scaling factor of this transfor-
mation is
√
2. Further iterative transformations can be
performed in the same way.
III. NUMERICAL RESULTS
A. Setup
We list parameters in our numerical analysis in Table I.
Nce and D are truncation parameters in the TRG pro-
cedure as explained in Sec. II. We choose Nce = 15 and
60 70 80 90 100 110 120
D
10−7
10−6
10−5
10−4
10−3
‖l
n
Z
−
ln
Z
(D
=
12
8)
‖
ln
Z
(D
=
12
8)
L = 8, κ = 0.2565, β = 10.0
L = 64, κ = 0.268, β = 10.0
FIG. 2. Convergence of lnZ as a function of SVD truncation
number D.
D = 96, which provide us sufficiently accurate results for
all the β and κ values employed in this work. We calcu-
late the partition function Z at the strong coupling limit
(β = 0.0) and finite couplings (β = 5.0, 10.0). Figure 2
shows a typical example of convergence behavior of lnZ
as a function of D. We find the value of lnZ with D = 64
already reach a high precision. Since the scaling factor of
the TRG is
√
2, we are allowed to evaluate physical quan-
tities not only at the lattice size L = 4, 8, 16, · · · , but
also at L = 4
√
2, 8
√
2, 16
√
2, · · · . The periodic bound-
ary condition is employed.
We have performed two kinds of finite size scaling anal-
yses. One is an investigation of the scaling properties of
the peak height of the chiral susceptibility which is ob-
tained by differentiating (lnZ)/L2 twice with respect to
1/(2κ):
χ(L) ≡
∑
n
〈ψ¯nψnψ¯0ψ0〉 − L2〈ψ¯0ψ0〉2, (48)
=
1
L2
∂2 lnZ
∂(1/2κ)2
. (49)
The chiral susceptibility has a peak at the critical hop-
ping parameter κc(L) where the fermion mass is expected
to vanish and the correlation length diverges. The other
is the so-called Lee-Yang zero analysis in the complex
κ plane. We have investigated the scaling behaviors of
both the real and imaginary parts of the partition func-
tion zeros which approach to κc in the infinite volume
limit.
B. Strong coupling limit (β = 0.0)
The strong coupling limit is a special case. Since we are
allowed to integrate out all the Grassmann variables an-
alytically, we can employ the conventional TRG instead
of the GTRG. This enables us to make a more precise
numerical analysis at the strong coupling limit than at
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κ
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L = 256
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L = 1024
0.370 0.375 0.380 0.385 0.390
κ
0
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2
3
4
5
6
7
χ
(L
)
L = 16
L = 32
L = 64
L = 128
FIG. 3. Chiral susceptibility χ(L) as a function of hopping
parameter κ at β = 0.0 for L = 16, 32, 64, . . . , 1024.
finite coupling. Figure 3 plots the chiral susceptibility as
a function of κ. We observe the clear peak structure at all
the values of L and the peak height grows as L increases.
In case of the one-flavor Schwinger model, chiral symme-
try is always broken because of the UA(1) anomaly even
in the continuum limit. Therefore, we expect that the
peak height H(L) scales with L as
H(L) ∝ Lα/ν , (50)
where α is the critical exponent for the heat capacity
rather than that for the susceptibility. We plot the peak
height H(L) as a function of L in Fig. 4, where the error
bar is governed by performing a numerical differentiation
of Eq. (49) with the use of the discretized κ. We observe a
clear logarithmic L dependence of H(L), which results in
α ' 0. The solid line represents a linear fit as a function
of lnL, which describes the data very well for a wide
range of L ∈ [32, 1024]. According to the Josephson law,
α is related to the critical exponent for the correlation
length ν as
d ν = 2− α, (51)
which tells us ν ' 1. One can also estimate ν from the
finite size scaling behavior of the peak position κc(L):
κc(L)− κc(∞) ∝ L−1/ν . (52)
Figure 5 shows L−1 dependence of κc(L). The solid curve
represents the fit result obtained with the fit function
of κc(L) = κc(∞) + acL−1/ν . The fit range is chosen
as L ∈ [64√2, 1024] avoiding possible finite size effects
expected in the range of small L. Numerical values for
the fit results are presented in Table II. The value of ν
is consistent with ν = 1 within the error bar, though its
magnitude is rather large.
The Lee-Yang zero analysis allows us to determine the
critical exponent ν more accurately. Figure 6 shows the
position of the partition function zero closest to the real
101 102 103
L
2
3
4
5
6
7
8
9
10
11
H
(L
)
FIG. 4. Peak height of the chiral susceptibility H(L) as a
function of L at β = 0.0. The horizontal axis is logarithmic.
Solid line represents a linear fit in terms of lnZ.
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07
L−1
0.3780
0.3785
0.3790
0.3795
0.3800
0.3805
0.3810
0.3815
κ
c(
L
)
FIG. 5. Peak position of the chiral susceptibility κc(L) as a
function of L−1 at β = 0.0. Solid curve represents the fit
result.
axis for L ∈ [4, 64]. We refer to it as κ0(L) hereafter.
The κ0(L) is located on the mesh of the discretized Reκ
and Imκ so that the mesh spacing determines the error
bars of Reκ0(L) and Imκ0(L). We expect that both the
real part and imaginary one of κ0(L) scale to Eq. (52):
Reκ0(L)− Reκ0(∞) ∝ L−1/ν , (53)
Imκ0(L)− Imκ0(∞) ∝ L−1/ν , (54)
TABLE II. Results for the finite size scaling analysis on the
peak position of the chiral susceptibility.
β ν κc fit range χ
2/d.o.f
0.0 1.24(40) 0.380665(59) L ∈ [64√2, 1024] 0.018
5.0 1.01(21) 0.27972(27) L ∈ [16, 128] 0.17
10.0 0.76(20) 0.26892(24) L ∈ [16√2, 128] 0.018
60.24 0.26 0.28 0.30 0.32 0.34 0.36 0.38
Reκ
0.00
0.02
0.04
0.06
0.08
0.10
Im
κ
β = 0.0
β = 5.0
β = 10.0
FIG. 6. Partition function zeros closest to the real axis in the
complex κ plane for L ∈ [4, 64].
where Reκ0(∞) = κc(∞) and Imκ0(∞) = 0 should be
realized. In Fig. 7 we present Reκ0(L) and Imκ0(L)
as a function of L−1. We observe that Reκ0(L) has
rather large finite size corrections in smaller L com-
pared to Imκ0(L). The solid curves denote the fit results
with Re/Imκ0(L) = Re/Imκ0(∞)+aR/IL−1/ν based on
Eqs. (53) and (54), whose numerical values are listed in
Table III. We find that the Lee-Yang zero analysis gives
much better precision for the value of ν than the scaling
analysis of the peak position of the chiral susceptibility.
This could be expected by comparing the L−1 depen-
dence of the peak position of the chiral susceptibility in
Fig. 5 and that of the Lee-Yang zero in Fig. 7: The latter
shows better scaling behavior from the smaller L. Both
results for Reκ0(L) and Imκ0(L) indicate ν ' 1. We
should also note that Reκ0(∞) is consistent with κc(∞)
determined by the peak position of the chiral suscepti-
bility and Imκ0(∞) vanishes in the infinite volume limit
as expected. We conclude that our results at the strong
coupling limit indicate a second-order phase transition
with α ' 0 and ν = 1 which belongs to the 2d Ising
universality class. It should be noted that our result for
κc(∞) is also consistent with κc = 0.3805(1) obtained by
the analysis based on an eight-vertex model in Ref. [2].
C. Finite coupling (β = 5.0, 10.0)
Since the numerical accuracy of the GTRG at finite
coupling becomes worse than at the strong coupling limit,
we perform finite size scaling analyses on smaller lat-
tices. We first investigate the scaling behavior of the
peak height and position for the chiral susceptibility. In
Fig. 8 we plot H(L) as a function of L at β = 5.0 and
β = 10.0 for L ∈ [16, 128]. The solid lines denote the
linear fits in terms of lnZ for L ∈ [32, 128]. Both plots
show clear logarithmic dependence on L as in the strong
coupling limit, which indicates α ' 0. We also plot κc(L)
0.00 0.05 0.10 0.15 0.20 0.25
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Yang zero as a function of L−1 at β = 0.0. Solid curves
represent the fit results.
TABLE III. Results for the finite size scaling analysis on the
real part (top) and the imaginary part (bottom) of the Lee-
Yang zero.
β ν Reκ0(∞) fit range χ2/d.o.f
0.0 1.08(10) 0.38067(10) L ∈ [16√2, 128] 0.13
5.0 0.765(24) 0.27943(10) L ∈ [8, 64] 0.086
10.0 0.776(39) 0.26892(16) L ∈ [8√2, 64] 0.10
β ν Imκ0(∞) fit range χ2/d.o.f
0.0 0.9755(80) 0.000062(52) L ∈ [8√2, 128] 0.23
5.0 0.994(14) 0.00031(17) L ∈ [8, 64] 2.3
10.0 0.995(19) 0.00029(20) L ∈ [8√2, 64] 0.22
as a function of L−1 in Fig. 9, where the solid curves de-
note the fit results with κc(L) = κc(∞) + acL−1/ν based
on Eq. (52). The fit range is chosen as L ∈ [16, 128]
at β = 5.0 and L ∈ [16√2, 128] at β = 10.0. Numeri-
cal values for the fit results are summarized in Table II.
The value of ν indicates consistency with ν = 1 taking
account of the rather large error bar. As in the strong
coupling limit, it is hard to determine the value of ν with
good precision from the scaling behavior of the peak po-
sition of the chiral susceptibility.
In the strong coupling limit we know that a more accu-
rate evaluation of ν is obtained from the Lee-Yang zero
analysis. Figures 10 and 11 show finite size scaling plots
of both the real and imaginary parts of the Lee-Yang zero
at β = 5.0 and 10.0, respectively. We employ the same fit
procedure as in the strong coupling limit. Numerical val-
ues of the fit results are given in Table III together with
7TABLE IV. Fit results including the sub-leading finite size
contribution. The fit ranges are the same as in Table III.
β Reκ0(∞) aR bR χ2/d.o.f
5.0 0.279773(91) −0.0687(45) −0.270(36) 0.55
10.0 0.26922(14) −0.0736(73) −0.327(72) 0.25
β Imκ0(∞) aI bI χ2/d.o.f
5.0 0.00032(13) 0.2722(66) 0.035(53) 2.1
10.0 0.00028(11) 0.2641(60) 0.019(61) 0.21
the fit ranges. While the results for the imaginary part
indicate ν = 1 with very good precision, those for the
real part show disagreement with ν = 1 beyond the er-
ror bars. A similar inconsistency is reported in Ref. [2],
where the authors argue that the real part of the Lee-
Yang zero has little chance to exhibit the leading scaling
behaviour because it changes very little as the lattice size
L increases. The same features are observed in our re-
sults of Fig. 6. We also investigate possible finite size
contaminations in Reκ0(L) and Imκ0(L) by employing
the following fit functions:
Reκ0(L)− Reκ0(∞) = aRL−1 + bRL−2, (55)
Imκ0(L)− Imκ0(∞) = aIL−1 + bIL−2, (56)
where we assume ν = 1 and the L−2 term represents
the sub-leading contribution. The fit results are depicted
with the dotted curves in Figs. 10 and 11 and the nu-
merical values for the coefficients aR/I and bR/I are pre-
sented in Table IV. We find that the coefficient bR has
much larger magnitude than aR, which results in large
L−2 contributions to Reκ0(L). On the other hand, the
imaginary part shows that the coefficient bI is negligibly
small compared to aI . This assures us that the Lee-
Yang zero analysis of the imaginary part is more reliable
than the real one avoiding the possible sub-leading con-
taminations. The similar situation is also found with
a different choice of the boundary condition in Ref. [2].
In conclusion, our results indicate a second-order phase
transition with α ' 0 and ν = 1 so that the one-flavor
lattice Schwinger model belongs to the 2d Ising univer-
sality class even at finite coupling. This agrees with the
result obtained by neither the microcanonical fermionic
average approach [3] nor the weak coupling expansion [4].
IV. SUMMARY AND OUTLOOK
We have applied the GTRG to the one-flavor lattice
Schwinger model with the Wilson fermion formulation.
The finite size scaling analyses of the peak height of the
chiral susceptibility and the Lee-Yang zero show that the
phase transition not only at the strong coupling limit but
also at finite coupling belongs to the same universality
class as the 2d Ising model similarly to the free fermion
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horizontal axis is logarithmic. Solid lines represent linear fits
in terms of lnZ.
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case. It tells us that we can take the massless continuum
limit along the critical line κ = κc(β).
This is the first application of the GTRG to lattice
gauge theory including fermions. The GTRG has a
strong advantage that it does not suffer from the sign
problem caused by the fermion determinant, which is
demonstrated in this work. A further possibility is an
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application of the GTRG to the physical system with
the θ term where the action is a complex number. A nu-
merical analysis of the lattice Schwinger model with the
θ term is under way.
There remain some difficulties in extending the GTRG
to lattice QCD. Although our method can be formally ex-
tended to 2d lattice QCD by adopting a tensor network
formulation of SU(N) gauge theory proposed by Liu et
al. [7], it is necessary to check how much computational
cost is actually required for numerical calculations. The
biggest difficulty is to develop a practical method to cal-
culate 4d systems. The HOTRG [19] which is based on
the higher-order SVD instead of the matrix SVD is the
most effective approach to higher dimensional systems at
the moment. Its computational cost, however, is propor-
tional to D15 for a 4d hypercubic lattice, which is still
too expensive.
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Appendix A: Values for W if1,if2,jf1,jf2,kf1,kf2,lf1,lf2
and H
if1,if2
mb,nb
We present the values for W if1,if2,jf1,jf2,kf1,kf2,lf1,lf2
and H
if1,if2
mb,nb introduced in Sec. II B:
W 0,0,0,0,0,0,0,0 =
(
1
2κ
)2
, W 1,0,0,0,1,0,0,0 = 12κ ,
W 0,1,0,0,0,1,0,0 = − 12κ , W 1,1,0,0,1,1,0,0 = 1,
W 0,0,1,0,0,0,1,0 = 12κ , W
0,0,0,1,0,0,0,1 = − 12κ ,
W 0,0,1,1,0,0,1,1 = 1, W 1,0,0,1,0,1,1,0 = 1,
W 0,1,1,0,1,0,0,1 = 1, W 1,0,1,0,1,0,1,0 = − 12 ,
W 1,0,0,1,1,0,0,1 = 12 , W
0,1,1,0,0,1,1,0 = 12 ,
W 0,1,0,1,0,1,0,1 = − 12 , W 1,1,1,1,0,0,0,0 = − 12 ,
W 1,1,0,0,0,0,1,1 = − 12 , W 0,0,1,1,1,1,0,0 = − 12 ,
W 0,0,0,0,1,1,1,1 = − 12 , W 1,1,1,0,0,0,1,0 = 12 ,
W 1,1,0,1,0,0,0,1 = 12 , W
1,0,1,1,1,0,0,0 = 12 ,
W 0,1,1,1,0,1,0,0 = 12 , W
0,0,1,0,1,1,1,0 = − 12 ,
W 0,0,0,1,1,1,0,1 = − 12 , W 1,0,0,0,1,0,1,1 = − 12 ,
W 0,1,0,0,0,1,1,1 = − 12 , W 1,1,1,0,1,0,0,0 = 1√2 ,
W 1,1,0,1,0,1,0,0 = − 1√
2
, W 1,1,0,0,1,0,0,1 = 1√
2
,
W 1,1,0,0,0,1,1,0 = 1√
2
, W 1,0,1,1,0,0,1,0 = 1√
2
,
W 0,1,1,1,0,0,0,1 = − 1√
2
, W 0,0,1,1,1,0,0,1 = − 1√
2
,
W 0,0,1,1,0,1,1,0 = − 1√
2
, W 1,0,0,1,1,1,0,0 = 1√
2
,
9W 1,0,0,0,1,1,1,0 = − 1√
2
, W 0,1,1,0,1,1,0,0 = 1√
2
,
W 0,1,0,0,1,1,0,1 = 1√
2
, W 1,0,0,1,0,0,1,1 = − 1√
2
,
W 0,1,1,0,0,0,1,1 = − 1√
2
, W 0,0,1,0,1,0,1,1 = − 1√
2
,
W 0,0,0,1,0,1,1,1 = 1√
2
, W 1,0,0,1,0,0,0,0 = 1
2
√
2κ
,
W 1,0,0,0,0,0,1,0 = 1
2
√
2κ
, W 0,1,1,0,0,0,0,0 = − 1
2
√
2κ
,
W 0,1,0,0,0,0,0,1 = 1
2
√
2κ
, W 0,0,1,0,1,0,0,0 = 1
2
√
2κ
,
W 0,0,0,1,0,1,0,0 = 1
2
√
2κ
, W 0,0,0,0,1,0,0,1 = − 1
2
√
2κ
,
W 0,0,0,0,0,1,1,0 = 1
2
√
2κ
, others = 0, (A1)
H0,0mb,nb = H
1,1
mb,nb
= δmb,nb ,
H1,0mb,nb = −δmb,nb+1,
H0,1mb,nb = δmb,nb−1,
(A2)
where W if1,if2,jf1,jf2,kf1,kf2,lf1,lf2 has only 49 non-zero
components.
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