[1] The global distribution of carbonaceous aerosols is simulated online in the Goddard Institute for Space Studies General Circulation Model II-prime (GISS GCM II-prime). Prognostic tracers include black carbon (BC), primary organic aerosol (POA), five groups of biogenic volatile organic compounds (BVOCs), and 14 semivolatile products of BVOC oxidation by O 3 , OH, and NO 3 , which condense to form secondary organic aerosols (SOA) based on an equilibrium partitioning model and experimental observations. Estimated global burdens of BC, organic carbon (OC), and SOA are 0.22, 1.2, and 0.19 Tg with lifetimes of 6.4, 5.3, and 6.2 days, respectively. The predicted global production of SOA is 11.2 Tg yr À1 , with 91% due to O 3 and OH oxidation. Globally averaged, top of the atmosphere (TOA) radiative forcing by anthropogenic BC is predicted as +0.51 to +0.8 W m À2 , the former being for BC in an external mixture and the latter for BC in an internal mixture of sulfate, OC, and BC. Globally averaged, anthropogenic BC, OC, and sulfate are predicted to exert a TOA radiative forcing of À0.39 to À0.78 W m À2 , depending on the exact assumptions of aerosol mixing and water uptake by OC. Forcing estimates are compared with those published previously. 
Introduction
[2] Anthropogenic-induced changes in the atmospheric abundance of tropospheric greenhouse gases and aerosols are estimated to make significant contributions to climate change over the next century [Houghton et al., 2001] . A number of studies have focused on the global distribution of sulfate aerosols Luecken et al., 1991; Penner et al., 1994; Benkovitz et al., 1994; Chin et al., 1996; Feichter et al., 1996; Pham et al., 1996; Roelofs et al., 1998; Adams et al., 1999; Lohmann et al., 1999; Koch et al., 1999; Barth et al., 2000; Rasch et al., 2000] and their direct radiative forcing [Charlson et al., 1991; Kiehl and Briegleb, 1993; Taylor and Penner, 1994; Chuang et al., 1997; Feichter et al., 1997; Penner et al., 1997 Penner et al., , 1998 Koch et al., 1999; Kiehl et al., 2000; Tegen et al., 2000; Adams et al., 2001] ; fewer corresponding global threedimensional studies of carbonaceous aerosols exist [Liousse et al., 1996; Cooke and Wilson, 1996; Penner et al., 1998; Cooke et al., 1999; Kanakidou et al., 2000] . Several studies have addressed the direct radiative forcing of carbonaceous aerosols [Haywood and Shine, 1995; Haywood et al., 1997; Schult et al., 1997; Haywood and Ramaswamy, 1998; Myhre et al., 1998; Penner et al., 1998; Jacobson, 2000 Jacobson, , 2001a Jacobson, , 2001b Tegen et al., 2000; Koch, 2001] .
[3] Carbonaceous particles consist of a complex mixture of chemical compounds. Such particles are usually divided into two fractions, black (or elemental) carbon (BC) and organic carbon (OC). BC is a strong absorber of visible and near-IR light; therefore, BC concentrations are traditionally determined by light-absorption measurements of particles collected on filters [Lindberg et al., 1999] . In contrast, aerosol OC represents an aggregate of hundreds of individual compounds with a wide range of chemical and thermodynamic properties, making concentration measurements difficult using any single analytical technique. Instead, aerosol OC content is usually determined from the difference between total carbon and BC contents [Turpin et al., 2000] .
[4] OC can be emitted directly into the atmosphere as products of fossil fuel combustion or biomass burning. This is called primary organic aerosol (POA) . By contrast, secondary organic aerosol (SOA) is formed in the atmosphere as the oxidation products of certain volatile organic compounds (VOCs) condense on preexisting aerosols. Both anthropogenic and biogenic VOCs (BVOCs) can lead to SOA; on a global scale, biogenic hydrocarbons are estimated to be the predominant source (except isoprene, which does not form aerosol upon oxidation [Pandis et al., 1991] ). Experimental studies indicate that the aerosol yield (ratio of the mass of SOA formed to that of VOC reacted) exhibits a wide range of values for different parent hydrocarbons [Hoffmann et al., 1997; Odum et al., 1997; Griffin et al., 1999a Griffin et al., , 1999b ].
[5] Among global modeling studies on carbonaceous aerosols, only Liousse et al. [1996] , Griffin et al. [1999b] , and Kanakidou et al. [2000] have considered SOA. Liousse et al. [1996] estimated the global burden of SOA by assuming a constant aerosol yield of 5% for all biogenic species. On the basis of compound-specific, laboratoryderived aerosol yields, Griffin et al. [1999a] estimated the global production of biogenic SOA to lie in the range of 13-24 Tg yr À1 , but their work did not directly employ a global three-dimensional transport model and did not include explicit calculation of the gas-particle partitioning of SOA into POA. Kanakidou et al. [2000] used a global chemical transport model with a-and b-pinene as representative of all biogenic hydrocarbons and considered only oxidation of the pinenes by O 3 as a source of SOA. While they allowed for the partition of semivolatile oxidation products into the organic aerosol phase, they did not include transport of semivolatile products that remain in the gas phase. Kanakidou et al. [2000] estimated the production of SOA to be 17-28 Tg yr À1 for preindustrial times and 61-79 Tg yr À1 for present-day. One issue, therefore, is understanding the relatively large discrepancy between the global SOA production estimates of Griffin et al. [1999a] and Kanakidou et al. [2000] .
[6] In this work, we simulate the three-dimensional, global distribution of present-day and preindustrial carbonaceous aerosols, including BC, POA, and SOA. Oxidation of the five most important classes of biogenic hydrocarbons by O 3 , OH, and NO 3 is included to account for the different aerosol yield potentials of the reaction products of the parent molecules. The global distributions of BC, POA, and SOA are then used to estimate annual direct radiative forcing by all three classes of carbonaceous aerosols. Previous work has shown that the direct radiative forcing of aerosol BC depends importantly on the manner in which that BC is mixed with nonabsorbing aerosols such as sulfate [e.g., Jacobson, 2000; Myhre et al., 1998; Haywood et al., 1997] . Therefore, effects of the mixing state of the aerosol are considered.
Model Description
[7] Three-dimensional global transport of tracers is simulated online in the Goddard Institute for Space Studies General Circulation Model II-prime (GISS GCM II-prime) [Hansen et al., 1983; Rind and Lerner, 1996] , together with imported fields of OH (C. Spivakovsky, personal communication, 1998) , O 3 , and NO 3 [Wang et al., 1998a] .
Tracer Model
[8] The model includes a total of 37 prognostic species as tracers: 4 classes of primary carbonaceous aerosols, 5 reactive hydrocarbon groups, and 28 organic oxidation products.
Primary Carbonaceous Aerosols
[9] BC and POA are included as tracers in the model. For the purpose of representing wet scavenging, each of these two classes of aerosol is divided into hydrophobic and hydrophilic categories, for a total of 4 primary carbonaceous aerosol classes. Increased solubility of carbonaceous particles is generally considered to result from coating of the aerosol by soluble species such as sulfuric acid or sulfate.
Accurate modeling of solubility would require knowledge of the rate at which ambient carbonaceous aerosols acquire a coating of hydrophilic material and also the hygroscopic behavior of the resulting particles, information that is not generally available. In the absence of such information, we adopt the estimate from the work of Cooke et al. [1999] , that ambient conversion of carbonaceous aerosol from hydrophobic to hydrophilic occurs with an exponential decay lifetime of 1.15 days.
Reactive Hydrocarbons
[10] In order to represent the formation of SOA, the parent hydrocarbons that, upon atmospheric oxidation, lead to semivolatile products that form aerosol must be included as tracers in the model. Hydrocarbons with potential to form aerosols include monoterpenes and sesquiterpenes, which are biogenic in origin, as well as aromatics, long-chain carbonyls, and high-molecularweight alkenes, all of which are predominantly anthropogenic. Based on measured aerosol yield parameters [Wang et al., 1992; Hoffmann et al., 1997; Odum et al., 1997; Griffin et al., 1999a Griffin et al., , 1999b , reac-tion rate constants with O 3 , OH, and NO 3 [Atkinson, 1994 [Atkinson, , 1997 Atkinson et al., 1995; Shu and Atkinson, 1995] , and estimated global emissions [Piccot et al., 1992; Guenther et al., 1995; Griffin et al., 1999a] , only hydrocarbons of biogenic origin are found to contribute significantly to global SOA formation. Table 1 lists the reactive hydrocarbons included as tracers, grouped into five categories according to the values of their experimentally measured aerosol yield parameters [Griffin et al., 1999b] . Because of lack of explicit experimental data, aerosol yield parameters of terpenoid ketones are assumed, because of their structural similarities, to be the same as those of sabinenes.
Oxidation Products
[11] While explicit molecular product identification of SOAs has shown that the number of products formed for each reaction can be large [Yu et al., 1999; Calogirou et al., 1999] , Hoffmann et al. [1997] and Griffin et al. [1999b] have shown that a two-product model is sufficient for the purpose of representing experimentally observed SOA yields. Because the contributions of O 3 and OH oxidation to SOA formation cannot generally be separated experimentally, oxidation by O 3 and OH is considered together for the purpose of assigning aerosol products. Because of lack of experimental data on NO 3 oxidation for all the terpenes, NO 3 oxidation of b-pinene is used to represent NO 3 oxidation of all hydrocarbons; in this case, a one-product model is sufficient [Griffin et al., 1999b] .
[12] For each of the first four primary reactive hydrocarbons listed in Table 1 , there are therefore three oxidation products, two for combined O 3 and OH oxidation and one for NO 3 oxidation. In the case of sesquiterpenes, only two products are required (one for combined O 3 and OH oxidation and one for NO 3 oxidation) [Griffin et al., 1999a [Griffin et al., , 1999b . All products are semivolatile and partition between the gas and aerosol phases; consequently, each product requires two tracers, one gas phase and one aerosol phase, for a total of 28 tracers in this group.
Gas-Phase Chemistry and SOA Formulation
[13] The chemical representation of SOA formation is based on the work of Hoffmann et al. [1997] and Griffin et al. [1999b] . A parent hydrocarbon, HC i , reacts in the gas phase with an oxidant, OX j , either OH, O 3 , or NO 3 , to form a set of products, G i, j,k ,
where a i, j,k 's are mass-based stoichiometric coefficients. Monthly average three-dimensional O 3 and NO 3 fields are imported from the Harvard Chemical Transport Model (CTM) [Wang et al., 1998a [Wang et al., , 1998b [Wang et al., , 1998c . Threedimensional fields of 5 day average OH radical concentrations are from C. Spivakovsky (personal communication, 1998) . To account for the diel variation in OH and O 3 concentrations, the instantaneous value is obtained by scaling with the cosine of the solar zenith angle. Daily NO 3 concentrations are converted from monthly averages based on the number of dark hours during the day and are considered to be nonzero only during hours of no sunlight.
[14] Group-averaged reaction rate constants for O 3 , OH, and NO 3 oxidation are listed in Table 2 . b-Caryophyllene and a-humulene are used to represent all sesquiterpenes. Laboratory-derived values for the mass-based stoichiometric coefficients a i, j,k are listed in Table 3 . Again, for each reactive hydrocarbon group, the stoichiometric coefficient is taken as the arithmetic average of the values of the compounds in that group, as listed in Table 1 . Properties of bcaryophyllene and a-humulene are used to represent those of all sesquiterpenes.
[15] Once formed in the gas phase, the semivolatile reaction products G i, j,k will partition between the gas and aerosol phases. We consider this partitioning to occur to the entire organic aerosol phase. Particles will generally contain some water, and water-soluble organic compounds do partition to the aqueous portion of the aerosol as well ; however, we do not consider that process here. This should not lead to an appreciable error in estimating global SOA formation. The fraction of each product that partitions to the organic aerosol phase is governed by an equilibrium partition coefficient K om,i, j,k [Pankow, 1994a [Pankow, , 1994b ,
where [G] i, j,k is the product concentration in the gas phase, [A] i, j,k is the product concentration in the aerosol phase, and M o is the concentration of total organic aerosol, i.e.,
where [POA] is the concentration of POA. The partition coefficients K om,i, j,k corresponding to a i, j,k in Table 3 are listed in Table 4 .
[16] The partition coefficient can be expressed as follows [Pankow, 1994b] :
where z i,j,k is the activity coefficient of compound G i,j,k in the organic aerosol phase, MW o is the molecular weight of the organic aerosol phase, and p L,i,j,k 0 (torr) is the vapor I  5 6  8 4  7  II  200  171  12  III  7700  255  89  IV  423  199  15  V 11,650 245 27 Sources: Atkinson et al. [1995] , Shu and Atkinson [1995] , and Atkinson [1997] . Rate constants for each hydrocarbon class are computed based on the arithmetic mean for the compounds listed in Table 1 . The temperature dependence of reaction rate constants is given by
where T 1 and T 2 are temperatures in K, E is the activation energy, and R is the ideal gas constant. In the absence of explicit activation energy data for all the individual hydrocarbons, E/R for the oxidation of apinene is used for all hydrocarbons: 732, À400, and À490 K for O 3 , OH, and NO 3 reactions, respectively [Atkinson, 1994] . Griffin et al. [1999a Griffin et al. [ , 1999b . Stoichiometric coefficients for each hydrocarbon class are computed based on the arithmetic mean for the compounds listed in Table 1 . Griffin et al. [1999a Griffin et al. [ , 1999b . Partition coefficients for each hydrocarbon class are computed based on the arithmetic mean for the compounds listed in Table 1. pressure of the compound at the temperature of interest (subcooled, if necessary). Using the Clausius -Clapeyron equation and assuming that z i, j,k is constant, the temperature dependence of K om,i, j,k is given by
where ÁH i, j,k is the enthalpy of vaporization. From the CRC Handbook of Chemistry and Physics [Lide, 2001] , ÁH/R % 5 Â 10 3 K for organic compounds, and this value is used for all compounds considered. This value translates into a range of values of K om,i, j,k over about three orders of magnitude for tropospheric temperatures.
[17] As gas-phase reaction proceeds in each GCM grid cell, the semivolatile products repartition to establish equilibrium over a GCM time step. Using equation (1) and mass balance on each product, M o can be determined from
where ÁHC i, j is the concentration of hydrocarbon i that reacts with oxidant j, over the time step and [A] i,j,k o and [G] i,j,k o are the gas-phase and aerosol-phase concentrations at the beginning of the time step. The left-hand side of equation (5) 
then M o = 0, and all products stay in the gas phase. Otherwise, M o is determined implicitly from equation (5), and [A] i, j,k is determined by
Then, [G] i,j,k is obtained from equation (1).
Emissions
[18] Anthropogenic emissions of carbonaceous aerosols are mainly from fossil fuel and biomass burning. Monthly emissions of BC and POAs are taken from the emission IPCC scenario A2 for the year 2000. Emissions are based on the work of Liousse et al. [1996] for biomass POA and BC and fossil fuel POA and the work of Penner et al. [1993] for fossil fuel BC. Globally averaged, 45% of BC and 55% of POA emitted are from fossil fuel burning. Annual emissions are shown in Figures 1 and 2 . Of the total BC emitted, 80% is assumed to be hydrophobic, while 50% of the POA is assumed be to hydrophobic; the remaining portions are assumed to be hydrophilic [Cooke et al., 1999] .
[19] While Liousse et al. [1996] provide the only inventory of carbonaceous aerosols from biomass burning, other emission inventories of carbonaceous aerosols from fossil fuel are also available, including those of the work of Cooke and Wilson [1996] (BC), Cooke et al. [1999] (BC and POA), and Bond [2000] (BC). The emission inventory we use is that designated as IPCC scenario A2 for the year 2000. The emission factors, which relate the mass of fuel burned to mass of aerosol emitted, vary by several orders of magnitude for different fuel types and burning efficiency and are highly uncertain. The BC inventory for fossil fuel used here from the work of Penner et al. [1993] is approximately a quarter of the emissions given by Cooke and Wilson [1996] and about half of those of Cooke et al. [1999] and Bond [2000] for North America. Primary emission of OC from fossil fuel is even more uncertain, as the OC inventory is inferred from the BC inventory. Also, the inventory used here was developed using data from the Food and Agriculture Organization for 1980 [Liousse et al., 1996] , and increases in emissions would have occurred since then.
[20] Global monthly emission inventories of total monoterpenes and other reactive VOCs (ORVOCs) from biogenics are obtained from the Global Emissions Inventory Activity (GEIA) and are based on the work of Guenther et al. [1995] . Global annual emission distributions are shown in Figures 3 and 4 . By determining the predominant plant species associated with the ecosystem types and the specific monoterpene and ORVOC emissions from these plant species, the contributions of individual compounds can be estimated. The percent contribution of each compound to total monoterpene and ORVOC emissions is reported by Griffin et al. [1999a] and is assumed to be constant geographically. Emissions of monoterpenes and ORVOCs vary diurnally as emission rates change with the light and leaf temperature [Guenther et al., 1995] . For simplicity, to obtain the instantaneous emission rate of biogenic hydrocarbons, monthly averages are scaled by the solar zenith angle. A summary of emissions used in the current work is given in Table 5 .
GISS GCM II-Prime
[21] Tracer processes are handled online in the GISS GCM II-prime [Hansen et al., 1983; Rind and Lerner, 1996] . Recent improvements relevant to the GISS GCM II-prime are discussed by Rind and Lerner [1996] . The resolution is 4°latitude by 5°longitude, with nine s layers in the vertical direction, from the surface to 10 mbar. The vertical layers are centered approximately at 959, 894, 786, 634, 468, 321, 201, 103 , and 27 mbar. The model surface layer is 50 mbar thick. The top one or two layers are situated in the stratosphere. The boundary layer parameterization uses a new scheme that incorporates a finite modified Ekman layer [Hartke and Rind, 1997] . The dynamic time step for tracer processes is 1 hour. The GCM utilizes a fourth-order scheme for momentum advection. Tracers, heat, and moisture are advected each time step by the model winds using the quadratic upstream scheme, which is mathematically equivalent to the second-order moment method of Prather [1986] . 2.5.1. Wet Deposition [22] Wet deposition of dissolved tracers generally follows the GCM treatment of liquid water, which is described by Del Genio and Yao [1993] and Del Genio et al. [1996] . The GCM distinguishes between large-scale (stratiform) and convective clouds. During in-cloud scavenging, gas-phase ) [Liousse et al., 1996; Penner et al., 1993] . ) [Liousse et al., 1996] . ) [Guenther et al., 1995] . ) [Guenther et al., 1995] . species dissolve into cloud water according to their Henry's law coefficients (Table 6) , and aerosol-phase species dissolve according to their scavenging efficiencies . When data are available, Henry's law coefficients for the SOA precursor hydrocarbons represent averages for species in that group. Since the Henry's law coefficients for the parent hydrocarbons are relatively small, wet scavenging of these species proves to be insignificant. Indeed, the dominant sink for the reactive hydrocarbons is oxidation by O 3 , OH, and NO 3 . Biogenic hydrocarbon oxidation products are expected to consist of multifunctional oxygenated compounds with a large fraction being carboxylic acids and dicarboxylic acids [Saxena and Hildemann, 1996; Calogirou et al., 1999] . From the compilation of Henry's law coefficients by Sander [1999] , H % 10 3 -10 4 M atm À1 for carboxylic acids, and H % 10 6 -10 8 M atm À1 for dicarboxylic acids; therefore, 10 5 M atm À1 is a reasonable value to represent those of the gas-phase products. By similar reasoning, ÁH A /R = À12 K is used to represent the temperature dependence of H:
where ÁH A is the heat of dissolution. Temperature dependence of Henry's law coefficients need not be considered for the reactants.
[23] Hydrophobic aerosols are assumed to be insoluble; hydrophilic aerosols are assumed to be infinitely soluble. For SOAs, 80% are assumed to dissolve into clouds, consistent with findings of Limbeck and Puxbaum [2000] .
[24] Transport of dissolved chemical tracers follows the convective air mass transport, and scavenging is applied only to species within or below the cloud updraft. Moist convection includes a variable mass flux scheme determined by the amount of instability relative to the wet adiabat, two plumes, one entraining and one nonentraining, as well as compensating subsidence and downdrafts [Del Genio and Yao, 1993] . All liquid water associated with convective clouds either precipitates, evaporates, or detraines within the 1 hour GCM time step, and the dissolved chemical tracers are either deposited (in case of precipitation) or returned to the air (in case of evaporation or detrainment) in corresponding proportions. All water condensed above a certain level (typically 550 mbar) is detrained into cirrus anvils and added to the large-scale cloud liquid water content, which is carried as a prognostic variable in the GCM. For large-scale, in-cloud scavenging, tracers are redissolved into cloud water (using Henry's law coefficients or scavenging efficiencies) and scavenged according to a first-order rate loss parameterization that depends on the rate of conversion of cloud into rainwater. Below both types of clouds, aerosols and soluble gases are scavenged according to a first-order parameterization that depends on the amount of precipitation . Dissolved tracer is returned to the atmosphere if precipitation from either type of cloud evaporates.
Dry Deposition
[25] Dry deposition of all gas-phase species is based on a resistance-in-series parameterization [Wesely and Hicks, 1977] . Aerodynamic resistances are computed as a function of GCM surface momentum and heat fluxes. Surface resistances are scaled to the resistance of SO 2 , which is parameterized as a function of local surface type, temperature, and insolation [Wesely, 1989] . The scaling uses the Henry's law coefficients in Table 6 , ratio of molecular diffusivities of the species in air to that of water vapor (estimated using the ratios of molecular weights), and a surface reactivity factor f 0 . All tracers are assumed to be nonreactive at the surface; therefore, f 0 = 0. For all aerosols, the deposition velocity of 0.1 cm s À1 is used [Liousse et al., 1996] .
Simulated Global Distributions of BC, POA, and SOA
[26] This section presents simulated aerosol concentration fields. We also present comparisons to observations and previous work. The GCM predictions are averaged over a 3 year period after 11 months of initial spin-up.
Global Distributions and Lifetimes
[27] Figure 5 shows the predicted annual global distributions of BC, POA, and SOA. Distributions of BC and POA exhibit maxima near source regions over the continents, especially in Europe and eastern Asia. The transport of biomass burning aerosols from tropical Africa and South America to the Atlantic and Pacific Oceans, respectively, is also evident. On average, the BC burden is predicted to be about 10 times larger in the Northern Hemisphere (NH) than in the Southern Hemisphere (SH) because of the predominance of fossil fuel sources. For the same reason, NH abundance of POA is also about 10 times as large as that in the SH. SH POA is dominated by biomass burning sources in South America and Africa, whereas NH POA is dominated by fossil fuel emissions in the US, Europe, and eastern Asia, as well as biomass burning in the former USSR. Surface concentrations of SOA follow similar trends to those of POA, since regions of high biogenic emissions tend to overlap with regions of high concentrations of POA, which provide the absorptive medium into which the semivolatile products can condense.
[28] Figures 6-8 show the predicted zonal annual average global distribution of BC, POA, and SOA. For both BC and POA the surface concentration is predicted to be highest at northern midlatitudes, indicating the importance of fossil fuel sources. High concentrations in the tropics reflect the significance of biomass burning. Concentrations drop rapidly with height, as distance from the sources increases. The low concentration in the tropical upper troposphere is evidence of removal by convective scavenging. Similar to BC and POA, SOA surface concentrations are predicted to be highest in the tropics and northern midlatitudes. Unlike the primary aerosols, however, SOA concentration is predicted to exhibit a secondary peak around 400 mbar in extreme northern latitudes. The quantities at higher altitudes result from the transport of gas-phase oxidation products to the upper troposphere, where colder temperatures favor condensation of the semivolatile gases into the aerosol phase. The peak is not as strong in the SH because POA concentrations are lower in the SH, resulting in less absorptive aerosol into which the semivolatile gas condense. Even for products with small partition coefficients, K om , at 298 K (see Table 4 ), K om increases by three orders of magnitude (section 2.3) from the temperatures of the surface to those of the upper troposphere, and eventually gas-phase products condense as temperature decreases sufficiently. Figure 9 shows the percentage of organic aerosol that is SOA. Near the surface, OC is dominated by POA, but SOA is predicted to contribute approximately one-half of the organic aerosol in the upper troposphere. Again, SOA contribution is predicted to be highest near the polar regions of the upper troposphere. Such predictions of secondary maxima of SOA levels in the cold regions of the upper troposphere have not been verified observationally, although the physics leading to this phenomenon is quite evident.
[29] Simulated global burdens and estimated lifetimes of BC, POA, and SOA are summarized in Table 7 . In all cases, the dominant sink is wet deposition, estimated to contribute 66%, 69%, and 77% to the total removal of BC, POA, and SOA, respectively. The lifetime of BC is predicted to be longer than that of POA because a higher percentage of BC is assumed to be hydrophobic, which limits wet scavenging. As noted in section 2.5.1, hydrophobic aerosols are treated as completely insoluble; therefore, they are not removed by in-cloud wet scavenging (they are removed by below-cloud scavenging, dry deposition, and conversion to hydrophilic aerosols). The lifetime of SOA is predicted to be larger than that of POA because only 80% of SOA is considered to be soluble. As seen from Table 7 , the lifetime of hydrophilic BC is larger than that for hydrophilic POA even though the dry and wet scavenging schemes are the same for both aerosols; the reason is that a higher percentage of hydrophilic BC is converted to the hydrophilic state in regions away from the source and in regions of less precipitation.
[30] The estimated global production of SOA is 11.2 Tg yr
À1
. Table 8 lists the contribution of each class of reactive hydrocarbons to the global SOA production. Tables 5 and 8 indicate that emission rates are not correlated with SOA production. For example, while sesquiterpenes (class V) contribute only about 8% to the total annual emissions of biogenic hydrocarbons, this class contributes to 22% of the total SOA. This result emphasizes the need for compoundspecific biogenic emission inventories and aerosol yield parameters. Table 8 also indicates that the contribution from group III (a-and g-terpinene and terpinolene) is insignificant.
[31] On a global average, NO 3 is predicted to be responsible for only about 2% of the chemical sink of the parent hydrocarbons, while NO 3 oxidation products are estimated to contribute about 9% to total SOA. The small contribution from NO 3 is a result of the fact that biogenic hydrocarbons are emitted during daylight hours and are rapidly oxidized by O 3 and OH. The error introduced by assuming that all NO 3 oxidation products behave the similarly to those of b-pinene oxidation by NO 3 is, consequently, negligible.
Comparison With Observations
[32] In this section we compare the predicted fields of carbonaceous aerosols with observations. Observational data for carbonaceous aerosols are limited, especially for organic aerosols. Most available data were taken over a short period of time at specific locations, making comparison to monthly averages in a GCM grid cell difficult as a basis from which to draw wide-ranging conclusions about the adequacy of the global simulation. To convert to OC mass, which is measured experimentally, we assume that the ratio of organic aerosol mass to OC mass is 1.3 [Liousse et al., 1996] . The assumption of a single value for this conversion factor is, of course, a source of uncertainty.
[33] Table 9 compares the simulation results to the Interagency Monitoring of Protected Visual Environments (IMPROVE) database [Malm et al., 2000] . The IMPROVE network consists of aerosol and optical measurements at approximately 140 rural sites in the United States. Twentyfour hour aerosol samples were taken twice a week (on Wednesdays and Saturdays). The observation data are The comparison indicates that the GCM simulation consistently underpredicts both BC and OC concentrations at this set of locations by about a factor of 3 -4. The underprediction is probably the result of averaging over large grid cells as well as uncertainties in the emission inventory itself. As discussed in section 2.4 earlier, the BC emissions from fossil fuel used here are less than those used by Cooke and Wilson [1996] , Cooke et al. [1999] , and Bond [2000] .
[34] Tables 10 -15 show comparison of BC and OC concentrations at various rural, remote, and marine sites, with the corresponding scatterplots in Figures 10 and 11 . Overall, both OC and BC concentrations are underpredicted by about a factor of 2, except at remote sites, for which there are too few data points to draw definitive conclusions. The consistent underestimation suggests that either emissions are too low or wet scavenging is too high.
Seasonal Variations of BC
[35] An analysis that is perhaps more relevant to judging the accuracy of the GCM simulation that uses averaged climatology over large grid cells is the comparison with long-term observations that smooth out day-to-day variations.
[36] Figure 12 shows the observed and simulated BC concentrations at six different sites in the NH. Figure 12a shows the comparison in Barrow, Alaska (71.2°N, 156.3°W), a site representative of the Arctic region. The maximum in early spring is indicative of the Arctic haze phenomenon caused by long-range transport from northern midlatitudes, especially northern Europe and Russia [Bodhaine, 1995;  Polissar et al., 1999] . Even though the simulation exhibits a small seasonal variation reflected in the observations, the simulated concentrations are as much as a factor of 4 less than observed values. A similar result was obtained by Liousse et al. [1996] , who used the same BC emission inventory. [ Lavoué et al., 2000] , which is not included in the present inventory. Other possible explanations include overestimation of wet scavenging and inaccurate representation of advection to the polar regions by the GCM. Figure 12b shows comparison of predictions and observations at Alert, Canada (82.5°N, 62.3°W), another high Arctic site. Observed BC concentrations and seasonality are similar to those of Barrow, Alaska. Again, BC concentrations are underpredicted.
[37] Figure 12c compares the BC observations and predictions at Jungfraujoch, Switzerland (46.5°N, 8.0°E, 3.45 km above sea level (asl)), a site that is predominantly in the free troposphere [Nyeki et al., 1998 ]. Both observations and predictions exhibit a minimum during the winter months and maximum concentrations almost an order of magnitude greater than the minimum. Observations show a peak in April and a larger peak in July. The peaks are reproduced by the simulations, but offset by 1 and 2 months, respectively, possibly because of representation of the atmospheric boundary layers by the GCM. The seasonal cycle results from vertical transport of boundary layer air masses from the Swiss Plateau to the Jungfraujoch due to enhanced thermal convection, which occurs more frequently during spring and summer [Baltensperger et al., 1997; Lugauer et al., 1998; Lavanchy et al., 1999] . During winter, the air mass is decoupled from the boundary layer, resulting in considerably lower BC concentrations indicative of those of the free troposphere.
[38] Figure 12d compares the predicted and observed BC concentrations at Mace Head, Ireland (53.3°N, 9.9°W). The data at this site were taken on an almost continuous basis from February 1989 to June 1996. Located on the west coast of Ireland, Mace Head is right on the western border of a GCM grid cell that covers most of Ireland (the grid box covers 5 -10°W in longitude); the predictions shown in Figure 12d , therefore, include strong anthropogenic influence. The meteorology of Mace Head, however, is dominated by relatively unpolluted westerly and southwesterly winds from over the northern Atlantic Ocean . In Figure 12d , observational data from the clean sector and the continental sector are shown separately. BC concentrations from the continental sector are an order of magnitude higher than those from the clean sector and are in better agreement with the simulations; however, the predictions are still too high. One concludes that the BC emission inventory is likely too high in Europe. For example, fossil fuel emissions in Europe from the current inventory are almost three times the amount predicted by Bond [2000] . The maximum BC concentration at Mace Head in February is likely the result of increased fossil fuel emission from domestic heating during winter. Cooke et al. [1997] have suggested that the BC peak in May observed in both the clean and continental sectors is probably a result of reduced wet scavenging at that time. This secondary peak is not reproduced by the simulation. Moreover, Koch [2001] indicates that BC concentrations at this site are very sensitive to wet scavenging.
[39] Figure 12e compares BC predictions and observations at Mauna Loa, Hawaii (19.3°N, 155.4°W, 3.4 km asl) . This site is often representative of midtroposphere conditions, particularly during nighttime downslope winds [Mendonca, 1969] . The observed springtime maximum in BC is attributable to long-range transport from the Asian continent, as evidenced by dust levels [Darzi and Winchester, 1982; Harris and Kahl, 1990] . As compared to the observations, the predicted peak in BC is delayed by 2 months and is somewhat lower. It has been noted that during strong dust episodes, dust can account for as much as 20% of the total measured absorption, thus contributing to absorption measurements (using an aethalometer) from which BC concentrations are inferred [Bodhaine, 1995] .
[40] Finally, Figure 12f shows the seasonality of BC concentrations at Sapporo, Japan (43°N, 141°E) . Here the observations are an order of magnitude higher than predictions. Sapporo is an urban site, whereas GCM grid cell includes the surrounding rural and marine areas as well. The limitations of comparing point observations with grid-cell average GCM predictions are exemplified in this case.
[41] Figure 13 shows the comparison between observed and simulated BC concentrations at four different sites in the SH. Figure 13a shows BC concentrations at the subAntarctic site of Amsterdam Island (38°S, 77°E). Here the seasonal cycle is dominated by biomass burning emissions, which are dominant from June to August, a trend matched by the predictions. The lower-than-expected BC predictions suggest that either emissions are understated or wet scavenging is overstated.
[42] Figure 13b shows the annual cycle of BC concentrations at Amundsen-Scott Station, South Pole (89°S, 102°W, 2.8 km asl). The simulation produces a peak in spring that appears in the data; however, the simulated peak concentration is three times higher than that observed. The low observed BC concentrations observed is likely a consequence of the measurement technique. BC concentrations were inferred from light attenuation measurements using an aethalometer [Hansen et al., 1982; Bodhaine, 1995] . The attenuation cross section can vary by a factor of 3 from that used in the calibration, due to varying particle shape and surface coating. Remote BC particles have on average lower cross sections, implying that concentrations from the aethalometer are lower than the true values [Liousse et al., 1993] . The spring maximum is most likely a result of increased long-range continental transport when the circumpolar vortex breaks down together with simultaneous biomass burning in the SH. Observational data indicate a peak in January that is not evident in the simulation. Advection toward the South Pole might be inaccurately represented. A similar seasonal trend is observed at another Antarctic site, Halley (75.6°S, 26.2°W) (Figure 13c ). There the observed BC is higher because the location is closer to the source regions, and a smaller cross section is used to infer the aethalometer measurements. The underprediction again suggests either that emissions are too low or that wet deposition is too strong.
[43] Figure 13d shows comparison of BC concentrations at another remote SH site, the Australian Baseline Atmospheric Pollution Monitoring Station at Cape Grim, Tasmania (40.7°S, 144.7°E). The observation data include only the clean air sector [Heintzenberg and Bigg, 1990] and are lower than predicted. The relevant GCM grid cell covers most of Tasmania. According to Heintzenberg and Bigg [1990] , the seasonality of BC concentrations at Cape Grim is a result of that of biomass mass burning in the SH. However, the observed peak in October occurs 2 months after the biomass burning peak. The predicted concentration tracks the biomass emission source strength, which peaks during June to August. The reason for this discrepancy is not known.
Comparison With Previous Work 3.3.1. Black Carbon
[44] Table 16 compares the global BC burdens and lifetimes predicted here with those of previous work. Among previous studies, Liousse et al. [1996] and Koch [2001] used the same BC emission inventory as this work. Compared to the work of Liousse et al. [1996] , the global BC burden predicted here is 0.21 versus 0.13 Tg with a longer lifetime (6.4 versus 4 -4.5 days). The difference arises because Liousse et al. [1996] assumed all BC to be hydrophilic, leading to more effective wet scavenging. The lower wet deposition rate in the present case leads to higher BC concentrations at high altitudes. The same explanation also accounts for the difference in global burden and lifetime between this work and that of Koch [2001] , which also used the GISS GCM II-prime. For three cases studied by Koch [2001] , in which in-cloud convective scavenging removes all soluble and insoluble aerosols, the lifetime of BC is predicted to be 4.28 -4.44 days. For the case in which only soluble aerosols are removed, as assumed here, the lifetime is predicted to be 8.42 days. The longer lifetime in the latter case results because all BC is assumed to be emitted as hydrophobic and ages from hydrophobic to hydrophilic as determined by the oxidation of SO 2 by OH. Koch [2001] assumed hydrophilic BC to be 90% soluble, as compared to 100% in our case. The global burden of BC as predicted by Cooke and Wilson [1996] is higher than that predicted here (0.28 versus 0.22 Tg), and their estimated lifetime is longer (6 -10 versus 6.4 days). Cooke and Wilson [1996] used a larger emission inventory (14 Tg yr À1 compared to the present 12 Tg yr À1 ) with all (compared to 80% in our case) BC emitted as hydrophobic aerosol and conversion to hydrophilic with a time constant of 0.8 -1.6 days instead of 1.15 days. Cooke et al. [1999] considered only fossil fuel sources of BC, resulting in an expected lower global burden and a shorter lifetime of 5.3 days. They also used a different GCM and different dry deposition velocities.
Primary Organic Aerosol
[45] Table 17 compares the global POA burdens and lifetimes of our work and those of Cooke et al. [1999] and Koch [2001] . The smaller predicted global POA burden and shorter lifetime in the work of Koch [2001] are again a result of the different in-cloud convective scavenging schemes. Cooke et al. [1999] considered only fossil fuel sources of POA. Their predicted POA lifetime lies between those of our work and those of Koch [2001] .
Secondary Organic Aerosol
[46] Estimated SOA production is 11.2 Tg yr
À1
, which is lower than the estimated range of 13-24 Tg yr À1 by Griffin et al. [1999a] . Direct comparison is, however, difficult since Griffin et al. [1999a] did not include three-dimensional transport, partitioning of SOA onto POA, or oxidation of parent hydrocarbons by NO 3 . For these reasons, the estimate of Griffin et al. [1999a] might be considered as a lower bound. If so, this suggests that the SOA production rate predicted in the present study is even lower than might have been expected. Indeed, if we neglect partitioning of SOA into POA, the SOA production rate is reduced by an order of magnitude and the global burden by half. The global burden is only a factor of two lower because of a longer lifetime. (In the absence of POA, gas-phase products remain in the gas phase and are transported away from the source region; therefore, more aerosols are formed at the upper troposphere where wet deposition is less prevalent.) If NO 3 oxidation of parent hydrocarbons as a contribution to SOA is ignored, then global SOA production would be approximately 10 Tg yr À1 , assuming that the parent hydrocarbons not oxidized by NO 3 are oxidized by O 3 and OH and form SOA at a lower yield.
[47] Our estimate of global SOA production is substantially lower than that of 61-79 Tg yr À1 by Kanakidou et al. [2000] , the global burden corresponding to which is 1.2-1.6 Tg, as compared to 0.19 Tg in the present work. The source of this major discrepancy in global SOA predictions merits discussion.
[48] Kanakidou et al. [2000] made a number of assumptions in calculating SOA yield (see their equation (1)). First, they neglected transport of semivolatile gas-phase products away from source regions, which can form SOA at higher altitudes. The effect of this assumption is actually to under- 1977] estimate SOA production. Second, they assumed that all SOA, once formed, remains in the condensed phase until removal by wet or dry deposition (so that the SOA formed from the previous time steps behaves as POA in the current time step). Because of gas-particle equilibrium, however, SOA can repartition back into the gas phase. For example, if an air parcel originally at equilibrium is advected to a region of higher temperature, some of the SOA will reevaporate to establish the new equilibrium state. We calculate that the combined effect of these two assumptions made by Kanakidou et al. [2000] is underestimation of SOA production by about 45%. [Bodhaine, 1995] , (b) Alert, Canada (82.5°N, 62.3°W) [Hopper et al., 1994] , (c) Jungfraujoch, Switzerland (46.5°N, 9°E, 3.45 km asl) [Nyeki et al., 1998 ], (d) Mace Head, Ireland (53.3°N, 9.9°W) , (e) Mauna Loa, Hawaii (19.3°N, 155.4°W, 3 .4 km asl) [Bodhaine, 1995] , and (f ) Sapporo, Japan (43°N, 141°E) [Ohta and Okita, 1990] .
[49] The emissions inventory used by Kanakidou et al. [2000] included 210 Tg C yr À1 of biogenic hydrocarbons (127 Tg C yr À1 monoterpenes and 83 Tg C yr À1 ORVOC), of which they assumed 50% to be a-pinene and 50% b-pinene. Assuming the molecular weight of ORVOCs is equal to that of monoterpenes, a total of 210 Tg C yr À1 is equivalent to a total mass of 238 Tg yr
, which is to be compared with the value of 201 Tg yr À1 in our work. The difference arises from a different percent contribution of ORVOCs to SOA formation and molecular weights of ORVOC. The average molarbased stoichiometric coefficient for SOA formation was assumed to be %0.34, which equals 0.425 in mass-based units by assuming SOA has molecular weight of 170 g mol À1 . Therefore, assuming all of the a-pinene and b-pinene react, the maximum SOA production possible is 0.425 Â 238 = 101 Tg yr À1 . This is assuming that: (1) all oxidants O 3 , OH and NO 3 contribute to SOA formation and (2) all products condense to the aerosol phase. Kanakidou et al. [2000] included O 3 , OH, and NO 3 oxidation as sinks for the parent hydrocarbons, but they considered only O 3 reaction as sources of SOA formation. They predicted that O 3 accounted for %80% of the oxidation of the parent hydrocarbons. Thus the maximum SOA production rate, neglecting any NO 3 or OH contribution, is 101 Â 0.8 = 81 Tg yr
. Not all 81 Tg yr À1 can be in the aerosol phase since thermodynamic equilibrium requires that
Even under the most favorable conditions for aerosol formation, K om,i,j,k = 0.2 mg À1 m 3 and M o = 30 mg m
À3
, the above ratio is 0.86. The predicted production rate of 61-79 Tg yr À1 means that the predicted ratio is 0.75 to 0.98. However, M o is generally on the order of 0.1-1 mg m
, so the above ratio should be about 0.02-0.16.
[50] The same analysis above can be applied to our work. Using global annual emissions of 201 Tg yr À1 and an average mass-based stoichiometric coefficient of a = 0.7, the maximum SOA production is 140 Tg yr
À1
, giving the predicted ratio of aerosol-phase products to total products to be about 0.08, which is more reasonable.
[51] Figure 14 [Wolff and Cachier, 1998 ], (b) Amundsen-Scott Station, South Pole (89°S, 102°W, 2.84 asl) [Bodhaine, 1995] , (c) Halley, Antarctica (75.6°S, 26.2°W) [Wolff and Cachier, 1998 ], and (d) Cape Grim, Tasmania (40.7°S, 144.7°E) [Heintzenberg and Bigg, 1990] .
EMEP (Cooperative Programme for Monitoring and Evaluation of the Long Range Transmission of Air Pollutants in Europe) oxidant model. The comparison is shown for the three cases studied by Andersson-Sköld and Simpson [2001] and for the months of January, April, July, and October for each of the four sites. The first case used the mechanism of [Kamens et al., 1999] for O 3 oxidation of a-pinene and did not include other terpenes (labeled ''Kamens'' on Figure  14) . The second and third cases used similar emission inventory and aerosol parameters as our work. ''a-K'' on Figure 14 uses the aerosol yield parameters of Griffin et al. [1999a] . ''a-K-T'' also uses the parameters given by Griffin et al. [1999a] , but partition coefficients K om are adjusted for temperature effects. In Figure 14 the predictions of Andersson-Sköld and Simpson [2001] are plotted against our predictions multiplied by 0.93 to account for the fact that they did not consider NO 3 as a sink for terpenes. The factor of 0.93 approximates the lower aerosol yield of O 3 /OH oxidation if one allows the reactive hydrocarbons to be oxidized only by O 3 and OH. The factor of 0.93 represents an annual and global average, so it is only a first-order estimate for the effect of neglecting NO 3 oxidation on SOA concentrations. This estimate also assumes that the lifetime of SOA does not change. The lifetime of SOA can change because wet scavenging is sensitive to precipitation rates, which vary with locations. As seen from Figure 14 , the present predictions are in good agreement with those of the work of Andersson-Skö ld and Simpson [2001] , given the differences in gas-phase chemistry, model resolution, and meteorological conditions. The slightly higher levels predicted by Andersson-Sköld and Simpson [2001] may be a result of the fact that they used a stronger temperature dependence of K om ; we employ ÁH/R = 5000 K in equation (4), whereas they used ÁH/R = 9525 K.
Sources of Uncertainties in Global Burdens and Distributions
[52] Global burdens and distributions are strongly dependent on a number of factors. First and foremost, they are sensitive to the emission inventories of primary carbonaceous aerosols [Liousse et al., 1996] . The BC inventory from fossil fuel used in the present work is approximately 4 times less than that of the work of Cooke and Wilson [1996] in North America but comparable to that of Cooke et al. [1999] . The difference is a result of updated emission factors and fuel usage data. The global emissions of POA from fossil fuels employed here are a factor of two higher than those of the work of Cooke et al. [1999] because Liousse et al. [1996] assume that fossil fuel emissions of POA are proportional to the fossil fuel emissions of BC and that the proportionality constant is globally uniform.
[53] Uncertainties in the emissions of POA also have an effect on the predicted global burden and lifetime of SOA. For a given emission rate of biogenic hydrocarbons but less POA, more semivolatile oxidation products will stay in the gas phase and be transported away from the source regions. At higher altitudes, colder temperatures would eventually allow the some for the products to condense into the aerosol phase. Using the predicted global aerosol production of 11.2 Tg yr À1 and assuming that all 201 Tg yr À1 parent hydrocarbons are oxidized, the overall global aerosol yield that we predict is
If we average the mass-based stoichiometric coefficients a i, j, j 's listed in Table 3 and weigh them by emissions and reactivity, the average is a ¼ 0:7. Since a ) Y , this means that the total organic aerosol concentration M o is in the regime where the total aerosol yield is very sensitive to M o . In other words, SOA production is very sensitive to the 'Kamens' ' is based on the gas-phase reaction mechanisms of Kamens et al. [1999] . ''a-K'' is based on the aerosol yield parameters of Griffin et al. [1999a] . ''a-K-T'' is based on the same aerosol yield parameters but adjusted for temperature effects.
concentrations of POA (and therefore to the emission rate of POA). As human activities continue to increase POA emissions, SOA production will likewise increase.
[54] Because aerosol-forming hydrocarbons are oxidized in the atmosphere virtually entirely, uncertainties in their emission inventory translate directly to uncertainties in SOA production. According to Guenther et al. [1995] , uncertainties associated with monoterpene emissions in some temperate regions are at least a factor of 3. Segmenting total monoterpene and ORVOC emissions into individual compounds and lumping into groups of reactants (Table 5 ) also contribute to the uncertainty. The contribution of individual compounds to the total monoterpene emission is not geographically constant as we have assumed. By grouping compounds with similar aerosol yield parameters and reactivities together according to Table 5 , the contributions of each group of parent hydrocarbons to SOA formation (see Table 8 ) are roughly proportional to the emission rates multiplied by the mass-based stoichiometric coefficients. Uncertainties in the emissions of specific monoterpene would certainly lead to inaccuracy in the predicted global SOA production.
[55] The spatial resolution of the GCM also introduces uncertainties to the model prediction since physical processes such as emissions and transport often occur at a spatial scale smaller than the GCM grid cells. For example, the coarse resolution can introduce artificial dilution of emissions and lead to underestimation of aerosol concentrations.
[56] Another factor leading to uncertainty in prediction of global SOA production arises from the aerosol yield parameters. Available experimental data on a and K om values for the biogenic hydrocarbons are for temperatures of about 298 K. We have represented the temperature dependence of K om , but temperature dependence of a is not taken into account. Implicitly assumed is that the nature of the reaction pathway and products remains unchanged at colder temperatures, an assumption that is likely not to be a source of serious error.
[57] Finally, uncertainties in wet scavenging lead to large uncertainties in global burden, lifetime, and distribution of any soluble tracer. The relevant parameters in the current study include the percentage of primary carbonaceous aerosols emitted that are hydrophobic and the scavenging efficiency (or solubility) of hydrophilic aerosols. More hydrophobic aerosols or lower scavenging efficiency lead to longer predicted lifetime, more aerosol in the upper troposphere, and a larger global burden. For the semivolatile gas-phase oxidation products, values of Henry's law coefficients are important. Lower Henry's law coefficients mean that more gas-phase products are transported to the upper troposphere, where colder temperatures allow the semivolatile gases to condense. This would also increase SOA concentrations in the polar regions.
Preindustrial Versus Present-Day
[58] For preindustrial BC and POA emissions, we assume only 10% of the current global emissions from biomass burning occurred in the preindustrial period and neglect all fossil fuel sources, resulting in 0.56 and 4.5 Tg yr À1 of BC and POA, respectively. The seasonal and geographical distributions of preindustrial BC and POA emissions are assumed to be the same as the present-day biomass emissions of carbon monoxide given by Wang et al. [1998a] . Preindustrial monthly mean concentrations of OH and O 3 concentrations are available from the work of Mickley et al. [1999] . Although biogenic VOC emissions may have decreased since the 1800s due to deforestation, we assume that the monoterpene and biogenic ORVOC emissions remain the same. Therefore, our preindustrial SOA calculation may lie in the low end of the possible range.
[59] The global distribution of preindustrial carbonaceous aerosol concentrations is shown in Figure 15 . In contrast to the present-day, the average BC and POA concentrations are higher in the SH where biomass burning is more prominent. The relative increase since the preindustrial time is greater in the NH because of fossil fuel emissions. Total global burdens are estimated to have increased by almost an order of magnitude since preindustrial period (Table 18) .
[60] For SOA, preindustrial concentrations are still predicted to be higher in the NH, where biogenic emissions of VOC are higher. If we assumed that biogenic emissions of VOC remained constant and that VOCs are oxidized almost to completion even with lower ozone levels, the overall lower preindustrial SOA concentrations is mainly due to less POA available for absorption of SOA. The preindustrial SOA production rate is estimated to be 0.85 Tg yr
À1
, which is an order of magnitude of lower than present-day production. Interestingly, SOA concentrations in the upper troposphere are actually predicted to be slightly higher during the preindustrial time (Figure 15c ). This prediction is explained by the semivolatile nature of SOA; with lower POA concentrations near the surface, more gas-phase products are transported to higher altitudes where they condense to the aerosol phase. This result again illustrates the sensitivity of SOA concentrations to wet deposition of gas-phase products and the temperature dependence of the partition coefficient, K om .
Direct Radiative Forcing of Carbonaceous Aerosols
[61] Radiative forcing is calculated as the difference in the incoming solar irradiance at the top of the atmosphere (TOA) with and without the presence of aerosols. We ne-glect longwave forcing as it is expected to be small [Haywood et al., 1997] . Direct aerosol radiative forcing is calculated online using the radiation model embedded in the GISS GCM II-prime [Lacis and Hansen, 1974; Hansen et al., 1983; Lacis and Mishchenko, 1995; Tegen et al., 2000] . Reflection, absorption, and transmission by aerosols are calculated using the single Gauss point doubling/adding radiative transfer model. The correlated k-distribution method is used to compute absorption by gases for 6 solar and 25 thermal intervals [Lacis and Oinas, 1991] . The radiation time step in the model is 5 hours. The radiative forcing calculations do not feed back into the GCM climate, so that the preindustrial and present-day simulations use the same meteorological fields.
[62] To include inorganic aerosols, present-day and preindustrial monthly sulfate fields and associated aerosol water computed with the GISS GCM II-prime are imported from the work of Adams et al. [2001] .
Aerosol Mixing State
[63] The mixing state of carbonaceous aerosol is important in determining its radiative effect [Chyýlek et al., 1995;  Haywood et al., 1997; Myhre et al., 1998; Jacobson, 2000] . To quantify the effect of aerosol mixing state on direct radiative forcing, we consider two limiting cases. In one case, each aerosol component is assumed to be contained in physically separate particles, forming an external mixture. In the other case the aerosols are internally mixed. A more detailed microphysical representation could treat each particle that contains BC, OC and sulfate as a core of BC surrounded by a shell of sulfate, OC and water. As shown by Jacobson [2000] , the radiative forcing of aerosols with a concentric core of BC lies between those of internally and externally mixed particles. By considering the two extreme cases, we can estimate the range of radiative forcing.
Aerosol Optical Properties
[64] Optical properties (extinction efficiency, single-scattering albedo, and asymmetry parameter) of the aerosols are determined by Mie theory based on wavelength-dependent refractive indices and assumed size distributions. The particle size distribution is assumed to be the standard gamma distribution with area-weighted effective variance, v e = 0.2. We assume that the variance is constant even when particles take up water and grow to larger sizes. The effective dry radius and density, as well as optical properties of dry aerosols at l = 550 nm, of each class are listed in Table 19 . Dry sulfate aerosol is represented as ammonium sulfate, with refractive indices from the work of Toon et al. [1976] . The water uptake of ammonium sulfate aerosol is governed by thermodynamic equilibrium [Adams et al., 1999] . Composite refractive indices of the aqueous sulfate aerosol are the volume-averaged refractive indices of ammonium sulfate and water. Refractive indices of water are taken from the work of d'Almeida et al. [1991] . Refractive indices of soot by d' Almeida et al. [1991] are used for BC. For an internal mixture of BC, OC, and sulfate aerosols, the refractive indices are calculated by volume-weighting the refractive indices of BC, OC, (NH 4 ) 2 SO 4 , and water.
[65] In the absence of data for OC, refractive indices for ''water-soluble'' aerosol from the work of d'Almeida et al. [1991] are used for OC. ''Water-soluble'' aerosols as described by d'Almeida et al. [1991] include sulfates, nitrates, as well as water-soluble organic aerosols. Since water uptake by organic aerosol is not well established, we consider two cases. At one limit, we assume no water uptake. In the other case we follow the treatment of water-soluble aerosols given by d'Almeida et al. [1991] (Figure 16 ). Below 50% relative humidity, water uptake is assumed to be zero. Above 99%, the growth factor f g = r wet /r dry is capped at 2.52. This treatment of water uptake is similar in magnitude to that given by Fitzgerald [1975] and is considered to be the upper bound since not all organic compounds are as soluble as ammonium sulfate. For the case of internally mixed aerosols, we assume that the total amount of water uptake is equal to that of the externally mixed aerosols.
Global Distributions of Direct Radiative Forcing
[66] The results presented here are 1 year averages after an initial spin up of 7 months. Figure 17 shows the annually averaged global distributions of radiative forcing for anthropogenic sulfate, OC, and BC. The cooling at TOA calculated here for sulfate aerosols is slightly different from that of the work of Adams et al.
[2001] because we do not consider the presence of ammonium and nitrate and assume that all sulfate exists as ammonium sulfate. We do, however, include all water that is associated with the equilibrium of (NH 4 ) 2 SO 4 -NO 3 -NH 4 -H 2 O system given by Adams et al. [1999] .
[67] The globally averaged annual direct radiative effect of anthropogenic BC is predicted to be +0.51 W m
À2
. The effect is predicted to be the greatest in regions of high BC concentrations and high surface albedo, such as eastern China and northern Europe.
[68] The globally averaged TOA radiative forcing of pure anthropogenic OC is relatively small, À0.09 W m
, and the direction of warming or cooling varies geographically based on the surface albedo and cloud cover. The single scattering albedo of OC at l = 550 nm is w = 0.94 based on the properties given in section 5.2. Over regions of high surface albedo, OC aerosol causes a net warming. For lower albedos, the effect is one of net cooling. In either case, the magnitude of forcing is generally small. Including water uptake by organic aerosol increases the tendency toward cooling (increased w), and the predicted globally averaged annual radiative forcing becomes À0.18 W m À2 .
[69] Figure 18 shows the predicted global distributions of TOA radiative forcing for all three types of aerosols combined. As expected, the internally mixed aerosol exhibits less cooling than the external mixture. The predicted cooling decreases from 0.68 W m À2 for the external mixture to 0.39 W m À2 for internally mixed aerosols when water uptake of OC is not considered. When the water uptake by OC is included, the combined cooling decreases from 0.78 to 0.48 W m À2 . In an internal mixture, BC is present in every aerosol particle such that all particles absorb radiation; for the external mixture, only BC (and, to a lesser extent, OC) absorbs solar radiation. Even though the overall global net anthropogenic forcing is negative, regions of significant warming are predicted, such as the polar regions, eastern China, and India. Table 20 summarizes the radiative forcing predictions.
Seasonal Variations of Direct Radiative Forcing
[70] The predicted seasonal trend of anthropogenic radiative forcing is shown in Figures 19 and 20 . In the NH, the maximum cooling of sulfate occurring in summer coincides with a high SO 2 oxidation rate and overlaps with the peak warming of BC, which is dominated by industrial emissions. The BC peak occurs slightly earlier in the NH because biomass emissions are also important for BC. The peak of OC in the NH is determined by a combination of fossil fuel and biomass burning sources. The peak in March represents the tailing part of the biomass burning season but also of increasing fossil fuel sources. Sulfate forcing in the SH is small in comparison to that in the NH, but still stronger than those of BC and OC. In the SH, OC and BC forcings peak in August and September, which coincide with peak of the burning season.
[71] Figure 20 shows the combined seasonal effect of all three classes of aerosols. Regardless of the mixing state and water uptake of OC, radiative forcing in the SH remains relatively constant. Forcing always tends toward cooling except for the case of internally mixed aerosols with no water uptake by OC during the months of June to September. In the NH, there is strong cooling during summer. The presence of BC reduces the cooling of sulfate and OC by Table 21 compares the predicted direct radiative forcing of BC with those of previous studies. For internally mixed aerosols, separating the contribution of each component to the total radiative forcing is difficult because total radiative forcing is not a linear sum of individual components. For the purpose of comparison with other works, however, we take the direct radiative forcing of BC in an internal mixture to be the difference in radiative forcing between the internal mixture of sulfate, OC, and BC and that of an external mixture of sulfate and OC. This definition is still not perfect since most of the studies listed in Table 21 considered only sulfate and BC and excluded OC.
[73] Many of the previous estimated BC radiative forcings listed in Table 21 are relatively small because they considered only fossil fuel BC and not biomass burning. In Figure 21 , predicted BC radiative forcing is shown as a function of the global BC burden for the studies in which the global burdens can be determined. Even when differences in global burdens are taken into account, discrepancies among the different studies still exit. Another important factor affecting radiative forcing is the actual three-dimensional distribution, which is different for fossil fuel and biomass burning BC. Haywood and Shine [1995] Myhre et al. [1998] all assumed that the distribution of fossil BC scales with that of sulfate. The assumption is oversimplified because not only is the ratio of BC and sulfate emission rates different for varying fuel types, wet scavenging of sulfate is more effective as sulfate is much more soluble. The geographical distribution is important because the radiative forcing is strongly dependent on the surface albedo, the presence of clouds, and the interaction of scattering and absorbing aerosols in the case of an internal mixture [Haywood et al., 1997; Haywood and Ramaswamy, 1998 ]. Finally, uncertainties in the size distribution of the aerosols lead to variabilities in the predictions.
Organic Carbon
[74] Radiative forcing of organic aerosol has been less studied than BC. Cooke et al. [1999] calculated the radiative forcing of fossil OC to be À70 W g C À1 (À0.012 W m À2 and 0.087 Tg C) and Koch [2001] calculated the forcing of fossil fuel and biomass OC to be À210 W g C À1 (À0.30 W m
À2
and 0.95 Tg % 0.73 Tg C). Our values of À36 to À76 W g OC À1 (À0.08 to À0.17 W m À2 and 1.48 Tg % 1.14 Tg C) are comparable to those of the work of Cooke et al. [1999] . The major difference between our work and that of Koch [2001] lies in the optical properties of OC. At l = 550 nm, we used an extinction coefficient s e = 2.53 m 2 g À1 , whereas Koch [2001] used s e = 8 m 2 g À1 for dry OC, the refractive indices of ammonium sulfate for OC instead of the ''water-soluble'' aerosol that Cooke et al. [1999] and the present study employ. The optical properties also depend on water uptake by the OC. Both Cooke et al. [1999] and Koch [2001] considered only dry OC.
Conclusions
[75] The global distribution of carbonaceous aerosols is simulated online in the GISS GCM II-prime. We include BC and POAs from fossil fuel and biomass burning, as well as SOAs from the oxidation of biogenic hydrocarbons. Simulated BC concentrations are generally low at rural and marine sites when compared with available measurements. In comparison to BC and OC concentrations measured at rural sites in the United States, predictions are consistently low, suggesting that the carbonaceous aerosol emissions inventory in the U.S. might be too low. Overall, the results suggest that wet scavenging, the dominant sink for carbonaceous aerosols, may be overestimated. More accurate predictions of scavenging require better knowledge of the hydrophilic fraction of primary aerosols and the solubility of hydrophilic aerosols.
[76] We also present global simulation of SOA from oxidation of biogenic hydrocarbons by O 3 , OH, and NO 3 . Unlike POAs, which have the highest concentrations at the surface near source regions, SOA is predicted to accumulate in cold regions of the upper troposphere. At the surface, SOA contributes only about 10 to 20% of the total OC, whereas in polar regions it is predicted to contribute up to 50%. The reason is that semivolatile gas-phase oxidation products are transported to higher altitudes where colder temperatures allow more products to condense. SOA burden and lifetime are sensitive to the temperature dependence of gas-particle partition coefficients. SOA production is also sensitive to the solubility of the gas-phase oxidation products since solubility determines how effectively they are removed from the atmosphere by wet scavenging and how far they are transported away from their source regions.
[77] Human activities since the preindustrial period are predicted to have increased global burdens of BC and OC by an order of magnitude and almost tripled the SOA production rate. Anthropogenic perturbations are especially pronounced in the NH due to fossil fuel use.
[78] Anthropogenic BC is predicted to contribute to a globally and annually averaged net radiative forcing of +0.51 W m À2 when considered to be externally mixed and +0.78 W m À2 when occurring in an internal mixture of BC, OC, and sulfate. Externally mixed OC has a radiative forcing of À0.09 to À0.17 W m
À2
, depending on the amount of water uptake. Globally averaged and taken together, anthropogenic BC, OC and sulfate are predicted to exert a radiative forcing of À0.4 to À0.76 W m À2 , depending on the exact assumptions of aerosol mixing and water uptake by OC. Even though the net radiative effect is one of cooling, warming of up to 3 W m À2 is predicted to occur in regions of large BC concentrations and high surface albedo. The annual combined cycle of BC, OC, and sulfate radiative forcing is nearly constant in the SH but varies strongly with season in the NH, with maximum cooling occurring during summer. Regional climate perturbations are expected to lead to climate feedback that warrant further study.
