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In this paper, we give a procedure of how to discretize the recursion operators by considering unified bilinear
forms of integrable hierarchies. As two illustrative examples, the unified bilinear forms of the AKNS hierarchy
and the KdV hierarchy are presented from their recursion operators. Via the compatibility between soliton
equations and their auto-Ba¨cklund transformations, the bilinear integrable hierarchies are discretized and
the discrete recursion operators are obtained. The discrete recursion operators converge to the original
continuous forms after a standard limit.
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1 Introduction
The purpose of this paper is to study the issue that given a continuous integrable equation, how to discretize
the corresponding recursion operator simultanuously with the equation being integrable-discretized such
that the resulting discrete version of the recursion operator serves as the recursion operator for the discrete
equation. Keeping this goal in mind, we will first recall some background and context relevant to this topic.
It is generally agreed, although not rigorously proved, that a completely integrable evolution equation always
belongs to a commuting family (or hierarchy), each of whose members is also completely integrable. There
are many common integrable properties among the equations of one hierarchy. For example, they share the
same spectral problem and their solutions possess same structures. From computational viewpoint, in order
to study the properties of the whole integrable hierarchy, it is necessary to write the hierarchy in a compact
form as higher members of the hierarchy usually become cumbersome in the form. In the literature, there
are at least two methods available to implement this purpose.
One method is to write the equations of a hierarchy into a unified bilinear form by Hirota’s bilinear
derivatives [1]. Bilinear form of soliton equation was introduced by Hirota for constructing multi-soliton so-
lutions [1–4]. The method to derive soliton solutions is very effective and we call it Hirota’s direct method. By
introducing a suitable dependent variable transformation and an infinite number of variables x = t1, t2, t3, · · · ,
equations of the same hierarchy can be transformed into a unified bilinear form. It should be noted that
the unified bilinear form for the AKNS hierarchy was first obtained by Newell [5]. In 1980’s, Sato school
gave out bilinear KP, BKP hierarchies and their corresponding τ function solutions by Kac-Moody algebraic
representation which turned out to be a great progress [6–8]. Bilinear equations of KdV, mKdV hierarchies
were also obtained by elementary method in [9–12].
The other method is to write out the family of integrable equations in a recursive form by a so-called
recursion operator [13, 14]. Recursion operators were first introduced by Olver in 1977 [13] and developed
by Fuchssteiner [16] and by Fokas and Santini [17, 18]. The recursion structure is an elegant property of
completely integrable systems and the so-called recursion operator, as stated in [14], plays a central role in
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the formulation of these recursion properties. It allows one to write out the family of integrable equations in
a compact form and determines the family of Hamiltonian structures. In other words, a recursion operator
is the generating operator for the family of integrable equations and simultaneously the generating operator
for the family of Hamiltonian structures. See details in [13–25] and references there.
When an integrable hierarchy with the recursion operator is given, the unified bilinear form can be
obtained through a suitable variable transformation. In [26] , the unified bilinear forms of KdV hierarchy,
mKdV hierarchy and classical Boussinesq hierarchy were obtained by corresponding recursion operators.
There are many advantages to deduce bilinear form by recursion operator, not only less computation but
much simpler unified explicit expression. The unified explicit form gives us much bonus. For example, in [26]
from the simple uniform expression, the corresponding Ba¨cklund transformation and nonlinear superposition
for KdV and mKdV hierarchy were obtained. In [27], rational solutions of classical Boussinesq hierarchy
were obtained from its unified bilinear form. On the other way, if the unified bilinear form is known, the
recursion operator can also be found through the same transformation [28, 29].
We now return to the issue of integrable discretization. Traditionally, the problem of integrable discretiza-
tion is to discretize an integrable system, meanwhile preserving its integrability. In this regard, Ablowitz
and Ladik [32], Hirota [34–36], Nijhoff [37, 38], Levi [39, 40] and others did pioneer work on this issue over
30 years ago. Other works include Suris’ Hamiltonian approach [41], Schiff’s loop group approach [42], etc.
Here we have only given a few representative references. Other recent works can be found in [44–54] and
references there.
Recently, Bobenko and Suris presented a further demand on integrable discretization in their book [43]:
when considering discretization, one should ‘Discretize the whole theory, not just the equations ’. Motivated
by this observation, it makes sense and seems logical for us to consider integrable discretizations for recursion
operators. In this paper we will show a procedure of how to do this. As two illustrative examples, we will
discretize the AKNS hierarchy and the KdV hierarchy by discretizing their unified bilinear forms as well as
their recursion operators. The main method of discretization is based on the well-known idea that integrable
discretizations are provided by a suitable interpretation of Ba¨cklund transformations [39, 40]. We shall
present the details of AKNS hierarchy and KdV hierarchy respectively in the following discussions.
2 Recursion operator and unified bilinear form
2.1 AKNS hierarchy
From the spectral problem
Ψx =
(
−iλ q(x, t)
r(x, t) iλ
)
Ψ, Ψ =
(
ψ1
ψ2
)
(2.1)
we can obtain the following AKNS hierarchy [5, 15, 30, 31]
(
qt
rt
)
= Lm
(
qx
rx
)
, (m ≥ 1) (2.2)
where
L =
1
2i
(
−∂x + 2q∂
−1
x r 2q∂
−1
x q
−2r∂−1x r ∂x − 2r∂
−1
x q
)
. (2.3)
Introducing infinite time variables x = t1, t2, t3, · · · and regard q, r as functions of t = t(t1, t2, t3 · · · ), we
have the following equivalent equation
(
qtm+1
rtm+1
)
=
1
2i
(
−∂x + 2q∂
−1
x r 2q∂
−1
x q
−2r∂−1x r ∂x − 2r∂
−1
x q
)(
qtm
rtm
)
.(m ≥ 1) (2.4)
or equivalently
qtm+1 = −
1
2i
qxtm − iq∂
−1
x (qr)tm , (2.5)
rtm+1 =
1
2i
rxtm + ir∂
−1
x (qr)tm . (2.6)
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By variable transformation
q =
σ
τ
, r =
ρ
τ
(2.7)
nonlinear equations (2.5)-(2.6) can be changed into
(Dtm+1 −
i
2
Dt1Dtm)σ · τ = 0, (2.8)
(Dtm+1 +
i
2
Dt1Dtm)ρ · τ = 0, (2.9)
D2t1τ · τ = −2σρ. (2.10)
Here the D-operator is defined by
Dmt D
n
xa(t, x) · b(t, x) =
∂m
∂sm
∂n
∂yn
a(t+ s, x+ y)b(t− s, x− y)|s=0,y=0,
m, n = 0, 1, 2, · · · , (2.11)
or by the exponential identity
exp(δDz)a(z) · b(z) = exp(δ∂y)(a(z + y)b(z − y))|y=0,
= a(z + δ)b(z − δ). (2.12)
In fact, (2.5) can be written as
Dtm+1σ · τ
τ2
= −
1
2i
(σxτ − στx)tmτ
2 − 2ττtm(σxτ − στx)
τ4
− i
σ
τ
∂−1x
(σρ
τ2
)
tn
= −
1
2i
(σxtmτ + σxτtm − σtmτx − στxtm)τ
2 − 2ττtm(σxτ − στx)
τ4
(2.13)
+
iσ
2τ
∂−1x
(
D2t1τ · τ
τ2
)
tm
= −
1
2i
σxtmτ + σxτtm − σtmτx − στxtm
τ2
= −
1
2i
DxDtmσ · τ
τ2
, (2.14)
so (2.8) is obtained. We can deduce (2.9) from (2.6) similarly. We should remark here that the bilinear form
of AKNS hierarchy has been given in [5], but there is no recursion operator used explicitly.
Proposition 2.1 A bilinear Ba¨cklund transformation for AKNS hierarchy (2.8)-(2.10)is
Dxτ · τˆ = λσρˆ+ µττˆ , (2.15)
λDxσ · τˆ + γστˆ − τσˆ = 0, (2.16)
λDxτ · ρˆ+ γτρˆ− ρτˆ = 0, (2.17)
(2iDtm+1 −
1
2
DxDtn − (λ
−1γ +
1
2
µ)Dtm)τ · τˆ =
1
2
λDtmσ · ρˆ. (2.18)
where σ, ρ, τ and σˆ, ρˆ, τˆ are two sets of solutions of the AKNS hierarchy and λ, γ, µ are Ba¨cklund
parameters.
2.2 KdV hierarchy
The bilinear KdV hierarchy is
(4DxDt3 +D
4
x)f · f = 0, (2.19)
(DxDt2m+1 +
1
6
Dt2m−1D
3
x −
1
3
Dt3Dt2m−1)f · f = 0, (2.20)
3
where m = 1, 2, · · · , t1 = x. When m = 1, (2.20) reduces to (2.19) which is just the general KdV equation.
With u = 2(ln f)xx, (2.19) and (2.20) give
4ut3 + uxxx + 6uux = 0, (2.21)
4ut2m+1 + Lut2m−1 = 0. (2.22)
where L = ∂2x + 4u+ 2ux∂
−1
x is the recursion operator.
Proposition 2.2 A bilinear Ba¨cklund transformation for KdV hierarchy (2.21)-(2.22)is
(D2x − λDx)f · g = 0, (2.23)
(4Dt3 +D
3
x)f · g = 0, (2.24)
(Dt2m+1 +
1
4
Dt2m−1D
2
x −
λ
4
DxDt2m−1 +
λ2
4
Dt2m−1)f · g = 0, (2.25)
where f , g are two solutions of KdV hierarchy and λ is Ba¨cklund parameter.
3 Integrable discretization
There are many methods to derive integrable analogues of soliton equations [32, 34–41]. In this paper we
discretize the integrable hierarchies based on the compatibility between an integrable system and its auto-
Ba¨cklund transformation (BT).
3.1 Discrete AKNS hierarchy
The study of discrete AKNS system started in 1970s, when the inverse scattering method [15,30,31] was used
to solve a number of difference evolution equations [33, 56–60]. There are two different discrete analogues
of the AKNS equation. One is given by Ablowitz and Ladik through a discretized version of the eigenvalue
problem of Zakharov and Shabat. There are many applications of this discrete system, especially in the
discrete NLS equation which is known as the Ablowitz-Ladik hierarchy. Recent study about the discrete
AKNS system can be found in [66].
The other was given by Chudnovsky through Ba¨cklund transformation of the AKNS system [61, 62].
The multi-component discrete AKNS can be found in [63]. The recursion operator was proposed in [64, 65]
through mastersymmetry approach and Lax pair analysis. In the present paper, we study the same discrete
system as that in [62, 64] by discretizing the unified bilinear form. The discrete recursion operator can be
obtained directly from the discrete unified bilinear form.
The discretization of the AKNS hierarchy (2.8)-(2.10) can be written in a unified bilinear form
Dxτn · τn−1 = −hσnρn−1, (3.26)
Dxσn · τn−1 =
σnτn−1 − τnσn−1
h
, (3.27)
Dxτn · ρn−1 =
τnρn−1 − ρnτn−1
h
, (3.28)
(iDt2 +
1
2
D2x)σn · τn = 0, (3.29)
(iDt2 −
1
2
D2x)ρn · τn = 0, (3.30)
D2xτ · τ = −2σnρn, (3.31)
(Dtm+1 −
i
2
DxDtm)σn · τn = 0, (3.32)
(Dtm+1 +
i
2
DxDtm)ρn · τn = 0, (3.33)
where (3.26)-(3.28) come from the Ba¨cklund transformation (2.15)-(2.17) with µ = 0, γ = 1, λ = −h, τ = τn,
σ = σn, ρ = ρn, τˆ = τn−1, σˆ = σn−1, ρˆ = ρn−1, while (3.29)-(3.33) come from the original AKNS hierarchy
(2.8)-(2.10).
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With vn = (ln τn)x, qn =
σn
τn
, rn =
ρn
τn
, the above system transforms into
vn − vn−1 = −hqnrn−1, (3.34)
qn,x =
qn − qn−1
h
− qn(vn − vn−1) =
qn − qn−1
h
+ hq2nrn−1, (3.35)
rn−1,x =
rn − rn−1
h
− hqnr
2
n−1, (3.36)
qn,t2 −
i
2
qn,xx + iq
2
nrn = 0, (3.37)
rn,t2 +
i
2
rn,xx − iqnr
2
n = 0, (3.38)
qn,tm+1 −
i
2
qn,xtm − iqnvn,tm = 0, (3.39)
rn,tm+1 +
i
2
rn,xtm + irnvn,tm = 0. (3.40)
Eliminating qn,x, qn,xx, rn,x, rn,xx and vn,tm , we have
qn,t2 + iq
2
nrn −
i
2
(
qn − 2qn−1 + qn−2
h2
+ 2q2nrn−1 − 2qnqn−1rn−1
+q2nrn − q
2
n−1rn−2 + h
2q3nr
2
n−1) = 0, (3.41)
rn,t2 − iqnr
2
n +
i
2
(
rn+2 − 2rn+1 + rn
h2
+ 2qn+1r
2
n − 2qn+1rn+1rn
−qn+2r
2
n+1 + qnr
2
n + h
2q2n+1r
3
n) = 0. (3.42)
and (
qn
rn
)
tm+1
=
(
A B
C D
)(
qn
rn
)
tm
, m ≥ 2 (3.43)
where
A =
1
2i
[−
1
h
(1− E−1)− 2hqnrn−1 + 2hqn(E − 1)
−1rnE] (3.44)
B =
1
2i
[−hq2nE
−1 + 2hqn(E − 1)
−1qn+1] (3.45)
C =
1
2i
[−hr2nE − 2hrn(E − 1)
−1rnE] (3.46)
D =
1
2i
[
1
h
(E − 1)− 2hqn+1rn − 2hrn(E − 1)
−1qn+1]. (3.47)
and E is the shift operator defined by E(fn) := fn+1 for arbitrary functions of n. As h→ 0,
1
h
(1−E−1)→ ∂x,
1
h
(E − 1)→ ∂x and h(E − 1)
−1 → ∂−1x , thus
A →
1
2i
[−∂x + 2q∂
−1
x r] (3.48)
B →
1
2i
[2q∂−1x q] (3.49)
C →
1
2i
[−2r∂−1x r] (3.50)
D →
1
2i
[∂x − 2r∂
−1
x q], (3.51)
which indicates the relation between the discrete hierarchy (3.43) and its corresponding continuous form(2.4).
3.2 Discrete KdV hierarchy
There are several different discrete analogues of the KdV equations. One is given by Nijhoff and Capel
which reduces to the continues KdV equation in a non-standard limit [67]. Another is given by Ablowitz
and Ladik by discretizing the eigenvalue problem [33] and by Hirota and Ohta through discretizing the
bilinear operators [34, 68]. This discrete KdV equation can also be interpreted as a generalized Volterra
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system [41, 58]. In [42], Schiff give a full discretized KdV hierarchy by loop group approach. Different
from the discrete version given by Nijhoff, the last two discrete KdV equations reduce to the continues KdV
equation in a standard limit. In the present paper, we give a different discrete analogue of the KdV hierarchy
by discretizing the unified bilinear form and derive a discrete recursion operator directly from the discrete
unified bilinear form. In a standard limit, the discrete hierarchy and the discrete recursion operator reduce
to the continues KdV hierarchy and resursion operator.
The discretization of the KdV hierarchy (2.19)-(2.20) can be written in a unified bilinear form
(D2x −
2
h
Dx)fn+1 · fn = 0, (3.52)
(4DxDt3 +D
4
x)fn · fn = 0, (3.53)
(DxDt2m+1 +
1
6
Dt2m−1D
3
x −
1
3
Dt3Dt2m−1)fn · fn = 0. (3.54)
Setting wn = 2 log fn, vn = wn,x, un = vn,x, pn = un,x, qn = pn,x, rn = qn,x, (3.52)-(3.54) transform into
δ+un =
2
h
δ
−
vn −
1
2
(δ
−
vn)
2, (3.55)
δ+pn =
2
h
δ
−
un − (δ−un)(δ−vn), (3.56)
δ+qn =
2
h
δ
−
pn − (δ−un)
2 − (δ
−
pn)(δ−vn), (3.57)
δ+rn =
2
h
δ
−
qn − 3(δ−pn)(δ−un)− (δ−qn)(δ−vn), (3.58)
4vn,t3 + qn + 3u
2
n = 0, (3.59)
4un,t3 + rn + 6pnun = 0, (3.60)
vn,t2m+1 +
1
6
(pn,t2m−1 + 3unvn,t2m−1)−
1
3
wn,t3,t2m−1 = 0, (3.61)
un,t2m+1 +
1
6
(qn,t2m−1 + 3pnvn,t2m−1 + 3unun,t2m−1)−
1
3
vn,t3,t2m−1 = 0, (3.62)
here δ+fn := fn+1 + fn and δ−fn := fn+1 − fn for arbitrary functions of n.
Eliminating t3 from (3.59) and (3.62), we have
4un,t2m+1 + qn,t2m−1 + 2pnvn,t2m−1 + 4unun,t2m−1 = 0,
(3.59), (3.61) effected by δ
−
gives
4δ
−
vn,t3 + δ−qn + 3(δ+un)(δ−un) = 0, (3.63)
δ
−
vn,t2m+1 +
1
6
(δ
−
pn,t2m−1 + 3δ−(unvn,t2m−1))−
1
3
δ
−
wn,t3,t2m−1 = 0, (3.64)
Considering (3.55), from (3.63) we have
4δ
−
vn,t3 + δ−qn +
6
h
(δ
−
un)(δ−vn)−
3
2
(δ
−
un)(δ−vn)
2 = 0.
Integrate above equation with x, we get
4δ
−
wn,t3 + δ−pn +
3
h
(δ
−
vn)
2 −
1
2
(δ
−
vn)
3 = 0. (3.65)
Eliminating t3 from (3.64) and (3.65)
4δ
−
vn,t2m+1 + δ−pn,t2m−1 + 2δ−(unvn,t2m−1) + (δ+un)(δ−vn,t2m−1) = 0,
or
4vn,t2m+1 + pn,t2m−1 + 2unvn,t2m−1 + δ
−1
−
((δ+un)(δ−vn,t2m−1)) = 0.
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Thus we get a new system
δ+pn =
2
h
δ
−
un − (δ−un)(δ−vn), (3.66)
δ+qn =
2
h
δ
−
pn − (δ−un)
2 − (δ
−
pn)(δ−vn), (3.67)
δ+rn =
2
h
δ
−
qn − 3(δ−pn)(δ−un)− (δ−qn)(δ−vn), (3.68)
4vn,t3 + qn + 3u
2
n = 0, (3.69)
4un,t3 + rn + 6pnun = 0, (3.70)
4vn,t2m+1 + pn,t2m−1 + 2unvn,t2m−1 + δ
−1
−
((δ+un)(δ−vn,t2m−1)) = 0, (3.71)
4un,t2m+1 + qn,t2m−1 + 2pnvn,t2m−1 + 4unun,t2m−1 = 0, (3.72)
If m = 1, considering t1 = x and un = vn,x, pn = un,x, qn = pn,x, rn = qn,x, (3.71)-(3.72) are just
(3.69)-(3.70) and all these equations make an integrable discretization of the KdV equation (2.21).
Deriving (3.66), (3.67) with t2m−1 once, we have
pn,t2m−1 = δ
−1
+
(
(
2
h
− vn+1 + vn)δ−un,t2m−1
)
− δ−1+
(
(un+1 − un)(δ−vn,t2m−1)
)
= [δ−1+ (
2
h
− vn+1 + vn)](δ−un,t2m−1)− [δ
−1
+ (un+1 − un)](δ−vn,t2m−1), (3.73)
qn,t2m−1 = δ
−1
+
(
(
2
h
− vn+1 + vn)δ−pn,t2m−1
)
− δ−1+
(
(pn+1 − pn)(δ−vn,t2m−1)
)
−2δ−1+
(
(un+1 − un)(δ−un,t2m−1)
)
,
= [δ−1+ (
2
h
− vn+1 + vn)δ−δ
−1
+ (
2
h
− vn+1 + vn)− 2δ
−1
+ (un+1 − un)](δ−un,t2m−1)
−[δ−1+
(
δ
−
δ−1+ (
2
h
− vn+1 + vn)(un+1 − un)
)
+δ−1+ (
2
h
− vn+1 + vn)δ−δ
−1
+ (un+1 − un)](δ−vn,t2m−1) (3.74)
Here [δ−1+ (
2
h
− vn+1 + vn)] means an operator instead of (
2
h
− vn+1 + vn) being effected by δ
−1
+ , Thus we get
the following recursion system
4
(
vn
un
)
t2m+1
+
(
A B
C D
)(
vn
un
)
t2m−1
= 0, (3.75)
with initial system (
vn
un
)
t1
=
(
un
δ−1+ (
2
h
(un+1 − un)− (un+1 − un)(vn+1 − vn))
)
(3.76)
where
A = [2un + δ
−1
−
(un+1 + un)δ− − δ
−1
+ (un+1 − un)δ−] (3.77)
B = [δ−1+ (
2
h
− vn+1 + vn)δ−] (3.78)
C = [2
(
δ−1+ (
2
h
− vn+1 + vn)(un+1 − un)
)
− δ−1+
(
δ
−
δ−1+ (
2
h
− vn+1 + vn)(un+1 − un)
)
δ
−
−δ−1+ (
2
h
− vn+1 + vn)δ−δ
−1
+ (un+1 − un)δ− (3.79)
D = [4un + δ
−1
+ (
2
h
− vn+1 + vn)δ−δ
−1
+ (
2
h
− vn+1 + vn)δ− − 2δ
−1
+ (un+1 − un)δ−] (3.80)
As h→ 0, δ+ → 2E
0(E0 is the identity operator), 1
h
δ
−
→ ∂x and δ
−1
+ →
1
2
E0 , hδ−1
−
→ ∂−1x , thus
A → [2u+ 2∂−1x u∂x] (3.81)
B → [∂x] (3.82)
C → [2ux] (3.83)
D → [4u+ ∂2x] (3.84)
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Then (3.75) become
4
(
v
u
)
t2m+1
+
(
2u+ 2∂−1x u∂x ∂x
2ux 4u+ ∂
2
x
)(
v
u
)
t2m−1
= 0, (3.85)
Noting that u = vx, (3.85) is equivalent to (2.22).
4 Discussions and Conclusion
In this paper, we presented the unified bilinear forms of the AKNS hierarchy and the KdV hierarchy from
their recursive forms. And from the bilinear forms, we obtained their bilinear Ba¨cklund transformations.
Based on the Ba¨cklund transformations, we derived their integrable discretizations and obtained their discrete
recursion operators. In this way, we have shown a procedure of how to discretize recursion operators via
the equivalence between recursion operators and unified bilinear forms, which may be summarized in the
following diagram.
Recursion
operator
✲
❄
Discrete
recursion
operator
Unified
bilinear form
✛
integrable
discretization
❄
Unified
bilinear form
in discrete case
Fig 1. Procedure of discretizing recursion operators
Further work is still needed to be done in this direction. For example, it still remains to check whether
the resulting recursion operators are strong symmetry operators for the integrable discretizations of the
AKNS and KdV hierarchies. As a concluding remark, we would like to mention that, in [28], Springael, Hu
and Loris derived a recursion operator for Ito hierarchy from its unified bilinear form and then in [55], Liu
proved that the recursion operator is indeed a strong symmetry operator. In the case of AKNS hierarchy,
the discrete recursion operator we obtained also coincides with the operator in [63–65].
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