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In this paper, the concept of pseudoconvexity is generalized in three different 
ways and the interrelation of them is investigated. For constrained optimization, 
sufftciency of KuhnTucker optimality conditions is derived under some assump- 
tions which do not require the generalized pseudoconvexity of the Lagrangian 
itself. ‘1’ 1989 Academic Press, Inc 
1. INTRODUCTION 
About ten years ago, Zang, Choo, and Avriel [9] first presented a class 
of functions whose stationary points are global minima. They particularly 
considered the level sets of such functions and examined their strict lower 
semicontinuity from the viewpoint of point-to-set mapping. 
Hanson [5 J introduced a class of functions involving differentiable 
convex functions so as to show the sufficiency of the Kuhn-Tucker condi- 
tions for nonlinear programming problems. Such functions were called 
invex later by Craven [3], in which weak duality theorems were estab- 
lished for fractional programs. Hanson’s results inspired such work as 
Cl, 3,41. 
In this paper, we consider new classes of nonsmooth nonconvex func- 
tions which are more restrictive but have clearer interpretations than invex 
functions. On the basis of this concept, several results are derived about 
functions whose stationary points are global minima. These results are then 
applied to constrained nonlinear optimization. 
2. GENERALIZED PSEUDOCONVEX FUNCTIONS 
Throughout the paper, we suppose that f: R” -+ R is locally Lipschitz 
continuous, i.e., for each XE R” there exist b > 0 and c > 0 such that 
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IfO-f(z)15 IIY- II h z w  enever IIy --XII 5 6 and llz - XII 5 6, where I] . II 
denotes any norm in R”. We also assume that f is regzdur at each x in the 
sense of Clarke [2], i.e., 
(i) for all d, there exists the one-sided directional derivative 
f’(x; d) = lim,L, (f(x + td) -f(x))/t. 
(ii) for all d, f’(x; d) =f”(x; d), where f”(x; d) is the generalized 
directional derivative defined by 
f”(x; d) = limsupfcy + rd) -f(y). 
v + I t 
!lO 
It then follows that 
.f’(x;d)=max(5~dl~Edf(x)) for any x and d, (2.1) 
where 8f( .) denotes the Clarke’s generalized gradient [2]. 
The functionfis said to be inuex if there exists a mapping q: R” x R” -+ R” 
such that, for each x, u E R”, 
f(x) -f(u) Zf’(% ?(X, u)). (2.2) 
Note that iff is be differentiable, (2.2) reduces to the ordinary definition of 
invexity [5]. On the other hand, the class of functions satisfying (2.2) may 
be regarded as a subclass of K,-invex functions defined in [4]. The following 
theorem is obtained by slightly modifying [ 1, Theorem 11. 
THEOREM 2.1. The function f is invex zf and only if every point u such 
that 0 E 3f (u) is a global minimum off: 
Proof. If f is invex, then 0 E @(u) implies f(x) 2 f(u) because 
f ‘(u; q(x, u)) 2 0 by (2.2). This proves the necessity of the theorem. Now 
assuming that 0 E af(u) implies f(x) 2 f(u), we shall show that (2.2) holds. 
When af(u) actually contains zero, (2.2) trivially holds by taking 
q(x; U) = 0. If 0 4 af(u), let us take 
rl(x u) =f(x) -f(u) r^  
42 ’ 
so that 
where 
f?v(x; u) =f(x) -f(u), 
[= ! yggy ll5lL 
if f(x)-f(u)>% 
E ” 
any nonzero vector, if f(x)-f(u)=O, 
-yp$ 115ll3 if f(x)-f(u)<O. 
(2.3) 
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Then since gj’(u) is a compact convex set by the locally Lipschitz continuity 
off(cf. [2]), the function rTq(x, U) achieves its maximum over [E Q(U) at 
the point [. So it follows from (2.1) that 
,f’(u; r/(x, u)) = [5/(x, u). (2.4) 
Combining (2.3) and (2.4), we get 
.f(x) -J’(u) =.f“(W rib, u)), 
showing that (2.2) is satisfied. 1 
This theorem says that the invex function is characterized as a function 
which never has a stationary point which is not a global minimum. In par- 
ticular, any function f having no stationary points (i.e., 0 $ a)(x) for all x) 
can be shown to be invex from the latter half of the proof. 
Let us define an important class of functions which plays a central role 
in the next section of this paper. 
DEFINITION 2.1. The function f is called essentially pseudoconvex if there 
exists a function $: R” -+ R and a diffeomorphic mapping T: R” -+ R” such 
that f = tj 0 T and for any x and X, 
$‘(Z; z - Z) 2 0 implies that $(z) 1 ll/(Z), (2.5) 
where z = T(x) and Z = T(X). If ,f is essentially pseudoconvex with T= I 
(the identity mapping), f is simply said to be pseudoconuex. (This is a 
natural generalization of the usual definition of the pseudoconvexity for 
differentiable functions [8].) 
Note that if (2.5) holds, 
$‘(Z; z-Z) > 0 implies that $(z) > e(Z). (2.5’) 
In fact, from (2.5) tj(z)z+(y)z e(Z) for any y=Z+8(z-Z), 05 05 1. 
However, if $‘(Z; z - Z) > 0, then tj(y) > $(Z) for sufficiently small 0 > 0. 
The next lemma shows an important property of differentiation of the 
composite function. Related results may be found in [Z]. 
LEMMA 2.2. Let $ be the function as given in Definition 2.1. If f is 
regular then II/ is also regular and 
8f(x)=a$(z)oVT(x) 4 {4lr=VT(~)~i, [EC?+(Z)}. 
Let us define another class of functions slightly different from essentially 
pseudoconvex functions. 
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DEFINITION 2.2. For U, x E R”, a continuous mapping pU, : [0, 1 ] + R” 
is called an arc from u to x if 
P,,(O) = % PA 1) = x2 
dUx(t) exists and is continuous for any t E (0, 1 ), and dUx(t) # 0 for any t 
such that p,,(t) is not a global minimum of J (In the following, ,G,,(O) is 
defined as lim,,, buy(t).) 
DEFINITION 2.3. The function f is called arcwise pseudoconvex if for 
each U, XE R” there exists an arc p,,( .) such that 
f’(~,,(i); P,,(i)) 2 0 implies thW(p,,(t)) Lf(p,,(0), (2.6) 
foranyO$ist<l. 
Note that the above definition of arcwise pseudoconvexity does not 
require the smoothness of the function itself, but is concerned with the 
behavior of the function along a smooth arc. When n = 1 and f is actually 
smooth, arcwise pseudoconvexity is equivalent to pseudoconvexity as 
defined in [S]. Horst [6] defines arcwise quasiconvex functions which are 
similar but slightly more general than arcwise pseudoconvex functions. 
For each o! E R, let L,(a) denote the level set of f( . ), i.e., 
LEMMA 2.3. If f is arcwise pseudoconvex, then it has connected level sets 
L/(a) for all a. 
Proof: For any given u and x, there exists an arc p,,( .) which satisfies 
(2.6). Now suppose thatf(p,,(t,))>max{f(u),f(x)} for some t,E(O, 1). 
Then, there exists t’ E (0, tl) such that f’(p,,(t’); o,,(t’)) >=O since, if not, 
the value off monotonically decreases along the arc p,(t), t E [0, tl] and 
the assumption cannot hold. Hence, from (2.6), f(x)=J(p,,(l))>= 
f( pu,( t, )) 2 f( p,,( t’)), which contradicts the assumption. Thus, it follows 
that 
f(p,,W) 5 m=LfW~ f(xH~ for te [0, 11. 
Therefore, if we choose u and x such that f(u)=f(x) =c1, then the 
arc p,,(t), t E [0, 11, belongs to the level set &(a). This shows that any 
local set off is connected. 1 
The consequence of Lemma 2.3 does not hold in general for invex func- 
tions, namely, invex functions are not necessarily arcwise pseudoconvex, as 
the following example shows. 
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EXAMPLE 2. I. Consider the function j’: R’ -+ R defined by 
f’(.u) = ~ xi + exp .Y, 
f is invex, since there are no stationary points (see the comment after 
Theorem 2.1). For any c( 2 0, the level set L,(a) consists of two disjoint sets 
{(.Y~,.Y~)~.x~Z,/~} and {(x,,x,)~.Y~~ -Jx}. (See 
FIG. 1.) 
We propose the following assumption: 
Assumption (A). There exists a diffeomorphic mapping F such that, for 
any .Y, and x2, at least one of the arcs p,,.,( .) satisfying (2.6) is trans- 
formed into the line segment from f((x,) to f(.(x*), i.e., (~(‘(~~,-~~(r))l 
osts l} = ((1 -S) ~(.X,)+S~(xz)~o~s~ l}. 
The following lemma shows the relation between essential pseudo- 
convexity and arcwise pseudoconvexity. 
bMMA 2.4. If f is essentially pseudoconvex, it is arcwise pseudoconvex. 
The converse is also true under Assumption (A). 
ProoJ Let f be essentially pseudoconvex and z, = T(x, ), - - T(xz). “2 - 
Then there exists an arc p\-,.,(t) = T-‘(( 1 - t) z, + tz2)) corresponding to 
the line segment from z1 to z2. Let t,i~(O, 1) and z=(l-l)z,+tz2, 
I=(l--i)z,+ti,. Noting that zz-j=(l-I)(=,-zz,) and z-Z= 
(t - O(z, - z I 1, 
FIG. I. Contour lines of Example 2.1 
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=(1-i). m?~,.X,(f)) - m?~,.m 
t-i 
=(‘-‘).‘I’~ m?r,.q(r)) - mq.Ji)) 
t-i 
= (1 - 0 .VT(.f) . A, ,,(i), 
where X = T-‘(Z). Now let the function II/ be as in Definition 2.1, i.e., 
II/ =fo T-l. Then, it follows from the property of directional derivatives 
that 
while Lemma 2.2 gives 
Thus tj’(Z; z2 -7) and f’(Z; @,,,,(t‘)) have the same sign. For any 
z=(l-~)z,+tz,witht>i,itfollowsthat 
$‘(Z; z - 2) = $‘(Z; a,(zz - 5)) = a,lj’(Z; z* -Z), 
where c(, = (t - t)/( 1 - i) > 0. Thus, ll/‘(Z; z2 - Z) 2 0 implies that 1+5(z) 2
$(Z). And hence, along the arc P,,J .), f’(.?; d,,,,(z)) 20 implies that 
m,,,,(f)) a-(P.&w f or all t 2 i, i.e., the first half of the lemma has been 
proved. 
Conversely, under Assumption (A) there exists a one-to-one corre- 
spondence between an arc P,,J .) satisfying (2.6) with u=xr and X=+X* 
and the line segment from i, = F(x,) to i2 = f(x,). Let $ be a mapping 
such thatf = $0 f. Then, it can be shown in a similar way that for iE (0, 1) 
and Z= (1 - r) 2, + is,, $‘(Z; i, - Z) andf’(Z; J!~,,,(z)) have the same sign, 
where X = T ~ ‘(2). Hence by setting t = 1 in (2.6), $‘(Z; z2 - Z) 2 0 implies 
t&z,) 2 $(Z), showing thatfis essentially pseudoconvex. This completes the 
proof. 1 
Note that the minimum set off must be diffeomorphic to some convex 
set in order for Assumption (A) to hold since the minimum set of $ is 
convex by its pseudoconvexity. The following example shows that arcwise 
pseudoconvexity does not necessarily imply essential pseudoconvexity 
without Assumption (A). 
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EXAMPLE 2.2. Consider the functionf’: R’ -+ R defined by 
,r’c.~)=rnaxj.~;‘(x:-22)+~~~,Oi 
For any two points, we can construct an arc, for which (2.6) is satisfied, 
using the technique described in the proof of Lemma 2.7. Thus, ,f is arcwise 
pseudoconvex. However, f is not essentially pseudoconvex since f has the 
minimum set {(x,, x2) 1 X:(X: - 2) + ,Y; 5 O$ which is not diffeomorphic to 
any convex set. (See Fig. 2.) 
Before proceeding further, we state an important relation between the 
compactness of L/(a) and the uniqueness of the minimum set. We show to 
begin with that for index functions the point-to-set mapping from a to 
Lf(a) is strictly lower semicontinuous [9]. Note that a point-to-set map- 
ping A(a) from R into R” is called strictly lower semicontinuous at a point 
a such that A(a)#@ [9] if x~A(cc), {a’} +CI imply the existence of a 
natural number K, a sequence {.xi} and a real number b(x) > 0 such that 
x’EA(a’-P(X)‘IIX’-XII) for iz K and {x’} -+x. (2.7) 
If (2.7) is satisfied at every cx, the mapping A( .) is called strictly lower semi- 
continuous. 
LEMMA 2.5. Suppose that f is differentiable. f is invex if and only if the 
point-to-set mapping L,( . ) is strictly lower semicontinuous. 
I x2 
FIG. 2. Contour lines of Example 2.2. 
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Proof From the differentiability off, the y-derivative defined in [9] 
exists and is equal to V~(..X)~ y. Then, the result follows from Theorem 2.1 
and [9, Corollary 2.11. 1 
LEMMA 2.6. If f is invex and continuously differentiable, and Lf(cc) is 
compact for each N, then Lr(cr) is connected for each cx. 
Proof. For sufliciently large cx, L,(a) is connected from the continuity of 
JI Suppose that L,-(a) is not connected for some c(, i.e., suppose that there 
exists E such that L-JE) is connected and Lf(a) is not connected for any 
a < SL. Then, in virtue of Lemma 2.5, L/(a) (II< c1) consists of at least two 
connected components V, and W, such that V, n W, = /zr and 
V=limzt, V, and W=lim.,, W,, where Vu WC Ls(cl) and V/n W# a. 
Now let X be any point in Vn W and suppose that Vf (X) # 0. Then, for a 
suffkiently small neighborhood U of X, Lr(E) n U is connected, because 
Vf(X)#O implies that {xlf(x)=-} c1 is a differentiable manifold of dimen- 
sion n - 1. If c1 is sufficiently close to Cc, Lf(a) n U is also connected since 
f is continuously differentiable. This contradicts the fact that L,(a) n U 
consists of at least two disjoint connected sets V, n Ii and W, n U. Then 
it must be that Vf(i) = 0, which contradicts Theorem 2.1 since L,.(a) # (21 
for some c( < E implies that X can not be a local minimum off: 1 
The following lemma shows a relation between arcwise pseudoconvexity 
and invexity. 
LEMMA 2.7. Lf f is arcwise pseudoconvex, it is invex. The converse holds 
[ff is continuously differentiable, attains its minimum at a unique point, and 
has a compact level set L/(U) for each a. 
Proof Let f be arcwise pseudoconvex. Then, by Definition 2.3, there 
exists an arc p,.,(. ) satisyfing (2.6) for any u and x. If 0 E df(u), then it 
follows from (2.1) that f’(u; q) 20 for any q. By setting q = p,,(O), (2.6) 
gives the inequality f(x) >= f(u). Since x is arbitrary, this implies that u 
belongs to the minimum set off: Thus, it follows from Theorem 2.1 that f 
is invex. 
Conversely, suppose f is invex. Let x, and x2 be arbitrary points and put 
a=max(f(x,),f(x,)>. Th en since LJa) is compact by hypothesis, 
Lemma 2.6 ensures that it is also connected. Let x* and f * be the unique 
minimum and the corresponding value off, respectively. 
Consider now the autonomous differential equation 
dx 
z= -Vf(x), 
(2.8) 
-40) = Xl 3 
409.‘144/2-4 
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where the parameter T belongs to the interval [0, Y-). The Lyapunov 
function V(X) for the system (2.8) can be defined by 
V(x) = $(.f’(x) - f‘* 1’. 
Since the set R, = {XI V(x)5 V(X,)) is bounded, dV(x)/dz = 
-(f(x)-f*) liVf(x)~12~0 for XER,, and V(s*) = 0, it follows that x(s) 
tends to the limit x* as T + CC [7]. If we define p.,,*(t)=x(r) with 
t = 1 - exp( -T), then P.~, ,,(t) and d.,, ,*(t) tends to the limits x* and 0 as 
t -+ 1. Let p,,.,*( 1) =x* and p,,,*( 1) = 0, so that p,, .*( .) is well defined and 
continuously differentiable on the closed interval [0, 11. 
For the point x2, we can also define the arc pYzX*( .) in the same way as 
above. Then, we can construct an arc p,, J. ) by setting 
p,,,,(t) = p\-f k*(2t) 
Prz,*W1 -t)) 
Then, it follows that 
A,.,ir)=g; 
and 
.m,,.&); d.,,.,(t)) =m?,,.&Hr 9.,.x,(t) 
=w-hL,.,W)ll’ 
2t- 1 
1 
< 0, if Ost<$, 
= 0, if t=$, 
>O, if $<tsl. 
Therefore, if f(Pzl,,,(tl; @,,.Jr)) 2 0, then we must have Q 4. And hence, 
since f’(p,,,,(t); o,X,,,(t)) 2 0 for all t such that is t < 1, we obtain 
f(p,,.x,(t)) -~(P,,.&N = /‘.f’(~,, r#); dr,.r$)) ds 2 0, 
, 
which shows that p,,.,(t) satisfies (2.6). 1 
Now we summarize the main results in this section. 
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THEOREM 2.8. Let us consider the following three statements: 
(a) f is essentially pseudoconvex, 
(b) f is arcwise pseudoconvex, 
(c) f is invex. 
Then, (a) implies (b), and (b) implies (c). If Assumption (A) holds, then (a) 
is equivalent to (b). If f is continuously differentiable, has a compact level set 
L,(a) for each a, and admits a unique minimum, then (b) is equivalent to (c). 
3. CONSTRAINED OPTIMIZATION 
In this section, let us consider the problem 
minimize f(x) 
subject to g,(x) 5 0, i = 1, . . . . m, 
(3.1) 
where f: R” -+ R and gi: R” -+ R, i = 1, . . . . m, are locally Lipschitz and 
regular. For each feasible x, we define the index set Z(x) p 
{i/g,(x)=O)c{l,..., m}. For SERB, we associate the following problem 
with (3.1). 
minimize f(x) 
subject to g,(x) 5 s,, i = 1, . . . . m. 
(3.2) 
DEFINITION 3.1. [3] Problem (3.1) is said to be calm at x E R” if for all 
sequences xk --) x and sk + 0 such that xk feasible for (3.2) with s = sk, we 
have 
f(x)-fb"),, 
ll.al = 
for some constant M. 
The Lagrangian L(x, J.) of (3.1) is defined by 
W,~)=f(x)+ f kg,(x), for E-ER”,. 
i= 1 
Hanson [S] considers the case in which the functions f and gi are all 
differentiable and proves sufliciently of the Kuhn-Tucker conditions by 
assuming that the Lagrangian is invex with respect to x for any fixed A. The 
following theorem, which can be seen as a special case of [4, Theorem 41, 
is obtained by modifying [S, Theorem 2.11 directly. 
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THEOREM 3.1. Let L(., 1.) he invex,for any j-20 und (3.1) be culm ut x*. 
Then, x* is u global minimum !f und only, if‘ there e.vsts I.* 2 0 such that 
111 
OEclf’(.Y*)+ c E.,? Jg,(.Y*), 
,=I (3.3 1 
A,* 2 - 0, g,(x*) 5 0, i,* g,(x*) = 0, i= 1 , . . . . m. 
Proof: The necessity immediately follows from [2, Proposition 6.4.41 
under the calmness assumption. Now let us show the sufftciency. It follows 
that 
Jf(x*) + f A,* dg,(x*) = J c f-t i 2*g; > (x*), i= 1 i= I 
since a nonnegative linear combination of regular functions is regular [2, 
Proposition 2.3.61 and its generalized gradient equals the sum of each 
generalized gradient [2, Corollary 3 to Proposition 2.3.31. Therefore, from 
(3.3) and in virtue of Theorem 2.1, 
f(x*) =f(x*) + f A: g,(x*) 
!=I 
,,I 
if(x) + c Vs,(x) ,=I 
5f(x), 
for any feasible x. 1 
Note that if we assume that nonzero vectors of Vf(x) and Vgi(x), 
i= 1, . . . . m, are nonnegatively independent for all x, the invexity of I,( ., A) 
is guaranteed [ 11. We will derive a similar result assuming essential 
pseudoconvexity of the Lagrangian. 
THEOREM 3.2. Let L( ., A) be essentiully pseudoconvex for any ,J 2 0 and 
(3.1) be calm at x*. Then, x* is a global minimum if and only if there exists 
I,* 20 which satisfies (3.3). 
ProoJ: From Theorem 2.8, essential pseudoconvexity implies invexity. 
Then the result follows from Theorem 3.1. 1 
Here we establish sufficiency of the Kuhn-Tucker conditions under 
different assumptions. 
Assumption (B). The functions f and g;, i= 1, . . . . m, are essentially 
pseudoconvex with respect to a common mapping T. 
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Note that Assumption (B) does not imply essential pseudoconvexity of 
L( ., n). This is in contrast to the fact that L( ., I,) is invex if f and gj, 
i= 1 3 ‘.., m, are invex with respect to a common q. 
To begin with, consider the case in which Assumption (B) is satisfied for 
T= I (the identity mapping). The following lemma is obtained by modi- 
fying of [S, Theorem 10.1.11. 
LEMMA 3.3. Consider the problem (3.1) where f and g,, i = 1, . . . . m, are 
pseudoconvex in the sense of Definition 2.1. Suppose that (3.1) is calm at x*. 
Then x* is a global optimal solution of (3.1) if and only if x* satisfies the 
Kuhn-Tucker conditions (3.3). 
Proof Since the necessity holds from [2, Proposition 6.4.41 under the 
assumption that (3.1) is calm at x*, we have only to show the suffkiency. 
Let x be an arbitrary feasible solution of (3.1). Since the function 
f + Cy= r 12F g, is regular, we have 
( f+ i Iz,*g, ‘(x*;x-xx*) i=l > 
=max [‘(x-x*)l[Eaf(x*)+ f A*iYg,(x*) 
i I 
. (3.4) 
i=l 
However, since 0 E af(x*) + CyY r 2: ag,(x*) by (3.3), it follows from (3.4) 
that there exist 5: E af(x*) and 5: E agi(x*), i = 1, . . . . m, such that 
( 
co*+ f n*r,? (x-x*)20. 
i= I 1 
(3.5) 
On the other hand, since each gi is regular, we have 
g((x*;x-x*)=max{~~(x-x*)~~i~~gi(x*)}. (3.6) 
Thus, if g,(x*) =O, then the feasibility of x implies gi(x)5g,(x*) =O, 
which in turn implies by (2.5’) that 
g((x*; x-x*) 5 0. (3.7) 
Thus, if g,(x*) =O, then it follows from (3.6) and (3.7) that 
{,~‘(x-x*)~o. (3.8) 
However, ,I* 2 0 for all i and, in particular, Al= 0 whenever g,(x*) < 0. 
Consequently, by (3.5) and (3.8), we must have 
($qX-X*)~o, 
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which together with (3.6) implies that 
.f”(x *;s-.r*)~o. 
Therefore, it follows from (2.5) that f(x) kJ(x*). Since x was an arbitrary 
feasible solution of (3.1), the last inequality shows that X* is a global 
optimal solution of (3.1). 1 
Let us proceed to the general case. Concerning the feasible region of (3.1), 
the following lemma holds. 
LEMMA 3.4. Under Assumption (B) the feasible region of (3.1) is con- 
nected. 
Proof Let us denote by F the feasible region of (3.1). For each i, let $; 
be the function such that gj = tiio T, where T is the mapping specified in 
Assumption (B). Since each $i is pseudoconvex by the definition (2.5), its 
level sets are convex. So the set E 6 {z 1 tii(z) s 0, i = 1, . . . . m} is also 
convex. 
Since E is equal to {z 1 z = T(x), x E F}, F is connected because it is 
obtained by operating the diffeomorphic mapping T - * to the convex set. 
That is, for any x, = T-‘(z,) and x2 = T--‘(z2), they are connected by the 
curve {T~‘((1-s)z,+sz,)~O~s~1} which is contained in the set 
T-‘(E). 1 
Now the following theorem can be established. 
THEOREM 3.5. Suppose that Assumption (B) holds. Suppose also that 
(3.1) is calm at x*. Then x* is a global optimal solution of (3.1) if and only 
if x* satisfies the Kuhn-Tucker conditions (3.3). Moreover, (3.1) has a 
connected minimum set. 
Proof Let the functions I/~ and II/,, i= 1, . . . . m, be such that f = t+boc T 
and gi = $io T, i= 1, . . . . m, respectively, where T is the mapping specified in 
Assumption (B). Then tiO and 11/,, i= 1, . . . . m, are regular and satisfy (2.5). 
Let us rewrite (3.1) as 
minimize Ic/Jz) 
subject to $;(z) 5 0, 
(3.9) 
i= 1 , . . . . m, 
and let z* = T(x*). Since VT(x) is nonsingular for any x, it follows from 
Lemma 2.2 that (3.3) holds if and only if 
0 E aI), + f n: a$j(z*), 
i=l (3.10) 
A,? 2 0, lji(z*) 6 0, A,? t/bi(z*) = 0, i=l m. , . ..> 
Then, the desired result follows from Lemma 3.3. 
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Finally observe that the minimum set of (3.9) is convex from the 
pseudoconvexity of $O and $,, i= 1, . . . . m. Thus we can show that the 
minimum set of (3.1) is connected, in a way similar to the proof of 
Lemma 3.4. 1 
4. CONCLUSION 
We have considered three classes of nonsmooth nonconvex functions, 
with various degrees of generality, whose stationary points are global 
minima. Among them, essentially pseudoconvex functions have a favorable 
property, since their minimum sets are isomorphic to convex sets. In 
particular, necessary and sufficient conditions have been derived for 
constrained optimization problems involving essentially pseudoconvex 
functions. 
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