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Abstract
We study the asymptotic law of a network of interacting neurons when the
number of neurons becomes infinite. Given a completely connected network
of firing rate neurons in which the synaptic weights are Gaussian correlated
random variables, we describe the asymptotic law of the network when the
number of neurons goes to infinity. We introduce the process-level empirical
measure of the trajectories of the solutions to the equations of the finite net-
work of neurons and the averaged law (with respect to the synaptic weights)
of the trajectories of the solutions to the equations of the network of neurons.
The main result of this article is that the image law through the empirical
measure satisfies a large deviation principle with a good rate function which
is shown to have a unique global minimum. Our analysis of the rate function
allows us also to characterize the limit measure as the image of a station-
ary Gaussian measure defined on a transformed set of trajectories. This is
potentially very useful for applications in neuroscience since the Gaussian
measure can be completely characterized by its mean and spectral density.
It also facilitates the assessment of the probability of finite-size effects.
2
1 Introduction
The goal of this paper is to study the asymptotic behaviour and large de-
viations of a network of interacting neurons when the number of neurons
becomes infinite. Our network may be thought of as a network of weakly-
interacting diffusions: thus before we begin we briefly overview other asymp-
totic analyses of such systems. In particular, a lot of work has been done on
spin glass dynamics, including Ben Arous and Guionnet on the mathemati-
cal side [31, 3, 4, 32] and Sompolinsky and his co-workers on the theoretical
physics side [42, 43, 12, 13]. Furthermore the large deviations of weakly in-
teracting diffusions has been extensively studied by Dawson, Gartner and
co-workers [17, 18, 16]. More references to previous work on this particular
subject can be found in these references.
Because the dynamics of spin glasses is not too far from that of networks
of interacting neurons, Sompolinsky also succesfully explored this particular
topic [41] for fully connected networks of rate neurons, i.e. neurons repre-
sented by the time variation of their firing rates (the number of spikes they
emit per unit of time), as opposed to spiking neurons, i.e. neurons represented
by the time variation of their membrane potential (including the individual
spikes). For an introduction to these notions, the interested reader is referred
to such textbooks as [28, 33, 26]. In his study of the continuous time dynam-
ics of networks of rate neurons, Sompolinsky and his colleagues assumed, as
in the work on spin glasses, that the coupling coefficients, called the synaptic
weights in neuroscience, were random variables i.i.d. with zero mean Gaus-
sian laws. The main result obtained by Ben Arous and Guionnet for spin
glass networks using a large deviations approach (resp. by Sompolinsky and
his colleagues for networks of rate neurons using the local chaos hypothesis)
under the previous hypotheses is that the averaged law of Langevin spin glass
(resp. rate neurons) dynamics is chaotic in the sense that the averaged law of
a finite number of spins (resp. of neurons) converges to a product measure.
The next theoretical efforts in the direction of understanding the av-
eraged law of rate neurons are those of Cessac, Moynot and Samuelides
[9, 36, 37, 10, 39]. From the technical viewpoint, the study of the collective
dynamics is done in discrete time, assuming no leak (this term is explained
below) in the individual dynamics of each of the rate neurons. Moynot and
Samuelides obtained a large deviation principle and were able to describe in
detail the limit averaged law that had been obtained by Cessac using the local
chaos hypothesis and to prove rigourously the propagation of chaos property.
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Moynot extended these results to the more general case where the neurons
can belong to two populations, the synaptic weights are non-Gaussian (with
some restrictions) but still i.i.d., and the network is not fully connected (with
some restrictions) [36].
One of the next challenges is to incorporate in the network model the
fact that the synaptic weights are not independent and in effect often highly
correlated. One of the reasons for this is the plasticity processes at work
at the levels of the synaptic connections between neurons; see for example
[34] for a biological viewpoint, and [19, 28, 26] for a more computational and
mathematical account of these phenomena.
The problem we solve in this paper is the following. Given a completely
connected network of firing rate neurons in which the synaptic weights are
Gaussian correlated random variables, we describe the asymptotic law of the
network when the number of neurons goes to infinity. Like in [36, 37] we
study a discrete time dynamics but unlike these authors we cope with more
complex intrinsic dynamics of the neurons, in particular we allow for a leak
(to be explained in more detail below). The structure of our proof is broadly
similar to these authors; we have generalised their results. Indeed one may
directly obtain the LDP in [36] by applying a contraction principle to the
LDP to be proved below.
To be complete, let us mention the fact that this problem has already
partially been explored in Physics by Sompolinsky and Zippelius [42, 43] and
in Mathematics by Alice Guionnet [32] who analysed symmetric spin glass
dynamics, i.e. the case where the matrix of the coupling coefficients (the
synaptic weights in our case) is symmetric. This is a very special case of cor-
relation. The work in [14] is also an important step forward in the direction
of understanding the spin glass dynamics when more general correlations are
present.
Let us also mention very briefly another class of approaches toward the
description of very large populations of neurons where the individual spikes
generated by the neurons are considered. The model for individual neurons
is usually of the class of Integrate and Fire (IF) neurons [35] and the un-
derlying mathematical tools are those of the theory of point-processes [15].
Important results have been obtained in this framework by Gerstner and his
collaborators, e.g. [29, 27] in the case of deterministic synaptic weights. Re-
lated to this approach but from a more mathematical viewpoint, important
results on the solutions of the mean-field equations have been obtained in [8].
In the case of spiking neurons but with a continuous dynamics (unlike that of
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IF neurons), the first author and collaborators have recently obtained some
limit equations that describe the asymptotic dynamics of fully connected
networks of neurons [1] with independent synaptic weights.
Because of the correlation of the synaptic weights, the natural space to
work in is the infinite dimensional space of the trajectories, noted T Z, of a
countably-infinite set of neurons and the set of stationary probability mea-
sures defined on this set, noted M+1,s(T Z).
We introduce the process-level empirical measure, noted µˆN , of the N
trajectories of the solutions to the equations of the network of N neurons
and the averaged (with respect to the synaptic weights) law QN of the N
trajectories of the solutions to the equations of the network of N neurons.
The main result of this article (theorem 4) is that the image law ΠN of
QN through µˆN satisfies a large deviation principle (LDP) with a good rate
function H which is shown to have a unique global minimum, µe. Thus,
with respect to the measure ΠN on M+1,s(T Z), if the set X contains the
measure δµe , then Π
N(X) → 1 as N → ∞, whereas if δµe is not in the
closure of X , ΠN(X) → 0 as N → ∞ exponentially fast and the constant
in the exponential rate is determined by the rate function. Our analysis of
the rate function allows us also to characterize the limit measure µe as the
image of a stationary Gaussian measure µe defined on a transformed set of
trajectories T Z. This is potentially very useful for applications since µe can
be completely characterized by its mean and spectral density. Furthermore
the rate function allows us to quantify the probability of finite-size effects.
The paper is organized as follows. In section 2 we describe the equa-
tions of our network of neurons, the type of correlation between the synaptic
weights, define the proper state spaces and introduce the different proba-
bility measures that are necessary for establishing our results, in particular
the level-3 empirical measure, µˆN , ΠN and the image RN through µˆN of the
law of the uncoupled neurons. We state the principle result of this paper in
Theorem 4. In section 3.3 we motivate our approach by showing that when
computing the Radon-Nikodym derivative of QN with respect to the law
of the uncoupled neurons, one is led to consider certain Gaussian processes
which are directly related to the synaptic weights and can be described with
the help of the empirical measure µˆN .
In section 3 we extend the definition of the previous Gaussian processes
to be valid for any stationary measure, not only the empirical one. This
allows us to compute the Radon-Nikodym derivative of ΠN with respect to
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RN for any measure inM+1,s(T Z). Using these results, section 4 is dedicated
to the proof of the existence of a strong LDP for the measure ΠN . In section
5 we show that the good rate function obtained in the previous section has a
unique global minimum and we characterize it as the image of a stationary
Gaussian measure. We conclude with section 6 by stating some important
consequences and sketching a number of possible generalisations of our work
as well as discussing some further connections with other approaches.
2 The neural network model
We consider a fully connected network of N rate neurons. For simplicity but
without loss of generality, we assume N odd1 and write N = 2n+1, n ≥ 0. In
the course of this paper, we will asymptote N to∞. The state of the neurons
is described either by the rate variables (Xjt ), j = −n, · · · , n, t = 0, · · · , T
or the potential variables (U jt ), j = −n, · · · , n, t = 0, · · · , T . These variables
are related as follows
Xjt = f(U
j
t ) j = −n, . . . , n t = 0, . . . , T − 1,
where f : R→]0, 1[ is a monotonic bijection which we assume to be Lipschitz
continuous. Its Lipschitz constant is noted kf . We could for example employ
f(x) = (1 + tanh(gx))/2, where the parameter g can be used to control the
slope of the “sigmoid” f at the origin x = 0.
2.1 The model equations
The equation describing the time variation of the membrane potential U j of
the jth neuron writes
U jt = γU
j
t−1+
n∑
i=−n
JNji f(U
i
t−1)+θj+B
j
t−1, j = −n, . . . , n t = 1, . . . , T. (1)
This equation involves the parameters γ, JNij , θj , and B
j
t , i, j = −n, . . . , n,
t = 0, . . . , T − 1. The initial conditions are discussed at the beginning of
section 2.2.
1When N is even the formulae are slightly more complicated but all the results we
prove below in the case N odd are still valid.
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γ is a positive real between 0 and 1 that determines the time scale of the
intrinsic dynamics, i.e. without interactions, of the neurons. If γ = 0 the
dynamics is said to have no leak.
The θjs are the thresholds: they change the value of the potential of the
neuron j at which the sigmoid f takes the value 1/2. Like the JNij s they are
random variables that we assume to be i.i.d. as N1(θ¯, θ2), and independent
of the Jijs
2. We note Θ the N -dimensional random vector of the thresholds:
Θ = t(θ−n, · · · , θn)
The Bjt s represent random fluctuations of the membrane potential of neu-
ron j. They are independent random processes with the same law. We assume
that at each time instant t, the Bjt s are i.i.d. random variables distributed
as N1(0, σ2). They are also independent of the synaptic weights and the
thresholds.
The JNij s are the synaptic weights. J
N
ij represents the strength with which
the ‘presynaptic’ neuron j influences the ‘postsynaptic’ neuron i. They are
Gaussian random variables whose mean is given by
E[JNij ] =
J¯
N
We note JN the N ×N matrix of the synaptic weights:
JN = (JNij )i,j=−n,··· ,n.
Their covariance is assumed to satisfy the following shift invariance property,
cov(JNij J
N
kl ) = cov(J
N
i+m,j+nJ
N
k+m,l+n)
for all indexes i, j, k, l = −n, · · · , n and all integers m and n, the indexes
being taken modulo N . Here, and throughout this paper, i mod N is taken
to lie between −n and n.
We stipulate the covariances through a covariance function Λ : Z2 → R
and assume that they scale as 1/N . We write
cov(JNij J
N
kl ) =
1
N
Λ ((k − i) mod N, (l − j) mod N) . (2)
2We note Np(m,Σ) the law of the p-dimensional Gaussian variable with mean m and
covariance matrix Σ.
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The function Λ is even:
Λ(−k,−l) = Λ(k, l), (3)
corresponding to the simultaneous exchange of the two presynaptic and post-
synaptic neurons (cov(JNij J
N
kl ) = cov(J
N
klJ
N
ij )!). It is important to note that
the covariance function Λ and mean J¯ are independent of N , so that these
remain fixed when we asymptote N to infinity later on.
We must make further assumptions on Λ to ensure that the system is
well-behaved as the number of neurons N asymptotes to infinity. We assume
that the series (Λ(k, l))k, l∈Z) is absolutely convergent, i.e.
Λsum =
∞∑
k,l=−∞
|Λ(k, l)| <∞, (4)
and furthermore that
Λmin =
∞∑
k,l=−∞
Λ(k, l) > 0 (5)
In practice one might expect there to exist a maximal correlation distance d
such that Λ(k, l) = 0 if |k|+ |l| > d (especially since in practice there is only
a finite number of neurons). The existence of such a maximal correlation
distance would be sufficient to guarantee the requirement (4), however we
refrain from explicitly making this assumption as it is not necessary per se.
We let ΛN be the restriction of Λ to [−n, n]2, i.e. ΛN(i, j) = Λ(i, j) for
−n ≤ i, j ≤ n.
We next introduce the spectral properties of Λ that are crucial for the
results in this paper. We use the notation that if x is some quantity, x˜ rep-
resents its Fourier transform in a sense that depends on the particular space
where x is defined. For example Λ˜ is the 2π doubly periodic Fourier trans-
form of the function Λ whose properties are described in the next proposition.
Similarly, Λ˜N is the two-dimensional Discrete Fourier Transform (DFT) of
the doubly periodic sequence ΛN .
Proposition 1. The sum Λ˜(ω1, ω2) of the absolutely convergent series
(Λ(k, l)e−i(kω1+lω2))k, l∈Z is continuous on [−π, π[2 and positive. The covari-
ance function Λ is recovered from the inverse Fourier transform of Λ˜:
Λ(k, l) =
1
(2π)2
∫ pi
−pi
∫ pi
−pi
Λ˜(ω1, ω2)e
i(kω1+lω2) dω1dω2
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Moreover there exists Λ˜min > 0 such that
Λ˜N(0, 0) ≥ Λ˜min > 0., (6)
for all Ns sufficiently large.
Proof. The existence and continuity of Λ˜(ω1, ω2) are a consequence of the
absolute convergence of the series (Λ(k, l))k, l∈Z) as is the inverse Fourier
relation between Λ and Λ˜. Being a covariance function (up to the scale
factor 1/N) ΛN(i, j) must be a positive function, i.e.
Λ˜N(p, q) ≥ 0 ∀p, q = −n, · · · , n,
where Λ˜N is the discrete Fourier transform (DFT) of the sequence (ΛN(k, l))k, l=−n,··· ,n
(since the eigenvalues of ΛN are given by its DFT, see lemma 6). That is,
Λ˜N(p, q) =
n∑
k, l=−n
ΛN(k, l)e−
2pii
N
(pk+ql) p, q = −n, · · · , n, (7)
with the inverse relation
ΛN(k, l) =
1
N2
n∑
p, q=−n
Λ˜N(p, q)e
2pii
N
(pk+ql)
It is clear from the definitions that, if the series of integers (pN) and (qN )
satisfy limN→∞ 2πpN/N = ω1 and limN→∞ 2πqN/N = ω2, then
Λ˜N(pN , qN )→ Λ˜(ω1, ω2),
and the positivity of Λ˜ follows from that of Λ˜N for all Ns.
The existence of Λ˜min and the relation (6) follow from (5) and the con-
vergence of Λ˜N(0, 0) to Λ˜(0, 0) = Λmin.
2.2 The laws of the uncoupled and coupled processes
2.2.1 Preliminaries
We define T (resp. TT ) to be the set R[0···T ] (resp. R[1···T ]) of finite sequences
(ut)t=0,··· ,T (resp. (ut)t=1,··· ,T ) of length T + 1 (resp. T ) of real numbers. T N
is the set of sequences (u−n, · · · , un) (N = 2n+ 1) of elements of T .
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Similarly we note T Z the set of doubly infinite sequences of elements of
T . If u is in T Z we note ui its ith coordinate, an element of T . Hence
u = (ui)i=−∞···∞.
The shift operator S : T Z → T Z is defined by
(Su)i = ui+1, i ∈ Z.
Given the element u = (u−n, . . . , un) of T N we form the doubly infinite
periodic sequence
u(N) = (. . . , un−1, un, u−n, . . . , un, u−n, u−n+1, . . .)
which is an element of T Z. We have (u(N))i = u(i mod N).
We define the projection πN : T Z → T N (N = 2n + 1) to be πN (u) =
(u−n, . . . , un). The N -dimensional marginal µN of a measure µ in M+1,s(T Z)
is such that µN = µ ◦ π−1N .
We equip T Z with the projective topology, i.e. the topology generated
by the following metric. For u, v ∈ T N , we define their distance dN(u, v) to
be
dN(u, v) = sup
|j|≤n,0≤s≤T
∣∣ujs − vjs∣∣ .
This allows us to define the following metric over T Z, whereby if u, v ∈ T Z,
then
d(u, v) =
∞∑
N=1
2−N(dN(πNu, πNv) ∧ 1). (8)
Equiped with this topology, T Z is Polish (a complete, separable metric
space).
The metrics dN and d generate, respectively, the Borelian σ-algebras
B(T N) and B(T Z). These Borelian σ-algebras, also noted FNT and FT , re-
spectively, are generated by the coordinate functions (uit)i=−n···n, t=0···T and
(uit)i∈Z, t=0···T , respectively. We require later on the σ-algebras Ft, t = 0 · · ·T
generated by the coordinate functions (uis)i∈Z, s=0···t, and F1,t, t = 1 · · ·T gen-
erated by the coordinate functions (uis)i∈Z, s=1···t. Similar definitions apply to
FNt and FN1,t.
We note M+1 (T Z) (resp. M+1 (T N )) the set of probability measures on
(T Z,FT ) (resp. (T N ,FNT )). The marginal µt, t = 0 · · ·T (respectively µ1,t,
t = 1 · · ·T ) of a probability measure µ ∈ M+1 (T Z) with respect to the
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variables (uir)i∈Z, r=0,··· ,t (respectively (u
i
r)i∈Z, r=1,··· ,t) is the restriction of µ to
Ft (respectively to F1,t). Similar definitions apply to µNt and µN1,t .
A strictly stationary measure µ on (T Z,FT ) satisfies
µ(S(B)) = µ(B) ∀B ∈ B(T Z).
We noteM+1,s(T Z) the set of strictly stationary probability measures on T Z.
We now introduce the following empirical measure. Given an element
(u−n, . . . , un) in T N we associate with it the measure, noted µˆN(u−n, . . . , un),
in M+1,s(T Z) defined by
µˆN : T N →M+1,s(T Z) such that dµˆN(u−n, · · · , un)(y) =
1
N
n∑
i=−n
δSiu(N)(y).
(9)
We next equip M+1 (T Z) with the topology of weak convergence, as fol-
lows. This can be defined in many ways, but the following definition is the
most convenient for our paper. For µN , νN ∈M+1 (T N), we note the Wasser-
stein distance induced by the metric kfdN(u, v) ∧ 1,
DN (µ
N , νN ) = inf
L∈J
{
EL(kfdN(u, v) ∧ 1)
}
, (10)
where kf is a positive constant defined at the start of section 2 and J is the
set of all measures inM+1 (T N ×T N) with N -dimensional marginals µN and
νN . For µ, ν ∈M+1 (T Z), we define
D(µ, ν) = 2
∞∑
n=0
κnDN(µ
N , νN), (11)
where N = 2n+ 1. Here κn = max(λn, 2
−N) and λn =
∑∞
k=−∞ |Λ(k, n)|. We
note that this metric is well-defined because DN (µ
N , νN) ≤ 1 and∑∞
n=0 κn < ∞. It can be shown that M+1 (T Z) is Polish. The topology
corresponding to this metric generates a Borelian σ-algebra which we denote
by B(M+1 (T Z)). The Borelian σ-algebra on the set of stationary probability
measures is denoted by B(M+1,s(T Z)).
2.2.2 Coupled and uncoupled processes
We specify the initial conditions for (1) as N i.i.d. random variables
(U j0 )j=−n,··· ,n. Let µI be the individual law on R of U
j
0 ; it follows that the
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joint law of the variables is µ⊗NI on R
N . We note P the law of the solution
to one of the uncoupled equations (1) where we take θj deterministic and
equal to θ¯ and JNij = 0, i, j = −n, · · · , n. P is the law of the solution to the
following stochastic difference equation:
Ut = γUt−1 + θ¯ +Bt−1, t = 1, · · · , T (12)
the law of the initial condition being µ I . This process can be characterized
exactly, as follows.
Let Ψ : T → T be the continuous bijection
u = t(u0, · · · , uT )→ Ψ(u) = t(v0, v1, . . . , vT ), (13)
where v0 = u0 and for 1 ≤ s ≤ T ,
vs = Ψs(u) = us − γus−1 − θ¯ s = 1, · · · , T. (14)
The following proposition is evident from equations (12) and (14).
Proposition 2. The law P of the solution to (12) writes
P = (NT (0T , σ2IdT )⊗ µI) ◦Ψ,
where 0T is the T -dimensional vector of coordinates equal to 0 and IdT is the
T -dimensional identity matrix.
We later employ the convention that if u = (u−n, . . . , un) ∈ T N then
Ψ(u) = (Ψ(u−n), . . . ,Ψ(un)). A similar convention applies if u ∈ T Z. We also
use the notation Ψ1,T for the mapping T → T T such that Ψ1,T,s(u) = Ψs(u),
s = 1 · · ·T .
We reintroduce the coupling between the neurons, we note QN(J,Θ) the
element of M+1 (T N ) which is the law of the solution to (1) conditioned on
(J,Θ). We let QN = EJ,Θ[QN(J,Θ)] be the law averaged with respect to the
weights and thresholds.
We define Mˇ+1 (T N) ⊂ M+1 (T N) such that all µN ∈ Mˇ+1 (T N) have the
following property. If (v−n, . . . , vn) are random variables governed by µN ,
then for all |m| ≤ n, (vm−n, . . . , vm+n) has the same law as (v−n, . . . , vn)
(recall that the indexing is taken modulo N). We may thus infer that
Lemma 3. P⊗N , QN and (µˆN)N (the N th marginal of µˆN) are in Mˇ+1 (T N).
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Since the application Ψ defined in (13) and (14) plays a central role in
the sequel we introduce the following definition.
Definition 1. For each measure µ ∈ M+1 (T N) or M+1,s(T Z) we define µ to
be µ ◦Ψ−1.
In particular, note that
P = NT (0T , σ2IdT )⊗ µI (15)
Finally we introduce the image laws in terms of which the principal results
of this paper are formulated.
Definition 2.
1. Let ΠN be the image law of QN through the function µˆN : T N →
M+1,s(T Z) defined by (9).
2. We similarly define RN to be the image law of P⊗N under µˆN .
That is, ∀B ∈ B(M+1,s(T Z)),
ΠN(B) = QN(µˆN ∈ B) and RN(B) = P⊗N(µˆN ∈ B).
The principal result of this paper is in the next theorem.
Theorem 4. ΠN is governed by a large deviation principle with a good rate
function H (to be defined in definition 6). That is, if F is a closed set in
M+1,s(T Z), then
lim
N→∞
N−1 log ΠN(F ) ≤ − inf
µ∈F
H(µ). (16)
Conversely, for all open sets O in M+1,s(T Z),
lim
N→∞
N−1 log ΠN(O) ≥ − inf
µ∈O
H(µ). (17)
By ‘good rate function’, we mean that H is not identically ∞ and the
sub-level sets
{µ ∈M+1,s(T Z) : H(µ) ≤ c},
where c ≥ 0, are compact.
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Our proof of theorem 4 will occur in several steps. We prove in sections
4.1 and 4.3 that ΠN satisfies a weak LDP, i.e. that it satisfies (16) when
F is compact and (17) for all open O. We also prove in section 4.2 that
{ΠN} is exponentially tight, and we prove in section 4.4 that H is a good
rate function. It directly follows from these results that ΠN satisfies a strong
LDP with good rate function H [20]. Finally, in section 5 we prove that H
has a unique minimum which µˆN converges to weakly as N →∞.
3 The good rate function
In the sections to follow we will obtain an LDP for the process with corre-
lations (ΠN ) via the (simpler) process without correlations (RN). However
to do this we require an expression for the Radon-Nikodym derivative of ΠN
with respect to RN , which is the main result of this section. The derivative
will be expressed in terms of a function Γ : M+1,s(T N) → R. We will firstly
define Γ(µN), demonstrating that it may be expressed in terms of a Gaus-
sian process Gµ
N
(to be defined below), and then use this to determine the
Radon-Nikodym derivative of ΠN with respect to RN .
Definition 3. Let p be a positive integer. For v = (vj)j=−n···n ∈ (Rp)N ,
we note HNp (v) = v† = (v−n† , . . . , vn† ) ∈ (Rp)N , where v† is defined from the
Discrete Fourier Transform v˜ = (v˜−n, · · · , v˜n) of v as follows
v˜k =
n∑
j=−n
vj exp
(
−2πijk
N
)
. (18)
The inverse transform is given by vj = 1
N
∑n
k=−n v˜
k exp
(
2piijk
N
)
.
Because v is in (Rp)N the real part of its DFT is even (Re(v˜−k) = Re(v˜k),
k = −n, · · · , n) and similarly its imaginary part is odd. As a consequence
we define
vk† =
{ √
2Im(v˜k) k = −n, · · · ,−1√
2Re(v˜k) k = 0, · · · , n (19)
It is easily verified that the mapping v → v† = HNp (v) is a bijection from
(Rp)N to itself and that
n∑
k=−n
‖vk†‖2 =
n∑
k=−n
tv˜k ∗v˜k = N
n∑
k=−n
‖vk‖2
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For a probability measure µ ∈ M+1 ((Rp)N), we define µ† = µ ◦ (HNp )−1
to be the image law.
For simplicity we note µ† the measure µ1,T ◦ (HNT )−1 (where µ is given in
definition 1). We note that
P † ≃ NT
(
0T , Nσ
2IdT
)
. (20)
The following lemma from Gaussian calculus [36, 38] which we recall for
completeness is used several times in the sequel:
Lemma 5. Let Z be a Gaussian vector of Rp with mean c and covariance
matrix K. If a ∈ Rp and b ∈ R is such that for all eigenvalues α of K the
relation αb > −1 holds, we have
E
[
exp
(
taZ − b
2
‖Z‖2
)]
=
1√
det (Idp + bK)
×exp
(
tac− b
2
‖c‖2 + 1
2
t(a− bc)K (Idp + bK)−1 (a− bc)
)
The same holds for the following elementary lemma.
Lemma 6. Let B be a symmetric block-circulant matrix with the (j, k) T ×T
block given by (B(j−k) mod N ), j, k = −n, · · · , n. Let W (N) be the N × N
Unitary matrix with elementsW
(N)
jk =
1√
N
exp(2piijk
N
), j, k = −n, · · · , n. Then
B may be ‘block’-diagonalised in the follow manner (where ⊗ is the Kronecker
Product and ∗ the complex conjugate),
B = (W (N) ⊗ IdT )diag
(
B˜−n, . . . , B˜n
)
(W (N) ⊗ IdT )∗.
Here B˜j is a T × T Hermitian matrix and is the DFT defined in (18). We
observe also that λ is an eigenvalue of B if and only if λ is an eigenvalue of
B˜k for some k.
In this section we introduce a certain stationary Gaussian process at-
tached to an element of M+1,s(T Z).
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3.1 Gaussian process
Given µ inM+1,s(T Z) we define a stationary Gaussian process Gµ with values
in (RT )Z.
For all i the mean of Gµ,it is given by c
µ
t , where
cµt = J¯
∫
T Z
f(uit−1)dµ(u), t = 1, · · · , T , i ∈ Z, (21)
the above integral being well-defined because of the definition of f and inde-
pendent of i due to the stationarity of µ.
We now define the covariance of Gµ. We first define the following matrix-
valued process.
Definition 4. Let Mµ,k, k ∈ Z be the T × T matrix defined by (for s, t ∈
[1, T ]),
Mµ,kst =
∫
T Z
f(u0s−1)f(u
k
t−1)dµ(u). (22)
These matrixes satisfy
tMµ,k =Mµ,−k, (23)
because of the stationarity of µ. Furthermore, they feature a spectral repre-
sentation, i.e. there exists a T×T matrix-valued measure M˜µ = (M˜µ)s, t=1,··· ,T
with the following properties. Each M˜µst is a complex measure on [−π, π[ of
finite total variation and such that
Mµ,k =
1
2π
∫ pi
−pi
eikωM˜µ(dω). (24)
Relations (23) and (24) imply the following relations, for all Borelian sets
A ⊂ [−π, π[,
M˜µ(−A) = tM˜µ(A) = M˜µ(A)∗, (25)
from which we may infer that M˜µ is Hermitian-valued. The spectral rep-
resentation means that for all vectors W ∈ RT , tWM˜(dω)W is a positive
measure on [−π, π[.
The covariance between the Gaussian vectors Gµ,i and Gµ,i+k is defined
to be
Kµ,k = θ2δk1T
t1T +
∞∑
l=−∞
Λ(k, l)Mµ,l, (26)
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where 1T is the T -dimensional vector with all coordinates equal to 1. We
note that the above summation converges for all k ∈ Z since the series
(Λ(k, l))k, l∈Z is absolutely convergent and the elements of Mµ,l are bounded
by ±1 for all l ∈ Z.
The following lemma is necessary for the covariance function to be well-
defined.
Lemma 7. For µ ∈M+1,s(T Z) and k ∈ Z we have
tKµ,k = Kµ,−k, (27)
Proof. From (26) we have
tKµ,−k = θ2δk1T t 1T +
∞∑
m=−∞
Λ(−k,m) tMµ,m
By (23) and the evenness of Λ we obtain (27).
We next prove that the sequence (Kµ,k)k∈Z admits a spectral representa-
tion (which in turn implies that Kµ is a well-defined covariance operator).
Proposition 8. The sequence (Kµ,k)k∈Z has spectral density K˜µ given by
K˜µ(ω) = θ21T
t1T +
1
2π
∫ pi
−pi
Λ˜(ω,−γ)M˜µ(dγ).
That is, K˜µ is Hermitian positive and satisfies K˜µ(−θ) = tK˜µ(θ) and
Kµ,k =
1
2π
∫ pi
−pi
eikωK˜µ(ω)dω.
Proof. First we prove that the matrix function
K˜µ(ω) =
∞∑
k=−∞
Kµ,ke−ikω (28)
is well-defined on [−π, π[ and is equal to the expression in the statement of
the proposition. Afterwards, we will prove that K˜µ is positive.
From (26) we obtain that, for all s, t ∈ [0, T ],
|Kµ,kst | ≤ Tθ2δk +
∞∑
l=−∞
|Λ(k, l)|. (29)
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This shows that, because by (4) the series (Λ(k, l))k, l∈Z is absolutely conver-
gent, K˜µ(ω) is well-defined on [−π, π[. The fact that K˜µ(ω) is Hermitian
follows from (28) and (27).
Combining (24) (26) and (28) we write
K˜µ(ω) = θ21T
t1T +
1
2π
∫ pi
−pi
( ∞∑
m=−∞
∞∑
k=−∞
Λ(k,m)e−i(kω−mγ)
)
M˜µ(dγ).
This can be rewritten in terms of the spectral density Λ˜ of Λ
K˜µ(ω) = θ21T
t1T +
1
2π
∫ pi
−pi
Λ˜(ω,−γ)M˜µ(dγ).
We note that K˜µ(ω) is positive, because for all vectors W of RT ,
tWK˜µ(ω)W = θ2〈1T ,W 〉2 + 1
2π
∫ pi
−pi
Λ˜(ω,−γ)
(
tWM˜µ(dγ)W
)
, (30)
the spectral density Λ˜ is positive and the measure tWM˜µ(dγ)W is positive.
The identity K˜µ(−θ) = tK˜µ(θ) follows from the previous lemma.
If we consider theNth order marginal µN of µ we define theN -dimensional
Gaussian process Gµ
N
with values in (RT )N . The mean of Gµ
N ,i, i =
−n, · · · , n is given by (21) and the covariance between GµN ,i and GµN ,i+k
is given by
Kµ
N ,k = θ2δk1T
t 1T +
n∑
m=−n
Λ(k,m)Mµ
N ,m, (31)
for k = −n, · · · , n, where the matrixes MµN ,k are defined by the finite di-
mensional analog of (22)
Mµ
N ,k
st =
∫
T N
f(y0s−1)f(y
k
t−1)µ
N(dy). (32)
Equations (23) (resp. (27)) hold for the matrixes Mµ
N ,k (resp, Kµ
N ,k) for
k = −n · · ·n. These finite sequences also have Hermitian positive spectral
representations M˜µ
N ,l (resp. K˜µ
N ,l) for l = −n · · ·n which are obtained by
taking DFTs.
The finite-dimensional system ‘converges’ to the infinite-dimensional sys-
tem in the following sense. In what follows, we use the Frobenius norm on
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the T -dimensional matrices. We write K˜µ
N
(ω) =
∑n
k=−nK
µN ,k exp(−ikω).
Note that for |j| ≤ n, K˜µN (2πj/N) = K˜µN ,j. The lemma below follows
directly from the absolute convergence of
∑
j,k |Λ(j, k)|.
Lemma 9. Fix µ ∈M+1,s(T Z). For all ε, there exists an N such that for all
M > N and all j such that 2|j| + 1 ≤ M , ‖KµM ,j − Kµ,j‖ < ε and for all
ω ∈ [−π, π[, ‖K˜µM (ω)− K˜µ(ω)‖ ≤ ε.
Lemma 10. The eigenvalues of K˜µ
N ,l and K˜µ(ω) are upperbounded by
ρK
def≡ T (θ2 + Λsum) ,
where Λsum is defined in (4).
Proof. Let W ∈ RT . We find from (30), (7), and (4) that
tWK˜µ(ω)W ≤ θ2T‖W‖2 + Λ
sum
2π
∫ pi
−pi
tWM˜µ(dγ)W
= θ2T‖W‖2 + Λsum tWMµ,0W.
The eigenvalues of Mµ,0 are all positive (since it is a correlation matrix),
which means that each eigenvalue is upperbounded by the trace, which in
turn is upperbounded by T . The proof in the finite dimensional case follows
similarly.
We note Kµ
N
the (NT ×NT ) covariance matrix of the sequence of Gaus-
sian random variables (Gµ
N ,−n, · · · , GµN ,n).
We let Aµ
N
= Kµ
N
(σ2IdNT+K
µN )−1. This is well-defined because Kµ
N
is
diagonalizable (being symmetric and real) and has positive eigenvalues (being
a covariance matrix). It follows from lemma 6 that this is a symmetric block
circulant matrix, with blocks Aµ
N ,k (k = −n, · · · , n) such that
Aµ
N ,−k = tAµ
N ,k
and that the matrixes
A˜µ
N ,l =
n∑
k=−n
Aµ
N ,ke−
2piikl
N = K˜µ
N ,l(σ2IdT + K˜
µN ,l)−1. (33)
are Hermitian positive.
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In the limit N →∞ we may define
A˜µ(ω) = K˜µ(ω)(σ2IdT + K˜
µ(ω))−1
as the product of two matrix-valued functions defined on [−π, π[ whose
Fourier series are absolutely convergent. The Fourier series of (σ2IdT +
K˜µ(ω))−1 is absolutely convergent as a consequence of Wiener’s theorem
because the eigenvalues of σ2IdT + K˜
µ(ω) are strictly positive. Hence the
Fourier series of A˜µ(ω), i.e. (Aµ,k)k∈Z, is absolutely convergent. We thus find
that, for l ∈ Z,
Aµ,l =
1
2π
∫ pi
−pi
A˜µ(ω)eilωdω = lim
N→∞
Aµ
N ,l, (34)
and
A˜µ(ω) =
∞∑
l=−∞
Aµ,le−ilω.
Let A˜µ
N
(ω) =
∑n
k=−nA
µN ,k exp(−ikω) and note that for |j| ≤ n,
A˜µ
N
(2πj/N) = A˜µ
N ,j.
Lemma 11. The map B → B(σ2IdT + B)−1 is Lipschitz continuous over
the set ∆ = {K˜µN (ω), K˜µ(ω) : µ ∈M+1,s(T Z), N > 0, ω ∈ [−π, π[}.
Proof. The eigenvalues λ of the matrixes in ∆ satisfy 0 ≤ λ ≤ ρK . Thus,
both B and (σ2IdT +B)
−1 are bounded in the operator norm (which is equal
to the largest eigenvalue) for all B ∈ ∆. They are thus bounded over every
matrix norm (as the matrix norms are all equivalent). The first term is
clearly Lipschitz, and the second term is also Lipschitz because
(σ2IdT +B1)
−1 − (σ2IdT +B2)−1
= (σ2IdT +B1)
−1 (B2 − B1) (σ2IdT +B2)−1.
The following lemma is a consequence of lemmas 9 and 11.
Lemma 12. Fix µ ∈ M+1,s(T Z). For all ε, there exists an N such that for
all M > N and all ω ∈ [−π, π[, ‖A˜µM (ω)− A˜µ(ω)‖ ≤ ε.
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The above-defined matrices have the following ‘uniform convergence’ prop-
erties.
Proposition 13. Fix ν ∈ M+1,s(T Z). For all ε > 0, there exists an open
neighbourhood Vε(ν) such that for all µ ∈ Vε(ν), all s, t ∈ [1, T ] and all
ω ∈ [−π, π[, ∣∣∣K˜νst(ω)− K˜µst(ω)∣∣∣ ≤ ε, (35)∣∣∣A˜νst(ω)− A˜µst(ω)∣∣∣ ≤ ε, (36)
|cνs − cµs | ≤ ε, (37)
and for all N > 0, and for all k such that |k| ≤ n,∣∣∣K˜νN ,kst − K˜µN ,kst ∣∣∣ ≤ ε, (38)
and ∣∣∣A˜νN ,kst − A˜µN ,kst ∣∣∣ ≤ ε. (39)
Proof. Let µ be in M+1,s(T Z) and ω ∈ [−π, π[. We have
K˜µst(ω)− K˜νst(ω) =
∞∑
k=−∞
(Kµ,kst −Kν,kst )e−ikω.
Using (26) we have
K˜µst(ω)− K˜νst(ω) =
∞∑
k,l=−∞
Λ(k, l)(Mµ,lst −Mν,lst )e−ikω,
hence∣∣∣K˜µst(ω)− K˜νst(ω)∣∣∣ ≤
∞∑
k,l=−∞
|Λ(k, l)| inf
L2L
∫
T L×T L
∣∣f(u0s−1)f(ult−1)− f(v0s−1)f(vlt−1)∣∣L2L(du, dv),
where L = 2|l|+1 and L2L has marginals µL and νL. Since |f(u0s−1)f(ult−1)−
f(v0s−1)f(v
l
t−1)| ≤ 2(kfdL(πLu, πLv) ∧ 1), where kf is the Lipschitz constant
of the function f , we find (through (11)) that∣∣∣K˜µst(ω)− K˜νst(ω)∣∣∣ ≤ 2D(µ, ν).
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Thus for (35) to be satisfied, it suffices for us to stipulate that Vε(ν) is a ball
of radius less than ε
2
(with respect to the distance metric in (11)). Similar
reasoning dictates that (38) is satisfied too.
However in light of lemma 11, it is evident that we may take the radius
of Vε(ν) to be sufficiently small that (35), (38) and (39) are satisfied. In fact
(36) is also satisfied, as it may be obtained by taking the limit as N →∞ of
(39). Since cµ is determined by the one-dimensional marginal of µ, it follows
from the definition of the metric in (11) that we may take the radius of Vε(ν)
to be sufficiently small that (37) is satisfied too.
A direct consequence of the above proposition is that cµ, K˜µ
N
, K˜µ, A˜µ
N
and A˜µ are continuous with respect to µ.
Before we close this section we define a subset ofM+1,s(T Z) which appears
naturally.
Definition 5. Let E2 be the subset of M+1,s(T Z) by
E2 = {µ ∈ M+1,s(T Z) |Eµ1,T [‖v0‖2] <∞}.
For this set of measures, we may define the stationary process (vk)k∈Z in
T ZT , where vks = Ψs(uk), s = 1, · · · , T . This has a finite mean Eµ1,T [v0], noted
v¯µ. It admits the following spectral density measure, noted v˜µ, such that
E
µ
1,T [v0 tvk] =
1
2π
∫ pi
−pi
eikω v˜µ(dω). (40)
We similarly define E (N)2 to be the subset ofM+1 (T N) such that for all µN in
this subset and for all |j| < n,
E
µN
1,T [‖vj‖2] <∞
and note that if µ ∈ E2 then µN ∈ E (N)2 . Also note that µˆN ∈ E2.
3.2 Definition of the functional Γ
In this section we define and study a functional Γ = Γ1 + Γ2, which will be
used to characterise the Radon-Nikodym derivative of ΠN with respect to
RN . Let µ ∈ M+1,s(T Z), and let (µN)N≥1 be the N -dimensional marginals of
µ (for N = 2n+ 1 odd).
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3.2.1 Γ1
We define
Γ1(µ
N) = − 1
2N
log
(
det
(
IdNT +
1
σ2
Kµ
N
))
. (41)
Because of lemma 7 the spectrum of Kµ
N
is positive, that of IdNT +
1
σ2
Kµ
N
is
strictly positive and the above expression has a sense. Moreover, Γ1(µ
N) ≤ 0.
We now define Γ1(µ) = limN→∞ Γ1(µN). The following lemma indicates
that this is well-defined.
Lemma 14. When N goes to infinity the limit of (41) is given by
Γ1(µ) = − 1
4π
∫ pi
−pi
log
(
det
(
IdT +
1
σ2
K˜µ(ω)
))
dω (42)
for all µ ∈M+1,s(T Z).
Proof. Through lemma 6, we have that
Γ1(µ
N) = − 1
2N
n∑
l=−n
log
(
det
(
IdT +
1
σ2
K˜µ
N
(
2πl
N
)))
, (43)
where we recall that K˜µ
N (2pil
N
)
= K˜µ
N ,l. Since, by lemma 9, K˜µ
N
(ω) con-
verges uniformly to K˜µ(ω), it is evident that the above expression converges
to the desired result.
Proposition 15. Γ1 is bounded below and continuous on both M+1 (T N) and
M+1,s(T Z).
Proof. Applying lemma 5 in the case of Z = (Gµ
N ,−n−cµN , · · · , GµN ,n−cµN ),
a = 0, b = σ−2, we write
Γ1(µ
N) =
1
N
logE
[
exp
(
− 1
2σ2
n∑
k=−n
‖GµN ,k − cµN‖2
)]
.
Using Jensen’s inequality we have
Γ1(µ
N) ≥ − 1
2Nσ2
E
[
n∑
k=−n
‖GµN ,k − cµN‖2
]
= − 1
2σ2
E
[
‖GµN ,0 − cµN‖2
]
.
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By definition of Kµ
N ,0, the righthand side is equal to − 1
2σ2
Trace(Kµ
N ,0).
From (31), we find that
Trace(Kµ
N ,0) = Tθ2 +
n∑
m=−n
Λ(0, m)Trace(Mµ
N ,m).
It follows from the definition (32) that
0 ≤ |Trace(MµN ,m)| ≤ T.
We obtain
Trace(Kµ
N ,0) ≤ T
(
θ2 +
n∑
m=−n
|Λ(0, m)|
)
≤ T (θ2 + Λsum)
Hence
Γ1(µ
N) ≥ −β1,
where
β1 =
T
2σ2
(
θ2 + Λsum
)
. (44)
It follows from lemma 14 that −β1 is a lower bound for Γ1(µ) as well.
The continuity (over both M+1 (T N) and M+1,s(T Z)) follows from the
expressions (41) and (42), continuity of the applications µN → K˜µN and
µ→ K˜µ (proposition 13) and the continuity of the determinant.
3.2.2 Γ2
We define
Γ2(µ
N) =
∫
T N
T
φN(µ, v)µN
1,T
(dv) (45)
where
φN(µ, v) =
1
2σ2
(
1
N
n∑
j,k=−n
t(vj−cµ)AµN , k−j(vk−cµ)+ 2
N
n∑
j=−n
〈cµ, vj〉−‖cµ‖2
)
.
(46)
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This quantity is finite in the subset EN2 of M+1 (T N) defined in definition
5. If µN /∈ EN2 , then we set Γ2(µN) = ∞. Equivalently, we note that
Γ2(µ
N) =
∫
T N
T
φN† (µ, v†)µ
N
† (dv†), where
φN† (µ, v†) =
1
2N2σ2
n∑
l=−n
tv˜l,∗A˜µ
N ,−lv˜l
+
1
Nσ2
tv˜0
(
IdT − A˜µN (0)
)
cµ − 1
2σ2
tcµ
(
IdT − A˜µN (0)
)
cµ, (47)
and v˜ is implicitly given by (19) as a function of v†. We have used definition
3 and the DFT diagonalisation of Lemma 6. We note that, since A˜µ
N ,l is
Hermitian positive, tv˜l,∗A˜µ
N ,lv˜l is real and positive.
We define
Γ2(µ) = lim
N→∞
Γ2(µ
N),
where µN is the N -dimensional marginal of µ. If µ /∈ E2 then µN /∈ EN2
and Γ2(µ) = ∞. We assume throughout the rest of this section that µ ∈
M+1,s(T Z) is in E2. This means that the spectral measure v˜µ (as given in
(40)) exists. The following proposition indicates that Γ2(µ) is well-defined.
Proposition 16. If the measure µ is in E2, i.e. if Eµ1,T [‖v0‖2] < ∞, then
Γ2(µ) is finite and writes
Γ2(µ) =
1
2σ2
(
1
2π
∫ pi
−pi
A˜µ(−ω) : v˜µ(dω)
+ tcµ(A˜µ(0)− IdT )cµ + 2Eµ1,T
[
tv0(IdT − A˜µ(0))cµ
])
.
The “:” symbol indicates the double contraction on the indexes. One also has
Γ2(µ) =
1
2σ2
(
lim
n→∞
n∑
k=−n
∫
T Z
T
t(v0 − cµ)Aµ, k(vk − cµ) dµ
1,T
(v)
+2E
µ
1,T [〈cµ, v0〉]− ‖cµ‖2) .
Proof. Using (40), (45) the stationarity of µ and the fact that
∑n
k=−nA
µN ,k =
25
A˜µ
N
(0), we have
Γ2(µ
N) =
1
4πσ2
∫ pi
−pi
n∑
k=−n
exp(ikω)Aµ
N ,k : v˜µ(dω)
+
1
σ2
∫
T N
T
〈cµ, v0〉 − tcµA˜µN (0)v0dµN
1,T
(v) +
1
2σ2
tcµ
(
IdT − A˜µN (0)
)
cµ. (48)
From the spectral representation of Aµ
N
we find that
Γ2(µ
N) =
1
4πσ2
∫ pi
−pi
A˜µ
N
(−ω) : v˜µ(dω)
+
1
σ2
E
µ
1,T
[
tv0(IdT − A˜µN (0))cµ
]
+
1
2σ2
tcµ
(
IdT − A˜µN (0)
)
cµ. (49)
Since (according to proposition 12) A˜µ
N
(ω) converges uniformly to A˜µ(ω) as
N → ∞, it follows by dominated convergence that Γ2(µN) converges to the
expression in the proposition.
The second expression for Γ2(µ) follows analogously, although this time
we make use of the fact that the partial sums of the Fourier Series of A˜µ
converge uniformly to A˜µ (because the Fourier Series is absolutely conver-
gent).
We next obtain more information about the eigenvalues of the matrices
A˜µ
N ,k = A˜µ
N
(2kpi
N
) (where k = −n, . . . , n) and A˜µ(ω).
Lemma 17. There exists 0 < α < 1, such that for all N , µ and ω, the
eigenvalues of A˜µ
N ,k, A˜µ(ω) and Aµ
N
are less than or equal to α.
Proof. By lemma 10, the eigenvalues of K˜µ(ω) are positive and upperbounded
by ρK . Since K˜
µ(ω) and
(
σ2IdT + K˜
µ(ω)
)−1
are coaxial (because K˜µ is Her-
mitian and therefore diagonalisable), we may take
α =
ρK
σ2 + ρK
.
This upperbound also holds for A˜µ
N ,k, and for the eigenvalues of Aµ
N
because
of lemma 6.
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We wish to prove that Γ2(µ
N) is lower semicontinuous. A consequence
of this will be that Γ2(µ
N) is measureable with respect to B(M1(T N)). In
order to do this, we must first prove that its integrand φN(µ, v) possesses a
lower bound. Letting w˜j = v˜j for all j, except that w˜0 = v˜0 −Ncµ, we may
write the integrand as φN† (µ, w†) = φ
N
† (µ, v†), where
φN† (µ, w†) =
1
2N2σ2
n∑
l=−n
tw˜l,∗A˜µ
N ,−lw˜l +
1
Nσ2
〈cµ, w˜0〉+ 1
2σ2
‖cµ‖2. (50)
Note that the correspondence between w˜ and w† is given by (19).
Thus in order that the integrand possesses a lower bound, it suffices to
prove, since the matrixes A˜µ
N ,l are Hermitian positive that there exists a
lower bound for
1
N2
tw˜0A˜µ
N ,0w˜0 +
2
N
〈w˜0, cµN 〉, (51)
We have made use of the fact that w˜0 and A˜µ
N ,0 are real (since they are each
a sum of real variables). Let K˜µ
N ,0 = Oµ
N
Dµ
N tOµ
N
, where Dµ
N
is diagonal
and Oµ
N
is orthonormal. We define X =t Oµ
N
w˜0, so that (51) is equal to
1
N2
tXDµ
N
(σ2IdT +D
µN )−1X +
2
N
T∑
t=1
〈tOµNt , cµ
N 〉Xt, (52)
where Oµ
N
t is the t-th column vector of O
µN . In order that (52) is bounded
below, we require that the coefficient of X converges to zero when Dµ
N
does.
The following lemma is sufficient.
Lemma 18. For each 1 ≤ t ≤ T ,
〈cµN , OµNt 〉2 ≤
J¯2
Λ˜min
Dµ
N
tt ,
where Λ˜min is given in proposition 1.
Proof. If J¯ = 0 the conclusion is evident, thus we assume throughout this
proof that J¯ 6= 0. Since DµNtt = tO¯µ
N
t K˜
µN ,0Oµ
N
t , we find from the definition
that
Dµ
N
tt = θ
2〈1T , OµNt 〉2 +
n∑
k,m=−n
ΛN(k,m) tOµ
N
t M
µN ,mOµ
N
t .
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We introduce the matrixes (Lµ
N ,k)k=−n,··· ,n, where for 1 ≤ s, t ≤ T ,
Lµ
N ,k
st = M
µN ,k
st − c¯µs c¯µt =
∫
T N
(f(u0s−1)− c¯µs−1)(f(ukt−1)− c¯µt−1)µN(du)
where c¯µ = 1
J¯
cµ
N
.
These matrices have the same properties as the matrixes Mµ
N ,k, in par-
ticular the discrete Fourier Transform (L˜µ
N ,l)l=−n,··· ,n is Hermitian positive.
Using this spectral representation we write
Dµ
N
tt = θ
2〈1T , OµNt 〉2+ Λ˜N(0, 0)〈c¯µ, Oµ
N
t 〉2+
1
N
n∑
l=−n
Λ˜N(0,−l) tOµNt L˜µ
N ,lOµ
N
t ,
and since Λ˜N(0,−l) is positive for all l = −n, · · · , n and tOµNt L˜µN ,lOµ
N
t is
positive for all t = 1, · · · , T , we have
Dµ
N
tt ≥
Λ˜N(0, 0)
J¯2
〈cµN , OµNt 〉2,
and the conclusion follows from assumption (6).
We may use the previous lemma to obtain a lower-bound for the quadratic
form (52). We recall the easily-proved identity from the calculus of quadratics
that, for all x ∈ R,
ax2 + 2bx ≥ −b
2
a
.
We therefore find, through lemma 18, that (52) is greater than or equal to
− J¯
2
Λ˜min
(
Tσ2 +
T∑
t=1
Dµ
N
tt
)
= − J¯
2
Λ˜min
(
Tσ2 + Trace(K˜µ
N ,0))
)
. (53)
Since K˜µ
N ,0 =
∑n
k=−nK
µ,k and Kµ,k = θ2δk1T
t1T +
∑n
m=−n Λ(k,m)M
µ,m, it
follows that
Trace(K˜µ
N ,0) ≤ T (θ2 + Λsum) .
Putting all this together we find that φN(µ, v) is greater than −β2, where
β2 =
T J¯2
2σ2Λ˜min
(
σ2 + θ2 + Λsum
)
. (54)
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This is a ‘universal’ constant which depends only on the model parameters
and not on the particular measure µ.
We then have the following proposition.
Proposition 19. Γ2(µ
N) is lower-semicontinuous.
Proof. We define φN,M(µN , v) = 1BM (v)
(
φN(µN , v) + β2
)
, where v ∈ BM if
N−1
∑n
j=−n ‖vj‖2 ≤M . We have just seen that φN,M ≥ 0. We also define
ΓM2 (µ
N) =
∫
T N
T
φN,M(µ, v)µN
1,T
(dv)− β2.
Suppose that νN → µN with respect to the weak topology. Observe that
∣∣ΓM2 (µN)− ΓM2 (νN )∣∣ ≤
∣∣∣∣∣
∫
T N
T
φN,M(µN , v)µN
1,T
(dv)−
∫
T N
T
φN,M(µN , v)νN1,T (dv)
∣∣∣∣∣
+
∣∣∣∣∣
∫
T N
T
φN,M(µN , v)νN1,T (dv)−
∫
T N
T
φN,M(νN , v)νN1,T (dv)
∣∣∣∣∣ .
We may infer from the above expression that ΓM2 (µ
N) is continuous (with
respect to µN) for the following reasons. The first term on the right hand side
converges to zero because φN,M is continuous and bounded (with respect to
v). The second term converges to zero because φN,M(µN , v) is a continuous
function of µN , see proposition 13.
Since ΓM2 (µ
N) grows to Γ2(µ
N) asM →∞, we may conclude that Γ2(µN)
is lower semicontinuous with respect to µN .
We define Γ(µN) = Γ1(µ
N)+Γ2(µ
N). We may conclude from propositions
15 and 19 that Γ is measureable.
3.3 The Radon-Nikodym derivative
In this section we determine the Radon-Nikodym derivative of ΠN with re-
spect to RN . However in order for us to do this, we must first compute the
Radon-Nikodym derivative of QN with respect to P⊗N . We do this in the
next proposition where, and we will use the same notation throughout the
paper, the usual inner product of two vectors u and v of RT is noted 〈u, v〉.
Proposition 20. The Radon-Nikodym derivative of QN with respect to P⊗N
is given by the following expression.
dQN
dP⊗N
(u−n, · · · , un) =
E
[
exp
(
1
σ2
(
n∑
j=−n
〈Ψ1,T (uj), Gj〉 − 1
2
‖Gj‖2
))]
, (55)
the expectation being taken against the N T -dimensional Gaussian processes
(Gi), i = −n, · · · , n given by
Git =
n∑
j=−n
JNij f(u
j
t−1) + θi − θ¯, t = 1, · · · , T, (56)
and the function Ψ being defined by (13) and (14).
Proof. For fixed (JN ,Θ), we let RJN ,Θ : R
N(T+1) → RN(T+1) be the mapping
u→ y, i.e. RJN ,Θ(u−n, · · · , un) = (y−n, · · · , yn), where for j = −n, · · · , n,{
yj0 = u
j
0
yjt = u
j
t − γujt−1 −Gjt t = 1, · · · , T.
The determinant of the Jacobian of RJN ,Θ is 1 for the following reasons.
Since dy
j
s
dukt
= 0 if t > s, the determinant is
∏T
s=0Ds, where Ds is the Jacobian
of the map (u−ns , . . . , u
n
s ) → (y−ns , . . . , yns ) induced by RJN ,Θ. However Ds is
evidently 1. Similar reasoning implies that RJN ,Θ is a bijection.
It may be seen that the random vector Y = RJN ,Θ(U) is such that Y
j
0 =
U j0 and Y
j
t = B
j
t−1 + θ¯ where |j| ≤ n and t = 1, · · · , T. Therefore
Y j ≃ NT (θ¯1T , σ2IdT )⊗ µI , j = −n, · · · , n.
Since the determinant of the Jacobian of RJN ,Θ is one, we obtain the law of
QN(JN ,Θ) by applying the inverse of RJN ,Θ to the above distribution, i.e.
QN(JN ,Θ)(du) =
(
2πσ2
)−NT
2 exp
(
− 1
2σ2
‖RJN ,Θ(u)‖2
) n∏
j=−n
µI(du
j
0)
T∏
t=1
dujt .
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Recalling that P⊗N = QN(0, θ¯1N), we therefore find that
dQN(JN ,Θ)
dP⊗N
(u) = exp
(
− 1
2σ2
(‖RJN ,Θ(u)‖2 − ‖R0,θ¯1N (u)‖2)
)
.
Taking the expectation of this with respect to JN and Θ yields the result.
We now prove that the Gaussian system (Gis)i=−n,...,n,s=1,...,T has the same
law as the system G(µˆ
N )N , as defined in (31) and afterwards.
Proposition 21. Fix u ∈ T N . The covariance of the Gaussian system (Gis),
where i = −n, . . . , n and s = 1, . . . , T writes K(µˆN (u))N , where (µˆN(u))N is
the N-dimensional marginal of µˆN(u). For each i, the mean of Gi is cµˆ
N (u).
Proof. The proof follows from the definition (56).
The mean of Git is equal to
E
[
Git
]
=
J¯
N
n∑
j=−n
f(ujt−1) = J¯
∫
T Z
f(y0t−1) dµˆ
N(u)(y),
for t = 1, · · · , T . This is indeed independent of the index i.
Let us now examine the covariance function K of these N Gaussian pro-
cesses. It is an NT ×NT matrix which has a block structure, each block Kik,
i, k = −n, · · · , n, being the T ×T covariance matrix of the two processes Gi
and Gk. We have
Kikts = cov(G
i
tG
k
s) =
n∑
j, l=−n
cov(JNij J
N
kl )f(u
j
t−1)f(u
l
s−1)+θ
2δi−k, s, t = 1, · · · , T.
Because of our definition (2) of the covariance structure we have
Kikts =
n∑
m=−n
Λ(k − i,m)
(
1
N
n∑
j=−n
f(ujt−1)f(u
j+m
s−1 )
)
+ θ2δi−k. (57)
Since Kik depends only on (k− i), it can be seen that K is a block circulant
matrix, and we may write
Kik
def≡ K(k−i) mod N ,
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where we recall that j mod N lies between ±n. It may be inferred from
(57) that
Kits = θ
2δi +
n∑
m=−n
Λ(i,m)
∫
T N
f(v0t−1)f(v
m
s−1) (µˆ
N(u))N(dv).
After a comparison of this with (31), we find that K = K(µˆ
N (u))N .
We obtain an alternative expression for the Radon-Nikodym derivative in
(55) by applying lemma 5. That is, we substitute
Z = (G−n, · · · , Gn), a = 1
σ2
(v−n, · · · , vn), and b = 1
σ2
into the formula in
lemma 5. After noting proposition 21 we thus find that
Proposition 22. The Radon-Nikodym derivatives write as
dQN
dP⊗N
(u−n, · · · , un) = exp(NΓ((µˆN(u−n, · · · , un))N)),
dΠN
dRN
(µ) = exp(NΓ(µN)).
Here µ ∈ M+1,s(T Z), Γ(µ) = Γ1(µ) + Γ2(µ) and the expressions for Γ1 and
Γ2 have been defined in equations (41) and (45).
The second expression in the above proposition follows from the first one
because Γ is measureable.
4 The large deviation principle
In this section we prove the principal result of this paper (Theorem 4), that
the image laws ΠN satisfy an LDP with good rate function H (to be defined
below). We do this by firstly establishing an LDP for the image law with
uncoupled weights (RN ), see definition 2, and then use the Radon-Nikodym
derivative of corollary 22 to establish the full LDP for ΠN . Therefore our
first task is to write the LDP governing RN .
Let µ, ν be probability measures over a Polish Space Ω with respect to
the Borelian σ-algebra B(Ω). The Ku¨llback-Leibler divergence of µ relative
to ν is
I(2)(µ, ν) =
∫
Ω
log
(
dµ
dν
)
dµ
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if µ is absolutely continuous with respect to ν, and I(2)(µ, ν) =∞ otherwise.
Let νZ be the infinite product measure on ΩZ induced by ν. If µ is a
stationary probability measure over ΩZ, then the process-level entropy of µ
with respect to νZ is defined to be
I(3)(µ, νZ) = lim
N→∞
1
N
I(2)(µN , ν⊗N). (58)
RN is governed by the following large deviation principle [23, 2].
Theorem 23. If F is a closed set in M+1,s, then
lim
N→∞
N−1 logRN (F ) ≤ − inf
µ∈F
I(3)(µ, PZ),
and for all open sets O
lim
N→∞
N−1 logRN (O) ≥ − inf
µ∈O
I(3)(µ, PZ).
Here
I(3)
(
µ, PZ
)
= I(3)
(
µ0, µ
Z
I
)
+
∫
R
∞
I(3)
(
µu0, P
Z
u0
)
dµ0(u0), (59)
where µu0 ∈ M+1,s(T ZT ) is the conditional probability distribution of µ given
u0 in R
Z. I(3) is a good rate function (i.e. its level sets are compact). In
addition, the set of measures {RN} is exponentially tight. This means that,
for all 0 ≤ a < ∞, there exists a compact set Ka ⊂ M+1,s(T Z) such that for
all N
lim
N→∞
N−1 logRN (Kca) < −a.
Proof. RN satisfies an LDP with good rate function I(3)(µ, PZ) [25]. In turn,
a sequence of probability measures (such as {RN}) over a Polish Space satisfy-
ing a large deviations upper bound with a good rate function is exponentially
tight [20].
It is an identity in [22] that
I(2)(µN , P⊗N) = I(2)
(
µN0 , µ
⊗N
I
)
+
∫
R
N
I(2)
(
µNu0, P
⊗N
u0
)
µN0 (du
−n
0 · · · dun0).
We divide by N and then take N →∞ to obtain (59).
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Because Ψ is bijective and continuous, it may be easily shown that
I(2)
(
µN , P⊗N
)
= I(2)
(
µN , P⊗N
)
(60)
I(3)
(
µ, PZ
)
= I(3)
(
µ, PZ
)
. (61)
Before we move to a statement of the LDP governing ΠN , we prove the follow-
ing relationship between the set E2 (see definition 5) and the set of stationary
measures which have a finite Ku¨llback-Leibler information or process level
entropy with respect to PZ.
Lemma 24. We have
{µ ∈M+1,s(T Z), I(3)(µ, PZ) <∞} ⊂ E2.
Proof. Let µ ∈M+1,s(T Z). We use the classical result that
I(2)
(
µN , P⊗N
)
= sup
ϕ∈Cb(T N )
(∫
T N
ϕdµN − log
∫
T N
exp(ϕ) dP⊗N
)
. (62)
We let ρ(y) =
∑T
s=1
∑n
k=−n(y
k
s )
2 and ϕ(y) = aρ(y), where a > 0. The
function ρM(x) = ρ(x)1ϕ(x)≤M is in Cb(T N ), hence for all a > 0
a
∫
T N
ρM dµ
N ≤ log
∫
T N
exp(aρM) dP
⊗N + I(2)(µN , P⊗N).
According to proposition 2, P 1,T ≃ N (0T , σ2IdT ). Hence, as soon as 1 −
2aσ2 > 0, we obtain using an easy Gaussian computation that
log
∫
T N
exp(aρ) dP⊗N = −NT
2
log(1− 2aσ2).
Hence, since
∫
T N ρ dµ
N = NE
µ
1,T [‖v0‖2], after taking M →∞ and applying
the dominated convergence theorem we have
aE
µ
1,T [‖v0‖2] ≤ −T
2
log(1− 2aσ2) + 1
N
I(2)(µN , P⊗N).
By taking the limit N →∞ we obtain the result.
We are now in a position to define what will be the rate function of the
LDP governing ΠN .
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Definition 6. Let H be the function M+1,s(T Z)→ R ∪ {+∞} defined by
H(µ) =
{
+∞ if I(3)(µ, PZ) =∞
I(3)(µ, PZ)− Γ(µ) otherwise.
Here Γ(µ) = Γ1(µ) + Γ2(µ) and the expressions for Γ1 and Γ2 have been
defined in equations (41) and (45). Note that because of proposition 16 and
lemma 24, whenever I(3)(µ, PZ) is finite, so is Γ(µ).
4.1 Lower bound on the open sets
We prove the second half of proposition 4.
Lemma 25. For all open sets O,
lim
N→∞
N−1 log ΠN(O) ≥ − inf
µ∈O
H(µ).
Proof. From the expression for the Radon-Nikodym derivative in corollary
22 we have
ΠN(O) =
∫
O
exp
(
NΓ(µN )
)
dRN(µ).
If µ ∈ O is such that I(3)(µ, PZ) =∞, then H(µ) =∞ and evidently
lim
N→∞
N−1 log ΠN(O) ≥ −H(µ). (63)
We now prove (63) for all µ ∈ O such that I(3)(µ, PZ) < ∞. Let ε > 0 and
ZNε (µ) ⊂ O be an open neighbourhood containing µ such that
infγ∈ZNε (µ) Γ(γ
N ) ≥ Γ(µN)− ε. Such {ZNε (µ)} exist for all N because of the
lower semi-continuity of Γ(µN) (see proposition 19) and the fact that the
projection µ→ µN is clearly continuous. Then
lim
N→∞
N−1 log ΠN(O) = lim
N→∞
N−1 log
∫
O
exp(NΓ(γN))dRN(γ)
≥ lim
N→∞
N−1 log
(
RN(ZNε (µ))× inf
γ∈ZNε (µ)
exp(NΓ(γN ))
)
≥ −I(3)(µ, PZ) + lim
N→∞
inf
γ∈ZNε (µ)
Γ(γN)
≥ −I(3)(µ, PZ) + lim
N→∞
Γ(µN)− ε
= −I(3)(µ, PZ) + Γ(µ)− ε.
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The last equality follows from lemma 14 and proposition 16. Since ε is
arbitrary, we may take the limit as ε → 0 to obtain (63). Since (63) is true
for all µ ∈ O the lemma is proved.
4.2 Exponential Tightness of ΠN
We recall that if µ ∈ M+1,s(T Z) but µ /∈ E2, then I(3)(µ, PZ) = Γ(µ) = ∞.
We begin with the following technical lemma.
Lemma 26. There exist positive constants c > 0 and a > 1 such that, for
all N , ∫
T N
exp
(
aNφN (µˆN(u),Ψ(u))
)
P⊗N(du) ≤ exp(Nc),
where φN is defined in (46).
Proof. We have from (50) that φN (µ, v) = φN† (µ, w†), where w
j
† = v
j
† for
all j, except that w0† = v
0
† − Ncµ. Since (by (20)) the distribution of the
variables v† under P
⊗N
† is NT (0T , Nσ2IdT )⊗N , the distribution of w† under
P⊗N† is NT (Ncµ, Nσ2IdT)⊗N . By lemma 17, the eigenvalues of A˜µN ,j are
upperbounded by 0 < α < 1, for all j. Thus
NφN† (µ, w†) ≤
α
2Nσ2
n∑
l=−n
‖wl†‖2 +
1
σ2
〈cµ, w0†〉+
N
2σ2
‖cµ‖2. (64)
Hence we find that∫
T N
exp
(
aNφN(µˆN(u),Ψ(u))
)
P⊗N(du) ≤
(√
2πNσ2
)−NT
×
∫
T N−1
T
G1 exp

 1
2Nσ2

 n∑
|j|=1
aα‖yj‖2 − ‖yj‖2



 n∏
|j|=1
T∏
t=1
dyjt ,
where
G1 =
∫
TT
exp
[
1
2Nσ2
×
[
aα‖y0‖2 + 2aN〈cµˆN , y0〉+ aN2‖cµˆN‖2 − ‖y0 +NcµˆN‖2
] ] T∏
t=1
dy0t .
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We note the dependency of G1 on (yj) (for all |j| 6= n) via cµˆN . After
diagonalisation, we find that
G1 =
∫
TT
exp
[
N‖cµˆN‖2a(a− 1)(1− α)
2(1− aα)σ2
]
×
exp

−(1− aα)
2Nσ2
T∑
s=1
(
y0s −
Ncµˆ
N
s (a− 1)
1− aα
)2 T∏
s=1
dy0s .
We assume that a > 1 is such that 1− aα > 0. To bound this expression, we
note the identity that if A : R→ R satisfies |A| ≤ B > 0 and γc > 0, then∫
R
exp
(
− 1
2γc
(t−A(t))2
)
dt ≤ 2B +
√
2πγc.
Since |cµˆNs | ≤ |J¯ |, and hence ‖cµˆN‖2 ≤ T J¯2, we therefore find that G1 ≤ Gc1,
where
Gc1 = exp
[
NTJ¯2a(a− 1)(1− α)
2σ2(1− aα)
](
2N |J¯ |(a− 1)
1− aα +
√
2πNσ2
1− aα
)T
.
Thus∫
T N
exp
(
aNφN (µˆN(u),Ψ(u))
)
P⊗N(du) ≤ Gc1(1− aα)−
T (N−1)
2
(
2πNσ2
)−T
2 ,
which yields the lemma.
Proposition 27. The family {ΠN} is exponentially tight.
Proof. Let B ∈ B(M+1,s(T Z)). We have
ΠN(B) =
∫
(µˆN )−1(B)
expNΓ(µˆN(u))P⊗N(du).
Through Ho¨lder’s Inequality, we find that for any a > 1 such that 1−aα > 0:
ΠN(B) ≤ RN(B)(1− 1a )
(∫
(µˆN )−1(B)
exp
(
aNΓ(µˆN (u))
)
P⊗N(du)
) 1
a
,
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Now it may be observed that∫
T N
exp
(
aNΓ(µˆN(u))
)
P⊗N(du)
=
∫
T N
exp
(
aNφN (µˆN(u),Ψ(u)) + aNΓ1(µˆ
N(u))
)
P⊗N(du).
Since Γ1 ≤ 0, it follows from lemma 26 that
ΠN(B) ≤ RN (B)(1− 1a ) exp
(
Nc
a
)
. (65)
By the exponential tightness of {RN} (as proved in lemma 23), for each
L > 0, there exists a compact set KL such that
lim
N→∞
N−1 log(RN(KcL)) ≤ −L.
It thus suffices for us to choose
B = Kc a
a−1
(L+ c
a
).
We finish with another technical lemma which will be of use later on.
Lemma 28. There exist constants a > 1 and c > 0 such that for all µ ∈
M+1,s(T Z) ∩ E2,
Γ(µ) ≤
(
I(3)(µ, PZ) + c
)
a
.
Proof. We have (from (58)) that
I(3)(µ, PZ) = lim
N→∞
N−1I(2)
(
µN , P⊗N
)
.
We recall that I(2) may be expressed using the Fenchel-Legendre transform
as
I(2)
(
µN , P⊗N
)
=
= sup
ςN∈Cb(T N )
(∫
T N
ςN (u)µN(du)− log
∫
T N
exp(ςN(u))P⊗N(du)
)
, (66)
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where ςN is a continuous, bounded function on T N . We let ςNM = a1BM ςN∗ ,
where ςN∗ (u) = N(φ
N(µ,Ψ(u))+Γ1(µ
N)), and u ∈ BM only if either ‖Ψ(u)‖ ≤
NM or (φN(µ,Ψ(u)) + Γ1(µ
N)) ≤ 0. We proved in section 3.2.2 that
φN(µ,Ψ(u)) possesses a lower bound, which means that ςNM is continuous
and bounded. Furthermore ςNM grows to ς
N
∗ , so that after substituting ς
N
M
into (66) and taking M → ∞ (i.e. applying the dominated convergence
theorem), we obtain
a
∫
T N
ςN∗ (u)µ
N(du) ≤ log
∫
T N
exp
(
aςN∗ (u)
)
P⊗N(du)+ I(2)(µN , P⊗N). (67)
It can be easily shown, similarly to lemma 26, that
log
∫
T N exp
(
aςN∗ (u)
)
P⊗N(du) ≤ Nc. We may thus divide both sides by aN
and let N →∞ to obtain the required result.
4.3 Upper Bound on the Compact Sets
In this section we obtain an upper bound on the compact sets, i.e. the first
half of theorem 4 for F compact. Our method is to obtain an LDP for a
simplified Gaussian system (with fixed Aν and cν), and then prove that this
converges to the required bound as ν → µ.
4.3.1 An LDP for a Gaussian measure
We linearise Γ in the following manner. Fix ν ∈ M+1,s(T Z) and assume for
the moment that µ ∈ E2. Let
Γν2(µ
N) =
∫
T N
T
φN∞(ν, v)dµ
N
1,T
(v), where (68)
φN∞(ν, v) =
1
2σ2
(
1
N
n∑
j,k=−n
t(vj−cν)Aν, k−j(vk−cν)+ 2
N
n∑
j=−n
〈cν, vj〉−‖cν‖2
)
.
(69)
Let us also define
ΓN1 (ν) = −
1
2N
log det
(
IdNT +
1
σ2
Kν,N
)
,
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where Kν,N is the NT×NT matrix with elements given by Kν,lst , l = −n · · ·n.
Its T × T blocks are noted Kν,N,l. We define
Γν(µN) = ΓN1 (ν) + Γ
ν
2(µ
N), and
Γν2(µ) = limN→∞ Γ
ν
2(µ
N). We find, using the first identity in proposition 16,
that
Γν2(µ) =
1
2σ2
(
1
2π
∫ pi
−pi
A˜ν(−ω) : v˜µ(dω)
−2 tcνA˜ν(0)v¯µ + tcνA˜ν(0)cν + 2〈cν, v¯µ〉 − ‖cν‖2
)
, (70)
where v¯µ = E
µ
1,T [v0], and v˜µ is the spectral measure defined in (40). We
recall that : denotes double contraction on the indices.
Similarly to lemma 14, we find that
lim
N→∞
ΓN1 (ν) = −
1
4π
∫ pi
−pi
(
log det
(
IdT +
1
σ2
K˜ν(ω)
))
dω = Γ1(ν). (71)
For µ ∈ E2, we define Hν(µ) = I(3)(µ, PZ) − Γν(µ); for µ /∈ E2, we define
Γν2(µ) = Γ
ν(µ) = ∞ and Hν(µ) = ∞. In fact it will be seen that Hν is the
rate function for the Gaussian Stationary Process Qν which we now define.
Definition 7. Let Qν ∈ M+1,s
(T Z) with N -dimensional marginals Qν,N
given by
Qν,N(B) =
∫
B
exp
(
NΓν(µˆN(v))
)
P⊗N(dv), (72)
where B ∈ B(T N). This defines a law Qν ∈ M+1,s
(T Z) according to the
correspondence in definition 1.
It is easily shown that Qν
1,T
is Gaussian, with covariance operator σ2Id +
Kν and mean cν . The spectral density of the covariance is σ2IdT + K˜
ν . In
addition,
Qν
0
= µZI . (73)
Definition 8. Let Πν,N be the image law of Qν,N under µˆN , i.e. for B ∈
B(M+1,s(T Z)),
Πν,N(B) = Qν,N
(
µˆN ∈ B) .
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Lemma 29. The image law Πν,N satisfies a strong LDP (in the manner of
Theorem 4) with good rate function
Hν(µ) = I(3)
(
µ, PZ
)− Γν(µ). (74)
This result is proved in appendix A. For B ∈ B(M+1,s(T Z)), we define the
image law
Πν,N(B) = Qν,N (µˆN ∈ B) = Qν,N(µˆN ∈ B).
It follows from the contraction principle that if we write Hν(µ) := Hν(µ),
then
Corollary 30. The image law Πν,N satisfies a strong LDP with good rate
function
Hν(µ) = I(3)(µ, PZ)− Γν(µ). (75)
4.3.2 An upper bound for ΠN over compact sets
In this section we derive an upper bound for ΠN over compact sets using the
LDP of the previous section. Before we do this, we require some lemmas gov-
erning the ‘distance’ between Γν and Γ. Let K˜µ,N be the DFT of (Kµ,j)
n
j=−n,
and similarly A˜µ,N is the DFT of (Aµ,j)nj=−n. We define
CνN = sup
M≥N,(2|l|+1)≤M
{‖A˜νM ,l − A˜ν,M,l‖, ‖K˜νM ,l − K˜ν,M,l‖}, (76)
where we have taken the operator norm.
Lemma 31. For all ν ∈M+1,s(T Z), CνN is finite and
CνN → 0 as N →∞.
Proof. We recall from proposition 13 that K˜ν
M
st (ω) converges uniformly (in
ω) to K˜νst(ω). The same holds for K˜
ν,M,l
st , because this represents the partial
summation of an absolutely converging Fourier Series. That is, for fixed
ω = 2πlM/M , K˜
ν,M,lM
st → K˜νst(ω) as M → ∞. The result then follows from
the equivalence of matrix norms. The proof for A˜ν is analogous.
Lemma 32. There exists a constant C0 such that for all ν in M+1,s(T Z), all
ε > 0 and all µ ∈ Vε(ν) ∩ E2,∣∣Γ(µN)− Γν(µN)∣∣ ≤ C0(CνN + ε)(1 + Eµ1,T [‖v0‖2]).
Here Vε(ν) is the open neighbourhood defined in proposition 13, and µ is given
in definition 1.
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Proof. We firstly bound Γ1.∣∣Γ1(µN)− ΓN1 (ν)∣∣ ≤
1
2N
n∑
l=−n
∣∣∣log det(IdT + σ−2K˜µN ,l)− log det(IdT + σ−2K˜νN ,l)∣∣∣
+
1
2N
n∑
l=−n
∣∣∣log det(IdT + σ−2K˜νN ,l)− log det(IdT + σ−2K˜ν,N,l)∣∣∣ .
It thus follows from proposition 13 and lemma 31 that∣∣Γ1(µN)− ΓN1 (ν)∣∣ ≤ C∗0 (CνN + ε),
for some constant C∗0 which is independent of ν and N .
We define φN∞,†(ν, v†) = φ
N
∞(ν, (HNT )−1(v)), whereHNT is given in definition
3 and φN∞ is given in (69), and find that
φN∞,†(µ, v†) =
1
2N2σ2
n∑
l=−n
tv˜l,∗A˜ν,−lv˜l
+
1
Nσ2
tv˜0
(
IdT − A˜ν(0)
)
cν +
1
2σ2
tcν
(
IdT − A˜ν(0)
)
cν . (77)
This means that
Γν2(µ
N)− Γ2(µ) =
∫
T N
T
φN∞,†(ν, v†)− φN† (µ, v†)µN† (dv†). (78)
Upon expansion of the above expression, we find that∣∣φN∞,†(ν, v†)− φN† (µ, v†)∣∣ ≤
1
2σ2
(
1
N2
n∑
l=−n
‖A˜µN ,−l − A˜ν,N,−l‖‖v˜l‖2 + 2
N
‖dν,µ‖‖v˜0‖+ |eν,µ|
)
,
where dν,µ = c
µ − cν + A˜ν,N,0cν − A˜µN ,0cµand eν,µ = tcµA˜µN ,0cµ − ‖cµ‖2 −
tcνA˜ν,N,0cν + ‖cν‖2. It follows from proposition 12 and lemma 31 that the
(Euclidean) norm each of the above terms is bounded by C∗(CνN+ε) for some
constant C∗.
The lemma now follows after consideration of the fact that
∫
T Z
T
‖vk‖2µ
1
.T (dv) =
E
µ
1,T [‖v0‖2], ‖v˜0‖2 ≤ N∑nk=−n ‖vk‖2 (Cauchy-Schwarz) and, because of the
properties of the DFT,
∑n
l=−n ‖vl‖2 = N
∑n
k=−n ‖v˜k‖2.
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We are now ready to begin the proof of the upper bound on compact sets.
Proposition 33. Let K be a compact subset of M1,s(T Z). Then
lim
N→∞
N−1 log(ΠN (K)) ≤ − infK H.
Proof. Fix ε > 0. Let Vε(ν) be the open neighbourhood of ν defined in propo-
sition 13, and let V¯ε(ν) be its closure. Since K is compact and {Vε(ν)}ν∈K is
an open cover, there exists an r and {νi}ri=1 such that K ⊂
⋃r
i=1 Vε(νi). We
find that
lim
N→∞
N−1 log
(
ΠN
(
r⋃
i=1
Vε(νi) ∩K
))
≤ sup
1≤i≤r
lim
N→∞
N−1 log
(
ΠN
(
V¯ε(νi) ∩K
))
.
It follows from the fact that µˆN ∈ E2, lemma 32 and the definition of ΠN
that
ΠN(V¯ε(νi) ∩K) ≤
∫
µˆN (u)∈V¯ε(νi)∩K
exp
(
NΓνi(µˆN(u))+
NC0(ε+ C
νi
N )
(
1 +
1
N
n∑
j=−n
‖Ψ1,T (uj)‖2
))
P⊗N1,T (du), (79)
where if u ∈ T , Ψ1,T (u) = (Ψ(u)1, . . . ,Ψ(u)T ). From the definition of Qν,N
in (72) and Ho¨lder’s Inequality, for p, q such that 1
p
+ 1
q
= 1, we have
ΠN(V¯ε(νi) ∩K) ≤
(
Qνi,N(µˆN(u) ∈ V¯ε(νi) ∩K)
) 1
p D
1
q , (80)
where
D =
∫
µˆN (u)∈V¯ε(νi)∩K
exp
(
qNC0(ε+ C
νi
N )
(
1 +
1
N
n∑
j=−n
‖Ψ1,T (uj)‖2
))
Qνi,N1,T (du)
≤ exp qNC0(ε+ CνiN )×∫
µˆN (v)∈Ψ(V¯ε(νi)∩K)
exp
(
qC0(ε+ C
νi
N )
(
n∑
j=−n
‖vj‖2
))
Qνi,N
1,T
(dv).
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We note from lemma 10 that the eigenvalues of the covariance of Qνi,N are
upperbounded by σ2 + ρK . Thus for this integral to converge it is sufficient
that
qC0(ε+ C
νi
N ) ≤
1
2(σ2 + ρK)
. (81)
This condition will always be satisfied for sufficiently small ε and sufficiently
large N (since CνiN → 0 as N →∞). By corollary 30,
lim
N→∞
N−1 log
(
Qνi,N(µˆN(u) ∈ V¯ε(νi) ∩K)
) ≤ − inf
µ∈V¯ε(νi)∩K
Hνi(µ), (82)
where we defined Qνi,N in the previous section. We apply lemma 5 to find
∫
µˆN (v)∈Ψ(V¯ε(νi)∩K)
exp qC0(ε+ C
νi
N )
(
n∑
j=−n
‖vj‖2
)
Qνi,N
1,T
(dv) ≤
(
det
(
(1− 2qC0(ε+ CνiN )σ2)IdNT − 2qC0(ε+ CνiN )Kνi,N
))− 1
2 ×
exp
(
2C20q
2((ε+ CνiN )
2)t(1NT c
νi)B((IdT ⊗ 1N)cνi) +NqC0(ε+ CνiN )‖cνi‖2
)
where IdT ⊗ 1N is the NT × T block matrix with each block IdT and
B = (σ2IdNT +K
νi,N)((1− 2C0q(ε+ CνiN )σ2)IdNT − 2C0q(ε+ CνiN )Kνi,N)−1
is a symmetric block circulant matrix.
We note Bk, k = −n, · · · , n its T × T blocks. We have
t((IdT ⊗ 1N)cνi)B((IdT ⊗ 1N)cνi) = N tcνi
(
n∑
k=−n
Bk
)
cνi = N tcνiB˜0cνi ,
where B˜0 is the 0th component of the spectral representation of the sequence
(Bk)k=−n,··· ,n. Let vm be the largest eigenvalue of B. Since (by lemma 6) the
eigenvalues of B˜0 are a subset of the eigenvalues of B, we have
t((IdT ⊗ 1N)cνi)B((IdT ⊗ 1N)cνi) ≤ Nvm‖cνi‖2.
From the definition of B and through lemma 10 we have
vm ≤ σ
2 + ρK
1− 2C0q(ε+ CνiN )(σ2 + ρK)
.
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Hence we have, since ‖cνi‖2 ≤ T J¯2
exp
(
2C20(q
2(ε+ CνiN )
2t((IdT ⊗ 1N)cνi)B((IdT ⊗ 1N)cνi)
) ≤
exp
(
NT × 2C
2
0q
2(ε+ CνiN )
2(σ2 + ρK)J¯
2
1− 2C0q(ε+ CνiN )(σ2 + ρK)
)
.
Since the determinant is the product of the eigenvalues, we similarly find
that
(
det
(
(1− 2C0q(ε+ CνiN )σ2)IdNT − 2C0q(ε+ CνiN )Kνi,N
))− 1
2 ≤(
1− 2C0q(ε+ CνiN )(σ2 + ρK)
)−NT
2 .
Upon collecting the above inequalities, and noting that ‖cν‖2 ≤ T J¯2, we find
that
D ≤ exp(NsνiN (q, ε)), (83)
where
sνiN(q, ε) = T
(
−1
2
log
(
1− 2C0q(ε+ CνiN )(σ2 + ρK)
)
+
2C20q
2(ε+ CνiN )
2(σ2 + ρK)J¯
2
1− 2C0q(ε+ CνiN )(σ2 + ρK)
+ qC0(ε+ C
νi
N )
(
1
T
+ J¯2
))
.
We let s(q, ε) = lim
N→∞
sνiN(q, ε), and find through lemma 31 that
s(q, ε) = T
(
−1
2
log
(
1− 2C0qε(σ2 + ρK)
)
+
2C20q
2ε2(σ2 + ρK)J¯
2
1− 2C0qε(σ2 + ρK) + qC0ε
(
1
T
+ J¯2
))
.
Notice that s(q, ε) is independent of νi and that s(q, ε)→ 0 as ε→ 0. Using
(80), (82) and (83) we thus find that
lim
N→∞
N−1 log(ΠN(K)) ≤ sup
1≤i≤r
−1
p
inf
µ∈K∩V¯ε(νi)
Hνi(µ)− 1
q
s(q, ε).
Recall that Hν(µ) =∞ for all µ /∈ E2. Thus if K ∩E2 = ∅, we may infer that
lim
N→∞
N−1 log(ΠN (K)) = −∞ and the proposition is evident. Thus we may
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assume without loss of generality that infµ∈K Hνi(µ) = infµ∈K∩E2 H
νi(µ).
Furthermore it follows from proposition 34 (below) that there exists a con-
stant CI such that for all µ ∈ V¯ε(νi) ∩ E2,
Hνi(µ) ≥ I(3)(µ, PZ)− Γ(µ)− CIε(1 + I(3)(µ, PZ)).
We thus find that
lim
N→∞
N−1 log(ΠN (K)) ≤
− 1
p
inf
K∩E2
(
I(3)(µ, PZ)(1− CIε)− Γ(µ)
)− s(q, ε)
q
+
ε
p
CI ,
We take ε→ 0 and find, through the use of lemma 28, that
lim
N→∞
N−1 log(ΠN(K)) ≤ −1
p
inf
K
(
I(3)(µ, PZ)− Γ(µ)) .
The proof may thus be completed by taking p→ 1.
Proposition 34. There exists a positive constant CI such that, for all ν
in M+1,s(T Z) ∩ E2, all ε > 0 and all µ ∈ V¯ε(ν) ∩ E2 (where V¯ε(ν) is the
neighbourhood defined in proposition 13),
|Γν(µ)− Γµ(µ)| ≤ CIε
(
1 + I(3)(µ, PZ)
)
. (84)
The proof is very similar to that of lemma 32 and we leave it to the reader.
4.4 End of the proof of theorem 4
Lemma 35. H(µ) is lower-semi-continuous.
Proof. Fix µ and let (µm)m≥0 converge weakly to µ as m→∞. We let (µpm)
be a subset such that lim
m→∞
H (µm) = lim
m→∞
H(µpm). Suppose firstly that
lim
m→∞
I(3)
(
µpm, P
Z
)
=∞. (85)
From lemma 28 we have that, if µpm ∈ E2, then
H(µpm) ≥
(
1− 1
a
)
I(3) (µpm) − ca , where a > 1 and c > 0 are constants.
Otherwise, if µpm /∈ E2 then (through lemma 24) H(µpm) = ∞. In either
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case, we find that lim
m→∞
H (µpm) = lim
m→∞
H(µpm) =∞, so that in this instance
H is lower-semicontinuous at µ.
In the second instance, we assume that (85) does not hold, so that there
exists anM such that for all m ≥M , {I(3) (µpm, PZ)} is upperbounded (and
by lemma 24, µpm ∈ E2). We then find that
lim
m→∞
H (µpm) = lim
m→∞
(
I(3)(µpm, P
Z)− Γ(µpm)
)
≥ lim
m→∞
Hµ(µpm) + lim
m→∞
(Γµ − Γ)(µpm).
Recall that Γ(µpm) = Γ
µpm (µpm). It follows from proposition 34 and the
boundedness of I(3) (µpm) that the second term is zero. However, from
lemma 45, Hµ is lower-semi-continuous, which allows us to conclude that
lim
m→∞
Hµ(µpm) ≥ Hµ(µ) = H(µ) as required.
Because {ΠN} is exponentially tight and satisfies the weak LDP with rate
function H(µ), the following corollary is immediate [21, Lemma 2.1.5].
Corollary 36. H(µ) is a good rate function, i.e. the sets {µ : H(µ) ≤ δ}
are compact for all δ ∈ R+, and it satisfies the first condition of theorem 4.
This allows us to complete the proof of theorem 4:
Proof. By combining lemmas 35 and 25, proposition 27, and corollary 36, we
complete the proof of theorem 4.
5 The unique minimum of the rate function
We first prove that there exists a unique minimum µe of the rate function.
We finish by providing explicit equations for µe which would facilitate its
numerical simulation.
Lemma 37. For µ, ν ∈M+1,s(T Z), Hν(µ) = 0 if and only if µ = Qν.
Proof. Using the correspondences in section 4.3.1, it suffices to prove that
Hν
(
µ
)
= 0 if and only if µ = Qν . We have from theorem 44 that if µ ∈
E2, then Hν(µ) = I(3)
(
µ ◦ (τ ν)−1, PZ). In turn a contraction principle [25]
dictates that
I(3)
(
µ ◦ (τ ν)−1, PZ) ≥ 0,
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with equality if and only if µ◦(τ ν)−1 = PZ. However since PZ = Qν ◦(τ ν)−1,
it follows from lemma 47 that Hν(µ) is zero if and only if µ = Qν .
Proposition 38. There is a unique distribution µe ∈M+1,s(T Z) which min-
imises H. This distribution satisfies H(µe) = 0.
Proof. By the previous lemma, it suffices to prove that there is a unique µe
such that
Qµe = µe. (86)
We define the mapping L :M+1,s(T Z)→M+1,s(T Z) by
µ→ L(µ) = Qµ.
It follows from (73) that
Qµ0 = µ
Z
I , (87)
which is independent of µ.
It may be inferred from the definitions in Section 3.1 that the marginal
of L(µ) = Qµ over Ft only depends upon the marginal of µ over Ft−1. This
follows from the fact thatQµ
s
(which determines Qµs ) is completely determined
by the means {cµt ; t = 0, . . . , s − 1} and covariances {Kµ,juv ; j ∈ Z, u, v ∈
[0, s−1]}. In turn, it may be observed from (21) and (26) that these variables
are determined by µs − 1. Thus for any µ, ν ∈M+1,s(T Z) and t ∈ [1, T ], if
µt − 1 = νt − 1,
then
L(µ)t = L(ν)t.
It follows from repeated application of the above identity that for any ν
satisfying ν0 = µ
Z
I ,
LT (ν)T = L(L
T (ν))T . (88)
Defining
µe = L
T (ν), (89)
it follows from (88) that µe satisfies (86).
Conversely if µ = L(µ) for some µ, then we have that µ = L2(ν) for any ν
such that νT −2 = µT−2. Continuing this reasoning, we find that µ = LT (ν)
for any ν such that ν0 = µ0. But by (87), since Q
µ = µ, we have µ0 = µ
Z
I .
But we have just seen that any µ satisfying µ = LT (ν), where ν0 = µ
Z
I , is
uniquely defined by (89), which means that µ = µe.
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Wemay use the proof of proposition 38 to characterize the unique measure
µe such that µe = Q
µe in terms of its image µe. This characterization allows
one to directly numerically calculate µe. We characterize µe recursively (in
time), by providing a method of determining µet in terms of µet−1. However
we must firstly outline explicitly the bijective correspondence between µet
and µet, as follows. For v ∈ T , we write Ψ−1(v) = (Ψ−1(v)0, . . . ,Ψ−1(v)T ).
We recall from (13) that Ψ−1(v)0 = v0. The coordinate Ψ−1(v)t is the affine
function of vs, s = 0 · · · t obtained from equations (13) and (14)
Ψ−1(v)t =
t∑
i=0
γivt−i + θ¯
γt − 1
γ − 1 . (90)
We have the following proposition.
Proposition 39. The mean of the limit law µe can be computed iteratively
by
cµet = J¯
∫
R
t
(
f ◦Ψ−1(v)t−1
)
µ1et−1(dv), (91)
where the measure µ1et−1 is given by
µe
1
t−1(dv) = µI(dv0)⊗Nt−1(cµe(t−1), Kµe,0(t−1,t−1))dv1 · · · dvt−1.
Kµe,l(t−1,s−1) is the (t − 1) × (s − 1) submatrix of Kµe,l composed of the rows
from times 1 to (t− 1) and the columns from times 1 to (s− 1), and
cµe(t−1) =
t(cµe1 , . . . , c
µe
t−1).
The covariance Kµe of the limit law µe can be computed from equation (26)
and
Mµe,0ts =
∫
R
max(t,s)
(
f ◦Ψ−1(v)t−1
)× (f ◦Ψ−1(v)s−1) µe1max(t−1,s−1)(dv), (92)
and for l 6= 0
Mµe,lts =
∫
R
t×Rs
(
f ◦Ψ−1(v0)t−1
)× (f ◦Ψ−1(vl)s−1) µe0,lt−1,s−1(dv0dvl) (93)
for s = 1 · · · t. Moreover (with a slight abuse of notation):
µe
(0,l)
t−1,s−1(dv
0dvl) = µI(dv
0
0)⊗ µI(dvl0)⊗
N(t−1)+(s−1)((cµe(t−1), cµe(s−1)), Kµe,(0,l)(t−1,s−1))dv01 · · ·dv0t−1dvl1 · · · dvls−1,
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where
K
µe,(0,l)
(t−1,s−1) =
[
Kµe,0(t−1,t−1) K
µe,l
(t−1,s−1)
tKµe,l(t−1,s−1) K
µe,0
(s−1,s−1)
]
.
Proof. In the course of the previous proof we saw that µe0 = µe0 = µ
Z
I . It
remains for us to explicitly outline how we determine µet from µet−1 for each
t ≥ 1. We saw in the previous proof that µet = µZI ⊗ µe1,t, where µe1,t is a
Gaussian Process (for t ≥ 1). Hence it suffices for us to provide expressions
for cµet and {Kµe,jts : s = 1, . . . , t, j ∈ Z}, since Kµe,jst = Kµe,−jts , in terms
of µet−1. The other components of the mean and covariance of µet are the
same as their analogues in µet−1. The mean is given, through the change of
variable v = Ψ(u), using definition 1, by
cµet = J¯
∫
R
f(ut−1)µ1et−1(du) = J¯
∫
R
t
(
f ◦Ψ−1(v)t−1
)
µ1et−1(dv),
where µ1e is the marginal distribution over one neuron and
µ1et−1(dv) = µI(dv0)⊗ µ1e1,t−1(dv1 · · · dvt−1),
where µ1e1,t−1 is a (t− 1)-dimensional Gaussian measure described below.
The formula for Kµe,j can be obtained from equations (26) and (22).
Indeed, we have
Kµe,j = θ¯2δj1T
t1T +
∞∑
l=−∞
Λ(j, l)Mµe,l,
and
Mµe,lts =
∫
T Z
f(u0t−1)f(u
l
s−1)dµe(u) s = 1 · · · t.
This can be rewritten, again through the change of variable v = Ψ(u), using
definition 1, as
Mµe,lts =
{ ∫
R
max(t,s) (f ◦Ψ−1(v)t−1)× (f ◦Ψ−1(v)s−1) µe1max(t−1,s−1)(dv) l = 0∫
R
t×Rs (f ◦Ψ−1(v0)t−1)×
(
f ◦Ψ−1(vl)s−1
)
µe
0,l
t−1,s−1(dv
0dvl) l 6= 0
for s = 1 · · · t. For l 6= 0 (with a slight abuse of notation):
µe
(0,l)
t−1,s−1(dv
0dvl) = µI(dv
0
0)⊗ µI(dvl0)⊗
N(t−1)+(s−1)((cµe(t−1), cµe(s−1)), Kµe,(0,l)(t−1,s−1))dv01 · · ·dv0t−1dvl1 · · · dvls−1,
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and
cµe(t−1) =
t(cµe1 , . . . , c
µe
t−1),
K
µe,(0,l)
(t−1,s−1) =
[
Kµe,0(t−1,t−1) K
µe,l
(t−1,s−1)
tKµe,l(t−1,s−1) K
µe,0
(s−1,s−1)
]
,
and Kµe,l(t−1,s−1) is the (t−1)× (s−1) submatrix of Kµe,l composed of the rows
from times 1 to (t− 1) and the columns from times 1 to (s− 1). Obviously,
if either t− 1 or s− 1 is equal to 0, the corresponding matrixes are empty.
For l = 0 we have
µe
1
t−1(dv) = µI(dv0)⊗Nt−1(cµe(t−1), Kµe,0(t−1,t−1))dv1 · · ·dvt−1
Note that the integral in the righthand side of equation (91) can be re-
duced through a change of variable to an integral over at most R2. Similarly,
the integrals in the righthand side of equations (92) and (93) can be reduced
to integrals computed over at most R4.
6 Conclusion
In this section we sketch out some important consequences of our work and
possible generalizations.
6.1 Important consequences
We note that the LDP of Moynot and Samuelides [36, 37] may be obtained
from ours by stipulating that Λ(a, b) is nonzero if and only if a = b = 0.
Their LDP may then be obtained by applying a contraction principle to our
LDP through taking the 1-dimensional marginal of µˆN . More generally, for
any d ∈ Z+ one may obtain a process-level LDP governing the interaction of
each neuron with its d neighbours by applying a contraction principle to the
d−dimensional marginal of the empirical measure.
We state some important consequences of our results, culminating in an
analog of the Ergodic Theorem. We recall that QN(J,Θ) is the conditional
law of N neurons for given J and Θ.
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Theorem 40. ΠN converges weakly to δµe, i.e., for all Φ ∈ Cb(M+1,s(T Z)),
lim
N→∞
∫
T N
Φ(µˆN(u))QN(du) = Φ(µe).
Similarly,
lim
N→∞
∫
T N
Φ(µˆN (u))QN(J,Θ)(du) = Φ(µe)
Proof. The proof of the first result follows directly from the existence of an
LDP for the measure ΠN , see theorem 4, and is a straightforward adaptation
of the one in [36, Theorem 2.5.1]. The proof of the second result uses the
same method, making use of theorem 41 below.
We can in fact obtain the following quenched convergence analogue of
(16).
Theorem 41. For each closed set F of M+1,s(T Z) and for almost all (J,Θ)
lim
N→∞
1
N
log
[
QN(J,Θ)(µˆN ∈ F )] ≤ − inf
µ∈F
H(µ).
Proof. The proof is a combination of Tchebyshev’s inequality and the Borel-
Cantelli lemma and is a straightforward adaptation of the one in [36, Theorem
2.5.4, Corollary 2.5.6].
We define QˇN(JN ,Θ) = 1
N
∑n
j=−nQ
N (JN ,Θ) ◦ S−j, where we recall the
shift operator S defined at the start of section 2.2.
Corollary 42. Fix M and let N > M . For almost every J and Θ, and all
h ∈ Cb(T M),
lim
N→∞
∫
TM
h(u) QˇN,M(JN ,Θ)(du) =
∫
TM
h(u) dµMe (u).
lim
N→∞
∫
TM
h(u)QN,M(du) =
∫
TM
h(u) dµMe (u).
That is, the M th marginals QˇN,M(J,Θ) and QN,M converge weakly to µMe as
N →∞.
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Proof. It is sufficient to apply theorem 40 in the case where Φ in Cb(M+1,s(T Z))
is defined by
Φ(µ) =
∫
TM
h dµM
and to use the fact that QN , QˇN (J,Θ) ∈ Mˇ+1 (T N ) (lemma 3).
We have the following analogue of the Ergodic Theorem. We may rep-
resent the ambient probability space by W, where ω ∈ W is such that
ω = (Jij, θj , B
j
st, u
j
0), where i, j ∈ Z and 1 ≤ s, t ≤ T . We denote the
probability measure governing ω by P. Let u(N)(ω) ∈ T N be defined by (1).
As an aside, we may then understand QN(J,Θ) to be the conditional law of
P on u(N)(ω), for given (Jij , θi)
n
i,j=−n.
Theorem 43. Fix M > 0 and let h ∈ Cb(T M). For u(N)(ω) ∈ T N (where
N > M) and |j| ≤ n, let uˇ(N),j(ω) = (u(N),j(ω), u(N),j+1(ω), . . . , u(N),j+M−1(ω)),
the indexing being taken modulo N . Then P almost surely,
lim
N→∞
1
N
n∑
j=−n
h
(
uˇ(N),j(ω)
)
=
∫
TM
h(u)dµMe (u). (94)
That is, µˆN(u(N)(ω)) converges P-almost-surely to µe.
Proof. Our proof is an adaptation of [36]. We may suppose without loss of
generality that
∫
TM h(u)dµe(u) = 0. For p > 1 let
Fp =
{
µ ∈M+1,s(T Z)|
∣∣∣∣
∫
TM
h(u)dµMe (u)
∣∣∣∣ ≥ 1p
}
.
Since µe /∈ Fp, but it is the unique zero of H , it follows that infFp H = m > 0.
Thus by theorem 4 there exists an N0, such that for all N > N0,
QN
(
µˆN ∈ Fp
) ≤ exp (−mN) .
However
P
(
ω|µˆN(u(N)(ω)) ∈ Fp
)
= QN
(
u|µˆN(u) ∈ Fp
)
.
Thus ∞∑
N=1
P
(
ω|µˆN(u(N)(ω)) ∈ Fp
)
<∞.
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We may thus conclude from the Borel-Cantelli Lemma that P almost surely,
for every ω ∈W, there exists Np such that for all N ≥ Np,∣∣∣∣∣ 1N
n∑
j=−n
h
(
uˇ(N),j(ω)
)∣∣∣∣∣ ≤ 1p.
This yields (94) because p is arbitrary. The convergence of µˆN(u(N)(ω)) is a
direct consequence of (94), since this means that each of the M th marginals
converge.
6.2 Possible extensions
Our results hold true if we assume that equation (1) is replaced by the more
general equation
U jt =
l∑
k=1
γkU
j
t−k+
n∑
i=−n
JNji f(U
i
t−1)+θj+B
j
t−1, j = −n, . . . , n t = l, . . . , T,
where l is a positive integer strictly less than T (in practice much smaller).
This equation accounts for a more complicated ”intrinsic” dynamics of the
neurons, i.e. when they are uncoupled. The parameters γk, k = 1 · · · l must
satisfy some conditions to ensure stability of the uncoupled dynamics.
This result can be straightforwardly extended to the case when the noise
is correlated but stationary Gaussian, that is cov(Bjs , B
k
t ) is some function
of s, t and (k − j). It can also be easily extended to the case that the initial
distribution is correlated but mixing, using the Large Deviation Principle in
[11].
The hypothesis that the synaptic weights are Gaussian is somewhat un-
realistic from the biological viewpoint. In his PhD thesis [36], Moynot has
obtained some preliminary results in the case of uncorrelated weights. We
think that this is also a promising avenue.
Moynot again, in his thesis, has extended the uncorrelated weights case, to
include two populations with different (Gaussian) statistics for each popula-
tion. This is also an important practical problem in neuroscience. Extending
Moynot’s result to the correlated case is probably a low hanging fruit.
Last but not least, the solutions of the equations for the mean and covari-
ance operator of the measure minimizing the rate function derived in section
5 and their numerical simulation are very much worth investigating and their
predictions confronted to biological measurements.
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6.3 Discussion
In recent years there has been a lot of effort to mathematically justify neural-
field models, through some sort of asymptotic analysis of finite-size neural
networks. Many, if not most, of these models assume / prove some sort
of thermodynamic limit, whereby if one isolates a particular population of
neurons in a localised area of space, they are found to fire increasingly asyn-
chronously as the number in the population asymptotes to infinity.3 Indeed
this was the result of Moynot and Samuelides. However our results imply
that there are system-wide correlations between the neurons, even in the
asymptotic limit. The key reason why we do not have propagation of chaos
is that the Radon-Nikodym derivative dQ
N
dPN
of the average laws in propo-
sition 20 cannot be tensored into N i.i.d. processes; whereas the simpler
assumptions on the weight function Λ in Moynot and Samuelides allow the
Radon-Nikodym derivative to be tensored. A very important implication of
our result is that the mean-field behaviour is insufficient to characterise the
behaviour of a population. Our limit process µe is system-wide and ergodic.
Our work challenges the assumption held by some that one cannot have a
‘concise’ macroscopic description of a neural network without an assumption
of asynchronicity at the local population level.
The utility of this paper extends well beyond the identification of the limit
law µe. The LDP provides a powerful means of assessing how quickly the
empirical measure converges to its limit. In particular, it provides a means
of assessing the probability of finite size effects. For example if it could
be shown that the rate function H is sharply convex everywhere, then one
would be more confident that the system converges quickly to its limit law.
The rate functions of many classical LDPs, such as the one in lemma 29, are
indeed convex (in fact the rate function Hν(·), for fixed ν, is affine). However
it is not clear whether our rate function H is convex. Indeed if it could be
shown that the rate function H is not sharply convex, and in particular that
it has a local minimum at another point µm, then perhaps if N is not too
great there could be a reasonable probability that the empirical measure lies
close to µm. The upshot of this discussion is that further exploration of the
topology of the rate function H could be a very fruitful avenue of research
for assessing the probability of finite-size effects. It would be of interest to
compare our LDP with other analyses of the rate of convergence of neural
3We noted in the introduction that this is termed propagation of chaos by some.
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networks to their limits as the size asymptotes to infinity. This includes the
system-size expansion of Bressloff [5], the path-integral formulation of Buice
and Cowan [6] and the systematic expansion of the moments by (amongst
others) [30, 24, 7].
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A Proof of Lemma 29
We note RN the image law of P⊗N under µˆN . This satisfies a strong LDP
with good rate function see (59))
I(3)
(
µ, PZ
)
= I(3)
(
µ
0
, µZ
I
)
+
∫
R
∞
I(3)
(
µ
u0
, PZ1,T
)
dµ
0
(u0). (95)
This may be obtained by applying the contraction principle to the result in
Theorem 23. We recall that µ
u0
is considered to be a probability measure on
M+1,s(T ZT ) (the definition of the latter is at the start of section 2.2), and we
note from (15) that PZu0 = P
Z
1,T , i.e. it is independent of u0.
We obtain the LDP governing Πν,N by applying a contraction principle to
the LDP governing RN . A proof of an LDP for stationary Gaussian processes
over (Rd)Z has already been obtained in [2], however these authors do not
provide an explicit expression for the rate function. We therefore adapt their
proof to our problem, which has a non-Gaussian initial condition, and we
derive the required expression for the rate function. We assume for simplicity
throughout this appendix that cν = 0; the results may be easily generalised.
For ω ∈ [−π, π[, let
√
IdT + σ−2K˜ν(ω) =
∞∑
j=−∞
F j exp (−ijω) . (96)
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The T×T matrixes F j are the coefficients of the absolutely converging Fourier
series of the positive square root
√
IdT + σ−2K˜ν(ω). Define τ ν : T Z → T Z
and τ ν(M) : T Z → T Z as follows. We let (τ ν(u))k0 =
(
τ ν(M)(u)
)k
0
= uk0 and (for
1 ≤ s ≤ T )
(τ ν(u))ks =
∞∑
j=−∞
T∑
t=1
F jtsu
k−j
t ,
(
τ ν(M)(u)
)k
s
=
∑
|j|≤m
T∑
t=1
F jts
(
1− |j|
M
)
uk−jt , (97)
where M = 2m + 1. We note that τ ν(M) is a continuous map, but τ
ν is not
continuous (in general). We note that (PZ ◦ (τ ν)−1)1,T has spectral density
σ2IdT + K˜
ν , and the spectral density of (PZ ◦ (τ ν(M))−1)1,T is defined to be
h(M)(ω). We write ǫ
ν(M) = supω∈[−pi,pi[ ‖
√
σ2IdT + K˜ν(ω)−
√
h(M)(ω)‖2 (this
is the Euclidean norm). By Fejer’s Theorem, ǫν(M)→ 0 as M →∞.
Theorem 44. Πν,N satisfies a strong LDP with good rate function
Hν(µ) = I(3)
(
µ ◦ (τ ν)−1) , (98)
for µ ∈ E2. If µ /∈ E2, then Hν(µ) =∞.
Our proof makes use of results in [23] and [2]. Before we prove this
theorem, we require some preliminary lemmas. We define, in analogy to (71)
and (70),
Γ1,(M)(ν) = − 1
4π
∫ pi
−pi
(
log det
(
IdT +
1
σ2
K˜ν(M)(ω)
))
dω
Γν2,(M)(µ) =
1
2σ2
1
2π
∫ pi
−pi
A˜ν(M)(−ω) : v˜µ(dω)
where A˜ν(M) = K˜
ν
(M)
(
σ2IdT + K˜
ν
(M)
)−1
and K˜ν(M)(ω) = h(M)(ω) − σ2IdT.
Since we have assumed that cν = 0, it may be shown that Γ1,(M)(ν) converges
to Γ1(ν) and, for all µ ∈ E2, Γν2,(M)(µ) converges to Γν2(µ) as M →∞.
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Let (ζj) be i.i.d random variables in T governed by PZ. Let (ΠN(M)) be the
image laws of the empirical measures generated by the stationary sequence
τ(M)(ζ). Since τ(M) is continuous, an application of the contraction principle
to (95) dictates that (ΠN(M)) satisfies a strong LDP with good rate function
given by
Hν(M)(µ) = inf
ν:µ=ν◦τ−1
(M)
I(3)(ν, PZ). (99)
Lemma 45. If µ ∈ E2, then Hν(µ) (as defined in (98)) is equal to
I(3)
(
µ, PZ
)− Γν(µ).
Hν(µ) is lower-semi-continuous (as a function of µ).
Proof. We use results from the following section. From lemma 49, we find
that
Hν(µ) = I(3)
(
µ0, µ
Z
I
)
+
∫
R
Z
I(3)
(
µ
u0
, PZ1,T
)
− ΓΩ(µu0) dµ0(u0),
where ΓΩ(µu0) is defined in (107), and we substitute K = IdT+σ−2K˜ν . Now,
after noting (71) and (70), and recalling our assumption that cν = 0, we find
that ∫
R
Z
ΓΩ (µu0) dµ0(u0) = Γ
ν
1 + lim
N→∞
1
N
∫
T N
φN∞(ν, v)dµv0(v) dµ0(v0),
= Γν(µ),
from which the expression in the lemma follows.
It remains for us to prove that if µ(j) → µ then lim
j→∞
Hν(µ(j)) ≥ Hν(µ).
We may assume without loss of generality that
lim
j→∞
Hν(µ(j)) = lim
j→∞
Hν(µ(j)) ∈ R ∪∞.
Suppose firstly that Eµ
(pj)
[‖v0‖2] → ∞ for some subsequence (pj). It
follows from lemma 24 that I(3)(µ(pj), PZ) → ∞. It may be proved very
similarly to lemma 28 that there exist constants a > 1 and c > 0 such that
Γν(µ) ≤ 1
a
(
I(3)(µ, PZ) + c
)
. This means that Hν(µ(pj)) → ∞ as well, and
therefore limj→∞H
ν(µ(j)) =∞ , satisfying the requirements of the lemma.
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Otherwise we may assume that there exists a constant l such that
E
µ(j) [‖u0‖2] ≤ l for all j. We therefore have that, for all M ,
lim
j→∞
Hν(µ(j)) = lim
j→∞
(
Hν(M)(µ
(j)) + Γν(M)
(
µ(j)
)− Γν (µ(j))) .
Now
Γν2,(M)
(
µ(j)
)− Γν2 (µ(j)) = 14πσ2
∫ pi
−pi
(
A˜ν(M)(−ω)− A˜ν(−ω)
)
: dv˜µ
(j)
(ω).
≤ 1
4πσ2
∫ pi
−pi
A˜eig(−ω)
T∑
s=1
dv˜µss(ω),
where A˜eig(ω) is max{|λ|}, where λ is an eigenvalue of
(
A˜ν(M)(ω)− A˜ν(ω)
)
.
Since∑T
s=1 v˜
µ(j)
ss ([−π, π[) = 2πEµ
(j)
[‖v0‖2], we may write∣∣Γν2,(M) (µ(j))− Γν2 (µ(j))∣∣ ≤ lǫ∗(M),
where ǫ∗(M) =
T
2σ2
supω∈[−pi,pi[ ‖A˜ν(M)(ω)− A˜ν(ω)‖ → 0 as M → ∞ because of
the Fejer approximation in (97). Thus
lim
j→∞
Hν(µ(j)) ≥ lim
j→∞
(
Hν(M)(µ
(j))− lǫ∗(M) −
∣∣Γν1,(M) − Γν1∣∣) .
However it follows from the Fejer approximation that
∣∣∣Γν1,(M) − Γν1∣∣∣ → 0 as
M → ∞. In addition, lim
j→∞
Hν(M)(µ
(j)) ≥ Hν(M)(µ) due to the lower semi-
continuity of Hν(M). On taking M →∞, we therefore find that
lim
j→∞
Hν(µ(j)) ≥ Hν(µ(j)).
Lemma 46. If 0 < λ < 1
2εν(M)
then for all odd N = 2n+ 1
1
N
logEP
Z
[
exp
(
λ
σ2
n∑
k=−n
‖τ ν(M)(u)k − τ ν(u)k‖2
)]
≤ −1
2
log (1− 2λεν(M)) .
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The proof is almost identical to that in [23]. We are now ready to prove
theorem 44.
Proof. It follows from the above lemma, the LDP for Πν,N(M) in (99) and [2,
Theorem 4.9] that Πν,N satisfies a strong LDP with good rate function
lim
δ→0
lim
M→∞
inf
γ∈Bδ(µ)
Hν(M)(γ), (100)
where Bδ(µ) = {γ : dˇ(µ, γ) ≤ δ}. Here dˇ is the Prohorov metric over
M+1,s(T Z), induced by the metric d`(x, y) =
∑∞
j=−∞ 2
−|j|min (‖xj − yj‖, 1)
over T Z. Note that the above expression with a closed ball is equivalent to
the expression with the open ball in [2].
It follows, very similarly to [23], that if F is a compact set, then
lim
M→∞
inf
γ∈F
Hν(M)(γ) = inf
γ∈F
Hν(µ). (101)
The theorem now follows since Hν is lower semicontinuous, by lemma 45.
A.1 Properties of the Entropy
Let ξ be a zero-mean stationary measure onM+1,s((RT )Z). Let K : [−π, π]→
R
T×T possess an absolutely convergent Fourier Series, i.e. K(−π) = K(π),
and be such that the eigenvalues of K(ω) are strictly greater than zero for all
ω. We require that K is the density of a stationary sequence, which means
that we must also assume that for all ω
K(−ω) = tK(ω) = K(ω)∗.
This means, in particular, that K(ω) is Hermitian. We write
(Ω(u))ks =
∞∑
j=−∞
T∑
t=1
Rjtsuk−jt , where (102)
∞∑
j=−∞
Rj exp (−ijω) = K 12 , (103)
Here K 12 is understood to be the positive Hermitian square root of K. In this
section, we determine a general expression for I(3)
(
ξ ◦ Ω−1, P 1,T
)
. We are
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generalising the result for T = 1 given in [23]. These results are necessary
for the proofs in the previous section.
We similarly write that
(∆(u))ks =
∞∑
j=−∞
T∑
t=1
Sjtsu
k−j
t , where (104)
∞∑
j=−∞
Sj exp (−ijω) = K− 12 . (105)
As previously, K− 12 is understood to be the positive Hermitian square root.
The Fourier Series of K− 12 is absolutely convergent as a consequence of
Wiener’s Theorem. We note that R−j = tRj and S−j = tSj . Similarly
to definition 5, we let E2,T be the subset of M+1,s((RT )Z) such that
E2,T = {µ ∈M+1,s((RT )Z) |Eµ[‖v0‖2] <∞}.
Lemma 47. For all ξ ∈ E2,T , ξ ◦∆−1 and ξ ◦ Ω−1 are in E2,T and
ξ ◦∆−1 ◦ Ω−1 = ξ ◦ Ω−1 ◦∆−1 = ξ.
Proof. We make use of the following standard lemma from [40], to which
the reader is referred for the definition of an orthogonal stochastic measure.
Let (U j) ∈ RT be a zero-mean stationary sequence governed by ξ ∈ E2,T .
Then there exists an orthogonal RT -valued stochastic measure Zξ = Zξ(∆)
(∆ ∈ B([−π, π[), such that for every j ∈ Z (ξ a.s.)
U j =
1
2π
∫ pi
−pi
exp(iωj)Zξ(dω). (106)
Conversely any orthogonal stochastic measure defines a zero-mean stationary
sequence through (106). It may be inferred from this representation that
Zξ◦∆
−1
(dω) = tK− 12 (ω)Zξ(dω),
Zξ◦Ω
−1
(dω) = tK 12 (ω)Zξ(dω).
The proof that this is well-defined makes use of the fact that K 12 and K− 12
are uniformly continuous, since their Fourier Series’ each converge uniformly.
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This gives us the lemma. We note for future reference that, if ξ has spectral
density X (θ), then the spectral density of ξ ◦ Ω−1 is
K 12 (ω)X (ω)K 12 (ω).
It remains for us to determine a specific expression for I(3)(ξ ◦ Ω−1, PZ)
when ξ ∈ E2,T . We define
ΓΩ(ξ) =
1
2
(
E
ξ
[
σ−2‖v0‖2]− Eξ◦Ω−1 [σ−2‖v0‖2])− 1
4π
∫ pi
−pi
log det (K(ω)) dω.
(107)
Lemma 48. For all ξ ∈M+1,s(T Z),
I(3)
(
ξ ◦ Ω−1, PZ1,T
) ≤ I(3) (ξ, PZ1,T )− ΓΩ(ξ).
Proof. We assume for now that there exists a q such that Rjst = 0 for all
s, t and j ≥ q, denoting the corresponding map by Ωq. Let N Lq be the
TL× TL block-circulant matrix, with the jth block given by Rj . Let ξ`
q,N
=
ξN
u0
◦(NNq )−1. It follows from this assumption that the L = 2l+1 dimensional
marginals of ξ`
q,N
and (ξ ◦Ωq)−1)u0 are the same, as long as l ≤ n− q (where
N = 2n+ 1). Thus
I(2)
(
(ξ ◦ (Ωq)−1)Lu0, P⊗L1,T
)
=I(2)
(
(ξ`
q,N
)L, P⊗L1,T
)
≤I(2)
(
ξ`
q,N
, P⊗N1,T
)
. (108)
This last inequality follows from a property of the Ku¨llback-Leibler Diver-
gence I(2), namely that it is nondecreasing as we take a ‘finer’ σ-algebra.
If ξN does not have a density for some N then I(3)
(
ξ, PZ1,T
)
is infinite and
the lemma is trivial. If otherwise, we may readily evaluate I(2)
(
ξ`
q,N
, P⊗N1,T
)
using a change of variable to find that
I(2)
(
ξ`
q,N
, P⊗N1,T
)
= I(2)
(
ξN , P⊗N1,T
)
+
1
2σ2
E
ξN
[‖NNq u‖2 − ‖u‖2]
+
1
2
log det
(NNq ) .
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We divide (108) by L, substitute the above result, and finally take L → ∞
(while fixing N = L+ 2q) to find that
I(3)
(
(ξ ◦ (Ωq)−1), PZ1,T
) ≤ I(3) (ξ, PZ1,T )
+
1
2σ2
(
E
ξ◦(Ω)−1 [‖u0‖2]− Eξ [‖u0‖2])+ 1
4π
∫ pi
−pi
log det (K(ω)) dω
= I(3)
(
ξ, PZ1,T
)− ΓΩq (ξ).
Here ΓΩq (ξ) is equal to Γ
Ω(ξ) as defined above, subject to the above assump-
tion that Rj = 0 for j > q. On taking q → ∞, it may be readily seen that
ΓΩq → ΓΩ pointwise. Furthermore the lower semicontinuity of I(3) dictates
that
I(3)
(
(ξ ◦ Ω−1), PZ1,T
) ≤ lim
q→∞
I(3)
(
(ξ ◦ Ω−1q ), PZ1,T
)
,
which gives us the lemma.
Lemma 49. If ξ ∈ E2,T , then I(3)
(
ξ ◦ Ω−1, PZ1,T
)
= I(3)
(
ξ, PZ1,T
)− ΓΩ (ξ).
Proof. We find, similarly to the previous lemma, that if γ ∈M1,s(T Z) then
I(3)
(
(γ ◦∆−1), PZ1,T
) ≤ I(3) (γ, PZ1,T )+
1
2σ2
[
E
(γ◦∆−1) [‖u0‖2]− Eγ [‖u0‖2]]− 1
4π
∫ pi
−pi
log detK(ω)dω. (109)
We substitute γ = ξ ◦ Ω−1 into the above and, after noting lemma 47, we
find that
I(3)
(
ξ, PZ1,T
) ≤ I(3) ((ξ ◦ Ω−1), PZ1,T )+
1
2σ2
(
E
ξ
[‖u0‖2]− E(ξ◦Ω−1) [‖u0‖2])− 1
4π
∫ pi
−pi
log det (K(ω)) dω
= I(3)
(
(ξ ◦ Ω−1), PZ1,T
)
+ ΓΩ(ξ). (110)
The result now follows from the previous lemma and (110).
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