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Abstract. The unrealistic accumulation of nutrients below the equatorial upwelling 
regions, termed "nutrient trapping" by Najjar et al. [1992], has been a major 
problem of first-generation oceanic carbon cycle models. Suggestions to eliminate 
this modeling problem include the consideration of dissolved organic nutrients and 
improvements to the underlying circulation field. This study shows that neither 
of these suggestions can be complete without a careful investigation of advection 
numerics. Using a high-resolution coupled biological-physical model of the North 
and equatorial Atlantic, it is demonstrated for standard central-difference advection 
(if a too coarse vertical resolution is used) as well as for upstream advection that 
numerical artifacts alone can lead to a systematic overestimation (by as much as 
50%) of simulated subsurface nutrient concentrations in the equatorial upwelling 
region. A corollary of these results is that without a critical examination of the 
underlying advection numerics, nutrient trapping alone can no longer present an 
unchallenged justification for including dissolved organic matter in biogeochemical 
ocean models. 
1. Introduction 
First-generation models of oceanic biogeochemical cy- 
cles [Toggweiler, 1989; Bacastow and Maier-Reimer, 
1991; Najjar et al., 1992] failed to reproduce observed 
nutrient concentrations in the equatorial regions when 
run in particle-only mode. Simulated subsurface nutri- 
ent concentrations were as much as 50% higher than 
observed, a phenomenon most pronounced in the Pa- 
cific, but present also in the Atlantic Ocean. Najjar et 
al. [1992] showed that this model deficiency, which they 
called "nutrient trapping," could result from an interac- 
tion between upwelling of nutrient-rich waters that fuels 
intense primary 'production at the surface and shallow 
remineralization of organic matter within the equatorial 
upwelling region. In the concept of Najjar et al. [1992], 
nutrient trapping refers only to the zone from which wa- 
ter upwells. It does not necessarily imply an increase in 
the vertically integrated nutrient load of the equatorial 
waters. 
So far, most attempts to resolve this model problem 
concentrated on apparent errors or oversimplifications 
in the ecological models used. It may have been an 
unfortunate coincidence that Suzuki et al. [1985] and 
$ugimura and Suzuki [1988], only a few years before 
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the first incidence of nutrient trapping in biogeochemi- 
cal ocean models, had reported measurements of unex- 
pectedly high concentrations of dissolved organic car- 
bon (DOC) and nitrogen (DON). When Redfield ra- 
tios were assumed to hold for dissolved organic matter 
(DOM) (as Sugimura and Suzuki [1988] had reported 
for C:N) and a corresponding similarly large pool of 
dissolved organic phosphate (DOP) was included in the 
models, both Bacastow and Maier-Reimer [1991] and 
Najjar et al. [1992] were able to reduce their high equa- 
torial nutrient concentrations to approximately realis- 
tic levels. These studies assumed that a large fraction 
of new production went into the DOM pool (70% in 
the work by Bacastow and Maier-Reimer [1991], 80% 
in that of Najjar et al. [1992]) and that DOM lifetimes 
were of the order of 100years. Given these assump- 
tions, i.e., a large fraction of new production going into 
long-lived DOM following Redfield stochiometry, hor- 
izontal divergence of equatorial surface waters could 
carry phosphorus away from the strong upwelling re- 
gion and thereby avoid nutrient trapping. 
Although Najjar et al. [1992] already stated that the 
physical part of the coupled model had certain flaws, in 
particular, a too diffusive and too warm thermocline, 
they concluded that improving this apparent model de- 
ficiency was likely to make the problem of nutrient trap- 
ping even more severe, and they did not pursue this 
route any further. After the measurements of high DOC 
and DON concentrations had been withdrawn [Suzuki, 
1993], Anderson and Sarmiento [1995] reexamined the 
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results of Najjar et al. [1992]. For the same circula- 
tion model and current fields they found that the nutri- 
ent problem could be circumvented using much smaller 
average DOP concentrations than those of Najjar et 
al. [1992]. While the portion of new production that 
went into DOP was changed only slightly from 80% 
to 50%, the assumed lifetime of DOP was reduced to 
•- I year at the ocean surface (increasing to a few thou- 
sand years at depth). The results showed still consider- 
able misfits between the simulated and observed phos- 
phate distribution that the authors concluded [Ander- 
son and Sarmiento, 1995, p. 632] to be "primarily due 
to shortcomings in the physical model, rather than the 
biological model." 
Bacastow and Maier-Reimer [1991] had already stated 
that without the high concentrations of DOC reported 
by Sugimura and Suzuki [1988], their first thought to 
explain the overestimated equatorial nutrient concen- 
trations would have been that there was a problem with 
the physical model. After the withdrawal of the high 
DOC measurements, Maier-Reimer [1993] presented a 
new version of his biogeochemical model which did not 
include DOM, but which had an improved physical cir- 
culation. In this model the problem of nutrient trap- 
ping was, however, not much reduced with respect to 
the particle-only simulation of Bacastow and Maier- 
Reimer [1991]. In a subsequent study, Six and Maier- 
Reimer [1996] reintroduced DOC (and, via a C:P ratio 
of 122:1, also DOP) into the model, concentrating on 
the semilabile fraction with decay timescales • 1year. 
Together with the explicitly simulated evolution and 
advection of phytoplankton and zooplankton biomass, 
the DOC (and DOP) pool could reduce the equatorial 
nutrient trapping by a factor of •- 2. 
An inverse modeling study by Matear and Holloway 
[1995], on the other hand, suggested that with relatively 
small changes to the tropical advection velocities the 
model of Bacastow and Maier-Reimer [1991] was able to 
reach realistic nutrient concentrations in the North and 
equatorial Pacific without the need to introduce a spec- 
ulative DOP compartment. In a recent paper, Aumont 
½t al. [1999] demonstrated that nutrient trapping in the 
particle-only model of Maier-Reimer [1993] could be 
much reduced when the circulation field was taken from 
a higher-resolution primitive-equation model. They at- 
tributed the more realistic simulation of the nutrient 
fields to two improvements of the physical model: first, 
the horizontal grid resolution was increased from -• 4 ø 
of the first-generation models [Bacastow and Maier- 
Reimer, 1991; Najjar et al., 1992] to 0.5 ø near the 
equator; second, their model included a turbulence clo- 
sure scheme [Gaspar et al., 1990]. They did, however, 
not discuss a third modification: the numerical treat- 
ment of advection. While Bacastow and Maier-Reimer 
[1991] and Maier-Reimer [1993] used upstream advec- 
tion, Aumont et al. [1999] employed the less diffusive 
higher-order multidimensional positive definite advec- 
tion transport algorithm (MPDATA) of Smolarkiewicz 
[1982, 1983] and $molarkiewicz and Clark [1986]. An- 
other scheme was used by Najjar et al. [1992] (and also 
by Anderson and Sarmiento [1995]), who applied the 
standard central-difference advection numerics to the 
biogeochemical tracers. 
While previous attempts to reduce the overestimated 
equatorial nutrient concentrations in biogeochemical 
models had concentrated first on apparent errors in 
the simulated biology and partly also on possible de- 
ficiencies .of the underlying circulation field, a numer- 
ical origin of the nutrient-trapping problem had first 
been suspected by Oschlies and Gar•on [1999], (here- 
inafter referred to as OG99) for the case of upstream 
numerics. Because of artificial upwelling of nutrient- 
rich water at the closed southern wall of their model at 
15øS, OG99 could, however, not rule out adverse effects 
of the boundary condition on equatorial nutrient fields. 
The present study uses a more appropriate southern 
boundary condition by restoring nitrate concentrations 
to the Conkright et al. [1994] climatology close to the 
artificial wall. Moreover, the analysis is extended to the 
central-differences advection scheme that has also been 
applied in first-generation biogeochemical models. The 
results presented in this study demonstrate that for a 
given circulation field the choice of the numerical ad- 
vection scheme for biological tracers greatly influences 
the simulated equatorial nutrient fields. Differences ob- 
tained for different numerical discretizations but iden- 
tical advection fields and identical ecosystem dynamics 
are of the same order of magnitude as those reported 
in earlier studies to be resulting from the considera- 
tion of DOM [Six and Maier-Reimer, 1996] or from im- 
provements in the model physics [Aumont et al., 1999]. 
Moreover, the sign of the differences is such that the 
numerical schemes and vertical grids used to represent 
tracer advection in earlier biogeochemical models may 
have enhanced (if not generated) nutrient trapping. It 
is suggested here that nutrient trapping may have had a 
primarily numerical origin and therefore cannot present 
a sound justification for including DOP (or DON) in 
biogeochemical models. 
The paper is organized as follows: Section 2 will 
briefly present the model configuration used in this 
study. In section 3 it will be shown that the central- 
difference advection used by Najjar et al. [1992] as well 
as the upstream differencing of Bacastow and Maier- 
Reimer [1991] can both produce nutrient trapping which, 
for the same circulation field and the same ecosys- 
tem model, is much reduced when an (approximately) 
second-order advection scheme together with an appro- 
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priate vertical resolution are used. Implications for the 
role of DOM in biogeochemical modeling are discussed 
in the conclusion. 
2. Model Description 
The physical component of the coupled ecosystem- 
circulation model is based on the Geophysical Fluid 
Dynamics Laboratory's (GFDL) Modular Ocean Model 
(MOM) [Pacanowski et al., 1991]. The present configu- 
ration is derived from the Community Modeling Effort 
(CME) model [Bryan and Holland, 1989] and covers 
the Atlantic Ocean between 15øS and 65øN with a grid 
spacing of 1/3 ø in meridional and 2/5 ø in zonal direc- 
tions. While the original CME model had 30 levels in 
the vertical, a finer 37-level vertical grid is used for cou- 
pling with a simple nitrate, phytoplankton, zooplank- 
ton, detritus (NPZD) nitrogen-based pelagic ecosys- 
tem model (OG99). Turbulent vertical mixing in and 
below the surface mixed layer is modeled using the 
turbulent kinetic energy (TKE) closure of Gaspar et 
al. [1990] in the three-dimensional implementation pro- 
posed by Blanke and Delecluse [1993] and also employed 
by Aumont et al. [1999]. Different numerical advection 
schemes are available, presented in the respective sec- 
tions herein. 
The model is forced by monthly mean wind stress 
and heat flux data derived from the reanalysis project 
[Gibson ½t al., 1997] carried out at the European Cen- 
tre for Medium-Range Weather Forecasts (ECMWF). 
ECMWF data for the years 1989 to 1993 were used to 
construct the climatological mean seasonal forcing. The 
physical model was initialized with winter temperatures 
and salinities taken from the Levitus [1982] climatology 
and then integrated for 25 years before the ecosystem 
was coupled in. In contrast to the model of OG99, ni- 
trate concentrations are restored to the Conkright et 
al. [1994] climatology at the southernmost (and north- 
ernmost) five grid points. The restoring timescale for 
nitrate is the same as that for temperature and salin- 
ity and decreases from 25days at the innermost grid 
point to 5 days at the wall. No restoring is applied to 
phytoplankton and zooplankton or detritus. 
The simple NPZD ecosystem model is a particle-only 
model that does not explicitly include DOM. Detritus 
sinks with a constant sinking speed (5 m d -i) through 
the water column. With a detritus remineralization rate 
of 0.05 d -1 this corresponds to a particle remineraliza- 
tion depth scale of 100m. Originally, this depth scale 
was chosen for the basin-scale model to closely resemble 
the vertical gradient in the Bermuda Atlantic Time se- 
ries Study (BATS) sediment rap data [Lohrenz et al., 
1992]. Clearly, this simple description of particle export 
is not adequate for the deep ocean, and experiments 
with an improved parametrization of aggregation and 
sinking [Kriest and Evans, 1999] are now underway. Ac- 
cording to the analysis presented by Najjar et al. [1992], 
nutrient trapping will increase with decreasing particle 
remineralization depth. In this respect the ecosystem 
model used here should be a perfect candidate to exhibit 
strong nutrient trapping. Note, however, that detritus 
not only sinks, but is additionally advected by the cir- 
culation field. An infinitely slowly sinking detritus com- 
partment will in this context become indistinguishable 
from DOM. 
3. Results 
3.1. Nutrient Trapping Generated by CTCS 
Advection 
In many ocean circulation models such as the GFDL 
MOM, the advection of temperature, salinity, and mo- 
mentum is modeled using central differences both in 
space and in time (central in time, central in space 
(CTCS)). Among the main reasons for using the CTCS 
advection scheme are conceptual simplicity, little im- 
plicit diffusion, and O(Ax 2) accuracy. A major draw- 
back of central-difference advection is, however, the pos- 
sible generation of undershoots and overshoots when 
sharp tracer gradients are advected. An instructive de- 
scription of the CTCS scheme's inherent property to be 
dispersive, i.e., to generate overshoots and undershoots 
is given, for example, by Webbet al. [1998]. Adverse ef- 
fects of such numerical noise are well known in physical 
models and have been investigated for some time [e.g., 
Leonard, 1979; Weaver and $arachik, 1990; Getdes et 
al., 1991; Hecht et al., 1998]. For biogeochemical mod- 
els, CTCS advection is usually not applicable, because 
undershoots can generate negative tracer concentra- 
tions, which may in turn violate assumptions underlying 
the ecosystem equations (e.g., Michaelis-Menten kinet- 
ics). Among the biogeochemical models mentioned in 
the introduction, only the model of Najjar et al. [1992] 
(used again by Anderson and $armiento [1995]) em- 
ployed CTCS advection. These models did not explic- 
itly resolve ecological variables other than phosphate, 
and new production was simply modeled by restoring 
to observed surface phosphate concentrations. Hence 
negative tracer concentrations did not present a funda- 
mental problem in the governing equations. 
The negative phosphate concentrations that emerged 
in such models were discussed by Najjar et al. I1992] 
in terms of numerical dispersion caused by horizontal 
CTCS advection. A sufficient criterion for the absence 
of overshoots and undershoots is that the grid P•clet 
number, Pe - IwlAz/Kp, for a velocity w, a grid spac- 
ing Az, and a diffusivity Kp• is smaller than 2 (e.g., 
Bryan et al. [1975], who addit'ionally discuss other sta- 
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bility criteria whose application in ocean circulation 
models is standard, but which must also be considered 
when running off-line biogeochemical models). While 
Najjar et al. [1992] pointed out that the criterion Pe < 2 
was violated in many locations for the horizontal flow, 
they did not consider problems originating from ver- 
tical advection. Weaver and $arachik [1990] had al- 
ready demonstrated that a coarse vertical resolution as 
used by Najjar et al. [1992] (12 vertical levels) is not 
sufficient to suppress numerical overshoots and under- 
shoots in the vertical if the standard central-differences 
advection scheme is used and realistic vertical diffusivi- 
ties [O(0.1 cm 2 s -1)] are applied. Even for models with 
a much higher vertical resolution, grid P•clet numbers 
for the vertical direction are generally still much larger 
than 2 and often exceed the grid P•clet numbers for the 
horizontal flow field [Oschlies, 1999]. 
A simple demonstration of the effect of CTCS ad- 
vection to the ecosystem model of OG99 is not possi- 
ble, because the ecological equations are ill-behaved for 
negative concentrations. As a substitute, a simple dye 
Table 1. Vertical Levels Used in Experiment 
C30 
Model Depth of Depth of Thickness of 
Level Grid Point Grid Box Grid Box 
Bottom 
1 17.50 35.00 35.00 
2 53.43 71.85 36.85 
3 91.64 111.43 39.58 
4 133.19 154.95 43.52 
5 179.52 204.09 49.14 
6 232.60 261.10 57.01 
7 295.03 328.95 67.85 
8 370.21 411.47 82.52 
9 462.51 513.54 102.07 
10 577.37 641.19 127.65 
11 721.47 801.74 160.55 
12 900.89 1000.04 198.30 
13 1125.04 1250.04 250.00 
14 1375.04 1500.04 250.00 
15 1625.04 1750.04 250.00 
16 1875.04 2000.04 250.00 
17 2125.04 2250.04 250.00 
18 2375.04 2500.04 250.00 
19 2625.04 2750.04 250.00 
20 2875.04 3000.04 250.00 
21 3125.04 3250.04 250.00 
22 3375.04 3500.04 250.00 
23 3625.04 3750.04 250.00 
24 3875.04 4000.04 250.00 
25 4125.04 4250.04 250.00 
26 4375.04 4500.04 250.00 
27 4625.04 4750.04 250.00 
28 4875.04 5000.04 250.00 
29 5125.04 5250.04 250.00 
30 5375.04 5500.04 250.00 
Units are meters. 
Table 2. Vertical Levels Used in Experiment 
C37 
Model Depth of Depth of Thickness of 
Level Grid Point Grid Box Grid Box 
Bottom 
i 5.50 11.00 11.00 
2 17.00 23.00 12.00 
3 29.00 35.00 12.00 
4 41.00 47.00 12.00 
5 53.00 59.00 12.00 
6 65.50 72.00 13.00 
7 78.50 85.00 13.00 
8 91.50 98.00 13.00 
9 104.50 111.00 13.00 
10 118.50 126.00 15.00 
11 140.50 155.00 29.00 
12 179.55 204.09 49.09 
13 232.60 261.10 57.01 
14 295.03 328.95 67.85 
15 370.21 411.47 82.52 
16 462.51 513.54 102.07 
17 577.37 641.19 127.65 
18 721.47 801.74 160.55 
19 900.89 1000.04 198.30 
20 1125.04 1250.04 250.00 
21 1375.04 1500.04 250.00 
22 1625.04 1750.04 250.00 
23 1875.04 2000.04 250.00 
24 2125.04 2250.04 250.00 
25 2375.04 2500.04 250.00 
26 2625.04 2750.04 250.00 
27 2875.04 3000.04 250.00 
28 3125.04 3250.04 250.00 
29 3375.04 3500.04 250.00 
30 3625.04 3750.04 250.00 
31 3875.04 4000.04 250.00 
32 4125.04 4250.04 250.00 
33 4375.04 4500.04 250.00 
34 4625.04 4750.04 250.00 
35 4875.04 5000.04 250.00 
36 5125.04 5250.04 250.00 
37 5375.04 5500.04 250.00 
Units are meters. 
tracer is used. The tracer's initial concentration is set 
to 1 everywhere. Only in the surface layer of the model 
is the tracer subsequently set to 0 at every time step of 
• 30 rain, to mimic rapid biogenic removal of nutrients 
in the light-lit upper ocean. The constellation is set to 
dilute the initial dye field, as there is no equivalent of 
remineralization of dye "consumed" at the surface. Two 
model experiments were run, differing only in vertical 
resolution: the first experiment uses the configuration 
of OG99 with 37 depth levels, the second one uses a 
reduced vertical resolution of 30 levels (i.e., the original 
CME model grid). These experiments are named C37 
and C30, respectively. Reducing the vertical resolution 
further to the 12 levels of Najjar et al. [1992] has not 
been attempted here, because this would require con- 
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Figure 1. Zonally averaged annual mean dye concen- 
tration for the fifth year of the simulation. (a) Exper- 
iment C30 with a vertical resolution of 30 levels. (b) 
Experiment C37 with 37 levels in the vertical. Regions 
in which dye concentrations reach more than 110% of 
the initial value are shaded. The thick solid line close 
to the surface in Figure l a is the zero contour. Note 
the change in vertical scale at a depth of z = 300 m. 
siderable changes to the model topography. The two 
experiments C30 and C37 use exactly the same bottom 
topography, and their vertical grids differ only in the 
upper 150m, where 4 levels are situated in experiment 
C30 (Table 1) in contrast to 11 levels in run C37 (Ta- 
ble 2). Note that the thickness of the surface layer in 
which the dye is set to 0 differs among the two mod- 
els. The very rapid dye "uptake" nevertheless ensures 
that in both model experiments the entire surface mixed 
layer is essentially dye depleted. No restoring is applied 
to the dye tracer at the closed northern and southern 
walls of the model. 
Both models are integrated for 5 years, using CTCS 
advection for the dye tracer. Figure 1 displays zonally 
averaged meridional sections of the passive dye tracer 
field. Although there is no explicit formulation to in- 
crease dye concentrations to values larger than 1, con- 
siderably larger tracer concentrations accumulate below 
the equatorial upwelling region in experiment C30. A 
zonal section along the equator shows (Figure 2) that 
maximum overshoots develop in the eastern basin where 
dye concentrations exceed the initial values by more 
than half. This pattern is similar to the enhanced phos- 
phate concentrations described by Najjar et al. [1992] 
in a 12-level model, although the depth range at which 
the anomaly develops is shallower in the C30 experi- 
ment, which has more than twice the vertical resolu- 
tion. Refining the vertical resolution further as in ex- 
periment C37, dye overshoots are reduced to less than 
a tenth of the initial concentration everywhere. A sim- 
ilar reduction of numerical overshoots produced by the 
CTCS algorithm on switching from the vertical grid of 
experiment C30 to that of experiment C37 was reported 
for the equatorial salinity' field [Oschlies, 1999]. That 
study concluded that the most realistic distributions of 
physical tracers were reached when high vertical res- 
olution was combined with an upstream-weighted ad- 
vection scheme. However, general consensus about an 
optilnal distribution of computer resources among grid 
resolution and advection numerics has not yet emerged. 
The above simulation shows that a tracer anomaly 
similar to that associated with nutrient trapping can 
develop solely because of numerical dispersion. While 
setting the surface concentrations to 0 may be viewed 
as biological consumption of the dye, there is no ana- 
logue for particle export and remineratization at depth 
included in this model. All dye removed is simply taken 
out of the model. Although 0% of such "new produc- 
tion" is put into export, the model produces equato- 
rial "dye trapping" with overestimated tracer concen- 
trations by as much as 50[70 in experiment C30. 
3.2. Nutrient Trapping Generated by 
Upstream Advection 
Among the advection schemes presently available (see 
Hecht et al. [1998] for a recent discussion), upstream dif- 
ferencing is computationally cheapest, and because it 
is also strictly monotonic and therefore conserves pos- 
itive tracer concentrations, it has been widely used in 
three-dimensional pelagic ecosystem models [e.g., Ba- 
660 OSCHLIES: NUTRIENT TRAPPING BY ADVECTION NUMERICS 
100 
I 
EL 200 
300 
50O 
1500 
"-"2500 
5500 
4500 
55O0 
50øW 
1.0 
1.0 
1.0 
40øW 50øW 20øW 10øW OøE 
LONGITUDE 
10øE 
'-.-.-' 100 
200 
300 
500 
1500 
'"-"2500 
3500 
4500 
I t•J I t•l I l__/ I 
0.9 
•1.0 
_---- 1.0 
0 /l'ø'--f - • 1'ø/' / 1.o / 
55OO 
(b) 50øW 40øW 30øW 20øW LONGITUD'- 
) 
1oow OOE 10øE 
Figure 2. Zonal section of simulated dye concentrations along the equator, meridionally aver- 
aged from 4øS to 4øN, temporally averaged over the fifth year of the respective model run. (a) 
Experiment C30 with a vertical resolution of 30 levels. (b) Experiment C37 with 37 levels in 
the vertical. Regions in which dye concentrations reach more than 110% of the initial value are 
shaded. The thick solid line close to the surface is the zero contour. Note the change in vertical 
scale at a depth of z = 300m. 
castow and Maier-Reimer, 1991; Maier-Reimer, 1993; 
Sarmiento et al., 1993; Six and Maier-Reimer, 1996]. 
A major disadvantage of the upstream scheme, how- 
ever, is its large implicit diffusion. OG99 compared 
upstream advection with the multidimensional positive- 
definite, central-differences (MPDCD) scheme of Layore 
et al. [1998]. The MPDCD scheme is based on central 
differences (CTCS) but computes flux limiters, ensuring 
that tracer fluxes leaving a grid box cannot completely 
empty this box during one time step (see the appendix 
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Figure 3. Zonally averaged annual mean nitrate concentration in the equatorial Atlantic. (a) 
Data of Conkright et al. [1994]. (b) Year 7 of experiment 1 with upstream advection. (c) Year 7 
of experiment 2 with multidimensional positive-definite, central-differences (MPDCD) advection. 
Note the change in vertical scale at a depth of z = 300 m. 
of OG99 for a more detailed description of the algo- 
rithm). Being derived from the CTCS scheme, MPDCD 
advection may nevertheless generate overshoots imilar 
to those described in the previous section. Because the 
vertical grid employed by OG99 is that of experiment 
C37, nutrient trapping caused by numerical dispersion 
of•the MPDCD scheme can be expected to be small 
(Figures lb and 2b). 
OG99 had already applied upstream and MPDCD 
advection to identical advecting flow fields and found a 
dramatic increase in the nutrient transport into the eu- 
photic zone when switching from MPDCD to upstream 
advection. This increase was most pronounced in the 
equatorial upwelling region. It was caused by the large 
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Figure 4. Annual mean nitrate profiles, averaged zonally from 80øW to 14øE and meridionally 
from 4øS to 4øN. Profiles are shown for the Conkright et al. [1994] nitrate field used to initialize 
the coupled biological-physical model, as well as for years 3 to 7 of the simulation. (a) Experi- 
ment 1 with upstream advection. (b) Experiment 2 with MPDCD advection. Note the change 
in vertical scale at a depth of z = 300 m. 
implicit vertical diffusivities, which to leading order are 
given by IwlAz/2 for a vertical velocity w and a verti- 
cal grid spacing Az. OG99 showed that in their model 
configuration these implicit diffusivities were up to 1 
to 2 orders of magnitude larger than explicit diffusivities 
computed by a turbulence closure scheme that had been 
tuned to comply with in situ measurements of diapyc- 
nal diffusion. Artificial upwelling of nitrate-rich water 
at the closed model boundary at 15øS detained OG99 
from completely isolating the effect of the advection nu- 
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Figure 5. Zonal section of annual mean nitrate concentrations along the equator, meridionally 
averaged from 4øS to 4øN. (a) Data of Conkright et al. [1994]. (b) Year 7 of experiment 1 with 
upstream advection. (c) Year 7 of experiment 2 with MPDCD advection. Note the change in 
vertical scale at a depth of z = 300m. 
merics on the simulated tropical nitrate field. For this 
reason, nitrate concentrations in the upwelling region at 
the closed southern boundary are now restored to the 
Conkright et al. [1994] climatological data. In addition, 
the simulation period is extended from 3 years (OG99) 
to 7 years. 
Results are shown for two experiments: the first uses 
upstream advection, the second employs the higher- 
order MPDCD advection scheme for biological trac- 
ers. Both experiments use CTCS advection for phys- 
ical tracers, both are started from the same initial con- 
ditions, and both use the same atmospheric forcing. 
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Physical properties, in particular, the advecting veloc- 
ity field, are thus identical in both experiments. As 
discussed by OG99, the strength of the equatorial up- 
welling as well as the simulated equatorial current sys- 
tem agree reasonably well with observational estimates. 
Figure 3 shows a zonal average over the tropical At- 
lantic of the climatological nitrate field of •onkright et 
al. [1994], used to initialize the ecosystem odel, to- 
gether with the annual mean nitrate concentrations sim- 
ulated by the two experiments. Obviously, the nitrate 
maximum associated with Antarctic Intermediate Wa- 
ter (AAIW) centered at a depth of • 800m is eroded 
by the action of the highly diffusive upstream scheme 
(Figure 3b), resulting in considerable upward isplace- 
ments of nitrate-concentration isopleths above the core 
of the AAIW. Not all diffusive transport is directed to- 
ward the ocean surface, though. There is also a slight 
increase in nitrate concentrations in the deep ocean. 
Figure 3c shows the same section for the second experi- 
ment with upstream differencing being replaced by the 
MPDCD advection scheme. Here the nitrate maximum 
of the AAIW is much better conserved, and nitrate con- 
centrations in and below the AAIW remain virtually 
unchanged with respect o the initalization field (Fig- 
ure 3a). Only in the upper 300m is there a sharpening 
of the nitracline and an associated increase of nitrate 
concentrations in the 100-300m depth range. This dif- 
ference with respect to the climatological nitrate field 
may not exclusively be caused by deficiencies of the nu- 
merical model, but may to some extent arise from the 
large smoothing applied to the atlas data. Individual 
station data also show nitrate concentrations lower than 
those in the model below • 150m, but the observed 
strength of the nutricline is very similar to that simu- 
lated by the model. Had we taken the nitrate concentra- 
tions from the third year of the respective simulation, 
Figure 3 would very closely resemble the earlier results 
reported by OG99. This suggests that the formulation 
of the southern boundary condition ( o restoring ofni- 
trate by OG99 versus restoring in the present study) 
is not overly critical for the simulated equatorial ni- 
trate field. It must be noted, though, that even after 
7 years of the coupled model integration, equatorial ni- 
trate concentrations have not fully reached a climato- 
logically steady state. This can be seen in the temporal 
evolution of the annual mean equatorial nitrate profiles 
for both upstream and MPDCD advection displayed in 
Figure 4. In the seventh year of the simulation, verti- 
cally integrated equatorial (60ø-14øE, 4øS-4øN) nitrate 
stocks increase by 0.06% per year in the MPDCD run 
and by 0.14% per year in the upstream experiment. Ab- 
solute estimates of the magnitude of the simulated sub- 
surface nitrate concentrations in the tropical Atlantic 
must therefore be viewed critically. 
Zonal sections along the equator are shown in Fig- 
ure 5. Both the climatological data and the two sim- 
ulations display a eastward shallowing ofthe nitracline 
parallel to the sloping isopycnals and the path of the 
Equatorial Undercurrent. As a result, nitrate concen- 
trations at any given depth level in the upper equato- 
rial ocean tend to be highest in the east. Both Bacas- 
tow and Maier-Reimer [1991] and Najjar et al. [1992] 
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Figure 6. Zonal section of deviations in the simulated nitrate field from the data of Co•r•gAi 
et .l. [1994]. (a) Year 7 of experiment I with upstream advection. (b) Year 7 of experiment 2 
with MPDCD advection. All values represent meridional averages between 4øS and 4øN. Note 
the change in vertical scale at a depth of z - 300m. 
noted that nutrient trapping was largest in the east- of the impact of the different advection umerics, Fig- 
ern tropical oceans. A similar pattern is clearly visi- ure 6 shows the deviations of the respective simulated 
ble ,.in the upstream experiment (Figure-5b), but it is nitrate fields from the Conkright e al. [?994] climatol- 
also present in a much reduced form in the MPDCD ogy. While upstream advection leads to an overestima- 
run (Figure 5c). To achieve a better quantification , tion by more than 12 mmol NO3 m -3 (or 50%, which is
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about the size of nutrient trapping in the earlier model 
simulations of Bacastow and Maier-Reimer [1991] and 
Najjar et al. [1992]) in the eastern tropical Atlantic, the 
overstimation is only about half as large in the MPDCD 
run. 
4. Discussion and Conclusions 
The results presented herein demonstrate that the 
choice of advection numerics alone can substantially af- 
fect the magnitude of equatorial nutrient trapping in 
biogeochemical ocean models. Apart from the work of 
Aumont et al. [1999] almost all previous model studies 
used either upstream numerics or CTCS advection on 
a rather coarse vertical grid. Central differencing, un- 
less applied on a fine enough vertical grid, as well as 
upstream advection both tend to overestimate subsur- 
face nutrient concentrations in the equatorial upwelling 
region. Although the effect is similar in both cases, its 
cause is different for the two advection schemes: CTCS 
advection has no implicit diffusion, but its inherent nu- 
merical dispersion can generate considerable overshoots 
and undershoots. Upstream advection, on the other 
hand, is monotonic and hence does not generate over- 
shoots or undershoots, but its high implicit diffusion can 
yield unrealistically large tracer fluxes. Both numeri- 
cal problems are largest when the advective velocity is 
large with an orientation parallel to large tracer gradi- 
ents. Such a condition is generally met in the equatorial 
upwelling. 
For the high-resolution model used here, these numer- 
ical artifacts can lead to numerically generated nitrate 
maxima in the eastern equatorial Atlantic exceeding cli- 
matological values by • 50% unless a fine enough verti- 
cal grid and an appropriate advection scheme are used. 
This is similar to the magnitude of nutrient concen- 
tration overestimates in earlier studies [Bacastow and 
Maier-Reimer, 1991; Najjar et al., 1992] and suggests 
that at least part of the then observed nutrient trapping 
was due to the chosen advection numerics and, in the 
case of CTCS numerics, the coarse vertical resolution. 
However, even in the MPDCD experiment of the high- 
(vertical)-resolution model and also in the model exper- 
iments reported by Aumont et al. [1999], who employed 
another higher-order advection scheme, nitrate concen- 
trations are still too high (by up to 20%) in the tropical 
Atlantic. This is similar to the overestimate simulated 
by the particle-only model of the equatorial Pacific by 
Chaiet al. [1996] who also used a relatively fine vertical 
resolution with 17 levels in the upper 300m. The is- 
sue of nutrient trapping cannot therefore be considered 
completely resolved yet. 
It remains a problem that thus far there is no particle- 
only ecosystem model that does not show signs of equa- 
torial nutrient trapping. Multiple causes may explain 
this behavior; the neglect of DOM may be one of them. 
Overestimated nitrate concentrations in the tropical At- 
lantic may, for example, be related to the shallow rem- 
ineralization depth scale (100m) chosen. Other seri- 
ous deficiencies of simple ecosystem model formulations 
cannot be ruled out either. The ecosystem model pre- 
sented here has been tuned mainly against observations 
in midle and high latitudes, and substantial shortcom- 
ings have been identified, for example, in the subtropical 
gyre [Oschlies et al., 2000]. In this respect he quantita- 
tive results of this study must still be viewed with some 
caution. 
The relative differences in equatorial nutrient concen- 
trations found between runs using different advection 
numerics are of the same order of magnitude as those 
reached in previous studies either by adding DOM [Six 
and Maier-Reimer, 1996] or by improving the oceanic 
circulation model [Aumont et al., 1999]. It is suggested 
here that such numerical problems should be sorted out 
before attempting to correct for a mismatch between 
model results and observations by adjusting the ecosys- 
tem model formulation. For the time being, model- 
derived conclusions about the importance of DOM in 
the oceanic nutrient cycles must be considered as pre- 
mature. 
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