I. INTRODUCTION
T HIS paper introduces a new class of quasi-Newtonian (QN) algorithms, named QN, in order to perform optimal learning in a MLP network, by minimizing a corresponding error function , . It is well known that classical BFGS-methods [16] , [31] are ineffective for large networks, since they need both flops per step and storage requirements, where indicates the number of connections in the network. BFGS are secant methods based on the iterative equation (1) where , and the matrix is a rank-2 perturbation of the previous positive definite (pd) Hessian approximation . As a consequence, the BFGS search direction and the matrix are easily computable (by means of the Sherman-Morrison formula) once is known. In [4] and [24] , two heuristic variants of QN-BFGS algorithms, named OSS and OSS , respectively, were introduced to reduce the number of operations per step from to . The latter methods were essentially memoryless modifications of the classical iterative procedure to approximate the Hessian matrix or its inverse, derived by (1) . Unfortunately, by the very nature of the memoryless approach, the amount of second-order information contained in OSS-OSS is considerably reduced in comparison with the original BFGS method. More precisely, the main problem connected to the calculation of the Hessian approximation is in general to minimize the computational complexity per iteration, by maintaining a QN rate of convergence.
In order to reach this aim, several iterative schemes exploiting parts of the Hessian approximation were implemented (e.g., the diagonal or the block-diagonal part [29] ). Among the latter algorithms, the -BFGS (Limited memory BFGS) methods [1] , [27] , [30] , [31] have been studied extensively. The -BFGS algorithms update continuously a Hessian approximation by using the most recent second-order information available in the form of the vectors , ,
. The rate of convergence of -BFGS methods can be improved if more information (corresponding to a larger is exploited and/or if the matrices updated are suitably chosen [1] , [27] .
The QN methods introduced in this work represent a new class of QN algorithms with memory involving suitable approximations of the whole Hessian matrix, determined in an algebra of matrices diagonalized by a fast unitary transform (FFT, Hartley-type [6] , [7] , [9] , [17] , [21] or trigonometric [8] , [26] , [32] , [40] ). The most interesting property of QN methods depends upon the fact that they can be implemented in flops per step (i.e., the same computational cost of the fast transforms involved) and memory allocations. The strong reduction of space complexity is obtained since all iterative formulas exploited in QN methods involve single-indexed arrays only. This allows to solve the optimal learning problem for large values of , which are unsuitable or even prohibitive for the application of BFGS. Moreover, it is important to emphasize that a theoretical convergence result (see [18] ) can be obtained for a subclass of QN methods, in contrast to the heuristic convergence regarding OSS-OSS . QN methods are based on an iterative scheme updating , where denotes the best least-squares fit (in the Frobenius norm) of the Hessian approximation by the algebra . This approach still yields descent directions since is pd whenever is pd. The importance of a QN method for learning in an MLP network was recently underlined in the framework of the algorithms based on the so-called "natural gradient approach," introduced by Amari [2] , [3] , [38] . Second-order minimization methods are, in fact, in general recommended to speed up the local convergence process in any type of globally convergent algorithm in the training phase of an MLP network.
The numerical experiences performed in this work have confirmed the excellent properties of the QN methods using Hartley-type transforms ( QN) [7] , [9] , [10] , [12] , [34] . A particular "secant" variant of QN, named QN, was compared with -BFGS and with OSS , i.e., the OSS algorithm used in connection with Vogl's procedure [37] , by utilizing the same set of benchmarks of [24] , [28] , [39] and some well known classes of learning problems (see Section V). So, by taking into account both the CPU time and the number of iterations, our methods QN are extremely competitive with the best QN-algorithms known in the literature when is in the range of at least several hundred (i.e., in most operational cases).
It is interesting to stress that the best results are obtained by implementing QN with the classical well known Armijo-Goldstein one-dimensional line search [16] . We can, therefore, conclude that the corresponding algorithm, named here QN_AG, is particularly recommended to train large MLP-networks. This paper consists of five sections and an Appendix. Section II contains a general description of both the classical BFGS algorithm and the heuristic memoryless variant OSS. Moreover, the class of basic secant and nonsecant algorithms are introduced. The methods include BGFS and OSS as particular cases. Some connections with the so-called nonsuspiciousness conditions ([5] , [20] , [23] ) are also briefly illustrated.
In Section III, the concept of best approximation of a matrix by a space of matrices is introduced. The fundamental features of are exploited in order to define general QN minimization methods.
Section IV is dedicated to the class of QN methods using spaces of matrices simultaneously diagonalized by fast unitary transforms. In particular, it is shown that the corresponding algorithms require only flops per step and memory allocations.
Finally, Section V presents some experimental results concerning the optimal learning of MLP-networks.
II. METHODS BFGS, OSS, OSS AND ALTERNATIVE STRATEGIES
In this section, we wish to introduce a generalized BFGS-type scheme as the most suitable framework for a new class of quasiNewtonian methods of low complexity, the QN algorithms. In the QN methods, described in detail in Sections III-IV, a structure is injected in the classical updating BFGS formula, by picking up suitable approximations of the Hessian from an algebra of matrices diagonalized by a fast transform.
Let a general sufficiently regular function and consider the minimum problem find such that
Denote by and by , respectively, the gradient vector and the Hessian matrix of in . A well-known efficient iterative quasi-Newton method to solve (2) is the BFGS method [16] the BFGS method has both global and local convergence properties. In particular, the choice for "large" values of leads to a local superlinear rate of convergence of the sequence to (even in cases where the corresponding sequence remains bounded away from zero). This is essentially due to the fact that the BFGS search direction, , converges to the Newton direction as [15] , [16] . See [16, ch. 8 and 9] for an analysis of the properties of and of the fast local convergence of BFGS.
The lower rate of convergence of BFGS with respect to a modified Newton-Raphson method, is compensated by the lower complexity of the linear system to be solved at each iteration. In fact, in BFGS, and can be computed in flops, provided is given [16] , whereas the computation of the Newton search direction requires flops plus the evaluation of , whose cost depends upon . In order to reduce time and space complexity of BFGS method, one can try to replace in (4) by a suitable simpler matrix through the following steps.
Step 1) Construct an iterative formula, more general than (4) , in terms of a generic pd matrix (replacing
A natural choice of could be in the set of matrices approximating .
Step 2) Look for best choices of in order to minimize the complexity by maintaining a quasi-Newtonian rate of convergence. The iterative scheme (5) leads to the following general BFGS-type method (including BFGS as a particular case): pd matrix. For pd matrix (6) In the new QN methods described in detail in Sections III-IV the matrix is chosen as the best least-squares fit (in Frobenius norm) of in a suitable matrix algebra . The main idea is to reduce the complexity per step to a small number of fast transforms diagonalizing the matrices of . In this way one obtains flops instead of the of BFGS. Also the space complexity is reduced, from to . Notice that the limited-memory BFGS method -BFGS) [1] , [27] , [30] , [31] and the memory-less OSS-OSS methods [4] , [24] , [37] turn out to be particular cases of the algorithm (6) . The main idea in -BFGS method is to use second-order BFGS information from the most recent iterations. In -BFGS the matrix depends on a limited number of pairs , , . More precisely, we have (7) where , , and with , if and , otherwise [31] . Now (7) is the same formula (5) with (8) For one obtains the BFGS updating formula, i.e., . The OSS-OSS methods [4] , [24] are defined by the memory-less updating formula obtained from (5) by setting , and can be implemented with flops per step. As -BFGS, the OSS-OSS methods represent a useful alternative to BFGS when is large.
Observe that in (6) the secant equation (1) is verified if has the expression (5). So the method (6) will be referred as secant algorithm . If is an "approximation" of , then an alternative nonsecant algorithm is obtained by changing the definition of as follows: (9) A well-known property of the updating formula used in both and algorithms is stated in the following Proposition 2.1 [16] : Let be a pd matrix and let , belong to . Then the matrix is a well-defined pd matrix iff . By Proposition 2.1, it is possible to state that, if the positive parameters are properly chosen, then both and algorithms yield well defined, strictly decreasing sequences . In particular, for a continuously differentiable, lower bounded function , such a sequence is obtained if the step length satisfies the Armijo-Goldstein prescriptions [16] , i.e., belongs to the set defined here below. Definition: Set and fix two constants , ,
. Then the AG set is the set of all such that (10) In fact, since is a descent direction in , the set is nonempty, and the choice yields the inequalities and . So, by Proposition 2.1, in (5) is a welldefined pd matrix and (unless , i.e., is a well-defined descent direction in . Recall from [33] that the prescriptions (10) and some further conditions on and convex and with continuous second derivatives in
, and bounded and convex), lead to the global convergence result for the BFGS method (i.e., with ) or and
In [18] , it is shown that the latter result holds unchanged for the BFGS-type algorithm provided that (11) where indicates the trace of the corresponding matrices. Work is in progress to investigate a convergence result under weaker assumptions, i.e., the so called nonsuspiciousness conditions [5] , [20] , [23] . Recall that a function is nonsuspect if the following holds: 1) , such that during the gradient descent, apart from those : ; 2) ; 3) and has a bounded Hessian , (i.e., : . These conditions were originally introduced when is the error function of a MLP network in order to generalize the notion of convexity. From a mathematical point of view, in fact, the convexity of the error function associated to the MLP network is in general the usual hypothesis guaranteeing the convergence to the optimal solution of gradient descent algorithms (global minimum of the error function). On the other hand, surprisingly enough, practitioners are able to perform optimal learning in several problems, where the shape of the error function is far from satisfying any weak form of convexity. Nonsuspect functions represent a contribution toward this aim.
OSS-OSS and -BFGS methods represent a useful alternative to BFGS when is large as, for instance, when in (2) is the error function of a large MLP network. Typically (12) where number of patterns used for the learning process; number of output units; desired output of unit for the pattern ; computed output of unit for the pattern ; weight of the arc ; the matrix of weights. So, when either or is sufficiently large (e.g., in the range of several thousand), BFGS is practically unapplicable.
In SectionV, we will point out the competitivity of the novel methods QN in comparison with OSS, OSS , and -BFGS.
III. QN METHODS
In [18] , a convergence result has been obtained for general nonsecant algorithms under the only conditions (11) . This result may seem surprising as a generic is used instead of in the updating formula, but is fully justified by the fact that the convergence of the quasi-Newtonian methods does not depend necessarily on the convergence of to the Hessian . So, we can try to obtain the maximum gain from this independence by choosing in an algebra of matrices diagonalized (or quasidiagonalized) by a fast transform , in order to reduce the computational complexity. A natural choice of in is where is the best least squares fit to in . The latter assumption does not compromise the convergence properties.
Let be the set of all matrices with complex entries and let . Let be a subspace of of dimension . The set is a Hilbert space with the inner product and the norm induced by is the Frobenius norm . Thus, by the Hilbert projection theorem, there exists a unique element such that (13) or, equivalently, such that
The matrix is called the best least squares (l.s) fit to from [21] (see also [13] , [14] , [32] ).
If is a basis of , then an explicit formula for can be obtained by solving the system of normal equations (15) in fact, by the orthogonality condition (14), we have (16) The representation (16) of implies that is linear, that is
Moreover, by using (16), one easily realizes that is real whenever is real and is spanned by real matrices.
The QN methods are defined by setting in the and algorithms pd matrix. For (18) and by requiring that satisfies the condition pd pd (19) Notice that the implication in (19) assures that in and in are both descent directions provided that is pd and is such that (see Proposition 2.1). So QN methods always yield well defined, strictly decreasing sequences (e.g., by choosing . The QN methods represent a sort of optimal compromise between the BFGS and the OSS-OSS methods. As a matter of fact, each iteration of QN methods maintains a larger amount of second-order information with respect to the OSS-OSS methods. In fact, besides and , the updated matrix depends upon the previous Hessian approximation . Notice that the distribution of the eigenvalues of is strictly related to that of . In particular, the following result holds [35] , [36] : if is Hermitian and is a space of matrices simultaneously diagonalized by a unitary matrix , i.e., then is Hermitian and (20) where , , denote the eigenvalues of in nondecreasing order. For this reason, the search direction proposed in QN methods appears to be (at least for the method) much more related to the optimization criteria used by BFGS.
Observe that any space for which hpd hpd Proof: The proof of 1) lies in the following equality:
2) can be obtained directly from 1).
Notice that, in the QN algorithms, is not used as preconditioner. The matrix replaces , either in both formulas defining, respectively, the search direction and the matrix , or only in the BFGS updating formula defining . Thus, for example, in the QN algorithm the system is replaced by (not preconditioned by . However, an efficient criterion for the choice of the best preconditioner [13] , [21] , [25] , [26] , [32] , [35] could be useful in the choice of the best QN method, at least in the neighborhood of where can be approximated by a positive quadratic function. In fact, some preliminary experimental results show that if , then QN seems to converge faster. Moreover, a definite, a priori choice of the algebra could be replaced by a more adaptive choice during the process.
As a consequence of Proposition 3.1, one can prove the following theorem. [18] , the QN algorithm is globally convergent. In Section IV, only the QN methods where are considered. We shall see that if the unitary matrix associated with defines a fast transform, then each step of these methods can be performed in flops.
IV. COMPUTATIONAL COMPLEXITY
In Theorem 4.1, it is stated that, if defines a fast discrete transform, as for instance Fourier, Jacobi-type [8] , [26] , [32] , [40] Hartley-type [6] , [7] , [9] , [17] , then flops are sufficient to perform one step of both and QN methods. Moreover, the number of memory allocations required to implement the same methods is . An obvious example of such special matrices is given by the Fourier matrix , . Since the BFGS, the -BFGS and the OSS-OSS methods require, respectively, , , and flops per step, in order to evaluate the competitivity of the new methods in terms of time complexity, one should study their rate of convergence. A theoretical convergence result was shown in [18] only for . However, intuitively, the version of QN is able to minimize a function by performing a smaller number of iterations with respect to . As a matter of fact, in the latter method the approximation is used also in the definition of the search direction . Actually, a greater efficiency of is shown by the experimental data. Thus, one can expect that can be the most competitive QN method in comparison with the known methods (BFGS, -BFGS, and OSS-OSS .
Concerning the space complexity, the QN methods obviously outperform BFGS whose implementation requires memory allocations. Also -BFGS methods require a greater amount of memory, precisely . The OSS-OSS algorithms have the same space complexity of QN, but the second-order information in the single-indexed arrays used in QN iterations is substantially richer and more significant than the corresponding one in OSS-OSS . More precisely, as it is shown in the next Theorem 4.1 (see (A1)-(A3) in the Appendix), in QN the search direction can be defined in terms of the eigenvalues of only and, by the inequalities (20) , such eigenvalues are strictly related to the eigenvalues of the original Hessian approximation . The latter property justifies the stronger relationship between QN and BFGS search directions. This is in the spirit of the main problem concerning the computation of the Hessian approximation: minimize the computational complexity per step, by maintaining a quasi-Newtonian rate of convergence.
Theorem 4.1: The and QN methods (18) with , require at each step the computation of two -discrete transforms plus flops. Thus, their time and space complexity are and , respectively, whenever defines a fast transform.
Proof: See the Appendix, where the schematics of the algorithm is also illustrated.
In the and QN algorithms, an obvious convenient choice of is and thus . This choice implies that the search direction in the first step is the steepest descent one.
Clearly, the criterion for the choice of the best algebra should take into account the Hessian approximation properties of . In the context of preconditioning techniques for the minimization of pd quadratic functions experimental results show that if the inequality (22) is verified, then is in general a better preconditioner than . One could use (4.5) with the current Hessian approximation in place of in order to choose QN instead of QN. The -BFGS methods [31] are competitors to the novel QN algorithms. In -BFGS the search direction is defined by with as in (8) . Now, can be computed in flops per step, by exploiting a suitable procedure (see [31, p. 225] ). Thus, the use of -BFGS with small values of can reduce the complexity per step of large scale optimization problems; however, the computation of the matrix involves only a small -part of and the optimal choice of is problem-dependent [31] . On the contrary, the QN methods (18) , in which , can be implemented with a fixed number of flops per step and a fixed amount of memory allocations. Notice that this saving of space complexity does not imply that the amount of second-order information in QN is smaller than the corresponding one in -BFGS. In fact, by (20) , the array of the eigenvalues of is in some sense close to the array of the eigenvalues of and the very kernel of the whole Hessian approximation is achieved by a sort of second-order information compression in the single-index array .
V. NUMERICAL EXPERIENCES
We have selected the same set of benchmarks of [24] , [28] , [39] and some well known nonanalytical tasks taken from UCI Repository of machine learning databases (http://www.ics.uci.edu/~mlearn/MLRepository.html).
We consider the training of --networks where , and are the number of input, hidden and output nodes, respectively. Since thresholds are associated with hidden and outer nodes, the total number of connections (weights) is . In general, and are determined by the problem, whereas must be chosen according to the network learning attitude. For practical reasons we used both an Alpha Server 800 5/333 (AS) and a Pentium II 375 MHz (P375). More precisely, the first five tables are referred to the experiences performed on P375, whereas the other ones (Tables VI-XIII) to the experiments run on AS.
The QN method implemented is QN where is the Hartley matrix algebra [6] The discrete Hartley transform , which is the most expensive operation at each step of QN, can be computed with the same cost of an FFT [12] , [34] , [7] , i.e., flops, where the coefficient of is very small whenever can be expressed as a product of powers of small prime numbers highly composed integer). As a consequence, a suitable choice of will lead to a more efficient training (via QN) of the network.
Notice that the use of in place of the Fourier matrix allows to avoid complex arithmetic. Tables I-V Vogl's procedure and Armijo-Goldstein's line search are the techniques exploited to define the step length . The first sets and , , where is suitably chosen during the minimization process [24] . In the second technique, , , is chosen equal to one if [see (10) ], and equal to a real number otherwise [16] . The stopping criterion of all the algorithms is , where is the error function of the network output input Thus, the instances presented to the network are input input output output the weight of the arc from layer to layer is denoted by , the threshold of the hidden (output) node is , and . We now evaluate the performance of the proposed QN techniques against the -BFGS -method, which is generally considered to be well suited for the solution of large scale problems. We have implemented -BFGS, with the Armijo-Goldstein line search technique, for several values of . Recall that the time and space complexity of -BFGS depends on , i.e., the number of vector pairs , used at each iteration .
In Tables VI and VII , let us first consider the results obtained with the algebraic function.
We report also in Fig. 1 2) for a higher precision the (eventual) convenience of -BFGS in terms of number of iterations is compensated by QNs smaller complexity per step, so that QN 's total CPU time is lower. We have also implemented QN and -BFGS to train the Iris Plants Dataset, which is a well-known database in the pattern recognition literature [22] . The Iris data set contains three classes of 50 instances each, where each class refers to a type of Iris plant. The first class is linearly separable from the other two; the latter ones are not linearly separable from each other. The attribute information of each instance are: sepal length, sepal width, petal length, petal width (in cm) and class: Iris Setosa, Iris Versicolor, Iris Virginica. We use the network 4-39-3. The number of hidden nodes is chosen so that the number of connections is a highly composed integer , since in this way the Hartley transforms of length to be computed at each step of HQN are particularly efficient [7] , [12] , [34] . In other words, the structure of the network is also optimized taking into account the mathematical device (discrete transforms) exploited.
In Table VIII , we report the number of iterations (seconds) required by the condition , unless the algorithms get stuck into a local minimum for the error function . We point out that when is increasing, the algorithm based on -BFGS is easily trapped in a local minimum.
By training the separable data set obtained omitting the instances associated with the Iris Versicolor (Iris sep), we obtain the results illustrated in Table IX . We use the network 4-46-2, so . Table IX and Fig. 2 show that -BFGS may be convenient only for high precisions and for values of rather expensive or difficult to be fixed a priori.
We conclude this section by considering two minimization problems with a large number of variables . First we minimize the error function of the alphabet data set defined in the resented by a string of zeros and ones. The instances (patterns) are
We use a 40-34-26 network so that . According to what was already pointed out, the number of hidden nodes is chosen so that the number of connections is highly composed. Fig. 3 and Table X show the high performance of QN in comparison to -BFGS, due to the large value of and to the low complexity of QN. We have also tested the algorithms by adding a random noise on two pixels for each letter. Table XI below is related to the same initialization weights of Table X. The addition of noise in the data set does not seem to change significantly QN 's performances. On the other hand, 
QN
and -BFGS when the number of instances of the alphabet database is extended from 52 to 104. The new patterns correspond to a different representation of lower and uppercase letters.
The latter table confirms that a larger number of patterns does not affect the efficiency of our methods. Now we consider the Ionosphere database consisting of 351 instances, each with 34 numeric attributes plus the class attribute: good (1,0) or bad (0,1). We use a 34-38-2 network so that . Table XIII lists the number of iterations (seconds) required to train the network with the methods QN and -BFGS, where , for three different initial weights sets . The graphics obtained by averaging (for each method) the corresponding learning curves are displayed in Fig. 4 .
Note that -BFGS becomes competitive, with respect to the time complexity, only for large values of , which implies a high level of memory allocations. Performances of the QN method show instead that a small but significant amount of second-order information can be sufficient to train efficiently a large network.
VI. CONCLUSION
The new quasi-Newtonian methods introduced in this paper for unconstrained minimization can be implemented in flops per step and require memory allocations. Thus, they are very efficient for large scale computation and can be applied, in particular, to optimal learning of MLP networks. The low complexity is gained by approximating the Hessian with 2-rank perturbation structured matrices. This leads, at each step, to the computation of two fast transforms, which can ve of Fourier, Hartley, or Jacobi type. Numerical results show that the new methods are superior to the memory-less OSS and OSS algorithms and competitive with the limited memory -BFGS methods. The experimental data show, in particular, that the good performance of -BFGS obtained by using an a priori unknown number of vector pairs , , could be, surprisingly enough, improved in many cases through QN methods, by using only the vectors , , and a suitable vector which results in a sort of skilled second-order information compression. For large values of the implementation of QN methods is extremely recommended.
APPENDIX

A. Proof of Theorem 4.1
Rewrite the algorithm (18) Here below the algorithm (18) is rewritten by using (A1), (A2), and (A3). From (A4) it is clear that each step of the QN methods (18) consists in computing the two transforms and (in , the vector can be computed from , and in performing flops.
