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An overview is presented of experiments on ballistic
electrical transport in inhomogeneous superconducting
systems which are controlled by the process of Andreev
reflection. The initial experiments based on the coex-
istence of a normal phase and a superconducting phase
in the intermediate state led to the concept itself. It
was followed by a focus on geometrically inhomogeneous
systems like point contacts, which provided a very clear
manifestation of the energy- and directional dependence
of the Andreev reflection process. The point contacts
have in recent years evolved towards the atomic scale
by using mechanical break-junctions, revealing in a very
detailed way the dependence of Andreev reflection on
the macroscopic phase of the superconducting state. In
present day research the superconducting inhomogene-
ity is constructed by clean room technology and com-
bines superconducting materials with, for example, low-
dimensional materials and topological insulators. Al-
ternatively the superconductor is combined with nano-
objects, such as graphene, carbon nanotubes, or semicon-
ducting nanowires. Each of these ’inhomogeneous sys-
tems’ provides a very interesting range of properties, all
rooted in some manifestation of Andreev reflection.
INTRODUCTION
The 50-year-old concept of Andreev reflection[1], pub-
lished in May 1964, arose originally in the context of
ballistic transport in inhomogeneous crystalline materi-
als with parts in the superconducting phase intermixed
with parts in the normal phase. The difference between
the electrical and the thermal conductivity, already ob-
served in the early ’50s by Mendelssohn and Olsen[2] and
Hulm[3] was not resolved by the 1959 microscopic theory
of the thermal conductivity by Bardeen et al[4]. Sub-
sequent experimental work by Zavaritskii[5] in 1960 and
by Stra¨ssler and Wyder[6] in 1963 led Andreev to the
analysis of electron transport at the interface between
the normal and the superconducting phase in one and
the same crystal. He identified the unique process of the
conversion of an electron into a hole which retraces the
path of the incident electron, accompanied by the simul-
taneous process of a charge of 2e being carried away by
the superconducting condensate. This process facilitated
charge transport but it did not allow for energy trans-
port and the observed thermal boundary resistance was
a natural consequence [1, 7].
An interface between a normal metal and a supercon-
ductor is an example of an inhomogeneous superconduct-
ing system. Since the early ’50s the natural framework
for dealing with a position dependent superconducting
order parameter was provided by the Ginzburg-Landau
theory[8]. The original BCS-theory[9, 10] assumed a uni-
form superconducting state. By developing a formula-
tion in 1958 of the microscopic theory[11], which allows
for spatial variations, Gorkov[12] showed in 1959 that the
Ginzburg-Landau theory can be derived from the micro-
scopic theory. The Ginzburg-Landau theory is only valid
close to the critical temperature Tc, whereas the differ-
ence in thermal and electrical conductivity was primarily
manifest at temperatures much lower than Tc. A con-
ceptual framework for inhomogeneous superconductors
was needed, which included the spectral properties of the
superconducting state, which is available in the original
Gorkov-theory[11]. The now commonly used Bogoliubov-
De Gennes equations are a limiting case of these Gorkov
equations, suitable for treating ballistic transport.
From an experimental point of view another very im-
portant step was taken almost simultaneously in 1965
by Sharvin[13] by the invention of mechanically con-
structed metallic point contacts. This allowed the study
of electrical transport between two dissimilar materials,
with electrical transport governed by classically ballis-
tic electrons. The application of this concept of ballistic
transport to normal metal-superconductor contacts pro-
vided the framework, introduced by Blonder et al[14],
to measure very directly the energy-dependence of the
Andreev-scattering process. The Sharvin point con-
tacts stimulated also a new approach to the description
of electrical transport on the nanoscale level by using
the scattering matrix approach, introduced already in
1957 by Landauer[15] and generalized and applied to
phase-coherent normal transport in nanoscale objects by
Bu¨ttiker in 1985[16]. Rather than relying on a general
theory for inhomogeneous systems it focuses on simplified
experimental systems in which the phase-coherent trans-
port problem can be split into three pieces. It selects
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2the class of problems in which two equilibrium reservoirs
can be defined, usually at a different chemical potentials
or temperatures, which serve as emitters or absorbers of
quantumparticles and a scattering region in which the in-
teresting physical processes occur and which can be char-
acterized by a scattering matrix with certain symmetry
properties.
The experimental progress in constructing nano-
objects with the now universally available clean room
technology has led to many experiments based on nano-
objects connected to superconducting rather than normal
metal reservoirs. This leads to a large variety of objects
and observations in which the challenge is to discover
new phenomena and at the same time establish through
transport experiments what one has actually made in
the clean room. In some cases the general theory of in-
homogeneous nonequilibrium superconductivity is used
to interpret these specific cases. At the same time the
perceived unique nature of these nano-objects has led
to an application of the scattering matrix approach in
which the superconducting contacts serve as equilibrium
reservoirs, which communicate with the scattering region
through the Andreev reflection process. An experimental
challenge is to determine which framework is appropri-
ate for the actual nano-objects emerging from the clean
room and where theoretical innovation is needed.
In the following I have made an attempt to summarize
the developments in the subject over the past 50 years.
The focus is on experimental observations, which provide
a direct demonstration related to ballistic Andreev reflec-
tion. The main attention is paid to the demonstration of
the reversal of direction, as well as of the charge, and the
spectroscopically important dependence on energy. Fur-
thermore, a third important aspect is the dependence on
the macroscopic quantum phase, which manifests itself
when more than one superconductor are used. It leads
to the concept of Andreev bound states, which carry the
Josephson current. Since the field has become large, a
further selection was applied by focusing on experiments
which are sufficiently well defined that a quantitative de-
scription turned out to be possible. Needless to say that
many experiments are not included, in particular those
in which diffusive scattering is the dominant ingredient.
The Section-headings give an indication of the subject.
They are supplemented with the dates in which, in my
view, the most significant developments for this subject
took place.
INHOMOGENEOUS SUPERCONDUCTIVITY
CLOSE TO Tc: 1950-1957
After the discovery of superconductivity by observing
zero resistance by Kamerlingh Onnes in 1911 it took until
1933 for a second fundamental property to be identified
by Meissner and Ochsenfeld called perfect diamagnetism.
An early explanation was provided by Fritz and Heinz
London in 1935 by a modification of the Maxwell equa-
tions inside a superconducting material. It was known
that these properties are very nicely observed in pure
crystals of tin, aluminium and mercury. However, it was
also known that many superconducting alloys did not
obey these basic relations. In particular, perfect diamag-
netism was not observed although the material provided
zero resistance. Apparently, magnetic flux was not com-
pletely excluded and the magnetization curve was not
reversible but showed clearly hysteretic effects. The first
theory capable of handling inhomogeneous systems was
the Ginzburg-Landau theory, introduced in 1950. It was
used by Abrikosov in 1957 to analyze what would happen
with a superconductor if the magnetic penetration depth
known from the London-theory, λL would exceed another
characteristic length ξ called now the Ginzburg-Landau
coherence length.
By minimizing the expression for the free energy for
a volume in which the order parameter may vary with
position one finds the two celebrated Ginzburg-Landau
expressions:
1
2m∗
[
−ih¯∇− e
∗A
c
]2
ψ + αψ + β|ψ|2ψ = 0 (1)
and
j =
e∗h¯
2im∗
(ψ∗∇ψ − ψ∇ψ∗)− e
∗2
m∗c
ψ∗ψA (2)
These two equations make it possible to calculate the or-
der parameter as a function of position in the presence
of a magnetic field, including the distribution of the cur-
rent. The magnetic field H is the locally present field
strength. And of course it is assumed that the order pa-
rameter ψ is complex with a phase φ, which also may be
position-dependent.
The most ideal inhomogeneous system is one in which
we have a clearly defined boundary between a piece of
atomic matter in the superconducting state and a piece
of the same atomic matter in the normal state. In such a
system no barrier would be encountered for normal elec-
tronic transport, because the material is uniform in its
atomic arrangement. Obviously, this is not the case in
the many nano-devices studied today, which consist of
different materials with different atomic arrangements.
This non-uniformity in the atomic sense, which goes be-
yond the superconducting properties, is an experimental
nuisance. It contributes however strongly to the interplay
between elastic and Andreev scattering. Below I sketch
two cases in which this complexity is absent.
3Inhomogeneous system due to an applied magnetic
field: intermediate state.
For Type II superconductors, discovered by Abrikosov,
λ is much larger than ξ and quantized vortices are the
dominant inhomogeneous state, with their own interest-
ing microscopic properties. In the other limit, λ << ξ, in
the presence of a magnetic field the material breaks up
in lamellae of alternating superconducting and normal
phase slabs. One of the attractive features of this inter-
mediate state in Type I superconductors is that it pro-
vides a system with uncompromised interfaces between
a normal state and a superconducting state. In one and
the same material with the same atomic constituents one
has a domain with electrons in the normal state and a
domain with electrons in the superconducting state. The
price one pays is that the normal state is in the presence
of a magnetic field. However, the normal state is hardly
effected by the presence of this magnetic field.
For a material such as tin or aluminium a single crys-
tal can be grown with an elastic scattering length in
the order of millimeters. The ratio of the resistance
at room temperature compared to the one at low tem-
peratures can be in the range of several 10000s. The
crystals can have a high degree of purity with an impu-
rity resistance very low compared to the resistance due
to electron-phonon scattering. These crystals have been
used extensively to study the transport properties. The
electrical resistance in this intermediate state is very well
understood as being due to the resistivity of the normal
state multiplied by the thickness of the normal slabs and
their number. The difficulty was that the thermal resis-
tance did not behave in the same way. It appeared as if
there was a thermal boundary resistance present, which
increased by lowering the temperature. This difference
was the starting point for the concept of Andreev reflec-
tions.
Constriction-type inhomogeneity
Another example of an inhomogeneous system is a
constriction-type Josephson weak link[17]. Let’s consider
two massive volumes of superconductor, which are only
linked to each other at one point by a short and narrow
piece of the same superconductor (see Fig. 1). In the
absence of a magnetic field and a current the supercon-
ducting order parameter ψ is everywhere the same. If a
current is applied the current-density will be low in the
banks of the point contact and high in the neck, where
a strong gradient of ψ will be present. Aslamazov and
Larkin[18] have analyzed this case, starting with the ob-
servation that in Eq. 1 the dominant term is the 2nd
derivative term:
FIG. 1: Superconducting point contact made of a pointed
niobium screw touching a niobium anvil, both in a yoke of
superconducting material, separated by a thin layer of glass
with the same thermal expansion coefficient as the niobium.
From the perspective of the electrons the actual contact is
formed by a metallic path punching through the surface oxide.
∇2ψ = 0 (3)
which has to be solved together with Eq. 2. The inhomo-
geneity is in this case due to the different cross-sections
which enforce a strong difference in current-density.
The current can be expressed using the second GL
equation (Eq.2) leading to:
Js = C|ψ1||ψ2| sin(φ1 − φ2) (4)
This simple derivation has shown in an elegant way
that the characteristic sinφ dependence of the Josephson-
effect emerges quite generally, close to Tc, for both dirty
and clean superconductors. The important assumption
is that two equilibrium reservoirs are connected by a
weak link, which allows one to reduce the problem to
solving Eq.3, in this case under the assumption that
the Ginzburg-Landau equations can be applied, valid for
small values of the order parameter (∆ << kBT ). It is
customary to assume that in the presence of a voltage
the supercurrent has a parallel current given by Ohm’s
law, In = V/R, with R a voltage independent resistor,
without any information about the microscopic super-
conducting properties. In subsequent research it has be-
come clear that the voltage-dependence of the ’normal’
transport, i.e. the non-linearity of the resistor, is a rich
source of information about the microscopic properties.
In experiments it is unavoidable, given the way the point
contacts are made that there is a possibility of enhanced
elastic scattering at the constriction itself, unlike in the
previous case of the intermediate state.
4INHOMOGENEOUS SYSTEMS FAR BELOW
Tc: 1963-1966
The original microscopic theory of superconductivity
considers a uniform system. Within this framework
the electronic thermal conductance was calculated by
Bardeen, Rickayzen and Tewordt[4], showing an expo-
nential decay of the electronic contribution to thermal
conductivity, in line with the reduction of the quasi-
particle density. Given the examples above the challenge
is to deal also with inhomogeneous superconducting sys-
tems in the limit of ∆ >> kBT . In the opposite limit of
∆ << kBT , where the Ginzburg-Landau equations can
be derived from the microscopic theory, it was shown
that the very useful explicit expressions for ξ and λ in
both the clean and dirty limit can be derived (such as
for example given by Saint-James et al[19]) and led to
the identification of e∗ = 2e, ns = n/2. The numerical
coefficients are fixed using the convention that m∗ = m,
the free electron mass. Nevertheless, since the Ginzburg-
Landau equations are limited to the range close to Tc,
only properties which depend on the value of the order
parameter and its phase can be handled.
In the experiments it was found that in very good
atomically uniform crystals of superconductors, such as
mercury[3] or indium[6] with, at low magnetic fields, a
good Meissner state, ~B = 0, upon application of a mag-
netic field the domains appeared, which were in the nor-
mal state (N) interleaved by domains which were in the
superconducting state (S). The crystals studied had a
mean free path for elastic scattering in the order of 0.5
mm, whereas the thicknesses of the N and S layers were
inferred to be in the 0.02 mm range. In other words the
transport at the NS interfaces could definitely be consid-
ered as ballistic.
In 1964 Andreev[1] uses the Gorkov equations[11], ap-
plied to a system, without impurity scattering, which
contains a more or less sharp boundary between a nor-
mal phase and a superconducting phase. He finds the
conversion of an electron to a hole with a probability
which depends on the energy relative to the energy gap
∆ of the superconducting state. He proceeds by calculat-
ing the thermal flux, across the boundary, and compares
the result with the data obtained by Zavaritskii. In pass-
ing he points out that the path of the electron and the
hole have a unique element to it: We note the follow-
ing curious feature. Usually when particles are reflected,
only the component of the velocity normal to the bound-
ary changes sign. The projection of the velocity on the
plane of the boundary remains unchanged. In our case all
three components of the velocity change sign. It means
that the reflection process is dependent on the energy, it
inverts the charge and it leads to a reversal of all velocity-
directions.
Although Andreev based his analysis on the Gorkov-
equations, the most common approach to discuss the pro-
cess of Andreev reflection is now by using the Bogoliubov-
De Gennes equations. However, Bogoliubov and De
Gennes never wrote a paper together and it is therefore
worthwile to provide some indication on how these names
came together. The emergence of the Bogoliubov formu-
lation of the theory of superconductivity together with
the construction of the Gorkov-theory is described by
Gorkov[20]. Around 1963 Pierre Gilles de Gennes applied
the Bogoliubov-transformation to a position-dependent
eigenfunction. He defines:
ψ(~r ↑) =
∑
n
[γn↑un(~r)− γ∗n↓v∗n(~r)] (5)
which represents the annihilation operator for a posi-
tion eigenfunction, with u and v also position-dependent
eigenfunctions to be determined from the effective Hamil-
tonian with ∆(~r) to be found self-consistently from:
∆(~r) = V < Ψ(~r ↑)Ψ(~r ↓) >= V
∑
n
v∗n(~r)un(~r)[1− 2fn]
(6)
From this starting point De Gennes derives the set of
coupled equations, which are now called Bogoliubov-De
Gennes equations. They appear for the first time in print
in 1963 in De Gennes and Saint-James[21]. It is stated
that for a normal metal film on a superconductor the
one-particle excitation energies are the eigenvalues of:
Eu =
(
− h¯
2
2m
∇2 − EF
)
u+ ∆v
Ev =
(
h¯2
2m
∇2 + EF
)
v + ∆u (7)
The ”pair-potential” ∆ is defined as
∆(~r) = g(~r) < ψ(~r)ψ(~r) > (8)
with g(~r) the local value of the electron-electron coupling
constant and the ψ(~r) the usual one electron operators.
This set of equations (Eqs.7), which obviously look like
a set of Schro¨dinger equations coupled by the parameter
∆ are called the Bogoliubov-De Gennes equations. To
the best of my knowledge the assignment of these equa-
tions to these two authors together, and not for example
to De Gennes and Saint James, is for the first time done
in print in the paper by Kulik[22] on the supercurrent
in a SNS junction. Historically it is clear that the ori-
gin can be found in the self-consistent field method for
the BCS theory of Bogoliubov[23], which was originally
published in ZhETF [24] and Il Nuovo Cimento[25]. Ku-
lik refers to another paper of Bogoliubov[26], which deals
with general aspects of the self-consistent field method.
The actual derivation of the BdG equations is given
by Saint-James in Ref.[27] in an Appendix, while refer-
ring to Lecture notes on the subject of De Gennes, dated
1963-1964, which were later published by De Gennes[28]
5in 1966. Ironically, in a 1964 paper on the excitations
in a vortex core Caroli, De Gennes and Matricon[29],
refer to the set of equations by simply citing Bogoli-
ubov et al [24]. Unfortunately, this hides a major ac-
complishment by De Gennes, which is the generaliza-
tion of the Bogoliubov (u, v) transformation to the case
of inhomogeneous systems. Shirkov[30], a former col-
laborator of Bogoliubov[24], calls it the Bogoliubov-De
Gennes transformation (Eq.5) that can be written in
terms of coordinate-dependent u(~r), v(~r) wave functions
of electrons in the superconducting phase. The conclu-
sion is that the major step forward of De Gennes was
the generalization of the Bogoliubov transformation to
position-dependent wave-functions for the quasiparticles
through which he opened the door to treat ballistic in-
homogeneous problems in superconductivity. It is there-
fore historically understandable to call the set of equa-
tions (Eq.7) the Bogoliubov-De Gennes equations. At the
same time it is clear that the Gorkov equations are more
general and can be used as starting point for treating
also the cases with diffusive scattering and nonequilib-
rium problems.
Meanwhile, in the course of history, the significance
of the contribution of Saint James might have become
underexposed. Interestingly, in the 1964-paper by Saint-
James one finds already a glimpse of the phenomenon
of what we now call Andreev reflection. He publishes
the more extensive calculation of the 1963 paper with
De Gennes[21], using the Bogoliubov-De Gennes equa-
tions, for a normal metal of thickness a on a supercon-
ductor with the interface located at x = 0 to determine
the excitation spectrum. At the end of this calculation
he writes in the French Journal de Physique: What is
the origin of the result? An electron travels through the
region (N), and penetrates in (S), where it creates an
electron-hole pair. The two electrons combine to form a
Cooper-pair, leading to a hole which travels back inside
(N), after which it reflects at the opposite surface of (N)
at x = −a and the cycle will repeat. The total duration
of the cycle is 4a/vF cosθ [128] with θ a measure of the
energy. The factor of 4 indicates that the slab needs to
be traversed two times to provide interference to be con-
trasted with 2 for normal reflection. Based on this article
Deutscher[31] has recently argued that the phenomenon
of Andreev reflection should be called Andreev-Saint-
James reflection to do justice to the historical record.
In my view the unique nature of the process of Andreev
reflection is the reversal of all velocity-components, the
unfamiliar process called retro-reflection, which is fully
recognized and understood for the first time in the orig-
inal Andreev paper[1]. Therefore I believe it is justified
to continue to speak about the concept of Andreev re-
flection, meaning the reversal of all velocity components
and the charge.
The framework of the Bogoliubov-De Gennes equa-
tions (Eqs.7 and 8) allows for a description of a non-
uniform superconducting state in many selected cases of
current interest. The parameter V in Eq.6 takes care
of the attractive interaction leading to superconductiv-
ity. The quantity ∆ can be present anywhere, expressing
what is called the proximity-effect. The Bogoliubov-De
Gennes equations have been used extensively to deter-
mine the excitation spectrum for materials in which, un-
der certain conditions the normal and superconducting
phase coexist. Examples are the excitations in the core
of a vortex[21], the excitations in the normal domain of a
Type I superconductor in the normal state[32] and the ex-
citations in an SNS type Josephson-junction by Kulik[22].
In the latter two cases the calculation is usually carried
out for a one-dimensional model.
Most experiments were carried out on high purity, well-
annealed single crystals of tin, indium, mercury or lead.
In these samples the elastic mean free path reaches easily
a size approaching a millimeter. Therefore it was natu-
ral to ignore elastic scattering and to treat the wave-
functions as plane waves. A direct measurement of the
excitation spectrum had to wait, in all 3 cases, for the ar-
rival of nanolithography and scanning probe techniques.
On the other hand the concept of Andreev reflection
nicely explained the observed difference between the elec-
trical and thermal conduction at NS interfaces. The re-
maining question is what direct experimental evidence
has been accumulated to test the theoretical ideas in a
qualitative and quantitative way. How would one get
experimentally access to a well-defined normal metal-
superconductor interface, for which one can study quali-
tatively and quantitatively the process of Andreev reflec-
tion itself?
BALLISTIC TRANSPORT AND ELECTRON
FOCUSING: 1966, 1974
In hindsight, in order to be able to study and exploit
the phenomenon of Andreev reflection in its full poten-
tial one needs a source of quasi-particle waves, a collector
and a medium through which their properties are man-
ifest. One of the first steps along this path was set by
Sharvin[13], who introduced a new technique to study
Fermi-surfaces by putting a sharp metallic needle on a
bulk single crystal of a metal as a source and a second
one at the opposite side as a collector (Fig.2). The elec-
trons would follow paths along the Fermi surface and the
trajectory between source and collector could be influ-
enced by a magnetic field. In his analysis he treats the
point contact as ballistic i.e. with a size small compared
to the elastic mean free path in the material of the nee-
dle as well as of the crystal. From this assumption he
infers that the current is the difference between electrons
coming from one reservoir at voltage V, while the other
reservoir, kept at ground, sends electrons in the other
6FIG. 2: Ballistic trajectories in a pure crystal following paths
controlled by the Fermi surface. Pointcontact A acts as the
emitter and pointcontact B as the collector. A magnetic field
is applied in the direction of the electron flow. (Picture taken
from Sharvin and Fisher[33].
direction. The ’Sharvin’ resistance is then given by:
R =
p
e2D2N
(9)
with D the diameter of the hole forming the point
contact, p the Fermi momentum, and N the elec-
tron density. A first observation was carried out by
Sharvin and Fisher[33] and in more detail by Sharvin and
Bogatina[34]. Since the mean free path is much larger
than the diameter of the orifice D the resistance is not
the familar backscattering resistance inside the constric-
tion, but rather the geometrical restriction on possible
conduction channels.
This pioneering work with point contacts to under-
stand fundamental transport processes, led to two new
types of experiments. Yanson[35] recognized in 1974 that
the concept of ballistic transport through an orifice as
introduced by Sharvin was useful to understand ’failed’
tunnel junctions. By applying a large voltage to a tunnel
barrier one obtains one or more leaky pathways, which
can be analyzed as a Sharvin contact. He went one step
further and pointed out that the current-voltage charac-
teristic might contain non-linearities due to a backscat-
tering current resulting from phonon-excitation, which
should reveal the electron-phonon interaction spectrum.
It was known that the latter was measurable with su-
perconducting tunnel junctions. This new pointcontact
technique allowed for a measurement of the electron-
phonon interaction in normal metals. The success was
demonstrated for copper by Yanson and Shalov[36]. It
inspired a group in Nijmegen in the Netherlands, led
by Peter Wyder (who had interest in point contacts for
far-infrared detection; see the following Section) to ap-
ply the same reasoning to the point contacts as used by
Sharvin. First results of this technique applied to copper,
silver and gold were published by Jansen et al[37] and the
method was popularized by a publication in Science by
the same authors[38].
A second development was introduced also in 1974 by
Tsoi[39, 40]. He modified the technique of Sharvin to
follow the paths of the electrons by putting the source
and the collector on the same side of the crystal. By
using a transverse magnetic field he was able to tune
the cyclotron orbits in such a way that for certain spe-
cific strengths of the magnetic field the emitted elec-
trons would reach the collector preferentially, also re-
flecting the Fermi-surface properties. This technique was
also adopted by the Nijmegen group, leading to a col-
laboration between the group at Chernogolovka and at
Nijmegen[41].
This work with point contacts has laid the groundwork
for an understanding of transport in terms of classical
ballistic trajectories. It meant a concept of electronic
transport in which two equilibrium reservoirs are con-
nected through a small orifice with a radius a, which has
a net resistance of:
R =
4ρl
3pia2
(10)
with ρl, the so-called ρl-product given by the free electron
values: mvF /ne
2. Electrons passing through the orifice
are absorbed by the reservoir where they equilibrate and
conversely, the reservoirs act as sources of equilibrium
electrons.
JOSEPHSON POINT CONTACTS: 1966, 1979
In parallel to the research on the use of normal metal
point contacts there was quite a bit of research of a more
applied nature on superconducting point contacts such
as the one shown in Fig.1. Superconducting point con-
tacts have been extensively used in early developments of
SQUID magnetometers and to demonstrate the response
to radiation known as Shapiro steps. Undoubtedly, one
of the beautiful aspects of the Josephson effect is that it
is a macroscopic quantum phenomenon, which can occur
in any kind of weak links, between two superconductors.
Whatever the type of the weak link, if the coupling is
not too weak to be disrupted by thermal or quantum
noise, any material put between the two superconduc-
tors, even vacuum, will offer a manifestation of the basic
characteristics of the Josephson effect. After the initial
observation in a tunnel junction by Rowell and Ander-
son, it was quickly followed by a demonstration of the ac
Josephson effect in a superconducting microbridge, some-
times called an Anderson Dayem[42] bridge. Zimmerman
and Silver[43] introduced in 1966 a DC SQUID based on
two mechanically made point contact diodes, very much
like the Sharvin point contacts. The technique of using
point contacts was quickly taken up by researchers in-
7terested in an excellent coupling to microwave radiation.
Dayem and Grimes[44] studied the emitted radiation of
a point contact biased at a certain voltage. Levinstein
and Kunzler[45] showed that a point contact made it
possible to obtain current-voltage characteristics which
evolve from a tunneling curve to a typical point contact
I,V curve, of which at that time the nature was not yet
fully understood. Grimes, Richards and Shapiro[46, 47]
turned the point contact into a detector of far-infrared
radiation. The technical details of their apparaturs have
been described by Contaldo[48].
Meanwhile, the scientific concepts around the point
contacts of Zimmerman and Silver were quite different
from those of Sharvin. For Zimmerman and Silver the
microscopy of the Sharvin point contact appeared to be
completely absent. The emphasis was on the electromag-
netic performance. Since all of the point contacts, as well
as the microbridges, had a low normal state impedance it
was understood by Stewart[49] and McCumber[50] that
the most appropriate engineering model was that of the
resistively-shunted model (RSJ-model), which could be
shunted by a capacitor and is therefore often called the
RSJC-model. This RSJC-model treated the point con-
tact as a Josephson element characterized by the cele-
brated Josephson equations and shunted by a capacitor.
This model made it possible to understand the domi-
nant difference between a Josephson tunnel junction and
a low-capacitance current-biased point contact or micro-
bridge. It also made it possible to identify at which level
of capacitance hysteresis would appear in the IV-curve.
The Stewart-McCumber model became the paradigm for
all research in which a microscopic understanding was not
needed or not looked for. In reality there were very many
deviations (see for example Figs. 3 and 4), which were
temporarily ignored. It is still the dominant model for
experiments in which the Josephson-junction functions
as a building block for macroscopic quantum tunneling.
In the former Soviet Union research on point con-
tacts and microbridges aimed at the interaction with
high frequency radiation was picked up at several lab-
oratories of the Academy of Sciences. Early work was
found at the Institute of Physics Problems by Khaikin
and Krasnopolin[53] in 1966. A strong program led by
Vystavkin and Gubankov emerged at the Institute of Ra-
dioengineering and Radioelectronics of the Academy of
Sciences around 1970. Working at this laboratory Volkov
and Nad’[54] published experimental data and a theoret-
ical analysis of Shapiro steps observed in niobium point
contacts, using the theory presented by Aslamazov and
Larkin[18], which in essence is the Stewart-McCumber
model. The interest in constriction-type Josephson junc-
tions is clear from the 1974 review paper by Vystavkin et
al [55] in which research at the IREE is presented together
with work from Likharev at Moscow State University.
Both point contacts as well as superconducting micro-
bridges were developed and studied. The majority of the
FIG. 3: Typical current-voltage characteristics for variable-
thickness microbridges, made of superconducting tin. These
curves clearly show all the salient deviations from the RSJ-
model. A resistive state at low voltages with a slope much
smaller than the normal state resistance, subharmonic gap
structure and an excess current. The data are all taken close
to Tc because at lower temperatures thermal hysteresis dom-
inates and masks the interesting physics. From Klapwijk et
al.[51].
work was focused on the Josephson effect and interpreted
within the framework of the RSJC model. However, as in
many other groups significant deviations form the RSJC-
model were observed. In a number of cases the solution
was sought within the lumped circuit nature of the RSJC
model. Although there was a strong drive towards using
Josephson junctions for practical applications a number
of people stepped out of that mode and focused on an
improved microscopic understanding. In reality a new
microscopic theoretical framework, largely absent in the
well-known review of Likharev[17] from 1979, was needed
to deal with inhomogeneous problems in nonequilibrium
superconductivity.
DIFFUSIVE NONEQUILIBRIUM THEORY:
1968-1979
The Bogoliubov-De Gennes equations had emerged as
suitable in dealing with inhomogeneous problems in sys-
tems with little or no impurity scattering. However, the
superconducting devices that were of interest for prac-
tical applications, the point contacts and microbridges,
were made of materials which had significant impurity
scattering. The nature of the contact of the point con-
tact was not very well known, but given the crude way
of making them elastic scattering inside the contact was
to be expected. Microbridges were made from vacuum-
condensed thin films and made with diamond knife tech-
8nology or primitive lithography. In order to describe
these inhomogeneous superconducting systems, includ-
ing impurity scattering, an appropriate theoretical frame-
work was urgently needed.
In the late ’60s and early ’70s the quasiclassical theory
for inhomogeneous and nonequilibrium superconductiv-
ity was developed. It started with the Gorkov-theory[11],
with the subsequent developments primarily in the for-
mer USSR with significant contributions in Germany. A
general introduction is available through the textbook
by Kopnin[56]. An overview convenient in the context of
mesoscopic systems is provided by Belzig et al[57]. For
the topic addressed here the main message is that this
framework provides a microscopic theory for inhomoge-
neous systems, which is valid for all temperatures and
which is also suitable for nonequilibrium systems. So
the theory is particularly well suited, although not al-
ways easily tractable, for superconducting constrictions
such as microbridges and point contacts, including cases
when the scattering is diffusive. The theory is, in prin-
ciple, also well suited to deal with the large variety of
modern hybrid devices in which nano-objects are coupled
to superconducting electrodes.
The starting point is the field-theoretical description of
superconductivity introduced by Gorkov[11], which has
evolved into the quasiclassical theory by removing the
rapid oscillations on the scale of the Fermi wavelength
by Eilenberger[60], and Larkin and Ovchinnikov[61]. In
order to deal with finite temperatures the Matsubara[58]-
frequencies and Keldysh[59] techniques are used. A dis-
tinction can be made between clean and dirty systems re-
sulting for dirty systems in the theory for nonequilibrium
inhomogeneous superconductivity problem of Schmid
and Scho¨n[64], and Larkin and Ovchinnikov[62, 63].
The approximations made over this 10 year period have
been very helpful in making the theory usable for the
study of Josephson devices such as point contacts and
microbridges. It was applied to a number of outstand-
ing problems in the field of superconducting contacts.
In contrast to tunnel junctions of which the quasipar-
ticle current branch, the Giaever tunneling, was under-
stood even prior to the discovery of the Josephson effect,
the voltage-carrying state of superconducting point con-
tacts contained a number of poorly understood phenom-
ena (see for example Fig. 3). First, when exceeding the
critical current a steep rise in current, at finite voltage,
is observed up to a few microvolts after which point the
voltage increases much more rapidly and often discon-
tinuously. This ’knee-structure’ or ’foot-structure’, de-
pending on whether one plots the voltage or the current
horizontally, was observed in various laboratories and
violated the elementary RSJ-model. In addition, upon
further increase of the current the well-known subhar-
monic gapstructure, features in the IV-curve at 2∆/n are
observed, followed by a so-called excess current beyond
2∆, a shifted asymptote suggesting a capacity to carry
FIG. 4: Current-voltage characteristic for a ballistic niobium
point contact with ideal equilibrium reservoirs (taken from
Weitz et al[52]). It clearly shows the excess current beyond
Vgap as well as the overall deviations from the resistively
shunted junction model. Similar I,V curves have been ob-
tained for niobium tunnel-junctions with a ’leaky’ silicon bar-
rier.
more current at the same voltage than in the normal
state. A very clear example of the excess current can be
found in Weitz et al[52] and reproduced in Fig.4. These
phenomena were universally observed in all constriction-
type superconducting contacts, such as the microbridges,
’pinholes’ in tunnel junction barriers and in point con-
tacts. In order to cover a large enough range of temper-
atures and voltages an important requirements was the
use of large reservoirs to maintain thermal equilibrium
in the contacts, which for microbridges led to the use of
variable-thickness bridges.
The first item, the ’knee-structure’, was addressed by
Golub[65], and Aslamazov and Larkin[66], followed by an
improved analysis by Artemenko, Volkov and Zaitsev[67,
68] and in a more accessible way by Schmid, Scho¨n and
Tinkham[69]. The essential interpretation is that under
the voltage bias the density of states in the neck of the
constriction oscillates rapidly at the Josephson frequency.
The current carried by this rapidly changing density of
states behaves differently for energies E < ∆ from that
for energies E > ∆. The first part can upon changing in
time only be populated by quasiparticle relaxation due to
inelastic processes. The 2nd part can easily equilibrate by
diffusion to the equilibrium banks. The models assume
a short one-dimensional diffusive superconducting wire
connected to massive equilibrium reservoirs of the same
superconducting material.
The third item that was addressed was the ’excess cur-
rent’. Artemenko et al [68, 70] showed in 1978-1979, that
this excess current was not related to the Josephson ef-
fect, in other words unrelated to the physics contained
9in the RSJC-model, but was part of the static quasipar-
ticle current through the constriction. A quite striking
breakthrough came by a comparison of experimental re-
sults between S-c-S contacts with S-c-N contacts in re-
search reported by Gubankov et al [71]. It led to the
decisive article of Artemenko et al [72] in which the the-
oretical results for the excess current in both S-c-S and
S-c-N contacts were presented. In this paper the au-
thors write: ’Therefore, particles with energies |E| < ∆
contribute to the current in the bridge. Naturally, the
gap in the S-region does not prevent the charge trans-
fer by the electrons with the energy |E| < ∆. The cur-
rent transferred by these particles converts into the pair
current in the S-region. Note that the analogous pro-
cess (called the Andreev’s reflection) takes place in a pure
metal when electrons pass through the ideal S-N inter-
face.’ The message that underneath the heavy mathe-
matical formalism the much more transparent concept of
Andreev reflection was hidden was brought by Michael
Tinkham to his PhD students and one of his post-docs
(the present author) from a visit to Moscow in 1978.
Without this explicitly made connection with the con-
cept of Andreev reflection it would have been much more
difficult to appreciate the major step forward in under-
standing constriction type superconducting devices. It
proved that a microscopic analysis was needed to un-
derstand the voltage-carrying state not only of tunnel
junctions but also of point contact devices and that the
RSJ-model was misleadingly lacking relevant microscopic
input. With the word Andreev reflection for the IV-
curves of Josephson point contacts on the table the con-
ceptual framework for constriction-type Josephson junc-
tions had to turn from phenomenological to microscopic.
(The concept of Andreev reflection appeared already in
the work of Artemenko and Volkov[73] for the electrical
resistance in the intermediate state based on the kinetic
equations for clean superconductors proposed by Aronov
and Gurevich[74]. So they were conceptually very well
prepared.)
DIRECTIONAL, CHARGE AND ENERGY
DEPENDENCE OF BALLISTIC ANDREEV
REFLECTION: 1980-1984
The theory of Artemenko et al. was based on diffu-
sive superconductors in which the elastic mean free path
is much shorter than the BCS coherence length and also
than the size of the constriction. The concept of Andreev
reflection was much more tailored to the picture of plane
waves emanating from reservoirs analogous to the ideas of
the Sharvin point contact and the subsequent implemen-
tation by Yanson and Jansen et al. for electron-phonon
spectroscopy and by Tsoi et al. for electron focusing. Af-
ter the insightful remarks about the relevance of Andreev
reflection the natural starting point to take for a point
contact and for microbridges was the idea of a ballistic
point contact, analogous to the flow resistance of an ori-
fice in the Knudsen gas limit. It sets the starting point
for an interpretation of the second item mentioned in the
previous paragraph of the subharmonic gap structure by
Klapwijk, Blonder and Tinkham [76]. By allowing for
energy-conserving multiple Andreev processes it became
immediately plausible that the subharmonic gap struc-
ture had to be understood in the same framework as the
excess current, and that it was a different form of quasi-
particle current flow, analogous to Giaever-tunneling but
now including higher order processes. (This was quite dif-
ferent from the starting point for the Josephson current
known from the ballistic model of Kulik[22] and Bardeen
and Johnson[77], because the process was considered to
be not due to the Josephson-effect.) A description was
found on the basis of the trajectory method and pre-
sented as an invited talk, resulting from rumors that we
had something new to tell, at the Low Temperature con-
ference in Los Angeles (18-23 August 1981) and published
in the proceedings[76]. It contained the description of the
IV-curve of a NS point contacts subject to both Andreev
reflection and normal reflection located at the neck of the
constriction:
I =
1
eRn
∫
dE[1+A(E)−B(E)][f(E−eV )−f(E)] (11)
The function A(E) is called the Andreev reflection-
coefficient. For E < ∆ it should ideally be 1 reflecting
perfect electron-hole conversion, which would unavoid-
ably occur at a sharp interface between the supercon-
ducting phase and the normal phase in an atomically
uniform material, such as in the intermediate state:
A(E < ∆) =
∆2
E2 + (∆2 − E2)(1 + 2Z2)2 (12)
The function B(E) = 1−A(E) for E < ∆ is the elastic
back-scattering, which would be present for any elastic
scattering process at the interface. It is parametrized by
the parameter Z, which is connected to the normal state
transmission ocefficient T by T = 1/(1 + Z2). For Z = 0
indeed A = 1 and B = 0. A similar expression controls
A and B for energies above the gap: E > ∆. Of course
for high values of E the Andreev reflection goes to zero
but up to about 3∆ there is still a significant contribu-
tion. In relation to practical experiments an important
aspect is the sensitivity to Z or the normal state trans-
mission coefficient. For Z = 1, which reflects a transmis-
sion probability of 0.5 (one would normally call it a very
high transmission) the Andreev reflection probability has
for E = 0 declined by a factor of 10. This illustrates the
high sensitivity to elastic scattering, which is important
to superconducting hybrids. In Fig. 5 one of the first
comparisons with these theoretical predictions is shown
using a molybdenum-tantalum point contact. With Z as
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FIG. 5: One of the first point contact experiments showing
the energy-dependent Andreev reflection coefficient weighted
by the distribution functions. The fits are for the same set of
parameters, only varying the temperature. From Voss[83].
the only fit parameter all the other curves are generated
using Eq.11.
Since the trajectory method did not have a cut-off for
higher orders all contributions weighed equally and the
sub-harmonic gap structure disappeared at lower tem-
peratures. The obvious step to take was to introduce a
finite transmissivity of the constriction, but the authors
did not see a way to handle this. It led to an analysis of
the much more simple problem of a ballistic S-c-N con-
tact, which became the now well-known BTK paper[14].
In a subsequent analysis we returned to the S-c-S case
by putting two N-c-S contacts together [78], although we
knew that it failed to describe the system properly in par-
ticular for low transmissivities of the double-barrier elas-
tic potentials. While we were doing this work we received
a copy in Russian of an article published by Zaitsev[79]
in which he treated the S-c-S and the S-c-N case in the
ballistic limit. It made us a bit nervous about the orig-
inality of our work. On the other hand he treated only
a fully transmissive case, without any elastic scattering,
which we felt was our most important innovation. More-
over he predicted an enhancement of the conduction by
a factor of 3, which we saw as a sign that despite of the
mathematical skills, the physical content was not fully
FIG. 6: A single crystal of bismuth is partially covered with a
thin film of tin with a critical temperature of about about 3.8
K. Electrons injected at the point contact E reach the collector
C following classical trajectories controlled by the magnetic
field ~H. Full curves electron-trajectories, dashed curves hole-
trajectories after Andreev reflection below Tc. Taken from
Bozhko et al.[86].
appreciated (an erratum appeared soon)[80]. Undoubt-
edly, the major step forward we made was the inclusion
of elastic scattering, which became possible within the
formalism that Zaitsev used, only after the introduction
of new boundary conditions in 1984[81].
One of the very interesting aspects of the BTK-paper
is that it made it possible by a simple point contact
technique, pioneered by Sharvin and developed further
by Yanson, Jansen et al., and Tsoi to read off from
the derivative of the IV-curve the energy-dependence of
the Andreev reflection coefficient as already appearing
in the original paper by Andreev in 1964. I emphasize
the energy-dependence, as was clearly shown by Blonder
and Tinkham[82], but was in retrospect already present
in the data of Gubankov et al [71]. The first systematic
use of this opportunity, shown in Fig.5, in which a set
of conductance curves is given for a Mo-Ta point con-
tact from the PhD Thesis of Gerhard Voss in Cologne
(a student of Wohlleben). The quantitative success and
the detailed dependence on the energy led to the emer-
gence of Andreev point contact spectroscopy. Another
important aspect is the ballistic nature of the assumed
conduction of the contact, which is apparently justified
despite the crude fabrication technology. The simplic-
ity of the technique has made it possible to use it in a
laboratory-course to train undergraduate students[84].
The ballistic Sharvin-type point contacts have made
it possible to measure directly the energy-dependence of
the Andreev reflection coefficient, which has now been
applied to a large variety of superconducting materials
and the relevant theory has been generalized. Very re-
cently, the Sharvin point contact idea was extended to
apply to correlated materials as well by Lee et al[85].
Nevertheless, one of the hall-marks of Andreev reflection
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FIG. 7: The electron-focusing signal observed in the collector
contact for temperatures ranging from top to bottom of 3.80,
3.78, 3.74, 3.70 and 2.78 K. It clearly shows the emergence, at
a field-strength of 10 Oersted, initially a positive contribution,
which becomes negative for lower temperatures. A very clear
prove of both the (almost) identical, but reverse, momentum
and the reversal of the charge. Taken from Bozhko et al.[86].
is the idea of retro-reflection. This is universally assumed
to be one of the properties contained in the experimen-
tal data and sometimes explicitly assumed in the calcu-
lations. However, a direct demonstration of retroreflec-
tion itself is an interesting experimental challenge. The
explicit demonstration started in the work Sharvin and
Tsoi on point contacts with high-purity crystals. A di-
rect demonstration was carried out by Bozhko et al.[86]
at Chernogolovka and Benistant et al.[87] in Nijmegen
using what is called electron focusing. It requires the
ballistic transport from a point contact used as an emit-
ter, the reflection from a superconductor, and the subse-
quent absorption by a second point contact which serves
as a collector (Fig.6). Depending on the strength of the
magnetic field the cyclotron orbits will coalesce at the
absorbing point contacts. At specific values for the mag-
netic field, the lowest value given by Bfocus = 2h¯kF /2L
with L being the distance between the emitter and the
collector a maximum signal is found. For increasing mag-
netic field two peaks will be found. For elastic scattering
it will be two with the same sign. For Andreev reflection
it will be a second one with an opposite sign because of
the opposite charge. And if it is indeed retroreflection
the hole trajectories should be copies of the electron tra-
jectories. This is exactly what is found and shown in
Fig.7. This last point contact experiment completed the
demonstration of the essential ingredients of Andreev re-
flection: the energy-dependence, the charge reversal and
the time-reversed paths.
QUANTUM TRANSPORT IN A POINT
CONTACT: 1988
In the ’80s the world of mechanically-made point con-
tacts was gradually being transformed into a world of
nanostructures made through clean-room technology. In
this transition the concept of Andreev reflection became
fully embedded in the nanoworld. However, the first
step was to take the idea of a Sharvin point contact
from a classical concept with ballistic trajectories into
the currently dominant paradigm of quantum transport.
In the normal state the transport properties in small-
scale structures are treated with the transmission-matrix
formalism. Since the devices became small enough that
quantum coherence was maintained over the size of the
device transport became dominated by quantum interfer-
ence. The emergence of this approach has greatly bene-
fited from the increasing capability of making with lithog-
raphy, in particular electron-beam lithography, metal-
lic structures on a nanoscale. Research objects from
condensed-matter systems were made in which the length
scale became a very important parameter. The research-
objects are often called nano-devices or nano-structures,
although in particular the name ’device’ is somewhat mis-
leading. They are usually not intended to provide real
functionality, but rather to serve as a vehicle to reveal
physical phenomena. In that sense it is part of the ex-
perimentalist’s toolbox. For some the Large Hadron Col-
lider in Geneva is the experimental system to do scatter-
ing experiments with, for others it is a nano-device of
which many can be made in clean rooms worldwide. In
combination with a superconductor a nanodevice is un-
avoidably an inhomogeneous superconducting system. It
consists of different assemblies of atoms in which different
states of matter can occur. The central concept to de-
scribe their transport is the scattering matrix, consisting
of asymptotically free incoming states through an inter-
action region and providing free outgoing states. A recent
review on the theoretical aspects is provided by Lesovik
and Sadovskyy[88]. It is particularly specific about in
what way it is justified in comparison to the more conven-
tional kinetic equation and Green’s function approaches
and also what assumptions are being made which have
to be satisfied in experimental systems.
The resistance in the normal state in the BTK re-
sult was clearly in the spirit of the early proposition of
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FIG. 8: The experimental arangement of the gates on top of
a GaAs/AlGaAs 2-dimensional electron gas. By changing the
gate-voltage the 2DEG is depleted and transport is only pos-
sible in the gaps froming the point contacts. Given the low
carrier density of 2DEG compared to a metal the transport
was found to be quantized. The design was made to allow
for an electron-focusing experiment analogous to the one car-
ried out by Tsoi et al.[39]. Figure taken from Van Houten et
al.[94].
Landauer[89] about electrical conduction as a quantum
transport phenomenon and given by:
G =
e2
pih¯
T
R
(13)
with G the conductance of a conductor and T and R the
transmission and reflection coefficients. The Landauer-
formula, Eq.13, has been generalized to multi-channels
by Bu¨ttiker et al.[16] and expressed as:
G =
e2
pih¯
Nc∑
n,m=1
|tnm|2 (14)
with tnm the transmission coefficient for scattering
through the contact from incoming channel n into out-
going channel m. The case with no elastic scattering
in the wire, the perfect Sharvin contact, corresponds to
|tnm|2 = δnm. This appealing scattering matrix approach
was introduced to deal with normal transport in small
structures with a length smaller than the phase-breaking
length, over which phase-coherence was preserved.
At about the same time, the discovery of the Quantum
Hall effect in 1980 by Von Klitzing et al[90] in silicon
MOSFETs, followed by the discovery of the Fractional
Quantum Hall effect by Tsui et al[91] in GaAs/AlGaAs
heterostructures, led to a strongly increased interest in 2-
dimensional systems with a high mobility. Prior to these
systems the ballistic transport could be realized only
in large single crystals of well-behaving metals. With
the semiconductor-technology new artificially made sys-
tems became available and were continuously improved.
FIG. 9: The electron-focusing signal observed in the collector-
contact for a range of temperatures, clearly illustrating the
ballistic nature of the transport. Due to the phase coherence
fluctuations were observed reflecting the fact that the descrip-
tion has to go beyond the classical trajectories (and of course
evolves into the Qauntum Hall effect). Figure taken from Van
Houten et al.[94].
These semiconductor heterostructures provided the 2-
dimensional analog of the large single crystals of the past
with the advantage of being a fully 2-dimensional sys-
tems of which also the carrier-density could be changed
with a gate. These two developments, the microfabri-
cation tools and the availability of new forms of mat-
ter in the form of heterostructures, came together in ex-
periments carried out in a collaboration between Philips
Research Laboratories and Delft University of Technol-
ogy. Inspired by the point contact electron focusing ex-
periments carried out by Tsoi et al[39] and by Van Son
et al[92] on single crystals of metals like silver, a two-
point contact geometry was designed for a 2-dimensional
electron gas in GaAs/AlGaAs (Fig.8). The transport
through one of these point contacts led to the surpris-
ing, but rapidly understood, discovery of quantized trans-
port by Van Wees et al[93] and submitted on Dec. 31,
1987. The electron-focusing experiments, exploiting the
two contacts together (Fig.9) were published separately
by Van Houten et al[94] and submitted, one week after
the quantum point contact paper, on Jan. 6, 1988. This
particular development towards the discovery of quantum
transport, simultaneously with Wharam et al[95] inspired
by a different conceptual tradition, shows nicely how the
original idea of Sharvin on point contacts and of Tsoi on
electron focusing had found its way to the modern lithog-
raphy applied to condensed-matter structures, based on
semiconducting heterostructures. Apparently, unaware
of these recent developments Tsoi et al.[96] expected in
13
FIG. 10: A controllable break junction configuration. It
allows to gently break a wire, after which the two clean pieces
can be brought together to form a vacuum tunnel contact,
which evolves into a single atom point contact. Figure taken
from Scheer et al.[98].
a review in 1989 a development to use of electron focus-
ing in the study of Andreev reflection in lithographically-
made structures.
MECHANICAL BREAK-JUNCTIONS:
SUPERCONDUCTING QUANTUM POINT
CONTACTS: 1992
The description of quantum transport with the
transmission-matrix formalism has clearly a strong ap-
peal also for superconductivity. It can easily be in-
tegrated with an analysis based on the Bogoliubov-De
Gennes equations, assuming a ballistic transport system.
An important problem is that a number of assumptions
are being made, which are often difficult to meet in an
experiment. As summarized clearly in Bu¨ttiker et al.[16]
the model-system consists of 3 ingredients. There is a
’sample’, which is characterized by a transmission ma-
trix with the elements tnm. There is no energy relax-
ation in the sample and transport through the sample is
phase-coherent. The sample is connected on both sides to
’leads’, which only serve to transport plane waves back
and forth with probability 1. Hence, they do not con-
tribute to the scattering process. The leads are connected
to ’reservoirs’, which serve as equilibrium baths of elec-
trons with a certain chemical potential and temperature.
The value can be different in both reservoirs to repre-
sent an applied voltage-difference. These assumptions
are very reasonable for the conventional metallic point
contacts. They are also valid for the quantum point con-
tacts in a 2-dimensional electron gas, described in the
previous Section. With the split-gate technique the ma-
jor part of the 2 DEG is uneffected. Only at some point
a constriction is created, whose width can be adjusted.
The reservoirs are therefore of the same material as the
constriction. The real physical contacts to the apparatus
do not play a role, because the wide sections of the 2DEG
serve as the equilibrium reservoirs. The system is fully
homogeneous in its properties, only the geometry of the
conduction channel is changed.
To achieve similar experimental conditions for a quan-
tum transport channel with a superconductor is much
harder. The unavoidable solution is that one has to com-
bine two different materials. One that provides supercon-
ducting reservoirs and the other that acts as the ’sample’.
These systems are therefore called ’superconducting hy-
brids’ to which we will return below.
The most natural link with the assumptions of the
transmission matrix for superconducting nanotransport
is that of the mechanical break junctions [97] with an
example shown in Fig.10. By breaking a wire, which can
then be gradually brought together again, single atom
point contacts are created. The quantum conductor and
the reservoirs are made of the same material in analogy
to the GaAs/AlGaAs point contacts. In Fig.11 the left
panel shows a set of I,V curves for single atom contacts
of aluminium [98, 99]. From bottom to top it shows the
evolution of the IV-curve from weak contact to stronger
contact. It is a modern version of the old Sharvin point
contact with the clean room technology used to make a
device which allows the breaking of a wire and the read-
justment to bring the broken pieces together with sub-
atomic precision. The data contain the same features ob-
served in earlier generations of constriction-type Joseph-
son jucntions. They include the phenomenon of multiple
Andreev reflections or multiparticle tunneling leading to
structure at voltages of 2∆/n and an excess current be-
yond a voltage of 2∆. In the right panel a similar set of
curves is shown for a single atom Au-contact. However
the Au is part of a bilayer with Al. The Au has become
superconducting through the proximity effect. The ex-
periment very nicely illustrates how the Andreev reflec-
tions are coupled to the induced superconducting order
in the Au. The differences can be largely accounted for
by the standard diffusive proximity-effect theory using
the quasiclassical equations.
Since the tunneling strength is tunable by the delicate
adjustment between the atoms both sets of curves can
be understood as due to a limited number of conduction-
channels, related to the orbitals of the aluminium or gold
atoms. For increasing coupling strength, the transmis-
sion coefficients get closer to unity, the visibility of the
structure weakens because higher-order processes are less
damped. And since the material is the same there is no
left-over mismatch between the two contacts limiting the
transmission coefficients except for the orientation of the
orbitals. This superconducting experimental system has
the strong advantage that all experimental components
of the quantum transport problem consist of one and the
same material.
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FIG. 11: A set of IV-curves for increasing contact strength
for Al (Panel a) and for Au, which is part of a bilayer of
Al on top of Au (Panel b). Note the excellent agreement
between theory and experiment in Panel a. In Panel b a clear
demonstration is given of how multiple Andreev reflection is
created by an induced pair-correlation in the Au, with some
minor deviations accounted for by the theory. Figure taken
from Scheer et al. [99].
SUPERCONDUCTING HETEROHYBRIDS: 1985,
1990-1992
The interest in superconductors in combination with
semiconductors was initially not just driven by interest
in quantum transport. It was also in response to the
collapse of the superconducting Josephson-computer pro-
gram. From the mid-’60s the Josephson tunnel junctions
had received wide-spread attention because of the pro-
gram at IBM, Bell Labs, NIST, and various Japanese
and European Laboratories to develop a digital Joseph-
son computer, which would be fast and have a low power
consumption. Around 1983 this highly visible Josephson-
computer program of IBM was cancelled (earlier already
at Bell Labs, and elsewhere it was quickly considerably
reduced). In the aftermath it was extensively discussed
that a Josephson-junction had an important drawback.
It is a 2-terminal device, unlike the very successful semi-
conductor transistor, which is a 3-terminal device with
gain: the output voltage, for example, can be larger than
the input voltage. The gatability of a semiconductor as
part of a superconducting device or some other scenario
might help.
Meanwhile many university laboratories with interest
in superconducting thin films started to use lithogra-
phy and advanced electron-beam lithography with mod-
ified SEM’s. The interest in small area Josephson
tunnel-junctions led at Bell Labs in 1977 to the very
research-friendly Dolan-Dunkleberger[100, 101] stencil
lift-off technique or often called shadow-evaporation. Ini-
tially introduced as a technique for advanced photo-
lithography it was, with the advent of electron-beam
lithography, quickly used for dimensions in the hundreds
of nanometers range. It allowed the development of thin-
film devices consisting of multiple materials overlapping
in certain areas with or without an oxide barrier in be-
tween. Therefore it was possible to combine supercon-
ductors with a normal metal, connected in multiple ways,
and to measure, for example, the local density of states
using Giaever tunneling. The same technique of shadow
evaporation was also used to study phase coherent nor-
mal transport on a short length scale, related to the sub-
ject of weak localization, which arose at the end of the
’70s, with the scaling theory of localization in 1979 as the
famous hallmark. On the fundamental side, the discovery
of the Quantum Hall effect in 1980 and of quantized con-
ductance transport in 1988 led to the increased interest
in high-mobility semiconductor heterostructures, in par-
ticular, if this could be combined with superconducting
contacts.
Although all these structures may be on a nanoscale
I call them in this Section ’superconducting heterohy-
brids’, because I am particularly interested in the path
to ballistic transport, which appeared to be available
in high-mobility heterostructures. The goal is to com-
bine semiconductor heterostructures with superconduct-
ing contacts following a top-down technological path.
Another kind of superconducting hybrids is based on in-
dependently made nano-objects, through a bottom-up
process, which can be further contacted with a super-
conductor (next Section).
Electrical transport between a superconductor and
a semiconductor is close to the subject of metal-
semiconductor contacts. This has a long history, pretty
much dominated by the subject of Schottky barriers. In
this semiconductor-contact technology the best one can
achieve is an ’ohmic’ contact. It usually means that
the IV-curve is linear, and physically it is the regime
where the Schottky barrier is thin enough, by high dop-
ing, to have a current only due to quantum-mechanical
tunneling through the Schottky barrier, without a ther-
mally activated contribution. Assuming a degenerately
doped semiconductor, acting like a metal, and the normal
contact material in the superconducting state it would
act as a normal metal-insulator-superconductor (NIS),
a Giaever- like tunnel junction. However, given the re-
sistance per unit area for these contacts the transmission
probability T is very low, in the order of 10−4, and there-
fore Andreev reflection would not contribute significantly
to the current. Moreover, for silicon with, for example,
a material like lead (Pb) it was found that the Schot-
tky barrier is not controlled by the work-function, but
rather by details of the atomic ordering at the interface
(see for example in Heslinga et al.[102]). In practice,
contact formation is usually mixed with complex mate-
rials issues. In the end it has so far been impossible
to obtain interesting physics with superconducting con-
tacts on silicon or with GaAs/AlGaAs heterostructures,
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which were so succesful for the Quantum Hall effect and
the Quantum point contact. Instead the most successful
results have been obtained with InAs-based semiconduc-
tors. This material is unique because the surface states
lead to an inversion layer at the top of the crystal, which
provides an easily accessible 2-dimensional electron gas.
Currently, the interest in materials in which the surface
acts as the conducting part has increased enormously.
In the study of ballistic Andreev reflections the re-
search with InAs-based heterostructures has provided
at least one important experimental discovery. In
semiconductor-superconductor contacts, at relatively low
temperatures compared to Tc, a zero-bias anomaly, com-
pared to the canonical BTK-result, was first reported by
Kastalsky et al [103]. This anomaly consists of a peak
in conductance centered around V = 0, which increases
upon lowering the temperature. In subsequent work it
has become clear that it also occurs in normal metal-
superconductor systems and is not unique to semicon-
ductors. However, transport in semiconductors is closer
to ballistic, which led Van Wees et al. [104] to explain it in
terms of ballistic Andreev reflection modified by the im-
purity scattering in front of the δ−function barrier intro-
duced by Blonder et al. [14] for elastic scattering. Since
the single-particle phase is conserved it becomes possible
that electrons are repeatedly scattered back, coherently,
by the impurities to pass the δ−function barrier. It leads
to the paradoxical behavior that adding impurity scat-
tering enhances the Andreev reflection probability. In
other words, it corrects for the deletorious effects of the
Z−parameter of Eq.12.
In most of the remaining work on superconducting het-
erohybrids the focus was on the interplay between single
particle phase-coherent transport, characteristic of the
small scale of the normal metal, in interaction with the
macroscopic phase of the superconductor. Since weak
localization has a small effect and superconductivity a
strong effect on the conductance, the dominating pro-
cess is the effect of the superconductor on the normal
metal which is known as the proximity effect. By using
multiply connected devices many experiments were car-
ried out, not possible before. An example is the study
of phase-coherent normal transport controlled by scatter-
ing of electrons at different endings of a superconducting
loop. In a SQUID-like fashion the conductance becomes
dependent on the macroscopic phase difference controlled
with a magnetic field applied to the loop. It leads to
oscillations in the conductance of a normal metal wire,
and it is often called Andreev interferometry, because it
is understood as being due to phase-dependence of An-
dreev reflection. Some of these experiments have been
reviewed in 2004 in Ref.[75]. Most of the experiments
are in the diffusive limit and only assume the Andreev
reflection as the process through which the information
of the macroscopic phase is communicated. The majority
of these experiments can be interpreted with the diffusive
quasiclassical non-equilibrium theory[57]. Consequently,
they shed very little direct light on the ballistic Andreev
reflection process itself. The advantage is however, that
the experiments can be analyzed in many details in com-
parison to the well-developed diffusive theory. The best
experimental system is a combination of a normal metal
and a superconductor, rather than a semiconductor and
a superconductor. A recent example is the work done
recently by Vercruyssen et al. [105] in which a supercon-
ducting nanowire was attached to two normal contacts
at both ends. Instead of taking an old NS point contact
configuration in the diffusive limit, a bulk N reservoir
was connected to a superconducting wire, which was con-
nected at the other end also to a large normal reservoir.
This allows a one-dimensional analysis of the conversion
of normal current to supercurrent, the evanescent states,
another characteristic element of the Andreev reflection
process taking place inside the superconductor, but in
this case in the diffusive limit.
SUPERCONDUCTING
NANOHYBRIDS: 1999-2002
Since about 1999 the progress in creating nano-objects,
usually through a chemical route or ’scotch tape’, has cre-
ated a different type of superconducting nanostructures.
They consist of bottom-up grown nano-objects, which
can be found by inspection with an electron microscope,
which also allows to contact them locally to electrical con-
tacts. Although normal contacts provide an interesting
range of phenomena the use of superconductors as con-
tacts contributes an extra energy and phase-coherence
condition. As expected, based on the universality of the
Josephson effect, nano-objects used as a weak link be-
tween two superconductors carry a supercurrent with,
depending on the geometry, some form of Fraunhofer-
like response to a magnetic field and, often, the usual
microwave-induced Shapiro steps. The experimentally
and sometimes conceptually new aspect is that with a
gate the nature of the nano-object and therefore the na-
ture of the Josephson coupling can be tuned, which is also
in competition with Coulomb interaction in these small
structures. Since the coupling between the superconduc-
tor and the conductor plays a role, they are most often
analyzed as quantum dots with superconducting leads.
This has provided an interesting additional playground
for model physics in which the effects of the spin (Kondo),
the Coulomb blockade and the Josephson coupling can be
explored[106]. From an application point of view a gat-
able Josephson junction is potentially of interest too. It
can act as a three-terminal device, like the field-effect
transistor, a possibility which has been lacking for many
years and has, as mentioned above, hampered the de-
velopment of the digital Josephson computer. However,
with the new approaches the gate-voltages used are in the
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FIG. 12: An indication of the various domains which con-
tribute to the quantum transport for graphene coductors with
normal metal electrodes.
tens of volts range, with an output voltage swing set by
the IcR-product, which is usually not much larger than
a few tens of microvolts. So the gain of this type of tran-
sistor, a requirement for many practical applications, is
absent. One of the few examples of a controllable Joseph-
son junction, with an output voltage comparable to the
input voltage is the superconducting transistor demon-
strated by Morpurgo et al [107]. This particular transis-
tor or controllable Josephson junction allows the control
of the Josephson current by controlling the occupation
of states in the weak link, either by hot electrons or by
a nonequilibrium distribution[108, 109]. The field of su-
perconducting nanohybrids is currently a very active field
with high expectations and with a multitude of theoret-
ical proposals, in particular based on the new semicon-
ducting nanowires. In the context of this overview it is
premature to draw a conclusion about the experimental
status. It may be more useful to indicate what the exper-
imental difficulties are to come to robust experimental
data when working with superconducting nanohybrids.
(Taken from Avouris et al.[110])
EXPERIMENTAL COMPLEXITY OF
SUPERCONDUCTING HYBRIDS
In the context of ballistic transport, superconducting
heterohybrids and superconducting nanohybrids are ex-
perimentally difficult to control. As pointed out above an
attractive aspect of the GaAs/AlGaAs quantum point
contacts and quantum dots in 2-dimensional electron
gases and the mechanical break junctions is that they
provide systems, which perfectly satisfy the requirements
for the Landauer-Bu¨ttiker scattering apporach. The
reservoirs are well defined and clearly distinct from the
scattering region, because of their larger volume, while
at the same time they are made of the same material.
This is also true for the superconducting atomic point
contacts. The hybrids are, by definition, built from dif-
ferent materials. The reservoirs are made from a material
which can go superconducting, to get a source and a col-
lector of electrons in the superconducting state. Since
this result is achieved through a multi-step clean room
technology, after fabrication of the device the first ques-
tion to answer is what one has actually made. Usually,
atoms forming the materials appear to be in the right
spot, but this means usually not a lot from the point
of view of the electrons. For semiconductor heterostruc-
tures, which are much more sensitive to dopants, the in-
terfaces are made in UHV systems. For superconducting
hybrids such an in situ technology is not used and often
not needed. Nevertheless, an important part of the ex-
periments is the characterization of the device, usually by
electrical transport, to determine what one has actually
made. So, the characterization of the devices by electri-
cal measurements gets intermixed with the identification
of new physics and the choice of the best theoretical ap-
proach for the created nanostructure.
In many experiments with superconducting hybrids a
Josephson current is observed. However, a quantitative
analysis turns out to be quite difficult. The observed crit-
ical current is usually smaller than expected, there is un-
accounted for hysteresis observed in the IV-curves, there
is often a lack of knowledge about the interface prop-
erties between the superconductor and the nano-object
and finally, there is usually no quantitative analysis of
the voltage-carrying state. In order to understand the
transport processes in the superconducting hybrids bet-
ter one needs a better understanding of the experimental
system itself. The energy-dependent transport processes
are the result of a mixture of elastic and Andreev reflec-
tion in a system in which ballistic and diffusive transport
processes are inhomogeneously distributed.
The same level of uncertainty occurs also with nor-
mal electrodes. An example was recently provided by
Avouris et al. [110]. In Fig.12 a pictorial summary is
given of the regimes to be distinguished to understand
short channel graphene-based quantum coherent ballis-
tic transport[110]. It has metal films of 20 nm Pd with
30 nm Au on top of the graphene, with the graphene
on SiO2. Fabry-Perot resonances are observed for the
electron branch of the IV-curve clearly signaling phase-
coherent quantum transport. The length of the cavity is
given by the uncovered part of the graphene, which indi-
cates a reflection barrier at that interface, indicated by
the Roman numeral II. In addition, a transmission coef-
ficient between the metal and the graphene is identified,
TMG, which is specified to be in the order of 0.4. The
origin of this transmission coefficient is more systemati-
cally studied in Ref. [111]. In addition, they identify a
gate-dependent transmission coefficient TK which is at
the positions II. The main channel is area III, which is
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FIG. 13: A picture taken from Kopnin et al.[118]showing
the finite dimensions which contribute to the proximity-effect
and therefore influence the energy-dependent conductance in
a real device.
the channel which carries the Fabry-Perot resonances for
the electrons. The absence of resonances for holes is at-
tributed to the graphene underneath the metal being p-
doped, meaning that the barrier in area II with TK is the
result of a pn- and np-diode. Similarly, it is argued by
Kretinin et al. [112] for their InAs wires coupled to Al
electrodes that the relevant length for the Fabry-Perot
resonances is at the edge of the metal-covered part and
the uncovered part of the InAs. And finally, the same
has been found experimentally in carbon nanotubes by
Liang et al. [113].
In most Josephson junction experiments a simi-
lar search for the limiting experimental parameters is
needed. Since, most experiments focus on the gatabil-
ity of the Josephson current and a Josephson current can
be established through a complex barrier of which the
details are not urgently needed to know the details are
not analyzed. An exception is in the work of Rohlfing et
al.[114] in which for a Nb-InAs Josephson-contact for the
transport channel a transmission coefficient, Tch, of 0.8
is found, whereas for the interface between the 2DEG in
the InAs and the superconducting metal a value, τNS , of
0.06 is identified. Consequently a high number of multi-
ple Andreev reflections signal a highly transmissive con-
duction channel, but does not signal a highly transparent
superconductor-2DEG interface.
At this point it is worth returning to the experiments
by Scheer et al.[99]. In this case an atomic scale con-
tact of Au was used as the quantum-conductor coupled
to bilayers of Al and Au. By studying the contacts in the
tunneling limit they could measure the induced density of
states in the N-part of the NS bilayer, which can be cal-
culated using Usadel theory and which has extensively
been measured with tunnel junctions, in fact it is the
basis of the widely used niobium trilayer junction tech-
nology. So they have very accurate information about
the induced proximity effect in N. Subsequently, they
brought the Au electrodes together approaching the limit
of highly transmissive channels. From a transmission-
matrix point of view the reservoirs are now formed by
the induced proximity effect in N, which does not dis-
play a standard BCS form with just a lower gap but has
the well-known features such as a strong peak at the edge
of the spectral gap. This induced superconducting state
is now the source and drain for the transmission matrix,
with a proximity-induced Andreev reflection coefficient,
taking also into account that a certain length of the gold
is not covered by the superconductor. The results are
shown in Fig.11 (Panel b) with quite a good quantitative
agreement, although not as good as for the full supercon-
ducting case in Panel a.
Similarly, we can combine the insight obtained from
the observations on the Fabry-Perot oscillations. They
suggest that it is very plausible, depending on the de-
tails, that electron waves can also elastically scatter at
the interface between the superconductor-covered and
the uncovered part of graphene, a carbon nanotube or
a semiconducting nanowire (Region III in Fig.12). And
it is well-known that a small amount of elastic scattering
has a strong effect on the physical appearance of the IV-
curve. Consequently, the problem of a quantitative and
conceptual understanding needs 3 different transmission
coefficients: TNS at the interface between the supercon-
ductor and the ’normal’ metal, TE at the edge of the
covered and the uncovered part, and Tch the transmis-
sion coefficient of the actual quantum conductor (assum-
ing that it is possible to split the system into a number
of well-identified parts).
Finally, one more aspect of the problem is the su-
perconductor itself. It is usually a thin film of finite
length. Obviously, the metallic point contacts which
have served the field of point contact spectroscopy very
well are providing massive equilibrium reservoirs. In
thin-film microbridges it was found important to make
variable-thickness bridges in order to avoid thermal run-
away at lower temperatures. These requirements were
also needed in an experiment to study the 2-point
resistance of a superconducting wire between normal
electrodes[105]. Apart from thermal equilibrium reser-
voirs a finite size superconductor is also contributing to
the proximity effect (Fig. 13). This was addressed re-
cently by Kopnin et al. [117, 118].
The process of Andreev reflection is indeed at the core
of the transport properties of superconducting nanohy-
brids, but it takes quite some effort for an experimentalist
to find out exactly how. This is the main reason that the
direct observation of the unique features of Andreev re-
flection is much more difficult in the modern-day nanos-
tructures than in the old-fashioned point contact technol-
ogy and used in point contact spectroscopy. Two fruitful
approaches can be used. One of them is to invest quite
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FIG. 14: An experimental attempt to create a better de-
fined contact between a superconductor and a semiconducting
nanowired to reduce the number of unknown parameters and
to create conditions for the electron-waves, which are suscep-
tible to a theoretical analysis. Figure taken from Gu¨nel[120].
a bit of experimental effort to disentangle all aspects of
the problem. Along this path the recent paper by Abay
et al.[119] on InAs wires coupled to superconductors has
made quite a bit of progress. The second approach is to
simplify the experimental arrangement. An example is
shown in Fig.14, taken from Gu¨nel[120] A semiconduc-
tor nanowire is chopped off at the ends and the supercon-
ductor is attached at the tops. This should potentially
reduce the number of relevant transmission coefficients.
Similarly, such an approach has been used recently with
a buried two-dimensional electron gas by etching a mesa
and attaching the superconductor at the sides of the
mesa, where it can reach the buried 2DEG[121], which
allows a combination of ballistic transport in the 2DEG
together with superconducting contacts, analogous to the
Tsoi experiments, but with the added option of the in-
teraction with the Quantum Hall effect and/or Spin Hall
effect.
A final example, is an approach in which new reservoirs
are constructed with special properties as a means to dis-
cover new physics in conventional materials. An exam-
ple of this approach is provided by Khaire et al. [115], to
demonstrate the triplet proximity effect. The commonly
used approach to the proximity effect is based on sin-
glet Cooper pairs, which is the standard interpretation
of the Josephson current in a SNS system for a diffu-
sive system. For a thin ferromagnetic layer between two
superconductors the Josephson coupling dies out rather
quickly because of the large exchange energy in the fer-
romagnet, which leads to a very short coherence length.
Khaire et al. placed on both sides of the ferromagnet two
modified reservoirs of the singlet superconductor. They
modified, inspired by the work of Bergeret et al.[116], the
superconducting electrodes by covering them with a thin
layer of normal metal followed by a very thin ferromag-
net. This sandwich acted, through the thin ferromagnet,
as a converter of singlet pairs into triplet pairs. They
demonstrate that such triplet pairs have a long coherence
length in a ferromagnet, in contrast to the singlet pairs.
Although this experiment is performed in a diffusive sys-
tem it illustrates very nicely that a creative modification
of the reservoir can modify the transport through, in this
case, a ferromagnet considerably.
These examples illustrate that the superconductng hy-
brids are very interesting and rich in potential. A lot
more is to be expected, but they require very advanced
materials control and extensive characterization, which
takes time. As we will see time was also needed to mea-
sure directly the Andreev-bound states predicted in 1965.
PHASE DEPENDENCE AND ANDREEV-BOUND
STATES: 1969, 1992, 2013
The last and very important characteristic of the An-
dreev reflection process is the dependence on the macro-
scopic quantum phase of the superconductor. The pair-
potential ∆ appearing in Eq.7 is a complex quantity
with a well-defined phase φ. It becomes very relevant
when phase coherence in a normal metal close to a su-
perconductor is measured or when two superconductors
are coupled through the process of Andreev reflection.
The phase dependence is not emphasized in the original
paper by Andreev[1]. It is also not very visibly present in
a subsequent paper on the electronic states in the normal
domains of a superconductor in the intermediate state. It
is demonstrated that the energy levels are quantized[122].
This quantization is then used to calculate several ther-
modynamic quantities. In 1969 Kulik[22] addressed this
phase dependence by pointing out that a bound state
already assumes phase coherence, which if the two su-
perconductors have a different phase makes the bound
state energies dependent on the phase difference, leading
to a discrete set of phase-dependent energies:
E±n =
vF
2d
[2(pin+ α)∓ φ] (15)
with En the n−th energy level, vF the Fermi velocity,
d the thickness of the normal layer, n an integer and φ
the difference between the phases of the superconductors,
φ1 − φ2. The quantity α is weakly energy-dependent,
which becomes more relevant when En is closer to ∆0
the energy gap in the superconductor:
α(E) = arccos
( E
∆0
)
. (16)
The levels En are twofold degenerate for φ = 0 and split
apart for φ 6= 0, which is microscopically why there is
a supercurrent running for a difference in the phases φ1
and φ2, and the reason that there is a net, Josephson cur-
rent, for φ 6= 0. Kulik used this analysis to calculate the
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supercurrent in a SNS system, with a scattering free nor-
mal region. Beenakker and Van Houten [123] have used
the same approach for a one-dimensional model in which
the normal domain is short compared to the coherence
length. In that case the thickness dependence disappears
and the quantity α plays a key role leading to a single
twofold-degenerate Andreev level:
EA = ±∆ cos(φ/2) (17)
If there is scattering in the conduction channel with a
transmission τ the Andreev levels are given by:
EA = ±∆
√
(1− τ sin2(φ/2)) (18)
Ever since the first theoretical identification of discrete
energy levels by Andreev and Kulik several attempts,
have been made to measure directly these discrete levels
by some form of spectroscopy. The lack of success until
recently was partically because in most experimental sys-
tems the requirement of one-dimensionality in a ballistic
system was not fulfilled. A first indication was provided
by Morpurgo et al. [125] by studying normal transport
through a semi-ballistic coherent conductor of InAs of
an InAs/AlSb heterostructure. The conductor was on
both sides coupled to a superconductor connected in a
loop. By applying a magnetic field the phase difference
on both sides of the conductor could be tuned leading to
the observation of a broad feature which was consistent
with an Andreev bound state. For a diffusive system the
supercurrent is not carried by a discrete set of states,
but by a continuum of states. This continuum of states
depends also on the phase-difference as has been shown
very clearly by Baselmans et al [109] in creating a so-
called pi-junction by selectively populating the states in
the N-part of a SNS junction. A full experimental obser-
vation of the discrete Andreev levels has been achieved
only very recently. Pillet et al. [126] studied carbon nan-
otubes connected to superconductors at both ends. By
attaching a third electrode to the middle of the nanotube
they were able to measure the individual states by quasi-
particle injection spectroscopy. A very clear evolution
of the individual states was observed, periodic in the
phase-difference, as expected from Eq.17. A gate volt-
age was used to bring these quantum dot devices in the
right regime for the observation of these Andreev bound
states. Most recently, Bretheau et al [127], have used
microwave spectroscopy in a mechanical break junction
to probe the discrete levels and to occupy them selec-
tively, taking into account the finite transmission coef-
ficients of the conduction channels in the atomic scale
point contact, as contained in Eq.18. This work is, after
many decades, the first experimental demonstration of
the concept of phase-dependent Andreev bound states in
a ballistic system, as first introduced by Kulik in 1969,
and as a natural extension of the quantized levels intro-
duced by Andreev in 1966.
CONCLUSIONS: 50 YEARS LATER
This review on the experimental proofs for the process
called Andreev reflection leads to a somewhat surprising
conclusion. The strongest evidence is provided by the ex-
perimental techniques based on point contacts developed
prior to the modern era of nanotechnology. The more
recent atomic-scale point contacts, which form a hybrid
between the old-fashioned point contact technique and
thin-film technology, have also contributed very signif-
icantly to the quantitative evaluation of several aspects
of Andreev reflection. Such a quantitative evaluation has
also been possible in many experiments based on diffu-
sive inhomogeneous systems, in which the process of An-
dreev reflection is much more hidden and the theory is
more complex. In the more recent semi-ballistic or par-
tially ballistic thin-film-based superconducting hetero-
and nano-hybrids the quantitative characterization of the
electron transport is unfortunately less developed. And
without the knowledge of the relevant experimental pa-
rameters it is also more difficult to identify the most ap-
propriate theoretical framework to interpret the results
and to provide a quantitative evaluation. This ongoing
research will undoubtedly continue for another decade or
more. However, at this point in time, 50 years later, we
can safely conclude that it has been an impressive tour
de force to arrive at such an extremely fruitful concept
as Andreev reflection inspired by the relatively ’murky’
experimental basis of the thermal conductivity of Type-I
superconductors in the intermediate state.
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