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1 Introduction.
It is well known that any m × n matrix has a singular value decomposition
(SVD) (e.g. Golub and Van Loan(1989)), and that there is some freedom
of choice in this decomposition. Usually at least some of this freedom is
removed by requiring that the singular values be positive and appear in de-
creasing order. This gives a unique SVD for square matrices with distinct
singular values, but there is still some freedom if the singular values are equal
in modulus or if the matrix is rectangular. For matrices depending smoothly
on a parameter t there clearly will exist an SVD for each parameter value,
but it is not immediately clear whether it is possible to choose, within the
available freedom, a decomposition which is similarly smooth. This problem
is considered by Bunse-Gerstner et.al.(1990). They point out that the re-
quirement for the usual ordering of the singular values needs to be relaxed
and the possibility of having negative singular values must be permitted for
this to be possible. To avoid pathological cases and to make their assump-
tions precise they restrict their detailed consideration to the case where the
elements of all the matrices are analytic functions of the parameter. This
ensures that any equalities in singular values occur either at isolated points
in t or for all t values.
They define these isolated exceptional points as non-generic while other
points are defined as generic. Note that if equality occurs for all parameter
values then this does not make the points non-generic.
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With the assumption that the matrix is analytic they establish the exis-
tence of an SVD where the factors are also analytic functions, and call this
an analytic singular value decomposition (ASVD). This is based on a simi-
lar result for the eigenvalue decomposition for a symmetric matrix given by
Kato(1976). They examine the properties of the decomposition, and in par-
ticular point out that not all SVDs at non-generic points neccessarily have
an analytic extension.
Bunse-Gerstner et.al.(1990) also consider how such an ASVD may be
found numerically, describing a method based on standard SVD techniques
and using minimisation to select from the possible choice of SVD one close
to the SVD at a neighbouring parameter value.
In the present paper differential equations for the factors of the SVD are
derived. These provide an alternative approach to the discussion of existence
and further insight into the freedom of choice for the ASVD particularly at
non-generic points. As there are a lot of slightly different special cases an
exhaustive treatment of all possibilities is not attempted, instead a sample
of these cases is used to illustrate the main points.
The differential equations also form the basis for alternative numerical
methods. Preliminary evidence is presented which suggests that the numer-
ical solution of these differential equations provides a practical method for
finding the ASVD. Further work is needed to establish how best to solve
the equations, investigate their stability, and compare the efficiency of this
approach to alternatives.
2 Differential Equations for the SVD.
Suppose that an m× n matrix function A(t), with m ≥ n is given. We look
for an ASVD of the form:
A(t) = U(t)S(t)V T (t) (1)
where U is an m×m orthogonal matrix V is an n×n orthogonal matrix and
S is an m×n diagonal matrix with diagonal elements σ1, σ2, . . . σn which are
all functions of t. In the remainder of the paper the dependence on t will
not be indicated explicitly, as this should be clear from the context. The
functions will all be assumed to be analytic where necessary though much of
the derivation does not depend on this.
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Differentiating (1) gives
A′ = U ′SV T + US ′V T + USV T ′. (2)
Since U is orthogonal we have
UTU = I
and differentiating gives
UTU ′ + UT ′U = 0. (3)
Putting Z = UTU ′ we get
Z + ZT = 0 (4)
so that Z is anti-symmetric. Similarly for V we define W = V TV ′, which is
also anti-symmetric. Pre-multiplying (2) by UT and post-multiplying by V
we obtain
S ′ = UTA′V − UTU ′S − SV T ′V
or
S ′ = Q− ZS − SW T (5)
where
Q = UTA′V (6)
Since Z and W are anti-symmetric ZS and SW T have zero diagonals, and
so
diag(S ′) = diag(Q). (7)
There are mn− n off-diagonal equations in (5), which may be considered as
equations for the elements of Z and W , in which case there are (m(m− 1)+
n(n − 1))/2 unknowns. In general there are less equations than unknowns.
In the special case when n = m the number of equations equals the number
of unknowns, so this case is considered first.
With m = n, assuming the system for Z and W is not singular for the
moment, we obtain from the definitions of Z and W
U ′ = UZ (8)
and
V ′ = VW. (9)
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Now equations (7),(8) and (9) form a set of n(2n + 1) differential equations
for the singular values and the elements of U and V . Given initial values for
some t the solution of the differential equations should give the SVD at other
points.
Clearly if the equations for Z and W are singular problems might be
expected to arise, so these equations need to be considered more closely. For
j > k the equation corresponding to the j, k position is
σkzj,k + σjwk,j = Qj,k (10)
and for the k, j position
σjzj,k + σkwk,j = −Qk,j. (11)
So that the equations are of a particularly simple form separating into pairs
of equations relating zj,k and wk,j. It is clear also that this pair of equations
will be solvable unless
σ2j = σ
2
k, (12)
that is if the two σ values are equal in modulus. This is perhaps hardly
surprising as under these conditions there is additional freedom in the choice
for U and V , which itself might suggest some problem with the differential
equations. It is important to note, however, that the equations will be non-
singular if condition (12) holds for no j, k pair.
When m > n the last m − n columns of Z make no contribution to the
product ZS. For j ≤ n and k ≤ n equations (10) and (11) hold as for the
square case, but we now have an extra block of equations
σkzj,k = Qj,k, k = 1, . . . n, j = n+ 1, . . .m. (13)
This leaves zj,k, j = n + 1, . . .m, k = n + 1, . . . j − 1 undetermined. These
undetermined values correspond to the freedom of choice in U , and they can
be assigned the values of any (m−n)(m−n−1)/2 analytic functions, though
there seems little advantage in not setting them to zero. The equations (13)
give division by zero if any σ value is zero, so isolated zeros of the singular
values need to be considered as non-generic points for rectangular matrices.
With the arbitrary assignment of the undetermined z values we obtain a
system of differential equations much as in the square matrix case.
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If non-generic points occur the system (7),(8) and (9) takes on the na-
ture of a special form of differential-algebraic system rather than a simple
differential system. Some of the properties of this system are examined in
the next section.
3 Exceptional Cases
If (12) holds for some j, k then existence of an ASVD implies that the equa-
tions must be consistent and so may impose some restriction on the freedom
of choice in the ASVD. To elucidate in more detail what happens with equal
modulus singular values, equation (5) may be differentiated. This gives
S ′′ = Q′ − Z ′S − ZS ′ − S ′W T − SW T ′ (14)
where
Q′ = UT ′A′V + UTA′′V + UTA′V ′ (15)
Consider first just a single equality σj = σk 6= 0 with j < k, the j, k
equation of (14) is
σkz
′
j,k + σjw
′
k,j + σ
′
kzj,k + σ
′
jwk,j = Q
′
j,k (16)
and using the anti-symmetry of Z and W the (k, j) equation is
σjz
′
j,k + σkw
′
k,j + σ
′
jzj,k + σ
′
kwk,j = −Q′k,j. (17)
These equations can be subtracted to eliminate z′j,k and w
′
k,j and obtain a
relationship between zj,k and wk,j which may be used with (10) to solve for
these values. Unfortunately the right hand side is dependent on U ′ and V ′
which is not appropriate for forming the differential equation. An alternative
expression for Q′ may be found using (8), (9) and (14), that is
Q′ = ZTUTA′V + UTA′′V + UTA′VW
= UTA′′V − ZQ−QW T . (18)
In the right hand side of (16) and (17) we need to pick out the terms in zj,k
and wk,j and move them to the left. Now
(ZQ)j,k =
m∑
i=1
zj,iQi,k
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= zj,kQk,k +
∑
i6=k
zj,iQi,k
= zj,kσ
′
k +
∑
i6=k
zj,iQi,k
since from (7) Qk,k = σ
′
k. Similarly
(QW T )j,k = wk,jσ
′
j +
n∑
i6=j
Qj,iwk,i.
Substituting into (16) gives
σkz
′
j,k + σjw
′
k,j + 2σ
′
kzj,k + 2σ
′
jwk,j = (U
TA′′V )j,k −
∑
i6=k
zj,iQi,k −
∑
i6=j
Qj,iwk,i,
(19)
a similar argument shows that (17) becomes
σjz
′
j,k + σkw
′
k,j +2σ
′
jzj,k +2σ
′
kwk,j = −(UTA′′V )k,j +
∑
i6=j
zk,iQi,j +
∑
i6=k
Qk,iwj,i.
(20)
paths of the two singular values σj and σk. equations (19) and (20) does give
a second relationship between zj,k and wk,j as long as σ
′
j 6= σ′k. In this case
we get a simple cross over of the paths of the two singular values σj and σk.
If σj = σk = 0 with no other singular values zero and σ
′
j 6= σ′k then (10)
and (11) imply that Qj,k = Qk,j = 0 but give no relationship between zj,i
and wk,j. However, (19) and (20) now give two independent relationships
between these values. Again a simple cross over of the two paths takes place.
If σ′j = σ
′
k then a similar but rather longer argument shows that a further
differentiation of (6) will provide an equation to determine zj,k and wk,j as
long as σ′′j 6= σ′′k . In this case the two paths touch but do not cross. If
higher derivatives are equal then further differentiation of the equations can
be carried out, and though the algebra gets more complicated, examples
indicate that the derivatives will be uniquely defined if σ
(r)
j 6= σ(r)k for some
r.
For a simple generic equality all the derivatives of the two singular values
will be equal and so no extra condition to determine the z and w values will
appear. This corresponds to the situation that the ASVD is not unique in
this case, agreeing with the conclusion of Bunse-Gerstner et.al.(1990). This
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is simply illustrated by the example A(t) ≡ I. Here an ASVD is obtained by
taking an arbitrary analytic U then setting V = U . Equations (5) and (6)
imply Z +W T = 0 or W = Z, so that if U = V at some initial point t0 then
the identity of (8) and (9) will imply that this will be true for all t.
Generic equality when the singular values pass through zero but are not
identically zero leads to similar behaviour. Two identically zero singular
values give additional freedom of choice in the ASVD as both the z and w
values are arbitrary. This is illustrated by the zero matrix where both U and
V may be chosen as arbitrary orthogonal matrices.
Essentially the same arguments apply when σj = −σk as when σj = σk.
When three or more singular values are equal or there are two sets of equal
singular values at a point, we can no longer assume that in the equations (19)
and (20) for zj,k and wk,j all other elements of Z and W are known. The
presence of elements of Z and W other than with (j, k) or (k, j) subscripts
in these equations suggests that there might be additional complications for
such multiple equalities of the singular values. To illustrate that this does not
happen consider an additional singular value σp = σj = σk 6= 0. Equation
(19) may be re-written as
σkz
′
j,k + σjw
′
k,j + zj,pQp,k + wk,pQj,p + 2σ
′
jzj,k + 2σ
′
kwk,j = Rj,k, (21)
where Rj,k is kown. Interchanging j and k and adding gives
(σ′j−σ′k)(zj,k−wk,j)+Qp,kzj,p+Qk,pwj,p+Qp,jzk,p+Qj,pwk,p = Rj,k+Rk,j. (22)
From (10) and (11) we have Qp,k +Qk,p = 0 and Qp,j +Qj,p = 0 so that (22)
becomes
(σ′j − σ′k)(zj,k − wk,j) +Qp,k(zj,p + wp,j) +Qj,p(zp,k + wk,p) = Rj,k +Rk,j.
Note that the terms with subscript p occur as sums zj,p + wp,j and zp,k +
wk,p which are determined using equations (10). So that this equation still
determines zj,k − wk,j as long as σ′j − σ′k 6= 0.
The argument for σp = σj = σk = 0 is slightly different. In this case (10)
and (11) imply that Qp,k = Qj,p = 0 so (21) itself and the equation with
j and k interchanged give two equations for zj,k and wk,j. Separate sets of
equal singular values cause no additional problem as the relevant z and w
values in (19) and (20) are well determined.
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This analysis indicates that the equality of a pair of singular values σj
and σk has little or no influence on the problem of finding z and w values
corresponding to different subscript pairs.
Although the coverage of special cases is not exhaustive, it is sufficient to
indicate that integration of the differential equations through a non-generic
point does not lead to any additional freedom of choice, so that, in particular,
no bifurcation should occur there. With generic equality there is a non unique
ASVD, but this can be resolved by arbitrarily setting the undetermined Z
or W elements to the values of any analytic functions such as zero. Direct
use of higher derivatives could form the basis of a numerical method but
this would inevitably be complicated in view of the number of special cases
needing treatment.
An alternative approach to considering higher derivatives is to note that
the assumption that the matrix is analytic which implies that there is an
ASVD so that the matrices Z and W must be continuous. This continuity
applies at non-generic points so that values can be estimated by perturbing
the independent variable if a division by zero is indicated. The next section
considers how this idea can be used to produce a simple numerical method
which does not require higher derivatives.
4 Numerical solution of the ASVD differen-
tial equations.
The aim of the numerical solution is to start with some given SVD then
integrate the initial value problem defined by equations (7),(8) and (9) from
these values. The only problem that can arise, at least locally, is that the
derivative values cannot be evaluated, which occurs if there are singular
values of equal modulus or in the rectangular case if there are zero singular
values. The strategy used here is to test whether singular values agree to
within some tolerance (or are small in the rectangular case) and set the
undetermined elements of values for the Z and W in a different way.
The simplest strategy is perhaps to set all the values in this category
to zero. However, as all the functions are assumed to be analytic and so
vary smoothly a more natural strategy is to use a previously calculated value
whenever these exceptional circumstances arise. Note that the tests can be
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made separately for the evaluation of each pair of zj,k and wk,j elements. In
the case of equality in modulus of two singular values σj and σk which are
not small only one of the zj,k and wk,j saved values is used the other being
determined using equation (10). If both σj and σk are small then old values
are used for both zj,k and wk,j.
This should give reasonable values at points away from the start, so that
if no equalities occur initially this strategy might be expected to give good
results. If there is a generic equality this will of course appear initially so
values must be provided, in this case the undetermined values can be assigned
arbitrarily so setting them to zero should cause no difficulty. This is also
needed in the rectangular case for the undetermined Z elements anyway, this
behaviour is essentially the same as generic equality.
An initial non-generic equality is more problematical as there is no obvious
simple way of estimating the relevant undetermined values. In most of the
tests all Z and W elements were initialised to zero but this is not expected
to be generally satisfactory. At an initial non-generic equality an obvious
alternative strategy is to restart the process from a different initial t value.
5 Implementation details.
This strategy has been implemented using both fixed and variable step Runge-
Kutta schemes for the differential equation solution. Both the simple Heun
formula and a fourth order formula RK435FM due to Prince(1979) were used,
though the particular formula is not expected to be critical. The numerical
solution of the differential equations (7),(8) and (9) is straightforward apart
from the way the required derivatives are formed. Arrays for storing the
matrices Z and W are kept as global variables to facilitate the retention of
‘old’ values. Two tolerances are needed one (RKtol) for the step control in
the variable step Runge-Kutta version, the other a cut-off tolerance (Ctol)
needed to test whether two singular values are approximately equal in mod-
ulus.
Given values for t, U, V and S the derivative evaluation first requires that
A′ is found, then the matrix Q = UTA′V is formed. Using (7) the derivatives
of the σ values are given by diag(Q). Next, values for the elements of Z and
W are found where possible. That is, for j = 2, . . . n, k = 1, . . . j − 1, if
||σj| − |σk|| > Ctol then equations (10) and (11) are used to find zj,k and
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wk,j. If this condition does not hold but |σk| > Ctol then equation (10) is
used to find zj,k with the wk,j value not reset. If this last condition does not
hold then both zj,k and wk,j are not reset. In the rectangular case additional
elements of Z are needed. For k = 1, . . . n, j = n + 1, . . .m (13) is used to
find zj,k as long as |σk| > Ctol. If not, the previous values are retained. Any
remaining values also remain unaltered. Then the required derivatives are
given by U ′ = UZ and V ′ = VW .
Note that the matrix A is not used in the differential equation solution,
it is only needed for checking the accuracy of the solution.
With the step adjusting Runge-Kutta implementation the use of global
variables as just described has the curious effect that the values used in a
rejected step may be retained and used without being reset in a later accepted
step. This seems unlikely to make much difference except possibly at the start
of a calculation which has a non-generic initial point, in this case the value
obtained from the rejected step may be preferable to the arbitrarily assigned
zero value which would otherwise be used.
It is not immediately obvious how the cut-off tolerance Ctol should be
set, or how it should be related to the Runge-Kutta tolerance RKtol in the
variable step implementation.
6 Results.
In this section a selection of results are presented to illustrate a variety of
the special cases described previously. The test cases use matrices with
known ASVDs so that errors can easily be monitored. The tables show the
maximum errors in the singular values, the two orthogonal matrices and the
reconstructed matrix, for various values of Ctol and RKtol. The maximum
error values are obtained using a specified mesh over the given interval. The
number of function values used is also recorded to indicate the amount of
work involved.
Example 1. This illustrates the behaviour when no equal singular values
occur in the given range, which is useful to compare with other cases. The
matrix is of the form
A = USU
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where
U =

c1 s1 0 0
−s1 c1 0 0
0 0 1 0
0 0 0 1


1 0 0 0
0 c2 s2 0
0 −s2 c2 0
0 0 0 1


1 0 0 0
0 1 0 0
0 0 c3 s3
0 0 −s3 c3

with c1 = cos(t), s1 = sin(t), c2 = cos(1 + t), s2 = sin(1 + t), c3 = cos(2 + t),
s3 = sin(2 + t) and
S = diag(3 + t, 2 + t, 1 + t, t).
The maximization interval is 0.1 and the range (0, 2). The cut-off tolerance
is not used in this case. Here Fnval indicates the number of function values
used and SVD, U, V, and A indicate the maximum errors in any elements of
these matrices.
Table 1: Maximum errors: Example 1
RKtol Fnval SVD U V A
1e-2 100 3.51e-4 2.32e-4 2.05e-4 3.69e-4
1e-4 184 7.76e-5 4.90e-5 4.39e-5 7.78e-5
1e-6 384 1.46e-6 8.74e-7 7.72e-7 1.38e-6
1e-8 1048 1.54e-8 9.59e-9 8.27e-9 1.48e-8
Example 2. This uses the same form as example 1 but with
S = diag(0.5 + t, 2− t, 1− t, t)
In this example the singular values have simple cross overs at the points
t = 0.25, 0.5, 0.75, 1 and 1.5.
These results indicate that it is not sensible to have a small Ctol value
when RKtol is large. The results with Ctol=1e-5 show changed order in the
singular values with the two larger values of RKtol. One point not evident
from these values is that the errors in U and V are much larger near the
points with equal singular values than elsewhere. It is interesting to note
that errors introduced at these points do not persist but reduce to smaller
levels following the equality.
Example 3. This example is again similar to example 1 but with
S = diag(1, t, 2− t, 3− 2t).
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Table 2: Maximum errors: Example 2
Ctol RKtol Fnval SVD U V A
1e-1 1e-2 100 1.49e-3 1.41e-2 1.50e-2 4.04e-3
1e-1 1e-4 228 1.01e-3 9.25e-3 1.09e-2 1.99e-3
1e-1 1e-6 816 9.98e-4 7.90e-3 9.37e-3 1.91e-3
1e-1 1e-8 1828 9.89e-4 8.84e-3 9.93e-3 2.24e-3
1e-3 1e-2 180 9.72e-4 3.31e-3 3.25e-3 1.33e-3
1e-3 1e-4 392 2.60e-5 8.02e-4 9.76e-4 2.66e-5
1e-3 1e-6 824 5.11e-7 1.44e-4 1.44e-4 6.66e-7
1e-3 1e-8 1720 6.44e-9 1.88e-6 1.88e-6 9.23e-9
1e-5 1e-2 660 2.50e0 1.40e0 1.40e0 6.17e-3
1e-5 1e-4 1656 3.5e0 1.40e0 1.40e0 2.25e-4
1e-5 1e-6 1908 3.85e-7 1.72e-2 1.72e-2 7.03e-7
1e-5 1e-8 3449 7.87e-9 2.75e-4 2.75e-4 9.57e-9
Here there are four equal singular values at t = 1 and simple equalities at
t = 5/3 and t = 2.
The multiple equality of the singular values does not appear to make
the results significantly worse than the simple equalities in example 2. This
confirms the indications made in section 3.
Example 4. This example also uses the form for example 1 but with
S = diag(t, 1− t, 1 + t, 2− t).
This has cross overs at t = 1, t = 1.5 and two at t = 0.5. The start point
t = 0 is also an non-generic equality, so this might be expected to cause
problems.
Here there are three cases where the ordering of the singular values has
changed. Surprisingly these results are not significantly worse than for the
previous examples. It was also surprising that changing the initial W and
Z values only made relatively minor changes. So clearly some recovery is
possible in these cases. Other examples with non-generic starting points
did show some worsening if the correct initial values were not chosen. This
might be affected by the step changing strategy in the Runge-Kutta process,
it is possible that Z and W values are calculated in an initial step which is
rejected so that closer values are actually used in the first accepted step.
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Table 3: Maximum errors: Example 3
Ctol RKtol Fnval SVD U V A
1e-1 1e-2 100 4.43e-3 3.99e-2 2.83e-2 1.13e-2
1e-1 1e-4 284 2.98e-3 4.31e-2 3.27e-2 5.86e-3
1e-1 1e-6 708 2.49e-3 3.86e-2 3.74e-2 5.18e-3
1e-1 1e-8 1632 2.56e-3 4.00e-2 2.99e-2 5.59e-3
1e-3 1e-2 144 1.75e-3 6.16e-2 6.11e-2 5.15e-3
1e-3 1e-4 508 4.87e-5 5.61e-2 5.55e-2 8.76e-5
1e-3 1e-6 832 7.64e-7 6.79e-4 5.83e-4 8.21e-7
1e-3 1e-8 1472 7.86e-9 6.91e-6 6.07e-6 8.81e-9
1e-5 1e-2 608 2.01e0 1.41e0 1.41e0 2.34e-2
1e-5 1e-4 1342 2.00e0 1.41e0 1.40e0 1.80e-4
1e-5 1e-6 1980 1.08e-6 9.40e-2 9.33e-2 2.01e-6
1e-5 1e-8 2636 1.40e-8 9.64e-4 9.54e-4 1.55e-8
Table 4: Maximum errors: Example 4
Ctol RKtol Fnval SVD U V A
1e-1 1e-2 116 2.18e-2 5.82e-2 6.09e-2 3.75e-2
1e-1 1e-4 280 1.71e-3 1.13e-2 1.18e-2 2.48e-3
1e-1 1e-6 952 9.11e-4 9.81e-3 1.03e-2 1.14e-3
1e-1 1e-8 2024 3.36e-3 2.60e-2 2.73e-2 4.96e-3
1e-3 1e-2 396 3.01e0 1.83e0 1.41e0 1.52e-2
1e-3 1e-4 340 2.75e-5 7.93e-4 8.09e-4 3.33e-5
1e-3 1e-6 708 4.86e-7 1.34e-4 1.44e-4 6.85e-7
1e-3 1e-8 1644 6.80e-9 2.88e-6 2.88e-6 1.12e-8
1e-5 1e-2 420 3.01e0 1.80e0 1.40e0 1.61e-2
1e-5 1e-4 1052 3.01e0 1.80e0 1.40e0 1.62e-2
1e-5 1e-6 1148 4.69e-7 2.19e-2 2.33e-2 6.07e-7
1e-5 1e-8 2612 7.70e-9 4.07e-4 4.07e-4 1.54e-8
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Table 5: Maximum errors: Example 5
Ctol RKtol Fnval SVD U V A
1e-1 1e-2 200 4.08e-3 1.61e-2 1.58e-2 7.93e-3
1e-1 1e-4 364 2.33e-3 1.44e-2 1.78e-2 2.94e-3
1e-1 1e-6 1328 1.54e-3 1.48e-2 1.38e-2 2.27e-3
1e-1 1e-8 3648 1.60e-3 1.63e-2 1.61e-2 3.35e-3
1e-3 1e-2 524 7.15e0 1.37e0 2.00e0 2.29e-1
1e-3 1e-4 816 2.53e-4 5.01e-2 7.91e-2 4.94e-4
1e-3 1e-6 1560 2.27e-6 2.15e-3 2.10e-3 2.96e-6
1e-3 1e-8 2784 2.36e-8 4.44e-5 4.02e-5 4.99e-8
1e-5 1e-2 788 1.59e-1 1.37e0 1.92e0 1.89e-1
1e-5 1e-4 1648 1.60e1 2.00e0 1.91e0 7.03e-4
1e-5 1e-6 4312 7.00e0 1.36e0 1.34e0 4.60e-5
1e-5 1e-8 4788 3.65e-8 5.20e-3 4.95e-3 5.64e-8
Example 5. This example has the same structure as example 1 with
S = diag(1, t, t2, t3).
but using c1 = cos(t), s1 = sin(t), c2 = cos(t/2), s2 = sin(t/2), c3 = cos(t/4)
and s3 = sin(t/4). The range used was (−2, 2) to avoid a non-generic start.
This is a severe example as both t = ±1 have four equal modulus singular
values, and there is quadratic and cubic contact. At t = 0 there is a triple of
zero singular values also.
There are now four cases where the singular values have changed their
order, otherwise accuracy seems to be quite reasonable. The work counts are
not directly comparable to the previous examples but do not seem to differ
in order of magnitude from them.
Example 6. This example uses the same U as example 5 with range (0,1)
and
S = diag(1 + t, 1 + t, 2− t, 4− t).
This has a generic equality for the first two singular values with simple cross
overs at t = 0.5 and t = 1.5. In this case the U and V are not uniquely
determined so it is not expected that the U and V used to construct the A
matrix will be reproduced, and they are not. So in this table errors for U
and V are omitted.
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Table 6: Maximum errors: Example 6
Ctol RKtol Fnval SVD A
1e-1 1e-2 100 4.45e-4 6.32e-4
1e-1 1e-4 192 6.44e-5 7.07e-5
1e-1 1e-6 404 1.70e-5 8.78e-5
1e-1 1e-8 1156 1.61e-5 8.23e-5
1e-3 1e-2 100 3.39e-4 2.72e-4
1e-3 1e-4 292 5.80e-5 4.61e-5
1e-3 1e-6 584 1.04e-6 8.30e-7
1e-3 1e-8 1404 1.28e-8 1.28e-8
1e-5 1e-2 38580 2.43e0 2.30e0
1e-5 1e-4 33232 3.00e0 1.37e-1
1e-5 1e-6 2012 3.05e-6 3.93e-6
1e-5 1e-8 3420 4.33e-8 4.31e-8
The most notable results here are for the Ctol=1e-5, with the larger RKtol
they are clearly very unsatisfactory. The remaining results confirm that a
generic equality does not necessarily cause problems.
A number of other test examples were used including some with rectan-
gular matrices. The above examples, however, illustrate most of the points
of interest which appeared. It is clear that for the best results the choice of
tolerances is important. In the examples given it looks roughly as though
Ctol should be 10 to 1000 times RKtol. More investigation is needed to
establish this firmly, it may, for example, depend on the magnitude of the
singular values and a relative test may be more appropriate.
The need for keeping the Ctol larger than the RKtol tolerance may be
understood by considering the evaluation of the z and w values. With the
small denominator one would expect any errors to be multiplied by the recip-
rocal of Ctol. The error in the numerator is likely to be similar in magnitude
to RKtol, so with the two tolerances equal one would expect cases to arise
where the all significance in the z and w values was lost. This in turn would
mean the step size would need to be very small to satisfy the error criterion
for the integration. This was confirmed by the test results where small step
sizes were taken near the non-generic points. As expected from the analysis
in section 3, multiple equalities did not appear to make this worse, though
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higher order contact does cause some increase in error. There is clearly some
need for a balance between the two tolerances. With Ctol=0.1 the examples
show that there is clearly a limit to the accuracy obtainable.
Results using fixed step Runge-Kutta processes have not been given as
they do not add much of insight. In some cases with large step sizes incorrect
ordering occurred and in a few cases overflow indicating that the integration
had become unstable. This did not happen with smaller step sizes. A
7 Conclusions.
The results certainly indicate that this approach gives a feasible method
for finding the ASVD of a matrix but that is not particularly cheap. The
approach is clearly capable of refinement, and it is not clear how well such a
refined method would compare with alternatives. One possibility is, of course,
to combine this with other methods, say to use the differential equation to
get a moderate accuracy SVD and then refine it. The differential equation
approach itself could be adapted to produce a refinement. Suppose there
is an approximate SVD which gives a matrix B ≈ A, then the differential
equation could be used on tB + (1 − t)A over the range (0,1). In this case
the method simplifies as the derivative is B − A which is constant.
The numerical results indicate no serious problem with stability. A formal
analysis of the general case seems complicated, however, a simple analysis for
a constant matrix indicates that any small initial errors would neither grow
nor decay.
Alternative ways of estimating z and w values such as interpolation may
be worth consideration so obtaining better accuracy with a relatively large
cut-off tolerance. In this connection multi-step methods for solving the dif-
ferential equation may be worth examining. Also a more complex cut-off test
might be worth while, for example, by attempting to predict which evalua-
tion technique is likely to be more accurate. This could involve considerable
extra work if reliable estimates are to be made, however.
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