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1. INTRODUCTION 
This paper is a contribution to the problem of determining all finite simple 
groups of component type. (F or notation and basic results on these groups, 
cf. [2]). We deal with the “smallest” components where “small” is defined in 
terms of the 2-rank. We have obtained the following result: 
THEOREM A. Let G be a jinite non-Abelian simple group containikg an invoh- 
tion t such that for H,, = Co(t) and H = H,/O(H,) the following assumptions 
hold: 
H contains a nonsolvable component A such that r(A/Z(A)) = 2 and 
m(C,(A)) = 1. 
Assume further that one of the following conditions holds: 
(i) A Sylow-Zsubgroup of A is dihedral of order 8. 
(ii) The order of G is not divisible by 211. 
Then G is isomorphic to one of the following groups: 
(a) PSL(3, q), q odd, q # 3, q + 1(27, q f -1(2’); 
(b) PXJ(3, q2), qodd, q # 3, q + 1(2’), q + -1(25); 
(c) PSL(4, q), q 3 3(4) and q + -1(16); 
(d) PSU(4, q2), q E l(4) and q + l(16); 
(e) G,(q), q odd, q f 3, q f fl (32); 
(f) PW4, q), q odd, q # 3, q f 211 (32); 
(g> sQ(d, q odd> q + 3~1 (3% 
(h) 2G2(32m+1), m > 1; 
(0 J1 , Ml2 , His. 
* This paper is a part of the author’s doctoral thesis submitted in 1975 in Maim. 
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The groups PSL(3, q), PSU(3, q”), M,, , G,(3), and PSp(4, 3) do not occur in 
this list since the component occurring naturally in these groups is isomorphic 
to SL(2, 3) and is solvable. 
Assumption (ii) in the above theorem comes from the program of determining 
all finite simple groups whose order is not divisible by 211. This program has 
been carried out completely in [3, 6, 171, and in the author’s dissertation. 
It follows from [l, 111 that the factor group A/Z(A) is isomorphic to one of 
the groups PSL(2, q), PSL(3, q), PS/J(3, q*) (4 odd), A,, and M,, . 
If H contains a component isomorphic to SL(2, 4) or the group A, which 
is meant to be the central extension of A, by a group of order 2, then [2, Corollary 
31 says that G is a Chevalley group of odd characteristic or JFr, . Thus, without 
loss of generality, we may assume in the proof of the theorem that A is simple. 
This shows m(A) = 2 and that A is normal in H. Put KO = CHO(A, mod O(H,)) 
where A,, is the full inverse image of A in H, . Then t is the only involution 
in K,, , K,, is normal in H, , and tightly embedded in G. If the Sylow-2-subgroups 
of K, are quaternion, then [2, Corollary 21 yields that G is a Chevalley group 
of odd characteristic or isomorphic to M,, or Ml2 . So we may assume that the 
Sylow-2-subgroups of K,, are cyclic. 
In [9], all simple groups with Sylow-2-subgroups of sectional 2-rank at most 4 
have been determined. Therefore it suffices to regard simple groups with 
sectional 2-rank greater than 4. So the proof of Theorem A reduces to the 
proof of the following theorem whose assumptions we state in a hypothesis. 
HYPOTHESIS II. Let G be as in the assumptions of Theorem A. Put K = C,(A). 
Then K is cyclic of order 2’, Y 2 1, Z(A) = 1, and r(G) > 4. 
THEOREM B. If G is a group satisfying Hypothesis II, then G is isomorphic 
to the Higman-Sims simple group. 
During the proof, we do not always need the full strength of assumption (ii) 
in Theorem A; in many cases we can easily go further. Also it is not really 
necessary that G be simple; often the structure of a Sylow-Zsubgroup of G 
is determined before we need apply transfer arguments. 
Most of the notation is standard and follows [S] or [14]. By E,,, , Z, , D, , 
S, , Qn we denote elementary, cyclic, dihedral, semidihedral, and quaternion 
groups of order n. By M, we denote the metacyclic group of order n and class 2 
introduced in [8, Theorem 5.4.31. If P is a p-group, then In(P) is the subgroup 
generated by the elementary subgroups of P of rank n. If Y is a subgroup of X, 
then elements yr , ye E Y are said to be fused if they are conjugate in X. An 
element x is said to be fused into Y if x is conjugate to some element of Y in 
X. 
Sometimes we denote certain elementary 2-groups by E, , E, , etc., when 
there is no danger of confusion and the order of the groups under discussion 
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is well known from the context. Similarly, D, , D, sometimes denote certain 
3-groups. 
The proof of Theorem B is organized as follows. For the bulk of the paper, 
we assume that the Sylow-Zsubgroups of A are dihedral. The adaption for 
the semidihedral case is done in Section 10; this is in fact very easy. 
In Section 3, we determine the structure of &, = C,(t) modulo the core 
and some outer automorphisms of odd order, which do not matter. In Section 4, 
we determine the fusion in a maximal subgroup of T which is relevant for the 
fusion of t in the elementary 16-groups which are contained in T. The crucial 
distinction is whether we have one or two classes of these groups. The natural 
situation seems to be that T controls the fusion of these elementary groups, and 
an exceptional case is dealt with in Section 5. 
Let E1 and possibly E2 be representatives of these classes of 16-groups. 
In Section 6, the normalizer of these groups is pinned down, and there are 
Aessentially five different cases. 
In Section7, we deal with the case where NG(E1) andN,(E,)lookvery different. 
This case does not lead to a simple group, but it is known that the full auto- 
morphism groups of PSL(5, 2), PSU(5, 22) and Held’s simple group occur in 
this context, and there is little work needed to identify these groups. 
In Section 8, we complete the analysis for the case that the Sylow-2-subgroups 
of A are dihedral of order 8. (This corresponds to the case that the Sylow-2- 
subgroups of A are semidihedral of order 16.) We find the Higman-Sims simple 
group and can identify it by its well-known 2-local subgroup which is the split 
extension of 2, x 2, x 2, by GL(3, 2). Again a nonsimple group occurs, 
namely the full automorphism group of PSp(4, 4), and again this group can 
be found with little effort. 
In Section 9, we complete the proof by making full use of assumption (ii) 
in Theorem A. Here the 2-structure is not really allowed to grow; it is just 
cut down to satisfy assumption (ii). Otherwise one will probably have to apply 
the same methods as in Section 4 or 8, and the author believes that the 2- 
structure is still of the same kind; it will just be somewhat “higher” corre- 
sponding to the height of a Sylow-2-subgroup of A. 
For the sake of convenience, we often identify 2-subgroups of Ho with 
&groups of H,,/O(H,) = H, as the automorphism groups are not affected at all. 
2. PRELIMINARY LEMMAS 
LEMMA 2.1 (Thompson’s Transfer Lemma). Let G be a jkite group, 
S E Syl,(G). 
(a) If M is maximal in S, x E S - M, x is not fused to any element of M, 
and x2”, n > 1, is not fused to any element of S - M, then G has a subgroup of 
index 2. 
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(b) If P is normal in S such that SIP is cyclic, and x E S - P is an involution 
a,hich is not fused into P, then G has a subgroup of index 2. 
Proof. For (a), see [12, Sect. 4, Lemma 161; part (b) is [18, Lemma 3.1.1. 
LEMMA 2.2. Let K be a group of odd order. 
(a) If A z A, acts on K, then for any involution v E O,(A), 
/ K : &(a)1 5s l(4). 
(b) If(x) is a cyclic group of order 4 acting on K, then for v = x2, we have 
1 K : CK(v)l = l(4). 
(c) If V = (a, w) is a four-group acting on K, then 1 K : C,(v)\ 1 K : C,(w)/ 
1 K: C,(vw)l = l(4). 
Proof. Regarding a chief series of K which is invariant under the considered 
action, we may assume that K is elementary Abelian. Then all results follow 
easily by application of a result in [19]. 
LEMMA 2.3. Let G be a finite group, t and i involutions of G, t E G’. Let k(i) 
be the number of G-conjugates of i contained in Cc(t). Then k(i) = I G : C,(i)1 (4): 
Proof. The element t induces an even permutation on the set iG, and k(i) 
is just the number of points which are fixed by t. 
LEMMA 2.4. Let X be a p-group and Y a normal subgroup of X. Then: 
y(X) G y(Y) + y(X/Y). 
Proof. Let K/L be a section of maximal rank in X and use the isomorphisms 
KY/LYE K/(K n Y)L and (K n Y)L/L E (K n Y)/(L n Y). 
LEMMA 2.5. Let P be a p-group and f a fixed point-free automorphism of 
order 3 on P. Then: 
(a) P has class at most 2. 
(b) For any x E P, we have [x, xf] = 1. 
(c) If P is a 2-group of order at most 22” and of exponent 2”, then P is’ 
isomorphic to Z,, x Z,, . 
Proof. For (a) and (b), see [20, p. 901. For (c), we know by induction, that 
@(P) is isomorphic to Z,,-I x &,-I . By (b), there are two generators of P 
which commute. 
LEMMA 2.6. Let X be a 2-group and let A be a dihedral group of order 2a, 
a odd, acting on X such that A, = O(A) acts regularly on X. Take an involution 
y E ,4 - A, and regard G = XA. Then: 
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(a) All involutions of Xy are conjugate toy. 
(b) I x I = I CAy)12- 
(c) Assume A g & . If C,(y) is Abelian, then X is Abelian. 
(d) Assume that X is a specialgroup of order 2s such that Z(X) has order 22, 
and that there is an automorphism of order 3 of X acting transitively on the in- 
volutions of Z(X). Then one of the following holds: (when Z(X) = (zl, z,), 
and X = (a, b, c, d)) 
(i) .?‘(a, b) is the only elementary subgroup of order 16 in X, c2 = [a, c] =z, , 
d2=[a,d]=z,,[b,c]=z,,[b,d]=z,s2,[c,d]=1. 
(ii) X is of type PSL(3, 4) and contains precisely two elementary abelian 
groups of order 16. 
(iii) X is of type PSU(3, 47, Sa,(X) = Z(X), and X does not admit an 
automorphism group which is isomorphic to C3 and transitive on Z(X). 
Proof. Part (a) is [18, Corollary 2.71. Now let X = X, > X,,-, ... > X0 = 1 
be an A-invariant normal series of X with elementary factors. Assertion (b) holds 
for n = 1. By induction, 1 X, : X,-i 1 = / Crnlx,-,(y)lz. But by (a), the set 
X,-,y does not contain involutions which are not conjugate to y under X,-r , 
and the number of involutions in this set is 1 X,-, j112 by induction. Now (b) 
follows. 
As for (c), we know that the class of X is at most 2. Put X = X/X’. Then X 
is the direct product of homocyclic abelian groups Xi of rank 2. Take X, to be 
their inverse images. By Lemma 2.5(b), the groups Xi are homocyclic Abelian. 
Assume that C,(y) is Abelian and that X is non-Abelian. Then we may assume 
X = X,X,, where Xi = (a1 , a2> and X2 = (b, , b,). Put a3 = ($a,)-1 and 
6, = (b,b,)-l. Then we may assume that an element of order 3 acts as (1,2, 3) 
and that y centralizes (as, b&. Put cr = [a,, b3] = [a, , b,]. Let d be the 
element of order 3 mentioned above. Then we compute 
[a2 , b,] = [a, , b&l [a2 , b&l = (c~c~~)-~ = 1. 
This shows c1 = cld and c1 = 1, as the action of d is fixed-point-free. But 
now X must be Abelian, a contradiction. 
To prove (d), let f be the automorphism of order 3, zlf = zs , and put D = (f > 
First assume that D is not fixed-point-free. Then C,(D) = (a, b) must be a 
four-group. Put [X, D] = Z(c, d). As X is special, we may assume [a, c] = z, 
and [b, c] = z2 . If [X, D] is elementary, then we have case (ii). Therefore we 
may assume c2 = x1 , and we have case (i). 
From now on assume that D is fixed-point-free. If 2 = Qr(X), then X is of 
Suzuki type, and X is uniquely determined (cf. [21]). Assume in this case 
that u is an involution inverting f. The group C,(u) = (a, c) is quaternion 
of order 8 with center (zr), say. Put d = cf and b = af. As [a, b] = 1 and X is 
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special, we have [a, d] = zz and [a, d]” = [a, cd] = a,~,. Applying f, we 
conclude [ab, c] = [b, c] = z1 , which yields [a, c] = 1, a contradiction. 
We are left with the case that there are involutions in X - 2. From Lemma 
2.5(b) we conclude that there is an E1s, say .Z(a, b). If there are still more 
involutions, then there is another E,, , say Z(c, d). Using the action of D in 
the same way as above, we may assume [a, c] = .z, . Then all involutions of X 
are contained in one of the E,,-subgroups, and we have case (ii). 
Finally assume Q,(X) = Z(a, b). Th en there is an element c such that 
c2 = zr = [a, c]. (If necessary, replace a by b or ub.) But then UC is an involution. 
With this contradiction, we conclude the proof of this lemma. 
LEMMA 2.7. Let X be a Jinite group, E g E, normal in X and X/Es A, 
such that X/E acts nontrivially (but not necessarily faithfully) on E. Put S = O,(X). 
Then we have the following cases: 
(I) X/E acts reducibly and completely reducibly on E, E < Z(S), and we 
have one of the following possibilities: 
(a) 1-F Sl= El6 . 
(b) [X, S] GZ 2, x 2, . 
(c) [X,S] -SgE., xQs. 
(d) [X, S] = S = (el , e2 , f, w1 , wp), where wt = eif, [wl, wJ = f, 
E = (e, , e2 , f > = %(S), 1-6 Xl = <et , ez>. 
(II) X/E acts reducibly but not completely reducibly on E, E = C,(E), and 
we have the following possibilities: 
(a) S is extra special of type DD and X splits over E. 
(b) S s E4 2 2, , X splits over E, Z(X) = 1. 
(c) Z(X) = 1, S = (wl, w2, t), E : (w12, w:, t), [wi , t] = wis for 
i = 1, 2. X does not split over E. 
(d) The same us in (11~) except the relation [wl , t] = (wtwJ which 
replaces the relation [wi , t] = wgz. 
Proof. If the action of X on E is not completely reducible, then we quote 
[9, II, Lemma 3.2.1. So assume that the action is completely reducible. This 
yields E < Z(S). Take D E SyIs(X). If S is Abelian, then we get (Ia) or (Ib). 
So assume that S is non-Abelian. There is a 4-group E,, in E which is X-invariant 
and a complement of order 2, F, which also is X-invariant. Now D is fixed- 
point-free on S/Fe , thus this factor group is either elementary or homocyclic. 
If it is elementary, then we immediately get (1~). But if it is homocyclic, then 
E = Q,(S), S is generated by two elements and we must have case (Id). The 
lemma is proved. 
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LEMMA 2.8. Let E be elementary Abelian of order 16 and generated by in- 
volutions a, b, c, d, and X be agroup of automorphisms on E isomorphic to zd x Z, . 
Put (v) = Z(X), (WI, wz) = X” = W, x”D = X’ where D = (d) E Syl,(X), 
I/ = (v). Take an involution u of X inverting d and centralizing w1 . Then the 
generators of E can be chosen such that we have one of the following cases: 
(i) The action of D on E is Jixed-point-free, C,(V) = Ce( W) =. (a, b) 
[v, c] = a, [v, d] = b, [wl , c] = a, [wl , d] = ab. The orbits of E have lengths 3 
and 12. 
(ii) C,(D) = (a, b), [E, D] = (c, d), C,(V) = C,(W) = (a, c, d), 
E VI = <a>, [wl , bl = c, [w2, b] = d. The orbits of E have lengths 8, 1, 3, 3. 
(iii) C,(D) = C,(W) = <a, b), C,(V) = (a, c, d), [E, V] = {a), [E, D] = 
Cc, d), [wp 9 c] = [wI , d] = a. The orbits of E have lengths 6, 6, 1, 2. 
(iv> C&4 = (a, b), [E, Dl = Cc, d), C&Y = <a, c, 6, [E, VI = (a>, 
[b, wJ = ac, [b, wz] = ad, [wl , c] = [w, , d] = I, [wl , d] = [w, , c] = a. 
The orbits of E have lengths 8, 6, 1. 
Proof. First assume that the action of D is fixed-point-free. As D normalizes 
C,(V) and C,(W), these groups must be equal. The same applies to [E, V] 
and [E, IVJ. Let (a, 6, ab) and (c, d, cd) be the orbits under D and assume 
C,(u) = (a, c}. Using the operation of D, we compute [wr , c] = a, [w, , d] =ab. 
(We note that the group EW is of type L,(4).) This gives case (i). Henceforth, 
we assume C,(D) = (a, b), [E, D] 1 (c, d), and C,(V) = (a, c, d). We also 
fix {a) = [E, V]. 
Now assume that X’ acts completely reducibly on C,(V). Then [E, D] must 
be normal in X and we get (ii). 
Therefore, without loss, x’ acts on C,(V) faithfully. As the group (a) = [E, V] 
is X invariant, the group C,( V)W is extraspecial. If C,(W) = (a, b), we 
have (iii). So assume for the remainder that C,(W) = (a). Using the com- 
mutator relation 
Lb, ~4 = Lb, wJb, ~zll3, ~1 > 4 
and the action of D, we conclude that we must have (iv). The lemma is proved. 
LEMMA 2.9. Let X be a 2-group containing a maximal subgroup X,, = XI x X, 
such that X = X,(y), X,Y = X, g 0%” . Then X is isomorphic to D,, 1 Z, , 
and we have Y(X) = 4. 
Proof. Clearly there are elements xi E Xi , i = 1, 2 such that ys = x,x, 
with X,‘J = xp . Then (YX;~)~ = 1. The proof for the fact r(X) < 4 is left to 
the reader. 
LEMMA 2.10. Assume Xc Dzm x Dzm , m > 3. Then X contains precisely 
four subgroups which are isomorphic to DZm-l x D,,-1 . 
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Proof. Trivial. 
LEMMA 2.11. Assume that X is the central product of (x, y) s D,, and 
(t, w) s D, , where t3 = y2 = w2 = x2”--’ = 1. Then X contains precisely six 
classes of elementary subgroups of order 8. If n 2 4, put (z,) = L’,(@(X)). If 
?a = 3, put .z* = x. Then representatives of these classes are (where (z) = Z(X)) 
El = (z, t, Y>T E, 7. (~7 t, XY), 
4 = <z, w, Y>, E, = (x, wu, XY), 
E5 -z= (2, ty, wq,t), E, = <z, txy, wzot). 
Proof. Regard the factor group X/Z(X) and reduce the problem to the 
case n = 3. In this case, everything is well known. 
LEMMA 2.12. Assume that X is special of order 26 such that the order of Z(X) 
is 4 and x contains at least four elementary subgroups of order 16. Then X is 
isomorphic to D, x D, . 
Proof. Put Z(X) = (a1 , 2 z ). Let Ej , 1 < i < 4 be the given elementary 
groups. Suppose that X = E,Ej for any i #j. Then at least 12 cosets of X/Z 
consist of involutions. We have X = EIEz , and for a E El, b E Ez we must 
have [a, b] # 1. This shows that there are 9 cosets in X/Z containing no 
involutions, a contradiction. 
So there is a subgroup M of X which is isomorphic to De x E4 . We may 
assume M = EIEz . There is an involution in X - M, say x, which centralizes 
a hyperplane of E1 or E, but which does not centralize Z(M) (as X is special). 
So without loss, x normalizes E1 and M, = E,(x) is isomorphic to M. Now 
we apply the following lemma to get our result. 
LEMMA 2.13. Assume that X is a 2-group with the following properties: 
(i) X contains a maximal subgroup XI g D,, x E, , n > 3, 
(ii) Z(X) n x’ has order 4, 
(iii) X, is not characteristic in X. 
Then we have the following possibilities: 
(a) We hawe n = 3, Z(X) = Z(X,) is of order 8. 
(b) We have n = 3, X is special of order 2” with center Z of order 4 and 
generators a, b, c, d such that [a, b] = [c, d] = x, , [b, d] = z, and alZ other 
relations are trivial. X contains precisely three elementary subgroups of order 16 
which are Z(a, c), Z(a, d), and Z{b, c>. 
(c) X is isomorphic to D,, x D, . 
Proof. First assume n = 3 and put B = Z(X,). The group Xi contains 
just two elementary 16-groups which intersect in B. If X/B is nonabelian, 
COMPONENTS OF 2-RANK TWO 331 
then Z,(X) < X, , B = Sa,(Z,(X)) and X1 = C,(B). This contradicts (iii). 
Therefore X/B is Abelian and El and E, are normal in X. There must be an 
involution u E X - X1 which centralizes a hyperplane of E1 , say. If this 
hyperplane is B, we have case (a). If [X, E1] = [X, B] = X,‘, then we get (b). 
So suppose X1 = Z(a, b, c}, [a, b] = x1, [c, d] = x2 . As d centralizes an E, 
in X, , we may assume [d, a] : 1. Replacing d by da and b by cb if necessary, 
we can manage [b, d] = 1. In this case, we obviously are in case (c). 
Now assume n > 3. The same argument as above shows that IR,(Z,(X)) is 
not contained in X1 . We conclude Z,(X) n X1 g 2, x Ed. Because of (iii), 
this group cannot be characteristic in Z,(X). Hence Z,(X) is isomorphic to 
2, x D, and contains elementary 8-subgroups B, and B, which are centralized 
by X1 and X, where X1 s X, . The group [X, B,] has order 2, hence the group 
[X, , B,] has order 2. Thus the group B,B, is centralized by a group isomorphic 
to D,, . So assertion (c) holds and the lemma is proved. 
LEMMA 2.14. Let X be extraspecial of order 32 and type DD. Put 
B = Aut(X)/Inn(X). Then: 
(a) B is isomorphic to x3 2 Z, . 
(b) If D is a group of order 3 which is fixed-point-free on X/Z(X), then any 
two involutions of X which are conjugate under D, commute. 
Proof. X is the central product of two quaternion groups of order 8, and 
these quaternion groups are unique. Now (a) follows immediately. Part (b) 
follows by elementary computations. 
LEMMA 2.15. Put X = PSL(2, q), q = pf, f = 2iff’, where q and f’ are 
odd, and p is a prime. Choose e E (- 1, + l> such that q - e 3 O(4). Put 
q - e = 2m+1q’ such that q’ is odd. 
(a) Out(X) is isomorphic to Z, x Z, and induced by a diagonal automorphism 
of order 2 and aJield automorphism of order f. 
(b) A Sylow-Zsubgroup R of X is dihedral of order 2m+1. In the notation 
introduced above, we have i < m. 
(c) Assume i > 1. Then there is a Sylow-2-subgroup T = (2, y, 1, d”> 
of Aut(X) such that 
(9 52”=92=~2c-d”24; 
(ii) ($9) is a Sylow-2-subgroup of X, 
(iii) pi = g(2m+1-i)+1, jji = 3. 
’ (iv) j+ = 29, $ = *l; 
(v) Put 6 = 12”-‘. Then k centrahkes <S, 7) and [k, 21 = iz”-l. 
(d) r(X(d)) = 2; r(Aut(X)) Q 3. 
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Proof. Part (a) comes from [16, Sect. 31. For (b) we note that for any integer s, 
we have s2 = l(8). Now induction yields i < m. For (c), start with the natural 
description of a Sylow-2-subgroup of SL(2, q) as given in [5]. Let !r be the 
Frobenius automorphism of order f and choose a suitable l from <& , y). 
LEMMA 2.16. Put X = A,. 
(a) Aut(X) = Z, . 
(b) The Schur multiplier of A, has order 6; the multiplier of .& has order 2. 
A coveringgroup of A, with a center of even order has Sylow-2-subgroups isomorphic 
to Q16 . 
(c) 2, contains three classes of involutions with representatives i, = (1,2), 
i4 = (1, 2)(3,4), andi, = (1, 2)(3,4)(5, 6). Thecentralizersare C(i,)g 2, x zs, 
C(i,) z Ds x Zs , C(i,) z 2, x Z4, the lengths of the cZasses are 21, 105, 105,’ 
respectively. 
(d) A, contains one class of involutions with representative i4 . 
(e) A Sylow-2-subgroup of Z; is isomorphic to D, x Z, . 
Proof. All assertions are well known or trivial. 
LEMMA 2.17. Take the notation as in Lemma 2.15. Put I = %2m-1. 
(a) C,(k) is isomorphic to PGL(2, q,J, where q = q,,*. 
b There are precisely two classes of involutions in Xk with representatives k 
and &! We have C (k”) s C,(z). 
(c) j fX / = 1:4), if q = 1, 7(8) and j 9 / = 3(4), if q E 3, 5(8). 
(d) 1 &(‘) j = q,,(4) if q: = q. 
Proof. Part (a) is well known. To prove (b) we use the action of the diagonal 
automorphism. For (c) we note that the order of C,(Z) is (q - e). Now everything 
follows by simple congruence considerations. 
LEMMA 2.18. Denote by (X, e) one of the pairs (PSL(3, q), 1) and (PSU(3, $), 
-1) and define f, i, f’ as in Lemma 2.15. Choose e’~(+l, -I} such that 
q - e’ = O(4) and put q - e’ = 2”q’, q’ odd. Finally define d = (q - e, 3). 
(a) If S is a Sylow-2-subgroup of X, then S z Z2, 2 Z2 if ee’ = 1, and 
s G s,,,, if ee’ = -1. In the first case, we have r(S) = 3; in the second, we 
have r(S) = 2. 
(b) The multiplier of X has odd order. 
(c) Let X, be the full automorphism group of X and X, be the subgroup 
generated by inner and diagonal automorphisms. Then the factor group X,/X, 
COMPONENTS OF Z-RANK TWO 333 
is of order 2f and of type Z, x Z, in case e = 1 and of type Z2, in case e = - 1. 
The group X,/X has order d. 
(d) Let s be an outer automorphism of order 2. If e = 1 then one of the 
following holds: 
(i) s is a field automorphism and C,(s) E PSL(3, qe) for qo2 = q. 
(ii) s is a graph automorphism and C,(s) s SO(3, q) g PGL(2, q). 
(iii) C,(s) z PSU(3, qz) for q = qo2. 
If e = - 1 then we have case (ii) above. 
Proof. These facts are well known. See, for instance, [16]. 
LEMMA 2.19. Let s be an outer automorphism of X such that s2 = 1. Then Xs 
contains &st one class of involutions. 
Proof. First assume that we are not in case (ii) of Lemma 2.18. Then 
e = e’ : 1. We can choose a Sylow-2-subgroup of X to be the homomorphic 
(i.e., isomorphic) image of S+ < SL(3, q) such that St = (x1+, xa+, y’-) and 
where b is a primitive 2”th root of unity. Put q = qo2. If q0 = l(4), then b% =--6; 
if q,, = 3(4), then b% = --b-l. 
If s is a field automorphism, then we have the following cases: 
(A) xi8 = x1x1 , xzs = zzxz , yB = y, if q,, = l(4), 
(B) xl8 = zlx;l, xzs = x+x;l, ys = y, if q,, = 3(4). 
Here z. = 8-l. A graph automorphism inverts (x, , xz) and centralizes y. 
So in any cask, we have (A) or (B). Put E = (xi, x2). In either case Es and Eys 
contain one class of involutions each. But the group C,(s) is simple and contains 
just one class of involutions. In particular, we get ys N zls N s and our assertion 
is proved. 
Now assume that s is the graph automorphism in its natural action. We start 
with the case ee’ = 1. As A,(E) s Z; , we have only to show the fusion of the 
following elements: s, ys, xls. Put za = zlzg . Then y and z1 are conjugate in 
Cr(za). If we regard the normalizer of (za , y) we get the fusion of s and ys. 
In the same way we see xlxzs N xlxzsy, which shows that ys and xis are conjugate 
‘and we are done in this case. 
Let S = (x, y) be semidihedral such that x2”“‘i = y2 = 1 and G$(S) = 
(x2, y) = C,(s). Put (z} = Z(S). Then [x, s] z z. If T = S(s), then all 
involutions of T - S are conjugate to s, ys, or xys. Now in C(s), either y or x2y 
481/47/2-g 
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is conjugate to 2. Thus we get the fusion s wp. Put (a,,) = J&((x)). Then 
C,(xys) = (xys) x (q,.xy). As X is simple, zaxy is conjugate to z,, . But 
C,(z,) = (x, s) is Sylow in Cx&z,). Now the fusion and the assertion of the 
lemma follow. 
LEMMA 2.20. Suppose ee’ = -1 and let s be an outer automorphism on X. 
(a) We can choose S E Syl,(X) such that C,(s) = sZ,(S). 
(b) Suppose in addition e = -1. Then Aut(X) has a Sylow-2-subgroup 
(x, y lj with xgrn+l = 2 th2S iotatzon we have ,Y= y= iz”+’ = 1) Lx, Yl = ~s-2, xl = 9 "-.<+1, y _ y. In 
2i 
9 
Proof. (a) is trivial. To prove (b), start with a Sylow-2-subgroup of 
,4ut(X,,), where X,, E PSL(3, q2) contains X. Then we use the notation and 
methods introduced in Lemma 2.19 and get the result by elementary 
computations. 
LEMMA 2.21. Let X be isomorphic to M,, , the Mathieu group on 11 letters. 
Then 
(a) The Sylow-2-subgroups of X are semidihedral of order 16. 
(b) The outer automorphism group and the multiplier of X are trivial. 
(c) The group X contains one class of involutions with centralizer isomorphic 
to GL(2, 3). 
Proof. Well known. 
3. THE STRUCTIJFCE OF H 
Notation 3.1. Let T be a Sylow-2-subgroup of H, put T,, = T n AK and 
R = T, n A. Then we can regard T/K as a subgroup of the group T of Lemma 
2.15 or 2.16, respectively, according to whether A is isomorphic to some 
PSL(2, q) or to A, . We put T = T/T,, . Then we identify T with a subgroup 
of (2, 1) accordingly. 
LEMMA 3.2. T is not a Sylow-2-subgroup of G. 
Proof. By Lemmas 2.15 and 2.16 we have: r(T/K) < 3. As r(K) = 1 by 
assumption, the result follows by Lemma 2.4 and our initial reductions. 
LEMMA 3.3. We have k E QI(T/T,). 
Proof. Suppose not. First, we regard the case T = To. If K = (t), then 
application of [13, Theorem 21 yields r(G) < 4, a contradiction. On the other 
COMPONENTS OF 2-RANK TWO 335 
hand, if K > (t), then (t) = +Qr(@(Z(T))), which contradicts Lemma 3.2. 
Now suppose Qr(T/T,,) = (a). If C,(d) > (t), then again (t) = &(@(Z(T))). 
Therefore, C,(d) = (t). By the structure of PGL(2, Q), we may assume that 
da E K. Hence K(d) is a 2-group of maximal class, and for the group B = (t, d, z} 
we get C,(B) = B. Again we apply [13, Theorem 21. 
If, finally, sZ,(T/T,,) = (kd), then T,(kd)/K is semidihedral and we may 
regard the same group B as above. The lemma is proved. 
LEMMA 3.4. There are involutions in T - T, . 
Proof. Put U = Q,(T) and suppose U < T,, . Then U = (t) x R. By 
Lemmas 2.15 and 3.3, we have C,(U) = K(k) x (x); therefore (t) is a 
characteristic subgroup of T, a contradiction. 
LEMMA 3.5. suppose that Q,(T) . PS contained in T,(d). Then K = (t). 
Proof. By Lemma 3.4, we may choose d to be an involution. The group 
K(d) is metacyclic, and by [8, Th eorem 5.4.41, there are the following 
possibilities (we may assume r > 1): 
(i) K(d) = Z2? x 2, , 
(ii) K(d) = M,,+, , 
(iii) K(d) = D,,,, , 
(iv) K(d) = S,,+, . 
Put U = J&(T). Then we get U = R(t, d) in case (i) and (ii), U = RK(d) 
in case (iii), and U = R@(K)(d) . m case (iv). In the first two cases, C,(U) = 
K, x (z), where K, is a subgroup of K of order at least 4 and index at most 2, 
which implies that (t) is characteristic in T, in contradiction to Lemma 3.2. 
So assume that we have case (iii) or (iv). Clearly, Z(U) = (z, t). We count 
the square roots of the central involutions in U. Obviously, there are no elements 
of order 4 in U - TO. But in U n TO, x and xt have four square roots each, 
whereas t has 2 * (2” + 2) square roots, which is more than four. Hence (t) 
must be characteristic in T, a contradiction. Lemma 3.5 is proved. 
LEMMA 3.6. We may choose k to be an involution. 
Proof. Assume not. Then by Lemmas 3.4 and 3.5, U = Q,(T) = R(d) x (1) 
The group U contains precisely two classes of subgroups isomorphic to Es with 
representatives E1 = (t, z, y) and E, = (t, x, d). We have Z(U) = Z(T) = 
(z, t) and Z,(T) = (t, z, k, zO) where <q,) = Z,(R(d)). Obviously, we may 
assume k2 = t. We have QR,(C,(EI)) = E,(k) and .Q,(C,(E,)) = E,(@). 
Take TI E Syl,(No(T)). Then the structure of Z(T) forces 7’r = T{w), 
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w2 E T, Z(T,) 1 (z), tW = tz, kw E z,kZ(T); therefore w cannot be contained 
in Z,(T,), and we get Z,(T,) = (z,, , t) and &(Z,(T,)) = (z, t). Hence TI 
is a Sylow-2-subgroup of G. 
By the above remarks about Er and E, and the action of w, we may assume 
that EIw = E 
We want t: ‘show that r(T,) < 4. Assume the contrary. Clearly, r(U) 1 3 
and r(TJU) < 2, as TJU = (w, !>. There must be a section L/K of TI such 
that L/K is elementary of order 32. By the isomorphism theorems, we get 
m(LU/KU) = 2 and m(L n U/K n lJ) = 3. There is an element wO of TI - T 
which centralizes the section L n U/K n U. But this implies that wg stabilizes 
the conjugacy classes of E1 and E, in U, which is not possible. This contradiction 
proves Lemma 3.6. 
LEMMA 3.7. Assume K > (t). Then we have: T = (K(k) x R)(d), where 
K(k) is either dihedral OY semidihedral. 
Proof. Put U = Q,(T). Clearly, U < KR(k, d). Put I/ = J4(U). Then 
the way d acts on R and K shows that V < RK(k). 
First assume Q,(K(k)) -7 (t, k). Then either [K, k] = 1 or [K, k] = (t} 
and the order of K is at least 8. In both cases, Q,(K) x (z) < C,(V) < 
K(k) x {a), hence (t) char T, which is impossible. Therefore K(k) must 
be dihedral or semidihedral. 
Now, by the above remarks, k cannot be a square in T, which shows that 
either T 7 T,,(k) or T = T&k, d). 
Suppose T = R x K(k). Put KI = K(k). If KI is semidihedral, then 
counting the square roots of z, t, and xt shows that (t) is characteristic in T. 
Therefore KI is dihedral, and looking at the square roots again, we conclude that 
KI and R must be isomorphic. 
Take TI E Syl,(N,(T)). Then TI = T(w), where ws E T, t” = z, and 
Z(T,) -- (zt). It follows that (z, t} : Z,(T,), hence TI E Syl,(G). By Lemma 
2.9, TI z Dami 2 Z, , and r(T,) < 4, a contradiction. (Note that in [15], simple 
groups with this type of Sylow-2-subgroups have been determined.) 
LEMMA 3.8. We have K = (t). 
Proof. Assume K > (t). Then the relation [d, k] E Kz and Lemma 3.7 
show that 77 = J4(T) equals R x K,(k), where K,(k) - Q,(K(k)). Put 
z = (t, z>, VI = RZ and ?Ta = K,(k)Z. By Lemma 3.2, IV,(T) acts tran- 
sitively on (VI , V;,}. If K,, < K, then Cr( Vr) = V2K, C&V,) = I’, , which 
forces a contradiction. Hence K, = K, and the groups R and K(k) must be 
isomorphic. 
Clearly, Z(T) = Z. Take TI E Syl,(N,(T)). Then TI 7: T(w), zu2 E T, 
Vim = 7/, . This shows [T, VI] E [T, V,] s Z,, . Furthermore, Q,(Z,( TI)) : TI , 
which implies TI E Syl,(G). 
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We want to show Y( Tr) = 4. Clearly, Y (V, V,) = 4. For any group U < T 
not contained in V,V, , we have d(U) < 3. By way of contradiction, choose 
W < T1 such that d( W) = 5. Th en, by the above remark, W n T = W n V,V, . 
This shows that T1/V,V, is elementary. However, application of Lemma 2.9 
yields d(W) < 4, a contradiction. Lemma 3.8 is proved. 
LEMMA 3.9. (a) We have J,(T) = R x (t, k). Put B = (z, k, t). Then 
B = z(J4GQ ad IAT) contains two classes of elementary subgroups of order 16, 
with representatives E1 = B(y) and E, = B(xy). 
(b) Let 8, and 6, be these two classes and put Te = NT(&l). Then there is 
an l1 E (I) such that TE = T&l,); II induces a field automorphism on A, and 
the order of II is 2j for some 1 < j < i. (FOY the sake of convenience, we identifv l1 
with 1 in the remainder of this paper.) 
(c) For the structure of T, there are two possibilities which we will refe~ 
to by (K) and (KD): 
(K): T = TE , E1 and E, are not conjugate in T. 
(KD): T = T&d,), the element d1 interchanges &I and 8,. 
(In this case, we put d = d1 for the remainder of this paper, regardless of whether 
OY not d1 is a pure diagonal automorphism.) 
(d) The groups TE = C,(B) and (x2) = ( J4( T))’ are characteristic in T. 
(e) We have C,(E,) = E,(l); this group has order 23+i. Furthermore, 
NT(E1) = C,(E,)(z,y), where z, = x2’“-‘. 
Proof. All of this follows easily from Lemmas 2.15 and 2.16 and the previous 
lemmas, where, for sake of uniformity, we call the outer automorphism of A, 
a “field automorphism,” which is justified by the fact that it can be chosen to 
centralize a Sylow-2-subgroup of A. 
LEMMA 3.10. (a) We have A,(E,) r Z3 for i = 1,2. 
(b) Take Di E Syl,(N,(E,) and denote by overbars the homomorphic images 
-. 
of elements of N,,(E,) in A,(E,). Then xoy inverts I& and q,xy znverts Dz . 
(c) We have [Ei , Di] = Ei n R for i = 1,2; furthermore, CE1(D1) = <t, k) 
and CEt(D2) = (t, xk). 
Pyoof. The structure of A shows that N,(E,) g & . Permuting k and zk, 
if necessary, and using the action of a diagonal automorphism of A which 
interchanges k and zk, we conclude that the structure of N,(E,) must be as 
asserted. 
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4. THE FUSION IN T 
LEMMA 4.1. The following groups are characteristic subgroups of Te : B = 
-WE) = <z, k, t>, TE’ = (x2>, W’E) = (x2, 12>, J-W,) = (.x, y, k, 9, 
furthermore, (x, I, t> and (x, k, t). 
Proof. We only have to prove the assertion for the last two groups. Assume 
m > 2. Then put B, = Z,(sZ,(T,)), so we have B, = (z,, , K, t). Now we get 
CrE(Bo) = (x, I, t). The group (x, k, t) comes up by intersection with .Q,(T,): 
On the other hand, if m = 2, then there are precisley three Abelian maximal 
subgroups of TE containing B, among which only B(x) is not elementary. 
LEMMA 4.2. (a) TE is weakly closed in T. 
(b) If i is an inaolution of B which is fused to t, then No(TE) controls this 
fusion. 
Proof. Assertion (a) follows from Lemma 3.9, and (b) is an easy consequence 
of (a). 
LEMMA 4.3. Let k,(i) be the number of conjugates of an involution i in Co(t). 
Then: 
(a) For any involution i, we have k,(i) = k,(it). 
(b) k,(z) E l(4). 
(c) In case (K), we have k,(k) = k,(zk) = 1, 3(4); if k E G(T), then 
k,(k) = l(4). 
(d) In case (KD), we have k,(k) E 2(4), and k,(d) = O(4), if d is an 
involution. 
Proof. These congruences are true in H = Co(t)/O(Co(t)). But Lemma 2.2 
guarantees that they carry over to the inverse image. 
LEMMA 4.4. In case (KD), No(Er) controls the fusion oft to involutions of E, . 
In case (K), this remains so, if E1 and E, are not conjugate in G. 
Proof. Assume i E E1 , ig = t. Then without loss, E,g < T. By our assump- 
tions, g can be modified such that it normalizes E1 . 
LEMMA 4.5. If S is a Sylow-2-subgroup of G containing T, then / S : T 1 > 2. 
Proof. Assume the contrary, We start with case (K). Then by Lemma 4.2 
t is conjugate to precisely one other involution of B. The symmetry of the 
situation shows that we may assume that t is conjugate either to tz or to tkz. 
Assume that E1 and E, are conjugate in G. Then counting the conjugates 
of t in these groups and Lemma 3.10 show that t can only be conjugate to tz. 
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and that t has precisely four conjugates in E1 and in E, . If t is not conjugate 
to tz under NG(E1), then t is isolated under N,(E,), and the fusion of El and E, 
must take place in C,(t), which is not possible in case (K). But if t and tz are 
conjugate under N,(E,), then N&El) controls the fusion of t to elements of E, , 
and El and E, must be conjugate in Cc(t) again. 
Hence El and E2 are not conjugate. By assumption, t has four conjugates 
in E,, from which we conclude that A,(E,) has order 24. Put S = T(w). 
We may assume that w normalizes E, . The order of 5’ is 2m+j+3, the order of a 
Sylow-2-subgroup of NG(E1) is 2 6+j. Obviously, S contains a conjugate of El , 
say E, such that a Sylow-2-subgroup R of N,(E) lies in S. By Lemma 3.9, 
E cannot be contained in T, hence S = TE. Put F = E n T. By conjugation 
in T, we may assume that F is contained in El or in E2 . Now t cannot be 
contained in F, on the other hand, the intersection of F with (t, y) or (t, xy) is 
nontrivial. But this shows that the order of N,(F) is at most 24+j, a contradiction. 
So we must have case (KD). We still have S = T(w), where w may be 
chosen to normalize El . This means w2 E NT(E1) < TE ; hence S = T&d, wj 
and S/T, is elementary. Now NG(TE)/TE acts faithfully on B. By Lemma 4.2, 
t has either two or six conjugates under NG(TE). As t is conjugate to tx and t is 
not conjugate to x, Lemma 4.4 implies that t has either four or twelve conjugates 
under N,(E,). This again shows that a Sylow-2-subgroup of NG(EI) has order 
2jf” 
Let E be a conjugate of El such that S contains a Sylow-2-subgroup R of 
N,(E). Then again F = En T has order 8 and does not contain t. The only 
maximal elementary subgroups of T apart from the class El are of order 8 and 
of type (t, Z, d”} for some 2 E T - TE . Hence F < El without loss, and we 
finish the proof as before. 
LEMMA 4.6. Take Tl E Syl,(N,( Te)). Then we have two possibilities (assuming 
that Tl contains T): 
(i) 1 Tl : T 1 = 4, the conjugates oft in B are t, tz, tk, tkz. 
and ;;I I Tl : T I = 2, we have case (K) and the conjugates of t itt B are just t 
Proof. From Lemma 2.3 we conclude that t has O(4) conjugates under G 
in Cc(t). Now checking Lemma 4.3 and the structure of T, we see that in case 
(KD), t is conjugate to tx and to either k or tk. By symmetry, we may assume 
that t is conjugate to tk. Now regard case (K). Choose T+ < Tl such that 
1 T+ : T 1 = 2. Then the order of Z(T+) is 4; hence t has either two or four 
conjugates in B. In any case, the intersection of (t, k) with Z(T+) is nontrivial; 
we may assume that it is (k). So if t has four conjugates in B, we are done. If 
t has only two conjugates, our congruence relations force that t is conjugate 
to tk. Furthermore, Lemma 4.3 shows that k is a nonsquare in T. If t were 
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conjugate to tzk, then we could interchange the roles of k and kz. The lemma 
is proved. 
HYPOTHESIS 4.7. For the remainder of this section, assume that we have case (ii) 
of Lemma 4.6. 
LEMMA 4.8. (a) We have (tG n El) = (t, k) and A,(E,) g & x Z, . 
(b) In E,, t has the conjugates t,tk, tkzxy, tkxy. Inparticular, (tC n E,) = E,. 
Furthermore, A,(E,) g za . If V, is a Sylow-2-subgroup of No(EJ containing 
N,(E,), then Z(V,) = (212) and Z,(V,) = (z, k). We denote the lattergroup by Z. 
Proof. First, we determine the conjugates of t in El and E, with the aid 
of Lemmas 3.10 and 4.2 and our hypothesis. Therefore, the orders of AG(E1) 
and A,(E,) are 12 and 24, respectively. As Ao(EJ contains a subgroup iso- 
morphic to Z; , assertion (a) follows. 
Now by Lemma 3.10, the action of N,(EJ on the orbit of t is quadruply 
transitive, which forces A,(E,) E zl, . 
As k must be a nonsquare, we have C,(E.J = E, x O(C,(E,)). Building 
the products of any two conjugates of t in Ez, we see that E, = (zk, z, xy) is 
normalized by N,(E,); also, Ao(E,) acts faithfully on E0 leaving only xk fixed. 
Put Q = V, n O,t,,(N,(E,)). Then, by a Frattini argument, NG(Ez) = 
O(N,(E,))(N,(Q) n N,(E,)). Choose D, E Syl,(N,(Q) n NG(Ez)) such that the 
actions of D, and D, on E, are identical. (Remark: This type of argument 
always is sufficient for dealing with the cores of the 2-local subgroups under 
discussion, for the sake of convenience we omit it in most cases.) Put Q,, = 
[Q, D,]E,, . By Lemma 2.7, Q0 is extraspecial of type Q8Q8 with center (zk). 
The operation of t and x,, on Q,/(zk) shows that Z,(VJ r (z, k) = Z. The 
lemma is proved. 
LEMMA 4.9. Put Z = (z, k) as above. Then Ao(Z) g &. 
Proof. Take S E Syl,(G) such that S 3 V, . As Z,(S) = Z, Lemma 2.3 
implies that the number of G-conjugates of z in Cc(r) is not divisible by 4. 
As t N tk and tz N tzk on the one hand and 1 Co(t): Co(t, k)j = 3(4) on the 
other hand, we must have the fusion z - k N zk in G. 
Put S, = C,(Z). Then S, is the only maximal subgroup of S which centralizes 
a 4-group in S. Hence NG(SI) controls fusion in Z. 
LEMMA 4.10. Put Tl = T and take T,+l E Syl,(No(Ti)) for 1 < i < m. 
Then, for these values of i, we have: 
(a) Z(TJ = Z, ;f i 3 2. 
(b) Ti is not a Sylow-2-subgroup of G. 
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(C) TiE D~+I X D,s+I * 
(d) Put T,*, = (a E T,ja N t, CT,(a) g T). Then T,,t is isomorphic to a 
dihedral group of order 2ifl, and we have Ti = Ti,,CTi(Ti,,). 
(e) We hawe: 1 Ti, : Ti 1 = 2. 
Proof. Induct on i. By Lemma 4.8, (b) follows from (a). Assertion (a) 
follows by induction from (c) and (e). The group T,,, has three classes of in- 
volutions, two of which are conjugate to t. Hence (e) follows from (b) and (d). 
So we only have to prove (d) and (c). Lemma 4.8 gives the case i = 1. So 
assume i > 1. 
By (b), T+ is not characteristic in Ti ; in particular, there is an involution 
wi E Ti - Tie1 . Then by definition of T,-l,t, we have Ti&wi> s D,i+l . 
If Ti,t = Ti-l,t 3 then Tie, is characteristic in Ti , a contradiction. So assume 
wi E Ti,, . By definition, we then must have C,i-,(wi) g Za x D2+,,+’ . Hence r.vu, 
centralizes the factor group T,-,/Ti-l,t . 
Assume i = 2. Then choose X+ E {x, tx} and y+ E {y, ty} such that w, central- 
izes R+ = (x+, y+>. Now assume i > 2. Then wi acts on C,S-,(T~-,,,) = 
R+(k>. Let (w+) be the unique cyclic normal subgroup of order 4 in Tie,,, . 
Then C,i-,(w,) is maximal in R+ x (w+). Now this forces CT,-,(wi) = R+(k), 
and assertion (c) is proved. 
The group R+(k, wi) is conjugate to T; hence the conjugates of wi in (wi, z, k) 
are just wi and wik. This shows Ti,, = Ti-l,t<~i), so (d) is proved and we 
are done. 
LEMMA 4.11. Put W, = Ez and Wi = NT,(Wi-l) for 2 < i < m. Then: 
(a) Wi G D,i+l x D,i+l , 1 < i < m. 
(b) There is an involution w such that V, = W,(w). 
(c) Take Vi E Syl,(No( Wi-1)) such that Wi < Vi. Then for 2 <i < m 
we have: V, E D,~+I 2 Z, . 
(d) V, is a Sylow-2-subgroup of G. 
Proof. (a) is trivial. For (b) we regard the group Q,, in the proof of Lemm: 
4.8, which is not contained in W, . It is immediate from Lemma 4.8, that Va i: 
isomorphic to D, ,? Z, . As Vi acts nontrivially on Z(Wi) for all i, this argumerr 
goes up by induction. So (c) is proved. To prove (d) we just note that V, is : 
Sylow-2-subgroup of N,(T,), which follows from Lemma 4.10. Now Z =Zs(V, 
-,and T,,& = C,(Z), SO T, is characteristic in V, . 
LEMMA 4.12. Hypothesis 4.7 cannot be satisfied. 
Proof. It is immediate from Lemma 4.11 that the sectional 2-rank of G is 4 
which contradicts our assumptions. Apart from this, the structure of T, yield! 
a contradiction to Lemma 4.9. 
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LEMMA 4.13. Assume case (K). Then there are two possibilities: 
(i) El and E, are not conjugate in G. 
(ii) El and E, are conjugate in G; if TN E Sy&(No(T)), then El and E, are 
conjugate in TN . 
Proof. We only have to show that TN controls fusion of El and Ez . From 
Lemmas 4.6 and 4.12, it follows that El contains eight G-conjugates of t. 
Assume that El and Ez are not conjugate in TN . Then NG(E1) covers TN/T, 
and by Lemma 4.4, NG(EI) controls fusion of conjugates of t in El unless El 
and E, are conjugate in G. As t has four conjugates in El under TN , the action 
of D, shows that t has eight conjugates under NG(E1). An element g which 
takes El on E, must map conjugates oft on conjugates oft, and by the transitive 
action of NG(E1) on this set, g may be chosen to centralize t. But this is impossible. 
Remark 4.14. So far, we have not made use of the restricting assumptions 
on A, because easy induction arguments were at hand. The author believes 
that there are similar arguments for what will follow, but they should be far 
more complicated. 
We deal with the exceptional case (ii) of Lemma 4.13 in Section 5, so from 
Section 6 onward only the natural case will be left. “Natural” means that CG(t) 
controls the fusion of the classes &I and 8, . 
5. THE EXCEPTIONAL CASE OF FUSION OF E, AND E, 
HYPOTHESIS 5.1. For the whole of this section, we assume that we have case (ii) 
ofLemma 4.13. From now on, we also assume that one of the restrictions on A, which 
are stated in the Main Theorem, holds, i.e., that either m = 2 or 211 does not 
divide the order of G. 
LEMMA 5.2. Put E = El . Then 
(a) Under N,(E,), t has the conjugates t,zt, yt, xyt. Furthermore, A,(E) =,I& 
(b) Thegroups (z, y) and (x, y, k) are normal in No(E). 
Proof. As N&El) and N,(E,) are isomorphic, the orbits of t under N,(E,) 
in Ei have length 4 for i = 1,2. Now Lemma 3.10 forces N,(E) just to fuse 
the elements of the set t(z, y). Assertion (a) is immediate. 
The group (z, y, k) consists only of the elements of E which are not conjugate 
to t. By (a), the group (t, z, y) is normal in N,(E); so the intersection of these 
groups which is (a, y) must also be normal. 
LEMMA 5.3. Take TN E Syl,(NG(T)). Then T,/T g Z,, Z(T,) = (z), and 
TN is not a Sylow-2-subgroup of G. 
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Proof. Let T, be the subgroup of index 2 in TN which normalizes the set &r . 
Then Z(T,) = (z, k), and there is ag E TN - Tz such that E;” = E, , kg = zk. 
Now assume that TN/T is elementary. Then for any M with TN > M > T, 
we have Z(M) = (z, k) which implies Z(T,,,) = (z, k), a contradiction. The 
proof of the last assertion is as in Lemma 4.5. 
LEMMA 5.4. Put T,, = $2,(T) and T2 = IV~~(~I?~). Then: 
(a) T2 = (CTN(F)/F - E, F < TN); in particular, T, is characteristic 
in TN . 
(b) There is an invoiution w E T, - T such that J4(T2) = (x, y, t, k, w) = 
Q,Vd- 
Pvoof. Let Y be the group defined in (a). Then by Lemma 3.9, T < Y. 
As Y is characteristic in TN , we must have T, < Y by Lemma 5.3. Suppose 
there is an F such that CTN(F) is not contained in T, . Then by Lemma 3.9, 
F, ---5 C,(F) is of order at least 2$3-l, and we may assume that F0 is contained 
in C,(E,) = (z, y, t, I), as F,, must contain an elementary subgroup of order 8. 
But this conflicts with the action of T,V on T. So (a) is proved. 
Suppose T, = G$(T,). Th en by (a), T,, is characteristic in T,” , which 
contradicts Lemma 5.3. So there are involutions in Tz - T. 
By (a), there is a group F which is conjugate to E such that T, = TC,*(F). 
Put Fl = CT2(F). Then F = sZ,(F,). Clearly, F < T implies Fl < T, hence 
T, = TF. Furthermore, we may assume Fl n T < C,(E), so F centralizes a 
maximal subgroup of (x, y, t, 1) which does not contain t. This shows [F, 
C,(E)] = (z). By the action of TN on the conjugates of E, we get [T, , T] = 
T’ = <x2). Choose w EF - T. Then w centralizes the factor group T/T’ = 
{z, 7, t, I). The lemma follows. 
LEMMA 5.5. We have Tzl = T’. The element w can be chosen to lie in Z,(T,). 
Proof. Suppose L$(Z,(T,)) < T. If m > 2, then this group equals B, a 
contradiction. So assume m = 2. We cannot have Z,(T,) = Ei , i = 1 or 2, 
but otherwise we have again that B is characteristic in T, . The other assertion 
has already been proved. 
LEMMA 5.6. Put N = N,(E), RE Syl,(N) such that R contains N,,(E), 
Q = R n O,,,,(N) and take D E Sy13(NN(Q) n C,(t)). 
(a) There are elements w, and w2 such that Q = (z, y, t, E)(w, , w,), where 
[Wl > t] = z, [wg , t] =- y, and w1 is an element of T, . Furthermore, Q centralizes 
<z, y, k). 
(b) The elements w1 and w, can be chosen such that Q0 = [Q, D] = 
<z, y, Wl > wz>. The group Q/<z, y) is Abelian. 
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(c) There are two possibilities: 
Proof. If w is the element described in Lemma 5.5, then either w EQ or 
wzO E Q. In either case, (Q 17 T*)/(x, y) is Ab 1’ e ian. But the factor group Q/(z, y) 
is D-invariant, hence Abelian. As D centralizes (t, I), the group Q,, must be of 
order 16 with D acting fixed-point-free on it. This gives (c), and the lemma is 
proved. 
LEMMA 5.7. Without changing other properties, the elements 1, w, and w, 
can be chosen such that [E, w] = [Z, w9 = 1. We haoe: Z(R) = (z, Z>, Z,(R) = 
(x, 4 Y, ~2, R’ = (z, y, wl), and K,(R) = (z>. 
Proof. The first assertion is trivial if j = 1, i.e., I = k. Otherwise, I may 
be replaced by It in order to force [l, WJ = I. The element w then is one of the 
set {wr , wit, wix,, , wIzot}. From [wi , 11 = 1 it follows that [ws , Z] = 1 by the 
action of D. hence Z(R) is determined, The other assertions follow by trivial 
computations. 
LEMMA 5.8. (a) Put A = C,(R’). Then A = (z, y, w, , w2, I> is the 
unique Abelian subgroup of order 24+j in R and in Q. 
(b) In case (E) ofLemma 5.6, A and E are the only maximal Abelian subgroups 
of Q, hence E is characteristic in Q. 
(c) In case (H), we have L+(A) = (z, y, k). Call this group EO . Then E,, 
and Q are characteristic in R. 
Proof. To prove (a), we compute that CA(t) and C,(zay) have both index 4 
in A and are not equal. In case (E) we find that the only cosets of Q/(x, y, 1) 
containing involutions are those with representatives t, w, , ws , wlws , and this 
gives (b). The last part follows from the observation Q = C,(E,,). 
LEMMA 5.9. The involution w can be chosen such that J4(Tz) = (x, y) 
<w, t) (k) z D2r,,+~ * D, x Z, . 
Proof. First assume m = 2. Then by Lemma 5.5, T,’ = [El, w] = 
[Es , w] = (x}. Therefore in each of the sets (WY, wty> and {wxy, wtyx) there 
is precisely one involution. Replacing w by a suitable involution of this type, 
we can get [w, (x, y)] = 1. 
Now if m 2 3, we get [w, x2] = 1, as w E Z,(T,). If [w, y] = z, then replace w 
by wtz, . The group Too = (x, y> x (k) is generated by the involutions of T 
which are not conjugate to t, therefore TN interchanges (x2, y, k) and <x2, xy, k). 
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From the above, there must be involutions in T2 - T centralizing the second 
group. This is possible only if [w, X] = 1. Lemma 5.9 is proved. 
LEMMA 5.10. (a) Thegroup J4(T2) contains precisely six classes of elementary 
subgroups of order 16 with representatives 
4 = z<t, Y>, -% = .W, XY>, 
4 = z(w, r>, -% = Z<w, XY), 
4 = -WY, W-GY), Ee = Z(txy, w.q,xy). 
InT,,wehavethefusionE,-Ez,ES-E47E5-Es. 
(b) Assume m > 2. Then Z,(J4(T,)) = (x0 , t, w, k), and this group 
contains precisely 3 elementary subgroups of order 8 which are 
B1 = B = Z(t>, B, = Z<wo), B, = Z(twz,,>. 
The fusion of the groups Bi is controlled by No( T,), and B, is fused to precisely 
one other group. 
Proof. The first part follows from Lemma 2.11, and the second part comes 
from the fact that TN E Syl,(N,(B)) . is not a Sylow-2-subgroup in G and that T2 
is characteristic in TN . 
LEMMA 5.11. (a) Put R, = R r\ T, . Then R, z D, 4 D, x Z, contains 
precisely 6 elementary subgroups of order 16, which are 
Fl = Z<t, Y>, F, = Z(t, GY), Fa = Z(w, Y>, 
F4 = Z(w, wh F5 = Z(w’, t-v), F6 = Z(w’, tzoyj 
where w’ = z,, tw. We have 1 NrN(R,): R, 1 = 2; TN induces the fusion F1 - Fz , 
F3-F4,F5-F6. 
(b) In case (E), we have F,“‘z = F5, the group NG(RO)/R,Co(R,) is 
isomorphic to D, . 
(c) In case (H), we have FF* = F5, FFz = F6, furthermore, No(R,)/ 
ReCo(R,) is isomorphic to Z, x .i$ . 
(d) In either case, R, is characteristic in R. 
Proof. Part (a) follows from Lemma 5.10. For case (E), we note that we may 
take w = w1 . Then Lemma 5.8 implies that t is not conjugate to w. In case (H), 
we may assume w1 = wt. Now (b) and (c) follow by computation. To prove (d) 
we remark that Z(R) = (z, Z) by L emma 5.7, then R,/Z(R) is the only maximal 
subgroup of R/Z(R) which is Abelian. 
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HYPOTHESIS 5.12. For the fofollowing lemmas, we assume that we always have 
case (E) of Lemma 5.6. 
LEMMA 5.13. (a) (tG n R) <R,. 
(b) Take R2 E SYW~(R~)) such that R, contains N,JR,) and R. Put 
R,(q) = Z(R, mod R,). Then R, is characteristic in R,,(q). 
Proof. Involutions of R lie in R, or in Q; now Lemma 5.8 gives (a). We 
may assume R, to contain R, as the only condition on R was to contain R, . 
Now computation shows that q induces the permutation (Fl , F5) (F, , F,J - 
(F3) (FJ. Put U = R,(q). Then 2 = Z(U). In U/Z, we compute: [t, q] = wzs , 
[ji, q] = a, [q, , q] = [m, q] = I. Th is shows that & is characteristic in c, 
which proves the lemma. 
LEMMA 5.14. Suppose m = 2. Put R, = N,2(E,), Qz = R, n 02,,,(NG(E,)), 
put TN = T,(v&. Then: 
(a) Fra = Fz , Qz3 = Qz,, = (z, xy, w, w.&. Putting wzl = w2 E QO we have 
ha > Yl = [%I 9 XYI = w. 
(b) In the notation of Lemma 5.13, we may choose q = w’21w22 . We have: 
f4W = Rdw,, > wad. 
(c) We have (tG n R,) < R,(q). Furthermore, R, E Syl,(G), and R, has 
order 2a. 
Proof. First we note K = 1 and T, = RO . The element w centralizes 
(z, xy) and so belongs to Qz . From the fact w E R,’ we get w E Qeo . The 
cosets R,q, R,,wzl , and R,v, represent the involutions of RJR, . By Lemma 5.3 
and the operation of warwe we get (b). Assertion (c) follows from Lemma 5.13, 
and the lemma is proved. 
LEMMA 5.15. We have m > 3 in case (E). 
Proof. Put M,, = F3F4 = Z(w, y, xy). Then MO = CR,(Z(w)). As vs acts 
on Z(w), we may conclude from Lemma 5.14 (a) that v, centralizes (z, w) 
(may be we have to replace va by a$). Then Ml = CR,(Z(w)) = M&w,, , w,,), 
and the factor group RJM, = (v, , t) is a 4-group. By Lemma 2.1, t must be 
conjugate into Ml(v,), now Lemma 5.14 (b) says that t must be conjugate 
into 1Mi. 
We determine the structure of Ml . The groups Z(w, y, wai) and Z(w, xy, w& 
are elementary of order 32. We know the following commutator relations: 
[XY, Yl = z, 
[w‘22 >Yl = w, for some g. 
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As these two elementary groups normalize each other by Lemma 5.8, the 
group M, has class 2. The action of t on the commutator [wsi , wss] shows that g 
must lie in 2. 
Now t is supposed to be conjugate into Ml , so there must be more involutions 
,which is only possible if g = 1. But then Ml = (w,, , w,,)(yw,, , xyw&(k) 
is isomorphic to D, x D, x Z, , and t cannot be conjugate into such a group. 
This contradiction proves the lemma. 
LEMMA 5.16. (a) Replacing E, by F2 and xy by z,,y = u, and v3 by an 
element of T, , we can make the same definitions and remarks as in Lemma 5.14(a). 
-Put again q = w12wz2 . 
(b) If the set R,q contains involutions, then we have: 
w w, Y, u, %l 9 wzz> GS D, x D, x Za, . 
(c) We have (tC n R,,(q)> = Ql(R,) = Z(w, y, u, t>. 
Proof. Part (b) is proved in the same way as Lemma 5.15, and (c) is a 
consequence of (b). 
LEMMA 5.17. Put (xi) = l&((x)) and R, = R,(q, x3). 
(a) Fp = Fz , (tC n R,) < R, . 
(b) R, = (C,(E)c n lie), hence R, is characteristic in R, . 
(c) R, is not a Sylow-2-subgroup of G. 
(d) The set R,q contains involutions, so the assertion of Lemma 5.16(b) holds. 
Proof. Part (a) is a consequence of Lemma 5.13. Put Y = ( C,(E)G n R,). 
Then from Lemma 5.4(a) and the action of RJR,, we get R, < Y. Suppose 
that F < R, , F a conjugate of E. Then by (a), F < R, . If F is not contained 
in R,(q), then CR2(F) certainly lies in R, . Otherwise, we get from 5.16(b) 
that F is contained in R, , which implies that CRz(F) is contained in R, . For (c), 
we note that Z(R,) contains (z, k). But by the structure of TN, the center of a 
Sylow-2-subgroup of G is cyclic. Now regard RJZ. Suppose that R,q does not 
contain involutions. We compute Z(R,/Z) = C,O,z(q) = (~a, a, i} and .- 
CROW = -V,)<O S o possible conjugates of R, in R, under N,(R,) lie in 
&,(x3) or R,,(qx,), and there is certainly an odd number of then, which 
contradicts (c). The lemma is proved. 
LEMMA 5.18. (a) The group R,j(x, 1) is isomorphic to D, x D, . 
(b) Put NTN(Ro(x3)) = R&x,, v&. Then R&x,, q, v~) is a Sylow-2- 
subgroup ofNdRo(xs>). 
(c) The elements v4 and wzl normalize R, . Let Ui , 1 < i < 4 be the inverse 
348 FRANZ J. FRITZ 
images of the maximal elementary subgroups of R,l(z, I>, where U, = R, , 
Lrz < Ro(xa), and U, = Ufzl. Then v4 acts as (U, , U,) (CT,, U,). 
(d) If R, 6 Syl,(NG(Rl)), then R3/Rl z 4 . 
Proof. Part (a) follows from Lemma 2.12, and we get (b) from the structure 
of T.v , and from the fact that we know the normalizer of Ii,. Now assume that 
w(4 stabilizes Us and U, . Then we get: NG(R1)/RICG(R1) g Zs , and R, is 
Sylow in G, a contradiction. This shows U, V4 = U, . Now (d) follows immediately. 
LEMMA 5.19. In case (E), the order of G is divisible by 211, unless m = 2. 
Proof. The order of R, is at least 26, so the order of R, is at least 2g and the 
order of R, must be at least 211. 
HYPOTHESIS 5.20. For the remainder of this section, we assume that we have 
case (H) of Lemma 5.6. 
LEMMA 5.21. (a) All 1 e ementary subgroups of order 16 which are contained 
in T, are conjugate in G. 
(b) If we put w’ = q,tw and w1 = tw, then t is conjugate to w but not to w’. 
Proof. By Lemma 5.10, there are three classes of elementary 16-groups 
in T, under the action of TN . By Lemma 5.11(c), all of these are conjugate 
in G. Put u = z,,y, Then u% = uwry = q,wt, but u is not conjugate to t. 
Finally, we compute w”‘z = (wlt)“z = wy, but wy is an involution of F6 which 
must be conjugate to t by the number of conjugates which t must have in F, . 
LEMMA 5.22. (a) There are four conjugates of E which lie in Q. 
(b) NdQ>/QG(Q) r 4 ; NcdQ) controls fusion of the conjugates of E. 
(4 ~GWIRG(R) GS 2, . 
(d) Q is characteristic in R, and so is E, = G,(Z(Q)) = (z, y, k). 
Proof. Lemma 5.8 and easy computations show that the only elementary 
16-groups contained in Q are E,,(t), E,(w,t), Eo(wzt), and E,(w,w,t). By 
Lemma 5.11, F1 and F3 are conjugate, so all of these groups are conjugate in G 
because of the action of a 3-group on Q. By Lemma 5.8, E, and Q are charac- 
teristic in R. The structure of T,V says that R is not Sylow in G. As F1 and Fd 
are the only normal elementary 16-subgroups of R, they are conjugate in 
No(R) and in NL(Q), which shows that (b) and (c) hold. 
LEMMA 5.23. Take v3 to be an element of T,y ~ R, normalizing R, and 
remember R = R,(w,). Then the group R,(w, , as> covers N,(R)/O(C,(R)). 
Put I = waw3 ) 6 - f2, 9 -: f3. Then s induces the permutation (Fz , F, , F3 , F4 , 
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F5 , F&. We may choose q acting like p” such that R, = R,(q) is normalized by 
w,andvs. 
Modulo Z(R,,), q centralizes (J, z,, , wt>, and we have [q, t] = z. There is an 
element b acting like b such that b normalizes R, . This element bcentralizes (at, s> 
and induces the orbit ywt --f K - zoywt. -- 
The group R,(q, b)/Z(R,) = (wty, Y,, , 6) x (wt, tzO, q) is isomorphic to 
A, x D,. 
Proof. Most of the lemma follows from Lemma 5.11. Let R,,(q) be a Sylow- 
2-subgroup of O,,,,(No(R,,)) which is normalized by Nrn(R,) and choose R 
accordingly. Then everything follows by easy computations. 
LEMMA 5.24. Assume m = 2. Then: 
(4 Rs = JOG)> 
(b) R = J‘iMl))~ 
(c) R(q) is a Sylow-2-subgroup of G. 
Proof. As R, = T, in this case, we have [va , k] = z. By elementary con- 
siderations, we get [q, k] = x. Suppose there is an involution q’ in R,q. Then 
all involutions of RI - R, are contained in Z(z, , wt, y)q’. Now Z(z, , wt, y) 
contains precisely three elementary subgroups of order 8 which are Z(y), 
Z{z,y), and Z(wtx,) none of which can be centralized by q’. This shows (a). 
By Lemma 5.23, R,(qw& is conjugate to TN , and there are no involutions in 
this group outside R, . Finally, R = J4(R) fromQ = J*(Q), so application of (a) 
.yields (b). Now (c) is a consequence of Lemma 5.22(c). 
LEMMA 5.25. We have m > 3. 
Proof. By Lemma 5.24(c), the order of a Sylow-2-subgroup of G is 28. 
On the other hand, Lemma 5.22(b) h s ows that 2s divides the order of NJQ). 
This is a contradiction. 
LEMMA 5.26. (a) Put V = (x2, k) and Ei = (Ep) for 1 < i < 6. Then 
we can choose a Sylow-2-subgroup T3 = T&v, r) of No(T2) with TN = T,(v) 
such that Y induces the orbit (El , I&) (& , E4) (&) (&). 
(b) We have BIT = B, , B, is normal in Ts . 
(c) We may choose r in such a way that R,,(r) is a Sylow-Zsubgroup of 
No(F&. (Note E5 = F5 .) Mod&o Z(R,), we have the following relations: 
[f, t] = ii, [f, jq = .Fo .
(d) We may assume [r, l] = 1. 
Proof. By Lemma 5.10, we have 1 T a : Tz 1 = 4. Lemma 5.21 says that 
BI is conjugate to B, but not to B3 . So for any element of T3 - TN , we have (b). 
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Now we compute Z(&) = 2(&a) = B, , Z(&) = Z(&) x B, , Z(&,) = 
Z(&) = B, . This shows that T3 must contain a subgroup of index 2, T,(r) 
say, which normalizes Es . So (a) is proved. 
As Tz is transitive on the elementary 16-groups contained in &, , we may 
readily assume that Y normalizes E5 = F5 . So R”(Y) is a Sylow-2-subgroup 
of NG(Es), and as Z(R,) = Z(R) = (z, Z), we get (d). Finally, from (b) we 
get [+, t] = %. The group El n E3 n R, = Z<z, , y) is normalized but not 
centralized by Y. This gives (c) and the lemma is proved. 
LEMMA 5.27. Take S, E Syl,(N,(Q)) such that S, contains R(q). Put Qz = 
S, n O,,,,(N,(Q)). Then we have: 
(4 JWV2)) = 6, k); Ql(ZdS2)) = rS, . 
(b) Qz is characteristic in S, . 
(c) Put gs = Qz/Eo . Then there are elements, ql, q2 such that J(&) = 
<a1 7 m2, T% , q2> (b, where (w, I a2 , ql , q22> is isomorphic to Z, x Z, . 
Proof. As m 3 3, we have [q, k] = 1. (The element va of Lemma 5.23 
lies in T, .) This shows that L$(O,(Z(N,(F)))) = (k) for all elementary 16- 
groups F contained in Q. As Qr(Q’) = (z, y), we easily get (a). We note that 
Z(S,/E,(Z)) = <@, now we get (b). Obviously, Qa = Cs,(EO), which implies (c). 
Now choose q1 to normalize R. From Lemma .5.26(c) it follows that we may 
assume q12 E 52,(R,). This implies that q12 is contained in (tir , s2) and centralizes 
1. By Lemma 2.7, the group Y = (ar, W, , &, 42) is either elementary or 
homocyclic of order 16. Suppose Y is elementary. Then regarding the maximal 
elementary subgroups of cs , we conclude that & is characteristic in Q2 ; by (a), 
Q is characteristic in Qa , which means that S, is a Sylow-2-subgroup of G because 
of (b). But now (a) and the structure of TN are not compatible. 
LEMMA 5.2%. If m > 2, then 211 divides the order of G, Hypothesis 5.1 cannot 
be satisjed. 
Proof. As the order of S, is at least 2a and as Sa is not Sylow in G, we must 
have 1 = k. The group Q is not characteristic in Q2 ; it follows that there are 
four conjugates of Q in Q2 with No(QJ acting on them transitively. But this 
implies that the order of N,(Q,) is divisible by 211 and we are done. 
6. THE NORMALIZERS OF E, AND E, 
LEMMA 6.1. We have A,(E,) g LY4 x Z, ; El and E, are conjugate in G if 
and only if they are conjugate in T; N,(E,) controls fusion of the ,conjugates of t 
in E, , and there are precisely eight of them in Ei (i = 1, 2). 
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Pyoof. This follows from Lemmas 4.4 and 4.6 in conjunction with 4.12 
and 4.13 together with 5.28. The group A,(E,) has order 48 and must be 
contained in GL(4, 2). 
LEMMA 6.2. In analogy with Lemma 2.8, put A,(E,) = (v; w1 , ~2 , d, u). 
Then N,&Z,) = Co(E,)(d, u) with u = z,y. Thegroup S, = E,(E)(v, wl, we, u> 
is a Sylow-Zsubgroup of No(E1). There are two possible ways of ope;ration on E1 : 
(1) [WI P tl = z, [% 7 tl = Y, [f4 tl = k 
E, = (x, y k) = CE1(v) = Cnl(W). 
(II) [WI 7 t] = xk, [wz , t] = yk, [v, t] = k; E, = C@), 
[z, WI1 = [Y, %,I = 1, b, %I = [Y, WI1 = k. 
In the first case, we have orbits of lengths (8, 1, 3, 3); in the second case they are 
(66, 1). 
Proof. This follows directly from Lemma 2.8, as there must be an orbit 
of length 8. 
LEMMA 6.3. Let T1 be a Sylow-2-subgroup of No(T,& Then: 
(a) We may assume T1 = T(v, wl> with elements v, w1 as in Lemma 6.2, 
the factor group T,/T, is isomorphic to E4 in case (K) and D, in case (KD). 
(b) Put R1 = NT1(E1). Then by OUY assumptions, R, < S, Put TIE = 
TE(v, wl). Then we have T& = (x2, k) and R,’ = (z, k). 
Proof. From Lemma 6.1, we get T1 = TNrl(E1). In case (KD), T1 does 
not normalize T, so the factor group T,/T, is non-Abelian of order 8 in this 
case and contains a 4-group. In any case, we now get (a). 
Now we first show T& < (x, t, k). The involutions of TE which are not 
conjugate to t generate the group (x, y, k). Therefore by Lemma 4.1, (x, k) 
and (z, k) are characteristic in TE . So TIE operates on (5) == (x, k}/(k). 
Regard the group X = TIE/(x, k) = (V; ai , t, i, 7) in its action on (5). As 
TIJTE is Abelian, we have X’ < (t, 1, y}. On the other hand, (/, 7) operates 
nontrivially on (s), but the automorphism group of such a cyclic group is 
Abelian. This yields X’ < (I) and our above assertion. 
Now look at R, . From the structure of AG(E1) we get : R,’ :g C(E,). But 
4’ d GE , hence R,’ < (z, k, t). Now S, normalizes RI’, and [t, wz] is not 
contained in (z, k, t). Hence R,’ = (z, k). 
We have TIE = R,(x, k). This shows that Tie = R,‘[R, , (x, k)]. But 
clearly [R, , (x, k)] < (x3, k). The lemma is proved. 
LEMMA 6.4. Put QO = EO(wu, , w2) and Q1 = S, n O,*,,(No(E1)). Then Q,, 
is invariant under N(E1) n N(Q,), and we have one of the following cases: 
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(i) Q,, is elementary of order 32. 
(ii) wr2 = z, wf = y, we have Q,, E Z, x Z, x Z, . 
(iii) We have E, = Z(QJ and w12 = wi‘ = k, Q,, E Ed x Q, . 
(iv) Ee = Z(QO), w,2 = xk, wz = yk, [wl , wJ = k. 
In this case, we say Q,, is exceptional of order 32. 
(v) w; = w* 2 = 1, we have the relations of Lemma 6.2(H), in particular, 
Q0 is extraspecial of type DD with center (k). 
Proof. The commutator [ws , u] is contained in wr(z, y, t, 1) and inverted 
by U. Therefore [ws , u]” E (z, k, t); but as wr does not centralize t, we have 
Ew2 > u]” E (z, k). Now wr centralizes I modulo E,, by Lemma 6.3(b), therefore 
(wi , ws , I, t) EJE,, is Abelian. Let D,, be a Sylow-3-subgroup of N,(E,) n 
NJ&i). Then by the above we get E,,(w, , wa) = E,[Q, , D,,] Now we use 
Lemma 2.7 and the fact that (k) is central in NG(E1) for the determination 
of the structure of Q,, . 
LEMMA 6.5. Let D,, be a Sylow-3-subgroup of N&E,) n No(Q2,) n C(t). Put 
C = Q1 n C(D,,). Th en we have C : (t, I, v). Furthermore, [wl , C] = (z} 
in case (I) of Lemma 6.2, and [wl , C] = (xk) in case (II). 1n either case there is a 
maximal subgroup C, of C such that C = Cl(t) and [QO , C,] = 1. 
Proof. Clearly, [C, Q,,] < E,-, . Regarding the orbit under D,, [c, wJ + 
[c, ws] --+ [c, wrwa] for some c E C, a suitable commutator formula for [c, wrwa] 
and the fact that C centralizes Es , we get the assertion by easy computations. 
LEMMA 6.6. (a) We may choose u E {z,y, tz,y} in such a way that u centralizes 
C and inverts DII module O(C(EI)). 
(b) We have S,’ = E,(w,). 
(c) In the cases (ii), (iii), (iv) of Lemma 6.4 we have 52,(S,‘) = E, , and Q1 
is characteristic in S, . 
Proof. The element z,y centralizes (t, 1). Now [qy, v] is contained in 
C(E) n C(D,,) = (1, t) and inverted by z,,y; therefore this commutator lies 
in (k, t), and as it is centralized by el, we get: [q,y, v] E (k). This proves (a). 
We can write S, = Q,,C(u> and the preceeding lemmas show that (b) holds. 
Assertion (c) is strivial. 
LEMMA 6.7. Suppose that X is a group of order 2= and exponent 4 satisfying 
one of the following conditions: 
(a) X is Abelian. 
(b) G(X) is of order 2. 
Then X is not contained in Co(t). 
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Proof. Without loss we may assume X < T. Then X n (x, k) < (x0 , k), 
as X is of exponent 4. If d is an element of T - TE , then yd is of order at least 8. 
This shows that X is contained in either (a0 , y, t, I) or (z,, , d, t, 1). If such a 
group has order at least 26, @(X) must contain (a, k) violating condition (b). 
But as [z, , y] = z, it cannot be Abelian. 
LEMMA 6.8. The group C, de$ned in Lemma 6.5 is of order 2jt1 and isomorphic 
to one of the following groups: 
(i) Z, x Z2j ; (ii) Z,i+l ; (iii) D, ; (3 Q, ; (v> fiJzj+l - 
Proof. The group C, n C(E,) is cyclic of order 2j. Furthermore, C,’ < 
Ii,’ n C = (k). The lemma follows. 
LEMMA 6.9. In case (v) of Lemma 6.4, Q,, does not contain any conjugates oft, 
if we have case (K) OY of Cl contains a four-group. 
Proof. By Lemma 2.14, there must be an orbit {a, 6, ab} consisting of 
conjugates of t in Q,, . In case (K), this conflicts with Lemma 6.1. In case (KD), 
we may have the situation t N d N td for some d E T - TE . But then 
Q,(C,((t, d)) = (t, d, .zok). However, we have assumed that C, is a group 
of 2-rank greater than 1. The lemma is proved. 
LEMMA 6.10. Assume that we have case (i) or (ii) of Lemma 6.4. Then: 
(a) For the element u chosen in Lemma 6.6, we have u = .q,y. 
(b) No element ofQOC, is conjugate to t. 
(c) In case (i), the only elementary Abelian groups of order 16 in S, which 
can be possibly conjugate to El or E, are of type 
Z(Y, tc>, au, tc>, ZCW,Y, t(=>, -VW4 tcy), 
where c is an element of Cl such that ct is an involution. 
(d) In case (ii), we get the following list of candidates: 
Z(Y, tc>, au, tc), Z(Y, WC), au, wu,tc), 
Z(W,UY, tuc), Z(VY, tyc), -RY, w,tc), Z(Y, w,w,tc)), 
where c is as above. 
Proof. As Z(Q,C,) certainly contains Q0 which is of order 25, (b) follows 
by Lemma 6.7. Furthermore, we note that u centralizes (wi , z, C, u) which 
contains a group of order 2s satisfying 6.7(b), so u cannot be conjugate to t, 
and we must have u = z,y, which proves (a). 
To prove (c), we consider the factor group S,/C,(.z), in which the biggest 
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elementary groups are (w, ,r, ii, t) and {w, ,y, w,). Examining the inverse 
images of these groups, the second one is ruled out by (b), and the first one 
is RI . Now RI/C, = (w, , t)<& 7) is extraspecial of type DD. Looking at the 
inverse images of the elementary groups of order 8 in this group and having (b) 
in mind, we immediately get (c). 
For (d), we more or less do the same thing. This time, regarding RI/C’, , 
we get six types of groups. The other group we have to look at is C,(z, wr, y, wat). 
There we examine the subgroups Ci(z, y, wzt) and Cr(z, y, w,w,t). Thus we 
get (d); the lemma is proved. 
LEMMA 6.11, Assume that we have case (i) OY (ii) of Lemma 6.4 and that 
m 13 3. Then no element of QoCl(u) is conjugate to t. 
Proof. No element of Q&i is conjugate to t by Lemma 6.10. So regard 
G%<w, > u). Take xs E J&((X)). As z,, centralizes wr , we have [~a, wi] E (z, K). 
Modulo Cr(z), we regard the group (7, U, w,). In case (i), only the cosets of 
(J, or) and (u, ar> can contain involutions, so we are done in this case as xs 
interchanges 7 and u. In case (ii), involutions are contained in 7, U, or wIyu. 
Now wzl interchanges B and wiyu, where war is some element of Qr - R, . 
The lemma is proved. 
7. CASES (iii) AND (iv) OF LEMMA 6.4 
HYPOTHESIS 7.1. For the whole of this section we assume that zue have case 
(iii) or (iv) of Lemma 6.4. 
LEMMA 7.2. (a) We have case (K) and m = 2. 
(b) The group C = (t, k, v) is dihedral of order 8; we may choose v to 
be an involution. 
(c) We have [wl, u] 1 k, [w, ) x] = kz, [v, x] = k. 
Furthermore, u == txy. For I%, , we have case (v) of Lemma 6.4. 
Proof. Put&: Q&k) d h an c oose wi in such a way that Q,, n C(u) = (aI, 2). 
As [wa , u] is inverted by u and lies in w,EO , we have [wa , ~]a = K in case (iii) 
and [wa , u]” - zk in case (iv). By the choice of wr , we have [w, , u] E w,(z, k) 
in case (iii) and [wa , u] E wIy(z, k) in case (iv). Now we get [wr , U] = k. 
Suppose m 13 3. Then wi operates on (x?) and we have [wi , (t, y, x,)] < (z), 
in contradiction to Lemma 6.6 and the above. This shows m = 2. 
The element wr operates on E, , and from the above, we get [.zay, wr] E h(z). 
Having the fusion in E, in mind, we see that this must be case (II) of Lemma 6.2 
and therefore case (v) of Lemma 6.4. In addition, this shows that No(EJ and 
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IV,(&) are nonisomorphic, we must have case (K). So assertion (a) holds. 
The group C is non-Abelian of order 8 and contains a 4-group; this yields (b). 
From [v, my] E (k) we get [w, X] E (k). But [z)wr , t] = Kx, so by Lemma 6.4 
(v), we have [wwr , xy] E (z) and [wuwr , X] E (z). Now [wl, X] E k(z) forces 
b, 4 = k [WI , X] = Kz and [vwry, xy] = 1. We also get [wr , xy] = kx and 
therefore u = xyt. The lemma is proved. 
LEMMA 7.3. (a) The elements vy and w1 are contained in O,,,,(N,(E,)), 
furthermore, vy is not conjugate to t in G. 
(b) We have one of the following cases: 
(+) Case (iii) of Lemma 6.4 holds, C, = (vt) is cyclic. 
(++) Case (iv) ofLemma 6.4 holds, C, = (v, k) is elementary. 
Proof. First we check the operation of vy and wr on the group E,, = 
(z, xy, k). From the relation [wy, t] = k = zkz we see that vy is contained 
in the extraspecial group corresponding to Qs . Application of Lemma 6.9 
yields (a). 
Next, by the structure of N,(E,) and (a) we must have (~yw,)~ E (zk). Now 
(~yw# = (~lwr)~ = wr2[w, wr]. Checking the possibilities for w12 we get (b). 
LEMMA 7.4. (a) The group Q1 contains precisely five elementary subgroups 
of order 16, which are E1 = E,(t), F = E,,(v), GI = E,(tveo,), G, = E,(tvw,), 
G;% = E,(tvw,w,). 
(b) The groups E1 and F are not conjugate, we have case (+ + ) of Lemma 7.3. 
(c) The group No(Q1)/QIO(CG(Q1)) is isomorphic to Z., ; the groups (k), 
<z, Y>, F, F<w, , w2> are normal in No(QJ. 
Proof. First, we look at the cosets of QI/Eo . We note: t2 = 212 = (tvwJ2 = 1, 
(tv)? = k, (~wr)~ = zk. The elements w, and twa, are not involutions in either 
case. From the fact E,, = Z(Qr), we now get (a) immediately. 
As uy is not conjugate to t, F cannot be conjugate to E1, as there are too 
few conjugates oft in F. Now regard case (+). We have C(tvw,) > E,(tv, wl, uu), 
so tow, cannot be conjugate to t and E1 is weakly closed in Qr . By Lemma 6.6(c), 
S, must be Sylow in G. But Z(S,) = (z, k) and the center of a Sylow-2-subgroup 
of G has order 2 by Lemma 6.4(v). This contradiction proves (b). 
So we are left with case (++). As above, E1 cannot be characteristic in Qr . 
From this it follows that E1 and Gi , 1 < i < 3, must be conjugate under 
1L;;(Q,). This yields the first part of (c). Obviously, E, is characteristic, as 
4 = z(QJ = @(Qd The group (2, Y> is the subgroup of the nonsquares 
of E,, in Qr ; on the other hand, k has more square roots in Qr than any other 
element of E,, . Finally F is characteristic by (b), and in Q,/(k), F(w, , w,)/(k) is 
the only maximal subgroup which is Abelian. The lemma is proved. 
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LEMMA 7.5. Take S, E Syl,(No(Q,) such that S, contains S, . Put Q2 2 
S, n O,,,,(No(Q,)). Then the group D,, of Lemma 6.5 operates on Q1, and we 
may assume that there is a subgroup D,, of D,, which covers D,, moduio O(C(Q1)) 
and operates on Q2 . 
There are elements q1 and q2 such that the action of D,, on Qw = F{w, , w2, ql, q2) 
mod& F is fixed-point-free. The group Q2JE0 is extra special of type DD with 
center F/E, ; the elements q1 and q2 may be chosen such that they are involutions 
in this factor group. 
We have [aI , qJ = [w2 , q2 -1 = 1, [tio1,q2] 2 [w,,qJ = vmodulo E,and 
[i,qJ =aq,i= 1,2. 
Proof. Regard NG(Q1)/FO(C(Q1)). On Q,/F = (a1 , as, t), there acts a 
group isomorphic to Ze which is faithful and normalizes (%$ , as). By Lemma 
2.7, we may choose q1 and q2 such that QJF is Abelian. From the action of 
NG(Q1) on the set /El , Gl , G, , Gs} we conclude that we must have [t, qi] = u?& __- 
for i = 1, 2. Furthermore, 41 induces the permutation (t, G,) (tvw, , tvw,w,) 
from which it follows that i& induces (~8~ , wav). Now this shows that Q.JE,, 
is extraspecial. The lemma is proved. 
LEMMA 7.6. We have Z(Q,) = E,, , Z2(Q2) = F = Z(Q&, furthermore 
[Q2 , F] = (k). The groups Qzo and Q1 are characteristic in Q2 . 
Proof. Regard [wa , q12] = 1 = [ws , qI “I h , q1 , qll = h d. (These 
relations hold because E,, = Z(Q2) by Lemma 7.4(c).) From [v, qJ = 1 and 
the structure of Q/E0 we conclude F = Z,(Q,) and F = Z(Q,,). In Q2/F, there 
is just one self-centralizing normal elementary group of order 8, namely Qr . 
The lemma is proved. 
LEMMA 7.7. (a) Take S, E Syl&‘V~(E,)) such that S, contains R, = TI 
and put Q1 = SI n O,,,,(No(E,)). Let Q0 be the group corresponding to QO. 
Then we have Q0 r (z, xy, k, vy, w2> for a suitable involution d, . Furthermore, 
[62 , t]=xyzk,[ei;,,vy]=[zi&,xy]=l,[eZl,,.z]=zk. 
(b) Put w’ = vw,t. Then R, contains precisely nine elementary groups of 
order 16 which are: 
(i) The group F; 
(ii) Four conjugates of E1 , which are: 
4 = EC,,) > Gl = h2) = Z<Y, w’>, E(m) = Z<v, u>, EM = Z<v, w,yu); 
(iii) Four conjugates of E2 , which are: 
E, 7 &21) = Z<t> u>, 422) = Z(vu, w’), E(m) = Z(tu, w’yy>, E(H) = Z(tx W,YU). 
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(c) The element wz induces the permutation (13, 14) (21, 24) (22,23) when 
writing just the indices for the groups as above. 
(d) The element G2 induces (11, 13) (12, 14) (22,24). 
Proof. Part (a) follows from Lemmas 7.2(c) and 7.3(a). Next, we determine 
the elementary 16-groups in TI . We note that T,/(Fz) = (t, a’)(@, Y)(U) is 
isomorphic to the direct product of an extra special group of type DD and a group 
isomorphic to 2, . So in this factor group there are six elementary 16-groups. 
Now the determination is completed by inspection of their inverse images. The 
conjugation is a consequence of (c), and (c) follows by direct computation 
modulo 2. 
LEMMA 7.8. (a) TI is characteristic in S, . 
(b) S, = (tG n S,). 
(c) TI = (tG n 3,); in particular, TI is characteristic in s, . 
Proof. For proving (a) we note that T,/Z is the only maximal subgroup of 
8,/Z which is Abelian. By Lemma 7.4(c), (tG n Qr} = Qi ; now (b) follows 
because of S, = Q,T, . 
Now we determine the conjugates of t in &r . By the action of the 3-group, 
it suffices to regard E,(vy, vw,y). First, we look at the set Z{xy, t, awry) vy. 
From earlier results, we have: 
[xy, VI = h [t, VYI = k [“l,VYl = 1, (vw,y)2 = zk. 
If avy is an involution, then a2 = [a, vy] E (z, k). For a2 = k or a2 = z, 
there are no involutions; for a2 = 1 we have the involutions of .%y, and finally, 
for a2 = zk we have the involutions Zw,xy = Zw,ut. Looking at the fusion 
in Eu4) and Eca4) , we see that none of these involutions is conjugate to t. We 
have proved (tC n Q,) < E2(vw,y) < TI . Now (c) follows immediately. 
LEMMA 7.9. Put R, = S, n NG(R1)’ and take T, E Syl,(N,(R,) such that 
T:, contains R, and & . Then: 
(a) TJR, is isomorphic to D, . 
(b) R, = (tC n T,) = (tG n S,). 
(4 Q1 = <tG n Q2>. 
Proof. From Lemma 7.7(c) and (d) we conclude that T,/R), is dihedral of 
order 8, furthermore, T, contains a Sylow-2-subgroup of NG(EI) and one of 
No(E,). So (a) is proved. 
There are three classes of involutions in T,/R, ; the noncentral ones have 
representatives SJR, and &;lR, . Now Lemma 7.8 shows that we have 
(tG n T2) = R, . 
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Now look at Qa/Qr . Because of the action of the 3-group we only regard 
Qlql . Modulo EU , Q,(ql) has the maximal elementary subgroups 
E,,(B, w1 , wa , t) = Q1 and J!$,(zI, w1 , ql) = X. By Lemma 7.6, Z(X) contains 
F, hence there cannot be any conjugate of t in X. This shows (tC n Q,) = Q1 . 
From (tC n S,) = S, we now get (tC n Sa) = R, . So all parts of the lemma 
are proved. 
LEMMA 7.10. Take R E Syl,(iV,(R,)). Then R is of order 211, and we may 
assume R = T,S, . 
Proof. We count the involutions in Ra = Q1(ql , u). By Lemma 7.4, Qi 
contains precisely 32 conjugates of t. The groups Qi(u) and Q1(qlu) are conjugate, 
and by Lemma 7.9, we need not regard Q1(ql). Involutions of S, - Qr lie 
in El(w, wi>u. The action of ws shows that it suffices to regard E,(v)u. Now 
El(v, u) = (t, v) x (y, u) is isomorphic to D, x D, . Now E,(v)u contains 
the involutions of Zu, Ztu, and Zvu. As tu = xy is not conjugate in G to t, 
there are eight conjugates in EMU, 16 conjugates in Qiu, and 32 conjugates 
in Q1(ql)u. So R, contains 64 conjugates of t. 
We have shown that the order of R cannot be bigger than 2u. But the groups 
S’s and T, are nonisomorphic, as their centers are nonisomorphic, ‘and both 
of them normalize R, . This shows that the order of R is 211. Our lemma is 
proved. 
LEMMA 7.11. The group S, is characteristic in R; R is a Sylow-2-subgroup 
of G. Furthermore, F is normal in R, and C,(F) = Q2,, . 
Proof. From Z(S,) = Z(S,) = (k z we get Z(R) = (xk). As [F, u] = (z), ) 
we have F = Z,(S,). Now the relations [v, t] = k and [y, u] = z yield Z,(R) = 
(z, k) = Z. Hence S, = C,(Z,(R)) is characteristic in R. Now count the 
conjugates of Qa in S, under the action of N,(R). From the above, we see that F 
and Qa,, are characteristic in R. Now [t, F] = (k) and [u, F] = (z) and (tu, F] =Z 
show that Qa can only be conjugate to Qa,,(u). By Lemma 7.6, S, is a Sylow-2- 
subgroup of NG(Q2). The lemma is proved. 
THEOREM 7.12. In case (iii) OY (iv) of Lemma 6.4, G has a subgroup of index 2. 
Proof. We first show that the group Qlo(tu) does not contain any conjugates 
of t. Certainly, Qa,, does not contain any because of Z(Q,,) = F. Now Qzo(t) 
and Qas(u) are conjugate and contain 32 conjugates of t each, but by Lemma 7.9 
and the proof of Lemma 7.10 S, just contains 64 conjugates of t. So there are 
none left for Q2&tu). 
The group R/Q,, is dihedral of order 8. Take M to be the inverse image of 
the cyclic group of order 4 in this factor group. Then t is not conjugate into M. 
We can finish the proof by applying Lemma 2.1. 
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8 THE CASE m = 2; CHARACTERIZATION OF THE HIGMAN-SIMS SIMPLE GROUP 
HYPOTHEIS 8.1. Throughout this section, we assume that we have m = 2, 
i.e., that a Sylow-2-subgroup of A has order 8. 
LEMMA 8.2. There are three possibilities: 
(a) We hawe case (i) of Lemma 6.4 for No(&) and No(EJ, the group 
A = &,+I?, is elementary of order 64, the groups Q1 and Qz are isomorphic, and 
we have [v, x] = 1. 
(b) We have case (ii) of Lemma 6.4 for No(&) and No(&), the group 
A = Q& is isomorphic to Z,, x Z, x Z, , Q1 andQ, are isomorphic and [v, x] = 1 
as before. 
(c) We have case (v) of Lemma 6.4 for No(EJ and No(E,); furthermore, 
[o, x] = k and u = xyt. 
For all cases, we $x the following notation: R, = TIE , let Si be Sylow-2- 
subgroups of No(E,) containing R, , put Qi = Si n O,,,,(No(E,)), and finally 
let A, be the characteristic Abelian subgroup of Q2 corresponding to A in cases (i) 
and (ii). 
In the cases (a) and (b), we have Q1 n Qz = (z, h, t, ~1, w&. 
Proof. By definition, [a, xy] = [v, x] E (k). Regarding the action of r~ on Ea , 
we see that we have case (I) for N,(E,) f i an only if [v, x] = 1. Suppose we d 
have case (II) for NJ&). Then [v, x] = k implies u = xyt. Now we apply 
Lemma 6.10(a) in order to see that we must then have case (II) for No(E1) as 
well. As the situation is symmetric, case (II) can only arise simultaneously 
for N,(E,) and No(E,). 
For the remainder, we may assume that we are in case (I) of Lemma 6.2. 
Choose wr such that [wr , u] = 1, which is always possible within Q0 . Then wr 
centralizes (a, k, xy) and therefore lies in Qa . As the same holds for q we have 
determined Qr n Q2 . 
Now we compute [~wr , t] = zk, (z~wr)a = wr2[q w,] E (zk). But wi2 and 
[v, wr] lie in (z), so we get (~wr)~ = 1, wr2 = [v, w,]. Now the possibilities 
for Qr must be the ones stated in (a) or (b). 
Finally, we have to regard the group Q,,a = Q2 A (O,,,,,,(No(E,))‘. Transfer- 
ring Lemma 6.5 in the environment of N,(E,), we get [nwr , Qo2] < (z). But 
from the above, we compute [nwr , w,t] E (z)k. This shows wr E Qo2 Hence 
Qa and Qo2 must be isomorphic. The lemma follows. 
HYPOTHESIS 8.3. For the following series of lemmas, we assume that we have 
case (a) of Lemma 8.2. 
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LEMMA 8.4. (a) The group S, contains precisely four elementary 16-groups 
containing conjugates oft. They are 
E (11) T Z(Y, 0 = 4 I E(n) = Z(WlY, tu>7 
E(zl) = Z(u, t> = Es, E(m) = Z(w,u, ty>. 
(b) Take wzl EQ,, and ws2 EQ~* such that S, = R,(w,J, i = I, 2. Then 
we may assume that S,S, = R, is a Sylow-Zsubgroup of IVo(S,) and No(&). 
The group R, is characteristic in both S, and S, . 
Proof. Assertion (a) is a direct consequence of Lemmas 8.2. and 6.10(c). 
As wsr interchanges EC,,) and I&,) , a Sylow-Zsubgroup of No(&) contains a 
Sylow-Zsubgroup of No(E,) b ecause of (a); furthermore, by (a), R, is charac- 
teristic in S, , and, by symmetry, in S, . S, cannot be Sylow in G, because in 
this case, E, and E, must be conjugate in No(R1), which is not possible. The 
lemma is proved. 
LEMMA 8.5. (a) Thegroups Ai are characteristic in Si , i : 1, 2. 
(b) Put M = A,A, _ Then R, = M(t) and Z(M) = W = (k, z, wl, v>. 
(c) For the structure of M, we have three possibilities: 
(i) w,zk E Qoz , [w,, , y] = w,zk, QM is special with center W, and A, 
and A, are the only elementary subgroups of order 64. 
(ii) WI E Qo2 , [Q, rl = w1 , M’ is contained in (x, k, w,), and A, 
and A, are the only elementary subgroups of order 64. 
(iii) w1 E Qo2 , [wz2 , yl = wl , M ; (wzl , wze> x <ywzl , uwd x @, v> 
is isomorphic to D, x D, x E4 , M’ = ( z, wI), and M contains precisely four 
elementary subgroups of order 64, namely A, , A, , A, = W(w,, , uw,,) and 
A, = W(w,, 7 ~~21). 
(d) No element of M is conjugate to t. 
(e) In case (K), R, is Sylow in G and G has a subgroup of index 2 with M 
as a Sylow-2-subgroup. 
Proof. Part (a) is trivial. Clearly, W = A, n A, < Z(M). Now W = CAl(u) 
yields W = Z(M). 
Clearly, wr is contained in Q&zk) by Lemma 8.2. First suppose w,zk E Qoz . 
Then we can choose wa2 in such a way that [wss , y] = w,zk. Now the operation 
of t on the commutator [wzl , was] shows that we have [weI , wa.J E (z, k)v. 
Now straightforward computation shows that all involutions of ,IcI are contained 
in -4, or A, , so we have case (i). 
Therefore we may assume wr E Qoz . Then we can choose w2a in such a way 
that [wz2 , y] = wr . This time we get [wzl , was] = wrg for some g E (z, k). 
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If g # 1, then again all involutions of M are contained in A, or A, and we have 
case (ii). So finally assume g =z 1. Then it follows easily that we have case (iii). 
In any case, t is not conjugate into M by the structure of M. If E1 and E, 
are not conjugate, then R, E Syl,(No(R,)). Clearly, W is characteristic in R, . 
But looking at the structure modulo W, we find that RI and Mare characteristic 
in R, . This shows that R, is Sylow. By (d), t is not conjugate into M. Thus, 
G has a subgroup of index 2 in which M is Sylow. The lemma is proved. 
LEMMA 8.6. (a) The group T, = R,(d) is a Sylow-2-subgroup of No(R1). 
We have TJR, G D, . 
(b) W7e have d2 = 1, for some d E TI - R, . 
(c) The sets Md and Mdt contain 16 involutions each which are all conjugate 
to d or dt, respectively. 
Proof. Clearly, d normalizes R, . In No(R,)), the four elementary groups 
listed in Lemma 8.4 must be conjugate. Now, modulo R,O(C(R,)), the elements 
war and d span a D, . 
Suppose R, = &(T,). Then as above, Tz is Sylow in G. There is some d 
such that d2 = t. By Lemma 2.1, d is conjugate into R, and t is conjugate 
into M, which contradicts Lemma 8.5(c). 
Now note M(d) = (M n R,)(w,, , w22, d). Counting the involutions in 
Md reduces to counting in (M n R,)d. By Lemma 6.3, we can further reduce 
to (2, K, y, u)d. But in this set, there are precisely four involutions which are 
all conjugate to d. Now going up yields (c), and the procedure in Mdt is literally 
the same. 
LEMMA 8.7. (a) M = js(T2). 
(b) T, is not a Sylow-2-subgroup of G. 
(c) We have case (iii) of 8.5(c). The element d can be chosen in such a way 
that it induces the permutation (A, , A,) (AZ, AJ. 
Proof. We note that CM(t) and C,(d) are both of order 24 and different. 
So (a) follows. Assume that Tz is a Sylow-2-subgroup of G. By Lemmas 2.1 
and 8.6(c), t is conjugate to d and to td. The element d centralizes X = (z, w,, , 
xk, t, d) where w, is some element of W. By the structure of T, X is conjugate 
to X, = (x, k, d, t>. Now in X, , there are just three elementary g-groups, 
namely (z, t, k), (z, t, d), and (z, t, xd). Only the first one of them contains 
precisely four conjugates oft. This shows that <z, t, k) is conjugate to <z, ws, d). 
It follows that (2, k) is conjugate to (z, w,J, and by regarding centralizers in T, , 
M(d) is conjugate to M(t). In the same way, we see that M(t) is conjugate 
to M(dt). Now we always may assume that the action of t and don the elementary 
64-subgroups of M is different. This gives a contradiction, and (b) is proved. 
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We have noted in the proof of Lemma 8.5 that R, is characteristic in R, . 
Therefore, Tz E Syl,(Nc(R,)). On the other hand, R, = T, n Nc(AJ. If there 
are only A, and A, in M, then we get No(T,) = T,No(R,)) by a Frattini 
argument, a contradiction. The lemma follows. 
LEMMA 8.8. Take T3 E Syl,(N,( T,)). Then: 
(a) The order of T3 is 211. 
(b) M = J6( TJ. The factor group TJM is dihedral of order 8 and generated 
by the images of the elements t, s, d, such that Z(T, mod M) = M(d), A,s = A,, 
AZ8 = A,, A,t = A,. 
(c) T3 is a Sylow-2-subgroup of G. 
Proof. By the fact R, = Tz n NG(A1), T,/M is transitive on the set {A, , 
A,, A,, A,}; hence this factor group is isomorphic to a Sylow-2-subgroup 
of Z$. By our choice of d, d is central in TJM. Now Md contains just 16 con- 
jugates of d, therefore 2’ divides the order of Co(d) and t is not conjugate 
into M(d). 
Next we determine the biggest elementary subgroups of T3. As we know T, , 
we only have to regard M(d, s). Now C,(d) is of order 16 and contains elements 
of order 4. So looking for elementary groups of order 64, we only have to regard 
M(s). But by the permutation action of s, we get C,,,(s) = (%ei , @aa, ~7). 
As C,(t) and C,(td) are different, s does not centralize W. Taking the facts 
together, we get M = Js(T3). 
Finally, we note No(T,) = TJVo(RJ, as No(TJ must act on M. This shows 
that T3 must be Sylow in G. The lemma is proved. 
LEMMA 8.9. Under Hypothesis 8.3, G has a subgroup of index 2. 
Proof. By a remark in the proof of Lemma 8.8, t cannot be conjugate into 
M<d). Now apply Lemma 2.1. 
HYPOTHESIS 8.10. For the next part of this section, we assume that we have 
case (b) of Lemma 8.2. 
LEMMA 8.11. (a) The group S, contains precisely 16 elementary subgroups 
of order 16. We call them Ei and Fi , 1 < i < 8, where the Ei are the groups in 
Lemma 6.10(d) in the same order as that listed there with c = 1 and the Fi come’ 
up for c = cwt. 
(b) The groups Ei and Fi , 1 G i G 6, are contained in R, . 
(c) Choose wzl EQ,, and wz2 eQ02 such that w& = y, w& = u, [wzl, u] = 
w,zy, [wz2, y] = wlxu. Put f = wt. Then we have Ai = (wl, f, w,,), i = 1, 2, 
andA, n A, = (wl, f). 
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(d) The element wgl induces thefollowingpermutation on R, : wzl + (E, , E6) 
(Ed , 4,) (Fz , F,) (F4, F5). Similarly, w22 induces w22 - (El, EJ (Es, E6) 
(Fly FJ (F3 3 FcJ. 
Proof. This is a direct consequence of Lemma5.10 or follows by computation. 
LEMMA 8.12. (a) In NG(R1), we have the minimal fusion El N E4 N E5 , 
E2 - Es N EB , and the corresponding fusion for the Fi . 
(b) Among these groups, El , E, , El , F3 are the only ones which are normal 
in S, . 
(c) S, is not a Sylow-2-subgroup of G. 
(d) The groups El and E, are conjugate; we have case (KD). 
Proof. Parts (a) and (b) are trivial. Suppose that S, is Sylow in G. Then S, 
must be conjugate to S, ; there is a group among (E, , Fl , F3} which is conjugate 
to E,. Suppose Srg = S, . Then Q1g = Q2 and, by easy considerations, 
{El , F$ = {E, , F4}. As Fl and F4 are conjugate, El and E, are conjugate. This 
implies El N E3 N Fl in Nc(S,) by Burnside’s lemma and El N E3 in N&Q,). 
But then El has five or eight conjugates in No(QJ. On the other hand, a group 
of order 9 operates on Q1 , as there must be an element of order 3 acting on S, . 
This is a contradiction. Therefore S, is not Sylow in G. 
Now suppose that El and Ez are not conjugate. Then El is conjugate to Fl 
or F3 in No(&), and E3 is conjugate to the remaining group. But Fl and F3 are 
conjugate in G. By this contradiction, the lemma is proved. 
LEMMA 8.13. (a) The element d E Tl - R, induces the permutation (El , E,) 
6% 3 4) 6% 1 44 Pi 3 Fa) (F2 9 Fd 
(b) None of the groups Fi , 1 < i < 6, is conjugate to El or Ez . 
(c) The groups Q1 and R, are characteristic in S, . 
(d) The group NG(QJ/QIO(C(Q1)) is isomorphic to Z4 . 
(e) The group iVG(R,)/RR,O(C(R,)) is isomorphic to 2, x L!Ys . 
Proof. First we note ZP = Zt, Zyd = Zu, [d, v] E TEwl . Then (a) follows 
directly. Now clearly, the groups F5 and F, are not conjugate to El , as their 
normalizer is too big. Assertion (c) has already been proved in Section 6. Because 
of (b), the orbit of El in NG(QI) has length 4 and contains E3. This proves (d). 
Finally, part (e) comes from (a) and Lemma 6.10(d). 
LEMMA 8.14. We may choose T, E Syl,(N,(QI)) in such a way that T, contains 
a Sylow-2-subgroup Rz of No(&). Then R2 is a Sylow-2-sbgroup of No(RJ. 
Finally, we have Z(R,) = (x). 
Proof. Most of the lemma follows directly from Lemma 8.13. Now the 
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element d operates on R, and does not centralize (x, k). On the other hand, 
by Lemma 6.6(b) we have (z) = @(S,‘), so (z) is characteristic in R, . 
LEMMA 8.15. Put Q12 = T2 n O,,,,(N,(Q1)) andF = Fl = E,,(v). 
(a) The group F is normal in NG.(Q1). 
(b) The group TJF is of type A, , There is a subgroup QlzO of Q12 such that 
QJF = (aI , f& , & , 42) is elementary. 
Proof. First of all, we note that Fl has either one or four conjugates in 
NG(Q1). Suppose that Fl is conjugate to F3 . Then S, is Sylow in No(Q,) n N,(F,). 
As the orbit of Fl in NG(R1) is {Fl , F4, FJ, Fl is normal in No(&) n NG(QJ, 
which contains R, . This is a contradiction. 
As ZP,) = (z>, NdQJIQdWctQ~N acts faithfully on E, . But as F =CoI(F), 
the whole factor group T,/F acts faithfully on F. Now regard the operation on 
Q,P = (w, , %a , r) and apply Lemma 2.7. 
LEMMA 8.16. (a) There are two cases: 
(i> F<w, y wd = QdQnd 
09 The group Ql~~lEo is elementary of order 32. 
(b) We have (tC n Q12) = E&t, wl, w,,), Q1 is characteristic in Q12 . 
(4 Z(Q,J = 6, Y>; Q,(ZdQn>) = E, 3 QdZdTd) = <z, Y>- 
(d) Q12 is characteristic in T, ; T, is a Sylow-2-subgroup of G. 
Proof. There is a fixed-point free automorphism on Qlw/F. On the other 
hand, E,,(w, , wsl) is normal in Qis , so Qi2s centralizes the section F(w, , W.&/E, . 
Now using Lemmas 8.15(b) and 2.7 we see that (a) holds. 
It fohows from Lemma 813(b) that we have (tC n Q1) = E,,(t, wl, w&. 
Module F, Qm , and Q1 are the biggest elementary subgroups of Q1a . We only 
have to regard case’(ii) of (a) and take an involution q1 . As [k, ql] = z, the1 
set Eoql contains just four involutions. This shows that the order of Co,,,(ql) is 
at least 26. On the other hand, this group has exponent 4. Now by the structure 
of T, q1 is not conjugate to t and we get the first part of(b). This implies that E0 
is characteristic in Q1a , so Q1 = Co,,(Es) is characteristic in Q1a . The assertion% 
of (d) and (e) now follow immediately. 
LEMMA 8.17. Under Hypothesis 8.10, G has a subgroup of index 2. 
Proof. Suppose not. Then t is conjugate into Qi2,,(u). By Lemma 816(b),. 
t is not conjugate into Qis,, . So t must be conjugate into (Qlss n QJu = 
F<w, > w&u. We can reduce to the set F(w,)u. Now we use Lemma 8.13(a) tB 
obtain a contradiction. The lemma is proved. 
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HYPOTHESIS 8.18. For the remainder of this section, we assume that we have 
case (c) of Lemma 8.2. 
LEMMA 8.19. Let c‘, C, be the groups in Qe corresponding to C and C, and 
let Qoz be the extraspecial group in Qz corresponding to Q0 . Then: 
(a) C, = (vt) is cyclic of order 4 and so is C, . Module (z, k), we have 
c, = (wp). 
(b) The following commutator relations hold: 
[v, Xl = [WI , x] = [t, v] = k; [w, , t] = [w, , u] = kz = [wl , v]. 
(c) The element u defined in Lemma 6.6 is xyt. 
(d) No element of Q,, or of Qoz is conjugate to t. 
Proof. From Lemma 8.2 we recall u = xyt and [a, x] = k. Now the group 
,(u, t, v, k, z) has commutator subgroup (ii) and is centralized by u. We know 
@2 1 u] E EOw, and this commutator is inverted by u. From [Eaw, , t] =: (zk) 
and the fact that @(i(T) is cyclic, we conclude that we must have [w, , u] E 
w,yz(K). This shows [wry, u] = k and [wr , u] = kz. Using (c) this yields 
[WI Y x] = k. 
We regard the operation on (z, k, xy) and conclude that wr and vy are in Qa . 
From [vy , t] = (zk)z we get vy E Q,,s . 
Now we compute [vy, wIxy] = z[v, wr] = a. By Lemma 6.5, [v, wr] E (zk). 
From [wr , y] = k and [wrxy, y] = kz, we get wrxy E t? (k, a). By Lemma 6.5, 
this implies a E (k). Putting the facts together, we obtain [v, w,] = zk, C, = (vt) 
[vy, wrxy] = zk and [vy, wru] = 1. This shows that C, is cyclic and is contained 
in (wlu, z). 
To prove (d), it suffices to show that wr and vy are not conjugate to t. We 
have Csl(w,) = (wl , ~2, z, k, ut, at). Because of the commutator [w2 , ut] E 
?ur(z, k), we conclude that CS,(wI) ’ is elementary of order 4, which is incompat- 
ible with the structure of T. Similarly, we see that vy is centralized by (vy, 
wS2 , z, k, wru, y). Again the element [w 22 , y] must be an involution and we 
get the same situation as above. The lemma is proved. 
LEMMA 8.20. (a) The group S, contains precisely eight elementary subgroups 
6f order 16: 
E1 = Z(y, t), E2 = Z(tu, t), E3 = Z<v, u), 
J% = Z(w, , uv), E5 = Z(w,ut, ty), E6 = Z(vy, w,uy), 
FI = Z(v, y), F, = Z{w, , tu). 
(b) The groups FI and F, do not contain any conjugates of t and they are 
characterized in S, by this property. 
(c) The group Z< y, wl, ~2 , v, tu) does not contain any conjugates of t. 
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Proof. As in Lemma 6.10, we regard the factor group S,/C,(z). The 
group Q&r is isomorphic to D, * D, * Z, and does not contain any subgroup 
isomorphic to E,, . The group RJC, = (w, , t)( 7, G) is extra special and 
contains six elementary S-groups. Regarding their inverse images, we can 
exclude C,(w, , y) and C,(wiy, u) as the latter group is isomorphic to 
D, * Z, x Z, . The remaining groups are of type D, x E4 and we get the 
groups listed in (a). 
As vy and wi are not conjugate to t, we see that FI and F, are not conjugate 
to E1 or E, . Now by inspection, we get the following conjugates of t: t, u, vu 
(from E3), wiuv (from &), wiuy (from EJ. So (b) is proved. 
For proving (c), we first regard the factor group modulo E, . In the group 
Edw, > ~2 9 v) we factor out modulo (k) and arrive at Q,, or FI , so we are done. 
Thus we are left with E,,(w, , V, tu). This group modulo (k) is extraspecial 
and looks like (%i , u>( 7, t@). We only have to look for involutions outside Qi 
The group Z(w, , tu) is just Fz . In Z(v, tu) we only find tu. In Z(w,y, vtu), 
there are no involutions outside Z. Finally, in Z(w,tu, vy), we only find invo: 
lutions of Fz or FI . The lemma is proved. 
LEMMA 8.21. (a) The groups E, and E, are conjugate, we have (KD). 
(b) Take wzl E Q,, and w22 E Qo2 as usual. Then w21 induces (E, , E5) (E3 , E,) 
and w22 induces (El , E3) (E4 , E6). 
(c) Take an element d E I; - R, . Then d induces (E1 , E,) (Es, EJ 
(Ea , EJ (Fly F2). Moddo Z, 
--__ 
[a, q] = “WIy. 
we have CRY = (t, uy, vyw,), [d, ti] = s: 
(d) NG(R1)/RIO(CG(R1)) is isomorphic to Z; x Z, . Put R, = R,(q) E 
Sy1,(02~,,(NG(R,)). Then we may assume that R,(d), R,(w,) and R,(w,,) are 
all Sylow in hi,(R,). 
(e) The element q induces (Ei , E4) (E2 , E6) (E3 , E5) (FI , F,). Modqlo Zp 
G,(4) = 6, G w,y>, [C ql = Wp4 [Y, Ql = @I - 
Proof. The action of w2i and e(lp2 follows by easy computation. Suppose 
that E1 and E, are not conjugate. The set {E, , E4} is characteristic in S, . If S, 
is not Sylow, then E1 and E4 are conjugate, but by (a), E4 and E, are conjugate. 
On the other hand, if St is Sylow, then NG(EI) controls fusion in E, , hence x is 
not conjugate to k in G which contradicts the structure of N,(E,). So (a) is 
proved. 
To prove (c) we note Ztyd = Zu. This gives Ezd = E, . Now the assertions 
follow easily. 
Taking (b) and (c) together, we know the orbit of EI under NG(R1). IVe 
compute that dw,, induces (E1 , E5 , E6, E4, E3, E,). Taking the cube, we 
get the permutation action of q. From this (e) follows easily. As N,(RJ contains 
a Sylow-2-subgroup of N,(E,), part (d) follows in the usual way. 
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LEMMA 8.22. Put T,, = R,(d), T,, = R&w,,>, and Tz3 = R,(w,,). 
(a) Z(T,,) = {k); QI(Z,(T,,)) = (a, k). T,, is Sylow in G. 
(b) Take PE Syl,(N,(R,)). Th en P = (P n O(C(R,))(pJ. The element 
p1 calz be chosen such that it induces the orbits (z, k, zk) and (E1 , E, , E3) -- 
(Es, I& , EJ. On RI/Z, we have the orbits ( y, e, 5) (tiI , tu, w,tu) (vtw,y). 
Proof. Clearly, Z(T,,) = Z(&) = (k). Now modulo 2, d, wzl and q all 
centralize groups of order 23 in RI/Z; hence R,lZ is characteristic in T,,lZ. 
Now Z(T,, mod Z) = Z(tw, wry). From [t, wry] = zk we conclude that 
Z,(T,,) is contained in Z(wt>. This implies Q,(Z,(T,,)) = (z, k). Hence R, is 
characteristic in T,, , and T,, is Sylow in G. 
We may assume that p, acts like (dw,,)2 on the conjugates of E1 . From this (b) 
follows by direct computations. 
LEMMA 8.23. (a) The group R,, = F,F, is characteristic in R, and of type 
L,(4). 
(b) CRI(P) = (r) for some r E Zvtw, y. CRg(P) = (r, q) without loss. 
(c) For the factor group T,,IR, , there are four possibilities: 
(i) q2 = (@!&1)2 = 1, T&R,, is isomorphic to E, . 
(ii) q2 = 1, (4w2# = i, T,,/R,, is isomorphic to D, . 
(iii) q2 = t, (F2J2 = 1, T2,/R0 is isomorphic to D, . 
(iv) q2 = (4p02$ = t, T,,/R,, is isomorphic to Z, x Z, . 
Proof. The factor group R,,(t, w2,)/R0 is elementary of order 4. Now the 
lemma follows trivially. 
LEMMA 8.24. We hawe (@521)2 E R0 ; case (ii) or (iv) of Lemma 8.23 cannot 
occur. 
Proof. We show that G has a subgroup of index 2. Suppose not. By 
conjugation, the coset R,qw,, corresponds to the coset R,d. This shows that 
we may assume (qz~sr)~ to be an involution which is conjugate to t. In case (iv), 
qwzl is conjugate into R,(w,,). Then by Lemma 6.6(b), some conjugate of t is 
contained in Z(w,) which is impossible. In case (ii) we use transfer with respect 
to n/r = RI(q). If qwzI is conjugate into M, then t is conjugate into Q(M) : 
Z(qy, ut). But this is impossible, so t is conjugate to some involution of 
I’,, - M. Thus t is conjugate to some involution of R,w,, , which contradicts 
Lemma 8.20. 
LEMMA 8.25. Put A, = Z(r). Then A,, is the unique normal elementary 
subgroup of order 8 in T,, . The group A,(E,) is isomorphic either to zd or to 
GL(3, 2). 
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Proof. Take A,, to be any normal Es-subgroup of T,, . Then by Lemma 
8.22(a), /& contains Z. Now Z(T,, mod Z) = Z(tv, w,y). The assertion follows 
by the structure of Nc(R1). 
LEMMA 8.26. Suppose that we have case (i) ofLemma 8.23. Then: 
(a) A,(A,) e E4 ; Z is normal in N,(A,). r is not conjugate to k. 
(b) We may choose q to be an involution; q is not conjugate to t. 
(c) The group R,(q) does not contain any conjugates of t. 
Proof. Put X = Crz,(A,,). Then we have X = A,,(vt, wru, q). By Lemma 
8.23(b) and (c) we may assume q to be an involution. By Lemma 8.21(e) any 
element of order 4 in X0 is inverted by q. We have No(&) = C,(A,) Nc(X) by 
a Frattini argument, but X does not admit GL(3, 2). The group A,(q) is an 
E,, . If q is conjugate to t, then A, is conjugate to Es . But the orbits of N&-J 
on Es are (6, 1) or (7). So q is not conjugate to t. Involutions of R,q are contained 
in X by Lemma 8.21(e), and we can repeat the argument. Assertions (b) and (c) 
are proved. 
We compute Crz,(rO) = X(w,) for r0 = vtwiy. Using the structure of 
T,,/Z, we get [q, wail E Z(w,y). Put C = CTz*(y,,). Then C’ = Z(w,y) and 
sZ,(C’) = Z. Suppose r is conjugate to k. Then there is C, < Co(r) such that 
1 C, : C j = 2. Then Zis normal in C, , and so is A, = Z(r>. But this contradicts 
the structure of A!,(&). The lemma is proved. 
LEMMA 8.27. In case (i) of Lemma 8.23, G has a subgroup of index 2. 
Proof. Suppose not. By Lemma 8.20, R,(w,,) does not contain any in- 
volutions which are conjugate to t. Involutions of Ro(wntj are contained in RO 
or in Z(y, wi , wu,,vt), but these groups do not contain conjugates of t either. 
Also, t is not conjugate into R,(q) by Lemma 8.26. Thus t must be conjugate 
into RO(d) and R,,(td). Using the operation of d on R, , we see that all involutions 
of R,d or R,td are conjugate to d and td, respectively. 
Now all involutions of Tare conjugate to either t or k. The element d operates 
on A, and centralizes some conjugates of r. But r is not conjugate to t or K. 
This contradiction concludes the proof of the lemma. 
LEMMA 8.28. (a) The group A = CTz2(AD) = A,(vtw,u, yw, , q) is iso- 
morphic to Z, x Z, x Z, and the unique subgroup of this type in T,, . 
(b) The element Y is conjugate to k, we have A,(A,) s GL(3, 2). 
Proof. Clearly, we may assume q2 = Y. Then use the relation [i, qz] = 
[i, r] = [i, q12 [i, q, q] for i = t and i = y. Using Lemma 8.21(e), we easily 
get the first part of (a). Suppose that A, is another group of this type, If AA,= Tzz, 
then Z(T,,) has order at least 8, a contradiction. If the order of AA, is 2*, then 
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Qr(A,) n Qr(A,) has order at least 4 and must contain Z. But Craa(Z) = &<a), 
which looks quite different. Finally if the order of AA, is 2’, then Qr(A,) = A, , 
a contradiction. So (a) is proved. 
Now we compute [war , $1 = [wsr , r] = 1. On the other hand [q, wsr] E Rst, 
so we have [war , p] E ZY. Therefore Zw’& = Zw,,w,tvy. Now E,,wlwzltv - 
Eow,tv contains conjugates of involutions of E,w,, N E,,w, . This shows that r is 
conjugate to w1 . But Zw, q = Zy, and all elements of Zy are conjugate to R. 
By the uniqueness of A, N,(A) controls fusion in A,. This forces (b). 
THEOREM 8.29. If G isperfect and m = 2, then G is isomorphic to the Higman- 
Sims simple group. 
Proof. The group T,, is a splitting extension of A by (t, war, ky). Thus 
by [7, 2. Reduktionssatz], No(A,)/O(Co(A,) is isomorphic to the splitting 
extension of A by GL(3, 2). Now we are in a position to apply the characterization 
of [lo]. The theorem is proved. 
9. THE CASE m 2 3 
HYPOTHESIS 9.1. Throughout this section, we assume m > 3. 
HYPOTHESIS 9.2. To start with, we assume that we have case (ii) of Lemma 6.4. 
(By Lemma 7.2, we can only have one of the cases (i), (ii), or (v).) 
We fix the following notation: E,, = Z(t, u), E,, = E1 , Si E Syl,(No(E,,)) 
such that S, contains R, , Qi = Si n O,,,,(No(E,J). Let Qc,I and Q,,2 be the 
subgroups corresponding to the group Q0 of Lemma 6.4. Put &((x)) = (xi) for 
i > 3, and yi = xi y. Then by Lemma 6. IO, x, = z,, and yz = u. 
LEMMA 9.3. Let EIi , 1 < i < 8 be the groups of Lemma 6.10(d) in the same 
order as there, with c = 1. Put Fc = C,E,, , 1 < i < 8. The EIi and Fi are 
contained in RI for 1 < i < 6. Denote these sets by EE and FF. Take wzl E Qol 
such that MI = R,(w,, , x3) normalizes RI . Then: 
(4 MI/W(W is isomorphic to Z; x Z, . This factor group has equivalent 
$ermutation representations on EE and FF, so we may identtfy the corresponding 
elements with their indices. Then we haoe x, -+ (1, 2) (3,4) (5, 6); wsr -+ (2, 6) (4,5) 
andfor a central element q of this factor group, q--t (1, 3) (2,4) (5, 6). 
(b) We can choose q in such a way that R, = S,(q) is a 2-group. 
(c) The element q normalizes Q1 and CI(z, y). Finally, we may choose 
q such that we have Ey, = E18 , F7q = F8 . 
(d) Put M, = Q1(q, D,, , u>, where D,, is defined in Lemma 6.5. Then 
Mz/QIO(Mz) is isomorphic to zd . 
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Proof. Note that xg and war normalize C,(Z). Now everything follows by 
Lemmas 3.9 and 6.10. 
LEMMA 9.4. Assume that 211 does not divide the order of G. Take Tz E Syl,(M,)’ 
such that T, contains R, . 
(a) T2 is a Sylow-2-subgroup of G. Furthermore, 1 = k. 
(b) The factor group T,/E,C, contains an Abelian subgroup of order 16. 
We take Q2” == EOC,(w, , w2 , q1 , q2) to be the inverse image of this group. 
(c) No element of Qs,, is conjugate to t. 
Proof. We obtain (a) by regarding the order of T, . By construction, E,C’, 
is normal in T, and in M2 The factor group M,/E,CIO(M,) is the extension 
of an EB by .& . We apply Lemma 2.7 to get (b). 
Suppose that t is conjugate into Qss . Definitely, t is not conjugate into 
QZO n Q, . Thus there must be involutions in &so - Q, , hence Q20/E,,C1 is. 
elementary. By the action of t on Qa,/I$ , E,(w, , war) is normal in &a,, . Using 
the action of D,, , we see that Q.-JE,, is elementary, as this factor group cannot 
be extra special. Clearly, QaO centralizes E,, . Suppose that there is an involution 
i E QZO which is conjugate to t. Then F,,(i) is conjugate to E1 or Ez and by the 
order of QZO, QZO must be Sylow in No(E,(i)). This is impossible. So (c) is 
proved. 
LEMMA 9.5. Under Hypothesis 9.2, G has a subgroup of index 2, or 211 divides 
the order of G. 
Proof. Suppose the contrary. Then by Lemma 2.1, t must be conjugate 
into Qaa(u). Now QZO(u)~Q1 is dihedral; by Lemma 9.4(c) t is conjugate into 
Q&(u). But this is a contradiction to Lemma 6.11. 
HYPOTHESIS 9.6. Now we assume that we have case (i) of Lemma 6.4. We 
keep the notation introduced in Hypothesis 9.2. 
LEMMA 9.7. Use Lemma 6.10 to define the set EE and FF in the same way 
as in Lemma 9.3. Also define M1 = R,(w,, , x8). 
(a) The factor group M,/R,O(M,) is isomorphic to D, and induces equivalent 
representations on EE and FF. In particular, we have xs -+ (1, 2) (3,4) and’ 
w,, - (2, 4). 
(b) Take T2 E SyI,(M,). We may assume that T, contains S, and S, 
Put R,(q) 2 Z(T, mod R,). Then q induces (1, 3) (2,4). 
(c) If 211 does not divide the order of G, then T, is a Sylow-2-subgroup of G, 
and we have 1 = k. 
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LEMMA 9.8. (a) Th ere are uniquely determined Abelian subgroups A, and A, 
in S, and S, , respectively, which are of order 26. 
(b) The group M = A,A, is normal in T, , has order 28, and does not 
contain any conjugates oft. 
Proof. The groups S, and S, are conjugate. As I = k, the group C, is 
Abelian of order 4, and the group Q& is Abelian of order 64. Put A, = Q&, 
and A, = A?. We have A, n A, = Cl(z, wl) = CAl(u). As we have shown, 
the group AlA, is normalized by S,S, and by xg . Put W = A, n A,. The 
group M is generated by Wand some involutions. On the other hand, W < Z(M). 
This shows that M is of exponent 4. As 1 = k, t cannot be centralized by an 
Abelian group of order 25 and exponent 4. The lemma is proved. 
LEMMA 9.9. Under Hypothesis 9.6, G has a subgroup of index 2, or 211 divides 
the order of G. 
Proof. Suppose not. Then t is conjugate into M(x3) = M(y,). By the 
structure of T,/R, , t is conjugate to some element of (M n R,)y, = W(z,,, y) y3 . 
Now t must be conjugate to some element of W(z,)y, . Now put E+ = Z(t, y3). 
As the center of a Sylow-2-subgroup of G has order 4, we must have case (i) 
of Lemma 6.4 for N,(E+) because of Lemma 9.5. Now Cw(yI) contains 2, 
hence Z(ye) is normalized by W(z,). By Lemma 6.4, we have [W, y3] < (z). 
By the structure of M, W(z,) is Abelian. Therefore y3 centralizes a maximal 
subgroup of W(z,), and the center of W(z, , ys) has order 24. Now this group 
cannot contain any conjugates of t. This is a contradiction, and the lemma is 
proved. 
HYPOTHESIS 9.10. For the remainder of this section, we assume that we have 
case (v) of Lemma 6.4 for NG(E1) and N,(E,). 
LEMMA 9.11. If u ii the element de$ned in Lemma 6.6, then u = zOy, 
Furthermore, [v, z,,] = 1 and [wl , u] = zk. 
Proof. As m 2 3, v normalizes (x2) > (zO). On the other hand, we have 
[%Y? 4 = [%l> V] E (k). The first two assertions follow. By Lemma 6.4, 
[wr , y] = k. The element a = [wzl , u] is contained in EOw, and inverted by u. 
But u cannot centralize a. This shows [w2 , u] E w,yz(k) and [wry, U] = k. 
The lemma is proved. 
LEMMA 9.12. No element of QO is conjugate to t. 
Proof. It suffices to show that wi is not conjugate to t. By Lemma 9.11. 
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the group (ut, wr , z, k) is normalized by wai and we have the fusion ut - utw, 
modulo 2. Then by Lemma 6.1, w1 is not conjugate to t. 
LEMMA 9.13. (a) The group Q& d oes not contain a conjugate of E1 or E2 . 
(b) The group Q&i does not contain a conjugate of t except possibZy in the 
following situation: We have case (KD) and the group C, is cyclic of order 4. 
Proof. Put X = Q,,C, . By 6.8, X’ = (k), and @(X) always is cyclic. If the 
order of C, is at least 8, we are done with the aid of Lemma 6.7. Now suppose 
that C, is a 4-group. Then X is isomorphic to D, * D, x 2, , and every E16- 
subgroup of X contains at least eight involutions which are not conjugate to t. 
So we are left with the case that C, is cyclic of order 4. Then (a) holds as the 
rank of X is 3. To prove (b) we use the same argument as in the proof of Lemma 
6.9. 
LEMMA 9.14. Put E,, = E1 = Z(y, t>, FIz = Z(U, t), El3 = Z(w,, tu>. 
and El4 = Z(w,uy, ty). Furthermore, put F, = C,E,, , 1 ,( i ,< 4. Define 
EE = {Ei} and FF = {Fi} as usual. Put M, = R,(x, , weI). Then: 
(a) MJR,O(MI) is isomorphic to D, . The element x8 induces the permutation 
(1,2) (3,4) on EE and FF and wzl induces (2,4). 
(b) Take T, E Syl,(Nc(R,)) such that Tz contains S, and S, . Put RI(q) = 
Z( Tz mod R,). Then q induces (1, 3) (2,4). 
(c) T, is a Sylow-2-subgroup of G, we have 1 = k. 
Proof. First we determine the possible conjugates of E1 and E, in S, 
We proceed as in the proof of Lemma 6.10, so we immediately come down to 
RI/C, = (ci, t)(y, %). We compute [wi , q,] = z. Therefore, xa interchanges 
C,(w,y, u) and C,(w,y, y> which is contained in Q&i . Now (a) follows 
immediately. Also wai and xa act on EE and FF. The remainder is routine 
LEMMA 9.15. (a) Put R, = RI(q, x3). Then R, is a Sylow-2-subgroup 
of Co(Z). 
(b) -4(Z)= 4 ; N,(R,) d in uces the full automorphism group on Z. 
Proof. By the structure of No(E,), Z(T,) = (k). This implies (a). Thg 
groups No(E1) and No(E,) induce the fusion z N k N xk. Now (b) follows by 
a Frattini argument. 
LEMMA 9.16. (a) Z,(R,) = Z{v, uy, wIy) is Abehan of order 25. 
(b) @@J G Z,W 
(c) W, = L$(Z,(R,)) is elementary of order 8 and the factor group R2/W0 
is special of order 26 with center of order 4. 
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(d) There is no automorphism of order 3 on R, which acts transitively on 
-w,)/ WC3 *
Proof. First, we compute the action of 4 on R,/Z and we get CRl,,(p) = 
(6, jw, , i$, [t, p] E Zwru [ty 41 E Zuy. As we know the action of x8 , we 
get (a), if we take v to be an element of C, (which need not be an involution here). 
We remark that 4” is contained in C Rlmod&) = -%&J. The groups Rdys) 
and R,(qy,) are conjugate in T, . So (b) follows. Part (c) is trivial. 
Now the group R,/ W, contains at least two elementary subgroups of order 16 
which are contained in RI< y&/ W, and have an intersection of order 8. Hence (c) 
follows by Lemma 2.6. 
THEOREM 9.17. Under Hypothesis 9.1, either 211 divides the order of G, or G 
has a subgroup of index 2. 
Proof. The assertions of Lemma 9.15 and 9.16 contradict each other. So our 
theorem holds under Hypothesis 9.10 using Lemma 9.9 and 9.5, we are done. 
10. THE SEMI-DIHEDRAL CASE 
In this section we deal with the case that the Sylow-2-subgroups of A are 
semidihedral. We show that the structure of a Sylow-2-subgroup of H is the 
same as before, such that we are in a position to apply our results of Section 3 to 9. 
Take T E Syl,(H), put R = T n A and TO = RK. By Lemmas 2.20 and 2.21, 
T is not a Sylow-2-subgroup of G as we have r(G) > 4. By the structure of 
Aut(A), a Sylow-2-subgroup of Out(A) is cyclic, Proceeding in the same way 
as in the proof of Lemma 3.3, we see that T is bigger than T,, , and for the same 
reasons, there must be an involution in T - TOI say k. Then k acts on A as a 
graph-automorphism. 
Put Kl = C,(k). Suppose that the order of Kl is greater than 2. Then we 
get &(T) = R(t, k) and C&2,(T)) = K,Z(R), which shows that (t) is charac- 
teristic in T, a contradiction. Therefore K(k) is either a four-group or dihedral 
or semidihedral. Suppose K(k) is non-Abelian and put K, = Qz,(K(k)). Then 
L$(T) = (K,, x R)(k). If Z(R) = (z), then Z(T) = (z, t). Count the square 
roots of these central involutions in J2,( T). In K,R, all involutions have the same 
number of roots, but no element outside has square t or tz. Thus t is not conjugate 
to z. Now (t) is characteristic in the subgroup of 52,(T) generated by the square 
roots of t and tz. This again is a contradiction. Hence K = (t). Choose Zr 
such that T = T,(l,) and that I1 is a power of the element I introduced in 
Lemma 2.20. 
Now there is one class of elementary subgroups of order 16 in T with 
representative Ei = (z, k,y, t). We note Cr(EJ = Er(lJ. Put TE =J Q,(R) 
(t, Z) and let d be an involution of T - TE . Then the situation corresponds 
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exactly to the situation (KD) defined in Lemma 3.9. Using the structure of 
C,(K) z PGL(2, q), we also get Lemma 3.10. 
Thus we can apply the results of Section 4 to 9, and we obviously have many 
simplifications, as the structure of T is much more restricted and the fusion of 
the element d is under control. In fact, most of the critical situations do not 
come up, as, for example, the whole of Section 7. 
With these remarks, the proof of Theorem El is completed. 
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