Opacities and chemical abundance data are crucial ingredients of ultracool dwarf and extrasolar giant planet atmosphere models. We report here on the detailed sources of molecular opacity data employed by our group for this application. We also present tables of Rosseland and Planck mean opacities which are of use in some studies of the atmospheres, interiors, and evolution of planets and brown dwarfs. For the tables presented here we have included the opacities of important atomic and molecular species, including the alkali elements, pressure induced absorption by hydrogen, and other significant opacity sources but neglect opacity from condensates. We report for each species how we have assembled molecular line data from a combination of public databases, laboratory data that is not yet in the public databases, and our own numerical calculations. We combine these opacities with abundances computed from a chemical equilibrium model using recently revised solar abundances to compute mean opacities. The chemical equilibrium calculation accounts for the settling of condensates in a gravitational field, and is applicable to ultracool dwarf and extrasolar planetary atmospheres, but not circumstellar disks. We find that the inclusion of alkali 1 SETI Institute, Mountain View, CA -2 -atomic opacity substantially increases the mean opacities over those currently in the literature at densities relevant to the atmospheres and interiors of giant planets and brown dwarfs. We provide our opacity tables for public use and discuss their limitations.
Introduction
The thermal structure and radiative transfer within the atmospheres of ultracool dwarfs and extrasolar planets ultimately depends upon an entire suite of molecular and atomic opacities relevant to the the temperatures and pressures found in these objects. Our group utilizes these opacities in models of ultracool dwarfs and extrasolar planets (e.g., Marley et al. 2002; Saumon et al. 2007 ) and provides them to other members of the community. Here we briefly summarize our current suite of molecular opacities that we depend upon in our modeling and consider some relevant issues in their construction. We also report on the chemical equilibrium calculation used to compute molecular abundances.
Although less commonly used than in the past, some calculations, particularly of planetary evolution, utilize Rosseland (κ R ) or Planck (κ P ) mean opacities (e.g., Hubickyj et al. 2005) . Canonically, Rosseland mean opacities are the appropriate choice for radiative transfer models of optically thick atmospheric regions where radiation propagates by diffusion, whereas Planck mean opacities are the appropriate choice in optically thin regions (Mihalas 1978) . By their nature, mean opacities are sensitive to the sum of the relevant opacity sources involved in their computation. Changes both in molecular and atomic abundances and in the individual opacity sources themselves can impact the final product. Here we present improved calculations for both the abundance of atoms used in our equation of state and new calculations for the relevant opacity sources.
The best available data defining the 'solar abundance' of the atoms has evolved over time as understanding of the sun's atmospheric composition has improved. Here we employ solar and scaled solar metallicities that use the recently revised abundances presented in (Lodders 2003) . The chemical equilibrium gas compositions computed as a function of temperature and total pressure take condensate formation and condensate settling into clouds into account in the calculation of the chemical equilibrium as is appropriate for the conditions in brown dwarfs, extrasolar giant planets and cool stars. However we purposefully neglect grain opacity in the calculation of the Rosseland and Planck means. We emphasize that the results here do not apply to lower-gravity environments such as proto-planetary disks because there the condensation chemistry, and therefore the gas chemistry, is significantly different than that in gravitationally bound atmospheres of substellar objects (Lodders 1999a; Lodders and Fegley 2002; Lodders and Fegley 2006) .
To compute mean opacities, we calculated a new set of molecular and atomic opacities on a grid of 324 pressure and temperature points ranging from 75 to 4000K and 3 × 10 2 to 3 × 10 8 dyne cm −2 (3 × 10 −4 to 300 bar). Every atomic and molecular line opacity in our database of 10 different gaseous species was included, and not simply a sampling. These opacities were computed on a fixed wavenumber grid that completely resolved individual line profiles. These opacities were then combined with collision induced absorption due to interactions of hydrogen and helium as well as several other opacity sources. This new set of mean opacities uses the latest physical information including new terms due to alkali atoms that were not included in previous investigations. Condensate opacity is not included in the mean opacities presented here because condensate opacities depend on the particulars of cloud models chosen to model substellar atmospheres (e.g., Ackerman and Marley 2001) and may very greatly, depending upon the actual thermal structure in a given situation. Because we neglect grain opacity, the opacities presented here should be regarded as a lower limit to the true opacity, which may be several orders of magnitude higher. The grain free results are of interest as they highlight the important role of the alkali elements and isolate assumptions regarding the grain opacity.
Recent tabulations of mean opacities include the work by Lenzuni et al. (1991) for a zero metallicity gas and Ferguson et al. (2005) . Tabulations from the latter work generally include opacity of solid condensates but a few cases without grains are also presented. We compare our results to the latter work over the relatively limited region of overlap. No other pure gaseous opacity tables are readily available for solar metallicity over our temperature and pressure regime.
We discuss the opacity sources and methods for treating line broadening in Section 2. In Section 3 we discuss our chemical equilibrium calculation. Mean opacities are presented and discussed in Section 4.
Molecular Opacity Sources and Data
We maintain a large and constantly updated database of molecular and atomic opacities. Some of the opacities are from standard sources, such as the HITRAN database, while others are a mixture of standard and other sources. In this section we discuss the opacity sources we employ for each molecule of interest. Sharp and Burrows (2007) recently published a thorough discussion of molecular opacities for ultracool dwarfs and discuss which species are of greatest interest for modeling these objects. We refer the reader to that work for more extensive background discussions than are included here. Furthermore, several of the molecular and atomic opacity tabulations that they review are also employed by our group. Thus for a number of opacity sources we simply defer to their discussion. In other cases, particularly for CH 4 , our opacity line list is unique and we discuss it in some detail.
Given a list of atomic transitions, it is further necessary to compute a line shape for each atomic or molecular line. Thus in Section 2.2 we discuss our choices for molecular line shapes and pressure broadening.
Molecular opacities
In this section we discuss the molecules for which we compute opacities (although many more species are included in the chemical equilibrium calculation). The selection of molecules is dictated by the chemistry in solar-composition brown dwarf and extrasolar giant planet atmospheres, and, to some extent, the availability of line data. Our list includes the most important opacity sources at the temperatures appropriate to our calculations as validated by observations of cool stars, brown dwarfs, and giant planets. We do not include certain sources that affect only the far UV portion of the spectra as our high temperature cutoff is currently 4000 K.
Most spectroscopic databases are built upon measurements taken at or near room temperature, and theoretical calculations supply the missing transitions that can become important at high temperatures. If only room temperature databases are used, the transitions from highly excited energy levels (usually referred to as hot bands in the literature) would be missing and the true opacity at elevated temperatures would be substantially underestimated. Whenever possible, we use expanded databases here.
Note that all references to HITRAN are to the HITRAN database. The HITRAN website 1 provides the latest, updated data and copies of all the papers that give details on each molecule included.
• H 2 O: The two most extensive line lists for water are those of Partridge and Schwenke (1997) and Barber et al. (2006) . Both are computational lists with hundreds of mil-lions of lines. We have made extensive comparisons between the two lists and find that over the temperature range relevant to brown dwarf and extrasolar planet atmospheres, the differences are slight. We utilize the former list here, supplemented with lines for minor isotopes (HD 18 O and HD 17 O) from HITRAN 2 . The entire database includes about 2.9 × 10 8 lines. Line widths are computed using H 2 broadening data from Gamache (Gamache et al. 1998; Gamache 2001 ); a recent paper (Ma et al. 2007 ) discusses possible problems with the current implementation of this theory for some other molecules. However, the few examples shown in the Ma et al. paper only cover HF broadened by HF or N 2 . The data for N 2 − HF broadening showed little differences from the earlier theory, leading us to have some confidence in our approach until data is available for H 2 broadening of H 2 O.
We note that Allard et al. (Allard et al. 2000) considered the completeness of the Schwenke H 2 O (and TiO) databases at high temperature and concluded that the water database still lacked transitions from high vibrational energy levels needed for calculating models of M stars and proposed that a then preliminary (and never, to the best of our knowledge, publicly released) database by the Tennyson group was superior for these purposes. However, as discussed above the latest release of the H 2 O database from the Tennyson group (Barber et al. 2006 ) no longer shows a significant difference with the earlier Schwenke result at these temperatures.
• CH 4 : The laboratory analysis of the methane spectrum is incomplete and is unlikely to be completed from laboratory measurements alone. The difficulties arise from the high degree of symmetry of the molecule, which causes a great number of the bands to overlap, and the fact that the average line separation is generally less than the doppler width at room temperature.
The HITRAN methane database is not a true high temperature database because many bands originating from higher vibrational levels are not included. Instead our line lists for 12 CH 4 and 13 CH 4 were generated using the latest Spherical Top Data System (STDS) software (Wenger and Champion 1998) from the group at the University of Bourgogne 3 which allows us to calculate methane spectra to much higher total angular momentum value, J, than tabulated in HITRAN. For the calculations reported here we computed to a maximum rotational level of J max = 60, which likely covers lines of importance in cool objects. Homeier et al. (Homeier et al. 2003 ) also used the STDS software, but only calculated up to J max = 40. For our calculation one band of 13 CH 4 that is missing in the Bourgogne list was added from HITRAN and CH 3 D was included from HITRAN. Extensive line width data for all bands is not available so we separated the available information by reference to the vibrational symmetry of the transitions and applied it to all bands (Brown 1996) . There are about 2 × 10 8 total CH 4 lines in the database. Figure 1 compares our computed hot methane opacity at 1000 K and 10 6 dyne cm −2 to an opacity computed solely from HITRAN data, both without any CH 3 D. There is generally good agreement near band centers and the computational database clearly provides important additions in regions where the HITRAN data are lacking.
Both our database generated from the STDS software and HITRAN do not extend to wavenumbers much higher than about 6400 cm −1 (although many weak lines due to the 2ν 3 band extend up to 10000 cm −1 ). We thus supplement the numerical line database with a continuum opacity derived from laboratory data by Strong (Strong et al. 1993) even though the experimental results are not available at elevated temperatures. This situation is unlikely to improve until new theoretical predictions are available for CH 4 . The currently available laboratory data for bands above 6400 cm −1 remained unanalyzed, in part because of lack of knowledge of the detailed energy levels of the transitions.
Recently Leggett et al. (2007) compared our model spectra produced with the methane line list described above to the spectra of late type T dwarfs. They found that the models still provide a poor match to observed spectra near 1.67 µm, where the models show too much flux. This is just the region where the calculated hot methane line list effectively ends except for the few very high J lines that extend to shorter wavelengths. We note that the CIA opacity of H 2 − H 2 (see below) is predicted to vary rapidly with wavelength (by about a factor of 2) in this region. Thus, the inability to match the observations in this region could be ascribed either to the lack of good methane data, problems in the CIA simulations, or some combination of the two factors. It is also conceivable, but unlikely, that some other opacity source could also be missing from the models in this region. Further improvements to the methane opacity data will eventually resolve this problem.
• NH 3 : For ammonia we rely on the line list from HITRAN supplemented with additional measurements, not yet fully analyzed, made at room temperature. These additional lines are in the 6600 -7000 cm −1 region and are from the ν 3 + 2ν 4 , ν 1 + ν 3 , and the 2ν 3 bands (McBride and Nicholls 1972; Brown 2000) . Only line strengths at 296 K and estimated values for the lower energy level are available for these bands. The final line list has about 34,000 lines. Line widths are computed as arising 90% from collisions with H 2 and 10% with He (from work by Nemchikov as reported in Brown (2000) ).
In their comparison of our spectral models for late T dwarfs to data, Leggett et al. (2007) also considered exploratory models that employed laboratory measurements of ammonia opacity by Irwin et al. (1999) over the spectral range of 0.91 to 1.9 µm. They found that even when atmospheric depletion of ammonia by non-equilibrium chemistry was accounted for, the predicted near-infrared ammonia features were not seen in the spectra of two T8 dwarfs. We conclude that the Irwin et al. data overestimate the ammonia opacity and we do not employ that dataset here.
• CO: As with methane, for carbon monoxide we favor a high temperature line list over that available from HITRAN. We utilize the list from Goorvitch (Goorvitch 1994) which includes bands that originate from highly excited energy levels. We supplement this list with data on ∆V = 4 transitions from Tipping (1993) and somewhat fragmentary information on H 2 and He line widths from the literature (Bulanin et al. 1984 , Le Moal and Severin 1986 , Mannucci 1991 . Minor isotopes missing from the Goorvitch list were added from HITRAN.
• H 2 S: Data for the main isotope of H 2 32 S are from a calculated list by Richard Wattson (Wattson 1996) plus minor isotopes from HITRAN. H 2 broadening was included from data in the literature (Kissel 2002) . There are about 188,000 lines in the list. This list is not a true high temperature list but does include many weak lines below the intensity cutoff of the current HITRAN line list. The wavenumber coverage is thus much greater than HITRAN, extending to 19500 cm −1 .
• PH 3 : For this molecule we use the latest HITRAN list, including new bands and broadening information from Linda Brown (Brown 2000) . The list includes about 20,000 lines.
• TiO: We include five isotopes in our TiO tabulation from David Schwenke (Schwenke 1998) with modifications to the strengths of the δ and φ bands based on a comparison (Allard et al. 2000) of models with stellar spectra. The list of about 1.7 × 10 8 lines includes transitions from higher energy levels. There is no data on broadening from H 2 , instead we compare data from other species such as H 2 S to try to set some reasonable limits on the broadening as discussed in §2.2. The TiO molecular opacities should be reasonably complete for all temperatures considered except perhaps for the very highest values considered in these tables (Allard et al. 2000) As reported in Sharp and Burrows (2007) , one of us (RF) discovered an error in line strengths in the program to convert the predictions of Schwenke (Schwenke 1998 ) from atomic units to HITRAN units, with the strengths being off by a multiplicative factor of 2J ′′ + 1. This error is corrected here.
• VO: For this molecule we rely on the line list, consisting of about 3.1 million lines, from Plez (1998) which is briefly reviewed in Sharp and Burrows (2007) . No information on line broadening is available, so it is treated as was TiO.
• FeH: The line list for FeH is known to be incomplete in the near infrared (Cushing et al. 2005) . We rely on lists tabulated by Dulick et al. (2003) and discussed in more detail by Sharp and Burrows (2007) . Only the most abundant 56 Fe isotope is used. No width data are available so it was estimated by using data for similar molecules from the literature.
• CrH: For this molecule, primarily of interest in M and L dwarfs, we rely on a list from Burrows et al. (2002) which is further reviewed by (Sharp and Burrows 2007) . The list includes 55,300 lines, but again no width data are available and it was estimated.
Line By Line Calculations
As noted previously, we compute the opacity on a fine, fixed wavenumber grid. We add the opacity arising from each individual molecular line (hence, 'line by line') using a program that takes information for each molecular absorber from a database that contains line strengths and positions, the lower energy level and line broadening information. The line profiles are generated from the line database with a Voigt profile algorithm; at higher pressures the profile are essentially Lorentzian. We neglect the problem of how to treat the shape of the far line wings, where it is known (Levy et al. 1992 ) that the line shape should eventually become sub-Lorentzian. In most cases actual measurements, particularly at the higher pressures, are lacking and in many cases only a few theoretical predictions are available for selected bands. We make no attempt to simulate the specialized line shapes that are appropriate in the far IR and microwave regions (see de Pater et al. 2005 , for a discussion in the context of Jupiter's deep atmosphere). The line shapes in these regions are expected to be asymmetric, but because of the large overlap of the low and high frequency wings due to the high density of lines, the effects due to the deviation of the line shape from a Lorentzian will tend to average out and should not cause a significant change in the integrated values of the mean opacities.
Likewise we neglect χ factors (Levy et al. 1992 ) which describe the deviation of the line wings from a pure Lorenztian form. This includes effects such as line mixing and line narrowing, for example. Some information is available for selected species on the deviation of line shapes from a Lorentzian, but in many cases these studies have covered only a single band of a given molecular species, and the broadening agent was usually some mixture of N 2 and O 2 instead of H 2 and He which would be the appropriate choice for brown dwarfs and giant planets. After conducting a number of tests, we found that the inclusion of a χ factor for H 2 O, a major source of opacity, had no substantive effect on the Rosseland mean results. Considering all the other sources of uncertainty, we did not include χ factors in this study.
The collisional (pressure broadened) line widths for several of the species used in our opacity calculations are not well known. In general, there have been no measurements reported in the literature and in many cases the main information about the line positions and intensities that we use comes from theoretical predictions. One could estimate, in principle, the line widths in comparison to other molecules by examining the relative values of the molecular polarizabilities (Hirschfelder et al. 1954; CRC Handbook 2000 -2001 . Unfortunately, even this information is not available to us for many species of interest. It might be possible to again estimate some of these polarizabilities by quantum mechanical calculations but again this data is not currently available. For the one case that can be compared to measurements, namely H 2 S, the large relative value of the static polarizability compared to other molecules in our list does correlate well with the rather large line widths actually measured (Kissel 2002) . Currently, we simply use estimates for the line widths of TiO and the metal hydrides that are ∼ 25 − 50% larger than the line widths for other molecules that are earlier in the periodic table and generally have smaller effective radii when they are formed into molecules.
As a check on the effect of uncertainties in the line broadening for the various metal compounds, we calculated a set of TiO opacities with twice the assumed value of the pressure broadening widths. A direct comparison shows no significant effect on the overall mean opacity. The total value of the absorption is conserved over the line profile as it should be, assuming that the line wings are allowed to extend to larger values at higher pressures. The overall effect of broader lines is to smooth out the central peaks of the absorption lines and to fill in the low points in the far wings. Since the doubled widths approach the largest measured values for any molecule in our study (H 2 S), it is apparent that line width uncertainties of a factor of 2 are not a significant source of error in our calculations.
The remaining line broadening parameters were taken from the literature when available. Available information can include actual measurements or theoretical predictions. In a few cases, no experimental or theoretical data of any kind for H 2 and He broadening was available so estimates of the line width were made. In several cases data was available for broadening by H 2 and He and this was used. The assumed line broadening parameters were scaled by pressure and an assumed temperature dependence for each (T, P ) combination. This temperature dependence could come from actual measurements or from theory. In practice, the laboratory measurements do not cover a very large range in T , but this is usually all that is available (Homeier 2005) . In contrast, the Van der Waals theory of broadening by foreign gases, commonly used in stellar atmospheres calculations, predicts the same temperature dependence for all lines irrespective of their angular momentum quantum numbers and the identity of the foreign broadener is usually assumed to be hydrogen atoms.
The scaling of the line width linearly with pressure ignores the problem of what happens to the line width at very high pressures, as a hard sphere cutoff to the pressure scaling should exist. This is related to the value of the second and higher virial coefficients in the equation of state for the gas. Since reliable experimental data on collision cross sections as derived from viscosity and diffusion data are only available for a few combinations of species and broadener, it is difficult to validate the theory under the physical conditions that apply to the astronomical case for more than a few molecule-broadener combinations. In particular, in the astronomical case the highest pressures are associated with the highest temperatures which is just the region where the parameters that determine the equation of state are the most uncertain.
2.3. Collision Induced Absorption due to H 2 − H 2 , H 2 − He and H 2 − H Collision induced absorption produces a broad continuum that sculpts the foundation of ultracool dwarf spectra. Our source for the subroutines to calculate the collision induced absorption comes from the recent work of A. Borysow and her collaborators (Borysow 2002; Borysow et al. 2000; Borysow et al. 1997; Birnbaum et al. 1996; Zheng & Borysow 1995; Borysow 1992; Borysow & Frommhold 1990; Borysow et al. 1985) . We have used the latest available versions of all programs to compute the CIA absorption due to H 2 −H 2 , H 2 −He and H 2 − H collisions. The FORTRAN programs and opacity tables available on Borysow's web page 4 were used to construct tables that represent the absorption by a mixture of "normal" (3:1) H 2 . This can be contrasted with an "equilibrium" mixture where the ratio of the ortho and para forms of H 2 is 1:1. At the high temperatures of these objects a normal distribution would be expected. This topic is discussed more thoroughly in Massie and Hunten (1982) and Carlson et al. (1992) . In any case, the difference in the results between the two cases is only significant at the lowest temperatures and at the low frequency end of the spectrum. This would lead to small changes in the results of a few percent in these cases, well within the other sources of uncertainty in this problem.
Opacity from Alkali Atoms: Na, K, Cs, Rb and Li
The importance of alkali atoms to atmospheric opacity in cool substellar objects was first recognized from the influence of these atoms of the far red spectra of T dwarfs (Burrows et al. 2000) . These pressure broadened lines, particularly of Na and K, are major opacity sources over certain spectral ranges, temperatures, and densities, particularly above the Na and K condensation temperatures (about 600 K, Lodders (1999a) ). Although the exact form of the line shapes of the alkali atoms due to pressure broadening by H 2 is still not completely understood, it is important to include it. We use a computer code (Burrows et al. 2000 ) kindly provided to us by A. Burrows to generate line profiles for atomic lines of neutral alkali atoms using a line width parameter setting of 1.0 (as defined by those authors). Burrows and Volobuyev (2003) and Allard et al. (2003) have further modeled the pressure broadened alkali lines. Future improvements in understanding of the alkali line widths will certainly impact spectral modeling of ultracool dwarfs and may impact the mean opacities. The importance of the alkali elements to the mean opacities is discussed in Section 4.
Other Opacity Sources
Several other opacity sources are included in our calculation. Bound-free absorption by H and H − and free-free absorption by H, H 2 , H − 2 and H − (see Lenzuni et al. 1991) were added using algorithms provided by Tristan Guillot (Guillot 1999) . Rayleigh scattering from H 2 and Thompson scattering are also included in the Rosseland mean following Lenzuni et al. Opacity from electrons and H atoms does not provide a large contribution to the overall opacity below ∼ 2500 K but becomes important at higher temperatures relevant to M dwarf atmospheres.
The opacity from the more abundant atomic species are not important in our case because our high temperature cases also involve high pressure. Since we are concerned with high gravity objects the fractional abundances of atoms like Fe, Mg, Si, and Al never exceed 8 × 10 −5 and are usually much lower. Furthermore the most important lines for these atoms are in the UV where there is little flux over our temperature regime.
Chemical Equilibrium Calculations
The thermochemical equilibrium abundances used in the opacity models were computed with the CONDOR code described and applied to brown dwarf studies in several papers (e.g., Fegley & Lodders 1994 , Lodders 1999a , Lodders & Fegley 2002 . Brief overviews about the gas and cloud chemistry in substellar atmosphere can be found in Lodders (2004) and . Here we summarize this work and highlight important issues for the problem at hand.
Gas and Condensate Chemistry Computations
The CONDOR code simultaneously computes the chemical equilibrium compositions for more than 2200 gases (including ions) and more than 1700 solids and liquids of all naturally occurring elements by considering dual constraints of mass balance and chemical equilibrium. The major thermodynamic data sources are given in Fegley & Lodders (1994) , and data are frequently updated (see e.g., Lodders 1999b Lodders , 2004 . Note that some frequently used compilations of thermodynamic properties and/or polynomial fits contain errors that also affect compounds important for brown dwarf chemistry (see Appendix 1 in Lodders 2002) . Therefore chemical equilibrium species and abundances computed by other groups could be different than our results if erroneous thermodynamic data were used by them, which can also introduce differences in calculated opacities.
The CONDOR code uses elemental abundances, total pressure and temperature as inputs. We use the solar system abundances in Lodders (2003) , uniformly enhanced or depleted to model metallicity effects where appropriate. Equilibrium compositions considering cloud condensate formation for solar elemental abundances were computed for 324 pressuretemperature sample points in a grid ranging from 50 to 4000 K and log P (dyne cm −2 ) = 2 to +8.5 which spans characteristic conditions in the atmospheres of low mass objects. Similar calculations were done for other metallicities; here we only include results for metallicities of 2 and 1/2 times solar ([M/H] = ±0.3).
Despite the plethora of gas species present in the thermochemical calculations, only a few compounds are abundant or major opacity sources, and the subset of the gases selected here for constructing the opacity tables are discussed in Section 2. Compared to previous solar elemental abundance compilations, the more recent data include significant downward revisions in the C, N, and O abundances around 20% to 40%, which have consequences for the abundances of important opacity sources such as methane, CO, water, and ammonia in substellar atmospheres. The new lower C, N, and O abundances resemble a decrease in CNO metallicity, and a detailed discussion of how metallicity affects the CH 4 /CO and NH 3 /N 2 equilibria is given in Lodders & Fegley (2002) . For example, one important consequence of the lower C, N, and O abundances is that the methane to CO as well as the NH 3 to N 2 conversions are shifted towards higher temperatures (at constant total pressure or gravity), and are shifted towards lower total pressure (at constant temperature).
The thermochemical calculations also include results for deuterium. However, in the opacity modeling for brown dwarfs, the deuterium abundance was set to zero because it is assumed that all D is destroyed in objects more massive than 13 Jupiter masses. Thus, the opacities due from HDO and CH 3 D are not included. However, in lower mass objects, the HDO and CH 3 D opacities must be included and these were calculated using D/H = 1.94 × 10 −5 (Lodders 2003) . However, the additional opacity from HDO and CH 3 D generally has only a very marginal effect on the overall results.
Condensate treatment
The CONDOR code has two principle pathways to treat condensate formation, depending on the desired application. Under ideal equilibrium conditions in protoplanetary disks or stellar winds, gas-solid equilibria are maintained within a cooling gas and therefore high temperature condensates that formed first from a cooling gas (primary condensates) still can react with the gas to form secondary condensates at lower temperatures. A well-known gas-solid reaction is the reaction of primary iron metal with H 2 S gas to secondary troilite (FeS) at low temperatures (see below). However, such reactions may not apply to substellar atmospheres where cloud layer formation prevents the formation of secondary condensates (see Lodders & Fegley 2002) . If a primary condensate settles from the gas into a cloud layer (sometimes called rainout), the primary condensate becomes depleted in the atmosphere above its cloud and cannot participate in reactions that are thermochemically favorable at the cooler temperatures above the cloud. For example, if iron metal condenses and settles into a cloud, the reaction of iron metal with H 2 S to secondary troilite cannot happen. This has important consequences for the gas chemistry because troilite formation would remove all H 2 S (essentially all the atmospheric sulfur inventory) at the low temperatures where troilite would be stable. However, if the secondary troilite does not form, H 2 S remains in the atmosphere until NH 4 SH condenses, which only happens at T << 300 K. The Galileo entry probe mass spectrometer detection of H 2 S at about three times the solar S/H 2 ratio in Jupiter's atmosphere below the NH 4 SH cloud level (Niemann et al. 1998) shows that the cloud layer condensation approach works well in giant planet atmospheres such as in Jupiter (see also Lodders & Fegley 2002 , Visscher et al. 2006 ).
The computations with cloud settling thus require the knowledge of which condensates are primary (formed directly from the gas) and which ones are secondary (formed by gassolid reactions). This is easily gauged from the equilibrium calculations by checking the distribution of an element between condensates and gas. For example, under typical total pressure conditions (e.g., > 10 5 dyne cm −2 ) in substellar atmospheres, iron starts to condense as metal at temperatures above 1600 K, and the metal settles into a cloud layer with a base at the temperature level where metal condensation starts. At the cloud base, iron metal is in evaporation-condensation equilibrium with the hotter atmosphere below. Above the cloud base, the iron gas abundance is determined by the iron vapor pressure of the metal cloud. The iron vapor pressure drops exponentially with the decreasing temperatures above the cloud, and mass balance dictates that more iron is in the condensates, and less iron gas remains in the atmospheric gas. Typically it takes about a 100 − 200 K drop from the condensation temperature (i.e., the temperature where the condensate appears first from a cooling gas) to the temperature where > 99% of an element is removed by its condensate. This is the normal vapor-pressure driven condensation process. The only special consideration here is that the condensate settles so that the amount of condensate becomes depleted at atmospheric levels above the condensate cloud that forms from the settled condensate particles. However, this does not affect the fact that the gas abundances remain established by the vapor pressure over the condensing solid or liquid because the vapor pressure over a substance is independent of the absolute amount of the substance present.
Troilite formation would only occur at temperatures below about 700 K, which is significantly lower than the temperatures at which iron vapor pressures are so low that essentially all iron is condensed. The gas-sold reaction for troilite formation requires the presence of iron metal, but at the temperature level where FeS becomes stable, the iron metal condensate has settled out at greater depth in low mass object atmospheres, and thus, the secondary troilite cannot form.
Note that the thermochemical equilibrium calculations of the gas abundances do not require information about the cloud particle sizes, their settling efficiencies, or the vertical extent of the cloud layer; nor can these calculations provide this information without further model assumptions. These parameters are not needed if we are only interested in gas opacities, however, these parameters are needed if condensate opacities are to be considered, which requires inclusion of a detailed cloud model (see e.g., Marley 2001, Marley et al. 2002) .
Other observations also demonstrate that other refractory elements are depleted by condensate cloud formation at high temperatures deep in the atmospheres of low-mass objects. For example, the gradual disappearance of TiO and VO bands in the optical spectra of L dwarfs requires condensation of Ca-titanates into which VO dissolves (Fegley & Lodders 1994 , Lodders 1999a . The absence of silane (SiH 4 ) indicates deeply seated silicate clouds and the presence of volatile germane (GeH 4 ) in the atmospheres of Jupiter and Saturn shows that germanium did not condense into iron metal at low temperatures (as it did in the solar nebula, see Lodders 2003) because the metal settled (Fegley & Lodders 1994) . The presence of monatomic K gas in the atmospheres of T dwarfs requires that the refractory feldspar anorthite has settled into a deep cloud because otherwise, the more volatile K could dissolve in it at lower temperatures, (e.g., Lodders 1999a, Burrows et al. 2000 , Geballe et al. 2001 , Marley et al. 2002 .
In summary, the major difference for gas chemistry between the "nebula" and "cloudy" cases is that the gas abundances of elements forming condensates by gas-solid reactions will be lower in the "nebula" models than in the "cloudy" models at the temperatures and total pressures where such secondary condensation is expected. In the cloudy models, the secondary condensates cannot form because the solid required for the gas-solid reaction is not present; e.g., anorthite is required for Na and K condensation in solid-solution. Therefore, the gas opacities will be different for the nebula and cloudy models. As a practical matter, the biggest impact on the opacities arises from the timing of removal of gaseous alkali species. In the "cloudy" chemisty, Na and K persist to lower temperatures than would otherwise be the case. The spectra of T dwarfs confirms that in fact the "cloudy" chemistry is the correct choice for atmospheres. Since we neglect grain opacity, the differences in the timing and arrival of the condensates themselves does not impact our opacity calculation.
Results

Mean Opacity Tables
Given the opacities described in Section 2 and the elemental and molecular abundances described in Section 3, we computed Rosseland and Planck mean opacities for three metallicities ([M/H] = −0.3, 0.0, +0.3). The integration over frequency was carried out using a grid of equally spaced wavenumber points. The frequency spacing was based on the temperature and pressure of each layer, such that the spectral resolution was always fine (1/4 of a line width or 0.5 cm −1 , whichever is less) compared to a typical line profile under those conditions. Spacings are as small as 4 × 10 −3 cm −1 in some instances. Such a fine grid is usually not required for mean opacity calculations, but we also use the same grid for high resolution spectral modeling.
Our grid of 324 (P, T ) pairs ranges from 75 to 4000 K and 3 × 10 2 to 3 × 10 8 dyne cm −2 (or 3 × 10 −4 to 300 bar). We do not compute opacities at high pressure and low temperature or high temperature and low pressure, as such points are not reached by brown dwarf and giant planet atmosphere models. The table spacing is not uniform in order to better sample important processes, including water condensation. Figure 2 illustrates the pressuretemperature domain over which we computed opacities as well as the magnitude of the Rosseland mean opacities for a solar composition gas. This figure also shows temperaturepressure profiles computed for Jupiter and a variety of other substellar objects. Tables I,  II , and III provide Rosseland and Planck mean opacities as a function of pressure and temperature for the three metallicities we consider on this grid. The complete tables may be found in the on line supplement to this paper. In the tables opacities have been converted to units of cm 2 /g by calculating the mean molecular weight (for gaseous species only) at each temperature-pressure level, for each chemical composition.
Because of our choice of a uniform pressure-temperature (P, T ) grid, our data are not on a uniform mass density (ρ) grid. For easier comparison with earlier work, we also interpolated to a set of constant densities for graphical purposes. Figures 3 illustrates the Rosseland mean opacities along profiles of constant density. We note that such an interpolation on occasions crosses chemical equilibria and condensation boundaries, which produces some kinks in the interpolated data shown on the figure. 4.2. Opacity from Alkali Atoms: Na, K, Cs, Rb, and Li Perhaps the greatest difference from previous tabulations of mean opacities arises from the inclusion of the pressure-broadened lines of the alkali elements, particularly sodium and potassium. These molecules, with their large absorption cross sections in the far red and very near infrared (Burrows et al. 2000) fill what would otherwise be a region of fairly low opacity. Figure 4 compares the summed opacity as a function of wavenumber at 1400 K and 10 6 dyne cm −2 in our baseline case with a calculation that neglects the alkali opacity. The substantial role of the alkali opacity to the total summed opacity is unmistakable above about 10, 000 cm −1 . The influence of the alkali opacity on the total gaseous mean opacity is illustrated in Figure 5 which compares the Rosseland mean opacity with and without the contribution of alkali metals at several densities. It is clear that at the higher densities the alkali opacity substantially fills in the opacity minimum from about 1000 to 1500 K. Differences at lower densities are slight since the pressure-broadened lines play a much smaller role. Guillot et al. (1994a, b) predicted that low opacity around 1,000 to 2,000 K in Jupiter's deep atmosphere would lead to the formation of a radiative region within what was then expected to be the fully convective deep interior of Jupiter. In Figure 2 it can be seen by extrapolation that Jupiter's deep adiabat indeed passes through a trough in opacity in this temperature range. We now understand that the opacity in this local minimum region-owing to the contribution of pressure-broadened alkali opacity-is much larger than was considered by Guillot et al. (1994a,b) using the opacities available at that time. In a reevaluation of their earlier work, Guillot et al. (2004) indeed found that the alkali opacity is sufficient to prevent substantial energy transport by radiation in Jupiter's interior. The Rosseland opacities we report here are consistent with those used in the latest work by Guillot and collaborators. Thus, despite the intrinsic uncertainty in the alkali line widths at high pressure, a thin radiative shell within the interior of Jupiter need not be considered in the construction of interior models. This removes one source of uncertainty in the construction of evolution and interior models of Jupiter.
As noted in §2.4, the pressure broadened line shape for the alkali metals remains uncertain, particularly at high pressure. In the future, it may be possible to obtain experimental data on the line absorption coefficients of pressure broadened alkali lines so that the effects of their shapes on the total opacity can be quantified to replace the semi empirical profiles (Johnas et al. 2006 ).
Discussion
The opacities and chemical equilibrium calculations described here are examples of the current state of the art for understanding giant planet and brown dwarf atmospheres. Nevertheless, a number of uncertainties remain, particularly in the treatment of the opacities at high temperatures. Because it is a dominant source of opacity, of course water is of special concern, but comparisons between the most recent theoretical line lists suggest that, at least the the temperatures considered here, the line list is in reasonably good shape. Further work on calculating an updated version of the the water spectrum is currently underway. Missing opacity at high temperatures is certainly a problem in even greater measure for most of the other molecular opacities, particularly methane, but these other molecules are generally less important than water to the mean opacity. In fact, only water, CO, TiO, and to a lesser extent VO have a significant contribution from hot bands while CH 4 and, to a lesser extent, H 2 S contain lines originating from higher rotational quantum values which have been predicted from a mixture of theory and available experimental data.
For comparisons with spectra of ultracool dwarfs, however, the lack of adequate high temperature opacities for methane and ammonia is an important limitation (e.g., Leggett et al. 2007) . Improving this situation will require in the case of methane a substantial theoretical and computational effort. Newer data are under development for water by David Schwenke and for CO by one of us (R.F.) that would allow a recomputation of the line lists. In the case of water this could lead to a better representation of the opacity at the highest temperatures, while any changes in the CO database will probably be less substantial.
Because the calculations presented here do not include condensates as an opacity source a direct comparison with earlier work that includes grains is difficult. In our brown dwarf and extrasolar planet modeling calculations cloud opacity is computed from the local description of the atmospheric structure, rather than relying on a pre-computed table. Because these additional sources of opacity may appear at different pressures and temperatures in a series of models depending on the assumptions built into the calculation, it is not possible to give a general set of results that include solid material. Any such tables must be regarded with some caution as condensate size and abundance depends on other parameters, including the convective velocity, and no single prescription as a function of only density and temperature can be given. In fact the grain opacity plays an important role in the gaseous accretion of giant planets by the core accretion mechanism (Hubickyj et al. 2005 ).
We show in Figure 6 a comparison with recent grain free calculations (Ferguson et al. 2005 ). This work uses updated atomic abundances to compute mean opacities at relatively low densities relevant to circumstellar disks. As such the region of overlap in density and temperature is relatively small. In the overlapping region, however, the correspondence is reasonably good. Since this is a low density region, the effect of the alkali opacity is negligible and is not a factor.
Conclusion
The tables presented here and in the on line supplement to this paper provide Rosseland and Planck mean opacities for three elemental compositions relevant to the study of ultracool dwarfs and extrasolar giant planets. We have also described the databases for line transitions and our approach to computing the line broadening as well as the chemical equilibrium calculation. Future improvements in the molecular opacities-particularly at high temperature-will certainly improve the quality of model spectra for the comparison with astronomical data. Barring the addition of substantial new opacity sources or further updates to the solar abundance of the elements, we do not expect to see significant changes to the Rosseland and Planck mean opacities reported here.
We thank Tristan Guillot for providing his hydrogen opacity routine and for helpful advice, Jonathan Fortney for help with figures and formatting, Didier Saumon for helpful conversations, Adam Burrows for use of his alkali atom opacity code, and the referee for suggestions which improved the manuscript. We also received generous support from David Schwenke and his collaborators. He has provided extensive calculations and information concerning the quantum mechanical modeling of various spectra. R.F. acknowledges support from NASA grant NAG5-4970, M.M. acknowledges support from the NASA Office of Space Sciences. Work by K.L. is supported by NSF grant AST0406963 and NASA grant NNG06GC26G. -Opacity κ at 10 6 dyne cm −2 (1 bar) and 1000 K as a function of wavenumber for two opacity databases of the CH 4 molecule. Black data are computed from the standard HITRAN database. Red curve is derived from our computational database, as described in the text. -Total opacity as a function of wavenumber at 1400 K and 1 bar. Thin curve gives opacity without the contribution of alkali atoms. Thicker curve shows summed opacity including alkalis, computed using the theory of Burrows, Marley, and Sharp (1999) . Under these conditions the alkali opacity dominates at wavenumbers above about 10, 000 cm −1 . The derivative of the Planck function, dB/dT , which weights the opacity in the computation of the Rosseland mean, is shown as as a dotted line on an arbitrary log scale. (bottom) to 1 × 10 −2 g/cm 3 . Solid line denotes our standard calculation, the dotted line is for a case with the alkali opacity set equal to zero. The alkali opacity substantially increases the mean opacity at high densities and temperatures above about 1000 K. Differences in the lowest density case plotted are negligible. Fig. 6 .-Rosseland mean opacity as a function of density for three temperatures. Solid and broken lines are the "no grain" opacity from Ferguson et al. (2005) for three temperatures (specifically their case with X = 0.7 and Z = 0.02, filename="cunha06.nog.7.02.tron"). This opacity database is optimized for protostellar disks and thus there is relatively little overlap in density space with the cool atmospheric conditions we consider here. The closest densities from our calculation (including alkali opacity) are shown as isolated symbols. There is excellent agreement at 2000 K. The trends for 1000 and 3000 K suggest reasonably good agreement between the two calculations.
