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SUMMARY
The present work studies some aspects of random matrix theory. Its first part is
devoted to the asymptotics of random matrices with infinitely divisible, in particular
heavy-tailed, entries. Its second part focuses on relations between limiting law in
subsequence problems and spectra of random matrices.
In Chapter II, we give concentration inequalities for the spectral measure, with
respect to the Wasserstein distance, or for the maximal eigenvalue of random Hermi-
tian matrices with infinitely divisible (not necessarily independent) entries. For such
matrices, the classical techniques, which rely on the independence and/or the finite
moments properties of the entries, no longer apply. Results for the spectral measure
of matrices with stable entries are also obtained; leading to different rates of decay
for different ranges of deviation. Finally, concentration results for various functions
of Wishart matrices are also derived.
In Chapter III and Chapter IV, interactions between spectra of classical Gaus-
sian ensembles and subsequence problems are studied with the help of the powerful
machinery of Young tableaux. For the random word problem, from an ordered fi-
nite alphabet, the shape of the associated Young tableaux is shown to converge to
the spectrum of the (generalized) traceless GUE. Various properties of the (general-
ized) traceless GUE are established, such as a law of large numbers for the extreme
eigenvalues and the convergence of the spectral measure towards the semicircle law.
The limiting shape of the whole tableau is also obtained as a Brownian functional.
The Poissonized word problem is finally discussed, and, using Poissonization, the
convergence of the whole Poissonized tableaux is derived.
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CHAPTER I
INTRODUCTION
Large random matrices have recently attracted a lot of attention in fields such as
statistics, mathematical physics or combinatorics (e.g., see Mehta [49], Bai and Sil-
verstein [7], Johnstone [41], Anderson, Guionnet and Zeitouni [3]). For various classes
of matrix ensembles, the asymptotic behavior of the, properly centered and normal-
ized, spectral measure or of the largest eigenvalue is understood. Many of these results
hold true for matrices with independent entries satisfying some moment conditions
(Wigner [66], Tracy and Widom [61], Soshnikov [56], Girko [21], Pastur [51], Bai [6],
Go¨tze and Tikhomirov [23]).
There is relatively little work outside the independent or finite second moment as-
sumptions. Let us mention Soshnikov [58] who, using ideas from perturbation theory,
studied the distribution of the largest eigenvalue of Wigner matrices with entries hav-
ing heavy tails. (Recall that a real (or complex) Wigner matrix is a symmetric (or Her-
mitian) matrix whose entries Mi,i, 1 ≤ i ≤ N , and Mi,j, 1 ≤ i < j ≤ N , form two in-
dependent families of iid (complex valued in the Hermitian case) random variables.) In
particular, (see [58]), for a properly normalized Wigner matrix with entries belonging
to the domain of attraction of an α-stable law, limN→∞ PN(λmax ≤ x) = exp (−x−α)
(here λmax is the largest eigenvalue of such a normalized matrix). Further, Soshnikov
and Fyodorov [60], using the method of determinants, derived results for the largest
singular value of K×N rectangular matrices with independent Cauchy entries, show-
ing that the largest singular value of such a matrix is of order K2N2 (see also the
survey article [59], where band and sparse matrices are studied). Very recently, Ben
Arous and Guionnet [4] studied the N × N symmetric matrices whose entries are
1
iid and in the domain of attraction of an α-stable law. They showed, that if the
eigenvalues are normalized by a constant of order N1/α, the corresponding spectral
distribution converges in expectation to a law with heavy-tail. They also explored
some properties of the limiting distribution.
On another front, Guionnet and Zeitouni [25], gave concentration results for func-
tionals of the empirical spectral measure of, self-adjoint, random matrices whose
entries are independent and either satisfy a logarithmic Sobolev inequality or are
compactly supported. They obtained, for such matrices, the subgaussian decay of
the tails of the empirical spectral measure when it deviates from its mean. They also
noted that their technique could be applied to prove results for the largest eigenvalue
or for the spectral radius of such matrices. Alon, Krivelevich and Vu [2] further
obtained concentration results for any of the eigenvalues of a Wigner matrix with
uniformly bounded entries (see, Ledoux [44] for more developments and references).
The present work, in Chapter II, deals with matrices whose entries form a gen-
eral infinitely divisible vector, and in particular a stable one (without independence
assumption). As well known, unless degenerated, an infinitely divisible random vari-
able cannot be bounded. We obtain concentration results for functionals of the cor-
responding empirical spectral measure, allowing for any type of light or heavy tails.
The methodologies developed here apply as well to the largest eigenvalue or to the
spectral radius of such random matrices.
The second part of this thesis studies some of the connections between subsequence
problems and classical matrix ensembles. One of the most remarkable achievements
in modern random matrix theory is the identification by Tracy and Widom [61] of the
distribution which now bears their names. The Tracy-Widom distribution gives the
fluctuations of, the properly centered and normalized, largest eigenvalue of a matrix
taken from the Gaussian Unitary Ensemble (GUE). Since then, the fluctuations of
some apparently disconnected models have also been shown to be governed by the
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same limiting law. This is, for example, the case for the length of the longest increasing
subsequence of a random permutation (Baik, Deift and Johansson [8]) as well as some
last-passage time percolation problems (Johansson [38]). We refer the reader to [44]
for a survey of such topics. Following this path, the relevance of maximal eigenvalues
to longest increasing subsequence problems will be further studied in Chapter III and
Chapter IV. Young tableaux are closely related to subsequence problems, last-passage
time models and Gaussian ensembles, and so they provide one of the main tools in our
approach. We consider the finite alphabet random word problem, both uniform and
non-uniform, and prove that the limiting shape of the corresponding Young tableaux
is the spectrum of a certain matrix ensemble. Then, letting the size of the alphabet
vary, we obtain the Tracy-Widom distribution.
3
CHAPTER II
CONCENTRATION INEQUALITIES
2.1 Spectral Measure of Random Matrices
The study of concentration of measure phenomenon started in the previous century
and it has interesting applications in probability theory (see Ledoux [42]). One of
the most powerful example is the Gaussian concentration which states, if a Borel set
B ⊂ Rn is of canonical Gaussian measure γ(B) ≥ 1/2, for each r ≥ 0,
γ(Br) ≥ 1− e−r2/2,
where Br is the r-th Euclidean neighborhood of B and where
γ(dx) = (2pi)−n/2e−
∑n
i=1 x
2
i /2dx.
This Gaussian concentration property can be expressed equivalently on functions.
Let F be a Lipschitz function on Rn with ‖F‖Lip ≤ 1. The set B = {F ≤ m(F )}
has measure γ(B) ≥ 1/2, where m(F ) is any median of F with respect to γ, and
moreover for each r ≥ 0, {F −m(F ) ≤ r} ⊂ Br. Thus,
γ (F ≥ m(F ) + r) ≤ e−r2/2,
which when combined with the same inequality for −F , namely,
γ (−F ≥ m(−F ) + r) ≤ e−r2/2,
gives,
γ
(∣∣F −m(F )∣∣ ≥ r) ≤ 2e−r2/2. (2.1.1)
A remarkable feature of (2.1.1) is its dimension free character, i.e., its right hand
side does not depend on the dimension n. The same inequality holds true when
4
the median m(F ) is replaced by the mean
∫
Fdγ. A natural application of measure
concentration to random matrix theory is to provide concentration inequalities for
the eigenvalues. For symmetric (or Hermitian) matrices, since all the real eigenvalues
are Lipschitz functions of the entries, concentration inequalities can be obtained for
various ensembles. This is, for example, the case for the Gaussian Unitary Ensemble
(GUE). With this approach, the large deviation bound obtained for the maximal
eigenvalue is of the correct order, however, the order of the small deviation is not.
Besides the well known results for Gaussian measures, concentration for infinitely
divisible, and in particular for the α-stable measures (Houdre´ [28], Houdre´ and Mar-
chal [31], Houdre´ and Breton [14]) have been recently obtained. These provide the
main tools for the following investigations.
Following the lead of Guionnet and Zeitouni [25], let us start by setting our nota-
tion and framework.
Let MN×N(C) be the set of N × N Hermitian matrices with complex entries,
which is throughout equipped with the Hilbert-Schmidt (or Frobenius or entrywise
Euclidean) norm:
‖M‖ =
√
tr(M∗M) =
√√√√ N∑
i,j=1
|Mi,j|2.
Let f be a real valued function on R. The function f can be viewed as mapping
MN×N(C) to MN×N(C). Indeed, for M = (Mi,j)1≤i,j≤N ∈ MN×N(C), so that
M=UDU∗, where D is a diagonal matrix, with real entries λ1, ..., λN , and U is a
unitary matrix, set
f(M) = Uf(D)U∗, f(D) =

f(λ1) 0 · · · 0
0 f(λ2) · · · 0
...
...
. . .
...
0 0 · · · f(λN)

.
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Let tr(M) =
∑N
i=1Mi,i be the trace operator on MN×N(C) and set also
trN(M) =
1
N
N∑
i=1
Mi,i.
For a N × N random Hermitian matrix with eigenvalues λ1, λ2, ..., λN , let FN(x) =
1
N
∑N
i=1 1{λi≤x} be the corresponding empirical spectral distribution function. As well
known, if M is a N ×N Hermitian Wigner matrix with E[M1,1] = E[M1,2] = 0,
E[|M1,2|2] = 1, and E[M21,1] < ∞, the spectral measure of M/
√
N converges to the
semicircle law: σ(dx) =
√
4− x21{|x|≤2}dx/2pi ([3]).
We study below the tail behavior of either the spectral measure or the linear
statistic of f(M) for classes of matricesM. Still following Guionnet and Zeitouni, we
focus on a general random matrix XA given as follows:
XA = ((XA)i,j)1≤i,j≤N , XA = X∗A, (XA)i,j =
1√
N
Ai,jωi,j,
with (ωi,j)1≤i,j≤N = (ωRi,j+
√−1ωIi,j)1≤i,j≤N , ωi,j = ωj,i, and where ωi,j, 1 ≤ i ≤ j ≤ N ,
is a complex valued random variable with law Pi,j = P
R
i,j +
√−1P Ii,j, 1 ≤ i ≤ j ≤ N ,
with P Ii,i = δ0 (by the Hermite property). Moreover, the matrix A = (Ai,j)1≤i,j≤N
is Hermitian with, in most cases, non-random complex valued entries uniformly
bounded, say, by a. Different choices for the entries of A allow to cover various
types of ensembles. Here are some examples originating in [25].
Example 2.1.1 If ωi,j, 1 ≤ i < j ≤ N , and ωi,i, 1 ≤ i ≤ N , are iid N(0, 1) random
variables, taking Ai,i =
√
2 and Ai,j = 1, for 1 ≤ i < j ≤ N gives the GOE (Gaussian
Orthogonal Ensemble).
Example 2.1.2 If ωRi,j, ω
I
i,j, 1 ≤ i < j ≤ N , and ωRi,i, 1 ≤ i ≤ N , are iid N(0, 1) ran-
dom variables, taking Ai,i = 1 and Ai,j = 1/
√
2, for 1 ≤ i < j ≤ N gives the GUE
(Gaussian Unitary Ensemble).
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Example 2.1.3 If ωRi,j, ω
I
i,j, 1 ≤ i < j ≤ N , and ωRi,i, 1 ≤ i ≤ N , are two independent
families of real valued random variables, taking Ai,j = 0 for |i− j| large and Ai,j = 1
otherwise, gives band matrices.
Proper choices of non-random Ai,j also make it possible to cover Wishart matrices,
as seen in the later part of this section. In certain instances, A can also be chosen
to be random, like in the case of diluted matrices, in which case Ai,j, 1 ≤ i ≤ j ≤ N ,
are iid Bernoulli random variables (see [25]).
On RN2 , let PN be the joint law of the random vector X = (ωRi,i, ωRi,j, ωIi,j),
1 ≤ i < j ≤ N , where it is understood that the indices for ωRi,i are 1 ≤ i ≤ N . Let
EN be the corresponding expectation. Denote by µˆNA , the empirical spectral measure
of the eigenvalues of XA, and further note that
trNf(XA) =
1
N
tr(f(XA)) =
∫
R
f(x)µˆNA(dx),
for any bounded Borel function f . For a Lipschitz function f : Rd → R, set
‖f‖Lip = sup
x6=y
|f(x)− f(y)|
‖x− y‖ ,
where throughout ‖ · ‖ is the Euclidean norm.
Definition 2.1.1 For any c > 0, Lip(c) := {f : ‖f‖Lip ≤ c}.
Each element M of MN×N(C) has a unique collection of eigenvalues λ = λ(M) =
(λ1, · · · , λN) listed in non increasing order according to multiplicity in the simplex
SN = {λ1 ≥ · · · ≥ λN : λi ∈ R, 1 ≤ i ≤ N},
where throughout SN is equipped with the Euclidian norm ‖λ‖ =
√∑N
i=1 λ
2
i . It is a
classical result sometimes called Lidskii’s theorem ([55]), that the mapMN×N(C)→
SN which associates to each Hermitian matrix its ordered list of real eigenvalues is
1-Lipschitz ([27], [42]). For a matrix XA under consideration with eigenvalues λ(XA),
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it is then clear that the map ϕ : (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N 7→ λ(XA) is Lipschitz, from
(RN2 , ‖ · ‖) to (SN , ‖ · ‖), with Lipschitz constant bounded by a√2/N . Moreover,
for any real valued Lipschitz function F on SN with Lipschitz constant ‖F‖Lip, the
map F ◦ ϕ is Lipschitz, from (RN2 , ‖ · ‖) to R, with Lipschitz constant at most
a‖F‖Lip
√
2/N .
Example 2.1.4 The maximal eigenvalue λmax(XA) = λ1(XA) and, in fact, any one
of the N eigenvalues is a Lipschitz function with Lipschitz constant at most a
√
2/N .
Example 2.1.5 The spectral radius ρ(XA) = max
1≤i≤N
|λi| is a Lipschitz function with
Lipschitz constant at most a
√
2/N .
Example 2.1.6 For any Lipschitz function f : R → R, trN(f(XA)) is a Lipschitz
function with Lipschitz constant at most
√
2a‖f‖Lip/N .
These observations (and our results) are also valid for the real symmetric matrices,
with proper modification of the Lipschitz constants.
2.2 Hermitian Random Matrices with Infinitely Divisible
Entries
Definition 2.2.1 X is a d-dimensional infinitely divisible random vector without
Gaussian component, X ∼ ID(β, 0, ν), if its characteristic function is given by,
ϕX(t) = Eei〈t,X〉
= exp
{
i〈t, β〉+
∫
Rd
(
ei〈t,u〉 − 1− i〈t, u〉1‖u‖≤1
)
ν(du)
}
, (2.2.1)
where t, β ∈ Rd and ν 6≡ 0 (the Le´vy measure) is a positive measure on B(Rd), the
Borel σ-field of Rd, without atom at the origin, and such that
∫
Rd(1 ∧ ‖u‖2)ν(du) <
+∞.
Example 2.2.1 Well known examples of the infinitely divisible distributions are Gaus-
sian and the Cauchy distribution on Rd, for any d ≥ 1. The Poisson, geometric, neg-
ative binomial, exponential and gamma distributions on R are also infinitely divisible.
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The vector X has independent components if and only if its Le´vy measure ν is
supported on the axes of Rd and is thus of the form:
ν(dx1, . . . , dxd)=
d∑
k=1
δ0(dx1) . . . δ0(dxk−1)ν˜k(dxk)δ0(dxk+1) . . . δ0(dxd), (2.2.2)
for some one-dimensional Le´vy measures ν˜k. Moreover, the ν˜k are the same for all
k = 1, . . . , d, if and only if X has identically distributed components.
We start with a proposition, which is a direct consequence of the concentration in-
equalities obtained in [28] for general Lipschitz function of infinitely divisible random
vectors with finite exponential moment.
Proposition 2.2.2 Let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be a random vector with joint law
PN ∼ ID(β, 0, ν) such that EN[et‖X‖] < +∞, for some t > 0 and let T = sup{t > 0 :
EN
[
et‖X‖
]
< +∞}. Let h−1 be the inverse of
h(s) =
∫
RN2
‖u‖(es‖u‖ − 1)ν(du), 0 < s < T.
(i) For any Lipschitz function f ,
PN
(
trN(f(XA))− EN [trN(f(XA))]≥δ
)≤exp{− ∫ Nδ√2a‖f‖Lip
0
h−1(s)ds
}
,
for all 0 < δ <
√
2a‖f‖Liph (T−) /N .
(ii) Let λmax(XA) be the largest eigenvalue of the matrix XA. Then,
PN
(
λmax(XA)− EN [λmax(XA)] ≥ δ
) ≤ exp{− ∫ √Nδ√2a
0
h−1(s)ds
}
,
for all 0 < δ <
√
2ah (T−) /
√
N .
The following proposition gives an estimate on any median (or the mean, if it
exists) of a Lipschitz function of an infinitely divisible vector X. It is used in most
of the results presented below. The first part is a consequence of Theorem 1 in [32],
while the proof of the second part can be obtained as in [32].
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Proposition 2.2.3 Let X= (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N ∼ ID(β, 0, ν) in RN2. Let V 2(x)=∫
‖u‖≤x ‖u‖2ν(du), ν¯(x) =
∫
‖u‖>x ν(du), and for any γ > 0, let pγ = inf
{
x > 0 : 0 <
V 2(x)/x2 ≤ γ}. Let f ∈ Lip(1), then for any γ such that ν¯(pγ) ≤ 1/4,
(i) any median m(f(X)) of f(X) satisfies
|m(f(X))− f(0)| ≤ G1(γ) := pγ
(√
γ + 3kγ(1/4)
)
+ Eγ,
(ii) the mean EN [f(X)] of f(X), if it exists, satisfies
|EN [f(X)]− f(0)| ≤ G2(γ) := pγ
(√
γ + kγ(1/4)
)
+ Eγ,
where kγ(x), x > 0, is the solution, in y, of the equation
y − (y + γ) ln
(
1 +
y
γ
)
= ln x,
and where
Eγ =
(
N2∑
k=1
(
〈ek, β〉 −
∫
pγ<‖y‖≤1
〈ek, y〉ν(dy) +
∫
1<‖y‖≤pγ
〈ek, y〉ν(dy)
)2)1/2
, (2.2.3)
with e1, e2, . . . , eN2 being the canonical basis of RN
2
.
Our first result deals with the spectral measure of a Hermitian matrix whose
entries on and above the diagonal form an infinitely divisible random vector with
finite exponential moments. Below, for any b > 0, c > 0, let
Lipb(c) =
{
f : R→ R : ‖f‖Lip ≤ c, ‖f‖∞ ≤ b
}
,
while for a fixed compact set K ⊂ R, with diameter |K| = sup
x,y∈K
|x− y|, let
LipK(c) := {f : R→ R : ‖f‖Lip ≤ c, supp(f) ⊂ K},
where supp(f) is the support of f .
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Theorem 2.2.4 Let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be a random vector with joint law
PN ∼ ID(β, 0, ν) such that EN [et‖X‖] < +∞, for some t > 0. Let T = sup{t ≥ 0 :
EN
[
et‖X‖
]
< +∞} and let h−1 be the inverse of
h(s) =
∫
RN2
‖u‖(es‖u‖ − 1)ν(du), 0 < s < T.
(i) For any compact set K ⊂ R,
PN
(
sup
f∈LipK(1)
|trN(f(XA))− EN [trN(f(XA))] | ≥ δ
)
≤ 8|K|
δ
exp
{
−
∫ Nδ2
8
√
2a|K|
0
h−1(s)ds
}
, (2.2.4)
for all δ > 0 such that δ2 < 8
√
2a|K|h (T−) /N .
(ii)
PN
(
sup
f∈Lipb(1)
|trN(f(XA))− EN [trN(f(XA))] | ≥ δ
)
≤ C(δ, b)
δ
exp
{
−
∫ Nδ2√
2aC(δ,b)
0
h−1(s)ds
}
, (2.2.5)
for all δ > 0 such that δ2 ≤ √2aC(δ, b)h(T−)/N , where
C(δ, b) = C
(√
2a√
N
(
G2(γ) + h(t0)
)
+ b
)
,
with G2(γ) as in Proposition 2.2.3, C a universal constant, and with t0 the
solution, in t, of th(t)− ∫ t
0
h(s)ds− ln(12b/δ) = 0.
Proof. For part (i), following the proof of Theorem 1.3 of [25], without loss of
generality, by shift invariance, assume that min{x : x ∈ K} = 0. Next, for any v > 0,
let
gv(x) =

0 if x ≤ 0
x if 0 < x < v
v if x ≥ v.
(2.2.6)
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Clearly gv ∈ Lip(1) with ‖gv‖∞ = v. Next for any function f ∈ LipK(1), any ∆ > 0,
define recursively f∆(x) = 0 for x ≤ 0, and for (j − 1)∆ ≤ x ≤ j∆, j = 1, . . . , d x∆e,
let
f∆(x) =
d x
∆
e∑
j=1
g
(j)
∆ ,
where g
(j)
∆ := (21{f(j∆)>f∆((j−1)∆)} − 1)g∆(x− (j − 1)∆). Then |f − f∆| ≤ ∆ and the
1-Lipschitz function f∆ is the sum of at most |K|/∆ functions g(j)∆ ∈ Lip(1), regardless
of the function f . Now, for δ > 2∆,
PN
(
sup
f∈LipK(1)
∣∣trN(f(XA))− EN [trN(f(XA))]∣∣ ≥ δ)
≤ PN
(
sup
f∈LipK(1)
{∣∣trN(f∆(XA))− EN(trN(f∆(XA)))∣∣+ ∣∣trN(f(XA))
− trN(f∆(XA))
∣∣+ ∣∣EN [trN(f(XA))]− EN [trN(f∆(XA))]∣∣} ≥ δ)
≤ PN
(
sup
f∆
∣∣trN(f∆(XA))− EN(trN(f∆(XA)))∣∣ > δ − 2∆)
≤ |K|
∆
sup
g
(j)
∆ ∈Lip(1)
PN
(∣∣trN(g(j)∆ (XA))− EN [trN(g(j)∆ (XA))]∣∣ ≥ ∆(δ − 2∆)|K|
)
≤ 8|K|
δ
exp
{
−
∫ Nδ2
8
√
2a|K|
0
h−1(s)ds
}
, (2.2.7)
whenever 0 < δ <
√
8
√
2a|K|h (T−) /N , and where the last inequality follows from
part (i) of the previous proposition by taking also ∆ = δ/4.
In order to prove part (ii), for any f ∈ Lipb(1), i.e, such that ‖f‖Lip ≤ 1, ‖f‖∞ ≤ b,
and any τ > 0, let fτ be given via:
fτ (x) =

f(x) if |x| < τ
f(τ)− sign(f(τ))(x− τ) if τ ≤ x < τ + |f(τ)|
f(−τ) + sign(f(−τ))(x+ τ) if −τ − |f(−τ)| < x ≤ −τ
0 otherwise.
(2.2.8)
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Clearly fτ ∈ Lip(1) and supp(fτ ) ⊂ [−τ − |f(−τ)|, τ + |f(τ)|]. Moreover,
sup
f∈Lipb(1)
∣∣∣trN(f(XA))−EN(trN(f(XA)))∣∣∣
≤ sup
f∈Lipb(1)
∣∣∣trN(fτ (XA))− EN(trN(fτ (XA)))∣∣∣
+ sup
f∈Lipb(1)
∣∣∣trN(f(XA)− fτ (XA))− EN [trN(f(XA)− fτ (XA))]∣∣∣
≤ sup
f∈Lipb(1)
∣∣∣trN(fτ (XA))− EN(trN(fτ (XA)))∣∣∣
+ 2trN(gb(|XA| − τ)) + 2EN [trN(gb(|XA| − τ))], (2.2.9)
with gb given as in (2.2.6). Now,
PN
(
sup
f∈Lipb(1)
|trN(f(XA))− EN(trN(f(XA)))| ≥ δ
)
≤ PN
(
sup
f∈Lipb(1)
|trN(fτ (XA))− EN(trN(fτ (XA)))| ≥ δ
3
)
+ PN
(
2trN(gb(|XA| − τ)) + 2EN [trN(gb(|XA| − τ))] ≥ 2δ
3
)
≤ PN
(
sup
f∈Lipb(1)
|trN(fτ (XA))− EN(trN(fτ (XA)))| ≥ δ
3
)
+ PN
(
trN(gb(|XA| − τ))− EN [trN(gb(|XA| − τ))] ≥ δ
3
− 2EN [trN(gb(|XA| − τ))]
)
≤ PN
(
sup
f∈Lipb(1)
|trN(fτ (XA))− EN(trN(fτ (XA)))| ≥ δ
3
)
+ PN
(
trN(gb(|XA| − τ))− EN [trN(gb(|XA| − τ))] ≥ δ
3
− 2bEN [trN(1{|XA|≥τ}]
)
.
(2.2.10)
Let us first bound the second probability in (2.2.10). Recall that the spectral radius
ρ(XA) = max
1≤i≤N
|λi| is a Lipschitz function of X with Lipschitz constant at most
a
√
2/N . Hence, for any 0 < t ≤ T , and γ > 0 such that ν¯(pγ) ≤ 1/4,
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EN [trN(1{|XA|≥τ})] =
1
N
N∑
i=1
PN
(
|λi(XA)| ≥ τ
)
≤ PN(ρ(XA) ≥ τ)
≤ PN
(√
N√
2a
ρ(XA)−
√
N√
2a
EN
[
ρ(XA)
] ≥ √N√
2a
τ −G2(γ)
)
≤ exp
{
H(t)−
(√
N√
2a
τ −G2(γ)
)
t
}
(2.2.11)
where, above, we have used Proposition 2.2.3 in the next to last inequality and where
the last inequality follows from Theorem 1 in [28] (p. 1233) with
H(t) =
∫ t
0
h(s)ds =
∫
RN2
(
et‖u‖ − t‖u‖ − 1)ν(du).
We want to choose τ , such that EN [trN(1{|XA|≥τ})] ≤ δ/12b. This can be achieved if
√
N√
2a
τ −G2(γ) ≥
ln 12b
δ
+H(t)
t
. (2.2.12)
Since
d
dt
(
ln 12b
δ
+H(t)
t
)
=
th(t)− ln 12b
δ
−H(t)
t2
,
and
d2
dt2
(
ln 12b
δ
+H(t)
t
)
=
t3H
′′
(t)− 2t(th(t)− ln 12b
δ
−H(t))
t4
,
it is clear that the right hand side of (2.2.12) is minimized when t = t0, where t0 is
the solution of
th(t)−H(t)− ln 12b
δ
= 0,
and the minimum is then h(t0).
Thus, if
τ = C0(δ, b) :=
√
2a√
N
(
G2(γ) + h(t0)
)
, (2.2.13)
then
EN [trN(1{|XA|≥τ})] ≤
δ
12b
,
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and so,
PN
(
trN(gb(|XA| − τ))− EN [trN(gb(|XA| − τ))] ≥ δ
3
− 2bEN [trN(1{|XA|≥τ}]
)
≤ PN
(
trN(gb(|XA| − τ))− EN [trN(gb(|XA| − τ))] ≥ δ
6
)
≤ exp
{
−
∫ Nδ
6
√
2a
0
h−1(s)ds
}
, (2.2.14)
for all 0 < δ < 6
√
2ah (T−) /N , where Proposition 2.2.2 is used in the last inequality.
For τ chosen as in (2.2.13), letting K = [−τ − b, τ + b], it follows that for any
f ∈ Lipb(1), fτ ∈ LipK(1). By part (i), the first term in (2.2.10) is such that
PN
(
sup
f∈Lipb(1)
|trN(fτ (XA))− EN(trN(fτ (XA)))| ≥ δ
3
)
≤ PN
(
sup
fτ∈LipK(1)
|trN(fτ (XA))− EN [trN(fτ (XA))]| ≥ δ
3
)
≤ 48(C0(δ, b) + b)
δ
exp
{
−
∫ Nδ2
144
√
2a(C0(δ,b)+b)
0
h−1(s)ds
}
, (2.2.15)
for all 0 < δ2 ≤ 144√2a(C0(δ, b) + b)h(T−)/N .
Hence, returning to (2.2.10), using (2.2.14) and (2.2.15) and for
δ < min
{
6
√
2ah
(
T−
)
/N,
√
144
√
2a
(
C0(δ, b) + b
)
h(T−)/N
}
,
we have
PN
(
sup
f∈Lipb(1)
|trN(f(XA))− EN(trN(f(XA)))| ≥ δ
)
≤ 224(C0(δ, b) + b)
δ
exp
{
−
∫ Nδ
6
√
2a
δ
24(C0(δ,b)+b)
0
h−1(s)ds
}
+ exp
{
−
∫ Nδ
6
√
2a
0
h−1(s)ds
}
≤
(
2 +
1
12
)
24(C0(δ, b) + b)
δ
exp
{
−
∫ Nδ2
144
√
2a(C0(δ,b)+b)
0
h−1(s)ds
}
, (2.2.16)
since only the case δ ≤ 2b presents some interest (otherwise the probability in the
statement of the theorem is zero). Part (ii) is then proved.
¤
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Remark 2.2.5 (i) The order of C(δ, b) in part (ii) can be made more specific.
Indeed, it will be clear from the proof of this theorem (see (2.2.12)), that for any
fixed t∗, 0 < t∗ ≤ T ,
C(δ, b) ≤ C
(√
2a√
N
( ln 12b
δ
t∗
+
∫ t∗
0
h(s)ds
t∗
+G2(γ)
))
.
(ii) As seen from the proof (see (2.2.11)), in the statement of the above theorem,
G2(γ) can be replaced by EN
[‖X‖]. Now EN[‖X‖] is of order N , since
N min
j=1,2,...,N2
EN
[|Xj|] ≤ EN[‖X‖] ≤ N max
j=1,2,...,N2
√
EN
[
X2j
]
, (2.2.17)
where the Xj, j = 1, 2, . . . , N
2 are the components of X. Actually, an estimate
more precise than (2.2.17) is given by a result of Marcus and Rosin´ski [47] which
asserts that if E[X] = 0, then
1
4
x0 ≤ E
[‖X‖] ≤ 17
8
x0,
where x0 is the solution of the equation:
V 2(x)
x2
+
U(x)
x
= 1, (2.2.18)
with V 2(x) as defined before and U(x) =
∫
‖u‖≥x ‖u‖ν(du), x > 0.
(iii) When the entries of X are independent, and under a finite exponential mo-
ment assumption, the dependency in N of the function h (above and below) can
sometimes be improved. We refer the reader to [33] where some of these generic
problems are discussed and tackled.
As usual, one can easily pass from the mean EN [trN(f)] to any median m(trN(f)) in
either (2.2.4) or (2.2.5). Indeed, we have the following proposition.
Proposition 2.2.6 For any 0 ≤ δ ≤ 2b,
PN
(
sup
f∈Lipb(1)
∣∣trN(f)−m(trN(f))∣∣ ≥ δ)
≤ PN
(
sup
g∈Lipb(1)
∣∣trN(g)− EN [trN(g)] ∣∣ ≥ δ
4
)
. (2.2.19)
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Proof. If
sup
f∈Lipb(1)
|trN(f)−m(trN(f))| ≥ δ,
then there exists a function f ∈ Lipb(1) and a median m(trN(f)) of trN(f), such
that either trN(f) − m(trN(f)) ≥ δ or trN(f) − m(trN(f)) ≤ −δ. Without loss of
generality assuming the former, otherwise let the function be −f and then the former
inequality holds. Consider the function g(y) = min (d(y,A), δ) /2, y ∈ RN2 , where
A = {trN(f) ≤ m(trN(f)}. Clearly g ∈ Lipb(1), EN [trN(g)] ≤ δ/4, and therefore
trN(g)− EN [trN(g)] ≥ δ/4, which indicates that
sup
g∈Lipb(1)
∣∣trN(g)− EN [trN(g)] ∣∣ ≥ δ
4
.
¤
Definition 2.2.7 The Wasserstein distance between any two probability measures µ1
and µ2 on R is defined by
dW (µ1, µ2) = sup
f∈Lipb(1)
∣∣∣ ∫
R
fdµ1 −
∫
R
fdµ2
∣∣∣. (2.2.20)
Theorem 2.2.4 actually gives a concentration result, with respect to the Wasser-
stein distance, for the empirical spectral measure µˆNA, when it deviates from its mean
EN [µˆNA].
As in [25], we can also obtain a concentration result for the distance between any
particular probability measure and the empirical spectral measure.
Proposition 2.2.8 Let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be a random vector with joint law
PN ∼ ID(β, 0, ν) such that EN[et‖X‖] < +∞, for some t > 0. Let T = sup{t > 0 :
EN
[
et‖X‖
]
< +∞} and let h−1 be the inverse of h(s) = ∫RN2 ‖u‖(es‖u‖− 1)ν(du), 0 <
s < T . Then, for any probability measure µ,
PN
(
dW (µˆ
N
A , µ)− EN [dW (µˆNA , µ)] ≥ δ
) ≤ exp{− ∫ Nδ√2a
0
h−1(s)ds
}
, (2.2.21)
for all 0 < δ <
√
2ah (T−) /N .
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Proof. As a function of x ∈ RN2 , dW (µˆNA , µ)(x) is Lipschitz with Lipschitz constant
at most
√
2a/N . Indeed, for x, y ∈ RN2 ,
dW (µˆ
N
A , µ)(x) = sup
f∈Lipb(1)
∣∣∣∣trN(f(XA)(x))− ∫
R
fdµ
∣∣∣∣
≤ sup
f∈Lipb(1)
∣∣∣∣trN(f(XA)(x))− trN(f(XA)(y))∣∣∣∣
+ sup
f∈Lipb(1)
∣∣∣∣trN(f(XA)(y))− ∫
R
fdµ
∣∣∣∣
≤
√
2a
N
‖x− y‖+ dW (µˆNA , µ)(y). (2.2.22)
Theorem 2.2.8 then follows from Theorem 1 in [28]. ¤
Of particular importance is the case of an infinitely divisible vector having bound-
edly supported Le´vy measure. We then have:
Corollary 2.2.9 Let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be a random vector with joint law
PN ∼ ID(β, 0, ν) such that ν has bounded support. Let R = inf{r > 0 : ν(x : ‖x‖ >
r) = 0}, let V 2( = V 2(R)) = ∫RN2 ‖u‖2ν(du), and for x > 0 let
`(x) = (1 + x) ln(1 + x)− x.
(i) For any δ > 0,
PN
(
sup
f∈Lipb(1)
|trN(f(XA))− EN [trN(f(XA))]| ≥ δ
)
≤ C(δ, b)
δ
exp
{
− V
2
R2
`
(
NRδ2√
2aC(δ, b)V 2
)}
, (2.2.23)
where
C(δ, b) = C
(√
2a√
N
(
G2(γ) +
V 2
R
(
et0R − 1))+ b),
with G2(γ) as in Proposition 2.2.3, C a universal constant, and t0 the solution,
in t, of
V 2
R2
(
tRetR − etR + 1
)
= ln
12b
δ
.
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(ii) For any probability measure µ on R, and any δ > 0,
PN
(
dW (µˆ
N
A , µ)− EN [dW (µˆNA , µ)] ≥ δ
)
≤ exp
{
Nδ√
2aR
−
(
Nδ√
2aR
+
V 2
R2
)
ln
(
1 +
NRδ2√
2aV 2
)}
. (2.2.24)
Proof. For Le´vy measures with bounded support, EN
[
et‖X‖
]
< +∞, for all t ≥ 0,
and moreover
h(t) ≤ V 2
(
etR − 1
R
)
.
Hence
H(t) =
∫ t
0
h(s)ds ≤ V
2
R2
(
stR − 1− tR),
and
exp
{
−
∫ x
0
h−1(s)ds
}
≤ exp
{
x
R
−
(
x
R
+
V 2
R2
)
ln
(
1 +
Rx
V 2
)}
.
Thus, one can take
C(δ, b) = C
(√
2a√
N
(
G2(γ) +
V 2
R
(
et0R − 1))+ b),
where t0 is the solution, in t, of
V 2
R2
(
tRetR − etR + 1
)
= ln
12b
δ
.
Applying Theorem 2.2.4 (ii) yields the result.
¤
Remark 2.2.10 As in Theorem 2.2.4, the dependence of C(δ, b) on δ and b can be
made more precise. A key step in the proof of (2.2.23) is to choose τ such that
EN [trN(1{|XA|≥τ})] ≤ δ/12b,
and then C(δ, b) is determined by τ . Minimizing, in t, the right hand side of (2.2.11),
leads to the following estimate
EN [trN(1{|XA|≥τ})] ≤ exp
{
− V
2
R2
`
(
R
(√
N√
2a
τ −G2(γ)
)
V 2
)}
,
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where `(x) = (1 + x) ln(1 + x)− x. For x ≥ 1, 2`(x) ≥ x lnx. Hence one can choose
τ to be the solution, in x, of the equation
x
R
ln
xR
V 2
= 2 ln
12b
δ
.
It then follows that C(δ, b) can be taken to be
C
(√
2a√
N
(
G2(γ) + τ
)
+ b
)
.
2.3 Hermitian Random Matrices with Stable Entries
Without the finite exponential moment assumption, an interesting class of random
matrices with infinitely divisible entries are the ones with stable entries, which we
now analyze.
Definition 2.3.1 X in Rd is an α-stable random vector, (0 < α < 2), if its Le´vy
measure ν is given, for any Borel set B ∈ B(Rd), by
ν(B) =
∫
Sd−1
σ(dξ)
∫ +∞
0
1B(rξ)
dr
r1+α
, (2.3.1)
where σ, the spherical component of the Le´vy measure, is a finite positive measure on
Sd−1, the unit sphere of Rd.
Example 2.3.1 The standard Cauchy distribution on R is stable with α = 1. The
distribution with density c(2pi)−1/2e−c
2/(2x)x−3/21(0,+∞) is stable with α = 1/2.
Since the expected value of the spectral measure of a matrix with α-stable entries
might fail to exist, we study the deviation from a median. Here is a sample result.
Theorem 2.3.2 Let 0 < α < 2, and let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be an α-stable
random vector in RN2, with Le´vy measure ν given by (2.3.1).
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(i) Let f ∈ Lip(1), and let m(trN(f(XA))) be any median of trN(f(XA)). Then,
PN
(
trN(f(XA))−m(trN(f(XA))) ≥ δ
) ≤ C(α)(√2a)ασ(SN2−1)
Nαδα
, (2.3.2)
whenever δN >
√
2a
[
2σ(SN
2−1)C(α)
]1/α
, and where C(α) = 4α(2 − α +
eα)/α(2− α).
(ii) Let λmax(XA) be the largest eigenvalue of XA, and let m(λmax(XA)) be any
median of λmax(XA), then
PN
(
λmax(XA)−m(λmax(XA)) ≥ δ
) ≤ C(α)(√2a)ασ(SN2−1)
Nα/2δα
, (2.3.3)
whenever δ
√
N >
√
2a
[
2σ(SN
2−1)C(α)
]1/α
, and where C(α) = 4α(2 − α +
eα)/α(2− α).
Remark 2.3.3 LetM be a Wigner matrix whose entriesMi,i,1≤i≤N ,MRi,j,1≤i<j≤N ,
and MIi,j, 1≤ i<j≤N , are iid random variables, such that the distribution of |M1,1|
belongs to the domain of attraction of an α-stable distribution, i.e., for any δ > 0,
P(|M1,1| > δ) = L(δ)
δα
,
for some slowly varying positive function L such that lim
δ→∞
L(tδ)/L(δ) = 1, for all
t > 0. Soshnikov [58] showed that, for any δ > 0,
lim
N→∞
PN(λmax(b−1N M) ≥ δ) = 1− exp(−δ−α),
where bN is a normalizing factor such that N
2L(bN)/b
α
N → 2 and where λmax(b−1N M) is
the largest eigenvalue of b−1N M. In fact lim
N→∞
N
2
α
−²/bN = 0 and lim
N→∞
bN/N
2
α
+² = 0, for
any ² > 0. As stated in [31], when the random vector X is in the domain of attraction
of an α-stable distribution, concentration inequalities similar to (2.3.2) or (2.3.3) can
be obtained for general Lipschitz function. In particular, if the Le´vy measure of X is
given by
ν(B) =
∫
SN
2−1
σ(dξ)
∫ +∞
0
1B(rξ)
L(r)dr
r1+α
, (2.3.4)
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for some slowly varying function L on [0,+∞), and if we still choose the normalizing
factor bN such that limN→∞ σ(SN
2−1)L(bN)/bαN is constant, then,
PN
(
λmax(b
−1
N M)−m(λmax(b−1N M)) ≥ δ
) ≤ C(α)σ(SN2−1)2α/2
bαN
L
(
bN
δ√
2
)
δα
, (2.3.5)
whenever
(δbN)
α ≥ 21+α/2C(α)σ(SN2−1)L(bNδ/√2).
Now, recall that for an N2 dimensional vector with iid entries, σ(SN
2−1) = N2(σˆ(1)+
σˆ(−1)), where σˆ(1) is short for σ(1, 0, . . . , 0) and similarly for σˆ(−1). Thus, for fixed
N , our result gives the correct order of the upper bound for large values of δ, since
for δ > 1,
e− 1
eδα
≤ 1− e−δ−α ≤ 1
δα
.
Moreover, in the stable case, L(δ) becomes constant, and bN = N
2/α. Now, since
λmax(N
−2/αM) is a Lipschitz function of the entries of the matrix M with Lipschitz
constant at most
√
2N−2/α, for any median m(λmax(N−2/αM)) of λmax(N−2/αM),
we have,
PN
(
λmax(N
− 2
αM)−m(λmax(N− 2αM)) ≥ δ
) ≤ C(α)(σˆ(1) + σˆ(−1))
2α/2
1
δα
, (2.3.6)
whenever δ ≥ [2C(α)(σˆ(1) + σˆ(−1))]1/α. Furthermore, using Theorem 1 in [32], it
is not difficult to see that m(λmax(N
−2/αM)) can be upper and lower bounded inde-
pendently of N . Finally, an argument as in Remark 2.4.3 below will give a lower
bound on λmax(N
−2/αM) of the same order as (2.3.6).
The following proposition gives an estimate on any median of a Lipschitz function
of X, where X is a stable vector. It is the version of Proposition 2.2.3 for α-stable
vectors.
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Proposition 2.3.4 Let 0<α< 2, and let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be an α-stable
random vector in RN2, with Le´vy measure ν given by (2.3.1). Let f ∈ Lip(1), then
(i) any median m(f(X)) of f(X) satisfies
|m(f(X))− f(0)|
≤ J1(α) :=
(
σ(SN
2−1)
4α
)1/α(√
α
4(2− α) + 3k α4(2−α) (1/4)
)
+ E, (2.3.7)
(ii) if 1 < α < 2, the mean EN [f(X)] of f(X) satisfies
|EN [f(X)]− f(0)|
≤ J2(α) :=
(
σ(SN
2−1)
4α
)1/α(√
α
4(2− α) + k α4(2−α) (1/4)
)
+ E, (2.3.8)
where kα/4(2−α)(x), x > 0, is the solution, in y, of the equation
y −
(
y +
α
4(2− α)
)
ln
(
1 +
4(2− α)y
α
)
= ln x,
and where
E =
(
N2∑
k=1
(
〈ek, β〉−
∫(
4σ(SN
2−1)
α
)1/α
<‖y‖≤1
〈ek, y〉ν(dy)
+
∫
1<‖y‖≤
(
4σ(SN
2−1)
α
)1/α〈ek, y〉ν(dy))2
)1/2
, (2.3.9)
with e1, e2, . . . , eN2 being the canonical basis of RN
2
.
Remark 2.3.5 When the components of X are independent, a direct computation
shows that, up to a constant, as N →∞, E in both J1(α) and J2(α) is dominated by(
σ(SN
2−1)/4α
)1/α
.
In complete similarity to the finite exponential moments case, we can obtain con-
centration results for the spectral measure of matrices with α-stable entries.
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Theorem 2.3.6 Let 0 < α < 2, and let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be an α-stable
random vector in RN2, with Le´vy measure ν given by (2.3.1).
(i) Then,
PN
(
sup
f∈Lipb(1)
∣∣trN(f(XA))−EN [trN(f(XA))]∣∣ ≥ δ)
≤ C(δ, b, α)a
ασ(SN
2−1)
Nαδα
∧ 1, (2.3.10)
where
C(δ, b, α) =
(
C1(α)
(√
2a√
N
)1+α(
J1(α) + 1
δ
+ b
)1+α
+ C2(α)
)
,
with C1(α) and C2(α) constants depending only on α, and with J1(α) as in
Proposition 2.3.4.
(ii) For any probability measure µ,
PN
(
dW (µˆ
N
A , µ)−m(dW (µˆNA , µ)) ≥ δ
) ≤ C(α)(√2a)ασ(SN2−1)
Nαδα
, (2.3.11)
whenever δN ≥ √2a
[
2σ(SN
2−1)C(α)
]1/α
and where C(α) = 4α(2−α+eα)/α(2−
α).
In order to prove Theorem 2.3.6, we first need the following lemma, whose proof
is essentially as the proof of Theorem 1 in [31].
Lemma 2.3.7 Let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be an α-stable vector, 0 < α < 2, with
Le´vy measure ν given by (2.3.1). For any x0, x1 > 0, let gx0,x1(x) = gx1(x − x0),
where gx1(x) is defined as in (2.2.6). Then,
PN
(∣∣∣trN(gx0,x1(XA))− EN [trN(gx0,x1(XA))]∣∣∣ ≥ δ) ≤ C(α)aασ(SN2−1)Nαδα ,
whenever δ1+α >
(
2
√
2a
)1+α
σ(SN
2−1)x1/αN1+α and where C(α) = 25α/2(2eα + 2 −
α)/α(2− α).
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Proof. For any R > 0, X could be decomposed in distribution as X = Y (R) +
Z(R), where Y (R) and Z(R) are mutually independent infinitely divisible vectors with
respective characteristic function ψY (R) = e
Ψ
(R)
Y and ψZ(R) = e
Ψ
(R)
Z . for u ∈ RN2 , the
exponents are given by
Ψ
(R)
Z (u) =
∫
‖y‖>R
(
ei〈u,y〉 − 1)ν(dy),
Ψ
(R)
Y (u) = i〈u, β˜〉+
∫
‖y‖≤R
(
ei〈u,y〉 − 1− i〈u, y〉1{‖y‖≤1}
)
ν(dy),
with
β˜ = β −
∫
‖y‖>R
y1{‖y‖≤1}ν(dy),
where the last integral is understood coordinatewise and where ν is the Le´vy measure
of X.
Y (R) has compactly supported Le´vy measure, which gives the following concen-
tration inequality [28]. For any 1-Lipschitz function f , any x > 0,
P
(
f(Y (R))− E(f(Y (R))) ≥ x
)
≤ e xR
(
σ(SN
2−1)R
(2− α)Rαx
) x
R
. (2.3.12)
Moreover, Z(R) has a compound Poisson structure and is the same in law as Z(R) =∑NR
k=1 Zk, where Z0 = 0, and Zk, k ≥ 1, are iid random vectors with the same law
νZ(R)/ν{‖u‖ > R} and NR is an independent Poisson random variable with intensity
ν{‖u‖ > R}. It is easy to see that
P(Z(R) 6= 0) = 1− P(Z(R) = 0)
≤ 1− exp
(
−
∫
‖u‖>R
ν(du)
)
= 1− exp
(
−
∫
SN2−1
σ(dξ)
∫
‖rξ‖>R
dr
r1+α
)
= 1− exp
(
−σ(S
N2−1)
αRα
)
≤ σ(S
N2−1)
αRα
,
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and,∣∣∣∣∣ EN[trN(gx0,x1(X))− EN [trN(gx0,x1(Y (R)))]
∣∣∣∣∣
≤ EN
[∣∣trN(gx0,x1(X))− trN(gx0,x1(Y (R)))∣∣1{‖Z(R)‖>x1}]
+ EN
[∣∣trN(gx0,x1(X))− trN(gx0,x1(Y (R)))∣∣1{‖Z(R)‖≤x1}]
≤ x1P
(‖Z(R)‖ > x1)+ ∫ x1
0
P(x1 ≥ ‖Z(R)‖ > x)dx
=
∫ x1
0
P(‖Z(R)‖ > x)dx
≤ x1P(‖Z(R)‖ 6= 0)
≤ x1σ(S
N2−1)
αRα
. (2.3.13)
If x1σ(S
N2−1)/αRα < δ/2,
PN
(∣∣trN(gx0,x1(X))− EN [trN(gx0,x1(X))]∣∣ > δ)
≤ PN
(∣∣trN(gx0,x1(Y (R)))− EN [trN(gx0,x1(Y (R)))]∣∣ > δ − ∣∣EN [trN(gx0,x1(X))
− EN [trN(gx0,x1(Y (R)))]
∣∣+ PN(‖Z(R)‖ 6= 0)
≤ PN
(∣∣trN(gx0,x1(Y (R)))− EN [trN(gx0,x1(Y (R)))]∣∣ > δ2)+ PN(‖Z(R)‖ 6= 0)
≤ 2e2
3α/2(2a)α
2− α
σ(SN
2−1)
Nαδα
+
23α/2(2a)ασ(SN
2−1)
αNαδα
≤ C(α)a
ασ(SN
2−1)
Nαδα
, (2.3.14)
whenever δ1+α >
(
2
√
2a
)1+α
σ(SN
2−1)x1/αN1+α, where C(α) = 25α/2(2eα + 2 −
α)/α(2 − α), and we have used (2.3.12) in the second to last inequality with the
choice of Nδ/
√
2a = 2R. ¤
Proof of Theorem 2.3.6. For part (i), first consider f ∈ LipK(1). Using the same
approximation as in Theorem 2.2.4, any function f ∈ LipK(1) can be approximated
by f∆, which is the sum of at most |K|/∆ functions g(j)∆ ∈ Lip(1), regardless of the
function f . Now, and as before, for δ > 2∆,
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PN
(
sup
f∈LipK(1)
|trN(f(XA))− EN(trN(f(XA)))| ≥ δ
)
≤ |K|
∆
sup
g
(j)
∆ ∈Lipb(1)
j=1,··· ,d |K|
∆
e
PN
(∣∣∣trN(g(j)∆ (XA))− EN [trN(g(j)∆ (XA))]∣∣∣ ≥ ∆(δ − 2∆)|K|
)
≤ 4|K|
δ
8αaαC2(α)σ(S
N2−1)|K|α
Nαδ2α
, (2.3.15)
whenever
δ2
8|K| >
2
√
2a
N
(σ(SN2−1)δ
4α
) 1
1+α
, (2.3.16)
and where the last inequality follows from Lemma 2.3.7, taking also ∆ = δ/4.
For any f ∈ Lipb(1), and any τ > 0, let fτ be given as in (2.2.8). Then, fτ ∈
LipK(1), where K = [−τ − b, τ + b], and moreover,
PN
(
sup
f∈Lipb(1)
|trN(f(XA))− EN(trN(f(XA)))| ≥ δ
)
≤ PN
(
trN(gτ,b(|XA|))− EN [trN(gτ,b(|XA|))] ≥ δ
3
− 2bEN [trN(1{|XA|≥τ}]
)
+ PN
(
sup
fτ∈LipK(1)
|trN(fτ (XA))− EN(trN(fτ (XA)))| ≥ δ
3
)
. (2.3.17)
The spectral radius ρ(XA) is a Lipschitz function of X with Lipschitz constant at
most
√
2a/
√
N . Then by Theorem 1 in [31],
EN [trN(1{|XA|≥τ})] =
1
N
N∑
i=1
PN
(
|λi(XA)| ≥ τ
)
≤ PN
(
ρ(XA) > τ
)
≤ PN
(
ρ(XA)−m(ρ(XA)) > τ −
√
2a√
N
J1(α)
)
≤ C1(α)2
α/2aασ(SN
2−1)
Nα/2
(
τ −
√
2a√
N
J1(α)
)α , (2.3.18)
whenever (
τ −
√
2a√
N
J1(α)
)α
≥ 2C1(α)2
α/2aασ(SN
2−1)
Nα/2
, (2.3.19)
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and where C1(α) = 4
α(2− α+ eα)/α(2− α). Now, if τ is chosen such that
C1(α)2
α/2aασ(SN
2−1)
Nα/2
(
τ −
√
2a√
N
J1(α)
)α ≤ δ12b,
that is, if (
τ −
√
2a√
N
J1(α)
)α
≥ 12bC1(α)2
α/2aασ(SN
2−1)
δNα/2
, (2.3.20)
it then follows that
EN [trN(1{|XA|≥τ})] ≤
δ
12b
.
Since gτ,b(|XA|) is the sum of two functions of the type studied in Lemma 2.3.7 with
x1 = b, we have,
PN
(
trN(gτ,b(|XA|))− EN [trN(gτ,b(|XA|))] ≥ δ
3
− 2bEN [trN(1{|XA|≥τ}]
)
≤ 2PN
(
trN(gτ,b(XA))− EN [trN(gτ,b(XA))] ≥ δ
12
)
≤ 2C2(α)12
αaασ(SN
2−1)
Nαδα
, (2.3.21)
whenever
δ1+α >
(2√2a
N
)1+α121+ασ(SN2−1)b
α
, (2.3.22)
and where C2(α) = 2
5α/2(2eα+ 2− α)/α(2− α). The respective ranges (2.3.20) and
(2.3.22) suggest that one can choose, for example,
τ =
√
2a√
N
J1(α) +
√
2a√
N
δ.
Then, there exists δ(α, a,N, ν) such that for δ > δ(α, a,N, ν),
PN
(
sup
f∈Lipb(1)
|trN(f(XA))− EN [trN(f(XA))]| ≥ δ
)
≤ PN
(
sup
fτLipK(1)
|trN(fτ (XA))− EN [trN(fτ (XA))]| ≥ δ
3
)
+ PN
(
trN(gτ,b(|XA|))− EN [trN(gτ,b(|XA|))] ≥ δ
3
− 2bEN [trN(1{|XA|≥τ}]
)
≤
C3(α)a
ασ(SN
2−1)
(√
2a√
N
J1(α) + b+
√
2a√
N
δ
)1+α
Nαδ1+2α
+
C4(α)a
ασ(SN
2−1)
Nαδα
,
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where C3(α) = 2
4+2α12αC2(α), C4(α) = 2(12
α)C2(α) and δ(α, a,N, ν) is such that
(2.3.16) and (2.3.22) hold. Part (ii) is a direct consequence of Theorem 1 of [31], since
dW (µˆ
N
A , µ) ∈ Lip(
√
2a/N) as shown in the proof of Proposition 2.2.8. ¤
It is also possible to obtain concentration results for smaller values of δ. Indeed,
the lower and intermediate range for the stable deviation obtained in [14] provide the
appropriate tools to achieve such results. We refer to [14] for complete arguments,
and only provide below a sample result.
Theorem 2.3.8 Let 1 < α < 2, and let X = (ωRi,i, ω
R
i,j, ω
I
i,j)1≤i<j≤N be an α-stable
random vector in RN2, with Le´vy measure ν given by (2.3.1). For any ² > 0, there ex-
ists η(²), and constants D1 = D1
(
α, a,N, σ(SN
2−1)
)
and D2 = D2
(
α, a,N, σ(SN
2−1)
)
,
such that for all 0 < δ < η(²),
PN
(
sup
f∈Lipb(1)
∣∣trN(f(XA))− EN [trN(f(XA))]∣∣ ≥ δ)
≤ (1 + ²) D1
δ
α+1
α
exp
(
−D2δ
2α+1
α−1
)
. (2.3.23)
Proof. For any f ∈ Lip(1), Theorem 1 in [31] gives a concentration inequality for
f(X), when it deviates from one of its medians. For 1 < α < 2, a completely similar
(even simpler) argument gives the following result,
PN
(
f(X)− EN [f(X)]≥x) ≤ C(α)σ(SN2−1)
xα
, (2.3.24)
whenever xα ≥K(α)σ(SN2−1), where C(α) = 2α(eα+2−α)/(α(2−α)) and K(α) =
max
{
2α/(α− 1), C(α)}.
Next, following the proof of Theorem 2.2.4, approximate any function f ∈ Lipb(1)
by fτ ∈ Lip[−τ−b,τ+b](1) defined via (2.2.8). Hence,
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PN
(
sup
f∈Lipb(1)
|trN(f(XA))− EN(trN(f(XA)))| ≥ δ
)
≤ PN
(
sup
fτ∈LipK(1)
|trN(fτ (XA))− EN(trN(fτ (XA)))| ≥ δ
3
)
+ PN
(
trN(gτ,b(|XA|))− EN [trN(gτ,b(|XA|))] ≥ δ
3
− 2bEN [trN(1{|XA|≥τ}]
)
. (2.3.25)
For ρ(XA) the spectral radius of the matrix XA, and for any τ , such that τ −
EN [ρ(XA)] ≥
(√
2a√
N
K(α)σ(SN
2−1)
)1/α
,
EN
(
trN(1{|XA|>τ})
) ≤ PN(ρ(XA)− EN [ρ(XA)] ≥ τ − EN [ρ(XA)])
≤
(√
2a√
N
)α
C(α)σ(SN
2−1)(
τ − EN [ρ(XA)]
)α , (2.3.26)
where we have used, in the last inequality, (2.3.24) and the fact that ρ(XA) ∈
Lip(
√
2a/
√
N). For Q > 0, let τ = EN [ρ(XA)] + Qδ−1/α. With this choice, we
then have:
EN
(
trN(1{|XA|>τ})
) ≤
(√
2a√
N
)α
C(α)σ(SN
2−1)(
τ − EN [ρ(XA)]
)α
≤ δ
(√
2a√
N
)α
C(α)σ(SN
2−1)
Qα
≤ δ
12b
, (2.3.27)
provided Qα/δ >
√
2aK(α)σ(SN
2−1)/
√
N , and
(√
2a√
N
)α
C(α)σ(SN
2−1)/Qα ≤ 1/(12b).
Now, taking Q =
√
2a
(
12bC(α)σ(SN
2−1)
)1/α
/
√
N , and recalling, for 1 < α < 2, the
lower range concentration result for stable vectors (Theorem 1 and Remark 3 in [14]):
For any ² > 0, there exists η0(²), such that for all 0 < δ <
√
2a‖f‖Lipη0(²)/N ,
PN
(
trN(f(XA))− EN(trN(f(XA))) ≥ δ
)
≤ (1 + ²) exp
{
−
2−α
10
(
α−1
α
) α
α−1
(σ(SN2−1))1/(α−1)
(
N√
2a‖f‖Lip
) α
α−1
δ
α
α−1
}
. (2.3.28)
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With arguments as in the proof of Theorem 2.2.4, if
δ < η(²) :=
(
72
√
2a
N
(√
2a√
N
J2(α) + b+
(√
2a√
N
K(α)σ(SN
2−1)
)1/α)
η0(²)
)1/2
,
there exist constants D1
(
α, a,N, σ(SN
2−1)
)
and D2
(
α, a,N, σ(SN
2−1)
)
, such that the
first term in (2.3.25) is bounded above by
(1 + ²)
D1
(
α, a,N, σ(SN
2−1)
)
δ
α+1
α
exp
(
−D2
(
α, a,N, σ(SN
2−1)
)
δ
2α+1
α−1
)
. (2.3.29)
Indeed, with the choice of τ above andD∗ as in (2.3.30), 2(τ+b) ≤ D∗/δ1/α. Moreover,
as in obtaining (2.2.7), D1 can be chosen to be 24D
∗, while D2 can be chosen to be
2−α
10
(
α−1
α
) α
α−1(
σ(SN2−1)
) 1
α−1
(
N√
2a
) α
α−1 1(
72D∗
) α
α−1
.
Next, as already mentioned, J2(α) can be replaced by EN [‖X‖]. In fact, according
to (2.2.18) and an estimation in [32], if EN [X] = 0, then
1
4(2− α)1/ασ(S
N2−1)
1/α ≤ EN [‖X‖] ≤ 17
8
(
(2− α)(α− 1))1/ασ(SN2−1)1/α.
Finally, note that, as in the proof of Theorem 2.2.4 (ii), the second term in (2.3.25)
is dominated by the first term. The theorem is then proved, with the constant
D1
(
a,N, σ(SN
2−1)
)
magnified by 2. ¤
Remark 2.3.9 (i) In (2.3.2), (2.3.3) or (2.3.11), the constant C(α) is not of the
right order as α→ 2. It is, however, a simple matter to adapt Theorem 2 of [31]
to obtain, at the price of worsening the range of validity of the concentration
inequalities, the right order in the constants as α→ 2.
(ii) Let us now provide some estimation of D1 and D2, which are needed for com-
parison with the GUE results of [25] (see (iii) below). Let C(α) = 2α(eα + 2−
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α)/(2(2−α)), K(α) = max
{
2α/(α−1), C(α)
}
, L(α) =
(
(α−1)/α)α/(α−1)(2−
α)/10 and let
D∗=2
(√
2a√
N
) 2α−1
α
(
12
C(α)
K(α)
) 1
α
J2(α)b
1
α + 2
(√
2a√
N
)α−1
α
(
12
C(α)
K(α)
) 1
α
b
α+1
α
+
2
√
2a√
N
(
12C(α)σ(SN
2−1)
) 1
α
b
1
α . (2.3.30)
As shown in the proof of the theorem, D1 = 24D
∗, while
D2 =
L(α)(
σ(SN2−1)
) 1
α−1
(
N√
2a
) α
α−1 1(
72D∗
) α
α−1
.
Thus, as N → +∞, D1 is of order N−1/2
(
σ(SN
2−1)
)1/α
, while D2 is of order
N3α/(2α−2)
(
σ(SN
2−1)
)2/(1−α)
.
(iii) Guionnet and Zeitouni [25], obtained concentration results for the spectral mea-
sure of matrices with independent entries, which are either compactly supported
or satisfy a logarithmic Sobolev inequality. In particular for the elements of the
GUE, their upper bound of concentration for the spectral measure is
C1 + b
3/2
δ3/2
exp
{
− C2
8ca2
N2
δ5
(C1 + b3/2)2
}
, (2.3.31)
where C1 and C2 are universal constants. In Theorem 2.3.8, the order, in b, of
D1 is at most b
α+1/α, while that of D2 is at least b
−(α+1)/(α−1). For α close to
2, this order is thus consistent with the one in (2.3.31). Taking into account
part (ii) above, the order of the constants in (2.3.23) are correct when α → 2.
Following [14] (see also Remark 4 in [46]), we can recover a suboptimal Gaussian
result by considering a particular stable random vector X(α) and letting α→ 2.
Toward this end, let X(α) be the stable random vector whose Le´vy measure has
for spherical component σ, the uniform measure with total mass σ(SN
2−1) =
N2(2 − α). As α converges to 2, X(α) converges in distribution to a standard
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normal random vector. Also, as α→ 2, the range of δ in Theorem 2.3.8 becomes
(0,+∞) while the constants in the concentration bound do converge. Thus, the
right hand side of (2.3.23) becomes
D1
δ3/2
exp
{
−D2δ5
}
,
which is of the same order, in δ, as (2.3.31). However our order in N is
suboptimal.
(iv) In the proof of Theorem 2.3.8, the desired estimate in (2.3.27) is achieved
through a truncation of order δ−1/α, which, when α → 2, is of the same or-
der as the one used in obtaining (2.3.31). However, for the GUE result, using
Gaussian concentration, a truncation of order
√
ln(12b/δ) gives a slightly better
bound, namely,
C1
√
ln 12b
δ
δ
exp
{
− C2N
2δ4
8ca2 ln 12b
δ
}
,
where C1 and C2 are absolute constants (different from those of (2.3.31)).
2.4 Wishart Matrices
Wishart matrices are of interest in many contexts, in particular as sample covariance
matrices in statistics.
Definition 2.4.1 M = Y∗Y is a complex Wishart matrix if Y is a K ×N matrix,
K > N , with entries Yi,j = Y
R
i,j+
√−1YIi,j (a real Wishart matrix is defined similarly
with YIi,j = δ0 and M = Y
tY).
Recall that if the entries of Y are iid centered random variables with finite variance
σ2, the empirical distribution of the eigenvalues of Y∗Y/N converges as K → ∞,
N → ∞, and K/N → γ ∈ (0,+∞) to the Marcˇenko-Pastur law ([7], [48]) with
density
pγ(x) =
1
2pixγσ2
√
(c2 − x)(x− c1), c1 ≤ x ≤ c2,
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where c1 = σ
2(1 − γ−1/2)2 and c2 = σ2(1 + γ−1/2)2. When the entries of Y are
iid normal, Johansson [36] and Johnstone [40] showed, in the complex and real case
respectively, that the properly normalized largest eigenvalue converges in distribution
to the Tracy-Widom law ([61], [62]). Soshnikov [57] extended the results to Wishart
matrices with symmetric subgaussian entries under the condition that K − N =
O(N1/3). This last condition on K − N was, very recently, removed by Pe´che´ [52].
Ben Arous and Pe´che´ [5] also proved the same universal fluctuation for the largest
eigenvalue when the entries ofY are iid with a distribution which they called Gaussian
divisible and for K/N → 1. The Gaussian divisible distributions, they refer to, are
those probability distributions µ on C, which can be written as a convolution of Pµ and
Gµ for some probability measure Pµ such that
∫
xPµ(dx) = 0 and
∫ |x|2Pµ(dx) = 1,
and a complex-centered Gaussian law Gµ with positive finite variance. Soshnikov and
Fyodorov [60] studied the distribution of the largest eigenvalue of the Wishart matrix
Y∗Y, when the entries of Y are iid Cauchy random variables. We are interested here
in concentration for the linear statistics of the spectral measure and for the largest
eigenvalue of the Wishart matrix Y∗Y, where the entries of Y form an infinitely
divisible vector and, in particular, a stable one. We restrict our work to the complex
framework, the real framework being essentially the same.
It is not difficult to see that if Y has iid Gaussian entries, Y∗Y has infinitely
divisible entries, each with a Le´vy measure without a known explicit form. However
the dependence structure among the entries of Y∗Y prevents the vector of entries
to be, itself, infinitely divisible (this is a well known fact originating with Le´vy, see
[53]). Thus the methodology, we used till this point, cannot be directly applied to
deal with functions of eigenvalues of Y∗Y. However, concentration results can be
obtained when we consider the following facts, due to Guionnet and Zeitouni [25] and
already used for the same purpose in their paper.
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Let
Ai,j =

0 for 1 ≤ i ≤ K, 1 ≤ j ≤ K
0 for N + 1 ≤ i ≤ K +N,K + 1 ≤ j ≤ K +N
1 for 1 ≤ i ≤ K,K + 1 ≤ j ≤ K +N
1 for N + 1 ≤ i ≤ K +N, 1 ≤ j ≤ K,
(2.4.1)
and
ωi,j =

0 for 1 ≤ i ≤ K, 1 ≤ j ≤ K
0 for N + 1 ≤ i ≤ K +N,K + 1 ≤ j ≤ K +N
Y¯i,j for 1 ≤ i ≤ K,K + 1 ≤ j ≤ K +N
Yi,j for N + 1 ≤ i ≤ K +N, 1 ≤ j ≤ K,
(2.4.2)
then XA =
 0 Y∗
Y 0
 ∈M(K+N)×(K+N)(C), and
X2A =
 Y∗Y 0
0 YY∗
 .
Moreover, since the spectrum ofY∗Y differs from that ofYY∗ only by the multiplicity
of the zero eigenvalue, for any function f , one has
tr(f(X2A)) = 2tr(f(Y
∗Y)) + (K −N)f(0),
and
λmax(M
1/2) = max
1≤i≤N
|λi(XA)|,
where M1/2 is the unique positive semi-definite square root of M = Y∗Y.
Next, let PK,N be the joint law of (YRi,j,YIi,j)1≤i≤K,1≤j≤N on R2KN , and let EK,N
be the corresponding expectation. We present below, in the infinitely divisible case, a
concentration result for the largest eigenvalue λmax(M), of the Wishart matricesM =
Y∗Y. The concentration for the linear statistic trN(f(M)) could also be obtained
using the above observations.
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Corollary 2.4.2 Let M = Y∗Y, with Yi,j = YRi,j +
√−1YIi,j.
(i) Let X = (YRi,j,Y
I
i,j)1≤i≤N,1≤j≤K be a random vector with joint law PK,N ∼
ID(β, 0, ν) such that EK,N [et‖X‖] < +∞, for some t > 0. Let T = sup{t > 0 :
EK,N [et‖X‖] < +∞} and let h−1 be the inverse of
h(s) =
∫
R2KN
‖u‖(es‖u‖ − 1)ν(du), 0 < s < T.
Then,
PK,N
(
λmax(M
1/2)− EK,N [λmax(M1/2)] ≥ δ
) ≤ e− ∫ δ/√20 h−1(s)ds, (2.4.3)
for all 0 < δ < h (T−).
(ii) Let X = (YRi,j,Y
I
i,j)1≤i≤K,1≤j≤N be an α-stable random vector with Le´vy measure
ν given by ν(B) =
∫
S2KN−1 σ(dξ)
∫ +∞
0
1B(rξ)dr/r
1+α. Then,
PK,N
(
λmax(M
1/2)−m(λmax(M1/2)) ≥ δ
)
≤ C(α)(
√
2)α
σ(S2KN−1)
δα
,
whenever δ >
√
2a
[
2σ(S2KN−1)C(α)
]1/α
and where C(α) = 4α(2−α+eα)/α(2−
α).
Proof. As a function of (YRi,j,Y
I
i,j)1≤i≤K,1≤j≤N , with the choice of A made in (2.4.1),
λmax(XA) ∈ Lip(
√
2). Hence part(i) of the corollary is a direct application of Theo-
rem 1 in [28], while part(ii) can be obtained by applying Theorem 2.3.2. ¤
Remark 2.4.3 (i) As already mentioned, Soshnikov and Fyodorov ([60]) obtained
the asymptotic behavior of the largest eigenvalue of the Wishart matrix Y∗Y
when the entries of, the K×N matrix, Y are iid Cauchy random variables. They
further argue that although the typical eigenvalues of Y∗Y are of order KN ,
the correct order for the largest one is K2N2. The above corollary combined
with Remark 2.3.5 and the estimate (2.3.7), shows that when the entries of Y
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form an α-stable random vector, the largest eigenvalue of Y∗Y is of order at
most σ(S2KN−1)2/α. There is also a lower concentration result, described next,
which leads to a lower bound on the order of this largest eigenvalue. Thus, from
these two estimates, if the entries of Y are iid α-stable, the largest eigenvalue
of Y∗Y is of order K2/αN2/α.
(ii) Let X ∼ ID(β, 0, ν) in Rd, then (see Lemma 5.4 in [16]) for any x > 0, and
any norm ‖ · ‖N on Rd,
P
(‖X‖N ≥ x) ≥ 1
4
(
1− exp
{
− ν({u ∈ Rd : ‖u‖N ≥ 2x})}).
But, λmax(M
1/2) is a norm of the vector X = (YRi,j,Y
I
i,j), which we denote by
‖X‖λ, if X is a stable vector in R2KN .
PK,N
(
λmax(M
1/2)−m(λmax(M1/2)) ≥ δ
)
= PK,N
(
λmax(M
1/2) ≥ δ +m(λmax(M1/2))
)
≥ 1
4
(
1− exp
{
− ν({λmax(M1/2) ≥ 2(δ +m(λmax(M1/2)))})})
≥ 1
4
(
1− exp
{
− ν({‖X‖λ ≥ 2(δ +m(λmax(M1/2)))})})
=
1
4
(
1− exp
{
−
σ˜
(
S2KN−1‖·‖λ
)
α
(
δ +m(λmax(M1/2))
)α}), (2.4.4)
where S2KN−1‖·‖λ is the unit sphere relative to the norm ‖ · ‖λ and where σ˜ is the
spherical part of the Le´vy measure corresponding to this norm. Moreover, if the
components of X are independent, in which case the Le´vy measure is supported
on the axes of R2KN , σ˜
(
S2KN−1‖·‖λ
)
is of order KN , and so, as above, the largest
eigenvalue of M1/2 is of order K1/αN1/α.
(iii) For any function f such that g(x) = f(x2) is Lipschitz with Lipschitz constant
‖g‖Lip := |||f |||L, tr(g(XA)) = tr(f(X2A)) is a Lipschitz function of the entries
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of Y with Lipschitz constant at most
√
2|||f |||L
√
K +N . Hence, under the
assumptions of part (i) of Corollary 2.4.2,
PK,N
(
trN(f(M))− EK,N [trN(f(M))] ≥ δK +N
N
)
≤ exp
{
−
∫ √2(K+N)δ/|||f |||L
0
h−1(s)ds
}
, (2.4.5)
for all 0 < δ < |||f |||Lh (T−) /
√
2(K +N).
(iv) Under the assumptions of part (ii) of Corollary 2.4.2, for any function f such
that g(x)=f(x2) is Lipschitz with ‖g‖Lip= |||f |||L, and any medianm(trN(f(M)))
of trN(f(M)) we have:
PK,N
(
trN(f(M))−m(trN(f(M))) ≥ δK +N
N
)
≤ C(α) |||f |||
α
L√
2α(K +N)α
σ(S2KN−1)
δα
, (2.4.6)
whenever δ > |||f |||L
[
2σ(S2KN−1)C(α)
]1/α
/
√
2(K +N), and where C(α) =
4α(2− α + eα)/α(2− α).
Remark 2.4.4 In the absence of finite exponential moments, the methods described
in this chapter extend beyond the heavy tail case and apply to any random matrix
whose entries on and above the main diagonal form an infinitely divisible vector X.
However, to obtain explicit concentration estimates, we do need explicit bounds on V 2
and on ν¯. Such bounds are not always available when further knowledge on the Le´vy
measure of X is lacking.
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CHAPTER III
LONGEST INCREASING SUBSEQUENCE FOR
UNIFORM FINITE ALPHABETS
3.1 Traceless GUE
For any integer M ≥ 2, an element of the M × M GUE is a complex M × M
Hermitian matrix whose entries on and above the main diagonal are independent
random variables; moreover, the diagonal entries are real N(0, 1) random variables
while both the real and imaginary parts of each off diagonal entry are independent
N(0, 1/2) random variables.
Equivalently, the random matrix X is an element of the M × M GUE if it is
distributed according to the probability distribution
P(dX) =
1
CM
e−tr(X
2)/2dX, (3.1.1)
on the space HM of M ×M Hermitian matrices where CM = 2M/2piM2/2 and where
dX =
∏
1≤i≤M
dXi,i
∏
1≤i<j≤M
dRe (Xi,j) dIm (Xi,j) ,
is the Lebesgue measure on HM .
TheM×M traceless GUE is the set of all the matrices of the formX−tr(X)IM/M ,
where X is an element of the M ×M GUE whose trace is denoted by tr(X). Equiv-
alently, we also have:
Proposition 3.1.1 A random matrix X0 is an element of the M×M traceless GUE
if and only if X0 is distributed according to the probability distribution
P
(
dX0
)
= pi−
M(M−1)
2 e
− ∑
1≤i<j≤M
|X0i,j|2
γ
(
dX01,1, ..., dX
0
M,M
) ∏
1≤i<j≤M
dRe
(
X0i,j
)
dIm
(
X0i,j
)
,
(3.1.2)
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on the space of M ×M trace zero Hermitian matrices, where γ (dX01,1, ..., dX0M,M) is
the distribution of an M-dimensional centered (degenerate) multivariate normal with
covariance matrix
Σ 0 := (σi,j)1≤i,j≤M =
1
M

M − 1 −1 · · · −1
−1 M − 1 · · · −1
...
. . . . . .
...
−1 · · · −1 M − 1

.
Proof. Let X be an element of the M ×M GUE, and let X0 = X − tr(X)IM/M .
Then, (
X01,1,X
0
2,2, · · · ,X0M,M
)′
= Σ0 (X1,1,X2,2, · · · ,XM,M)′ .
Since (X1,1, ...,XM,M) ∼ N(0, IM), andΣ0Σ0=Σ0, it follows that
(
X01,1, ...,X
0
M,M
) ∼
N(0,Σ0). The random variables X1,1− tr (X) /M, ...,XM,M− tr (X) /M are indepen-
dent of the off diagonal entries of X, thus the distribution of X0 is given by (3.1.2).
On the other hand, suppose the matrix X0 is distributed according to the probability
distribution (3.1.2). Clearly, the diagonal entries
{
X0i,i
}
1≤i≤M are independent of the
off diagonal ones. Moreover,
E
[(
trX0
)2]
= E
[
M∑
i=1
(
X0i,i
)2
+ 2
∑
1≤i<j≤M
X0i,iX
0
j,j
]
=
M∑
i,j=1
σi,j = 0. (3.1.3)
Therefore, tr (X0) = 0. Since
(
X01,1, ...,X
0
M,M
) ∼ N(0,Σ0), and Σ0Σ0 = Σ0, there
exists a vector (Z1, ..., ZM) ∼ N(0, IM) such that
(
X01,1, ...,X
0
M,M
)′
= Σ0 (Z1, ..., ZM)
′,
and, moreover, the vector (Z1, ..., ZM) can be also chosen to be independent of
the off diagonal entries of X0. Let X be the matrix X0 with the diagonal entries
X01,1, ...,X
0
M,M replaced by Z1, ..., ZM . Then X is an element from the M ×M GUE
and moreover X0 = X− tr(X)IM/M . ¤
Let λ1GUE,M ≥ λ2GUE,M ≥ ... ≥ λMGUE,M be the eigenvalues, written in non-
increasing order, of an element of theM×M GUE. It is well known that the empirical
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distribution of the eigenvalues
(
λiGUE,M/
√
M
)
1≤i≤M
converges almost surely to the
semicircle law ν with density
√
4− x2/2pi, −2 ≤ x ≤ 2. Let now λ1,0GUE,M ≥ λ2,0GUE,M ≥
... ≥ λM,0GUE,M be the eigenvalues, written in non-increasing order, of an element of the
M ×M traceless GUE. Equivalently, the semicircle law is also the almost sure limit
of the empirical spectral measure for the traceless GUE.
Proposition 3.1.2 The empirical distribution of the eigenvalues
(
λi,0GUE,M/
√
M
)
1≤i≤M
converges almost surely to the semicircle law ν with density
√
4− x2/2pi, −2 ≤ x ≤ 2.
Proof. We provide two proofs of this result. By Wigner’s theorem [49], the spectral
measure of an element of the M ×M GUE, normalized by √M , converges weakly to
the semicircle law ν almost surely, i.e., for any bounded continuous function f : R→
R,
1
M
M∑
i=1
f
(
λiGUE,M/
√
M
)
−→
∫
f(x)dν(x),
almost surely. Now, ifG is an element of theM×M GUE with eigenvalues λ1GUE,M ≥
... ≥ λMGUE,M , by the very definition of the traceless GUE, for each i = 1, ...,M ,
λi,0GUE,M = λ
i
GUE,M −
tr (G)
M
.
Moreover, by the strong law of large numbers,
tr (G)
M
=
1
M
M∑
i=1
Gi,i
a.s.−→ 0.
Next, for any bounded Lipschitz function f , almost surely,∣∣∣∣∣ 1M
M∑
i=1
f
(
λi,0GUE,M√
M
)
−
∫
f(x)dν(x)
∣∣∣∣∣
≤
∣∣∣∣∣ 1M
M∑
i=1
f
(
λi,0GUE,M√
M
)
− 1
M
M∑
i=1
f
(
λiGUE,M√
M
)∣∣∣∣∣+
∣∣∣∣∣ 1M
M∑
i=1
f
(
λiGUE,M√
M
)
−
∫
f(x)dν(x)
∣∣∣∣∣ .
(3.1.4)
Now,∣∣∣∣∣ 1M
M∑
i=1
f
(
λi,0GUE,M√
M
)
− 1
M
M∑
i=1
f
(
λiGUE,M√
M
) ∣∣∣∣∣ ≤ ‖f‖Lip√M
∣∣∣∣tr (G)M
∣∣∣∣ −→ 0, (3.1.5)
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and the proposition is proved, since bounded Lipschitz functions form a determining
class (see section 9.3 of [19]).
Here is an alternative proof. Recall a concentration argument from [44] for prov-
ing the almost sure convergence of the empirical spectral measure of the GUE to
the semicircle law. Namely, let µM denote the mean spectral measure, i.e., for any
bounded continuous function g : R→ R,∫
gdµM = E
[
1
M
M∑
i=1
g
(
λiGUE,M√
M
)]
.
Then, by the Gaussian concentration inequality, for any bounded 1-Lipschitz function
f : R→ R and for any x > 0,
P
(∣∣∣∣∣ 1M
M∑
i=1
f
(
λiGUE,M√
M
)
−
∫
fdµM
∣∣∣∣∣ ≥ x
)
≤ 2e−Mx2/4. (3.1.6)
Therefore,
1
M
M∑
i=1
f
(
λiGUE,M√
M
)
−
∫
fdµM −→ 0,
almost surely for every bounded 1-Lipschitz function f : R→ R. Since, as M →∞,
the mean spectral measure converges to the semicircle law by the (weak) Wigner’s
theorem [49], and again since bounded Lipschitz functions form a determining class
for the weak convergence, it follows that, almost surely,
1
M
M∑
i=1
δλiGUE,M/
√
M −→ ν,
weakly as probability measures on R. Now, if G is an element of the M ×M GUE,
by the strong law of large numbers,
tr (G)
M
=
1
M
M∑
i=1
Gi,i
a.s.−→ 0.
For any 1-Lipschitz function f : R→ R,∣∣∣∣∣ 1M
M∑
i=1
f
(
λi,0GUE,M√
M
)
− 1
M
M∑
i=1
f
(
λiGUE,M√
M
)∣∣∣∣∣ ≤ 1√M
∣∣∣∣tr (G)M
∣∣∣∣ .
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Again, via concentration and the Borel-Cantelli Lemma, we have,
1
M
M∑
i=1
f
(
λi,0GUE,M√
M
)
−
∫
fdµM −→ 0,
almost surely for every bounded Lipschitz function f : R→ R. Thus, almost surely,
1
M
M∑
i=1
δλi,0GUE,M/
√
M −→ ν,
weakly as probability measures on R. ¤
The joint probability density of the eigenvalues of a matrix from the GUE is given,
for any x = (x1, ..., xM) ∈ RM , by
φGUE,M(x) := cMe
−
∑M
j=1 x
2
j
2
∏
1≤i<j≤M
(xi − xj)2, (3.1.7)
where cM = (2pi)
−M/2∏M
j=1 1/j! (see Mehta [49]). Let λ
max
GUE,M denote the largest
eigenvalue of an element of the M ×M GUE, its probability distribution function is
then,
P
(
λmaxGUE,M ≤ s
)
=
∫ s
−∞
· · ·
∫ s
−∞
φGUE,M(x)dx1 · · · dxM ,
for any s ∈ R.
For any s1, ..., sM , let
L(s1,...,sM ) :=
{
x = (x1, ..., xM) ∈ RM :
M∑
j=1
xj = 0, x1 > · · · > xM ,
and xj < sj, for each j=1, ...,M
}
. (3.1.8)
The following proposition gives the joint distribution function of the eigenvalues of
the traceless GUE.
Proposition 3.1.3 The joint distribution function of the ordered eigenvalues of an
element of the M ×M traceless GUE is given by
P
(
λ1,0GUE,M ≤ s1,λ2,0GUE,M ≤ s2, ..., λM,0GUE,M ≤ sM
)
=
√
2piMM !
∫
L(s1,...,sM )
φGUE,M(x)dx1 · · · dxM−1, (3.1.9)
for any s1, ..., sM .
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Proof. Let X be an element of the M ×M GUE with eigenvalues λ1GUE,M ≥ · · · ≥
λMGUE,M . Let X
0 = X− tr(X)IM/M , then for any i = 1, ...,M ,
λi,0GUE,M = λ
i
GUE,M −
∑M
j=1 λ
j
GUE,M
M
.
Clearly,
M∑
j=1
λj,0GUE,M = 0.
Let us now compute the joint density of λ1,0GUE,M , · · · , λM−1,0GUE,M . Recall that the joint
density of
(
λ1GUE,M , · · · , λMGUE,M
)
is M !φGUE,M(x), for any x ∈ RM , where the factor
M ! comes from the fact that the eigenvalues are ordered. Consider the change of
variables from
(
λ1GUE,M , · · · , λM−1GUE,M , λMGUE,M
)
to
(
λ1,0GUE,M , · · · , λM−1,0GUE,M , Y
)
, where
Y =
∑M
j=1 λ
j
GUE,M/M . The determinant of the Jacobian J of this transformation is
given by:
1
det(J)
= det

M−1
M
− 1
M
· · · · · · − 1
M
− 1
M
M−1
M
. . . − 1
M
...
. . . . . .
...
− 1
M
· · · − 1
M
M−1
M
− 1
M
1
M
· · · · · · 1
M
1
M

(3.1.10)
= det

1 0 · · · · · · 0
0 1
. . . 0
...
. . . . . .
...
0 · · · 0 1 0
1
M
· · · · · · 1
M
1
M

=
1
M
. (3.1.11)
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The joint density of
(
λ1,0GUE,M , · · · , λM−1,0GUE,M , Y
)
is then given by:
fλ1,0GUE,M ,··· ,λM−1,0GUE,M ,Y
(
x01, ..., x
0
M−1, y
)
=M !McMe
−My
2+
∑M
j=1 x
0
j
2
2
∏
1≤i<j≤M
(x0i − x0j)2
=
√
2piMM !cM
√
M√
2pi
e−
My2
2 e−
∑M
j=1 x
0
j
2
2
∏
1≤i<j≤M
(x0i − x0j)2
=
√
2piM
√
M√
2pi
e−
My2
2 M !φGUE,M(x
0), (3.1.12)
where cM = (2pi)
−M/2∏M
j=1 1/j!, x
0 = (x01, ..., x
0
M) and x
0
M = −
∑M−1
j=1 x
0
j . In-
tegrating y from −∞ to ∞, the joint density of
(
λ1,0GUE,M , · · · , λM−1,0GUE,M
)
is thus
√
2piMM !φGUE,M(x
0). ¤
For any s > 0, set
Ls :=
{
x = (x1, ..., xM) ∈ RM :
M∑
j=1
xj = 0, x1 > · · · > xM ,
and xj < s, for each j=1, ...,M
}
, (3.1.13)
If λmax,0GUE,M denotes the largest eigenvalue of an element of the M ×M traceless GUE,
then, from the previous result,
P
(
λmax,0GUE,M ≤ s
)
=
√
2piMM !
∫
Ls
φGUE,M(x)dx1 · · · dxM−1. (3.1.14)
Extending a computation from [64], the next proposition gives a relation in law
between the whole spectrum of an element from the M ×M GUE and the spectrum
of an element of the M ×M traceless GUE.
Proposition 3.1.4 For any M ≥ 2, let λ1GUE,M ≥ · · · ≥ λMGUE,M be the eigenvalues
of an element of the M×M GUE, and let λ1,0GUE,M ≥ · · · ≥ λM,0GUE,M be the eigenvalues
of an element of the M ×M traceless GUE. Then
(
λ1GUE,M , · · · , λMGUE,M
) d
=
(
λ1,0GUE,M , · · · , λM,0GUE,M
)
+
(
Z1M , · · · , ZMM
)
,
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where
(
Z1M , · · · , ZMM
)
is a centered normal vector with covariance matrix
1
M

1 · · · 1
...
...
1 · · · 1
 . (3.1.15)
Moreover,
(
λ1,0GUE,M , · · · , λM,0GUE,M
)
and
(
Z1M , · · · , ZMM
)
are independent.
Proof. Recall that, for any s1, ..., sM ,
P
(
λ1GUE,M ≤ s1, ..., λMGUE,M ≤ sM
)
= cM
∫ s1
−∞
· · ·
∫ sM
−∞
e−
∑M
j=1 x
2
j
2
∏
1≤i<j≤M
(xi − xj)2dx1 · · · dxM , (3.1.16)
where cM = (2pi)
−M/2∏M
j=1 1/j!. Consider the change of variables
y =
M∑
j=1
xj, xj = x
0
j +
y
M
, j = 1, ...,M. (3.1.17)
Clearly,
∑M
j=1 x
0
j = 0, and changing the variables x
0
j back to xj, we get
P
(
λ1GUE,M ≤ s1, ..., λMGUE,M ≤ sM
)
= cM
∫ ∞
−∞
dy
∫
L
(s1− yM ,...,sM−
y
M )
e−
y2
M
+
∑M
j=1 x
0
j
2
2
∏
1≤i<j≤M
(x0i − x0j)2dx0
=McM
∫ ∞
−∞
e−
My2
2 dy
∫
L(s1−y,...,sM−y)
e−
∑M
j=1 xj
2
2
∏
1≤i<j≤M
(xi − xj)2dx0
=
∫ ∞
−∞
√
M√
2pi
e−
My2
2 P
(
λ1,0GUE,M < s1 − y, · · · , λM,0GUE,M < sM − y
)
dy
= E
[
P
(
λ1,0GUE,M < s1 − Y, · · · , λM,0GUE,M < sM − Y
∣∣∣Y )] , (3.1.18)
where dx0 is the Lebesgue measure on
{
x = (x1, ..., xM) ∈ RM :
∑M
l=1 xl = 0
}
and
Y ∼ N(0, 1/M). The right hand side of (3.1.18) is the distribution function of the
sum of the independent random vectors
(
λ1,0GUE,M , · · · , λM,0GUE,M
)
and
(
Z1M , · · · , ZMM
)
,
where
(
Z1M , · · · , ZMM
) d
=
(
1/
√
M, ..., 1/
√
M
)
Z with Z ∼ N(0, 1), i.e., the vector(
Z1M , · · · , ZMM
)
is a centered normal vector with covariance matrix given by (3.1.15).
¤
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3.2 Homogeneous Random Words
Let us now turn to subsequences.
Definition 3.2.1 Let X1, X2, ..., XN be a finite sequence of random variables taking
values in an ordered set. The length of the longest (weakly) increasing subsequence
of X1, X2, ..., XN , denoted by LIN , is the maximal k ≤ N such that there exists an
increasing sequence of integers 1 ≤ i1 < i2 < · · · < ik ≤ N with Xi1 ≤ Xi2 ≤ · · · ≤
Xik , i.e.,
LIN = max {k : ∃ 1 ≤ i1 < i2 < · · · < ik ≤ N, with Xi1 ≤ Xi2 ≤ · · · ≤ Xik} .
A very efficient method to study longest increasing subsequences is through Young
tableaux ([1], [18], [39]). To further study asymptotics related to the spectrum of
random matrices and the shapes of Young tableaux, let us recall a few definitions and
facts.
Definition 3.2.2 A Young diagram of size n is a collection of n boxes arranged in
left-justified rows, with a weakly decreasing number of boxes from row to row.
Definition 3.2.3 A (semi-standard) Young tableau is a Young diagram, with a filling
of a positive integer in each box, in such a way that the integers are weakly increasing
along the rows and strictly increasing down the columns. A standard Young tableau
of size n is a Young tableau in which the fillings are the integers from 1 to n. The
shape of a Young tableau is the vector λ = (λ1, λ2, ..., λk), where λ1 ≥ λ2 ≥ ... ≥ λk
and for each i, λi is the number of boxes in the i-th row while k is the total number
of rows of the tableau (and so λ1 + · · ·+ λk = n).
When X1, X2, ..., XN is a random permutation of 1, 2, ..., N , Baik, Deift and Jo-
hansson [8] showed that,
LIN − 2
√
N
N1/6
=⇒ FTW ,
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where =⇒ indicates convergence in distribution and where FTW is the Tracy-Widom
distribution. When each Xi takes values independently and uniformly in an M -letter
ordered alphabet, through a careful analysis of the exponential generating function of
LIN , Tracy and Widom [64] gave the limiting distribution of LIN (properly centered
and normalized) as that of the largest eigenvalue of a matrix drawn from the M ×M
traceless GUE.
Johansson [39], using discrete orthogonal polynomial methods, proved that the
limiting shape of the Young tableaux, associated to the iid uniform m-letter frame-
work through the RSK correspondence (described below), is given by the joint dis-
tribution of the eigenvalues of the traceless M ×M GUE. Since LIN is equal to the
length of the first row of the associate Young tableaux, the results of [64] were recov-
ered. The permutation case is also obtained by Johansson [39] and, independently,
by Okounkov [50] as well as Borodin, Okounkov and Olshanki [13]. Its, Tracy and
Widom ([34], [35]) further analyzed the independent but no longer uniform frame-
work. They showed that the corresponding limiting distribution of LIN can be written
in terms of the distribution function of the eigenvalues of the direct sum of mutually
independent GUEs with an overall trace constraint. More recently, in [29] and [30],
via simple probabilistic tools, the limiting law of the longest increasing subsequence
for finite and countable alphabets is given as a Brownian functional. To recall their
results, let
H˜M =
√
M − 1
M
sup
0=t0≤t1≤···≤tM−1≤tM=1
M∑
i=1
(
B˜i(ti)− B˜i(ti−1)
)
,
where
(
B˜1(t), B˜2(t), ..., B˜M(t)
)
is an M -dimensional Brownian motion having covari-
ance matrix
t

1 ρ · · · ρ
ρ 1 · · · ρ
...
...
. . .
...
ρ ρ · · · 1

, (3.2.1)
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with ρ = −1/(M − 1). Then,
Theorem 3.2.4 Let X1, X2, ..., XN , ... be an iid sequence of random variables with
values taken uniformly in an M-letter ordered alphabet. Then,
LIN −N/M√
N/M
N→∞
=⇒ H˜M .
We investigate below the connections between random matrix models and longest
increasing subsequence problems for finite alphabets through this Brownian func-
tional. In studying a queueing problem, Glynn and Whitt [22] had previously intro-
duced a related Brownian functional
DM = sup
0=t0≤t1≤···≤tM−1≤tM=1
M∑
i=1
(
Bi(ti)−Bi(ti−1)
)
, (3.2.2)
where now
(
B1(t), B2(t), ..., BM(t)
)
is a standard M -dimensional Brownian motion.
Moreover, analyzing a one-dimensional discrete space and time growth model, Gravner,
Tracy and Widom [24] proved that,
DM
d
= λmaxGUE,M , (3.2.3)
where
d
= denotes equality in distribution. Independently, Baryshnikov [10], studying
monotonous paths on the integer lattice, showed that the process (DM)M≥1 has the
same law as the process of the largest eigenvalues of the principal minors of an infi-
nite random matrix drawn from the GUE. Doumerc [18], using a matrix central limit
theorem making the GUE appear as a limit of the Laguerre Unitary Ensemble, gave a
probabilistic proof of (3.2.3) (also involving Young tableaux and the RSK correspon-
dence) with further extensions to the whole spectrum as well as a process version of
this equality.
We provide bellow another proof of the fact that H˜M and λ
max,0
GUE,M are equal in
distribution, with an extension to the whole spectrum. The proof only involves very
basic probabilistic arguments and some combinatorics tools, namely Young tableaux
and the Robinson-Schensted-Knuth (RSK) correspondence [20], which we now recall.
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Definition 3.2.5 Let {1, 2, ...,M} be an M-letter alphabet. A word of length N is a
mapping W from {1, 2, ..., N} to {1, 2, ...,M}. Let [M ]N denote the set of words of
length N with letters taken from the alphabet {1, 2, ...,M}. A word is a permutation
if M = N , and W is onto.
(The Robinson-Schensted correspondence) The Robinson-Schensted correspon-
dence is a bijection between the set of words [M ]N and the set of pairs of Young
tableaux {(P,Q)}, where P is a semi-standard Young tableau with entries from
{1, 2, ...,M}, Q is a standard Young tableau with entries from {1, 2, ..., N}. Moreover
P and Q share the same shape which is a partition of N . From now on, we do not
distinguish between shape and partition. If the word is a permutation, then P is also
a standard Young tableau.
A word W in [M ]N can be represented uniquely as an M × N matrix XW with
entries
(XW )i,j = 1W (j)=i. (3.2.4)
The Robinson-Schensted correspondence actually gives a one to one correspondence
between the set of pairs of Young tableaux and the set of matrices whose entries are
either 0 or 1 and with exactly a unique 1 in each column. This was generalized by
Knuth to the set of M ×N matrices with nonnegative integer entries.
(The Knuth generalizations) Let M(M,N) be the set of M × N matrices with
nonnegative integer entries. Let P(P,Q) be the set of pairs of semi-standard Young
tableaux (P,Q) sharing the same shape and whose size is the sum of all the entries,
where P has elements in {1, ...,M} and Q has elements in {1, ..., N}. The Robinson-
Schensted-Knuth (RSK) correspondence is a one to one mapping between M(M,N)
and P(P,Q). If the matrix corresponds to a word in [M ]N , Q is a standard tableau.
If the matrix corresponds to a permutation, both P and Q are standard tableaux.
For XW ∈M(M,N), let λ(RSK(XW )) be the common shape, i.e., λ(RSK(XW )) =
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(λ1, ..., λM) where, for each k = 1, ...,M , λk is the length of the k-th row, of the
corresponding Young tableaux of XW through the RSK correspondence.
The following theorem shows that the spectrum of the traceless M ×M GUE ap-
pears to be the limiting law of the, properly normalized, shape of the Young tableaux
associated to a random word with letters independently and uniformly drawn from
an M -letter alphabets. The proof heavily depends on the RSK correspondence and
on the asymptotics of the number of Young tableaux of a given shape, as studied, for
example, by Johansson in [39].
Theorem 3.2.6 Let XW be the matrix corresponding to a random word of length N
as in (3.2.4), with each letter independently and uniformly draw from an M-letter
alphabet. Let λ(RSK(XW )) = (λ1, ..., λM) be the common shape of the associated
Young tableaux through the RSK correspondence. Then, as N →∞,(
λ1 −N/M√
N/M
, ...,
λM −N/M√
N/M
)
=⇒
(
λ1,0GUE,M , ..., λ
M,0
GUE,M
)
. (3.2.5)
Proof. For any partition λ0 = (λ01, λ
0
2, ..., λ
0
M) of N ,
P(λ(RSK(XW )) = λ0) =
1
MN
L(λ0,M,N),
where L(λ0,M,N) is the number of matrices XW such that λ(RSK(XW )) = λ
0. Jo-
hansson [39] has studied the large N asymptotics of L(λ0,M,N), and this is described
next. Since the RSK correspondence is one to one,
L(λ0,M,N) = dλ0(M)f
λ0 ,
where dλ0(M) is the number of Young tableaux of shape λ
0 with elements in {1, ...,M},
and fλ
0
is the number of Young tableaux of shape λ0 with elements in {1, ..., N}. Ex-
pressions for these quantities are well known in combinatorics (see [20] Section 4.3,
for example), namely,
dλ0(M) =
(
M−1∏
j=1
1
j!
) ∏
1≤i<j≤M
(λ0i − λ0j + j − i),
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and
fλ
0
= N !
∏
1≤i<j≤M
(λ0i − λ0j + j − i)
M∏
j=1
1
(λ0j +M − j)!
.
Hence,
P(λ(RSK(XW ))=λ0)=
N !
MN
(
M−1∏
j=1
1
j!
) ∏
1≤i<j≤M
(λ0i − λ0j + j − i)2
M∏
j=1
1
(λ0j +M − j)!
.
(3.2.6)
The change of variables
xj =
λ0j −N/M√
N/M
,
for j = 1, ...,M , and Stirling’s formula show that, as N →∞,
(λ0j +M − j)! =
(√
N
M
xj +
N
M
+M − j
)
!
∼
√
2piN
M
(
N
M
)N/M+M−j
exp
(
x2j
2
− N
M
)
.
Hence, as N →∞,
M∏
j=1
1
(λ0j +M − j)!
∼
(
2piN
M
)−M/2(
M
N
)N+M(M−1)/2
eN
M∏
j=1
e−x
2
j/2.
Therefore,
P(λ(RSK(XW )) = λ0)
N→∞−→
√
2piM(2pi)−M/22M/2
(
M−1∏
j=1
1
j!
) ∏
1≤i<j≤M
(xi − xj)2
M∏
j=1
e−x
2
j/2
=
√
2piMM !φGUE,M(x),
where φGUE,M(x) is the joint density of the eigenvalues of theM×M GUE ([49], [3]).
Now, for any s1, ..., sM ∈ R,
P
(
λ1 −N/M√
N/M
≤ s1, ..., λ
M −N/M√
N/M
≤ sM
)
= E
[
1λ1−N/M√
N/M
≤s1,...,λM−N/M√
N/M
≤sM
]
=
∑
λ01−N/M√
N/M
≤s1,...,λ
0
M
−N/M√
N/M
≤sM
P(λ(RSK(XW )) = λ0). (3.2.7)
52
The right hand side of (3.2.7), as N → ∞, is approximately a Riemann sum for
√
2piMM !
∫
L(s1,...,sM )
φGUE,M(x)dx1 · · · dxM−1. Hence,
P
(
λ1 −N/M√
N/M
≤ s1, ..., λ
M −N/M√
N/M
≤ sM
)
N→∞−→
√
2piMM !
∫
L(s1,...,sM )
φGUE,M(x)dx1 · · · dxM−1
= P
(
λ1,0GUE,M ≤ s1, ..., λM,0GUE,M ≤ sM
)
. (3.2.8)
¤
Still let
(
B˜1(t), B˜2(t), ..., B˜M(t)
)
be the M -dimensional Brownian motion having
covariance matrix (3.2.1). For k = 1, ...,M , as in [30] (see also [18]), let
H˜kM =
√
M − 1
M
sup
M∑
i=1
k∑
p=1
(
B˜i(tpi−p+1)− B˜i(tpi−p)
)
,
where the sup is taken over all the subdivisions (tpi ) of [0, 1] of the form:
tpi ∈ [0, 1], tp+1i ≤ tpi , tpi = 0 for i ≤ 0 and tpi = 1 for i ≥M − k + 1. (3.2.9)
We are now ready to prove the following Brownian functional representations of
the spectrum of the traceless GUE.
Theorem 3.2.7 For each M ≥ 2,(
H˜1M , H˜
2
M − H˜1M , ..., H˜MM − H˜M−1M
)
d
=
(
λ1,0GUE,M , λ
2,0
GUE,M , ..., λ
M,0
GUE,M
)
. (3.2.10)
Proof. Consider the random vector V = (V1, V2, ..., VM) ∈ {0, 1}M , where the ran-
dom variables V1, V2, ..., VM have the joint probability mass function
P (Vp = 1;Vq = 0, for all q 6= p) = 1
M
, p = 1, 2, ...,M,
i.e., if (ek)k=1,...,M is the canonical basis of RM ,
P (V = ek) =
1
M
, k = 1, ...,M.
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Clearly, for each 1 ≤ p ≤M ,
E (Vp) =
1
M
, V ar(Vp) =
M − 1
M2
,
and for p1 6= p2, Cov(Vp1 , Vp2) = −1/M2. Hence the covariance matrix of V is
Σ =
M − 1
M2

1 ρ · · · ρ
ρ 1 · · · ρ
...
...
. . .
...
ρ ρ · · · 1

, (3.2.11)
with ρ = −1/(M − 1). Let V1,V2, ...,VN be independent copies of V, where Vi =
(Vi,1, Vi,2, ..., Vi,M). Let
G(M,N) = max
 ∑
(i,j)∈pi
Vi,j ;pi ∈ P(M,N)
 , (3.2.12)
where P(M,N) is the set of all paths pi taking only unit steps up or to the right in
the rectangle {1, ..., N} × {1, ...,M}.
Each path pi is uniquely determined by a weakly increasing sequence of its M −
1 jumps, namely 0 = t0 ≤ t1 ≤ · · · ≤ tM−1 ≤ 1, such that pi is horizontal on
[btj−1Nc, btjNc]× {j} and vertical on {btjNc} × [j, j + 1]. Hence
G(M,N) = sup
0=t0≤t1≤···≤tM−1≤tM=1
M∑
j=1
btjNc∑
i=btj−1Nc
Vi,j.
Now,
G(M,N)−N/M√
N/M
= sup
M∑
j=1
∑btjNc
i=btj−1Nc Vi,j − (tj − tj−1)N/M√
N/M
. (3.2.13)
Notice that the random vectorsV1,V2, ...,VN are independent. The probability mea-
sures PN generated by
((∑btNc
i=1 Vi,j − tN/M
)
/
√
N
)
1≤j≤M
satisfy PN(A)→ P∞(A),
for all Borel subsets A of the space of continuous functions C([0, 1]M) for which
P∞(∂A) = 0, where P∞ is the M -dimensional Wiener measure. With the uniform
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metric dM(x, y) = sup
t∈[0,1]M
|x(t)− y(t)|, C([0, 1]M) is complete and separable. A se-
quence of stochastic processes converges weakly if and only if the finite dimensional
distribution converges and the sequence is tight. We claim that, as N →∞, for any
t > 0, (∑btNc
i=1 Vi,j − tN 1M√
N
)
1≤j≤M
=⇒
(
B˜j(t)
)
1≤j≤M
,
where
(
B˜j(t)
)
1≤j≤M
is an M -dimensional Brownian motion with covariance matrix
tΣ. Indeed, for any t > 0, since V1,V2, ... are independent, each with mean vector
1M/M , where 1M = (1, 1, ..., 1), and covariance matrix Σ,∑btNc
i=1 Vi − tN 1MM√
N
=⇒
(
B˜j(t)
)
1≤j≤M
,
by the central limit theorem for iid random vectors and Slutsky’s lemma. Next, for
any t > s > 0,(∑b(t−s)Nc
i=1 Vi − b(t− s)Nc1MM√
N
,
∑bsNc
i=1 Vi − bsNc1MM√
N
)
=⇒
((
B˜j(t− s)
)
1≤j≤M
,
(
B˜j(s)
)
1≤j≤M
)
. (3.2.14)
The continuous mapping theorem and Slutsky’s lemma allow us to conclude that(∑btNc
i=1 Vi − tN 1MM√
N
,
∑bsNc
i=1 Vi − sN 1MM√
N
)
=⇒
((
B˜j(t)
)
1≤j≤M
,
(
B˜j(s)
)
1≤j≤M
)
. (3.2.15)
The convergence for the time points t1 > t2 > · · · > tn > 0 can be treated in a similar
fashion. Thus the finite dimensional distribution converges to that of
(
B˜j(t)
)
1≤j≤M
.
Since tightness in
(
C([0, 1]M), dM(·, ·)) is as in the proof of Donsker’s invariance prin-
ciple (e.g., see[11]), we are just left with identifying the covariance structure of the
limiting Brownian motion
(
B˜j(t)
)
1≤j≤M
. For each N ,
E
∣∣∣∣∣
∑btNc
i=1 Vi,j − btNc 1M√
N
∣∣∣∣∣
2
 = btNcE
(∣∣V1,j − 1M ∣∣2)
N
≤ tE
(∣∣∣∣V1,j − 1M
∣∣∣∣2
)
.
(3.2.16)
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Therefore, sup
N≥1
E
(∣∣∣∑btNci=1 (Vi,j − btNc 1M ) /√N ∣∣∣2) < ∞. As N → ∞, for each 1 ≤
j ≤M ,
V ar
(
B˜j(t)
)
= lim
N→∞
V ar
btNc∑
i=1
Vi,j√
N
 = lim
N→∞
btNc
N
V ar (V1,j) = t
M − 1
M2
.
Moreover, for any j1 6= j2, by the continuous mapping theorem,(∑btNc
i=1 Vi,j1 − btNc 1M√
N
)(∑btNc
i=1 Vi,j2 − btNc 1M√
N
)
N→∞
=⇒ B˜j1(t)B˜j2(t).
Since
sup
N≥1
(
E
(∑btNc
i=1 Vi,j1 − btNc 1M√
N
∑btNc
i=1 Vi,j2 − btNc 1M√
N
))2
≤ sup
N≥1
E(∑btNci=1 Vi,j1 − btNc 1M√
N
)2 sup
N≥1
E(∑bbtNcci=1 Vi,j2 − btNc 1M√
N
)2
<∞, (3.2.17)
therefore,
Cov
(
B˜j1(t), B˜j2(t)
)
= lim
N→∞
Cov
(∑btNc
i=1 Vi,j1√
N
,
∑btNc
i=1 Vi,j2√
N
)
= lim
N→∞
1
N
btNc∑
i=1
Cov (V1,j1 , V1,j2)
= tCov (V1,j1 , V1,j2) . (3.2.18)
Hence the M -dimensional Brownian motion
(
B˜j(t)
)
1≤j≤M
has covariance matrix tΣ
with Σ given in (3.2.11), and from the continuous mapping theorem, we conclude
that
G(M,N)−N/M√
N/M
d
=⇒ H˜M . (3.2.19)
Next, let XW be the matrix formed by all the Vi,j on the lattice {1, ..., N} ×
{1, ...,M}. Each realization of the matrix XW is then an element of M(M,N),
and moreover it corresponds to a random word of length N . Again, denote by
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λ(RSK(XW )) the common shape of the corresponding pair of Young tableaux of
XW through the RSK correspondence. It is a well known combinatorial fact (see
Lemma 1 of Section 3.2 in [20]) that, for all 1 ≤ k ≤M ,
λ1 + · · ·+ λk = Gk(M,N) := sup
{ ∑
(i,j)∈pi1∪···∪pik
Vi,j : pi1, ..., pik ∈ P(M,N),
and pi1, ..., pik are all disjoint
}
, (3.2.20)
where, by disjoint, it is meant that any two paths do not share a common point (i, j)
in the rectangle {1, ..., N} × {1, ...,M}. Through a consideration of the particular k
disjoint paths on the lattice, as in [30] and [18], where the sup in (3.2.20) is actually
attained, it is more generally true that
Gk(M,N)− kN/M√
N/M
N→∞
=⇒ H˜kM . (3.2.21)
Now, for all 1 ≤ L ≤M , any linear combination of λ1−N/M√
N/M
, ...,
∑L
k=1 λk−LN/M√
N/M
is still a
continuous functional of the process
((∑btNc
i=1 Vi,j − tN/M
)
/
√
N
)
1≤j≤M
which con-
verges weakly to the M -dimensional Brownian motion with covariance matrix tΣ as
N →∞. Hence any linear combination converges in distribution to the corresponding
linear combination of H˜1M , H˜
2
M , ..., H˜
L
M by the continuous mapping theorem. With the
help of the Crame´r-Wold theorem, we conclude that, for any 1 ≤ L ≤M , as N →∞,(
λ1 −N/M√
N/M
,
∑2
k=1 λk − 2N/M√
N/M
, ...,
∑L
k=1 λk − LN/M√
N/M
)
=⇒
(
H˜1M , H˜
2
M , ..., H˜
L
M
)
, (3.2.22)
therefore, for any 1 ≤ L ≤M , as N →∞,(
λ1 −N/M√
N/M
,
λ2 −N/M√
N/M
, ...,
λL −N/M√
N/M
)
=⇒
(
H˜1M , H˜
2
M − H˜1M , ..., H˜LM − H˜L−1M
)
. (3.2.23)
On the other hand, by Theorem 3.2.6, as N →∞,(
λ1 −N/M√
N/M
, ...,
λM −N/M√
N/M
)
=⇒
(
λ1,0GUE,M , ..., λ
M,0
GUE,M
)
. (3.2.24)
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Combining (3.2.23) and (3.2.24), the theorem is proved. ¤
Remark 3.2.8 Let
(
B1(t), B2(t), ..., BM(t)
)
be a standard M-dimensional Brownian
motion. For k = 1, ...,M , let
DkM = sup
M∑
i=1
k∑
p=1
(
Bi(tpi−p+1)−Bi(tpi−p)
)
,
where the sup is taken over all the subdivisions (tpi ) of [0, 1] described in (3.2.9). The
very approach to prove Theorem 4.2.1 can be used to obtain a Brownian functional
representation of the spectrum of the M ×M GUE, namely,
(
D1M , D
2
M −D1M , ..., DMM −DM−1M
) d
=
(
λ1GUE,M , λ
2
GUE,M , ..., λ
M
GUE,M
)
. (3.2.25)
From the observation that the supremum in the definition of Gk(M,N) is attained on
a particular set of k disjoint northeast paths for each k = 1, ...,M , Doumerc ([18])
found Brownian functional representations for
∑k
i=1 λ
i
GUE,M . These functionals are
similar to the DkM except that the supremum is taken over a different set of subdivisions
of [0, 1]. In fact, we believe that the subdivisions given in (3.2.9) should be the ones
present in [18]. With a similar consideration of k disjoint increasing subsequences, a
specific expression for the sum of the first k rows of the Young tableau associated to
a random Markovian word is obtained, in [30], in terms of the number of occurrences
of the letters among the sequence. The multidimensional convergence of the whole
tableau to a corresponding multidimensional Brownian functional is also obtained in
[30].
In contrast to the approach in [18], our potential proof of (3.2.25) does not require
passing through the matrix central limit theorem. To briefly describe the approach in
[18], let the Vi,j in (4.2.7) be iid geometric random variables, i.e., for r = 0, 1, ..., let
P (Vi,j = r) = q(1− q)r. With such {Vi,j}, the probability of a given matrix realization
only depend on the sum of the matrix entries, which is also the sum of the entries
in the shape of the associate Young tableaux. The joint probability mass function of
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the shape of the associate Young tableaux through the RSK correspondence can then
be expressed through the well known number of Young tableaux sharing this given
shape. Next, by setting q = 1 − L−1, and letting L → ∞, the random variables on
the lattice converge to iid exponential random variables with parameter one, while
the corresponding shape of the associated Young tableaux converges to the spectrum
of the M × N Laguerre Unitary Ensemble. As N → ∞, for any k = 1, ...,M ,
the corresponding Gk(M,N), properly normalized, converge in distribution to DkM .
With the same normalization, it is proved in [18] that the spectrum of the M × N
Laguerre Unitary Ensemble converges to the spectrum of the M×M GUE. Hence, the
continuous mapping theorem, gives
∑k
j=1 λ
j
GUE,M
d
= DkM . Via the large N asymptotics
of the corresponding numbers of Young tableaux, we are able to directly show that the
limiting joint probability mass function of the shape of the tableaux converges to the
joint probability density function of the eigenvalues of an element of the GUE. Thus,∑k
j=1 λ
j
GUE,M
d
= DkM , and (3.2.25) follows from the Crame´r-Wold theorem. Similar
ideas are already developed by Johansson (Theorem 1.1 in [39]) to prove that the
Poissonized Plancherel measure can be obtained as a limit of the Meixner measure.
Johansson also proves the convergence of the whole tableau corresponding to a random
word for uniform alphabets, and obtains the joint density of the limiting law.
As a consequence of Theorem 3.2.7, λmax,0GUE,M
d
= H˜1M . Together with the fact that
λmaxGUE,M
d
= DM , Proposition 3.1.4 indicates that the difference between DM and H˜
1
M
is a centered normal random variable with variance 1/M . Now, it is well known that
as M → ∞, DM/
√
M → 2 a.s. and in L1, and that (DM − 2
√
M)M1/6⇒FTW . The
same asymptotics also hold for the Brownian functional H˜1M .
Below, we give a simple proof of the fact that H˜1M/
√
M → 2 almost surely. This
proof is based on a ”tridiagonalization” technique originating in Trotter [65] (see
also Silverstein [54] where similar ideas are used). Our first result is the well known
Householder representation of Hermitian matrices.
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Lemma 3.2.9 Let G = (Gi,j)1≤i,j≤M be a matrix from the GUE. Then, there exists
a unitary matrix U, such that
UGU∗ =

A1,1 χM−1 0 · · · 0
χM−1 A2,2 χM−2 · · · 0
...
. . . . . . . . .
...
0 · · · χ2 AM−1,M−1 χ1
0 · · · 0 χ1 AM,M

, (3.2.26)
where A1,1, ..., AM,M are independent N(0, 1) random variables, and for each 1 ≤ k ≤
M − 1, χM−k has a chi distribution, with M − k degrees of freedom. Moreover, for
each k = 1, ...,M − 1, Ak,k is independent of χM−k, ..., χ1.
Proof. We will construct the unitary matrixU as a product ofM−1 unitary matrices
UM−1 · · ·U2U1. The vectors
(√∑M
j=2 |G1,j|2, 0, ..., 0
)
and
(
G1,2, G1,3, ..., G1,M
)
have
the same length. Let U(1) be the (M − 1)× (M − 1) unitary matrix such that
(
G1,2, G1,3, ..., G1,M
)
U(1) =
√√√√ M∑
j=2
|G1,j|2, 0, ..., 0
 .
Let
U1 =

1 0 · · · 0
0
... U(1)
0

. (3.2.27)
Then
U1GU
∗
1 =

G1,1
√∑M
j=2 |G1,j|2 0 · · · 0√∑M
i=2 |Gi,1|2
0
... G(1)
0

, (3.2.28)
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where the (M − 1)× (M − 1) matrix
G(1) = U(1)

G2,2 · · · G2,M
...
. . .
...
GM,2 · · · GM,M
U(1)∗. (3.2.29)
Let A1,1 = G1,1 and χM−1 =
√∑M
j=2 |G1,j|2. Clearly, A1,1 and χM−1 are independent.
Actually A1,1 is independent of the whole matrix G
(1). The crucial fact here is that
the matrixG(1) is still an element of the (M−1)×(M−1) GUE. The same procedure
can then be applied to G(1), namely, there is a unitary matrix
U2 =

1 0 0 · · · 0
0 1 0 · · · 0
...
... U(2)
0 0

, (3.2.30)
such that
U2U1GU
∗
1U
∗
2 =

G1,1 χM−1 0 0 · · · 0
χM−1 G
(1)
1,1
√∑M−1
j=2 |G(1)1,j |2 0 · · · 0
0
√∑M−1
i=2 |G(1)i,1 |2
0 0
...
... G(2)
0 0

,
(3.2.31)
where G(2) is an element of (M − 2) × (M − 2) GUE. Let A2,2 = G(1)1,1 and let
χM−2 =
√∑M−1
j=2 |G(1)1,j |2. The matricesU3,...,UM−1 are chosen in a completely similar
fashion, and the lemma follows. ¤
Theorem 3.2.10 As M →∞,
λmax,0GUE,M√
M
→ 2, almost surely,
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equivalently,
λmaxGUE,M√
M
→ 2, almost surely.
Proof. Let G = (Gi,j)1≤i,j≤M be a matrix from the M × M GUE with maximal
eigenvalue λmaxGUE,M . Clearly,
λmax,0GUE,M = λ
max
GUE,M −
tr (G)
M
.
By the strong law of large numbers, tr (G) /M → 0, and it suffices to prove that,
almost surely,
λmaxGUE,M√
M
→ 2.
By Lemma 3.2.9, there exists a unitary matrix U, such that
T := UGU∗ =

A1,1 χM−1 0 · · · 0
χM−1 A2,2 χM−2 · · · 0
...
. . . . . . . . .
...
0 · · · χ2 AM−1,M−1 χ1
0 · · · 0 χ1 AM,M

, (3.2.32)
where A1,1, ..., Ak,k are independent N(0, 1) random variable, and for each 1 ≤ k ≤
M − 1, χk has a chi distribution with k degrees of freedom. Clearly G and T share
the same eigenvalues.
By the Gersˆgorin circle theorem (see [27]), for any eigenvalue λi of G, letting also
χ0 = χM = 0,
λi ∈
⋃
k=1,...,M
[Ak,k − χM−k+1 − χM−k, Ak,k + χM−k+1 + χM−k] .
Hence
λmaxGUE,M√
M
≤ max
k=1,...,M
(
Ak,k√
M
+
χM−k+1√
M
+
χM−k√
M
)
≤ max
k=1,...,M
Ak,k√
M
+ max
k=1,...,M
χM−k+1√
M
+ max
k=1,...,M
χM−k√
M
. (3.2.33)
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For each k = 1, ...,M , Ak,k ∼ N
(
0, 1
)
, thus, for any fixed ε > 0,
P
(∣∣∣∣ maxk=1,...,M Ak,k√M
∣∣∣∣ > ε) ≤ M∑
k=1
P
( |Ak,k|√
M
> ε
)
=
2M√
2pi
∫ ∞
ε
√
M
e−x
2/2dx
≤ 2M
ε
√
2piM
∫ ∞
ε
√
M
xe−x
2/2dx
=
√
2M
ε
√
pi
e−ε
2M/2. (3.2.34)
Therefore,
∞∑
M=1
P
(∣∣∣∣ maxk=1,...,M Ak,k√M
∣∣∣∣ > ε) ≤ ∞∑
M=1
√
2M
ε
√
pi
e−ε
2M/2 <∞,
and so, by the Borel-Cantelli lemma,
max
k=1,...,M
Ak,k√
M
a.s.−→ 0. (3.2.35)
Next, for any fixed ε > 0,
P
(∣∣∣∣ maxk=1,...,Mχ2M−k+1M − 1
∣∣∣∣ > ε)
= P
(∣∣∣∣ maxk=1,...,Mχ2kM − 1
∣∣∣∣ > ε)
= P
(
max
k=1,...,M
χ2k < M(1− ε)
)
+ P
(
max
k=1,...,M
χ2k > M(1 + ε)
)
≤ P (χ2M < M(1− ε))+ M∑
k=1
P
(
χ2k > M(1 + ε)
)
≤ P (χ2M < M(1− ε))+MP (χ2M > M(1 + ε)) . (3.2.36)
Now, for any y > 0,∫ ∞
y
u
M
2
−1e−
u
2 du
= 2e−
y
2 y
M
2
bM/2c∑
k=1
k∏
l=1
M − 2l
y
+ 2(M − 2)!!∫ ∞√
y
xM mod (2)e−
x2
2 dx, (3.2.37)
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where
(M − 2)!! =

(M − 2)(M − 4) · · · (3)(1), if M is odd, M ≥ 3;
(M − 2)(M − 4) · · · (4)(2), if M is even, M ≥ 4;
1, if M = 2.
(3.2.38)
For y =M(1 + ε),
P
(
χ2M > M(1 + ε)
)
=
1
Γ
(
M
2
)
2
M
2
∫ ∞
M(1+ε)
u
M
2
−1e−
u
2 du
≤ 2e
−M(1+ε)
2 (M(1 + ε))
M
2
Γ
(
M
2
)
bM/2c∑
k=1
k∏
l=1
M − 2l
M(1 + ε)
+ 2e−M(1+ε)2 (M − 2)!!
Γ
(
M
2
)
≤ Me
−M(1+ε)
2 (M(1 + ε))
M
2
Γ
(
M
2
) + 2e−M(1+ε)2 (M − 2)!!
Γ
(
M
2
) . (3.2.39)
But, as M →∞,
Me−
M(1+ε)
2 (M(1 + ε))
M
2
Γ(M
2
)2
M
2
∼
√
Me−
Mε
2
−1 (1 + ε)
M
2
√
pi
,
and
(M − 2)!! ∼ Γ
(
M
2
)
2
M
2 ,
thus
∑∞
M=1MP (χ2M > M(1 + ε)) < ∞. Next, since f(u) = u
M
2
−εe−
u
2 is increasing
for u ≤M − 2ε, we have for M ≥ 2:
P
(
χ2M < M(1− ε)
)
=
1
Γ
(
M
2
)
2
M
2
∫ M(1−ε)
0
u
M
2
−1e−
u
2 du
=
1
Γ
(
M
2
)
2
M
2
∫ M(1−ε)
0
u
M
2
−εe−
u
2
1
u1−ε
du
≤ 1
Γ
(
M
2
)
2
M
2
(M(1− ε))M2 −ε e−M(1−ε)2 (M(1− ε))
ε
ε
=
(M(1− ε))M2 e−M2 +Mε2
εΓ
(
M
2
)
2
M
2
. (3.2.40)
By Stirling’s Formula, as M →∞,
Γ
(
M
2
)
∼
√
piM
(
M
2
)M
2
−1
e−
M
2 .
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So, for 0 < ε < 1,
(M(1− ε))M2 e−M2 +Mε2
εΓ
(
M
2
)
2
M
2
∼
√
M
2ε
√
pi
e
M
2
(ε+log(1−ε))
≤
√
M
2ε
√
pi
e−
Mε2
4 . (3.2.41)
But
∞∑
M=2
√
M
2ε
√
pi
e−
Mε2
4 <∞,
and thus,
∞∑
M=2
P
(
χ2M < M(1− ε)
)
<∞.
Therefore,
∞∑
M=1
P
(∣∣∣∣ maxk=1,...,Mχ2M−k+1M − 1
∣∣∣∣ > ε)
≤
∞∑
M=1
P
(
χ2M < M(1− ε)
)
+
∞∑
M=1
MP
(
χ2M > M(1 + ε)
)
<∞. (3.2.42)
Hence, max
k=1,...,M
χ2M−k+1/M
a.s.−→ 1, and thus
max
k=1,...,M
χM−k+1√
M
a.s.−→ 1. (3.2.43)
With a completely similar argument,
max
k=1,...,M
χM−k√
M
a.s.−→ 1. (3.2.44)
Thus, almost surely,
lim sup
M→∞
λmaxGUE,M√
M
≤ 2. (3.2.45)
Next, since the empirical distribution of the eigenvalues
(
λiGUE,M/
√
M
)
1≤i≤M
con-
verges almost surely to the semicircle law ν with density
√
4− x2/2pi. We claim that,
for any ε > 0,
P
(
lim inf
M→∞
λmaxGUE,M√
M
> 2− ε
)
= 1, (3.2.46)
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If not, i.e., if
P
(
lim inf
M→∞
λmaxGUE,M/
√
M > 2− ε
)
< 1,
then,
P
(
lim inf
M→∞
λmaxGUE,M/
√
M ≤ 2− ε
)
> 0,
and thus,
P
(
lim inf
M→∞
λiGUE,M/
√
M ≤ 2− ε, i = 1, ...,M
)
> 0.
Let the event Aε :=
{
lim infM→∞ λiGUE,M/
√
M ≤ 2− ε, i = 1, ...,M
}
and consider
the bounded continuous function
fε(x) =

1, x < 2− ε;
2−x
ε
, 2− ε ≤ x ≤ 2;
0, x > 2.
(3.2.47)
Then, on Aε,
∑M
i=1 fε
(
λiGUE,M/
√
M
)
/M = 1 and
∫
fεdν < 1, and so
P
(
lim inf
M→∞
1
M
M∑
i=1
fε
(
λiGUE,M/
√
M
)
6=
∫
fεdν
)
≥ P (Aε) > 0,
which is clearly a contradiction. Letting ε→ 0 in (3.2.46) yields,
lim inf
M→∞
λmaxGUE,M√
M
≥ 2. a.s. (3.2.48)
Therefore, combining (3.2.45) and (3.2.48),
λmaxGUE,M√
M
→ 2. a.s.
¤
To prove our next convergence result, we first need a well known lemma (e.g., see
[45]) and then a less known one.
Lemma 3.2.11 For any M ≥ 2, let A1, ..., AM be centered Gaussian random vari-
ables, such that EA2i ≤ 1, for all i = 1, ...,M , then
0 ≤ E
(
max
k=1,...,M
Ak
)
≤
√
2 lnM. (3.2.49)
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Proof. First,
E
(
max
k=1,...,M
Ak
)
≥ max
k=1,...,M
E (Ak) = 0.
Next, since the logarithm is a concave function, for any t > 0,
E
(
max
k=1,...,M
tAk
)
≤ ln
(
M∑
k=1
EetAk
)
≤ lnM + ln
(
et
2/2
)
= lnM + t2/2. (3.2.50)
The lemma is proved by taking t =
√
2 lnM . ¤
Lemma 3.2.12 For each k = 1, ..., let χ2k be a chi-square random variable with k
degrees of freedom. Then,
lim
M→∞
E
 maxk=1,...,Mχ2k
M
 = 1. (3.2.51)
Proof. First,
E
(
max
k=1,...,M
χ2k
)
≥ E (χ2M) =M.
Next, by the concavity of the logarithm, for any 0 < t < 1/2,
tE
 maxk=1,...,Mχ2k
M
 ≤ 1
M
ln
(
M∑
k=1
Eetχ2k
)
≤ 1
M
ln
(
M
1
(1− 2t)M/2
)
=
lnM
M
− 1
2
ln (1− 2t) . (3.2.52)
Hence for any 0 < t < 1/2,
t lim sup
M→∞
E
 maxk=1,...,Mχ2k
M
 ≤ −1
2
ln (1− 2t) .
By letting t→ 0,
lim sup
M→∞
E
 maxk=1,...,Mχ2k
M
 ≤ lim
t→0
− ln (1− 2t)
2t
= 1.
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(
Since − ln(1 − 2t) ≤ 2t + 4t2, for 0 ≤ t ≤ 1/3, taking t = √lnM/2M in (3.2.52),
will give E
(
max
k=1,...,M
χ2k/M
)
≤ 1 + 2√2 lnM/M , for M > 10. ) ¤
Theorem 3.2.13 As M →∞,
λmax,0GUE,M√
M
→ 2, in L1.
Equivalently,
λmaxGUE,M√
M
→ 2, in L1.
Equivalently,
H˜1M√
M
→ 2, in L1.
Proof. Note that when p1 = · · · = pM = 1/M , L(s1,...,sM ), given by (3.1.8), is the
empty set when s1 < 0, and so λ
max,0
GUE,M is nonnegative (this is actually clear from the
traceless requirement). By Theorem 3.2.7, H˜1M and λ
max,0
GUE,M are equal in distribution,
and so it suffices to prove that, as M →∞,
E
(
λmax,0GUE,M
)
√
M
→ 2. (3.2.53)
Next, by Proposition 3.1.4, E
(
λmax,0GUE,M
)
= E
(
λmaxGUE,M
)
. Moreover, taking expecta-
tions on both sides of (3.2.33) gives:
E
(
λmaxGUE,M
) ≤ E( max
k=1,...,M
Ak,k
)
+ E
(
max
k=1,...,M
χM−k+1
)
+ E
(
max
k=1,...,M
χM−k
)
.
By Lemma 3.2.11,
lim sup
M→∞
E
(
max
k=1,...,M
Ak,k√
M
)
≤ lim sup
M→∞
√
2 lnM√
M
= 0,
while, by Lemma 3.2.12,
lim sup
M→∞
E
(
max
k=1,...,M
χk√
M
)
= 1,
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leading to
lim sup
M→∞
E
(
λmax,0GUE,M√
M
)
≤ 2.
Now, λmax,0GUE,M is nonnegative and by Theorem 3.2.10, almost surely,
λmax,0GUE,M√
M
→ 2.
Thus, by Fatou’s Lemma,
lim inf
M→∞
E
(
λmax,0GUE,M√
M
)
≥ E
(
lim inf
M→∞
λmax,0GUE,M√
M
)
= 2,
and so,
lim
M→∞
E
(
λmax,0GUE,M√
M
)
= 2.
Using once more the fact that λmax,0GUE,M ≥ 0, we conclude that
lim
M→∞
E
∣∣∣∣∣λ
max,0
GUE,M√
M
− 2
∣∣∣∣∣ = 0,
and by the weak law of large number, limM→∞ E
∣∣∣λmaxGUE,M√
M
− 2
∣∣∣ = 0. ¤
Remark 3.2.14 Following Davidson and Szarek [17] (see also [44]), an alternative
proof of Theorem 3.2.13 is presented next. Let G be an element of the M ×M GUE,
let
λmaxGUE,M = sup
|u|=1
uGTu∗, (3.2.54)
and consider the real-valued Gaussian process
Gu = uG
Tu∗ =
M∑
i,j=1
Gi,juiu¯j, |u| = 1, u = (u1, ..., uM) ∈ CM .
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For any u, v ∈ CM , such that |u| = |v| = 1,
E
(|Gu −Gv|2) = E
∣∣∣∣∣
M∑
i,j=1
Gi,j (uiu¯j − viv¯j)
∣∣∣∣∣
2

= E
(
M∑
i,j=1
Gi,j (uiu¯j − viv¯j)Gj,i (uju¯i − vj v¯i)
)
= E
(
M∑
i,j=1
|Gi,j|2 |uiu¯j − viv¯j|2
)
=
M∑
i,j=1
|uiu¯j − viv¯j|2
=
M∑
i,j=1
(uiu¯j − viv¯j) (u¯iuj − v¯ivj)
=
M∑
i=1
|ui|2 +
M∑
i=1
|vi|2 −
M∑
i,j=1
uiu¯j v¯ivj −
M∑
i,j=1
u¯iujviv¯j
= 2− 2
∣∣∣∣∣
M∑
i=1
uiv¯i
∣∣∣∣∣
2
. (3.2.55)
Now, define the Gaussian process indexed by u ∈ CM , |u| = 1,
Ku =
M∑
i=1
giRe(ui) +
M∑
j=1
hjIm(uj), (3.2.56)
where g1, ..., gM , h1, ..., hM are iid N(0, 1) random variables. Then for any u, v ∈ CM ,
such that |u| = |v| = 1,
E
(|Ku −Kv|2)
= E
∣∣∣∣∣
M∑
i=1
gi (Re(ui)−Re(vi)) +
M∑
j=1
hj (Im(uj)− Im(vj))
∣∣∣∣∣
2

=
M∑
i=1
(Re(ui)−Re(vi))2 +
M∑
j=1
(Im(uj)− Im(vj))2
=
M∑
i=1
(Re(ui − vi))2 +
M∑
i=1
(Im(ui − vi))2
(3.2.57)
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=
M∑
i=1
|ui − vi|2
=
M∑
i=1
(ui − vi) (u¯i − v¯i)
=
M∑
i=1
|ui|2 +
M∑
i=1
|vi|2 −
M∑
i=1
uiv¯i −
M∑
i=1
u¯ivi
= 2− 2Re
(
M∑
i=1
uiv¯i
)
. (3.2.58)
Now
E
(|Gu −Gv|2) ≤ 2E (|Ku −Kv|2) ,
since
2E
(|Ku −Kv|2)− E (|Gu −Gv|2)
=
(
4− 4Re
(
M∑
i=1
uiv¯i
))
−
2− 2 ∣∣∣∣∣
M∑
i=1
uiv¯i
∣∣∣∣∣
2

= 2
∣∣∣∣∣
M∑
i=1
uiv¯i
∣∣∣∣∣
2
− 2Re
(
M∑
i=1
uiv¯i
)
+ 1

= 2
(
Re
(
M∑
i=1
uiv¯i
)
− 1
)2
+ 2Im
(
M∑
i=1
uiv¯i
)2
≥ 0. (3.2.59)
Then, by the Slepian-Fernique Lemma [45],
E
(
sup
|u|=1
Gu
)
≤
√
2E
(
sup
|u|=1
Ku
)
.
Finally, for i = 1, ..., 2M , let
ai =
{
gi, i=1,...,M;
hi−M , i=M+1,...,2M,
and
bi =
{
Re(ui), i=1,...,M;
Im(ui−M), i=M+1,...,2M.
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Then,
E
(
λmaxGUE,M
)
= E
(
sup
|u|=1
Gu
)
≤
√
2E
(
sup
|u|=1
Ku
)
≤
√
2E
(
sup
|u|=1
(
M∑
i=1
giRe(ui) +
M∑
j=1
hjIm(uj)
))
=
√
2E
(
sup
|u|=1
(
2M∑
i=1
aibi
))
≤
√
2E
 sup
|u|=1

√√√√ 2M∑
i=1
a2i
√√√√ 2M∑
i=1
b2i

=
√
2E
 sup
|u|=1

√√√√ M∑
i=1
(g2i + h
2
i )
√√√√ M∑
i=1
Re(ui)2 + Im(uj)2

≤ 2E

√√√√ M∑
i=1
g2i

≤ 2
√
M. (3.2.60)
Therefore,
E
(
λmaxGUE,M
)
√
M
≤ 2. (3.2.61)
We have established in Theorem 3.2.10 that λmaxGUE,M/
√
M
a.s.−→ 2, as M →∞. Hence(
λmaxGUE,M/
√
M − 2
)− a.s.−→ 0, and since 0 ≤ (λmaxGUE,M)− /√M ≤ (λmaxGUE,M/√M − 2)−,
we have (
λmaxGUE,M
)−
√
M
a.s.−→ 0,
and therefore (
λmaxGUE,M
)+
√
M
a.s.−→ 2.
Now,
0 ≤ E
(
λmax,0GUE,M√
M
)
= E
(
λmaxGUE,M√
M
)
≤ 2,
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hence,
0 ≤ E
(
2− λ
max,0
GUE,M√
M
)
≤ E
(
2− λ
max
GUE,M√
M
)+
≤ 2.
Since 0 ≤
(
2− λmaxGUE,M/
√
M
)+
≤ 2, and since λmax,0GUE,M/
√
M
a.s.−→ 2, dominated con-
vergence ensures that
E
λmax,0GUE,M√
M
−→ 2,
from which it follows that
E
∣∣∣∣∣λ
max,0
GUE,M√
M
− 2
∣∣∣∣∣−→0,
since λmax,0GUE,M ≥ 0.
Here is another almost sure convergence result, for H˜1M .
Theorem 3.2.15 As M →∞, almost surely,
H˜1M√
M
−→ 2.
Proof. By Theorem 3.2.13, for any ε > 0, when M is large enough,∣∣∣E [H˜1M/√M]− 2∣∣∣ < ε/2.
Thus
P
(∣∣∣∣∣ H˜1M√M − 2
∣∣∣∣∣ > ε
)
≤ P
(∣∣∣∣∣ H˜1M√M − E
(
H˜1M√
M
)∣∣∣∣∣ > ε−
∣∣∣∣∣2− E
(
H˜1M√
M
)∣∣∣∣∣
)
≤ P
(∣∣∣H˜1M − E(H˜1M)∣∣∣ > √Mε2
)
≤ 2e−
Mε2
8M−1
M
< 2e−
Mε2
8 , (3.2.62)
where, in the second to last inequality, we have used Gaussian concentration for H˜1M
since it is a 1-Lipschitz function of the Brownian entries each one having variance
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(M − 1)/M . Hence, for any ε,
∞∑
M=1
P
(∣∣∣∣∣ H˜1M√M − 2
∣∣∣∣∣ > ε
)
<∞,
and the almost sure convergence of H˜1M/
√
M to 2 follows from the Borel-Cantelli
lemma. ¤
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CHAPTER IV
LONGEST INCREASING SUBSEQUENCE FOR
NON-UNIFORM FINITE ALPHABETS
4.1 Generalized Traceless GUE
The arguments used in the previous chapter can be modified to obtain the limiting
law of the shape of the Young tableaux associated to a random word whose letters
are independently, but no longer uniformly, drawn from an M -letter alphabet. This
limiting law is closely related to the spectrum of certain random matrix ensembles
and it will be described in this section.
Definition 4.1.1 For M ≥ 1, K = 1, ...,M and d1, ..., dK such that
∑K
k=1 dk = M ,
let GM (d1, ..., dK) be the set of random matrices X which are direct sums of mutually
independent elements of the dk × dk GUE, k = 1, ..., K (i.e., X is an M ×M block
diagonal matrix whose K blocks are mutually independent elements of the dk × dk
GUE, k = 1, ..., K).
Example 4.1.1 An element of G5 (2, 1, 2) is
X1,1 X1,2 0 0 0
X2,1 X2,2 0 0 0
0 0 X3,3 0 0
0 0 0 X4,4 X4,5
0 0 0 X5,4 X5,5

,
where
X1,1 X1,2
X2,1 X2,2
 and
X4,4 X4,5
X5,4 X5,5
 are elements of the 2 × 2 GUE and where
X3,3 ∼ N(0, 1); these three matrices being mutually independent.
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Definition 4.1.2 Let p1, · · · , pM > 0,
∑M
j=1 pj = 1, be such that the multiplicities
of the K distinct probabilities p(1), ..., p(K) are respectively d1, ..., dK, i.e., let m1 = 0
and for any k = 2, ..., K, let mk =
∑k−1
j=1 dj, and pmk+1 = · · · = pmk+dk = p(k),
k = 1, ..., K. The generalized M ×M traceless GUE associated to the probabilities
p1, ..., pM is the set, denoted by G0 (p1, ..., pM), of M ×M matrices X0, of the form
X0i,j =
 Xi,i −
√
pi
∑M
l=1
√
plXl,l, if i = j;
Xi,j, if i 6= j,
(4.1.1)
where X ∈ GM (d1, ..., dK).
Clearly, from (4.1.1),
∑M
i=1
√
piX
0
i,i = 0. Note also that the case K = 1 (for which
d1 =M), recovers the previously defined traceless GUE.
Here is an equivalent way of defining the generalized traceless GUE: let X(k) be
the M ×M diagonal matrix such that
X
(k)
i,i =

√
p(k)
∑M
l=1
√
plXl,l, if mk < i ≤ mk + dk;
0, otherwise,
(4.1.2)
and let X ∈ GM (d1, ..., dK). Then, X0 := X−
∑K
k=1X
(k) ∈ G0 (p1, ..., pM).
Example 4.1.2 An element of G0 (0.1, 0.1, 0.4, 0.2, 0.2) is
X1,1 −
√
0.1Y X1,2 0 0 0
X2,1 X2,2 −
√
0.1Y 0 0 0
0 0 X3,3 −
√
0.4Y 0 0
0 0 0 X4,4 −
√
0.2Y X4,5
0 0 0 X5,4 X5,5 −
√
0.2Y

,
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where 
X1,1 X1,2 0 0 0
X2,1 X2,2 0 0 0
0 0 X3,3 0 0
0 0 0 X4,4 X4,5
0 0 0 X5,4 X5,5

,
is an element of G5 (2, 1, 2) and Y =
√
0.1X1,1 +
√
0.1X2,2 +
√
0.4X3,3 +
√
0.2X4,4 +
√
0.2X5,5.
Equivalently, there is an ”ensemble” description of G0 (p1, ..., pM).
Proposition 4.1.3 X0 ∈ G0 (p1, ..., pM) if and only if X0 is distributed according to
the probability distribution
P
(
dX0
)
=Cγ
(
dX01,1, ..., dX
0
M,M
)K∏
k=1
(
e
− ∑
mk<i<j≤mk+dk
|X0i,j|2 ∏
mk<i<j≤mk+dk
dRe
(
X0i,j
)
dIm
(
X0i,j
))
,
(4.1.3)
on the space of M×M Hermitian matrices, which are direct sum of dk×dk Hermitian
matrices, k = 1, ..., K,
∑K
k=1 dk =M , and where m1 = 0, mk =
∑k−1
j=1 dj, for any k =
2, ..., K. Above, C = pi−
∑K
k=1 dk(dk−1)/2 and γ
(
dX01,1, ..., dX
0
M,M
)
is the distribution of
an M-dimensional centered (degenerate) multivariate Gaussian law with covariance
matrix
Σ 0 =

1− p1 −√p1p2 · · · −√p1pM
−√p2p1 1− p2 · · · −√p2pM
...
. . . . . .
...
−√pMp1 · · · −√pMpM−1 1− pM

.
Proof. Let X ∈ GM (d1, ..., dK), and let X0 be given as in (4.1.1). Then,
(
X01,1,X
0
2,2, ...,X
0
M,M
)′
= Σ0 (X1,1,X2,2, ...,XM,M)
′ .
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Since (X1,1, ...,XM,M) ∼ N(0, IM), andΣ0Σ0=Σ0, it follows that
(
X01,1, ...,X
0
M,M
) ∼
N(0,Σ0). Now, the off diagonal entries of X are independent of the random vari-
ables X1,1 − √p1
∑M
l=1
√
plXl,l, ...,XM,M − √pM
∑M
l=1
√
plXl,l, and thus the distri-
bution of X0 is given by (4.1.3). On the other hand, suppose the matrix X0 is
distributed according to the probability distribution (4.1.3). Clearly, the diagonal
entries X01,1, ...,X
0
M,M are independent of the off diagonal ones. Moreover,
E
( M∑
i=1
√
piX
0
i,i
)2 = E[ M∑
i,j=1
√
pi
√
pjX
0
i,iX
0
j,j
]
= (
√
p1, ...,
√
pM)Σ
0 (
√
p1, ...,
√
pM)
′
=
M∑
i=1
pi (1− pi)−
M∑
i=1
∑
j 6=i
pipj
=
M∑
i=1
pi −
M∑
i=1
pi
= 0. (4.1.4)
Therefore,
∑M
i=1
√
piX
0
i,i = 0. Since
(
X01,1, ...,X
0
M,M
) ∼ N(0,Σ0) and Σ0Σ0 = Σ0,
there exists a vector (Z1, ..., ZM) ∼ N(0, IM) such that
(
X01,1, ...,X
0
M,M
)′
= Σ0 (Z1, ..., ZM)
′ ,
and, moreover, the vector (Z1, ..., ZM) can also be chosen to be independent of
the off diagonal entries of X0. Let X be the matrix X0 with the diagonal entries
X01,1, ...,X
0
M,M replaced by Z1, ..., ZM . Then X ∈ GM (d1, ..., dK) and X0 is given as
in (4.1.1). ¤
Next, we provide a relation in law between the spectrum of X and that of X0.
Proposition 4.1.4 Let X ∈ GM (d1, ..., dK), and let X0 ∈ G0 (p1, ..., pM). Let λ1, · · · ,
λM be the eigenvalues of X, where for each k = 1, ..., K, λmk+1, · · · , λmk+dk are the
eigenvalues of the kth diagonal block (an element of the dk × dk GUE). Then, the
78
eigenvalues of X0 are given by:
λi0 = λ
i −√pi
M∑
l=1
√
plXl,l = λ
i −√pi
M∑
l=1
√
plλ
l, i = 1, ...,M.
Proof. It is clear that λi0 = λ
i −√pi
∑M
l=1
√
plXl,l, i = 1, ...,M , are the eigenvalues
of X0. Next, to prove that
∑M
l=1
√
plXl,l =
∑M
l=1
√
plλ
l, let Xp be the M ×M matrix
obtained by multiplying the kth diagonal block of X by
√
p(k). For each i = 1, ...,M ,
there exists a unique 1 ≤ k ≤ K, such that mk < i ≤ mk + dk, and λi is an
eigenvalue of the kth diagonal block of X. Moreover, pi = p
(k), thus
√
piλ
i is an
eigenvalue of the kth diagonal block of Xp, which is an eigenvalue of Xp as well.
Then,
√
p1λ
1, ...,
√
pMλ
M are the eigenvalues of Xp. The proposition is proved since
both
∑M
l=1
√
plXl,l and
∑M
l=1
√
plλ
l are equal to trXp. ¤
The semicircle law is again the almost sure limit of the empirical spectral measure
for the kth block of the generalized traceless GUE, provided dk → ∞, k = 1, ..., K.
This is, for example, the case of the uniform alphabet, where again K = 1, d1 = M
and p(1) = 1/M .
Proposition 4.1.5 Let λ10, λ
2
0, ..., λ
M
0 be the eigenvalues of an element of the M ×M
generalized traceless GUE, such that λmk+10 , · · · , λmk+dk0 are the eigenvalues of the kth
diagonal block, k = 1, ..., K. For any k = 1, ..., K, the empirical distribution of the
eigenvalues
(
λi0/
√
dk
)
mk<i≤mk+dk converges almost surely to the semicircle law ν with
density
√
4− x2/2pi, −2 ≤ x ≤ 2, whenever dk →∞.
Proof. By Proposition 4.1.4, there exists an X ∈ GM (d1, ..., dK), whose eigenvalues
λ1, · · · , λM satisfy,
λi0 = λ
i −√pi
M∑
l=1
√
plXl,l = λ
i −√pi
M∑
l=1
√
plλ
l, i = 1, ...,M.
If dk → ∞ for some k = 1, ..., K, by Wigner’s theorem [49], the spectral measure of(
λi/
√
dk
)
mk<i≤mk+dk converges weakly to the semicircle law ν almost surely, i.e., for
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any bounded continuous function f : R→ R,
1
dk
mk+dk∑
i=mk+1
f
(
λi√
dk
)
−→
∫
fdν,
almost surely. Now,
∑M
l=1
√
plXl,l ∼ N(0, 1), and p(k)/dk → 0 as dk →∞, hence,√
p(k)
∑M
l=1
√
plXl,l√
dk
a.s.−→ 0.
Next, for any bounded Lipschitz function f , almost surely,∣∣∣∣∣ 1dk
mk+dk∑
i=mk+1
f
(
λi0√
dk
)
−
∫
fdν
∣∣∣∣∣
≤
∣∣∣∣∣ 1dk
mk+dk∑
i=mk+1
f
(
λi0√
dk
)
− 1
dk
mk+dk∑
i=mk+1
f
(
λi√
dk
)∣∣∣∣∣+
∣∣∣∣∣ 1dk
mk+dk∑
i=mk+1
f
(
λi√
dk
)
−
∫
fdν
∣∣∣∣∣ .
(4.1.5)
Now,∣∣∣∣∣ 1dk
mk+dk∑
i=mk+1
f
(
λi0√
dk
)
− 1
dk
mk+dk∑
i=mk+1
f
(
λi√
dk
) ∣∣∣∣∣ ≤ ‖f‖Lip
∣∣∣∣∣
√
p(k)
∑M
l=1
√
plXl,l√
dk
∣∣∣∣∣ −→ 0,
(4.1.6)
and the proposition is proved, since the bounded Lipschitz functions form a deter-
mining class for weak convergence ([19, Section 9.3]).
An alternative argument, similar to the one given in the proof of Proposition 3.1.2,
can also be applied to the non-uniform case. Indeed, if dk →∞ for some k = 1, ..., K,√
p(k)
∑M
l=1
√
plXl,l√
dk
a.s.−→ 0.
Next, for any 1-Lipschitz function f : R→ R,∣∣∣∣∣ 1dk
mk+dk∑
i=mk+1
f
(
λi0√
dk
)
− 1
dk
mk+dk∑
i=mk+1
f
(
λi√
dk
)∣∣∣∣∣ ≤
∣∣∣∣∣
√
p(k)
∑M
l=1
√
plXl,l√
dk
∣∣∣∣∣ .
Again, via concentration and the Borel-Cantelli Lemma, we have,
1
dk
mk+dk∑
i=mk+1
f
(
λi0√
dk
)
−
∫
fdµM −→ 0,
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almost surely for every bounded Lipschitz function f : R→ R. Thus, almost surely,
1
dk
mk+dk∑
i=mk+1
δ
(
λi0√
dk
)
−→ ν,
weakly as probability measures on R. ¤
Now for p1, ..., pM considered, so far, i.e., such that the multiplicities of the K dis-
tinct probabilities p(1), ..., p(K) are respectively d1, ..., dK and pmk+1 = · · · = pmk+dk =
p(k), k = 1, ..., K, let
Lp1,...,pM :=
{
x = (x1, ..., xM) ∈ RM : xmk+1 ≥ · · · ≥ xmk+dk , k = 1, ..., K;
M∑
j=1
√
pjxj = 0
}
. (4.1.7)
In other words, Lp1,...,pM is a subset of the hyperplane∑Mj=1√pjxj = 0, where within
each block of size dk, k = 1, ..., K, the coordinates xmk+1, ..., xmk+dk , are ordered. For
any s1, ..., sM ∈ R, let also
Lp1,...,pM(s1,...,sM ) := Lp1,...,pM ∩
{
(x1, ..., xM) ∈ RM : xi ≤ si, i = 1, ...,M
}
. (4.1.8)
The distribution function of the eigenvalues, written in non-increasing order within
each dk × dk GUE, of an element of G0 (p1, ..., pM) is obtained now.
Proposition 4.1.6 The joint distribution function of the eigenvalues, written in non-
increasing order within each dk × dk GUE, of an element of G0 (p1, ..., pM) is given,
for any s1, ..., sM ∈ R, by
P
(
λ10 ≤ s1,λ20 ≤ s2, ..., λM0 ≤ sM
)
=
∫
Lp1,...,pM
(s1,...,sM )
f(x)dx1 · · · dxM−1, (4.1.9)
where for x = (x1, ..., xM) ∈ RM ,
f(x) := cM
K∏
k=1
∆k(x)
2e−
∑M
i=1 x
2
i /21Lp1,...,pM (x), (4.1.10)
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with cM = (2pi)
−(M−1)/2∏K
k=1 (0!1! · · · (dk − 1)!)−1 and where ∆k(x) is the Vander-
monde determinant associated to those xi for which pi = p
(k), i.e.,
∆k(x) =
∏
mk≤i<j≤mk+dk
(xi − xj) .
Remark 4.1.7 When the eigenvalues are not ordered within each dk × dk GUE, the
identity (4.1.9) remains valid, multiplying cM , above, by
∏K
k=1 (dk!)
−1, and also by
omitting the ordering constraint xmk+1 ≥ · · · ≥ xmk+dk , k = 1, ..., K, in the definition
of Lp1,...,pM .
Proof. From Proposition 4.1.4,
λi0 = λ
i −√pi
M∑
l=1
√
plλ
l, i = 1, ...,M,
where λ1, · · · , λM are the eigenvalues of an element of GM (d1, ..., dK), and where
λmk+1 ≥ · · · ≥ λmk+dk are the eigenvalues of the kth diagonal block (an element of
the dk×dk GUE), for each k = 1, ..., K. Clearly,
∑M
l=1
√
plλ
l
0 = 0. Let us now compute
the joint density of λ10, · · · , λM−10 . Recall that the joint density of
(
λ1, · · · , λM) is,
for any x ∈ RM , given by
1√
2pi
cM
K∏
k=1
∆k(x)
2e−
∑M
i=1 x
2
i /2, (4.1.11)
where cM = (2pi)
−(M−1)/2∏K
k=1 (0!1! · · · (dk − 1)!)−1, and where
∆k(x) =
∏
mk≤i<j≤mk+dk
(xi − xj) ,
with again m1 = 0 and mk =
∑k−1
j=1 dj, for k = 2, ..., K. Consider the change of vari-
ables from
(
λ1, · · · , λM−1, λM) to (λ10, · · · , λM−10 , Y ), where Y = √pM∑Ml=1√plλl.
Then,
1
det(J)
= det

1− p1 −√p1√p2 · · · −√p1√pM
...
. . . . . .
...
−√pM−1√p1 · · · 1− pM−1 −√pM−1√pM
√
p1 · · · √pM−1 √pM

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= det

1 0 · · · · · · 0
0 1
. . . . . . 0
...
. . . . . . . . .
...
0 · · · 0 1 0
√
p1 · · · · · · √pM−1 √pM

=
√
pM . (4.1.12)
where J is the Jacobian of this transformation. The joint density of
(
λ10, · · · , λM−10 , Y
)
is thus given by:
fλ10,··· ,λM−10 ,Y
(
x01, ..., x
0
M−1, y
)
=
1√
2pipM
cMe
−
y2
pM
+
∑M
j=1 x
0
j
2
2
∏
1≤i<j≤M
(x0i − x0j)21Lp1,...,pM
(
x01, ..., x
0
M−1, y
)
=
1√
2pipM
e
− y2
2pM f(x0), (4.1.13)
where x0 = (x01, ..., x
0
M) and x
0
M = −
∑M−1
j=1 x
0
j . Integrating y from −∞ to ∞, shows
that the joint density of
(
λ10, · · · , λM−10
)
is f(x0). ¤
For p1, ..., pM , as in Definition 4.1.2, the forthcoming proposition gives a relation
in law between the spectra of elements of GM (d1, ..., dK) and of G0 (p1, ..., pM).
Proposition 4.1.8 For any M ≥ 2, let p1, ..., pM , X and X0 be as in Definition
4.1.2. Let λ1, · · · , λM be the eigenvalues of X, and let λ10, · · · , λM0 be the eigenvalues
of X0 as given in Proposition 4.1.4. Then
(
λ1, · · · , λM) d= (λ10, · · · , λM0 )+ (Z1, · · · , ZM) ,
where (Z1, · · · , ZM) is a centered (degenerate) multivariate Gaussian vector with co-
variance matrix
(√
pipj
)
1≤i,j≤M . Moreover,
(
λ10, · · · , λM0
)
and (Z1, · · · , ZM) are in-
dependent.
83
Proof. For any s1, ..., sM ∈ R,
P
(
λ1 ≤ s1, ..., λM ≤ sM
)
=
cM√
2pi
∫ s1
−∞
· · ·
∫ sM
−∞
K∏
k=1
∆k(x)
2e−
∑M
i=1 x
2
i /2dx1 · · · dxM , (4.1.14)
where cM = (2pi)
−(M−1)/2∏K
k=1 (0!1! · · · (dk − 1)!)−1. Consider the change of variables
y =
M∑
j=1
√
pjxj, xj = x
0
j +
√
pjy, j = 1, ...,M. (4.1.15)
Clearly,
∑M
j=1
√
pjx
0
j = 0. With Lp1,...,pM(s1,...,sM ) as in (4.1.8), we have
P
(
λ1 ≤ s1, ..., λM ≤ sM
)
=
cM√
2pi
∫ s1
−∞
· · ·
∫ sM
−∞
K∏
k=1
(
∆k(x)
2e
−∑mk+dki=mk x2i /2
)
dx1 · · · dxM
=
cM√
2pi
∫ ∞
−∞
dy
∫
Lp1,...,pM
(s1−
√
p1y,...,sM−
√
pMy)
K∏
k=1
(
∆k(x)
2e
−∑mk+dki=mk x2i /2
)
e−
y2
2 dx0
=
∫ ∞
−∞
1√
2pi
e−
y2
2 P
(
λ10 < s1 −
√
p1y, · · · , λM0 < sM −
√
pMy
)
dy
= E
[
P
(
λ10 < s1 −
√
p1Y , · · · , λM0 < sM −
√
pMY
∣∣∣Y )] , (4.1.16)
where dx0 is the Lebesgue measure on
{
x = (x1, ..., xM) ∈ RM :
∑M
l=1
√
plxl = 0
}
.
The right hand side of (4.1.16) is the distribution function of the sum of the mutually
independent random vectors
(
λ10, · · · , λM0
)
and (Z1, · · · , ZM), where (Z1, · · · , ZM) d=(√
p1, ...,
√
pM
)
Z with Z ∼ N(0, 1). ¤
With the conclusions of Theorem 3.2.10 and Theorem 3.2.13, the asymptotic be-
havior of the maximal eigenvalues, within each block, of X0 ∈ G0 (p1, ..., pM) is well
understood.
Corollary 4.1.9 For k = 1, ..., K, let max
mk<i≤mk+dk
λi0 be the largest eigenvalue of the
dk × dk block of X0 ∈ G0 (p1, ..., pM), then
lim
dk→∞
max
mk<i≤mk+dk
λi0
√
dk
= 2,
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with probability one, or in the mean.
Proof. By Proposition 4.1.4,
max
mk<i≤mk+dk
λi0 = max
mk<i≤mk+dk
λi −
√
p(k)
M∑
l=1
√
plXl,l.
Since max
mk<i≤mk+dk
λi is the maximal eigenvalue of an element of the dk×dk GUE, with
probability one or in the mean,
lim
dk→∞
max
mk<i≤mk+dk
λi
√
dk
= 2.
Moreover,
∑M
l=1
√
plXl,l is a centered Gaussian random variable with variance
V ar
(
M∑
l=1
√
plXl,l
)
=
M∑
l=1
pl = 1.
Hence, with probability one or in the mean,
lim
dk→∞
√
p(k)
∑M
l=1
√
plXl,l√
dk
= 0.
¤
4.2 Inhomogeneous Random Words
Let AM = {α1, ..., αM}, α1 < · · · < αM , be an M -letter ordered alphabet and let
X1X2 · · ·XN be a random word, where X1, X2, · · · , XN are iid random variables with
P (X1 = αj) = pj, with pj > 0, and
∑M
j=1 pj = 1. Assume also there are K = 1, ...,M ,
distinct probabilities in {p1, p2, ..., pM}, and reorder them as p(1) > · · · > p(K) in such
a way that the multiplicity of each p(k) is dk, for each k = 1, ..., K. In our notation,
K = 1 corresponds to the uniform alphabet case, where d1 = M . Let m1 = 0 and
for any k = 2, ..., K, let mk =
∑k−1
j=1 dj. Finally, let τ be a permutation of {1, ...,M}
corresponding to a non-increasing ordering of p1, p2, ..., pM , i.e., pτ(1) ≥ · · · ≥ pτ(M).
Its, Tracy and Widom ([34], [35]) have obtained the limiting law of the length
of the longest increasing subsequence of such a random word. To recall their result,
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let (λ1, ..., λM) be the eigenvalues of an element of G0
(
pτ(1), ..., pτ(M)
)
, written in
such a way that (λ1, ..., λM) =
(
λd11 , ..., λ
d1
d1
, ..., λdK1 , ..., λ
dK
dK
)
, i.e., λdk1 , ..., λ
dk
dk
are the
eigenvalues of the kth block, k = 1, ..., K. Then (see [35]), the limiting law of the
length of the longest increasing subsequence, properly centered and normalized, is
the law of max
1≤i≤d1
λd1i . A representation of this limiting law, as a Brownian functional
is given in [29]. A multidimensional Brownian functional representation of the whole
tableaux associated to a Markovian random word is further given in [30]. Below, we
recover the convergence of the whole tableau, in the iid nonuniform case, through the
approach we have used till now, which is related to the work of Baryshnikov [10],
Gravner, Tracy and Widom [24], Doumerc [18] or Houdre´ and Litherland [30].
Let
(
Bˆ1(t), Bˆ2(t), ..., BˆM(t)
)
be the M -dimensional Brownian motion having co-
variance matrix
Σt := t

pτ(1)
(
1− pτ(1)
) −pτ(1)pτ(2) · · · −pτ(1)pτ(M)
−pτ(2)pτ(1) pτ(2)
(
1− pτ(2)
) · · · −pτ(2)pτ(M)
...
...
. . .
...
−pτ(M)pτ(1) −pτ(M)pτ(2) · · · pτ(M)
(
1− pτ(M)
)

. (4.2.1)
For each l = 1, ...,M , there is a unique 1 ≤ k ≤ K such that pτ(l) = p(k), and let
LˆlM =
mk∑
j=1
Bˆτ(j)(1) + sup
J(l−mk,dk)
mk+dk∑
j=mk+1
k−mk∑
i=1
(
Bˆτ(j)(tij−i+1)− Bˆτ(j)(tij−i)
)
, (4.2.2)
where the set J(l−mk, dk) consists of all the subdivisions (tij) of [0, 1], 1 ≤ j ≤ l−mk,
0 ≤ i ≤ dk, of the form:
tij ∈ [0, 1]; ti+1j ≤ tij; tij = 0 for j ≤ 0; tij = 1 for j ≥M − k + 1. (4.2.3)
With these preliminaries, we have:
Theorem 4.2.1 Let XW be the matrix corresponding to a random word W of length
N as in (3.2.4), with each letter independently drawn from an M-letter alphabet
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{α1 < ... < αM} with P (Xi = αj) = pj, for each i = 1, ..., N , where pj > 0 and∑M
j=1 pj = 1. Let τ be a permutation of {1, ...,M} corresponding to a non-increasing
ordering of p1, p2, ..., pM . Assume that there are K distinct probabilities in {p1, p2, ...,
pM}, and reorder them as p(1) > · · · > p(K) in such a way that the multiplicity of
each p(k) is dk, for each k = 1, ..., K. Let m1 = 0 and for any k = 2, ..., K, let
mk =
∑k−1
j=1 dj, and so the multiplicity of each pτ(j) is dk if mk < τ(j) ≤ mk + dk,
j = 1, ...,M . Let λ(RSK(XW )) = (λ1, ..., λM) be the common shape of the asso-
ciated Young tableaux through the RSK correspondence. Let (ξ1, ..., ξM) be the vec-
tor of eigenvalues of an element of G0 (pτ(1), ..., pτ(M)), written in such a way that
ξmk+1 ≥ · · · ≥ ξmk+dk for k = 1, ..., K. Then:
(i) As N →∞,(
λ1 −Npτ(1)√
Npτ(1)
, ...,
λM −Npτ(M)√
Npτ(M)
)
=⇒
(
Lˆ1M , Lˆ
2
M − Lˆ1M , ..., LˆMM − LˆM−1M
)
.
(4.2.4)
(ii) (
Lˆ1M , Lˆ
2
M − Lˆ1M , ..., LˆMM − LˆM−1M
)
d
= (ξ1, ..., ξM) . (4.2.5)
Proof. To prove (i), let (ej)j=1,...,M be the canonical basis of R
M , and let V =
(V1, ..., VM) be the random vector such that
P (V = ej) = pj, j = 1, ...,M.
Clearly, for each 1 ≤ p ≤M ,
E (Vj) = pj, V ar(Vj) = pj (1− pj) ,
and for j1 6= j2, Cov(Vj1 , Vj2) = −pj1pj2 . Hence the covariance matrix of V is
Σ =

pj (1− pj) −p1p2 · · · −p1pM
−p2p1 p2 (1− p2) · · · −p2pM
...
...
. . .
...
−pMp1 −pMp2 · · · pM (1− pM)

. (4.2.6)
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Let V1,V2, ...,VN be independent copies of V, where Vi = (Vi,1, Vi,2, ..., Vi,M), i =
1, ..., N . Then XW has the same law as the matrix formed by all the Vi,j on the lattice
{1, ..., N} × {1, ...,M}. As in the proof of Theorem 3.2.7, for all 1 ≤ l ≤M ,
λ1 + · · ·+ λl = Gl(M,N) := sup
{ ∑
(i,j)∈pi1∪···∪pil
Vi,j : pi1, ..., pil ∈ P(M,N),
and pi1, ..., pil are all disjoint
}
, (4.2.7)
where, by disjoint, it is meant that any two paths do not share a common point (i, j)
in the rectangle {1, ..., N} × {1, ...,M}. We prove next that, for any l = 1, ...,M ,
Gl(M,N)−Nsl√
N
N→∞
=⇒ LˆlM , (4.2.8)
where sl =
∑l
j=1 pτ(j). For l = 1,
G1(M,N) = max
 ∑
(i,j)∈pi
Vi,j ;pi ∈ P(M,N)
 . (4.2.9)
Moreover, each path pi is uniquely determined by the weakly increasing sequence of
its M − 1 jumps, namely 0 = t0 ≤ t1 ≤ · · · ≤ tM−1 ≤ 1, such that pi is horizontal on
[btj−1Nc, btjNc]× {j} and vertical on {btjNc} × [j, j + 1]. Hence
G1(M,N) = sup
0=t0≤t1≤···≤tM−1≤tM=1
M∑
j=1
btjNc∑
i=btj−1Nc
Vi,j.
Let pmax =max1≤j≤M pj, J(M) ={j : pj=pmax}⊂{1, ...,M} and so d1 =card (J(M))
(the αj, where j ∈ J(M), correspond to the most probable letters). As shown in [30,
Section 5], the distribution of G1(M,N) is very close, for large N , to that of a very
similar expression which involves only those Vi,j for which j ∈ J(M). To recall this
result, if
Gˆ1(M,N) = sup
0 = t0 ≤ t1 ≤ · · · ≤ tM−1 ≤ tM = 1
tj−1 = tj for j /∈ J(M)
M∑
j=1
btjNc∑
i=btj−1Nc
Vi,j,
then, as N →∞,
G1(M,N)√
N
− Gˆ
1(M,N)√
N
P−→ 0, (4.2.10)
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i.e., as N → ∞, the distribution of the maximum (over all the northeast paths) in
(4.2.9) is approximately the distribution of the maximum over the northeast paths
going eastbound only along the rows corresponding to the most probable letters. Now,
Gˆ1(M,N)−Npmax√
N
= sup
0 = t0 ≤ t1 ≤ · · ·
≤ tM−1 ≤ tM = 1
tj−1 = tj for j /∈ J(M)
M∑
j=1
∑btjNc
i=btj−1Nc Vi,j − (tj − tj−1)Npmax√
N
,
(4.2.11)
and notice that the random vectors V1,V2, ...,VN are independent. As in the proof
of Theorem 3.2.7, we have, as N →∞, for any t > 0,(∑btNc
i=1 Vi,j − tNpmax√
N
)
1≤j≤M, j∈J(M)
=⇒
(
Bˆj(t)
)
1≤j≤M, j∈J(M)
,
where
(
Bˆj(t)
)
1≤j≤M, j∈J(M)
is a d1-dimensional Brownian motion with d1×d1 covari-
ance matrix
t

pmax (1− pmax) −p2max · · · −p2max
−p2max pmax (1− pmax) · · · −p2max
...
...
. . .
...
−p2max −p2max · · · pmax (1− pmax)

. (4.2.12)
By the continuous mapping theorem,
Gˆ1(M,N)−Npmax√
N
N→∞
=⇒ sup
J(1,d1)
d1∑
j=1
(
Bˆτ(j)(tj)− Bˆτ(j)(tj−1)
)
, (4.2.13)
and the right hand side of (4.2.13) is exactly Lˆ1M , then (4.2.10), leads to
G1(M,N)−Npmax√
N
N→∞
=⇒ Lˆ1M . (4.2.14)
Now, for l ≥ 2, Gl(M,N) is the maximum, of the sums of the Vi,j, over l disjoint
paths. Still by the argument in [30], as N →∞,
(
Gl(M,N)− Gˆl(M,N)
)
/
√
N
P−→
0, where Gˆl(M,N) is the maximal sums of the Vi,j over l disjoint paths we now
describe. Let 1 ≤ k ≤ K be the unique integer such that pτ(l) = p(k). Denote
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by αj(1), ..., αj(mk) the letters corresponding to the mk probabilities that are strictly
larger than pτ(l). For each 1 ≤ s ≤ mk, the horizontal path from (1, j(s)) to (N, j(s))
is included, and thus so are these mk paths. The remaining l − mk disjoint paths
only go eastbound along the rows corresponding to the dk letters having probability
pτ(l). The set of these l −mk paths is in a one to one correspondence with the set of
subdivisions of [0, 1] given in (4.2.3). Therefore
Gˆl(M,N) =
mk∑
j=1
N∑
i=1
Vi,τ(j)
+ sup
J(l−mk,dk)
mk+dk∑
j=mk+1
k−mk∑
i=1
btij−i+1Nc∑
btij−iNc
(
Vbtij−i+1Nc,τ(j) − Vbtij−iNc,τ(j)
)
. (4.2.15)
Now,
Gˆl(M,N)−Nsl√
N
=
mk∑
j=1
∑N
i=1 Vi,τ(j) −Npτ(j)√
N
+ sup
J(l−mk,dk)
mk+dk∑
j=mk+1
k−mk∑
i=1
∑btij−i+1Nc
btij−iNc
(
Vbtij−i+1Nc,τ(j) − Vbtij−iNc,τ(j)
)
−Np(k)
√
N
.
(4.2.16)
Since the column vectors V′1,V
′
2, ...,V
′
N are iid, a multivariate Donsker invariance
principle argument, as in the proof of Theorem 3.2.7, shows that, as N →∞, for any
t > 0, (∑btNc
i=1 Vi,τ(j) − tNpτ(j)√
N
)
1≤j≤M
=⇒
(
Bˆj(t)
)
1≤j≤M
,
where
(
Bˆj(t)
)
1≤j≤M
is an M -dimensional Brownian motion with covariance matrix
given by (4.2.1). The continuous mapping theorem, Slutsky’s lemma, together with
(4.2.16), allow us to conclude that,
Gl(M,N)−Nsl√
N
N→∞
=⇒ LˆlM .
90
Finally, by the Crame´r-Wold theorem, as N →∞,(
λ1 −Ns1√
N
,
∑2
j=1 λj −Ns2√
N
, ...,
∑M
j=1 λj −NsM√
N
)
=⇒
(
Lˆ1M , Lˆ
2
M , ..., Lˆ
M
M
)
, (4.2.17)
therefore, as N →∞, by the continuous mapping theorem,(
λ1 −Npτ(1)√
N
,
λ2 −Npτ(2)√
N
, ...,
λM −Npτ(M)√
N
)
=
(
G1 −Ns1√
N
,
(G2 −Ns2)− (G1 −Ns1)√
N
, ...,
(
GM −NsM
)− (GM−1 −NsM−1)√
N
)
=⇒
(
Lˆ1M , Lˆ
2
M − Lˆ1M , ..., LˆMM − LˆM−1M
)
. (4.2.18)
Part (i) is thus proved.
To prove (ii), recall that in [34] Its, Tracy and Widom have obtained the induced
probability measure on the shape of the associated Young tableaux and also the
limiting asymptotics for the non-uniform finite alphabets. Namely, for any partition
λ0 = (λ01, λ
0
2, ..., λ
0
M) of N ,
P(λ(RSK(XW )) = λ0) = sλ0(p)fλ
0
,
where fλ
0
is again the number of Young tableaux of shape λ0 with elements in
{1, ..., N}:
fλ
0
= N !
∏
1≤i<j≤M
(λ0i − λ0j + j − i)
M∏
j=1
1
(λ0j +M − j)!
,
and where sλ0(p) is the Schur function of shape λ
0 in the variable p =
(
pτ(1), ..., pτ(M)
)
which we describe next. Let A1, ...,AK be the decomposition of {1, ...,M} such
that pτ(i) = pτ(j) = p
(k) if and only if i, j ∈ Ak, for some 1 ≤ k ≤ K. Clearly,
dk = card (Ak). Then,
sλ0(p) =
∑
σ∈SM
(−1)σ∏Kk=1∏i∈Ak (pM−σ(i)−mk−dk+τ(i)τ(i) hmk+dk−τ(i)σ(i) )∏K
k=1 (0!1! · · · (dk − 1)!)
∏
k<l (p
(k) − p(l))dkdl
, (4.2.19)
where SM is the set of all the permutations of {1, ...,M} and where hi = λ0i +M − i
for i = 1, ...,M . Next, for i = 1, ...,M , let
xi =
λ0i −Npτ(i)√
Npτ(i)
,
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then, as N →∞,
N !
M∏
j=1
1
(λ0j +M − j)!
∼ (2pi)−(M−1)/2N−M(M−1)/2
(
M−1∏
i=1
p
τ(i)−M
τ(i)
)
e−
∑M
i=1 x
2
i /21{∑M
i=1
√
pσ−1(i)xi=0
}, (4.2.20)
and
∏
1≤i<j≤M
(λ0i − λ0j + j − i)
∼ NM(M−1)/2−
∑K
k=1 dk(dk−1)/4
K∏
k=1
((
p(k)
)dk(dk−1)/4
∆k(x)
)∏
k<l
(
p(k) − p(l))dkdl .
(4.2.21)
Together with
∑
σ∈SM
(−1)σ
K∏
k=1
∏
i∈Ak
(
p
M−σ(i)−mk−dk+τ(i)
τ(i) h
mk+dk−τ(i)
σ(i)
)
∼
M∏
i=1
p
M−τ(i)
τ(i)
K∏
k=1
(
p(k)
)−dk(dk−1)/2
N
∑K
k=1 dk(dk−1)/4
K∏
k=1
((
p(k)
)dk(dk−1)/4
∆k(x)
)
,
(4.2.22)
the limiting density of
( (
λ1 −Npτ(1)
)
/
√
Npτ(1), ...,
(
λM −Npτ(M)
)
/
√
Npτ(M)
)
, as
N → ∞, is f given in (4.1.10). This is the joint density of the eigenvalues of an
element of G0 (pτ(1), ..., pτ(M)). Then, as in the proof of Theorem 3.2.6, for any
s1, ..., sM ∈ R,
P
(
λ1 −Npτ(1)√
Npτ(1)
≤ s1, ..., λM −Npτ(M)√
Npτ(M)
≤ sM
)
= E
1λ1−Npτ(1)√
Npτ(1)
≤s1,...,
λM−Npτ(M)√
Npτ(M)
≤sM

=
∑
λ01−Npτ(1)√
Npτ(1)
≤s1,...,
λ0
M
−Npτ(M)√
Npτ(M)
≤sM
P(λ(RSK(XW )) =
(
λ01, ..., λ
0
M
)
)
(4.2.23)
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N→∞−→
∫
Lp
(s1,...,sM )
f(x)dx1 · · · dxM−1
= P (ξ1 ≤ s1, ..., ξM ≤ sM) . (4.2.24)
Part (ii) of the theorem then follows from part (i). ¤
4.3 Poissonized Word Problem
”Poissonization” is another useful tool in dealing with length asymptotics for longest
increasing subsequence problems. It was introduced by Hammersley in [26] in or-
der to show the existence of limN→∞ E (LIN) /
√
N , for a random permutation of
{1, 2, ..., N}. Since then, this technique has been widely used, and we intend, below,
to use it in connection with the inhomogeneous word problem.
Let XW be the matrix corresponding to a random word W of length N from an
M letter alphabet as in (3.2.4), and let λ(RSK(XW )) = (λ1, ..., λM) be the common
shape of the associated Young tableaux through the RSK correspondence. Johans-
son [39] studied the Poissonized measure on the set of shapes of Young tableaux
associated to the homogeneous random word, i.e., each letter is independently and
uniformly drawn from the alphabet. Moreover, Its Tracy and Widom [35] analyzed
the Poissonization of LIN for an inhomogeneous random word, and showed that the
Poissonized distribution of the length of the longest increasing subsequence, as a func-
tion of p1, ..., pM , can be identified as the solution of a certain integrable system of
nonlinear PDEs. Below, we show that the Poissonized distribution of the shape of
the whole Young tableaux associated to an inhomogeneous random word converges
to the spectrum of the corresponding direct sum of GUEs. Next, using this result,
together with ”de-Poissonization”, we obtain the asymptotic behavior of the shape
of the tableaux.
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Let W = X1X2 · · ·XN be a random word of length N , with each letter inde-
pendently drawn from AM = {α1 < ... < αM} with PM (Xi = αj) = pj, i = 1, ..., N ,
where pj > 0 and
∑M
j=1 pj = 1, i.e., the random word is distributed according to
PW,M,N = PM × · · · × PM on the set of words [M ]N . Using the terminology of [39],
with N = {0, 1, 2, · · · }, let
P(N)M :=
{
λ = (λ1, ..., λM) ∈ NM : λ1 ≥ · · · ≥ λM ,
M∑
i=1
λi = N
}
,
denote the set of partitions of N , of length at most M . The RSK correspondence
defines a bijection from [M ]N to the set of pairs of Young tableaux (P,Q) of common
shape λ ∈ P(N)M , where P is semi-standard with elements in {1, ...,M} and Q is
standard with elements in {1, ..., N}.
Definition 4.3.1 Let T be a function from a probability space (A,PA) to a set B,
the image of PA by T (also known as the push forward of PA by T ) is the probability
distribution on T (A) ⊂ B given by PA (T−1(C)), for any C ⊂ T (A).
For any W ∈ [M ]N , let S(W ) be the common shape of the Young tableaux
associated to W by the RSK correspondence. Then S is a mapping from [M ]N to
P(N)M , which, moreover, is a surjection. The push-forward of PW,M,N by S is the
measure PM,N given, for any λ0 ∈ P (N)M , by
PM,N (λ0) := PW,M,N (λ (RSK(XW )) = λ0) .
Next, let
PM :=
{
λ = (λ1, ..., λM) ∈ NM : λ1 ≥ · · · ≥ λM
}
,
be the set of partitions, of elements of N, of length at most M . The set PM consists
of the shapes of the Young tableaux associated to the random words of any finite
length made up from the M letter alphabet AM .
For α > 0, the Poissonized measure of PM,N on the set PM is then defined as
PαM (λ0) := e−α
∞∑
N=0
PM,N (λ0)
αN
N !
. (4.3.1)
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The Poissonized measure PαM coincides with the distribution of the shape of the
Young tableaux associated to a random word, taking its values in the alphabet AM
and, whose length is a Poisson random variable with mean α. Such a random word is
called Poissonized, and LIα denote the length of its longest increasing subsequence.
The Charlier ensemble is closely related to the Poissonized word problem. It
is used by Johansson [39] to investigate the asymptotics of LIN for finite uniform
alphabets. For the non-uniform alphabets we consider, let us define the generalized
Charlier ensemble on PM .
Definition 4.3.2 For any α > 0, the generalized Charlier ensemble on PM is
PαCh,M
(
λ0
)
=
∏
1≤i<j≤M
(λ0i − λ0j + j − i)
M∏
j=1
1
(λ0j +M − j)!
sλ0(p)e
−α
M∏
i=1
αλ
0
i , (4.3.2)
for all λ0 = (λ01, λ
0
2, ..., λ
0
M) ∈ PM , and where sλ0(p) is the Schur function of shape λ0
given in (4.2.19).
The next theorem gives, for inhomogeneous random words, both PM,N(λ0) and
the distribution of LIα. The first statement is due to Its, Tracy and Widom ([34],
[35]), while the second follows directly from the fact that the length of the longest
increasing subsequence is equal to the length of the first row of the corresponding
Young tableau.
Theorem 4.3.3 (i) The image of PW,M,N on the set [M ]N by the mapping S :
[M ]N → P(N)M is, for any λ0 = (λ01, λ02, ..., λ0M) ∈ P (N)M , given by
PM,N(λ0) = sλ0(p)fλ
0
, (4.3.3)
where
fλ
0
= N !
∏
1≤i<j≤M
(λ0i − λ0j + j − i)
M∏
j=1
1
(λ0j +M − j)!
,
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and where sλ0(p) is the Schur function of shape λ
0 in the variable p =
(
pτ(1), ...,
pτ(M)
)
given in (4.2.19), with τ a permutation of {1, ...,M} corresponding to a
non-increasing ordering of p1, p2, ..., pM .
(ii) The Poissonization of PM,N is the generalized Charlier ensemble PαCh,M defined
in (4.3.2). In particular, for the Poissonized word problem,
PαW,M (LIα ≤ t) := e−α
∞∑
N=0
PM,N (λ1 ≤ t) α
N
N !
= PαCh,M (λ1 ≤ t) . (4.3.4)
For uniform alphabet, Johansson [39] showed the convergence, as α →∞, of the
Poissonized measure on PM to the joint law of the ordered eigenvalues of the GUE.
Next, following his lead and techniques, we generalize this result to the nonuniform
case, where the convergence is towards the joint law of the eigenvalues (ξ1, ..., ξM),
ordered within each block, of an element of GM (d1, ..., dK). The density of (ξ1, ..., ξM)
is, for any x ∈ RM , given by
fξ1,...,ξM (x) =
1√
2pi
cM
K∏
k=1
∆k(x)
2e−
∑M
i=1 x
2
i /2, (4.3.5)
where cM = (2pi)
−(M−1)/2∏K
k=1 (0!1! · · · (dk − 1)!)−1, and where
∆k(x) =
∏
mk≤i<j≤mk+dk
(xi − xj) .
Theorem 4.3.4 Let XW be the matrix corresponding to a random word W of length
N as in (3.2.4), with each letter independently drawn from anM-letter alphabet AM =
{α1 < ... < αM}, with P (Xi = αj) = pj, i = 1, ..., N , where pj > 0 and
∑M
j=1 pj = 1.
Let τ be a permutation of {1, ...,M} corresponding to a non-increasing ordering of
p1, p2, ..., pM . Assume that there are K distinct probabilities in {p1, p2, ..., pM}, and
reorder them as p(1) > · · · > p(K) in such a way that the multiplicity of each p(k) is
dk, for each k = 1, ..., K. For any k = 2, ..., K, let mk =
∑k−1
j=1 dj, m1 = 0, and
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so the multiplicity of each pτ(j) is dk if mk < τ(j) ≤ mk + dk, j = 1, ...,M . Let
λ(RSK(XW )) = (λ1, ..., λM) be the common shape of the Young tableaux associated
through the RSK correspondence. Let (ξ1, ..., ξM) be the eigenvalues of an element of
GM (d1, ..., dK), written in such a way that ξmk+1 ≥ · · · ≥ ξmk+dk for k = 1, ..., K, and
let fξ1,...,ξM be its density given by (4.3.5). Then, for any continuous function g on
RM ,
lim
α→∞
EαM
(
g
(
λ1 − αpτ(1)√
αpτ(1)
, ...,
λM − αpτ(M)√
αpτ(M)
))
=
∫
RM
g(x)fξ1,...,ξM (x)dx. (4.3.6)
Proof. By Theorem 4.3.3, for any partition λ0 = (λ01, λ
0
2, ..., λ
0
M) of N ∈ N,
PM,N(λ(RSK(XW )) = λ0) = sλ0(p)fλ
0
,
where
fλ
0
= N !
∏
1≤i<j≤M
(λ0i − λ0j + j − i)
M∏
j=1
1
(λ0j +M − j)!
,
and where sλ0(p) is the Schur function of shape λ
0 in the variable p=
(
pτ(1), ..., pτ(M)
)
as given in (4.2.19). Hence the Poissonized measure is
PαM
(
λ0
)
= e−α
∞∑
N=0
N !
∏
1≤i<j≤M
(λ0i − λ0j + j − i)
M∏
j=1
1
(λ0j +M − j)!
sλ0(p)
αN
N !
.
Next, for i = 1, ...,M , let
xi =
λ0i − αpτ(i)√
αpτ(i)
,
then, as α→∞,
M∏
j=1
1
(λ0j +M − j)!
∼ (2pi)−M/2 e
α
αN
α−M(M−1)/2
(
M∏
i=1
p
τ(i)−M
τ(i)
)
e−
∑M
i=1 x
2
i /2, (4.3.7)
and
∏
1≤i<j≤M
(λ0i − λ0j + j − i)
∼ αM(M−1)/2−
∑K
k=1 dk(dk−1)/4
K∏
k=1
((
p(k)
)dk(dk−1)/4
∆k(x)
)∏
k<l
(
p(k) − p(l))dkdl . (4.3.8)
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Together with
∑
σ∈SM
(−1)σ
K∏
k=1
∏
i∈Ak
(
p
M−σ(i)−mk−dk+τ(i)
τ(i) h
mk+dk−τ(i)
σ(i)
)
∼
M∏
i=1
p
M−τ(i)
τ(i)
K∏
k=1
(
p(k)
)−dk(dk−1)/2
α
∑K
k=1 dk(dk−1)/4
K∏
k=1
((
p(k)
)dk(dk−1)/4
∆k(x)
)
,
(4.3.9)
as α→∞, the limiting density of
(
λ1−αpτ(1)√
αpτ(1)
, ...,
λM−αpτ(M)√
αpτ(M)
)
is
√
2picM
K∏
k=1
∆k(x)
2e−
∑M
i=1 x
2
i /2, x = (x1, ..., xM) ∈ RM ,
which is just the joint density of the eigenvalues, ordered within each block, of an
element of GM (d1, ..., dK). The statement then follows from a Riemann integral ap-
proximation argument completely analogous to the one used at the end of the proof
of Theorem 3.2.6. ¤
The next result is concerned with ”de-Poissonization”, and again is the nonuniform
version of a result of Johansson.
Proposition 4.3.5 Let αN = N+3
√
N lnN and βN = N−3
√
N lnN . Then there is
a constant C such that, for sufficiently large N , and for any 0 ≤ ni ≤ N , i = 1, ...,M ,
PαNM (λ1 ≤ n1, ..., λM ≤ nM)−
C
N2
≤ PM,N (λ1 ≤ n1, ..., λM ≤ nM)
≤ PβNM (λ1 ≤ n1, ..., λM ≤ nM) +
C
N2
. (4.3.10)
Proof. The proof is analogous to the proof of the corresponding uniform alphabet
result, given in [39] (see also Lemma 4.7 in [13]). Following Johansson, let us first
prove that PM,N (λ1 ≤ n1, ..., λM ≤ nM) is decreasing in N . Denote a random word
in [M ]N by W (N) = X1X2 · · ·XN and let [M ]N+1(j) be the set of the random words
W (N+1) = X1X2 · · ·XNXN+1 such that XN+1 = j, j = 1, ...,M . Each word W (N+1)
in [M ](N+1)(j) is mapped into a word Fj
(
W (N+1)
) ∈ [M ]N , by deleting the last letter
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XN+1. Clearly, Fj is a bijection from [M ]
N+1(j) to [M ]N . Moreover adding the letter
XN+1 can only increase a row. Therefore, for all i = 1, ...,M ,
λi
(
Fj
(
W (N+1)
)) ≤ λi (W (N+1)) .
Now, let g
(
W (N)
)
= 1, if λi
(
W (N)
) ≤ ni, for all i = 1, ...,M , and let g (W (N)) = 0,
otherwise. We have
g
(
Fj
(
W ((N+1))
)) ≥ g (W (N+1)) .
Hence,
PM,N+1(λ1≤n1, ..., λM≤nM) =
∑
W (N+1)∈[M ]N+1
g
(
W (N+1)
)
P
(
W (N+1)
)
=
M∑
j=1
pk ∑
W (N+1)∈[M ]N+1(j)
g
(
W (N+1)
)
P
(
W (N+1)
)
≤
M∑
j=1
pk ∑
W (N+1)∈[M ]N+1(j)
g
(
Fj
(
W (N+1)
))
P
(
W (N+1)
)
=
∑
W (N)∈[M ]N
g
(
W (N)
)
P
(
W (N)
) M∑
j=1
pj
= PM,N (λ1 ≤ n1, ..., λM ≤ nM) . (4.3.11)
Next, let hN(α) = α
Ne−α/N !, then
PαM (λ1 ≤ n1, ..., λM ≤ nM) =
∞∑
N=0
hN(α)PM,N (λ1 ≤ n1, ..., λM ≤ nM) .
By Stirling’s formula, for large N ,
hN(α) ∼ 1√
2piN
exp
{
−αϕ
(
N
α
)}
≤ C exp
{
−αϕ
(
N
α
)}
, (4.3.12)
where ϕ(x) = x lnx+ 1− x. It is easy to check that
ϕ(x) ≥
 (x− 1)
2/4, if 0 ≤ x ≤ 2;
x/10, if x ≥ 2.
(4.3.13)
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Hence,
hN(α) ≤
 C exp
{
− (N−α)2
4α
}
, if 0 ≤ N ≤ 2α;
Ce−N/10, if N ≥ 2α,
(4.3.14)
for some absolute constant C, which might differ from line to line. Therefore,
∑
N≥2α
hN(α) ≤ C
∑
N≥2α
e−N/10
= Ce−α/5
∑
N≥0
e−N/10
≤ Ce−α/5, (4.3.15)
and
∑
N≤α−√8α lnα
hN(α) ≤ C
∑
N≤α−√8α lnα
exp
{
−(N − α)
2
4α
}
≤ C
α2
∑
N≥0
exp
{
−N
2
4α
−
√
2 lnαN√
α
}
≤ C
α2
, (4.3.16)
with also
∑
α+
√
8α lnα≤N≤2α
hN(α) ≤ C
∑
α+
√
8α lnα≤N≤2α
exp
{
−(N − α)
2
4α
}
≤ C
α2
∑
N≥0
exp
{
−N
2
4α
−
√
2 lnαN√
α
}
≤ C
α2
. (4.3.17)
Together with the fact that 0 ≤ PM,N (λ1 ≤ n1, ..., λM ≤ nM) ≤ 1, we have∣∣∣∣∣∣PαM (λ1 ≤ n1, ..., λM ≤ nM)−
∑
|N−α|≤√8α lnα
hN(α)PM,N (λ1 ≤ n1, ..., λM ≤ nM)
∣∣∣∣∣∣
≤ C
α2
, (4.3.18)
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for sufficiently large α and any 0 ≤ ni ≤ N , i = 1, ...,M . Next, and still following
Johansson [39], let αN = N + 3
√
N lnN , then
αN−
√
8αN lnαN = N+3
√
N lnN−
√
8
(
N + 3
√
N lnN
)
ln
(
N + 3
√
N lnN
)
≥ N,
for sufficiently large N . Also since PM,N (λ1 ≤ n1, ..., λM ≤ nM) is non-increasing in
N , we have
PM,N (λ1 ≤ n1, ..., λM ≤ nM)
≥ PM,αN−√8αN lnαN (λ1 ≤ n1, ..., λM ≤ nM)
≥
∑
|N−αN |≤
√
8αN lnαN
hN(αN)PM,N (λ1 ≤ n1, ..., λM ≤ nM)
≥ PαNM (λ1 ≤ n1, ..., λM ≤ nM)−
C
α2N
≥ PαNM (λ1 ≤ n1, ..., λM ≤ nM)−
C
N2
. (4.3.19)
This gives the left inequality in (4.3.10). For the right inequality there, let βN =
N − 3√N lnN , then
βN +
√
8βN ln βN = N−3
√
N lnN+
√
8
(
N − 3
√
N lnN
)
ln
(
N − 3
√
N lnN
)
≤ N,
for sufficiently large N . Again since PM,N (λ1 ≤ n1, ..., λM ≤ nM) is non-increasing in
N , we have
PM,N
(
λ1 ≤ n1, ..., λM ≤ nM
)
≤ PM,βN+√8βN lnβN (λ1 ≤ n1, ..., λM ≤ nM)
≤
∑
|N−βN |≤
√
8βN lnβN
hN(βN)PM,N (λ1 ≤ n1, ..., λM ≤ nM)
+
∑
|N−βN |≥
√
8βN lnβN
hN(βN)
≤ PβNM (λ1 ≤ n1, ..., λM ≤ nM) +
C
β2N
≤ PβNM (λ1 ≤ n1, ..., λM ≤ nM) +
C
N2
, (4.3.20)
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where in the last inequality, we have used the fact that βN = N − 3
√
N lnN ≥ N/2,
for sufficiently large N . ¤
We are now ready to obtain asymptotics for the shape of the Young tableaux
associated to a random word W ∈ [M ]N , when M and N go to infinity. Before
stating our result, let us recall the well known, large M , asymptotic behavior of the
spectrum of the M ×M GUE ([61], [63], [39]). Let PGUE,M denote the distribution
of the M ×M GUE given in (3.1.1).
Theorem 4.3.6 (Tracy-Widom) Let λjGUE,M be the jth largest eigenvalue of an
element of the M ×M GUE. For each r ≥ 1, there is a distribution function Fr on
Rr, such that,
lim
M→∞
PGUE,M
(
λjGUE,M ≤ 2
√
M + tj/M
1/6, j = 1, ..., r
)
= Fr(t1, ..., tr),
for (t1, ..., tr) ∈ Rr.
Remark 4.3.7 The multivariate distribution function Fr originates in [61] and [63],
another expression for it is also given in [39] (see (3.48) there). For each r = 1, 2, · · · ,
the first marginal of Fr is the Tracy-Widom distribution FTW .
Again, our next theorem is already present, for uniform alphabets, in Johansson
[39].
Theorem 4.3.8 For each r ≥ 1, let Fr(t1, ..., tr) on Rr be the distribution function
obtained in Theorem 4.3.6. Assume that d1 → +∞, as M → +∞. Then, for all
(t1, ..., tr) ∈ Rr,
lim
M→∞
lim
α→∞
PαM
(
λj ≤ αpmax + 2
√
d1αpmax + tjd
−1/6
1
√
αpmax, j = 1, ..., r
)
= Fr(t1, ..., tr), (4.3.21)
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and,
lim
M→∞
lim
N→∞
PM,N
(
λj ≤ Npmax + 2
√
d1Npmax + tjd
−1/6
1
√
Npmax, j = 1, ..., r
)
= Fr(t1, ..., tr). (4.3.22)
In particular, for any t ∈ R,
lim
M→∞
lim
N→∞
PW,M,N
(
LIN ≤Npmax + 2
√
d1Npmax + td
−1/6
1
√
Npmax
)
=FTW (t).
(4.3.23)
Proof. By Theorem 4.3.4, for each r ≥ 1, and for all (s1, ..., sr) ∈ Rr,
lim
α→∞
PαW,M
(
λj − αpmax√
αpmax
≤ sj, j = 1, ..., r
)
= PGUE,d1 (ξj ≤ sj, j = 1, ..., r) ,
(4.3.24)
where ξj is the jth largest eigenvalue of the d1× d1 GUE. Hence, for any (t1, ..., tr) ∈
Rr,
lim
α→∞
PαM
(
λj ≤ αpmax + 2
√
d1αpmax + tjd
−1/6
1
√
αpmax, j = 1, ..., r
)
= lim
α→∞
PαM
(
λj − αpmax√
αpmax
≤ 2
√
d1 + tjd
−1/6
1 , j = 1, ..., r
)
= P
(
ξj ≤ 2
√
d1 + tjd
−1/6
1 , j = 1, ..., r
)
. (4.3.25)
As d1 → ∞, Theorem 4.3.6 gives the first conclusion, proving (4.3.21). Next, by
Proposition 4.3.5, with αN = N + 3
√
N lnN and βN = N − 3
√
N lnN , there is a
constant C such that, for sufficiently large N , and for any 0 ≤ sj ≤ N , j = 1, ..., r,
PαNM (λj ≤ sj, j = 1, ..., r)−
C
N2
≤ PM,N (λj ≤ sj, j = 1, ..., r)
≤ PβNM (λj ≤ sj, j = 1, ..., r) +
C
N2
. (4.3.26)
Next, N = (1− εα)αN , with εα = 3
√
N logN/
(
N − 3√N logN), whereas N =
(1 + εβ) βN with εβ = 3
√
N logN/
(
N + 3
√
N logN
)
. Since εα, εβ → 0, as N → ∞,
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it follows from (4.3.26), by setting sj = pmaxN + 2
√
d1pmaxN + tjd
−1/6
1
√
pmaxN , that
lim
N→∞
PαNM
(
λj ≤ αNpmax + 2
√
d1αNpmax + tjd
−1/6
1
√
αNpmax, j = 1, ..., r
)
≤ lim
N→∞
PM,N
(
λj ≤ Npmax + 2
√
d1Npmax + tjd
−1/6
1
√
Npmax, j = 1, ..., r
)
≤ lim
N→∞
PβNM
(
λj ≤ βNpmax + 2
√
d1βNpmax + tjd
−1/6
1
√
βNpmax, j = 1, ..., r
)
.
(4.3.27)
Now, (4.3.25) holds true with α replaced by αN or βN . Finally, (4.3.22) follows from
(4.3.27) by letting d1 →∞. ¤
Remark 4.3.9 The convergence results in Theorem 4.3.8 are obtained by taking suc-
cessive limits, e.g., first in N and then in M . For uniform finite alphabet, in which
case d1 = M , Johansson [39] had previously obtained the convergence of the whole
shape of the associated Young tableaux towards Fr, via a careful analysis of corre-
sponding Kernel and methods of orthogonal polynomials. His results, which are for
simultaneous limits, require (lnN)3/2/M → 0 and √N/M →∞. Also in the uniform
case, under the assumption M = o
(
N3/7(lnN)−6/7
)
, the convergence result (4.3.22)
is obtained in [15] for simultaneous limits, via Gaussian approximation and a method
originating in Baik and Suidan [9] and Bodineau and Martin [12]. Non-uniform
results are also given in [15].
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CHAPTER V
CONCLUSION
We have tackled two sets of problems involving random matrices. The first set is
concerned with concentration inequalities for various statistics of random matrices
with infinitely divisible entries. The second set analyzes how subsequence problems
relate to spectra of certain matrix ensembles. We comment, below, on our approaches
and draw some possible future directions of studies.
For random matrices with infinitely divisible entries, we gave concentration in-
equalities for the spectral measure and for the maximal eigenvalue in Chapter II.
Our results stem from the fact that both the linear statistic of the empirical spec-
tral measure and the maximal eigenvalue are Lipschitz functions of the matrix entries.
However, in such settings, investigating properties other than the Lipschitz one might
lead to shaper probabilistic bounds in certain ranges. Moving beyond concentration
inequalities, it will be of great interest to identify the limiting law of the spectral
measure of random matrices with infinitely divisible entries, in particular, in our
framework where no independence assumption is required.
In Chapter III and Chapter IV, the limiting shape of the Young tableaux as-
sociated to random words, with letters independently drawn from a finite ordered
alphabets, is shown to be the spectrum of the (generalized) traceless GUE. This limit
is also identified as the law of a multidimensional Brownian functional. This equality
in law is established through an argument involving a last passage percolation model
with appropriate choices of Bernoulli random variables on the lattice. The dimension
of this percolation model is determined by the size of the alphabet and the length of
the random word. We suspect that these arguments could be applied in obtaining the
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limiting law for the shape of the Young tableaux associated to random words drawn
from a countable infinite alphabet.
Johansson [39] used the Charlier ensemble to study the Poissonized word problem
in the uniform setting. He showed the Poissonized Plancherel measure can be obtained
as a limit of the Charlier ensemble as the size of the alphabet grows without bound. In
Chapter IV, we introduced the generalized Charlier ensemble to deal with Poissonized
nonuniform random word. When the size of the alphabet goes to infinity, there
should be a corresponding limiting measure for the generalized Charlier ensemble,
which would recover the Poissonized Plancherel measure in the uniform case. This
convergence depends on the alphabet’s growth, and the interplay between the distinct
probabilities and their multiplicities.
We focused our research on the shape of the Young tableaux associated to ran-
dom words, because the size of the first row is equal to the length of the longest
increasing subsequence. Other models such as the longest alternating subsequence or
the longest unimodel subsequence are also of great interest. There might be ways to
connect these problems to different ones such as last passage percolation or random
matrix problems, and our approaches might or might not be efficient in studying these
subsequences. They do, however, illustrate how longest increasing subsequence, last
passage percolation and random matrices are linked, while a priori seemingly rather
disconnected. This is the main contribution of the present thesis.
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