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NOTACIONES Y ABREVIATURAS  
 
ASR: Automatic Speech Recognition (Reconocedor de habla Automático).                               
BNF: Backus-Naur Form: Notation (Grammatical Backus-Naur Form). 
Batch: Archivos de texto con extensión .bat, contienen líneas de órdenes. 
CMD: Command Prompt (línea de comandos de Windows).      
DNN: Deep Neural Networks (Redes Neuronales Profundas). 
DTW: DINAMIC TIME WARPING. 
EBNF: Extended Backus Naur Form (Notación de alto nivel gramatical).              
FFT: Fast Fourier Transform (Transformada Rápida de Fourier).      
HTK: Hidden Toolkit (Caja de Herramientas Modelos Ocultos).                                            
HMM: Hidden Markov Models (Modelos Ocultos de Markov).                        
MFCCs: Mel Frequency Cepstral Coefficients (Coeficientes Cepstrales Frecuencia Mel). 
MLFs: Master Label File (Archivo de Etiqueta Maestro mlf). 
MMFs: Master Macro File (Archivo Maestro Macro mmf). 
NLP: Natural Language Processing (Procesamiento de Lenguaje Natural). 
TDC: Transformed Discrete Cosine (Transformada Discreta Coseno).               
TXT: Archivos de texto en formato .txt. 
  
                                                                                            





1.1 HISTORIA DEL RECONOCIMIENTO DE VOZ 
Aproximadamente desde 1870, Alexander Graham Bell pensaba en un sistema que pudiera 
ayudar a los sordos en su proceso de comunicación y como producto de esa idea se logró 
crear el teléfono, inicialmente él tomaba los impulsos eléctricos provenientes de una señal de 
voz y generaba pulsos característicos que el sordo podría empezar a relacionar. 
A mediados de la década de los 40, se alcanzó un logro muy importante en el campo de 
reconocimiento de habla, los laboratorios AT&T  Bell Laboratorios construyeron la primera 
máquina capaz de reconocer comandos de voz pero con muchos reajustes que hacer. Se dan 
cuenta que el campo de reconocimiento de voz es más complejo de lo que se pensaba. 
En  la década de los 60, el desarrollo había avanzado mucho en sus primeros pasos y el 
problema como tal ya se estudiaba en muchos casos específicos, por ejemplo se empezó a 
estudiar el tipo de locutor.   
En 1970 se produce el primer producto reconocedor de voz creado por Thershold 
Technologie Inc. desarrollo un reconocedor de palabras discretas con diccionario pequeño y 
dependiente de locutor. [5] y [6]  
[1980-1990] Es esta época donde el campo de reconocimiento de voz asienta unas bases 
científicas más sólidas, gracias a los Modelos Ocultos de Markov (HMM), Algoritmos de 
Redes Neuronales (DNN) y Dynamic Time Warping (DTW), se empieza a generar modelos 
mucho más exactos pero con muchas limitaciones aún. [5] y [6] 
En la actualidad el campo de reconocimiento de voz ha llegado a niveles muy buenos para el 
funcionamiento de sistemas de habla con locutor aislado (palabras aisladas, palabras 








1.2 SISTEMA DE HABLA Y ESCUCHA DEL CUERPO HUMANO 
 
Figura 1. Caja sonora. 
 
Figura 2. Aparato auditivo. 
Imagen: Superior e inferior: http://educartisticamusicalempii8084.blogspot.com.co/  24-11-15         
http://rabfis15.uco.es/lvct/tutorial/1/paginas%20proyecto%20def/(4)%20efectos%20del%20ruido/anatomia%20y%20fisi
ologia%20del%20oido.htm  27-08-16 
 
El sistema de habla y escucha humano es un sistema muy complejo, por lo que se describirá 
de una manera muy simple. La figura 1, muestra el sistema de producción vocal del cuerpo 
humano, la señal de voz  se genera cuando el aire caliente sale de los pulmones pasando por 
una serie de órganos que van agregando forma a la señal de voz. Lo que queremos es estudiar 
las características físicas de la señal de voz. La señal de voz es una señal ruidosa y se 
comprueba si pone dos dedos en la garganta cuando se está hablando. La señal de voz se 
puede representar como una señal sinusoidal. Estas características son suficientes por el 




Ahora la figura 2, sistema auditivo se observa una gran cantidad de órganos involucrados en 
el proceso de audición, igual de complejo que el sistema anterior, la señal de voz ingresa al 
oído y en primera instancia la señal es modulada cuando pasa por el túnel auditivo, llega al 
martillo en donde la energía que lleva la señal de audio es transmitida por unos conductos 
circulares que para cada golpe se asociara una reacción química en alguna parte del caracol 
generando pulsos de corriente que circulan por los nervios hacia el cerebro en donde se 
procesa la señal de voz recibida. Analógicamente un computador trabaja con la transformada 
discreta de Fourier para convertir la señal análoga en una señal digital, esta señal pasa por 
una serie de procesos para poder que el computador pueda procesar la información contenida 
en la señal. 
 
1.3 RESUMEN GENERAL 
Este trabajo permitiría incursionar en el campo del reconocimiento de voz, el cual será 
abordado a partir del estudio del estado del arte, modelo acústico y el modelo lingüístico. Se 
va a recurrir al software de desarrollo HTK, con el cual se podrá implementar un sistema de 
reconocimiento de habla “palabras aisladas”,  con este software se construirá un modelo de 
entrenamiento que tendrá  40 palabras. 
 
Una vez el sistema de reconocimiento esté entrenado, se hará su validación mediante el 
reconocimiento de comandos aislados. Estos comandos se emplearan en el control simulado 
de un vehículo.  
Se diseñará una máquina de estados para definir cada estado de operación del vehículo. 
Se implementara una interfaz gráfica en  Matlab que simule el funcionamiento del vehículo.  
Finalmente se tendrá un sistema automatizado para el control de un vehículo por comandos 
de voz, en el cual el conductor podrá manejar un vehículo simulado que será controlado por 
comandos de voz y que obedecerá en este caso a un solo locutor y bajo un ambiente no 
ruidoso. 
Se podrá conducir el vehículo simulado y hacer cualquier operación como asegurar puertas, 





2. PLANTEAMIENTO DEL PROBLEMA     
                                                         
2.1 DEFINICIÓN DEL PROBLEMA 
Desde la década de los años 70 y 80 se empezó el despliegue inicial de este campo de estudio 
de reconocimiento de habla, en países de primer mundo como Estados Unidos, Rusia e 
Inglaterra ya tenían sus primeros desarrollos en este campo de conocimiento. El profesor 
Frederick Jelinek [1932-2010] Universidad Cornell, fue uno de los pioneros en este campo 
de estudio con su equipo de colegas desarrollo e implemento sistemas de reconocimiento de 
habla para IBM, fue quien implemento los Modelos Ocultos de Markov por primera vez en 
el campo de reconocimiento de habla. [3] y [20] 
El profesor Steve Young, Universidad de Cambridge, es otros de los grandes impulsores de 
este campo, junto a su equipo de colegas a finales de la década de los 80 lograron la 
construcción de un software basado en módulos de librerías en código C, basado en modelos 
HMMs. En la actualidad el profesor Young investiga  sistemas de reconocimiento de dialogo. 
[15] y [21] 
 
En Colombia son pocas las universidades  que estudian este campo de la ciencia, en la 
Universidad Tecnológica de Pereira, el Ingeniero, MSc y Ph.D. Julian David Echeverry 
Correa es uno de los pioneros en este campo, ha sacado su trabajo de maestría y de doctorado 
con investigaciones relacionadas al campo de reconocimiento de habla. Su conocimiento es 
un gran aporte a la investigación y actualmente se encuentra asesorando estudiantes de 
pregrado en ingeniería, compartiendo y expandiendo su conocimiento en el campo de 
reconocimiento de voz.  
 
El problema del campo de reconocimiento de voz, es que es una ciencia relativamente nueva 
y tiene muchos problemas que resolver, actualmente se tiene desarrollados sistemas de 
reconocimiento de habla que trabajan muy bien para el caso de reconocimiento de habla 
aislada y habla continua. 
Los problemas surgen en los entornos en donde aparece ruidos que perturban  la señal de 




en donde la complejidad aumenta considerablemente, este campo es el más estudiado 
actualmente. [21] 
 
Para resolver el problema de implementar un sistema de reconocimiento de voz, se va a 
recurrir a un software desarrollado en la Universidad de Cambridge llamado HTK, con este  
se solucionará el problema de reconocimiento de habla. Para solucionar el problema 
planteado en esta investigación, se elaborara un modelo de entrenamiento mono-locutor, 
palabras aisladas y entrenado en un entorno sin ruido. 
 
Algunas de las aplicaciones actuales son: 
 Traductores de voz a texto de Windows, Google, Word, YouTube entre toros. 
 Aplicaciones en páginas de aprendizaje de lengua inglesa como Duolingo. 
 Teléfonos celulares inteligentes. 
 Sistemas de seguridad (huella digital y reconocimiento de voz). 
 Aprendizaje de máquina. 
 
Posibles aplicaciones: 
 Control de un robot por comandos de voz. 
 Control de un carro de juguete por comandos de voz. 
 Control de sistemas de audio  por comandos de voz. 
 Control de artefactos eléctricos por comandos de voz. 
 Manejo de silla de ruedas por comandos de voz. 
 Sistema virtual de aprendizaje por comandos de voz. 
 Sistemas de traducción de lengua hablada a lengua en símbolos (señas). 
 Detección de síntomas en la voz que puedan indicar el estado anímico o de salud de 
una persona. 








Algunos de los futuros problemas a resolver son: 
 La señal de audio es muy sensibles ante la presencia de ruidos o vibraciones. 
 Los usuarios suelen creer que el reconocimiento de habla es  una ciencia madura y 
sienten desilusión ante la presencia de fallas. Se busca llegar a tasas de 
reconocimiento iguales o mayores a las que tiene el cuerpo humano. 
 Entrenar un modelo de reconocimiento de habla que sea más robusto y pueda 
reconocer la voz de cualquier locutor y en cualquier entorno. 
 Reconocer diálogos (varios locutores al mismo tiempo). 
 
2.2 JUSTIFICACIÓN DEL PROYECTO  
Con el avance de la ciencia se hace necesario ir abordando nuevos horizontes de estudio. 
Se pretende ampliar el campo de la investigación,  abordando el campo de  reconocimiento 
de habla por primera vez en la universidad para estudiantes de pregrado en ingeniería.  
Se pretende motivar a otros estudiantes a que estudien y saquen nuevas investigaciones para 
obtener otras aplicaciones e ir asentando unas bases más sólidas de conocimiento en este 
campo. 
En un futuro muy corto se necesitara de aplicaciones de reconocimiento de habla que puedan 
ser integradas en sistemas inteligentes.  
 
Este campo de estudio podrá  contribuir a la generación de empleo y ayudar a la calidad de 
vida de las personas en un futuro muy cercano. Ejemplos de mejora en la calidad de vida son: 
Sistemas para digitar texto por comando de voz, silla de ruedas para discapacitados 
controlada por comando de voz, sistemas automatizados que respondan a comandos de voz 
en los hogares. Sistemas para censar el estado anímico de los operarios controladores de 










3. OBJETIVOS  
En este capítulo se plantea el objetivo de esta investigación, así como los objetivos 
específicos y la metodología para cumplir los objetivos específicos. 
                                                                                            
3.1 OBJETIVO GENERAL 
Desarrollar un sistema de reconocimiento de comandos de habla aislada para el control  
automático de un vehículo simulado.  
 
3.2 OBJETIVOS ESPECÍFICOS Y METODOLOGÍA  
 
1. Generar una base de datos de comandos de voz para el entrenamiento y evaluación 
de un sistema de reconocimiento de habla. 
En esta parte se va elaborar una base de datos compuesta por 40 palabras. 
Por cada palabra se realizaran 30 grabaciones de voz  y 30 archivos de etiqueta que contienen 
información de la señal (voz) grabada. 
Al final se tendrán cerca de 2400 archivos distribuidos en 1200 que contienen grabaciones 
de voz en formato .wav y 1200 archivos de texto en formato .txt que contienen información 
de la trama de la señal de voz. [5-9]  
 
2. Desarrollar e implementar un sistema de reconocimiento de habla aislada para el 
reconocimiento de comandos de voz en el control automático de un vehículo. 
En esta etapa, los 2400 archivos recogidos (40 palabras) se utilizarán para formar la base de 
entrenamiento. 
Por medio de la herramienta  HTK, estos archivos serán parametrizados, luego se creará para 
cada palabra un prototipo HMM con una topología predefinida para dar origen a unas 
matrices de transiciones entre estados iniciales, estos modelos inicializados serán 




Se creara un diccionario que contiene el conjunto total de palabras. 
Se creara el un modelo con la gramática que define el modelo de entrenamiento.  
Finalmente se procederá a hacer las pruebas de reconocimiento del software HTK en donde 
se va evaluar el reconocimiento de todos los comandos de voz. [10-14] 
  
3. Evaluar el sistema de reconocimiento mediante la simulación del control de un 
vehículo a través de comandos de voz. 
En esta etapa se elaboraran las máquinas de estados que definirán el modelo de conducción 
del carro.  
Con la ayuda de Matlab se procederá a elaborar una interfaz que se comunicara con HTK, 
esta podrá leer la salida de HTK en el momento en el que HTK reconozca una palabra o 
cadena de palabras.  
Las palabras o cadenas de palabras que llegan a Matlab, están asociadas a un comando y a 
una máquina de estados. Cada máquina estados estará asociada al control de alguna parte del 
carro, en conjunto todas las máquinas definirán el funcionamiento de todos los controles del 
carro. 
Matlab verificara si la orden que recibió la puede ejecutar, si la orden se  puede ejecutar, la 
máquina de estado asociada pasara a un estado de activación siguiente y se activara una 
salida.  












4. MARCO TEÓRICO 
El marco teórico se enfoca en el campo de reconocimiento de habla  por lo que es la base de 
la investigación, para entender cómo funciona un sistema de reconocimiento de habla, se 
plantea el funcionamiento del modelo acústico y el modelo lingüístico. 
En 4.1 se muestra información necesaria para comprender un poco como es el modelo  
acústico. En 4.2 se puede encontrar información de cómo funciona el modelo lingüístico. 
En 4.3 podemos encontrar información del software HTK, con el que se implementara los 
modelos vistos en 4.1 y 4.2.  
Para implementar una interfaz gráfica en Matlab, es necesario comprender un poco lo que 
son las máquinas de estado, esto se ve en 4.4. La introducción a Matlab se puede encontrar 
bien detallada en la web.  
 
4.1 MODELO ACÚSTICO 
Modela las características de una señal de voz y las convierte en una señal parametrizada 
digital, para el proceso de codificación mediante un proceso de extracción. [1], [7] y [14] 
 
                  
Figura 3. Principales procesos del modelo acústico. 
 
En la figura 3, muestra las principales partes del modelo acústico. En el proceso de 
extracción, se obtienen una representación de la señal de voz en un vector que contiene 12 
coeficientes de la Transformada Discreta de Fourier,  1 coeficiente de energía, la primera 
derivada y la segunda derivada de los primeros 13 coeficientes, al final estos datos quedan 
cargados en un vector que contiene 39 posiciones.  
 





Figura 4. Archivo con n muestras. 
En la figura 4, se muestra como es extraída la información de la señal de voz. La señal es 
analizada por tramas o ventanas de 25ms, la ventana siguiente traslapa con la ventana 
anterior 5ms. Para cada ventana se extrae un vector de 39.  
 
4.1.1 COEFICIENTES CEPSTRALES FRECUENCIA MEL (MFCCs) 
El oído humano resuelve el problema de frecuencias no lineales a través del espectro, 
evidencia empírica sugiere que el diseño de una interfaz que cumpla las funciones de forma 
no lineal mejorara el desempeño. Una alternativa para no tener que tratar con un sistema no 
lineal, es tratar la señal con un banco de filtros pasabanda triangulares, igualmente espaciados 
en la escala MEL y con traslape, para tratar el problema ahora de una forma lineal. [1] y [5] 
 
Mel(f)=2595*𝑙𝑜𝑔10(1 + 𝑓/700) 
Ecuación 1. Ecuación logarítmica escala Mel. [1] y [2] 
 
La  ecuación 1, tiene una gran correlación con los coeficientes que representan la señal de 
audio, cada trama de la señal de audio es multiplicada por la ecuación 1, y luego se extraen 











Ecuación 2. Coeficientes de la Transformada Discreta Coseno de Fourier. [1] y [2] 
Con esta esta ecuación se obtienen nuevamente los 39 coeficientes que representan la señal 
de voz normalizada. N, es el número de filtros triangulares y 𝑚𝑗 , Son los coeficientes a la 
salida del banco de filtros. Para una mejor comprensión  se recomienda ver la referencia  [1] 





4.1.2 MODELOS OCULTOS DE MARKOV (HMM) 
La teoría del desarrollo de los HMMs fue escrita en los años 60 en una serie documentos por 
Baum y algunos de sus colegas, a principios de los años 70  fue implementada en el campo 
de reconocimiento de voz por Jelinek y sus colegas en IBM solucionando muchos problemas 
en el campo de reconocimiento de voz. Ver referencia [3] las sub referencias [1-13] 










Figura 5. Diagrama de estados para ejemplo de un modelo HMM.  







Relación 1. Matriz de transiciones entre estados. 
Los componentes de la matriz de transiciones 𝑎𝑖𝑗  representan la probabilidad que hay de ir 
de un estado i a otro estado diferente j  y/o la probabilidad de  estar en un estado y retornar 
al mismo estado.  
 
Propiedades de la matriz de transiciones. 
1. La probabilidad de cualquier estado es mayor a cero y menor a uno. 
2. La probabilidad es cero si no existe conexión entre el punto de inicio y el de llegada 


























𝑃[𝑞𝑡 = 𝑆𝑗|𝑞𝑡−1 = 𝑆𝑖 , 𝑞𝑡−2 = 𝑆𝐾 , … . ] 
𝑷[𝒒𝒕 = 𝑺𝒋|𝒒𝒕−𝟏 = 𝑺𝒊⁡] 
Ecuación 3. Ecuación para calcular la probabilidad truncada. 
La Ecuacion 3, es truncada para el caso especial de una cadena de Markov discreta de primer 
orden. Se consideran los valores  del lado derecho que son independientes del tiempo, esto 
conduce al conjunto de observaciones de la matriz de transición de estados A. [3] 
Asumiendo una secuencia (cadena) de 8 observaciones (S), se calcula la probabilidad del 
modelo de 3 estados de la siguiente forma. 
 
𝑃(0|𝑀𝑜𝑑𝑒𝑙) = 𝑃[𝑆3, 𝑆3, 𝑆3, 𝑆1, 𝑆1, 𝑆3, 𝑆2, 𝑆3|𝑀𝑜𝑑𝑒𝑙] 
= 𝑃[𝑆3] ∗ 𝑃[𝑆3/𝑆3] ∗ 𝑃[𝑆3/𝑆3] ∗ 𝑃[𝑆1/𝑆3] ⁡⁡∗ 𝑃[𝑆1/𝑆1] ∗ 𝑃[𝑆3/𝑆1] ∗ 𝑃[𝑆2/𝑆3] ∗ 𝑃[𝑆3/𝑆2] 
= 𝜋3 ∗ 𝑎33 ∗ 𝑎33 ∗ 𝑎13 ∗ 𝑎11 ∗ 𝑎31 ∗ 𝑎23 ∗ 𝑎32 
Relación 2. Cálculo de la probabilidad para una secuencia de observaciones. 
Donde: 
La probabilidad del estado inicial es 1. 
N: Número de estados de la matriz de transiciones 
O: Vector de observación 
S: Observaciones 
𝑞𝑡= Estado actual 
𝑞𝑡−1 =Estado anterior al estado actual 
𝜋𝑖: Es la probabilidad de empezar en la posición o  i     1 ≤ 𝑖 ≤ 𝑁.  
 
Hasta aquí tenemos un modelo de cadenas de Markov, los HMMs se extienden en este caso 
a un modelo donde las observaciones son funciones  de estado probabilísticas de las cadenas 
de Markov doblemente embebidas en un proceso estocástico. Se encuentra un proceso 
estocástico subyacente que no es observable (está oculto), pero que puede ser observado con 
otros proceso estocástico que producirá una secuencia de observaciones. [3] 
 
Se plantean tres problemas a resolver para que los HMMs puedan implementados 
computacionalmente: 
 




Sea el modelo de parámetros  𝜆 = (𝐴, 𝐵, 𝜋)⁡ que describe el HMM y la secuencia de 
observaciones 𝑂 = 𝑂1, 𝑂2, … . . , 𝑂𝑇 se necesita calcular la probabilidad computacionalmente 
𝑃(𝑂|𝜆). Este problema es solucionado mediante el algoritmo de forward-backward. 
 Como escoger la mejor observación.   algoritmo de Viterbi. 
 Como ajustar el modelo 𝜆 que pueda maximizar 𝑃(𝑂|𝜆). Algoritmo de Baum-
Welch. 
Para más información  ver las referencias. [3] y [5] pagina 20.   
4.2 MODELO LINGÜÍSTICO 
Permite definir una estructura de lenguaje para distinguir o rechazar una cadena de palabras.    
Los modelos de gramática son los encargados de generar las posibles secuencias o caminos 
gramaticales para el modelo de entrenamiento.  
Para comprender un poco mejor pensemos en la siguiente frase. “EL PERRO SALIO A 
JUGAR”, nuestro cerebro identifica efectivamente la frase, ahora se puede pensar en la 
siguiente frase “EL PERRO JUGAR”, en este caso nuestro cerebro no puede procesar esa 
cadena porque no sabemos qué quiere decir.  
En el capítulo 4.2.1 se mencionan  2 modelos gramaticales muy usados en el campo de 
reconocimiento de voz.   
 
4.2.1 MODELOS GRAMATICALES N-GRAM Y EBNF 
Modelo Gramatical N-GRAM 
Los modelos N-Gram están basados en la probabilidad y su misión es predecir la palabra 
antes de ocurra el evento reduciendo así la búsqueda solo a los candidatos más probables. [5]  
En la literatura se encuentran modelos 1-Gram, 2- Gram, 3- Gram y 4- Gram.  
 
Para comprender mejor los modelos de N-Gramas se muestra el siguiente ejemplo: 
Sea la frase, “EL PERRO SE COME EL HUESO”, esta frase puede descomponer en bígamas 






Figura 6. Ejemplo N-Gramas 
En la figura 6, se puede observar el caso de 2-Gram y de 3-Gram, el universo de 2-gram y 3-
gram es de 5 y 4 para mostrar la diferencia en el denominador, pero en realidad un modelo 
tiene cientos o miles de n-gramas por lo que las probabilidades tienen unos valores muy 
pequeños. Para más información ver la referencia [1] páginas  195 y 196. 
 
Modelo Gramatical EBNF 
Son una alternativa para especificar una red de palabras directamente, usando notación 
gramatical de alto nivel. Se usan para generar una representación interna de los estados finitos 
de la red. [1] 
Este modelo toma el universo de palabras del modelo de entrenamiento y forma grupos o 
categorías, luego con estas categorías forman las redes gramaticales para todo el modelo de 
entrenamiento. Para comprender un poco mejor se muestra el siguiente ejemplo: 
Sea el universo de palabras: UNO, DOS, TRES, CUATRO, SUBIR, BAJAR, PUERTA y 
VIDRIO. 
 
Se escogerán tres categorías que son: 
$CAT1 = UNO | DOS | TRES | CUATRO; 
$CAT2 = SUBIR | BAJAR;  
$CAT3 = PUERTA | VIDRIO; 




($CAT3 + $CAT2 + $CAT1), este arreglo gramatical da origen a la red gramatical de la 
siguiente figura. 
 
Figura 7. Red gramatical para el ejemplo. 
 
La red de la figura 7, tiene 2*2*4 posibles secuencias de cadenas de palabras. Ósea que 
para esta red hay 16 posibles caminos.  
Para más información ver la referencia [1], las páginas 19,169 y 281. 
 
4.3  SOFTWARE HTK 
HTK fue originalmente elaborado en el laboratorio de Máquina  Humana  de la Universidad  
de Cambridge, se empezó a usar desde 1993 para el reconocimiento de habla de gran 
vocabulario. Entropic Research Laboratory Inc. recibe todos los derechos de desarrollo de 
HTK en 1995 cuando fue creado como una sub empresa de la universidad, entre los primeros 
desarrollos fueron la creación de los primeros modelos y librerías en código C. 
 
HTK: Es una herramienta portátil para la construcción y manipulación de los modelos ocultos 
de Markov. Consiste en un conjunto de módulos de librerías  y herramientas disponibles 






Figura 8. Arquitectura del software. Figura tomada de HTKBOOK  
En la figura 8, se observa todas las herramientas del software, estas herramientas se llaman 
desde la consola de comandos de Windows en donde su sintaxis es la siguiente:  
[Herramienta HTK] [Opciones] [Archivos] 
Se llama primero la herramienta a utilizar, luego se insertan parámetros del sistema y 






Figura 9. Estaciones de proceso HTK. Figura tomada de: HTK BOOK. PAG 17. 
 
La figura 9, muestra un diagrama de bloques jerárquico, se puede observar 4 etapas que son 
fundamentales para la construcción de un modelo de entrenamiento, estas etapas son: 
La primera es la  preparación de los datos de entrenamiento, la etapa de entrenamiento, una 
etapa de validación y otra etapa final de análisis. Al final de todas estas etapas se tendrá un 
sistema el cual reconoce las palabras del modelo de entrenamiento. 
Otros programas utilizados para el reconocimiento de voz: Julius,  Kaldi, CMUSphinx, Shout 
Entre otros. [15-19]  
 
 
4.4 MÁQUINAS DE ESTADO 
Es un sistema con determinada topología compuesto por estados y transiciones, en el cual el 
estado siguiente depende de la entrada y del estado actual en el que se encontraba la máquina 
de estados.  
Definiciones para la máquina de estados: 




Entradas: son las órdenes que recibirá la máquina de estados. 
Estado inicial: Es el origen, estado en el cual la máquina de estados inicia. 
Estado actual: Es el estado en el que se encuentra una la máquina de estados. 
Estado siguiente: Para llegar a este estado, el estado actual y la entrada se evalúan y si no hay 
restricciones se puede pasar al estado siguiente. 
A continuación se muestra un ejemplo para un ascensor de tres pisos.   
 
 
Figura 10. Diagrama de estados para un ascensor de tres pisos 
 
En la figura 10, se muestra un diagrama de tres estados (1, 2 y 3) para un ascensor de tres 
pisos, en la figura se puede ver la lógica de funcionamiento, se puede ir de un piso a otro sin 
importar en que piso este. Ahora se debe determinar las restricciones, la transición al estado 
siguiente debe ser segura y no deben quedar nada al azar para que no haya riesgos (operación 
inadecuada) en la operación de la máquina de estados que representa el funcionamiento del 
ascensor. 
Algunas de las restricciones a tener en cuenta podrían ser: 
 El ascensor no se puede mover si una puerta está abierta. 
 Por ningún motivo una puerta se puede abrir si el ascensor no está en ese piso 
donde se dio la orden. 
 
En el Capítulo 5, se usarán diagramas para representar los posibles estados de un vehículo. 
Para los controles del vehículo simulado se tendrá en cuenta algunas restricciones como por 
ejemplo si el carro se encuentra andando hacia adelante, entonces el carro no se puede apagar 




Para solucionar esto entonces supongamos para cada estado una variable donde: 
X= 1 Adelante, el carro está andando en la dirección hacia adelante. 
Y= 1 Carro encendido. 
Z= 1 Carro en reversa.  
Suponiendo primero que el carro se encuentra andando hacia adelante y el locutor activa la 
orden Y=0, en este caso se está apagando el carro y no debería apagarse, entonces podemos 
poner un ‘if’. Ejemplo: 
if   (X==1 && Y==1)                   
      entonces -> no haga nada 

























5. DESARROLLO DEL PROYECTO   
En este capítulo se muestra detallado todo el proceso de elaboración  del modelo de 
entrenamiento para la construcción de un sistema de reconocimiento de habla (5.2 – 5.2.7). 
Se muestra en el capítulo 5.3, la elaboración de los diagramas de estado que representaran la 
lógica de funcionamiento de la interfaz del vehículo simulado en Matlab.  
Por ultimo en 5.3.1 se muestran pruebas del funcionamiento de la interfaz gráfica y algunos 
videos en donde se puede observar el funcionamiento de cada máquina de estados asociada 
a los controles del vehículo. 
 
5.1.1 DETERMINACIÓN DE COMANDOS PARA CONTROL DEL VEHÍCULO 
A continuación se muestra la tabla que contiene el total de las palabras a ser usadas para los 
controles del vehículo por comandos de voz. 
 
 
Tabla 1. Lista de palabras. 



























































Figura 16. Comandos que se pueden activar y/o desactivar. 
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Figura 18. Comandos para activar la velocidad uno y dos. 
 




Figura 19. Comandos compuestos de una sola palabra. 
 
Hasta aquí se ha descrito la idea inicial para la activacion de los comandos que se van a 
utilizar en el modelo del vehículo. Más adelante las figuras [11 – 19], servirán de apoyo para 
la construccion de la gramática y los diagramas de estado del modelo del vehículo simulado 
en Matlab.  
La figura 23, muestra el sistema completo en donde hay unos grupos entre los que se pueden 
distinguir grupos con comandos compuestos de una sola palabra, de dos palabras y de tres 
palabras. Se puede observar también que hay palabras compartidas como lo son el UNO, DOS, 
TRES Y CUATRO, son compartidas con: ACTIVAR, DESACTIVAR, PUERTA, SUBIR, 
BAJAR, VIDRIO, GENERO Y ADELANTE. Esto será tenido en cuenta al momento de 
generar la gramática.  
La figura 20, Muestra todos los comando de activación que tiene el vehículo simulado, esta 
figura servirá para tener todos los comandos a la vista cuando se desee accionar alguna orden. 

















































    EMISORA 
     ATRAS 
  SIGUIENTE 
       DISCO 
      PARAR 
     PAUSAR 
 REPRODUCIR 






Figura 20. Bloques de comandos para el control del vehículo. 
 
 
5.1.2 GRABACIÓN DE LOS COMANDOS DE VOZ 
En este caso el computador usado no tiene una interfaz gráfica compatible con HTK y la 
grabación de las señales de voz se realizaron con un programa de audio llamado Audacity. 
Las grabaciones fueron hechas en una habitación de 5m*5m*4m, se usó un micrófono tipo 




(Microsoft) PCM de 16 bit con signo. El tiempo estimado de grabación  fue 6 horas para un 
total de 1200 archivos de audio en formato .wav, el nivel de ruido con que se hicieron las 
grabaciones fue cero. 
 
Figura 21. Ejemplo de una señal grabada de audio 
La figura 21, muestra una señal  de voz grabada en el programa Audacity 
Este proceso fue repetitivo, solo es estar seguro de que la frecuencia sea 8Khz y que en el 
momento de grabar no queden sonidos de fondo que afecten la señal. La variación de una 
grabación a otra cambia muy poco entre repeticiones de una misma palabra.  
En el momento que se hicieron las grabaciones, no había ruido de fondo, las grabaciones 
fueron hechas entre [12 y 6] AM.  
 
5.1.3 ETIQUETAS DE LA BASE DE DATOS  
Dado la no compatibilidad de la tarjeta gráfica del computador con HTK, este proceso se 
tuvo que hacer de forma manual, se calculó que duró unas 30 horas este proceso de 
etiquetado. El procedimiento se hizo de la siguiente forma. 
 
 
Figura 22. Ejemplo de medición de los tiempos de una señal de voz. 
 
Para medir solo es dar clic donde se quiere medir el tiempo, así como se observa en la figura 




convertir el tiempo a centésimas de nanosegundo para ser puesto en su etiqueta, se mide tres 
intervalos que son el silencio inicial, la palabra y el silencio final quedaran como se ve en la  
figura 23, donde se muestra el icono de Notepad++, el formato como queda en .lab y por 
último se muestra cómo se digita una señal de voz.  
 
 
Figura 23. Editor de texto Notepad++. 
 
Se realizó el proceso de etiquetado a 1200 archivos. Al final de cada etiqueta se debe dejar 
un renglón vacío para evitar que HTK no deje la última línea sin leer.   
 
  Acelerar   
  sil palabra sil prueba 
0 535 1625 1875 250 
1 488 1661 2065 404 
2 441 1405 2221 816 
3 429 1642 2101 459 
4 357 1320 1935 615 
5 357 1308 1779 471 
6 345 1236 1815 579 
7 393 1390 1815 425 
8 417 1390 1779 389 
9 441 1390 1743 353 
10 381 1274 1815 541 
11 417 1507 1971 464 
12 417 1447 1779 332 
13 381 1347 1695 348 
14 309 1299 1743 444 
15 273 1299 1743 444 
16 261 1263 1599 336 
Tabla 2. Datos etiquetas en Excel. 
 
Se puede observar en la tabla 2, las primeras 16 líneas de 30 líneas de datos que contienen 
información de los tiempos para las etiquetas de la señal acelerar. Hay una columna que se 




Audacity para digitarlos en Notepad, vemos que la diferencia (tiempo final de palabra) – 
(tiempo inicial palabra)  = (tiempo de la palabra), este tiempo en promedio para 30 
grabaciones de la palabra acelerar fue de 1016 cns (centésimas de nanosegundo),  ahora si 
vemos en esa columna la variación de cada muestra está en un rango aceptable y se vigilan 
las que tienen una diferencia fuera de lo normal porque es seguro que se escribió  mal la 
etiqueta. 
Después de tener los tiempos digitados en Excel, se crearon los archivos ejemplo, 
“acelerar00.txt” en una forma semiautomática generando primero los archivos plantilla con 
su respectivos nombres y espacios llenos a la espera de solo tener que digitar los espacios 
faltantes con los datos que ye se tienen en Excel. 
Al finalizar se obtuvo una base de 1200 etiquetas en formato .txt que contienen los tiempos 
silencio inicial, tiempo inicio de palabra y tiempo silencio final. Estos archivos se 
complementan con la base de datos .wav. 
 
5.2 ENTRENAMIENTO DE LOS MODELOS ACÚSTICOS USANDO EL 
SOFTWARE  HTK  
5.2.1 PARAMETRIZAR LAS SEÑALES DE VOZ  
Parametrizar, se refiere al proceso de extracción de los parámetros de la señal de voz, como 
ya se mencionó antes la señal parametrizada queda almacenada en un archivo que contiene 








Figura 24. Arquitectura Función HCopy. 
En el bloque de la parte izquierda la figura 24, contiene los archivos de audio en formato 
.wav. En la parte superior, ese bloque está encargado de la configuración que va a tomar la  








función HCopy por medio de un archivo con extensión  .conf, con el fin de cargar algunas 
órdenes para  extraer coeficientes de la transformada de Fourier, el valor de la energía, la 
primera y la segunda derivada. HCopy analiza la señal por ventanas de 25 ms (milisegundos) 
y traslape de 5ms (milisegundos) entre la trama de adelante y la anterior, esto  por medio de 
la ventana Hamming. Para más detalles ver las referencias [1] y [12].  
 
En la parte inferior de la figura 24, se puede ver el bloque de entrada que toma HCOPY, este 
bloque contiene archivos en formato .txt que contienen la lista de las direcciones donde están 
almacenadas las  etiquetas y la dirección donde se almacenaran los archivos parametrizados 
en formato .mfcc. 
En la parte derecha de la figura 24, se observa el bloque de salida de HCopy, los archivos 
parametrizados quedan con una extensión .mfcc. 
 
Figura 25. Archivo analisis.conf. 
La figura 25, muestra el contenido de un archivo en formato .conf llamado análisis. El archivo 










Figura 26. Archivo .scp con  especificaciones. 
# Example of an acoustical analysis configuration file 
SOURCEFORMAT = WAV # Gives the format of the speech files 
TARGETKIND = MFCC_0_D_A # Identifier of the coefficients to use 
# Unit = 0.1 micro-second: 
WINDOWSIZE = 250000.0 # = 25 ms = length of a time frame 
TARGETRATE = 100000.0 # = 10 ms = frame periodicity 
NUMCEPS = 12 # Number of MFCC coeffs (here from c1 to c12) 
USEHAMMING = T # Use of Hamming function for windowing frames 
PREEMCOEF = 0.97 # Pre-emphasis coefficient 
NUMCHANS = 26 # Number of filterbank channels 
CEPLIFTER = 22 # Length of Cepstrales filtering 











El archivo de la figura 26, contiene una  lista con dos columnas, la columna del lado izquierdo 
corresponde a la dirección donde están almacenados los archivos de audio en formato .wav, 
y la columna del lado derecho es la dirección de la carpeta donde quedaran almacenados los 
archivos .mfcc, en la figura solo se muestran las primeras 5 líneas de 1200. 
 
C:\Users\edicson\Desktop\carro3>hlist -h -e 0 
data\train\mfcc\ace00.mfcc 
---------------- Source: data\train\mfcc\ace00.mfcc ------------- 
  Sample Bytes:  156      Sample Kind:   MFCC_D_A_K_0 
  Num Comps:     39       Sample Period: 10000.0 us 
  Num Samples:   186      File Format:   HTK 
-------------------------------- Samples: 0->0 ----------------- 
0:     -16.800   2.746  -5.401   5.272  -1.071   4.538   8.766   7.116   
6.641   1.922    1.355  -5.088  26.954   1.129  -0.135   0.633   0.697  
-0.386  -0.592   -1.583 -1.571  -1.406   0.580   1.321   1.642   1.348  
-0.113   0.060  -0.178  -0.136  0.479   0.378   0.149   0.394   -0.189  
-0.271  -0.022  -0.125  -0.093 
 
Figura 27. Datos Señal una de voz parametrizadas. 
 
Con la función  HList de HTK, se puede observar el vector que contiene los 39 coeficientes, 
para la muestra n=1, en la figura 27, se observa un ejemplo, el archivo acelerar00.mfcc que 
está compuesto por n=186 muestras, ósea 186 vectores con 39 coeficientes y en la parte 
superior se observa la línea de comandos utilizada, si se quiere imprimir más muestras, 
cambiamos -e 0 por –e (n). 
 
5.2.2 DEFINICIÓN DE LOS MODELOS DE ENTRANAMIENTO. 
Para este caso tenemos un diccionario compuesto de 40 palabras y para cada una de estas 
palabras se definirá un modelo HMM con una topología como la que se ve en la figura 28. 
 




               Figura 29. Matriz de transiciones. [12] 
 
Este modelo consiste en 4 estados activos {𝑆2, 𝑆3, 𝑆4, 𝑆5}. El primer y último estado ⁡{𝑆1𝑦𝑆6} 
son estados no emisores y son usados por HTK. 
La matriz de transiciones tiene unos valores tomados al azar para iniciar, lo importante es 
que la suma  ponderada de las probabilidades en cada fila es 1 como se ve en la figura 29, los 
valores cero es porque no tienen conexión un estado con el otro. 
 
Para cada una de las 40 palabras incluyendo el silencio (sil) se generó  un prototipo HMM 
como el que se muestra en la figura 73, en el anexo A.  
En el prototipo se declara un  vector de 39 posiciones que contienen los coeficientes 
MFCCs, el nombre del prototipo HMM y el número de estados. Además contiene unos 
valores de varianza iniciales iguales a 1 y de media iguales a cero para los estados 2, 3, 4 y 
5. En la parte inferior de la figura 73, en el anexo A, se puede ver la matriz de transiciones. 
 
5.2.3 ENTRENAMIENTO DEL MODELO 
 
                           Si  
      PROTO                                     HMM (0)        HMM (i+1)                                 HMM (N) 
                                                          i=0                                                             PARAR 
                                                                    
                                                                                i=i+1                       No 
 
Figura 30. Proceso de entrenamiento. [12] 
La figura 30, muestra el proceso completo de entrenamiento del modelo, donde: 
PROTO: Prototipos HMM. 
HMM (0): Es el modelo inicializado. 
HMM (i+1): Modelo reestimado. 














0.0 0.5 0.5 0.0 0.0 0.0 
0.0 0.4 0.3 0.3 0.0 0.0 
0.0 0.0 0.4 0.3 0.3 0.0 
0.0 0.0 0.0 0.4 0.3 0.3 
0.0 0.0 0.0 0.0 0.5 0.5 











CONV: El sistema converge cuando todos los modelos HHM Convergen. 
En el proceso de entrenamiento se tomaron los prototipos HMMs y se inicializaron en un 
proceso en donde se recalcularon los valores de la varianza, la media y la matriz de transición 
entre estados de los prototipos HMM iniciales, ahora esos valores han cambiado a unos 
valores mejor estimados contenidos en HMM (0). 
 
Con los prototipos ya inicializados ahora estos modelos de entrenamiento se reestiman o 
refinan, es decir en cada iteración el modelo pasa a un estado mejor que el anterior.  
En este estudio sucedió que  en la tercera reestimación todas las señales convergieron por 
debajo de la 20 iteración. Después de la 20 iteración la reestimación no converge como 
sucedió en algunas señales en las reestimaciones 1 y 2.  
 
Para el primer bloque del lado izquierdo de la figura 34, se usó la herramienta HInit de HTK 
la cual recibe los prototipos HMM, los datos de audio parametrizados .mfcc, las etiqueta .lab 
y a la salida nos da un modelo inicializado con unos valores de varianza, media y matriz de 
transiciones refinados.  
 




En la figura 31, se observa que HInit recibe los prototipos HMM, los archivos .mfcc y las 
etiquetas .lab. A la salida, entrega los prototipos HMM inicializados luego de un proceso 
iterativo que va hasta la sexta reestimacion del modelo.  
 
A continuación se procedió a calcular la varianza global de los datos de entrenamiento con 







Figura 32. Herramienta HCompv de HTK. 
 
En las figuras 32, se  observa como HCompv toma los archivos .mfcc, los prototipos HMMs 
inicializados y algunos parámetros de ajuste para dar origen a un vector de varianzas globales 
con 39 posiciones, este vector será usado en el proceso de reestimación más adelante. 
En la figura 33, se observa la línea de comandos que se utilizó, y los resultados obtenidos 
que se imprimen en la línea de comandos cmd de Windows. 
 
C:\Users\edicson\Desktop\carro3>HCompv -A -D -T 1 -S trainlist.txt  -M 
model/hmm0flat -H model/proto/hmm_ace -f 0.01 ace  
HCompv -A -D -T 1 -S trainlist.txt -M model/hmm0flat -H model/proto/hmm_ace 
-f 0.01 ace 
No HTK Configuration Parameters Set 
Calculating Fixed Variance 
  HMM Prototype: ace 
  Segment Label: None 
  Num Streams  : 1 
  UpdatingMeans: No 
  Target Direct: model/hmm0flat 
211639 speech frames accumulated 
Updating HMM Covariances 
Output written to directory model/hmm0flat 
Var floor macros output to file model/hmm0flat/vFloors 
 Figura 33. Línea de comandos y resultados HCompv. 






La figura 34, muestra el archivo de salida de HTK que contiene un vector de 39 posiciones 
con la varianza global de todo el modelo de entrenamiento, este archivo es utilizado en el 
siguiente proceso.  
Figura 34. Coeficientes de la varianza global. 
 
5.2.4 REESTIMACIÓN DE LOS DATOS DE ENTRENAMIENTO 
Para este proceso se utilizó la herramienta HRest de HTK, esta herramienta es la usada para 
entrenar los modelos HMMs y para ello se hace un proceso de reestimación, en donde los 
valores tomados del modelo HMM inicializado son refinados en cada reestimacion. Con este 
último paso ya queda el modelo de entrenamiento finalizado condensado en /hmm3/nombre-








Figura 35. Herramienta HRest. 
Donde: 
HRest: Herramienta HTK.                         
HMM (i-1): Con i=1, es el modelo HMM (0), este es el modelo inicializado.                       
mfcc: Son los archivos que contienen los parámetros de la señal de audio.                                    
vFloors: Archivo que contiene la varianza global.                                            
labs: Son los archivos que contienen las etiquetas de la base de entrenamiento, en donde 
~v varFloor1                                                                                                                                                                                
<Variance>  39                                                                                                                                                                                          
4.754556e-001 6.031476e-001 4.238113e-001 8.841017e-001 4.491417e-001 
6.483157e-001 4.561672e-001 5.238653e-001 4.502952e-001 3.813030e-001 
3.809923e-001 2.780681e-001 3.266227e+000 1.219213e-002 1.627338e-002 
1.958123e-002 2.523047e-002 2.520867e-002 2.921621e-002 2.935084e-002 
3.138198e-002 2.793415e-002 2.857151e-002 2.468414e-002 2.128577e-002 
3.677354e-002 1.928956e-003 2.650780e-003 3.308906e-003 4.167611e-003 
4.462122e-003 5.051664e-003 5.345324e-003 5.686647e-003 5.189988e-003 
5.360455e-003 4.636922e-003 4.088363e-003 4.487033e-003 
HRest 
     .lab    .mfcc 
  Hmm (i-1)     Hmm (i) 




aparecen los tiempos de la señal de audio elaborados en la sección 5.3                  
Etiquetas: Es el nombre que toma el hmm ejemplo (acelerar).                       
Hmm (i): con i=1, este es el HMM (1) reestimado o refinado, si se hacen tres reestimaciones 
entonces al final tendríamos el HMM (3) reestimado o refinado.                                            
En la figura 35, se puede observar la tercera reestimacion del modelo HMM acelerar.00, la 
cual convergió en la tercera iteración, los datos en general convergieron en promedio en 4,5 
iteraciones. 
Se puede observar el comportamiento en cada iteración del proceso de reestimación en la 
tabla 5, en el anexo A. En la primera reestimacion algunas señales no convergieron, en la 
segunda algunas de las que no convergieron antes ahora ya convergieron  y en la tercera  
todas las señales convergieron, la más alta en converger fueron dos señales y fue 14 
iteraciones y las más bajas fueron 11 señales que registraron 2 iteraciones. 
C:\Users\edicson\Desktop\carro3>Hrest -A -D -T 1 -S trainlist.txt -M model/hmm1 
-H model/hmm0/hmm_ace -H vFloors -l ace -L data/train/labs ace 
Reestimating HMM ace . . . 
 States   :   2  3  4  5 (width) 
 Mixes  s1:   1  1  1  1 ( 39  ) 
 Num Using:   0  0  0  0 
 Parm Kind:  MFCC_D_A_0 
 Number of owners = 1 
 SegLab   :  ace 
 MaxIter  :  20 
 Epsilon  :  0.000100 
 Updating :  Transitions Means Variances 
 - system is PLAIN 
29 Examples loaded, Max length = 123, Min length = 90 
Ave LogProb at iter 1 = -7475.02197 using 29 examples 
Ave LogProb at iter 2 = -7475.01855 using 29 examples  change =    0.00342 
Ave LogProb at iter 3 = -7475.01953 using 29 examples  change =   -0.00098 
Ave LogProb at iter 4 = -7475.01709 using 29 examples  change =    0.00244 
Ave LogProb at iter 5 = -7475.01758 using 29 examples  change =   -0.00049 
Ave LogProb at iter 6 = -7475.01758 using 29 examples  change =    0.00000 
Estimation converged at iteration 6 
 Figura 36. Ejecución y resultados de la  herramienta HRest. 
 
La figura 36 muestra el proceso de la tercera reestimación para para el HMM acelerar. 
En el proceso de reestimación se utilizó un archivo en formato .bat que tenía las órdenes 
embebidas para del proceso de reestimación de los 40 modelos correspondientes a cada 




Se puede observar en la tabla 5 anexo A, la información recogida en el proceso de 
reestimacion que sirvió para dar una idea de que los pasos anteriores estuvieron relativamente 
bien pues al final todos los HMMs convergieron en la tercera reestimación con un promedio 
de convergencia por debajo de 5 iteraciones. 
 
5.2.5 DETERMINACIÓN DE LOS MODELOS DE ENTRENAMIENTO 
5.2.5.1 GRAMÁTICA 
Se procedió a generar el modelo gramatical, primero se utilizó una gramática general para 
medir el funcionamiento individual de cada palabra y luego se procedió a generar la 
gramática con palabras sueltas y encadenadas, las cadenas están compuestas de una, dos y 
tres palabras, la gramática final para el control del carro por comandos de voz se puede ver 
en la figura 37. 
 
 * Gramática compuesta - BNF (Backus–Naur Form) 
$WORD_00 =   ACE | ACT | ADE | AIR | APA | ATR | AUR | BAJ | BOC | CAR | CUA | DER | DES | DIR | DIS | DOS | 
EMI | ENC | FRE | GEN | GIR | IZQ | KIT | LUC | MUS | PAR | PRR | PAU | PIT | PUE | REP | REV | SEG | SIG | STO | 
SUB | TRE | UNO | VID | VOL; 
 
$WORD_01 =ENC | APA;                                        $WORD_02 =AIR | LUC | CAR | MUS | PAR; 
$WORD_03 =ACT | DES;                                         $WORD_04 =PUE | SEG; 
$WORD_05 =UNO | DOS | TRE | CUA;                  $WORD_06 =DIR | GIR; 
$WORD_07 =DER | IZQ;                                          $WORD_08 =KIT; 
$WORD_09 =ACE | FRE | PRR | REV | STO;          $WORD_10 =SUB | BAJ; 
$WORD_11 =VOL;                                                    $WORD_12 =VID; 
$WORD_13 =ADE;                                 $WORD_14 =UNO | DOS; 
$WORD_15 =GEN;         $WORD_16 = AUR | ATR | BOC | DIS | EMI | PRR |PAU | PIT | REP | SIG; 
 
( { START_SIL } ($WORD_00 | $WORD_16 | ($WORD_01) START_SIL $WORD_02 | ($WORD_03) START_SIL 
$WORD_04 START_SIL $WORD_05  | ($WORD_06) START_SIL $WORD_07 | ($WORD_08) START_SIL 
$WORD_09 | ($WORD_10) START_SIL $WORD_11 | ($WORD_10) START_SIL $WORD_12 START_SIL 
$WORD_05 | ($WORD_13) START_SIL $WORD_14 | ($WORD_15) START_SIL $WORD_05) { END_SIL } ) 
Figura 37. Structura gramatical HTK. 
Por motivo de practicidad las palabras fueron reducidas a sus tres primeras letras, las únicas 
palabras que fueron coincidentes en las tres primeras letras fueron PARABRISAS y 





















Figura 38. Mapa gramatical. 
 
La figura 38, muestra la estructura gramatical, se muestran los posibles caminos que hay 
entre bloque, por ejemplo si se desea explorar el camino [SIL - $WORD_10 - $WORD_12 -














Figura 39. Posibles combinaciones para un camino dado. 
$WORD_00     
$WORD_01     $WORD_02     
$WORD_03     $WORD_04     $WORD_05     
$WORD_06     $WORD_07     
$WORD_13     $WORD_14
      
$WORD_10     $WORD_12     $WORD_05     
$WORD_08     $WORD_09     
$WORD_10     $WORD_11     
$WORD_15     $WORD_05
      
$WORD_16
     
 $WORD_15     
        SIL         SIL 
        SIL 
    SUBIR   VIDRIO 
 1 













Tabla 3. Universo de combinaciones. 
La tabla 3, muestra el universo de cadenas  que se pueden generar de acuerdo al modelo 
gramatical declarado. Inicialmente el universo resulto de 59 cadenas pero hubieron dos 
cadenas repetidas entonces se redujo a 57, las dos cadenas repetidas son ATRAS y 




El diccionario contiene cada una de las palabras de la base de entrenamiento, se elaboró en 
 un archivo .txt, al final se agregó dos variables nuevas START_SIL y END_SIL que son 
llamadas más adelante para denotar el sil en la entrada y la salida. 
 












11. ENCENDER AIRE 
12. ENCENDER LUCES 
13. ENCENDER CARRO 
14. ENCENDER MUSICA 
15. ENCENDER PARABRISAS 
16. APAGAR AIRE 
17. APAGAR LUCES 
18. APAGAR CARRO 
19. APAGAR MUSICA 
20. APAGAR PARABRISAS 
21. ACTIVAR SEGURO 
22. DESACTIVAR SEGURO 
23. ACTIVAR PUERTA UNO 
24. ACTIVAR PUERTA DOS 
25. ACTIVAR PUERTA TRES  
26. ACTIVAR PUERTA CUATRO 
27. DESACTIVAR PUERTA UNO 
28. DESACTIVAR PUERTA DOS 
29. DESACTIVAR PUERTA TRES  
30. DESACTIVAR PUERTA CUATRO 
31.  
31. DIRECCIONAL DERECHA 
32. DIRECCIONAR IZQUIERDA 
33. GIRAR DERECHA 
34. GIRAR IZQUIERDA 
35. KIT ACELERAR 
36. KIT FRENAR 
37. KIT PARAR 
38. KIT REVERSA 
39. KIT STOP 
40. SUBIR AIRE 
41. BAJAR AIRE 
42. SUBIR VOLUMEN 
43. BAJAR VOLUMEN 
44. SUBIR VIDRIO UNO 
45. SUBIR VIDRIO DOS 
46. SUBIR VIDRIO TRES 
47. SUBIR VIDRIO CUATRO 
48. BAJAR VIDRIO UNO 
49. BAJAR VIDRIO DOS 
50. BAJAR VIDRIO TRES 
51. BAJAR VIDRIO CUATRO 
52. ADELANTE UNO 
53. ADELANTE DOS 
54. GENERO UNO 
55. GENERO DOS 
56. GENERO TRES 











5.2.6 PROCESO DE COMPILACIÓN USANDO HParse Y HSgen DE HTK. 
HParse es la función encargada de compilar la gramática EBNF. El archivo generado en 
formato .txt que contiene el modelo gramatical EBNF, se compilo por medio de la 
herramienta HParse de HTK, en la figura 41, se muestra el diagrama de bloques que 




Figura 41. Función HParse 
El archivo de salida net.slf contiene el modelo gramatical ya compilado en donde se puede 






Figura 42. Herramienta HSgen. 
La figura 42, muestra el diagrama de bloques que representa el funcionamiento de la 
herramienta HSgen. Esta herramienta toma el modelo gramatical y el diccionario y genera 
vectores aleatorios de posibles salidas que se pueden observar en la figura 43. 
ACE  [ace] ace 
ACT  [act] act 
ADE  [ade]  ade 
AIR  [air]  air 
APA  [apa]  apa 
ATR  [atr]  atr 
AUR  [aur]  aur 
BAJ  [baj]  baj 
BOC  [boc]  boc 
CAR  [car]  car 
CEN  [cen]  cen 
CUA  [cua]  cua 
DER  [der]  der 
DES  [des]  des 
DIR  [dir]  dir 
 HParse gram.txt net.slf 




DIS  [dis]  dis 
DOS  [dos]  dos 
EMI  [emi]  emi 
ENC  [enc]  enc   
FRE  [fre]  fre 
GEN  [gen]  gen 
GIR  [gir]  gir 
IZQ  [izq]  izq  
KIT  [kit]  kit 
LUC  [luc]  luc  
MUS  [mus]  mus 
PAR  [par]  par 
PRR  [prr]  prr  
PAU  [pau] pau 
PIT  [pit]  pit 
 
PUE  [pue] pue     
REP  [rep]  rep       
REV  [rev]  rev      
SEG  [seg]  seg           
SIG  [sig]  sig      
SIL  [sil]  sil     
STO  [sto]  sto      
SUB  [sub]  sub     
TRE  [tre]  tre       
UNO  [uno]  uno     
VID  [vid]  vid     
VOL  [vol] vol  
START_SIL [sil]  sil            




C:\Users\edicson\Desktop\carro3>Hsgen -A -D -n 100 -s net.slf 
def\diccionario.txt 
HSgen -A -D -n 100 -s net.slf def\diccionario.txt 








Number of Nodes = 116 [10 null], Vocab Size = 42 
Entropy = 3.508330,  Perplexity = 11.379219 
100 Sentences: average len = 2.4, min=1, max=11 
 
Figura 43 .Datos de prueba que entrega la herramienta HSgen. 
 
 
5.2.7 RECONOCIMIENTO DE LOS DATOS DE ENTRENAMIENTO 
Ya en este punto se tienen todo el proceso de entrenamiento listo, ahora vamos hacer la 
prueba de reconocimiento, esta prueba fue hecha para palabras individuales y luego se probó 
el sistemas con cadenas de una, dos y de tres palabras. A continuación se dejan las direcciones 
en donde se puede ver dos videos de las pruebas. 
 
www.youtube.com/watch?v=zy_x3rIN95Y ,  Video 1. Cadenas de una sola palabra. 
www.youtube.com/watch?v=Oe2iq7CyT2Q , Video 2. Cadenas de una dos y tres palabras. 
 
Esta prueba fue todo un éxito dado que el reconocer pudo reconocer todas las palabras del 
diccionario. Esta prueba sirvió también para ajustar mejor la gramática dado que algunas 




5.3 DISEÑO DE UN SIMULADOR BASADO EN MAQUINAS DE ESTADO 
Primero que todo se diseñaron los diagramas de estado que describirán el funcionamiento del 
carro, dado que son muchas las situaciones que pueden ocurrir mientras se conduce un carro, 




Algunas convenciones generales para los diagramas de las figuras [44-50]: 
         : Donde llega la cabeza, en ese cuadro se encuentra la orden de activación.  
Ejemplo:  
          
 
La orden asociada para llegar a es estado es DIRECCIONAL DERECHA.    
              : Retorno automático.           
            : Es la suma de                +            ; Se utliza para no tener que escribir 2 lineas. 










Figura 44. Grupo que comparte la función encender apagar. 
Comandos: 
1. Encender Aire  
2. Encender Carro 
3. Encender Luces 
4. Encender Música 
5. Encender Parabrisas 
6. Apagar Aire 
7. Apagar Carro 
8. Apagar Luces 
9. Apagar  Música 











Para encender o apagar cualquiera de los comandos anteriores, se debe de decir las palabras 
encender o apagar, seguido de el comando, así como se observa en los comandos 1 a 10. 
La figura 44, muestra el diagrama para el caso ENCENDER, de esta misma forma funciona 
para el caso APAGAR. 
 
Estando en inicio se puede encender y/o apagar el aire, música, luces, carro, parabrisas y 
retornar otra vez a inicio.  
 
Los comandos solo funcionan si están encendidos previamente, en el caso de que se quiera 
dar una orden que está asociada a un comando que está apagado, entonces el sistema de 
reconocimiento del vehículo no reconocerá la orden. 
 
Los comandos pueden estar encendidos en cualquier orden o estar encendidos todos al mismo 
tiempo. Siempre que se dé una orden de encender o apagar el programa retornara al inicio a 









 Figura 45. Funciones instantáneas.  
Comandos: 
11. Direccional Derecha  : Enciende el direccional por 5 s 
12. Direccional Izquierda : Enciende el direccional por 5 s 
13. Bocina : 2s 
14. Pitar : 2s 
15. Kit Frenar: 2s 










Muy parecido al diagrama de la figura 44, el diagrama de la figura 45, tiene funciones que se 
pueden ejecutar en cualquier momento y además son comandos temporizados. 
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Figura 46. Comandos para conducir el vehículo. 
Comandos: 
17. Kit Acelerar 
18. Adelante Uno :  Velocidad uno 
19. Adelante Dos  :  Velocidad dos 
20. Kit Reversa     :  Reversa 
21. Girar Derecha :  Giro de 30°  
22. Girar Izquierda:  Giro de 30°  
23. Kit Parar: El carro se detiene en un tiempo de frenado muy corto. 
Donde: 
RETORNO: Significa que se devuelve al estado anterior automáticamente. 
INICIO: En estado inicio el carro esta encendido. 
En la figura 50, se observa el diagrama más importante de todos, este contiene la lógica de 
funcionamiento. Lo único a tener en cuenta es que la orden Kit Acelerar se puede ejecutar 
  VEL DOS. 
 VEL. UNO 
ACELERA
R 
    INICIO 
  REVERSA 
 GIR. DER. 
  GIR. IZQ. 
  GIRDER.  
 
  GIR. DER. 
 
   GIR. IZQ. 
  
   GIR. IZQ. 
 
            : RETORNO 
            : KIT PRR      
            : GIR DER 
            : GIR IZQ     
            : ADE UNO 
            : ADE DOS 




en cualquier momento siempre y cuando el carro este encendido, el acelerador funciona 
pero no proporciona velocidad. 
  
                
        
                                 
                
                 
 
 
                 
              
                 
      
                
 
Figura 47. Comando subir y/o  bajar. 
La figura 47, muestra el diagrama de estados de la familia subir-bajar. 
Comandos: 
24. Bajar Aire 
25. Subir Aire 
26. Bajar Volumen 
27. Subir Volumen 
28. Bajar Vidrio Uno 
29. Bajar Vidrio Dos 
30. Bajar Vidrio Tres 
31. Bajar Vidrio cuatro 
32. Subir Vidrio Uno 
33. Subir Vidrio Dos 
34. Subir Vidrio Tres 
35. Subir Vidrio Cuatro 
    INICIO 
    SUB VID 
    BAJ VID
 









    BAJ VOL 
    INICIO 
    SUB VOL 
    BAJ AIR 




Los vidrios pueden estar en la posición abiertos o cerrados. 
El volumen y el aire aumentan y disminuyen infinitamente, esto se puede acotar fijando 
niveles internamente en el código en Matlab.  
 
                
        
                                 
                
                 
 
 
                 
              
                 
      
                
 
Figura 48. Comando Activar y Desactivar. 
La figura 48, muestra los comandos activar y desactivar.  
Comandos: 
36. Activar Puerta Uno: 
37. Activar Puerta Dos: 
38. Activar Puerta Tres 
39. Activar Puerta Cuatro 
40. Desactivar Puerta Uno 
41. Desactivar Puerta Dos 
42. Desactivar Puerta Tres 
43. Desactivar Puerta Cuatro 
44. Activar Seguro 
45. Desactivar Seguro 
 
    INICIO 
   ACT PUE 
VID 
  DES PUE
 









   ACT SEG 
    INICIO 














49.  ATRÁS 
50. SIGUIENTE 



















55.  ATRÁS 
   MUSICA 
      AUR   
AURICULA
R 
      EMI 
      DIS 
       SIG 
      ATR 
    DISCO 
      ATR 
     PAU          SIG 
      REP      PRR 
1 2 3 4 




56.  GENERO UNO 
57. GENERO DOS 
58. GENERO TRES 
59. GENERO CUATRO 
La figura 50, muestra el diagrama de estados asociado  a los controles de sonido. 
 
5.3.1 VALIDACIÓN  DEL SISTEMA DE RECONOCIMIENTO EN EL CONTROL                                                                                                                         
DEL SIMULADOR 
En el mismo orden en que se hicieron los diagramas de estado, se empezó a construir la 
interfaz gráfica en Matlab empezando primero por la figura 44. 
El diagrama de la figura 44, contienen la familia de ordenes encender y apagar, ahora se 
muestra como quedo la interfaz para este diagrama de estados. 
 
 
Figura 51. Cuadros pilotos indicadores de encendido y apagado. 
 
La figura 51, en la muestra la interfaz los comandos encender y apagar, las ordenes referidas 
a estos comando se pueden ejecutar solo si estos están encendidos, cuando el comando está 
apagado, el cuadro se muestra en blanco a excepción del comando CARRO que cuando se 
enciende y apaga queda de color rojo, esto debido a que es el comando principal. 
A continuación se muestra el link donde se puede ver el video de cómo funciona. 




A continuación sigue la interfaz del diagrama de la figura 45, este contiene órdenes 
instantáneas temporizadas y se pueden ejecutar en cualquier momento. El comando pitar y 
bocinan no tienen  grafico asociado, pero si tienen un sonido asociado que dura de 2s. 
 
 
Figura 52. Funciones instantáneas temporizadas. 
La figura 52, muestra cuando un comando está activo, el espacio correspondiente estará en 
rojo, si está apagado entonces el cuadro correspondiente estará de color blanco. 
www.youtube.com/watch?v=AkOEQb6neYo: Video 4. Comando instantáneos. 
 
El diagrama de estados de la figura 46, este es el más importante de todos, en él está la lógica 
de funcionamiento de conducción del vehículo. Los siguientes son los gráficos que resultaron 
de este diagrama de estados. 
 
          Figura 53. Vista lateral del carro moviéndose hacia adelante. 
La figura 53, muestra el vehículo en la dirección hacia adelante. Los comandos ADELANTE 
UNO y ADELANE DOS, corresponden a las velocidades 1 y 2. Cuando se ejecute la acción 
KIT PARAR, aparecerá un cuadro rojo y un sonido de un carro que se está deteniendo. 
 




En la figura 54, se puede observar el carro cuando está girando a la derecha, en este mismo 
cuadro se observara en el video el carro girando en cualquier dirección hacia adelante y en 
reversa. 
 
Figura 55. Vista lateral carro en reversa. 
 
Se observa en la figura 55, muestra el carro en la direccion reversa, se podria confundir 
facilmente con la direccion hacia adelante pero la flacha indica la direción hacia donde va el 
carro. 
 
Figura 56. Mensajes de dialogo 
 
La figura 56 muestra el mensaje que saldrá cuando se de una orden y esa orden no se pueda 
ejecutar en ese momento, por ejemplo si el carro está en movimiento no se puede apagar, 
para poder apagarlo primero hay que detener el carro, si el carro va en una dirección y se le 
da la orden de ir en la otra tampoco se podrá, primero se debe detener el carro.  
www.youtube.com/watch?v=lch--XStw3g: Video 5. Comandos de conducción. 
 
Siguiendo con el diagrama de la figura 47, allí están los comandos asociados a las ordenes  
volumen y al aire, se asumen que el aire y el volumen aumenta o disminuye infinitamente, 
en cambio los vidrios si tienen un número asociado y se podrá subir los vidrios de a uno a la 





En la figura 57, se muestran los mensajes que aparecerán cuando se está usando el comando 
subir y/o bajar aire y volumen, este mensaje aparecerá 3s y desaparecerá. 
 
 
Figura 57. Mensajes de Matlab. 
 
                                       
Figura 58. Mensajes de dialogo 
 
Los mensajes de las figura 58, aparecen cuando el aire y la música están apagados y se da 
una orden de esta familia, entonces no se puede ejecutar la orden y aparecerá el mensaje. 
 
 
Figura 59. Cuadros indicadores de las ventanas. 
 
En la figura 59, se puede observar varias imagines del indicador de estado de los vidrios, 
cuando aparece el cuadro en blanco significa que el vidrio está cerrado. 
https://youtu.be/CHVyQoaxRdg : Video 6. Ordenes de la familia SUBIR Y BAJAR. 
 
Ahora el diagrama de la figura 48, comandos de la familia activar, desactivar, en donde 




se activa el seguro de todas las puertas y los vidrios quedan en la posición cerrados. En las 
figuras 60 y 61 se observa la interfaz gráfica. 
 
Figura 60. Cuadros indicadores asegurar puerta i. 
 
Figura 61. Cuadros indicadores activar seguro de todo el carro. 
 
https://youtu.be/96DbV9m6jM0 : Video 7. Activar y desactivar seguros y vidrios. 
 
A continuación sigue el diagrama de la figura 49, en este se encuentra el  menú música, con 
el que podemos luego ir a auricular (celular), emisora o reproductor de disco. 
 
 
Figura 62. Estados del menú música. 
 
 
Figura 63.Mensaje de dialogo. 
 
La figura 62 muestra los diferentes casos de activación de este menú música. La figura 63, 
muestra el mensaje que aparecerá cuando se de una orden asociada al comando encender 





https://youtu.be/Mb7ttVTJSvU : Video 8 Menú y sub menús música. 
 
Finalmente se llegó al último diagrama, el de la figura 50, en el cual está el diagrama del 






Figura 64. Paneles de la familia música. 
 
La figura 64, muestra la interfaz gráfica asociada al reproductor de disco. 
https://youtu.be/TEQemCOefJQ : Video 9, funcionamiento familia música. 
 
 





En la figura 65 se puede observar dos cuadros que contienen información de la entrada 
actual y de la entrada anterior, estos cuadros servirán para indicar las ordenes que va 
recibiendo la interfaz gráfica. 
 
Figura 66. Medida de reconocimiento entregada por HTK  
 
La figura 66, muestra un cuadro donde  se puede encontrar la medida de la log probabilidad, 
esta medida indica el valor de la media de reconocimiento por ventana o muestra, recordar 
que una palabra puede tener  hasta 200 muestras. El valor negativo indica de que es un 
máximo, a continuación se muestra como calcula HTK este valor: 
 
Sea X normalmente distribuido con 𝜇 desconocido y 𝜎2 conocido. La máxima log 

































Ahora se deriva y se iguala a cero: 
𝑑⁡𝐿𝑜𝑔(𝐿(𝜇))
𝑑𝜇


















Se tiene al final el estimador de máxima verosimilitud 𝜇 = ?̅?. 
 
 
Figura 67. Interfaz del sistema ASR, final en Matlab. 
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6. ANALISIS DE RESULTADOS 
6.1 PRUEBA ORÁCULO 
Esta prueba se realizó tomando las señales de audio de los datos de entrenamiento para lo 
cual al reconocedor se le paso todas las señales de la base de entrenamiento, 1200 archivos 
.lab, el proceso duro 50s para generar el archivo rec.mlf.  
HVite -A -D -T 1 -S trainlist.txt -H hmmsdef.mmf -i rec.mlf -w net.slf def\diccionario.txt hmmlist.txt 
En la línea de comandos observemos primero la herramienta a usar de HTK llamada HVite, 
la descripción de la línea de comandos se puede ver en las referencias [1], [12]. Lo importante 
a notar en este momento es el archivo que contiene los datos de las señales de entrada rec.mlf, 
que es creado por HTK y contiene 1200 transcripciones de las salidas del reconocedor de 
toda la base de datos que se ingresó. 
#! MLF! #"./data/train/mfcc/acelerar00.rec" 
0 1300000 sil -1046.141724 
1300000 2800000 sil -1144.386108 
2800000 3200000 kit -418.796387 
3200000 5500000 sil -1882.841797 
5500000 15600000 acelerar -7483.009277 
 
"./data/train/labs/acelerar00.lab" 
0 5350000 sil 
5350000 16250000 acelerar 
16250000 18750000 sil 
. 
Figura 68. Muestra de las etiquetas de prueba .rec y de referencia .ref. 
 
Al lado izquierdo de la figura 68, se puede observar la salida del reconocedor de voz, al lado 
derecho se muestra una etiqueta de la base de entrenamiento, estas dos señales son 
comparadas para encontrar la tasa de error (zona verde), ver ecuación 4 y figura 70.  
 
A continuación se procede a digitar la línea de comandos que dará los resultados de la 
prueba de reconocimiento, usando la herramienta HResults de HTK. 
HResults -A -D -T 1 -e ??? sil -L data\train\labs\ hmmlist.txt rec.mlf > results0.txt 
 
 ====================== HTK Results Analysis ==================        Date: Sat 
Sep 17 09:11:19 2016  Ref : data/train/labs/ 
Rec : rec.mlf 
------------------------ Overall Results -------------------------- 
SENT: %Correct=28.57 [H=360, S=900, N=1260] 
WORD: %Corr=89.60, Acc=22.06 [H=1129, D=0, S=131, I=851, N=1260] 




En la figura 69. Dado la gramática que está compuesta por cadenas de uno, dos, y tres  
palabras y la base de entrenamiento esta echa de palabras solas y no encadenas, entonces se 
presentó en los resultados un valor de inserción de 851. En las etiquetas se ingresó la palabra 
acelerar y a la salida se obtuvo kit acelerar y así mismo sucedió con las sustituciones. Cuando 
se ingresa una palabra individual, el reconocedor puede asociarla a una cadena de palabras, 
por esto se presentan estos valores tan altos. 
Donde: 
N: Número total de etiquetas. 
S: Errores por sustitución. 
H: N – S: Datos correctamente reconocidos 
D: Error de borrados “Deletion”. 
I: Error de inserción. 
S: Error de sustitución  
%Correct: Es el porcentaje de valores correctamente medidos.  
%Accuracy: Esta es una tasa de reconocimiento de la medida más precisa que el anterior 
dado que está incluyendo el valor de I. 
Vemos de la ecuación que los datos correctamente medidos son N – S y a ese valor se le resta 
también el datos de borrados. 
 
 
Figura 70. Figura ilustrativa de como HTK encuentra el porcentaje de error. 
La figura 70 muestra un ejemplo de como HTK calcula el error en la medida. El error se 
presenta en las zonas verdes, donde no hay traslape entre la señal rec.mlf  y ref.mlf. El error 










𝑁 − 𝐷 − 𝑆
𝑁
∗ 100% 
Ecuación 5. Calculo de la tasa de reconocimiento para aciertos 
 
%𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁 − 𝐷 − 𝑆 − 𝐼
𝑁
∗ 100% 
Ecuación 6. Calculo de la tasa de reconocimiento para aciertos, más precisa. 
 
Ejemplo de cómo se calculan las inserciones, sustituciones y borrado: 
ORIGINAL EL NIÑO  COME LA FRUTA 
PRUEBA EL NIÑO NO COMO   
ERROR   I S D  
Tabla 4. Ejemplo de inserciones, sustitución y borrado. 
 
En la tabla 4 podemos ver un ejemplo en el cual hay una frase original, una frase de prueba 
y una línea que marca los tipos de errores que se pueden presentar en color rojo. En este caso 
se presentó un error de inserción por que la palabra “NO”, no debería estar ahí. Un error de 
sustitución por que por poner “COME”, apareció “COMO”. Y un error de borrado porque la 
palabra “LA” no apareció. 
 
 
====================== HTK Results Analysis ======================= 
  Date: Sun Nov 06 12:03:08 2016 
  Ref : data/train/labs/ 
  Rec : rec.mlf 
------------------------ Overall Results -------------------------- 
SENT: %Correct=95.40 [H=1202, S=58, N=1260] 
WORD: %Corr=97.54, Acc=92.54 [H=1229, D=0, S=31, I=63, N=1260] 
=================================================================== 
Figura 71. Arreglo para disminuir los valores de inserción y sustitución. 
 
Dado el alto valor de inserciones y sustituciones, se utilizó la variable WORD_00, para evitar 
que una sola palabras pueda reproducir la salida de cadenas de 2 y 3 palabras, los resultados 
fueron muy buenos, obsérvese las figuras 69 y 71, se puede notar como la tasa de 
reconocimiento paso de 89,6% a 97,54%; los valores de sustitución pasaron de 131 a 31 y 





6.2 PRUEBA CON ARCHIVOS DE PRUEBA PREGRABADOS 
Para esta prueba se grabaron  señales de voz en formato .wav, para cada una de las señales 
se grabaron 4 repeticiones en total 236 repeticiones. 
Luego se procedió a parametrizar estas señales para extraes con sus coeficientes .mfcc por 
medio de la función HCopy de HTK. Se procedió igual que en el caso anterior, se llamó la 
función HVite de HTK para el reconocimiento de las señales de prueba, en este paso nos 
quedó un archivo rec2.mlf el cual se compara con la referencia ref.mlf. 
Estas grabaciones no se pudieron comparar con las referencia de la base de entrenamiento 
dado que la base de entrenamiento fue hecha con palabras solas no conectadas, y las 
grabaciones previas contienen cadenas de una, dos y tres palabras, por esta razón se hizo la 
prueba y se verifico las salidas, en este caso al igual que anterior el reconocimiento fue de un 
100%, a continuación se muestran cuatro líneas de un mismo comando en la figura 72. 
 
File: data/train/mfcc2/46.0.mfcc 
START_SIL SUB START_SIL VID START_SIL UNO END_SIL  
== [289 frames] -73.0369 [Ac=-21107.7 LM=0.0] (Act=229.9) 
File: data/train/mfcc2/46.1.mfcc 
START_SIL SUB START_SIL VID START_SIL UNO END_SIL   
== [289 frames] -70.3703 [Ac=-20337.0 LM=0.0] (Act=229.9) 
File: data/train/mfcc2/46.2.mfcc 
START_SIL SUB START_SIL VID START_SIL UNO END_SIL  
== [273 frames] -73.9213 [Ac=-20180.5 LM=0.0] (Act=229.7) 
File: data/train/mfcc2/46.3.mfcc 
START_SIL SUB START_SIL VID START_SIL UNO END_SIL   
==  [248 frames] -76.5139 [Ac=-18975.4 LM=0.0] (Act=229.4) 
Figura 72. Salida de HTK prueba con grabaciones previas. 
 
Las etiquetas de entrada son las números 60.0, 60.1, 60.2 y 60.3. Si vamos a la carpeta que 
contiene estas etiquetas y se escucha las grabaciones, se puede verificar que las grabaciones 
corresponden a SUBIR_VIDRIO_UNO y así mismo sucedió con toda la base de grabaciones. 
Para estas grabaciones previas se hizo el mismo proceso de extracción hecho anteriormente. 
 
6.3 PRUEBA CON ENTRADA DIRECTA DE AUDIO 
Los siguientes vídeos contienen una prueba del software HTK,  evaluando un sistema de 
reconocimiento de habla aislada y se prueba en este caso con frases compuestas de uno, dos 




Video 1. https://youtu.be/IlZIq3WqMcE      1_12      Cadenas de una palabra. 
Video 2. https://youtu.be/w1-Ee2TwPJI      13_25     Cadenas de dos palabras. 
Video 3. https://youtu.be/fD-Ckc6aaFg       26_31     Cadenas de dos palabras. 
Video 4. https://youtu.be/eIKWJn0QBLc    32_39     Cadenas de tres palabras. 
Video 5. https://youtu.be/DLZv4N2yJgY    40_53     Cadenas de tres palabras. 
Video 6. https://youtu.be/FBuO4LR23Z0    54_61     Cadenas de tres palabras. 
Video 7. https://youtu.be/zRqKnvx1CUE    62_69     Cadenas de tres palabras. 
Video 8. https://youtu.be/XgbTecfmGqQ     70_81     Cadenas de tres palabras. 
 
En esta prueba se pudo notar una pequeña ambigüedad entre el UNO y el CUATRO, esto 
solo en las combinaciones que contienen la variable gramatical $WORD_05. 
Cuando el entorno de grabación es igual al mismo entorno en donde se grabó el modelo de 
entrenamiento, el reconocedor trabaja excelente, a medida que aparecen ruidos la 
ambigüedad entre el uno-cuatro y otros comando crece. Al aire libre el reconocedor trabaja 
mal, dado que es un ambiente con mucho ruido. 
Al inicio había 81 combinaciones, dado la ambigüedad que presentan el uno y el cuatro se 
redujeron a 57, y el modelo ahora se comporta mejor. Los datos de la siguiente tabla fueron 
realizados a 57 cadenas y para cada cadena un total de 10 repeticiones, los resultados son los 
siguientes: 
La tasa de reconocimiento  de todo el modelo de entrenamiento, fue de 93,50877193%  y la 
tasa más baja de reconocimiento individual fue para ACTIVAR PUERTA UNO y BAJAR 
VIDRIO UNO. Se  puede notar que la tasa de reconocimiento se comporta mejor en cadenas 
de 2 y 3 palabras que en  encadenadas de una sola  palabra. Ver tabla 6, anexo A. 
 
Nota: Las referencias de este capitilu fueron las mismas que las del capítulo 5. [4-12]   
En cada una se encuentran algunos detalles que en otras no, en conjunto sirvieron para 







7. CONCLUSIONES  RECOMENDACIONES Y FUTUROS TRABAJOS  
 
Se logró  desarrollar un sistema de reconocimiento de comandos de habla aislada para el 
control  automático de un vehículo simulado. Se puede observar cómo fue desarrollado cada 
una de las etapas para implementar un sistema de reconocimiento de habla en el capítulo 5, 
[5.1.1 – 5.2.7].   
Se logró Generar una base de datos de comandos de voz para el entrenamiento y evaluación 
de un sistema de reconocimiento de habla. La base final contiene 1200 archivos de grabación 
y 1200 archivos de etiquetas.  
Se desarrolló e implemento un sistema de reconocimiento de habla aislada para el 
reconocimiento de comandos de voz en el control automático de un vehículo. El modelo de 
entrenado respondió bien a las pruebas realizadas para cada una de las cadenas de palabras 
generadas, esto se puede observar en los videos 1 y 2 del capítulo  5.2.7.  
Se evaluar el sistema de reconocimiento mediante la simulación del control de un vehículo a 
través de comandos de voz. Se evaluó cada una de las máquinas de estado en su 
funcionamiento, en los videos [3-9] del capítulo 5.3.1 se muestran las pruebas hechas a cada 
máquina de estados, donde se puede concluir de que la implementación fue todo un éxito en 
cada una de las etapas. 
Las pruebas hechas al software en las mismas condiciones de grabación, fueron casi del 
100%, las pruebas posteriores fueron hechas en horas durante el día y es posible que hubiera 
un pequeño ruido de fondo afectando un poco la medida. Empiezan a aparecer ambigüedades 
cuando aparece ruido, las palabras más sensibles fueron UNO-CUATRO al decir cuando 
decía UNO sale el valor de cuatro. Si las pruebas se hacen en campo abierto, la tasa de 
reconocimiento se caería mucho, cada entorno es especial y este trabajo no cubre la parte de 
filtrado. Para mitigar este efecto se pueden hacer 2 cosas, una es filtrar y la otra es entrenar 
el modelo en muchos ambientes para que quede más robusto. 
 
En las pruebas efectuadas al carro simulado, el sonido de algunos comandos afectó 
ligeramente la medida. La tasa de reconocimiento de audio directo fue de 93,5%, esta prueba 




En la elaboración de la gramática se digitaron algunas líneas de comando encargadas de 
cargar el diccionario y la gramática en un archivo en formato .bat, esto permitió modificar la 
gramática en cuestión de segundos, se podría configurar de cualquier forma o se podría tener 
archivos listos para estar cambiando vario tipos de gramáticas con un sola base de 
entrenamiento. 
 
Al comienzo fue tedioso hacer el modelo de entrenamiento y hubo algunos detalles que 
hicieron perder tiempo, algunas de estas razones fueron: 
Las líneas de comando que se ingresaban por la consola cmd a HTK no quedaban bien 
digitadas, al principio la pantalla le juega la mala pasada y uno puede omitir pequeños 
detalles al momento de transcribir una orden.  
Algunas etiquetas presentaban algún problema  de escritura. 
Al momento de cargar el archivo .conf para la configuración de entrada de audio directo el 
ejemplo que se siguió de la referencia [12], este modelo fue echo con una frecuencia de 
16KHz, mientras que este modelo fue echo con una frecuencia de 8KHz, entonces HTK no 
reconocía nada, esto obligo a una revisión minuciosa de todo el modelo hasta que se encontró 
que el error era que se estaba tomando mal la frecuencia. 
 
Luego de entrenado el modelo, HTK demostró ser un software que funciona muy bien pues 
no se presentó ninguna anomalía después de haber terminado el entrenamiento del modelo y 
su funcionalidad es constante y no presenta fallas extrañas. 
 
Es posible con un poco más de trabajo automatizar la etapa de entrenamiento para la 
construcción de modelos en cuestión de horas, la construcción de este modelo tomo alrededor 
de 20 días dado la inexperiencia, si se hiciera otra vez, el modelo de 40 palabras se demoraría 
una semana. Si fuera totalmente automatizado, este proceso podría tardar 1 día y lo principal 
es que la tasa de error humano seria cada vez menor. 
 
Fue una gran satisfacción ver el modelo funcionando en Matlab, también se demuestro la 
capacidad de este software que soporto alrededor de 1000 líneas de programación con todo 




respectivo case´….´, al entrar en un case se genera una acción y algunas variables cambian 




Tener cuidado de que la frecuencia sea la misma en cada una de las grabaciones de voz. 
 
Automatizar el proceso de etiquetado. 
 
Se recomienda en cada etapa del entrenamiento del modelo, automatizar por medio de 
archivos en formato .bat. Esto permite la escritura de las órdenes automática, además de que 
se puede programar para que cargue toda una lista de instrucciones. 
 
Observar que en las referencias se encuentra la información suficiente para hacer el modelo 
de entrenamiento dado que hay algunos detalles que quedan por fuera de este documento 
. 
Como ingenieros, nuestro nivel de programación es un poco limitado, lo importante tener la 
mente abierta a cómo resolver cada situación que se presente y asesorarse con personas que 




Control de un carro real o de juguete por comando de voz. 
Sistemas de dialogo hombre maquina orientado a la estimulación del aprendizaje en niños. 
Campo de la domótica: Control de cualquier dispositivo por comando de voz. 
Control seguridad por reconocimiento de voz. 
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ANEXO A. TABLAS DE DATOS Y FIGURAS 
 
Tabla 5. Proceso de reestimación. 
inicialización rest 1 Rest 2 Rest 3 
Acelerar 18 6 8 3 
Activar 21-aborted 4 4 4 
adelante 19 5 3 5 
Aire 21 11 3 2 
Apagar 21-aborted 21-aborted 2 14 
Atrás 21 13 2 3 
auricular 7 21-aborted 9 5 
Bajar 21-aborted 21-aborted 21-aborted 10 
bocina 16 21-aborted 8 4 
Carro 19 21-aborted 17 11 
centro 14 8 5 3 
cuatro 18 5 8 2 
derecha 10 14 5 7 
desactivar 10 20 4 3 
Disco 21-aborted 13 5 4 
Dos 21-aborted 16 12 4 
emisora 21-aborted 21-aborted 5 6 
encender 16 21-aborted 5 4 
frenar 19 21-aborted 3 2 
genero 21 21-aborted 5 6 
Girar 15 10 5 2 
izquierda 15 21-aborted 2 2 
Kit 18 9 3 5 
Luces 21 21-aborted 2 2 
Música 19 21-aborted 16 5 
parabrisas 21-aborted 14 11 5 
pausar 20 15 4 3 
Parar 12 5 5 4 
Pitar 21-aborted 4 19 3 
puerta 13 21-aborted 20 4 
reproducir 17 7 2 2 
reversa 21-aborted 8 4 2 
seguro 21-aborted 19 6 4 
siguiente 15 4 2 5 
Subir 14 10 2 5 
Tres 21-aborted 15 9 2 
uno  21 18 4 2 
Vidrio 21-aborted 7 5 14 
Volumen 21-aborted 19 5 2 







Tasa DE Acierto 
Bueno Malo 
1.       AURICULUAR 10 0 1 
2.       ATRÁS. 7 3 0,7 
3.       BOCINA 7 3 0,7 
4.       DISCO 8 2 0,8 
5.       EMISORA 10 0 1 
6.       PARAR 10 0 1 
7.       PAUSAR 10 0 1 
8.       PITAR 9 1 0,9 
9.       REPRODUCIR 10 0 1 
10.    SIGUIENTE 10 0 1 
11.    ENCENDER AIRE 10 0 1 
12.    ENCENDER LUCES 10 0 1 
13.    ENCENDER CARRO 10 0 1 
14.    ENCENDER MUSICA 10 0 1 
15.    ENCENDER PARABRISAS 10 0 1 
16.    APAGAR AIRE 10 0 1 
17.    APAGAR LUCES 9 1 0,9 
18.    APAGAR CARRO 10 0 1 
19.    APAGAR MUSICA 8 2 0,8 
20.    APAGAR PARABRISAS 10 0 1 
21.    ACTIVAR SEGURO 10 0 1 
22.    DESACTIVAR SEGURO 10 0 1 
23.    ACTIVAR PUERTA UNO 5 5 0,5 
24.    ACTIVAR PUERTA DOS 9 1 0,9 
25.    ACTIVAR PUERTA TRES  9 1 0,9 
26.    ACTIVAR PUERTA CUATRO 9 1 0,9 
27.    DESACTIVAR PUERTA UNO 8 2 0,8 
28.    DESACTIVAR PUERTA DOS 10 0 1 
29.    DESACTIVAR PUERTA TRES  10 0 1 
30.    DESACTIVAR PUERTA CUATRO 10 0 1 
31.    DIRECCIONAL DERECHA 10 0 1 
32.    DIRECCIONAR IZQUIERDA 9 1 0,9 
33.    GIRAR DERECHA 10 0 1 
34.    GIRAR IZQUIERDA 9 1 0,9 
 






35.    KIT ACELERAR 10 0 1 
36.    KIT FRENAR 10 0 1 
37.    KIT PARAR 9 1 0,9 
38.    KIT REVERSA 10 0 1 
39.    KIT STOP 9 1 0,9 
40.    SUBIR AIRE 10 0 1 
41.    BAJAR AIRE 10 0 1 
42.    SUBIR VOLUMEN 10 0 1 
43.    BAJAR VOLUMEN 10 0 1 
44.    SUBIR VIDRIO UNO 8 2 0,8 
45.    SUBIR VIDRIO DOS 10 0 1 
46.    SUBIR VIDRIO TRES 10 0 1 
47.    SUBIR VIDRIO CUATRO 10 0 1 
48.    BAJAR VIDRIO UNO 6 4 0,6 
49.    BAJAR VIDRIO DOS 10 0 1 
50.    BAJAR VIDRIO TRES 8 2 0,8 
51.    BAJAR VIDRIO CUATRO 10 0 1 
52.    ADELANTE UNO 10 0 1 
53.    ADELANTE DOS 10 0 1 
54.    GENERO UNO 10 0 1 
55.    GENERO DOS 8 2 0,8 
56.    GENERO TRES 9 1 0,9 
57.    GENERO CUATRO 10 0 1 
% PROMEDIO TOTAL 93,50877193 
 





Figura 73. Prototipo  HMM que describe el modelo de 6 estados. 
~o <VecSize> 39 <MFCC_0_D_A>                                
~h "nombre HMM"                                          
<BeginHMM>                                            
<NumStates> 6                                             
<State> 2                                                
<Mean> 39                                                 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0            
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0         
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0   
<Variance> 39                                             
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0        
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0          
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0       
<State> 3                                                  
<Mean> 39                                                  
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0             
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0           
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0   
<Variance> 39                                              
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0         
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0       
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0      
<State> 4                                                  
<Mean> 39                                                      
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0           
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0           
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0    
<Variance> 39                                               
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0          
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0           
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0      
<State> 5                                                   
<Mean> 39                                                      
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0            
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0           
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0      
<Variance> 39                                                 
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0           
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0          
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0      
<TransP> 6                                                     
0.0 0.5 0.5 0.0 0.0 0.0                                       
0.0 0.4 0.3 0.3 0.0 0.0                                           
0.0 0.0 0.4 0.3 0.3 0.0                                         
0.0 0.0 0.0 0.4 0.3 0.3                                            
0.0 0.0 0.0 0.0 0.5 0.5                                          
0.0 0.0 0.0 0.0 0.0 0.0                                   
<EndHMM> 
