ABSTRACT A next-generation video coding standard High Efficiency Video Coding (HEVC) provides higher video quality and lower compression bit rate but leads to very high encoding complexity, especially in the quad-tree-based coding tree unit partitioning process. To reduce the computational complexity of HEVC, in this paper, we propose an adaptive quad-tree depth range prediction mechanism. First, the proposed mechanism defines the similar region flag to distinguish between the similar region and the non-similar region. Then, two algorithms, the similar region depth range prediction algorithm and the non-similar region depth range prediction algorithm, are proposed. The similar region depth range prediction algorithm estimates the features of the similar region based on the coding unit depth of this region. The optimal depth of this region can be predicted. The non-similar region depth range prediction algorithm can skip low probability tree nodes based on the depth correlation coefficient, which is calculated based on scene content change. Both the similar region depth range prediction algorithm and the non-similar region depth range prediction algorithm show more than 90% predictive accuracy. Experimental results show that under random access configuration and low delay configuration, the proposed mechanism can yield 28.17% and 32.99% computational complexity reduction with negligible rate distortion performance loss, respectively, compared with HM16.9. The results show that the proposed mechanism is expected to be applied in real-time environments.
I. INTRODUCTION
In recent years, with the rise of high-definition (HD), ultrahigh-definition (UHD), 3D, and multi-view technologies, the storage and transmission of video data have become increasingly difficult. In pursuit of ''lower bitrate'' and ''higher quality'' the Joint Collaborative Team on Video Coding (JCT-VC), cofounded by the Video Coding Experts Group (VCEG) and the Moving Picture Experts Group (MPEG), released the next-generation High Efficiency Video Coding (HEVC) standard [1] in January 2013. HEVC adopts many advanced coding tools such as the flexible quad-tree structure, coding tree units (CTUs), coding units (CUs), prediction units (PUs), transform units (TUs), and highthroughput context-adaptive binary arithmetic coding entropy coding (CABAC). These tools bring significant improvement in compression efficiency, achieving more than 50% coding bitrate reduction with equivalent visual quality compared with that of the previous advanced video coding (AVC) standard [2] . However, the coding complexity is approximately 5 times higher than that of AVC [3] . High coding complexity has an impact on the application of the video compression. By experiments in HEVC test model (HM) [4] , the exceedingly high computational complexity is mainly due to the flexible quad-tree structure, which is based on CTU partition in HEVC [5] , [6] instead of macroblock (MB) in AVC. Thus, it is important to reduce the complexity of the quad-tree structure-based CTU partition.
To overcome this problem, extensive research on the HEVC fast algorithms has been proposed. Some researchers focus on flag-based early termination methods [7] - [11] . Gweon and Lee [7] propose an early termination scheme of CU encoding based on coded block flag (CBF). Kim et al. [8] utilize CBF and the differential motion vector (DMV) to do early termination. Shen and Yu [9] adopt support vector machines (SVM) extracting image features to determine CU termination early. In [10] , a threshold-based fast CU termination method is proposed. Shen et al. [11] present an effective CU size decision method. A threshold is developed to early determination the CU size. However, these early termination methods all directly prune the quad-tree, which significantly reduces the coding performance.
Furthermore, many works focus on a low-complexity method based on the rate-distortion (RD) cost [12] - [17] . Kim et al. [12] propose a fast SKIP mode decision. The method is based on an adaptive linear prediction and speeds up the quad-tree partition by comparing the RD cost with a threshold. Both Lee et al. [13] and Kim and Park [14] assume that the probability RD cost distribution is a Gaussian distribution function. Lee et al. [13] propose a fast CU decision algorithm based on the Bayesian decision rule for assumed RD cost distribution; Kim and Park [14] use assumed RD cost distribution modes to reflect spatial and temporal characteristics. Jung and Park 15] propose a fast mode decision method based on the adaptive ordering of modes. This fast mode decision method divides the mode candidates by predicting RD cost. Cen et al. [16] propose an adaptive CU depth range determination and a CU depth comparison algorithm. CU depth range is determined by analyzing the RD cost in neighbor CUs. In [17] , Xiong et al. propose a fast inter-CU decision method-based predictive value of both RD cost and sum of absolute differences (SAD). A threshold is calculated for the depth decision according to the relationship between RD cost and SAD. However, because it is difficult to fit the distribution of RD cost accurately, the coding time saving might decrease when the frame contains abundant texture and detail.
Finally, some research uses spatial and temporal correlations to predict current CU size or partition depth [18] - [24] . Zhou [18] proposes a fast coding unit depth algorithm using the spatio-temporal correlation of the depth information. The depth of the CTU is predicted first by using the depth information of the spatio-temporal neighbor CTUs. Then, the depth information of the adjacent CUs is incorporated to skip some specific depths when encoding the sub-CTU. In [19] , the depth information of the spatially nearby CTU is utilized to predict the optimal depth of current CU. Zhao et al. [20] present a fast mode decision algorithm. The depth situation of the collocated CTU in a previous frame is used to predict the current CTU depth range. Shen et al. [21] propose a fast-inter-mode decision algorithm by jointly utilizing the inter-level correlation of the quad-tree structure and the coding information of spatiotemporal adjacent CTUs. Nalluri et al. [22] propose a novel fast hybrid algorithm based on some fast ME algorithms. The proposed algorithm accelerates the coding process by restraining the search window based on neighboring coded CTUs. In [23] , a quad-tree probability mechanism is proposed. Firstly, the CU distribution is estimated based on QP and spatial correlation. Then a new quad-tree is constructed to skipping low probability tree nodes. Finally, the new quad-tree is updated based on scene content change. In [24] , a fast inter-coding algorithm based on texture and motion quad-tree models is proposed. CTUs are first classified as static and motive, and thendepth range is determined based on the size of the collocated CTUs. However, most of these algorithms based on spatial and temporal correlations only use the CTU level spatiotemporal correlations to skip unnecessary CU size traversing. The work on spatiotemporal correlations analyzed at the sub-CTU level is exceedingly rare.
To overcome the disadvantages of the above three kinds of fast methods, an adaptive quad-tree depth range prediction mechanism is proposed to further reduce the process of CTU partition complexity without noticeable coding efficiency loss. The similar region flag (SRF) is defined to distinguish between the similar region and the non-similar region. For these situations, the similar region depth range prediction algorithm and the non-similar region depth range prediction algorithm are utilized to predict depth range.
The rest of the paper is organized as follows. Section 2 introduces the CTU partition based on the quad-tree structure in HEVC. Section 3 presents the motivation for the proposed method. Section 4 describes the proposed mechanism in detail. Experimental results are stated and discussed in Section 5. Finally, the conclusions are provided in Section 6.
II. CTU PARTITION BASED ON THE QUAD-TREE STRUCTURE
The flexible quad-tree structure-based CTU partition is the core of the HEVC encoder. Almost all coding tools newly adopted in HEVC are used on its foundation. The flexible quad-tree structure brings significant coding performance improvements while exceedingly increasing computational complexity. In HEVC, one frame can be partitioned into multiple CTUs that may have the size 64×64, 32×32, 16×16 and 8×8. CTU is the base unit in HEVC [25] corresponding to an MB in prior AVCs. A CTU is composed of a luma coding tree block (CTB), two chroma CTBs and the associated syntax elements. Each CTU can be considered the root node of a quad-tree, and each leaf node of this quad-tree is a CU. The CTU can be recursively split into four CUs until the minimum CU size 8×8. For a CTU with size 64×64, supported CU sizes include 8 × 8, 16 × 16, 32 × 32 and 64 × 64, corresponding to partitioned depth 3, 2, 1 and 0. With every block splitting, the partitioned depth increases by 1.
To achieve optimal coding performance, the HEVC reference software HM adopts a brute-force method to traverse the quad-tree in the depth-first order. The RD cost is introduced to evaluate the situation of the CU partition. All the CUs in the same depth are encoded with Z-order, which ensures that the above and left neighboring CUs have been encoded when encoding the current CU [26] . For each CU, the RD cost J is employed to evaluate the partitioning solution, which is calculated as follows:
where D is the sum of squared error (SSE) between the current reconstructed CU and the CU in the original frame, which is utilized to measure the visual quality. R represents the total bit consumption of the reconstructed CU. λ is the Lagrangian multiplier, which is used to adjust optimization goals. A larger λ reduces bit consumption, but visual distortion increases; a smaller λ increases bit consumption, but visual distortion decreases. During the partition, the CTU is first recursively partitioned to the maximum depth. Then, a bottom-up method is used to determine whether a partition should be made. More specifically, the sum RD cost of the four sub-CUs will be compared recursively with the sum RD cost of their parent CU. The least RD cost way will be chosen to get the best coding performance. Figure 1 shows an example of CTU partitioning when the size of the CTU is equal to 64 × 64. In Fig. 1(a) , each square block represents a CU, and the Z-order is indicated with the arrows. Figure 1 (b) illustrates the corresponding quad-tree structure of Fig. 1(a) . Each filled circle is a leaf node of the quad-tree, which represents the CU that is not split, while the hollow circles represent the CU that is spilt into four sub-CUs. In the coding process of a maximum CTU,depth equal to 3, all 85 nodes of the quad-tree will be traversed. After the RD cost comparison, the branches without expression in Fig. 1(b) are pruned.
The CTU partition based on the quad-tree structure makes the size of the CU more flexible. The size of the CU can be adaptively selected according to the video content, which significantly improves coding efficiency. However, the bruteforce method results in an increase in the computational complexity at the encoder end. As shown in Fig. 2 , the complexity of the quad-tree-based CTU partition accounts for 96% of the entire coding complexity by experiment. Therefore, reducing the complexity of the CTU partition process makes sense to control the computational complexity of HEVC encoder.
III. MOTIVATION AND STATISTICAL ANALYSES
As stated above, the coding process adopts the fixed CTU depth search range from 0 to 3 for the whole video sequences. However, larger depths including 2 and 3 tend to be selected for CTUs with abundant textures and complicated motions. Smaller depths such as 0 and 1 are selected for CTUs in a homogeneous and motionless region. Thus, the CTU depth range should be adaptively determined based on the characteristics of the quad-tree structure. The computation complexity will be decreased if some rarely used CU depths could be skipped or terminated in advance. To analyze the encoding time saving under different depth ranges, several experimental conditions are listed as follows: the encoder is HM 16.9; the quantization parameter (QP) is set to 22, 27, 32 and 37; the CTU has a fixed size of 64 × 64; the maximum depth is 3; the search mode is ''enhanced predictive zonal search'' (EPZS); and the search range is set to 64. In addition, the test sequences are consistent with Table 5 . Table 1 
The depth range has a substantial impact on the encoding time. The encoding time saving can achieve up to 60.90% when the current CTU adopts a depth range [0, 1]. The average encoding time saving of 3 types of depth ranges is more than 20%. In addition, the encoding time saving is decreased gradually with the depth range change from [0, 1] to [2, 3] .
In summary, the encoding time consumption on the larger depth is more than the encoding time consumption on the smaller depth.
Furthermore, video sequences have a strong spatiotemporal correlation. More specifically, the optimal depth level of the current CTU is the same as or very close to the depth level of its spatially adjacent coded area and its collocated coded area in the previous frame. Thus, some specific depths can be skipped by using this spatiotemporal correlation. Figure 3 shows two consecutive frames in a coded video sequence. The previous coded frame is represented by Fig. 3(c) , and Fig. 3(d) represents a current frame. Cu-CTU and Co-CTU represent the current CTU and the collocated CTU, respectively, in a previous coded frame. The content of the black square in Fig. 3(c) and Fig. 3(d) is shown with Fig. 3(a) and Fig. 3(b) , respectively. The partition structure of the Cu-CTU is highly similar to the partition structure of the Co-CTU [ Fig. 3(a) ] in a temporally adjacent frame. In addition, the partition structure of the Cu-CTU is very similar to the partition structure of the spatially adjacent coded area around the Cu-CTU [ Fig. 3(b) ] in the current frame, especially in the coverage area with red [ Fig. 3(b) ], which is the 32×32 sub-CU of the left, upper and upper left CTU of the Cu-CTU. According to Fig. 3(b) , A1 and A2 are defined as the third and fourth (Z order) sub-CUs of the upper CTU, respectively; AL is defined as the fourth sub-CU of the upper left CTU; L1 and L2 are defined as the first and third sub-CUs of the left CTU, respectively. To further analyze the correlation between the current CTU, its collocated CTU and its neighboring 32×32 sub-CUs, some experiments are executed in some video sequences that have different resolution and characteristics. Table 2 shows the experimental result. Obviously, all 6 blocks have a strong correlation with the Cu-CTU. The correlation between the Co-CTU and Cu-CTU is the highest. The second degree is A1, A2, L1 and L2. The correlation between these blocks and the Cu-CTU has no significant differences. The last degree is AL, which just achieves 78.74% correlation with the Cu-CTU. However, the correlation slightly decreases when the coded video sequences have intense motion such as ''RaceHorses'' and ''BQMall''. Hence, the depth range of the current CTU can be predicted early by its temporal and spatial adjacent coded blocks to simplify the quad-tree structure-based CTU partition in HEVC.
The content of the red square in Fig. 3(c) and Fig. 3(d) is shown with Fig. 3(e) and Fig. 3(f) , respectively.
The depth of the Cu-CTU is equal to the depth of its spatiotemporal adjacent area when all spatiotemporal blocks have the same depth. To verify the universality of this situation, some statistics have been done. Table 3 shows that the VOLUME 6, 2018 percentage of Cu-CTU depth is equal to its spatiotemporal adjacent blocks when AL, A1, A2, L1, L2 and Co-CTU have same depth. For the video with different features, the average percentage is higher than 90%. Only the result of ''Kimono'' is lower than 88%. Therefore, the partition process can be accelerated by taking advantage of the above situation.
IV. PROPOSED ADAPTIVE QUAD-TREE DEPTH RANGE PREDICTION MECHANISM A. DEFINE SRF TO DISTINGUISH BETWEEN A SIMILAR REGION AND A NON-SIMILAR REGION
As stated above, Cu-CTU depth is equal to its spatiotemporally adjacent CTUs when AL, A1, A2, L1, L2 and Co-CTU have the same depth. To further utilize this feature, the SRF is defined and speeds up the coding process. Specifically, the SRF is activated when AL, A1, A2, L1, L2 and Co-CTU have same depth. The SRF is used to distinguish between the similar region and the non-similar region. For the SRF to be activated, the Cu-CTU must be located in a similar region, and the similar region depth range prediction algorithm is utilized to address this situation. For the SRF to not be activated, the Cu-CTU is located in a non-similar region, and the nonsimilar region depth range prediction algorithm is introduced to address this situation. The proposed SRF can detect the features of the region around the Cu-CTU. Note that the prerequisite for this SRF execution is that AL, A1, A2, L1, L2 and Co-CTU all exist.
B. SIMILAR REGION DEPTH RANGE PREDICTION ALGORITHM
When the Cu-CTU is found in the similar region, the depth range of quad-tree traversal is determined according to the depth of these blocks. For a different depth of the Cu-CTU spatiotemporal blocks, the predicted depth range of the Cu-CTU is decided as follows:
1) When the depth of AL, A1, A2, L1, L2 and Co-CTU all equal 0, the traversal depth of the Cu-CTU is chosen as 0, indicating that the current CTU is located in the still or homogeneous motion region. 2) When the depth of AL, A1, A2, L1, L2 and Co-CTU all equal 1, the traversal depth of the Cu-CTU is chosen as 1, indicating that the texture and motion in the area of the current CTU are simple. 3) When the depth of AL, A1, A2, L1, L2 and Co-CTU are all equal to 2 or 3, the traversal depth range of the Cu-CTU is set to [1, 3] . In this situation, the quad-tree structure of the current CTU is usually complicated. Thus, single prediction depth is a disadvantage to rate distortion performance.
The proposed similar region depth range prediction algorithm can simplify the coding process according to the features of the similar region.
C. NON-SIMILAR REGION DEPTH RANGE PREDICTION ALGORITHM
For the non-similar region, the optimal depth of some CTUs can be derived by the depth of the spatial neighboring blocks according to spatiotemporal correlation. At the same time, the depth information of collocated CTUs significantly affects the depth of the current CTU. According to the spatiotemporal correlation, some unnecessary depth of the current CTU can be skipped to speed up the coding processing. Specifically, the depth correlation coefficient (DCC) is introduced to analyze region properties and predict the optimal depth range of the current CTU. The DCC is calculated by using spatial neighboring blocks (AL, A1, A2, L1 and L2) and the collocated block (Co-CTU) at the previously coded frame. The DCC is defined as follows:
where N is the number of spatiotemporal adjacent blocks (here, equal to 6). ξ is the weight factor of each block, which is based on correlations between the current CTU and its spatiotemporal neighboring blocks. The weight factor for the Co-CTU is set to 0.3, the weights for A1 and A2 are set to 0.2, the weights for AL, A2 and AL are set to 0.1. β is the value of depth. According to the value of the DCC, the depth range is determined as follows.
(1) When 0<DCC≤0.1, the content in the current CTU is quite simple. The depth of the Cu-CTU is set as 0. VOLUME 6, 2018 (2) When 0.1<DCC≤0.6, the region of the current CTU has slow motion. The depth of the Cu-CTU is set to [0, 1]. (3) When 0.6<DCC≤1.6, the depth of the Cu-CTU is set to [0, 2]. (4) When 1.6<DCC≤2.5, the current CTU is located in the region with considerable motion or texture. The depth of the Cu-CTU is set to [1, 3] . (5) When 2.5<DCC<3, the current CTU is located in the region with fast motion or complex texture. The depth of the Cu-CTU is set to [2, 3] .
To verify the accuracy of the above algorithm, a series of tests has been performed. By exploiting the exhaustive CU size decision in HM16.9 under the default coding conditions mentioned in Sec. 3, the effectiveness of the proposed algorithm will be investigated. Table 4 shows the legitimacy of the proposed non-similar region depth range prediction algorithm. The proposed algorithm achieves extremely high legitimacy. The average legitimacy of 5 conditions is higher than 90%. Thus, the proposed algorithm can accurately skip unnecessary depth checking.
54202 VOLUME 6, 2018 [18] and [23] under the LD configuration.
D. OVERALL ALGORITHM
Based on the analysis above, the flowchart of the adaptive quad-tree depth range prediction mechanism is shown in Fig. 4 .
V. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSES
To evaluate the performance of the proposed adaptive quadtree depth range prediction mechanism, HM16.9 is used as an encoder with two coding configurations, a random access (RA) case and a low delay (LD) case. For both RA and LD, the maximum CU size is set to 64 × 64 pixels; the minimum CU size is set to 8×8 pixels; the initial motion search range is 64 in both horizontal and vertical directions, and fast motion search and RD optimization are enabled; QP is chosen with 22, 27, 32 and 37; and the test video sequences of various resolutions from 2560 × 1600 to 416 × 240, which are recommended by JCT-VC, as shown in Table 5 . In this paper, the Bjøntegaard delta peak signal-to-noise ratio (BDPSNR) and Bjøntegaard delta bitrate (BDBR) [27] are used to evaluate the overall RD performance with four QPs. In addition, the T is used to measure the time saving, which is calculated as follows:
where Time HM 16.9 represents the coding time of the HM16.9 original method, and Time proposed represents the coding time of the proposed fast method in this paper. Table 6 shows the comparison results of the proposed algorithm, a similar fast algorithm (Zhou's method [18] ) and another similar fast algorithm (Gao's method [23] ) under the RA configuration. The average time saving of the proposed algorithm achieves 28.17%. The BDBR only increased by 0.75%, and the BDPSNR decreased slightly by 0.03dB. For different sequences, the proposed algorithm can greatly reduce the coding time with similar RD performance, with a maximum of 40.87% in ''Traffic'' and a minimum of 15.95% in ''BlowingBubbles'' compared to HM16.9. Furthermore, the proposed algorithm performs better on high-resolution, homogeneous or low-motion sequences such as ''Traffic'', ''Kimono'', ''BQTerrace'' and ''BQMall''. However, Zhao's method just achieves 19.89% time saving with 0.43% BDBR increase and 0.02dB BDPSNR reduction. Compared with [18] and [23] , the proposed method has lower computational complexity with similar RD performance. Table 7 compares the proposed adaptive quad-tree depth range prediction mechanism with [18] and [23] under LD configuration. Table 7 shows that the proposed algorithm can greatly reduce the encoding time with similar encoding efficiency for all sequences. Specifically, average 32.99% coding time has been reduced in LD with maximum of 62.31% in ''Johnny'' and a minimum of 16.03% in ''RaceHorses''. Meanwhile, the RD performance loss is negligible, where the average increase in the BDBR is 1.98% and the average drop of BDPSNR is 0.06dB. Similar to RA, the proposed algorithm has better performance with highresolution, homogeneous or low-motion sequences in the LD case. Especially for the sequence with nearly still background (sequences in ''Class E''), the time saving is up to 50%. Compared with [18] and [23] , the time saving of the proposed algorithm is more than approximately 13% and 6% with negligible change of coding efficiency, especially in ''Class B'' and ''Class E''. The results of Table 6 and Table 7 both indicate that the proposed adaptive quad-tree depth range prediction mechanism can fully utilize the coding information of spatiotemporal correlation between blocks and skip unnecessary depth traversal to efficiently reduce computational complexity in the HEVC encoder. Moreover, the proposed algorithm shows slightly worse RD performance compared to that of the other algorithms. Figure 5 shows RD curves of two sequences under the RA and LD configurations compared to those of HM16.9. As shown in Fig. 5 , the proposed algorithm can achieve a consistent time saving over a large bitrate range with almost negligible loss in the PSNR and increase in the bitrate. The RD curves of two methods almost coincide, and the proposed algorithm maintains the original RD performance. Figure 6 shows the time-saving comparison of the proposed method, [18] and [23] under different classes and configurations.
VI. CONCLUSIONS
In this paper, an adaptive quad-tree depth range prediction mechanism is proposed to reduce the computational Kun Duan: Preparation of Papers for IEEE Access (February 2017) 10 VOLUME XX, 2018 complexity of the HEVC encoder. The proposed algorithm fully takes advantage of the spatiotemporal correlation. In addition, the SRF is defined to distinguish between a similar region and a non-similar region. Finally, the similar region depth range prediction algorithm and the non-similar region depth range prediction algorithm are introduced to speed up the coding process. Both the similar region depth range prediction algorithm and the non-similar region depth range prediction algorithm show more than 90% predictive accuracy. The proposed mechanism is implemented on the recent HEVC reference software HM16.9. Experimental results show that the proposed mechanism can significantly reduce the computational complexity of HM16.9 while maintaining almost the same RD performance as that of the original encoder. For the RA configuration, the proposed mechanism can save 28.17% coding time with a 0.75% BDBR increase and a 0.03dB BDPSNR drop. For the LD configuration, the proposed mechanism can save 32.99% coding time with a 1.98% BDBR increase and a 0.06dB BDPSNR drop. The proposed mechanism achieves a higher time saving performance than that of the similar fast methods. The proposed mechanism can be used for various applications with limited computational resources.
