Magnetic excitation in resonant inelastic x-ray scattering of
  Sr$_2$IrO$_4$: A localized spin picture by Igarashi, Jun-ichi & Nagao, Tatsuya
ar
X
iv
:1
31
2.
10
71
v2
  [
co
nd
-m
at.
str
-el
]  
3 F
eb
 20
14
Magnetic excitation in resonant inelastic x-ray scattering of Sr2IrO4: A localized spin
picture
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We study the magnetic excitations in 5d transition-metal oxide Sr2IrO4 on the basis of the Heisen-
berg model with small anisotropic terms on a square lattice. We calculate the correlation functions
by using the Green’s functions in the spin-wave approximation. The spin waves are split into two
modes with slightly different energies due to the anisotropic terms. It is shown that the spin cor-
relation functions of the y and z components are composed of a single peak corresponding to each
mode. We analyze the process of resonant inelastic x-ray scattering (RIXS) without relying on the
fast collision approximation to obtain the local scattering operator. The RIXS intensity is derived
as a sum of the correlation functions of the y and z spin components. We demonstrate that the
RIXS intensity as a function of energy shows two-peak structure brought about by the two modes,
which could be observed in the RIXS experiment.
PACS numbers: 71.10.Li 78.70.Ck 78.20.Bh 71.20.Be
I. INTRODUCTION
The 5d transition-metal compounds have recently
drawn much attention because of the interplay between
the spin-orbit interaction (SOI) and the electron correla-
tion. Among them, Sr2IrO4 is one of the most fascinating
systems due to the structural and electronic similarities
to the La2CuO4, parent compound of the high-TC super-
conductors. This magnetic insulator, which exhibits a
canted antiferromagnetic phase below ∼ 230 K, is pro-
posed to be a system with an effective total angular mo-
mentum jeff = 1/2.
1–6 Many-body theoretical methods
have been applied to the system to describe the electronic
structure.7–9
In the strong coupling scheme, the localized electron
picture may be useful to describe the low-lying excita-
tions in such spin-orbit induced antiferromagnetic insula-
tor. This picture starts from the description of electronic
states of each Ir atom, where five 5d electrons in Ir4+
ion are occupied in the t2g orbitals, since the energy of
the eg orbitals is about 2 eV higher than that of the t2g
orbitals due to the strong crystal field.7 This situation
may be regarded as one hole is sitting on the t2g orbitals.
Under the strong SOI, the lowest-energy states of a hole
are Kramers’ doublet with jeff = 1/2.
7,10
The degeneracy is lifted by the inter-site interaction.
Introducing the isospin operators acting on the doublet,
the effective spin Hamiltonian describing the low-lying
excitations is derived by the second-order perturbation
with respect to the electron-transfer terms, as has usu-
ally been carried out in the superexchange theory.11 A
Heisenberg Hamiltonian is obtained with the isotropic
antiferromagnetic coupling consistent with the above
findings,12–14 as well as small anisotropic terms, which
arise when Hund’s coupling is taken into account on the
two-hole states in the intermediate state of the second-
order perturbation.12,14 Since the anisotropic terms favor
the staggered moment lying in the ab plane, the staggered
moment is assumed to direct along the x axis in the lo-
cal coordinate frames. This leads to a zig-zag alignment
of staggered moment along the crystal a axis, because
the base states are defined in the local coordinate frames
rotated with respect to the c axis about θ = ±11◦ in
accord with the rotation of the IrO6 octahedra.
12,15 On
this situation, we have calculated the excitation spectra
within the linear spin-wave approximation16 in our pre-
vious paper.17 Having introduced the Green’s functions
including the so-called anomalous type,18 we have solved
the coupled equations of motion for the Green’s func-
tions. We have found that magnon modes in the isotropic
Heisenberg model are split into two modes with slightly
different energy in the entire Brillouin zone, due to the
anisotropic terms. This may be considered as a hallmark
of the interplay between the SOI and Hund’s coupling.
Usually, inelastic neutron scattering (INS) works effec-
tive to probe such magnetic excitations. However, it is
not the case for this system, since the Ir atom is a strong
absorber of neutron. On the other hand, resonant in-
elastic x-ray scattering (RIXS) has recently emerged as
a useful probe for detecting the magnetic excitations. It
has detected the single-magnon excitations as well as the
two-magnon excitations in undoped cuprates, where the
spectral peak behaves like the dispersion relation of spin
wave in the Heisenberg model as a function of momen-
tum transfer.19–21 For Sr2IrO4, the RIXS experiments
have also been carried out around the Ir L3 edge.
22,23
A low-energy peak arising from one-magnon excitations
has been observed similar to undoped cuprates,23 but
no indication of the mode splitting has been seen. The
theoretical analysis in the spin-wave approximation has
been carried out, having described well the spectra, but
without considering the anisotropic terms.24 At present,
it is not clear how the split modes due to the anisotropic
terms could be observed in the RIXS spectra. The pur-
pose of this paper is to clarify the origin of two modes
and how they are detected.
2To this end, we introduce a pair of combination of spin
operators Sa ± Sb where Sa and Sb are the spin opera-
tors at A and B sites, respectively. We call Sa + Sb and
Sa − Sb as bonding and antibonding combinations, re-
spectively. We consider the correlation functions of them,
which are connected to the Green’s functions mentioned
above. Since the staggered moment aligns along the x
axis, the correlation function of the x spin component,
which consists of two-magnon excitations, could be ne-
glected as a higher order correction of 1/S expansion.
We find that the bonding-combination functions of the y
and z spin components consist of a single δ-function peak
corresponding to each mode. The modes corresponding
to the y and z spin components are interchanged in the
antibonding-combination functions.
These correlation functions are combined in evaluating
the RIXS spectra. Analyzing the second-order RIXS pro-
cess similar to the case for undoped cuprates,25 we obtain
the expression of the local scattering operator described
in terms of the spin operators at the core-hole site. The
operator consists of a term consistent with the fast col-
lision approximation (FCA)26–28 and an extra term not
given by FCA. However, since the lifetime broadening
width is larger than the magnon energies at the Ir L edge,
the latter term is considered quite small and could be ne-
glected in the present system. Using the local scattering
operator derived, we can express the RIXS spectra as a
sum of the correlation functions of y and z spin compo-
nents. Since the δ-function peak energy is different be-
tween the functions with the spin components, the RIXS
spectra are made up of two peaks. We also find that the
correlation function of the antibonding spin combination
for the momentum transfer q inside the magnetic Bril-
louin zone (MBZ) leads to the divergence of the intensity
at q = (0, 0). It attributes to the zig-zag arrangement
of the staggered moment, which is a consequence of the
rotation of IrO6 octahedra. Evaluating the spectra in the
model with the reasonable parameter values, we demon-
strate that the mode splitting could be distinguished.
This paper is organized as follows. In Sec. II, we intro-
duce the spin Hamiltonian with anisotropic terms in the
square lattice. The excitation spectra are calculated in
the spin-wave approximation with the help of the Green’s
functions. The correlation functions are evaluated for the
bonding and antibonding spin combinations. In Sec. III,
the RIXS process is analyzed at a single site without
relying on the FCA. In Sec. IV, the RIXS spectra are
calculated for Sr2IrO4. Section V is devoted to the con-
cluding remarks. In Appendix, the symmetry relations
among the Green’s functions are summarized.
II. MAGNETIC EXCITATIONS FOR Sr2IrO4
A. Spin Hamiltonian
The crystal structure of Sr2IrO4 belongs to the K2NiF4
type.1 The IrO2-layer forms two-dimensional plane sim-
ilar to the CuO2-layer in La2CuO4. The crystal field
energy of the eg orbitals is about 2 eV higher than that
of the t2g orbitals. This yields five electrons to be occu-
pied on t2g orbitals in each Ir atoms. This state could be
considered as occupying one hole. The matrices of the
orbital angular momentum operators with L = 2 repre-
sented by the t2g states are the minus of those with L = 1
represented by |px〉, |py〉, and |pz〉, if the bases are identi-
fied by |yz〉, |zx〉, and |xy〉, respectively.29 Therefore, the
six-fold degenerate states are split into the states with
the effective angular momentum jeff = 1/2 and 3/2 un-
der SOI. The lowest-energy states are the doublet with
jeff = 1/2, given by
|↑〉 = 1√
3
[|yz ↓〉+ i|zx ↓〉+ |xy ↑〉] , (2.1)
|↓〉 = 1√
3
[|yz ↑〉 − i|zx ↑〉 − |xy ↓〉] . (2.2)
where the base states are defined in the local coordinate
frames rotated in accordance with the rotation of the
IrO6 octahedra.
12,15
The exchange interaction with neighboring doublets is
evaluated from the perturbation with respect to the elec-
tron transfer in the strong coupling theory.12,14 By intro-
ducing the spin operators S acting on the doublet, the
effective Hamiltonian may be expressed as
H = H(0) +H(1), (2.3)
with
H(0) = Jex
∑
〈i,j〉
Si · Sj + J ′ex
∑
〈i′,j′〉
Si′ · Sj′
+ J ′′ex
∑
〈i′′,j′′〉
Si′′ · Sj′′ + · · · , (2.4)
H(1) = J ′z
∑
〈i,j〉
Szi S
z
j + J
′
xy
∑
〈i,j〉
sgn(i, j)
(
Sxi S
x
j − Syi Syj
)
.
(2.5)
The H(0) describes the isotropic exchange energy where
the exchange couplings between the first, second, and
third nearest-neighbors are denoted as Jex, J
′
ex, and J
′′
ex,
respectively. The summations 〈i, j〉, 〈i′, j′〉, and 〈i′′, j′′〉
run over the first, second, and third nearest-neighbor
pairs, respectively. It is known that the experimen-
tal dispersion curve can be reproduced well by setting
Jex = 60 meV, J
′
ex = −Jex/3 and J ′′ex = Jex/4 in
the phenomenological model.23 The H(1) describes the
anisotropic exchange energy, which arises from the in-
terplay between the SOI and Hund’s coupling, where
sgn(i, j) gives +1(−1) when the bond between the sites i
and j is along the x (y) axis. It is known that J ′z is neg-
ative and its absolute value is nearly the same as that of
J ′xy.
12,14,17 It may be sufficient to restrict the anisotropic
interaction within the nearest neighbors, since it is one
order of magnitude smaller than the isotropic term.
3B. The ground state
In the absence of the anisotropic term H(1), the
conventional antiferromagnetic spin configuration is ex-
pected, in which the direction of the staggered moment
is not determined. The first term of H(1) makes the di-
rection favor the xy plane when J ′z < 0. This antifer-
romagnetic order breaks the rotational invariance of the
isospin space in the ab plane. We assume the staggered
moment pointing to the x axis.2 It should be noted here
that the antiferromagnetic order in the local coordinate
frames indicates a zig-zag alignment of the staggered mo-
ment, leading to the presence of the weak ferromagnetic
moment in the coordinate frame fixed to the crystal axes.
C. Excited states
A spin-wave theory has been developed to describe ex-
cited states in Ref. 17. Relabeling the x, y, and z axes
as z′, x′, and y′ axes, respectively, we express the spin
operators by boson operators within the lowest order of
1/S-expansion:16
Sz
′
i = S − a†iai, Sx
′
i + iS
y′
i =
√
2Sai, (2.6)
Sz
′
j = −S + b†jbj , Sx
′
j + iS
y′
j =
√
2Sb†j, (2.7)
where ai and bj are boson annihilation operators, and
i (j) refers to sites on the A (B) sublattice. Then, the
Fourier transforms of spin operators are defined in the
MBZ as
Sa(k) =
√
2
N
∑
i
Si exp(−ik · ri), (2.8)
Sb(k) =
√
2
N
∑
j
Sj exp(−ik · rj), (2.9)
where N is the number of sites, and i (j) runs over A
(B) sublattice. Defining similarly the Fourier transform
of boson operators a(k) and b(k), we express the Hamil-
tonian as
H(0) = JexSz
∑
k
{
a†(k)a(k) + b†(k)b(k)
+γ(k)[a†(k)b†(−k) + a(k)b(−k)]}
− J ′exSz
∑
k
[1− γ′(k)][a†(k)a(k) + b†(k)b(k)]
− J ′′exSz
∑
k
[1− γ′′(k)][a†(k)a(k) + b†(k)b(k)], (2.10)
H(1) = J ′z(2S)
∑
k
γ(k)[a(k) − a†(−k)][b(−k)− b†(k)]
− J ′xy(2S)
∑
k
η(k)[a(k) + a†(−k)][b(−k) + b†(k)],(2.11)
where
γ(k) =
1
2
(cos kx + cos ky), (2.12)
γ′(k) = cos kx cos ky, (2.13)
γ′′(k) =
1
2
[cos(2kx) + cos(2ky)], (2.14)
η(k) =
1
2
(cos kx − cos ky). (2.15)
Here z is the number of nearest neighbors, i.e., z = 4.
To find out the excitation modes, we introduce the
Green’s functions,
Gaa(k, t) = −i〈T [a(k, t)a†(k, 0)]〉, (2.16)
Fba(k, t) = −i〈T [b†(−k, t)a†(k, 0)]〉, (2.17)
Gba(k, t) = −i〈T [b(k, t)a†(k, 0)]〉, (2.18)
Faa(k, t) = −i〈T [a†(−k, t)a†(k, 0)]〉, (2.19)
where T is a time-ordering operator, and 〈X〉 denotes
the ground-state average of operator X . The Fba(k, t)
and Faa(k, t) belong to the so called anomalous type.
Their Fourier transforms are defined as Gaa(k, ω) =∫
Gaa(k, t)e
iωtdt and so on. Then, we get a set of equa-
tion of motion for these functions. It is given by


ω − 1 + ξ(k) −A(k) B(k) 0
−A(k) −(ω + 1− ξ(k)) 0 B(k)
B(k) 0 ω − 1 + ξ(k) −A(k)
0 B(k) −A(k) −(ω + 1− ξ(k))




Gaa(k, ω)
Fba(k, ω)
Gba(k, ω)
Faa(k, ω)

 =


1
0
0
0

 , (2.20)
where
ξ(k) =
J ′ex
Jex
(1− γ′(k)) + J
′′
ex
Jex
(1− γ′′(k)), (2.21)
A(k) = (1 + gz)γ(k)− gxyη(k), (2.22)
B(k) = gzγ(k) + gxyη(k), (2.23)
gz =
J ′z
2Jex
, gxy =
J ′xy
2Jex
. (2.24)
Here the energy is measured in units of JexSz. Hence we
finally obtain,


Gaa(k, ω)
Fba(k, ω)
Gba(k, ω)
Faa(k, ω)

 = 1
D(k, ω)


gaa(k, ω)
fba(k, ω)
gba(k, ω)
faa(k, ω)

 , (2.25)
4where
gaa(k, ω) = [ω − 1 + ξ(k)][ω + 1− ξ(k)]2
− B(k)2[ω − 1 + ξ(k)] +A(k)2[ω + 1− ξ(k)],
(2.26)
fba(k, ω) = −A(k){ω2 − [1− ξ(k)]2 −B(k)2 +A(k)2},
(2.27)
gba(k, ω) = B(k){B(k)2 − [ω + 1− ξ(k)]2 −A(k)2},
(2.28)
faa(k, ω) = 2A(k)B(k)[1 − ξ(k)]. (2.29)
The denominator of Eq. (2.25) is given by
D(k, ω) = [ω2 − E2−(k)][ω2 − E2+(k)], (2.30)
with
E±(k) =
√
[1− ξ(k)± |B(k)|]2 −A2(k). (2.31)
This indicates that poles exist at ω = E±(k) in the do-
main of ω > 0. When k → 0, we have ξ(k) → 0,
A(k) → 1 + gz, and B(k) → gz, which leads to a
Goldstone mode E−(0) = 0 as well as a gap mode
E+(0) =
√−2gz. The splitting of two modes is a di-
rect reflection of the anisotropy shown in the original
Hamiltonian (2.5). Note that since B(k) is not invariant
under the exchange of kx and ky, the dispersion shows a
slight anisotropy though the difference is negligible due
to the smallness of J ′z and J
′
xy in the following numerical
evaluations.
Finally, evaluating the residues at the poles, we could
express the Green’s function, for example, Gaa(k, ω) as
Gaa(k, ω) =
∑
µ=±
{
Aµ
ω − Eµ(k) + iδ −
Bµ
ω + Eµ(k) − iδ
}
,
(2.32)
where δ is an infinitesimal positive constant. The Green’s
functions are utilized when we evaluate the spin correla-
tion functions in the next subsection.
D. Spin correlation function
Since two spins exist in the unit cell, it is useful to
define a pair of combination of spin operators
Q±(k) ≡ 1√
2
[Sa(k) ± Sb(k)], (2.33)
where Q+(k) and Q−(k) are called as bonding and an-
tibonding combinations, respectively. The antibonding
combination corresponds to the wave vector k′ = k+G
outside the first MBZ in the extended zone scheme, since
Sb(k
′) acquires a minus sign when it is reduced back to
the first MBZ by a reciprocal lattice vector G.
The INS and RIXS spectra may be connected to the
correlation functions of these operators,
Rµµℓ (k, ω) =
∫
〈Qµℓ (k, t)Qµℓ (−k, 0)〉eiωtdt, (2.34)
with µ = x, y, and z. Since the direction of the staggered
moment is along the x axis, the Rxxℓ (k, ω), composed
of two-magnon excitations, is regarded as the higher or-
der of the 1/S expansion, and will be neglected. The
Ryyℓ (k, ω) and R
zz
ℓ (k, ω), composed of one-magnon ex-
citations, are different with each other because of the
anisotropic terms of J ′z and J
′
xy. To evaluate these func-
tions, we decompose the right hand side of Eq. (2.34) into
the correlation functions of Holstein-Primakoff bosons
such as
∫ 〈b(k, t)a†(k, 0)〉eiωtdt, and connect them to
the imaginary part of the Green’s functions such as
−2ImGba(k, ω) for ω > 0. All the Green’s functions
required are obtained from Eq. (2.25) with the help of
the symmetry relations given in Appendix.
From the form of Eq. (2.32), we see that each corre-
lation function has a single δ-function peak structure.
For instance, for k from (0, 0) to (π, 0), we find that
Rzz+ (k, ω) and R
zz
− (k, ω) are composed of the δ-function
peaks at E−(k) and E+(k), respectively. On the other
hand, Ryy+ (k, ω) and R
yy
− (k, ω) are composed of the peaks
at E+(k) and E−(k), respectively. When we turn our
attention to the diagonal direction of k, it is convenient
to modify the definition of the correlation functions in
the extended zone scheme. Since the antibonding com-
bination corresponds to the wave number belonging to
the outside of the first MBZ, we define the correlation
functions by Rµµ(k, ω) ≡ Rµµ+ (k, ω) for k inside the first
MBZ, and Rµµ(k, ω) ≡ Rµµ− ([k], ω) for k outside the 1st
MBZ where [k] is the wave vector reduced back to the
first MBZ by a reciprocal lattice vector as G= k− [k].
In the numerical calculation, we use the parameter
values, Jex = 60, J
′
ex = −20, J ′′ex = 15, J ′z = −1.8, and
J ′xy = 1.8 in units of meV. The parameter set used here
is the same as the one adopted in Ref. 17, which is justi-
fied to give a better fitting of the dispersion curve of the
magnetic excitation obtained by the RIXS experiment.23
Notice that the magnitudes of the anisotropic exchange
couplings J ′z and J
′
xy turn out to be the same order as
those evaluated by other theories.12,14 Panel (a) in Fig.
1 shows the peak positions of Rzz(k, ω) and Ryy(k, ω) as
a function of k along symmetry lines. The peak position
of Rzz(k, ω) has no gap at (0, 0) but has a gap at (π, π),
while the situation is opposite for the peak of Ryy(k, ω).
Panel (b) in Fig. 1 shows the intensities of the peaks.
The intensity of Rzz(k, ω) vanishes at k = (0, 0), and
grows large but remains finite around k = (π, π). The
intensity of Ryy(k, ω) remains finite but is quite small
for k = (0, 0), and diverges at k = (π, π).
III. SCATTERING OPERATOR OF RIXS AT
THE L2,3 EDGE
A. Second-order optical process
The RIXS process is described by the electron-photon
interaction Hamiltonian Hint. In the second-order op-
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Figure 1: (Color online) (a)The δ-function peak positions for
Rzz(k, ω) (solid line) and Ryy(k, ω) (broken line) for k along
symmetry lines. (b)Intensities of the peak for Rzz(k, ω) and
for Ryy(k, ω). The gap mode at (0, 0) has a finite intensity as
shown in Inset.
tical process, the incident photon with wave vector qi,
energy ωi, and polarization αi is absorbed by the mate-
rial system, then the scattered photon with wave vector
qf , energy ωf , and polarization αf is emitted. Then, the
RIXS intensity W (qfαf ; qiαi) is written as,
W (qfαf ; qiαi) = 2π
∑
f
∣∣∣∣∣
∑
n
〈Φf |Hint|n〉〈n|Hint|Φi〉
Eg + ωi − En
∣∣∣∣∣
2
× δ(Eg + ωi − Ef − ωf). (3.1)
where qi ≡ (qi, ωi) and qf ≡ (qf , ωf). The initial
and final states are given by |Φi〉 = c†qiαi |g〉|0〉 and
|Φf 〉 = c†qfαf |f〉|0〉, respectively, where |g〉 and |f〉 rep-
resent the ground and excited states of the matter with
energies Eg and Ef , respectively. The creation (annihi-
lation) operator of the photon is denoted as c†qα (cqα),
which acts on the photon vacuum |0〉. The intermedi-
ate state |n〉 represents the eigenstate of the matter with
energy En in the presence of core hole.
At the Ir L2,3 edge, Hint represents the electric dipole
(E1) transition where a 2p-core electron is excited to the
5d states. By restricting the transition within the mani-
fold of jeff = 1/2, it may be expressed as
Hint = w
∑
q
1√
2ωq
∑
i,m,σ
Dα(jm, σ)hi,σpi,jmcqαe
iq·ri+H.c.,
(3.2)
where w is a constant proportional to∫∞
0
r3R5d(r)R2p(r)dr, with R5d(r) and R2p(r) be-
ing the radial wave-functions for the 5d and 2p states
of Ir atom. The pjm (p
†
jm) stands for the annihilation
(creation) operator of the 2p core electron with the
angular momentum jm, which states are defined in the
local crystal coordinate frame. The operator hi,σ (h
†
i,σ)
represents the annihilation (creation) of 5d hole at site
i with the Kramers’ doublet specified by σ (=↑ or ↓)
in hole picture, which quantization axis is rotated from
the local crystal coordinate frame with Euler angles
α, β, and γ.30 The coefficient Dα(jm, σ) describes the
dependence on the 5d and core-hole states, which can be
calculated in a similar manner as explained in Ref. 25
for cuprates.
B. Excitation and deexcitation of core hole at a
single site
We analyze the situation that the core electron is ex-
cited and deexcited at the origin by following the proce-
dure developed for undoped cuprates. The intermediate
state just after the E1 transition takes place is given by
Hint|g〉 ∝
∑
m

 ∑
σ=↑,↓
Dαi(jm, σ)|ψσ0 〉

 |jm〉. (3.3)
Here we write |g〉 as
|g〉 = | ↑〉|ψ↑0〉+ | ↓〉|ψ↓0〉, (3.4)
where | ↑〉 and | ↓〉 represent the normalized spin states
at the origin, while |ψ↑0〉 and |ψ↓0〉 are constructed by the
bases of the rest of spins, which are not normalized. The
core hole state is represented as |jm〉. Note that the
spin degrees of freedom of the 5d state is lost at the
core-hole site, which is reminiscent of the introduction
of non-magnetic impurity into spin system. Employing
the normalized eigenstate |φη〉’s with eigenvalue ǫ′η in the
intermediate state, we have
|F 〉 ≡
∑
n
Hint|n〉 1
ωi + Eg − En 〈n|Hint|Φi〉
∝
∑
m,σ,σ′
Dαf (jm, σ)∗Dαi(jm, σ′)
×
∑
η
|σ〉|φη〉R(ǫ′η)〈φη |ψσ
′
0 〉, (3.5)
with
R(ǫ′η) =
1
ωi + ǫg − ǫcore + iΓ− ǫ′η
, (3.6)
where ǫg and ǫcore denote the ground state energy of the
magnetic system and the energy required to create a core
hole in the state |jm〉 and the 5d6-configuration, respec-
tively. The life-time broadening width of the core hole is
6denoted as Γ, which is around a few eV at the L edge.4,31
The first factor in the right hand side of Eq. (3.5) is
rewritten as∑
m
Dαf (jm, σ)∗Dαi(jm, σ) ≡ P (0)σ (j;αf , αi),(3.7)
∑
m
Dαf (jm, σ)∗Dαi(jm,−σ) ≡ P (1)σ (j;αf , αi),(3.8)
where −σ denotes ↓ for σ =↑ and vice versa. The P (0)σ
and P
(1)
σ correspond to the spin-conserving and the spin-
flip processes, respectively, whose values for j = 32 are
listed in Table I for αi and αf along the x, y, and z
axes. Note that they retain finite values even for the
z polarization, which contrasts with the case of the un-
doped cuprates where the z polarization has no finite
contribution.25 It can be confirmed that they vanish for
j = 12 , consistent with the L2 absorption experiment.
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1. Spin-flipping channel
According to Eq. (3.5), the spin-flip process is given by
|F 〉 ∝
∑
σ
P (1)σ |σ〉
∑
η
|φη〉R(ǫ′η)〈φη|ψ−σ0 〉 (3.9)
We expand |F 〉 by S−0 |g〉 and S+0 |g〉 with neglecting ex-
citations outside the core-hole site (S±0 ≡ Sx
′
0 ± iSy
′
0 ).
Note that they are orthogonal to each other and to |g〉,
but not normalized, that is, 〈g|S−0 S+0 |g〉 = 〈ψ↓0 |ψ↓0〉 and
〈g|S+0 S−0 |g〉 = 〈ψ↑0 |ψ↑0〉. Therefore, introducing the quan-
tity
f (1)σ (ωi) =
1
〈ψσ0 |ψσ0 〉
〈ψσ0 |
∑
η
|φη〉R(ǫ′η)〈φη|ψσ0 〉, (3.10)
we have
|F 〉 ∼ P (1)↓ f (1)↑ (ωi)S−0 |g〉+ P (1)↑ f (1)↓ (ωi)S+0 |g〉. (3.11)
Since the process for σ =↑ is generally different from that
for σ =↓ in the antiferromagnetic state, f (1)σ (ωi) may be
written as
f (1)σ (ωi) = f
(1)
0 (ωi)±
1
2
∆(ωi), (3.12)
where plus and minus signs in the second term corre-
spond to σ =↑ and ↓, respectively. The ∆(ωi), which
is expressed as f
(1)
↑ (ωi)− f (1)↓ (ωi), is proportional to the
sublattice magnetization when it is small, since it van-
ishes without the antiferromagnetic long-range order. In-
serting Eq. (3.12) into Eq. (3.11), we obtain the final ex-
pression. For example, we have for αf along the x axis
and αi along the z axis,
|F 〉 ∝
(
2
15
)
if (1)(ωi)
[
M12S
x′
0 +M22S
y′
0
]
+
1
15
∆(ωi)
[
M12S
y′
0 −M22Sx
′
0
]
, (3.13)
where Mij stands for the (i, j) component of the conven-
tional rotation matrix with the Euler angles (α, β, γ).32
A full consideration over the polarizations leads to
|F 〉 ∝
(
− 2
15
)
if
(1)
0 (ωi)(αf ×αi) · S0⊥|g〉
−
(
− 1
15
)
∆(ωi)(αf ×αi) · (em × S0)|g〉,(3.14)
where S0⊥ represents the component perpendicular to
the direction of the staggered magnetic moment, and em
represents the unit vector along the direction of the sub-
lattice magnetization.
2. Spin-conserving channel
According to Eq. (3.5), the spin-conserving process is
given by
|F 〉 ∝
∑
σ
P (0)σ |σ〉
∑
η
|φη〉R(ǫ′η)〈φη |ψσ0 〉. (3.15)
We expand |F 〉 by |g〉 and Sz′0 |g〉 by neglecting the ex-
citations outside the core-hole site. Note that Sz
′
0 |g〉 is
not orthogonal to |g〉 nor normalized. Let |ψ1〉 and |ψ2〉
be |g〉 and Sz′0 |g〉, respectively. Then the overlap matrix
[ρˆ]i,j ≡ 〈ψi|ψj〉 is given by
ρˆ =
(
1 〈Sz′0 〉
〈Sz′0 〉 14
)
. (3.16)
We project onto these states by operating∑
i,j |ψi〉(ρˆ−1)i,j〈ψj |. For the channel preserving
the direction of the polarization during the scattering
process, we have
|F 〉 ∝
(
2
15
)
(αf · αi) [f0(ωi)|g〉+∆(ωi)em · S0|g〉] .
(3.17)
Similarly, for the scattering channel changing the di-
rection of the polarization during the process, by using
P
(0)
↑ = −P (0)↓ , we obtain
|F 〉 ∝
(
− 1
15
)
i
1
2
∆(ωi)(αf ×αi) · em|g〉
+
(
− 2
15
)
if
(1)
0 (ωi)(αf ×αi) · S0‖|g〉, (3.18)
where S0‖ represents the component parallel to the di-
rection of the staggered magnetic moment.
3. Elastic scattering
The amplitude of elastic scattering is given by 〈g|F 〉.
The first term of Eq. (3.17) gives a contribution inde-
pendent of the magnetic order, while the second term
7Table I: P
(0)
σ (
3
2
;αf , αi) and P
(1)
σ (
3
2
;αf , αi) where upper and lower signs correspond to σ =↑ and ↓, respectively.
P
(0)
σ
αf \ αi x y z
x 2
15
∓ i
15
cos β ± i
15
sinα sin β
y ± i
15
cosβ 2
15
∓ i
15
cosα sin β
z ∓ i
15
sinα sin β ± i
15
cosα sin β 2
15
P
(1)
σ
x 0 i
15
sin βe±iγ ± 1
15
[cosα± i sinα cos β]e±iγ
y − i
15
sin βe±iγ 0 − i
15
[cosα cos β ± i sinα]e±iγ
z ∓ 1
15
[cosα± i sinα cosβ]e±iγ i
15
[cosα cosβ ± i sinα]e±iγ 0
of Eq. (3.17) gives a contribution proportional to |m|2,
since ∆(ωi) is proportional to |m|. Herem stands for the
sublattice magnetization. Both terms in Eq. (3.18) give
the contributions proportional to (αf ×αi) ·m, which is
consistent with the formula given by Hannon et. al.33
4. Remarks
Here, it is interesting to compare our result derived
on the basis of the projection method with other well-
known results; one is the far-off-resonance condition that
|ωi − ǫcore| ≫ |ǫ′η − ǫg|, and another is the large limit
of Γ, which is called as the fast collision approximation
(FCA).26–28 In both latter conditions, we could factor out
R(ǫ′η) from the summation over η in Eq. (3.10). Then,
using the closure relation of |φη〉, we immediately obtain
∆(ωi) = 0. The presence of ∆(ωi) is a hallmark of a
second-order process that the x ray could recognize the
long-range order in the scattering process, contrast with
neutron scattering. In the present case, however, ∆(ωi)
is estimated to be quite small, since the life-time broad-
ening width is rather large at the Ir L-edge.31 By neglect-
ing ∆(ωi), Eqs. (3.14) and (3.18) are summarized into
an expression, which is similar to that for the undoped
cuprates,25–28,34 as
|F 〉 ∝
(
− 2
15
)
if
(1)
0 (ωi)(αf ×αi) · S0|g〉. (3.19)
Note that when both f
(1)
0 (ωi) and ∆(ωi) are numerically
relevant, their ωi dependence might be a intriguing fea-
ture. However, once ∆(ωi) is neglected as in the present
case, we do not have to evaluate the value of f
(1)
0 (ωi),
since RIXS cannot tell about the absolute magnitude of
the intensity.
IV. ANALYSIS OF RIXS SPECTRA FROM
Sr2IrO4
We consider the specific case of a 90◦ scattering angle.
The scattering plane is perpendicular to the IrO2 plane
and intersects the ab plane with the [110] direction, as
(b)
A site
b
a
y
x
θ
B site
b
a
y
x
θ
(a)
σ ’x pi
pi
[001]
q i
q f
pi ’x pi
[110]
Figure 2: (Color online) (a) Geometry of 90◦ scattering. The
scattering plane is perpendicular to the ab plane and intersects
the ab plane with the [110] direction. (b) Local coordinate
frames of the two sublattices, which are rotated by angle ±θ
around the c axis.
illustrated in Fig. 2(a). The incident x ray is assumed
to have the π polarization. Since ω ∼ 11.2 keV and
|qi| ∼ 5.7 A˚−1 at the Ir L3 edge, only a few degrees of tilt
of the scattering plane could sweep the entire Brillouin
zone.
The scattering operator Z(1)(q) is given by summing
up the amplitude with multiplying exp(iq · rj) at each Ir
site rj ,
Z(1)(q) ≡ 1√
N
∑
j
(αf ×αi) · Sje−iq·rj , (4.1)
where q ≡ qi − qf is the momentum transfer. Note
that the local coordinate frames defining spin operators
are different between the A and B sites, as illustrated in
Fig. 2(b). Evaluating αf × αi in the local coordinate
frame, we have Z(1(q) for q inside the first MBZ,
Z(1)(q) = −1
2
[
cos θ Qx+(q) − sin θ Qx−(q)
+ cos θ Qy+(q) + sin θ Q
y
−(q)
]
+
1√
2
Qz+(q),4.2)
in the σ′ × π channel, and
Z(1)(q) = − 1√
2
[
cos θ Qx+(q) + sin θ Q
x
−(q)
− cos θ Qy+(q) + sin θ Qy−(q)
]
. (4.3)
8in the π′ × π channel. The scattering operators for q
outside the first MBZ are given by replacing Qµ±(q) with
Qµ∓([q]).
The RIXS intensity is proportional to the correlation
functions for these scattering operators,
I ≡W (qfαf ; qiαi) ∝
∫ ∞
−∞
〈Z(1)(q, t)Z(1)(−q, 0)〉eiωtdt.
(4.4)
The insertion of Eqs. (4.2) and (4.3) into Eq. (4.4) leads
to the expression for q inside the first MBZ
I ∝
{
cos2 θ Ryy
+
(q,ω)+sin2 θ Ryy− (q,ω)+2R
zz
+ (q,ω)
4 , for σ
′ × π,
cos2 θ Ryy
+
(q,ω)+sin2 θ Ryy− (q,ω)
2 , for π
′ × π,
.
(4.5)
We have neglected Rxx± (q, ω), since it is a higher order
of 1/S. To extend the expression to outside the first
MBZ, Ryy+ (q, ω), R
zz
+ (q, ω) and R
yy
− (q, ω) are replaced
by Ryy− ([q], ω) and R
zz
− ([q], ω) and R
yy
+ ([q], ω), respec-
tively. Note that the sin2 θ-terms give the antibonding
contribution for q inside the first MBZ, which diverges
at ω = 0 with q→ (0, 0). This unusual contribution may
be interpreted as a reflection of the weak ferromagnetism.
Figure 3 shows the numerical results with the same pa-
rameter values as for the correlation function. Panel (a)
shows the RIXS spectra as a function of ω for q along
the symmetry lines, and panel (b) shows the intensities
of two peaks. The intensities from the σ′ and π′ polariza-
tion channels are summed up. At q = (0, 0), the intensity
of the peak diverges at ω = 0 due to the weak ferromag-
netism (sin2 θ-term), while that of another peak is quite
small at ω = 29 meV. The effect of the weak ferromag-
netism is limited very close to the Γ point. At q = (π, π),
the intensity of the peak also diverges at ω = 0 due to
the antiferromagnetic order, while that of another peak
is rather large at ω = 29 meV.
V. CONCLUDING REMARKS
We have studied the magnetic excitations in Sr2IrO4
on the basis of the Heisenberg model with isotropic ex-
change couplings and small anisotropic terms. Solving
the coupled equations of motion for the Green’s functions
within the spin-wave approximation, we have found that
two modes emerge with slightly different energies. In-
troducing the bonding and antibonding combinations of
spin operators at A and B sites, we have considered the
correlation functions for these operators. We have found
that the correlation functions with the y and z spin-
components are composed of a single δ-function peak
with different energies corresponding to each mode. We
have analyzed the second-order RIXS process with the
assumption that the excitations are confined on the core-
hole site, and have obtained the expression for the local
scattering operator composed of the term consistent with
the FCA as well as a term existing only in the broken
symmetric phase. The latter is, however, expected to
0
4
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2
pi
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(0,0)
(pi,pi)
(pi,0)
Figure 3: (Color online) (a) RIXS spectra as a function of ω
for q along symmetry lines evaluated for θ = ±11◦. Vertical
bars represent the δ-function peaks with heights proportional
to their intensities. The height for the peaks at ω = 0 is diver-
gent, and are cut to be finite on the figure. (b) Peak intensi-
ties of 1
2
Rzz(q, ω) (black solid line) and 3
4
cos2 θRyy(q, ω) (red
broken line) for θ = 0. The (blue) broken-dotted line shows
the intensity added by the sin2 θ terms for θ = ±11◦, which
makes the curve deviate from the curve at θ = 0 for q only
close to (0, 0).
be quite small in Sr2IrO4, since the life-time broadening
width at the L edge of Ir is rather large. Using the scat-
tering operator, the RIXS intensity has been expressed
by a sum of the correlation functions with two spin com-
ponents. Having evaluated the formula, we have demon-
strated that the spectra are composed of two peaks orig-
inated from the split modes. Such two-peak structures
have not been observed in the RIXS experiments.23,24
We hope that the present analysis may help to verify the
mode splitting in the experiments with improving the in-
strumental energy resolution.35
Here, we comment on the effect of ∆(ωi) on the RIXS
spectrum, which becomes relevant when the core-hole
lifetime broadening Γ is small. It then requires a re-
liable evaluation of the coefficients f
(1)
0 (ωi) and ∆(ωi)
to calculate the RIXS intensity. In our previous work,
we have confirmed that analysis utilizing a small clus-
ter works well in evaluating the coefficients with moder-
ate accuracy for cuprates, which have revealed that the
RIXS intensity showed a characteristic q-dependence for
small Γ.25 However, such evaluation for the present case
9is very difficult because the magnitude of the exchange
coupling between the third neighbors remains significant
in Sr2IrO4, which requires an analysis for a larger cluster.
An analysis with high accuracy in this direction will be
an intriguing future work.
The present study is based on the localized electron
picture, which works well on the magnetic excitations in
the strong coupling limit.11 However, other peak struc-
tures have been observed around the region of 0.4 ∼ 0.6
eV in the RIXS experiment, which could be attributed
to the excitations from jeff = 1/2 to 3/2 multiplets.
23,24
Since the Mott-Hubbard gap is estimated as ∼ 0.4 eV
from the optical absorption spectra,7,36 this energy region
also coincides with the energy continuum of the electron-
hole pair creation. In such a situation, it may make sense
to consider the spectra from the itinerant electron picture
in order to obtain a coherent picture of RIXS spectra.
Such study based on the Hartree-Fock and RPA approx-
imations is under progress.37
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Appendix A: Symmetry relations among the
Green’s functions
We consider the Green’s function defined by
GAB(ω) = −i
∫
〈T [A(t)B(0)]〉eiωtdt, (A1)
where A and B are boson operators. It is expressed in
the spectral representation as
GAB(ω) =
∑
n
{ 〈g|A|n〉〈n|B|g〉
ω − En + Eg + iδ −
〈g|B|n〉〈n|A|g〉
ω + En − Eg − iδ
}
,
(A2)
where |n〉 stands for the eigenstate of the Hamiltonian
with energy En, and |g〉 the ground state with energy
Eg. It is easily proved from this expression that
GB†A†(ω) = GAB(ω), GA†B†(ω) = GAB(−ω). (A3)
Hence we obtain the relations between the Green’s func-
tions of Holstein-Primakoff bosons by replacing A by one
of a(k), a†(−k), b(k), b†(−k), and B by one of a(−k),
a†(k), b(−k), b†(k). In addition, since the Hamiltonian
is invariant with exchanging a and b as well as a† and
b†, the Green’s functions remain the same forms by such
exchange.
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