In this paper, we propose a technique that has been recently introduced for a research in contors. This has been applied to di¤ erent physical problems to detect noises in images and signals. For this purpose, our technique is based on the snake's (Serpent) method. Here, we present a mathematical analysis for the method and some numerical experiments.
Introduction
Recent technological developments in the domain of image di¤usion has grown up rapidly. Today, the image treatment is an information support that is very important in everyday life, in industry and science. The capacity of 0the image representation allows the development of systems although the complexity of their treatments .
Theoretically, the image analysis is a set of approaches, methods, techniques and tools that is offered by mathematics and signal treatment.
This panoply solves most of the problems that appear when it is necessary to extract and try to understand automatically informations from an image.
In practice, image analysis is a series of steps that has to be excuted from the image form, up to its containing in details.
For the treatment of a real image, it is necessary to transform it to a computing image by di¤er-ent tools, such as, camera, scanner, satelite, ect...). This image is formed by many pixels, each one containing di¤erent informations (intensity, brigntness, color,. . . ) and this is the de…nition of a numerical image. From electrical parasites, accidental destructions or a damage (during a transfer for example), a computer image may contain noise. Facing this problem it is recommanded to use …ltering methods. Here, we describe a method that consists of minimising the gradient of the numerical image and keeping su¢ ciently close to the initial one.
Smoothing Methods
We consider the computing image F and we denote by f the associated numerical image to F ; de…ned on a bounded open domain with a piecewise Lipchtzien boundary of class C 1 . The denoising problem become, by mathematical means as a problem of minimisation of the energy which is de…ned by :
in the Sobolev space:
where L 2 ( ) is given by:
The minimum of the fonctionnal J is deducted from solving the following problem :
Many methods have been proposed by many authors, for example Smoothing method, which is set in a chronological way. This is to say that, a solution is started by an isotrope smoothing , namely " Fourier " and it is based on a study of the Sine Fourier series, where the solution is writen in the form :
with the basis W pq de…ned by :
and
An approximation of the solution is based on its representation from the expression of the function u by the means of the dimensions of the image to be treated. Thus, we have :
and the coe¢ cients become :
Here the dimensions of the image are set to be N and M:.
This smoothing method does not treat the boundary re…nement of the image test, so that we have to impose some boundary conditions to overlap the sub images of the initial one. Two conditions are applied:
Dirichlet condition: u = f on the boundary.
2. Neumann condition:
This second method of smoothing is the so called " Finite Di¤erences ", where the proposed Algorithm to solve (2) is set as follows:
Initialisation :
Loop in p : 8i = 2:::N 1 and 8j = 2:::M 1;
The third method where the solutions are related to the strong problem, although the weak one which is focused on a minimisation of the functionnal :
in the space H 1 0 ( ) . This method of smoothing is done by the use of " Finite Elements ".
A comparison between these three methods, namely isotrope smoothing methods, and from the results in chapiter III by Philippe Destuyndre [1] , we deduce that they do not imply the same performances. The two …rst methods (Sine Fourier Series and …nite di¤erences) are mostly used for a general and basic task, but the …nite element methods are more useful for their advantage in the grid re…nement where the image need to be speci…cally treated. We notice that the isotrope smoothing is even userful at the edges. To solve this, we apply a second smoothing that reduces strongly this problem. This concerns more nonlinear smoothing with Dirichlet conditions. Thus the functional J becomes :
This leads to solve the partial di¤erential equation (PDE): 
The parameter a is in IR , and '(t) = p 1 + at, where t = jruj 2 :
Contors in noised image
We have studied a smoothing method that eliminates small perturbations or "dust". However, a major inconvenience of this method is that we have to take care of the contors. To overcome this di¢ -culty, we propose in this section a model arising from none-Newtian Fluid Mechanics. This is a model of tixotrops ‡uids which corresponds, for example to gels. The advantage of these models is to make a bene…t from the smoothing model and correct the lying out of the contors by putting them more clearly.
Tixotrope Model.
Let f be a numerical image de…ned on the screen . For every function v of the space H 1 0 ( ), we consider the functionnal J ;g de…ned by:
where and g are small positive real parameters. The main di¤erence in this smoothing model is the non-di¤erentiable term :
which is positive and convexe. This term is de…ned on the space W 1;1 0 ( ) which is given by:
The resolution of tixotrope model leads to the following minimisation problem:
that has a unique solution, where the parameters and g are strictly positives.
Because the expression of J ;g (v) does not contain any di¤erentiable term, it is not possible to obtain any caracterisation using a variationnal equation. However, there exists a possibility of using the following variationnal inequality:
Corollary. Problem (P2) has a unique solution (See [2] and [3] ).
Theorem. Suppose that the function f; which is a numerical image in the space H g :
For the details of the proof see [1] , [4] and [5] . The consequences of this resultat in image processing are:
1. The norm of the gradient of f is local and show the paticular role in the image contors. E¤ec-tively, in presence of contors, the gradient of f is a hp , where h p is the distance between two pixels. Neverless, if f does have any contors, its gradient is uniformely bounded with respect to h p . We can then choose the two parameters and g in a manner that the tixotrope model modify the numerical image f only in the presence of contors. By taking in account these asumptions, our choice is as follows:
In this case, the tixotrope model will make corrections to the numerical image f if there exists contors, such that the grey level discontinuity is higher than a:
2. The tixotrope model proposes a local correction of image by taking in account the di¤erence between f and u ;g . We intend to do this on a sub part of the complete image.
3. A consequence of the above theorem is that the tixotrope model does not correct the small details of the image f: Only the parts with higher gradients are concerned. Hence a natural idea is to replace f by the smoothed image. When the gradient of u will be weak enough, the tixotrope model will conserve the smoothed image. However in the parts with strong gradients of u , which are also the ones of f , the tixotrope model will have the e¤ect to make more clear the contors that has been taken away by the smoothness of the procedure.
Serpent or Snake' s Method and Segmentation of images
Let f be a de…ned numerical image on an open domain ; we assume that the contors of this image are encountered by a line, denoted by ; inside : First, the numerical image is pratically discontinuous over , or it varies strongly on both sides of this line. Therefore, we can write down the problem of minimisation of the gradient of the smoothed image denoted by u , outside the discontinuous line and precisely with respect to this line. This strategy of segmentation, so called "snake's method" is mathematically well de…ned. It allows to determine the objets that constitute the image test (a face, a house, a box,. . . ).
From now the problem we will study consists of …nding a solution of the following system under the Neumann condition and depending on the line : The scheme of the system becomes :
If we set :
0 ( ); then, the optimisation problem is written as :
In the case of a snake or "a rectangle ", to calculate the gradient we solve two problems, one external and another internal, with respect to the contor using the same procedure as before and …nd the solution for both problems. By applying this method, it is necessary to study the interior, exterior and the corners of the rectangle. To complete these two steps, we need a third one that consists of making evolution of the contor, this is to say move it to the objects to be detected.
Numerical Application
In this section, we present some numerical applications to the two methods described in the above sections. For the isotrope smoothing, we consider the image "Gatlin"; we add a Gaussian noise and then apply a linear smoothing, by following the steps given by O.Wilk [8] (See also [6] and references therein. For this, we choose the parameters to be: = 0:01 and h = 0:1:For the snake's method, we take a square, by choosing a rectangle [38, 80, 41, 90] and the parameters = 1 and h = 0:1:The numerical results are resumed in Figure 1 .
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Conclusion
From the mathematical analysis and the numerical experiments, we conclude that both methods give good results (see the curves of residuals in …gure 1). Each one deals with di¤erent features, such as the presence or the abscence of contors, or data with high or weak gradient. We noticed from the numerical results that in the presence of contors the number of pixels becomes large, when " ! 0; and then the smoothing model is consistent. For the second model, the tixotrope algorithm is used only in regions with strong gradient. The advantage of this method compare to the former one is that the mathematical analysis allows us to control the whole feature, and therefore, we obtain methods that are performant. We can also localise contors or discontinuities and smooth irregularities by the snake's method.
