Abstract. A sampling expansion for vector-valued functions having values in a Banach space, together with an inversion formula, is derived. The proof uses the concept of framing models of Banach spaces that generalizes the notion of frames in Hilbert spaces. Two examples illustrating the results are given, one involving functions having values in L p [−π, π], 1 < p ≤ 2, and the second involving functions having values in L p (R) for 1 < p < ∞.
Introduction
The Whittaker-Shannon-Kotel'nikov (WSK) sampling theorem states that if a function f is band-limited to [−σ, σ], i.e., it is representable as
for some function g ∈ L 2 (−σ, σ), then f can be reconstructed from its samples, f (kπ/σ), that are taken at the equally spaced nodes kπ/σ on the time axis R. The construction formula is (1.2) f (t) = ∞ k=−∞ f kπ σ sin (σt − kπ) (σt − kπ) (t ∈ R), the series being absolutely and uniformly convergent on R. See, e.g., [17, p. 16] . Because the series in Equation (1.2) can be put in the form
where t k = kπ/σ and (1.4) G(t) = sin σt = σt
we shall say that the sampling series is a Lagrange-type interpolation series.
One of the generalizations of the WSK theorem, due to Kramer [11] , states that if there exist a function K(x, t) continuous in t such that K(x, t) ∈ L 2 (I) as a function in x for every real number t and a sequence of real numbers {t n } n∈Z such that {K(x, t n )} n∈Z is a complete orthogonal family in L 2 (I) for some finite interval I = [a, b] , then for any function of the form
with F ∈ L 2 (I), we have f (t) = ∞ n=−∞ f (t n )S * n (t), where
It is easy to see that the WSK Theorem is a special case of the Kramer Theorem because if we take I = [−σ, σ], K(x, t) = e ixt , and t n = nπ σ , then e it n x ∞ n=−∞ is a complete orthogonal set in L 2 (I), and in addition
Kramer [11] noted that the kernel function K(x, t) and the sampling points {t n } n∈Z may be found from certain boundary-value problems. More precisely, let L be the differential operator defined by
where p k (x) is a complex-valued function with n − k continuous derivatives, k = 0, 1, · · · , n, on I = (a, b), and p 0 (x) = 0 for any x ∈ (a, b),
Let U j (y) = 0, j = 1, · · · , n, be boundary conditions of the form
and consider the boundary-value problem [13, p. 82 ]
Kramer observed that if the boundary-value problem (1.7) and (1.8) is regular, self-adjoint, and possesses a function φ(x, t) that generates the eigenfunctions of the problem {φ n (x)}, when the eigenvalue parameter t is replaced by the eigenvalues {t n }, i.e., φ(x, t n ) = φ n (x), then one can take the sampling points to be {t n } and the kernel function K(x, t) to be φ(x, t). Any boundary-value problem having that property is said to have the Kramer property. Examples of boundary-value problems having the Kramer property can be found in [17] .
It should be emphasized that not every regular, self-adjoint boundary-value problem has the Kramer property. It can be shown that the boundary-value problem: y = −λy, 0 < x < π, with periodic boundary conditions y(0) = y(π), y (0) = y (π) does not have the Kramer property.
On the other hand, Kramer's sampling expansion is known to exist for some non-self-adjoint boundary-value problems and even for some self-adjoint problems that do not have the Kramer property. One technique to use for those problems is the Green's function method introduced by A. Zayed in [16] . Under the assumption that the Green's function of the problem, G(x, ξ, λ), has only simple poles at the eigenvalues and the boundary conditions are strongly regular (see [1] ), we have
uniformly for x, ξ ∈ I, where λ n and φ n are the eigenvalues and eigenfunctions of the problem, and ψ n are the eigenfunctions of the adjoint problem. It is known that {φ n } and {ψ n } are biorthogonal bases for L 2 (I). Now fix ξ and let
where P is an entire function whose zeros are all simple and located exactly at the eigenvalues of the problem. The function Φ ξ 0 (x, λ) is an entire function in λ since the simple poles of G(x, ξ 0 , λ), i.e., the eigenvalues of (1.7) and (1.8), are cancelled by the simple zeros of P (λ). The following theorem was proved in [1] ; see also [16] . Let f ∈ L 2 (I) and F (λ) be defined by
Then F (λ) is an entire function of order 1/n (where n is the order of the differential operator) and type not exceeding b − a that admits the sampling representation
The sampling series (1.10) , which is a Lagrange-type interpolation series, converges uniformly on compact sets of the complex plane and absolutely on C. One can then utilize (1.10) to derive an inversion formula for (1.9) in the form
for some function k(x, λ). An extension of these results to Hilbert spaces using frames has been obtained in [15] . The aim of this article is two-fold: 1) to extend (1.9) to Banach spaces, 2) to derive an analogue of the sampling series (1.10) and the inversion formula (1.11) in a Banach space setting. In order to do that, a notion of frames in Banach spaces is needed.
There are a number of generalizations of frames to Banach spaces. Chief among them are atomic decomposition, Banach frames with respect to sequence spaces, and framing models. Which one to use to derive an analogue of (1.10) and (1.11) was not obvious from the outset. It turns out that framing models are the most suitable for our work. The derivation of the inversion formula uses the sampling theorem, Bochner integrals, and some related inequalities, which fortunately all seem to work nicely with framing models.
In Section 2 we introduce the notation and preliminary material needed in the sequel. The sampling theorem is given in Section 3, followed by two examples. The first example deals with functions having values in L p [−π, π], 1 < p ≤ 2, and the second deals with functions having values in L p (R) for 1 < p < ∞. To the best of our knowledge, these examples are new and do not follow easily from the case p = 2. The inversion formula is derived in Section 4.
Preliminaries
Let {λ n } ∞ n=1 be a sequence of complex numbers, none of which is zero, with the point at infinity as its only limit point. Let us assume that λ m = λ n if m = n, and let us order them so that |λ 1 
is an entire function in λ of order τ, with p ≤ τ < p + 1, that vanishes exactly at the points λ = λ n and at no other point. We may include zero as one of the terms of the sequence and replace P (λ) by P 0 (λ) = λP (λ). Now we introduce the concept of frames in Banach spaces. Generalizing frames in Hilbert spaces to Banach spaces, C. Gröchenig gave the following definition of atomic decompositions: Definition 1. Let X be a Banach space and let X d be an associated Banach space of scalar-valued sequences indexed by N. Let (y i ) be a sequence of elements from X * and (x i ) a sequence of elements of X.
The idea of general frames actually appeared in 1985 in the work of Frazier and Jawerth [10] , where wavelet atomic decompositions were constructed for Besov spaces and were called φ-transforms. After Gröchenig formalized atomic decompositions, there followed a flurry of activity in this area. Feichtinger [6] and Feichtinger and Gröchenig [7, 8] developed a general theory for a large class of function spaces; see also [4, 5] . For a more general setting, Gröchenig [9] gave the following definition. 
then A, B are a choice of frame bounds for ((y i ), S).
It was pointed out in [2] that there is a natural relationship between these two definitions. Namely, a Banach frame is an atomic decomposition if and only if the unit vectors form a basis for the space X d . Moreover, Banach frames are quite general and in fact, every Banach space has a Banach frame. Unconditional convergence plays an essential role in Banach space theory. Taking the consideration of the unconditionality, Casazza, Han and Larson in [2] gave three natural formulations of frames for a Banach space and proved that all three definitions give the same frames. The following is the one we will use in this paper.
Definition 3.
A framing model is a Banach space Z with a fixed unconditional basis (e n ) for Z. Let {y n } be a sequence in X * and S : Z → X be a bounded operator. The pair ({y n }, S) is called a frame modeled on (Z, (e i ) i∈Z ) if the following hold:
(i) n x, y n e n ∈ Z, ∀x ∈ X, where the convergence is unconditional.
(ii) The norms ||x|| and || n x, y n e n || are equivalent.
We point out that, unlike Hilbert space frames for which the reconstruction operator S always exists, for Banach space frames this is not the case. That is why the existence of a reconstruction operator is required in the different definitions of Banach frames. In fact, it can be proven that the existence of such a reconstruction operator is equivalent to the property that the space { n x, y n e n : x ∈ X} is complemented in Z; see [3] . The following lemma, whose proof can be found in many standard textbooks on Banach spaces, will be needed in the proof of the main theorems.
Lemma 2.1. Suppose that {x n } is an unconditional basis for a Banach space X.
For any sequence {a n } with |a n | ≤ c, for all n, there exists M > 0 such that
whenever n c n x n exists.
The sampling expansion
Let ({y n }, S) be a frame modeled on (Z, {e n }) and let P (λ) be as in (2.1). Define L λ as follows:
x, y n e n ), ∀x ∈ X,
Now we state and prove the main theorem of this section.
Theorem 3.1. (1) For each fixed λ ∈ C, L λ is a bounded linear operator on X.
(2) If K is a compact subset of C, then the set {L λ : λ ∈ K} is uniformly bounded.
(3) F (λ) is a continuous vector-valued function that is completely determined by its values {F (λ n )} and can be reconstructed from these values according to the formula
where the convergence is unconditional.
Proof. (i) We prove (1) and (2) together, but first we show that L λ x is well-defined. Let us denote the sequence {λ n } by Λ. For any fixed
Since by assumption n x, y n e n converges unconditionally in Z, it follows from Lemma 2.1 that n
Clearly, h i is analytic except possibly at λ = λ i , but since P has a zero at λ = λ i , h i is actually entire. Therefore, max
Thus, by Lemma 2.1, it follows that for all λ ∈ K, there exists M > 0 such that
Also by (ii) of Definition 3 there exists a positive constant N such that
Then from (3.2) and (3.3) we have
So ||L λ || ≤ ||S||MN for any λ ∈ K, i.e., ||L λ || is uniformly bounded on K.
(ii) To prove that F (λ) is continuous, we show that G(λ) = 1 P (λ) F (λ) is continuous and since P (λ) is entire, it will follow that F is continuous. Let λ / ∈ Λ, and
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d λ be the distance from λ to {Λ}. Then, for any µ ∈ C such that |λ
Hence, by Lemma 2.1 again, there is a constant M > 0 so that
for all ν such that |µ − λ| < d λ /2. Therefore, once more from (3.2) and (3.3) we have
. From this and the continuity of F (λ), Equation (3.1) follows.
We close this section by two examples demonstrating the main result.
where 1/p + 1/q = 1. It is known [12] that if {λ n } is a sequence of real numbers so that |λ n − n| ≤ (p − 1)/2p for all n, then {e iλ n t : n ∈ Z} is an unconditional basis for
, where the convergence is unconditional. Now let
equipped with the norm ||{c n }|| = || n c n e iλ n t ||. Then {e n } will be an unconditional Riesz basis for Z, where e n (m) = δ n,m . Thus S :
. Therefore Theorem 2.1 applies and we have: if
where the series converges in 
, where 1/p + 1/q = 1. The set {ψ j,k (x)} is also an unconditional basis for L q (R). Therefore, we have
for any f ∈ L p (R), where the convergence is unconditional. Now let us map Z × Z one-to-one into Z and set
and equip it with the norm ||{c
. Therefore, by Theorem 3.1 it follows that if
where n is that unique integer that corresponds to the pair (j, k), then
where the series converges in L p (R).
Inversion formula
Now we derive an inversion formula for the vector-valued function F (λ) using Bochner integrals.
and let {λ n } n∈Z be a sequence of real numbers having ±∞ as its only limit points and no finite limit point such that
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Then if
we have 
, where 1/p + 1/q = 1 such that
It is easy to see that
The integral on the left-hand side converges absolutely, in view of Hölder's inequality, because The proof will be complete if we can justify interchanging the integration and the infinite summation above. Because B k ∈ L q (R), so is K N ; therefore, by the Lebesgue dominated convergence theorem, it suffices to show that Let e n be the standard basis for l p . Then for any η = (η n ) ∈ l p , we have η = n η n e n . Now for any y ∈ X * , we have S * y ∈ Z * = l q . However, η, S * y = Sη, y = n η n Se n , y = n η n Se n , y holds for all l p sequence (η n ). Therefore ( Se n , y ) must be an l q -sequence which determines the bounded linear functional S * y. Now since F (λ) = sup y =1 | F (λ), y |, for all y ∈ X * with y = 1, it follows that
x, y n Se n , y |.
By using Hölder's inequality and (4.2), we obtain
which, in view of (4.1), yields
This completes the proof.
