In this paper, we consider the nonergodic Ornstein-Uhlenbeck process
Introduction
The fractional Brownian motion (fBm for short) has already been widely applied in hydrology, traffic volume prediction, estimation of Hurst exponent of seismic signal, finance, and various other areas due to its properties such as long-range dependence, self-similarity, and stationarity of its increments. However, fBm is not sufficient for some random phenomena, so many researchers have chosen more general stochastic processes to construct stochastic models. For instance, Azzaoui and Clavier [] studied impulse response of the -Ghz channel by using α-stable processes. Lin and Lin [] studied pricing debt value in stochastic interest rate by using Lévy processes. Meanwhile, the weighted fractional Brownian motion (wfBm), which is a kind of generalizations of the fBm, can be also used for modeling.
We recall that the wfBm B a,b t with parameters (a, b) such that a > -, |b| < , and |b| < a +  and long/short-range dependence is a centered self-similar Gaussian process with covariance function Thus, motivated by all these studies, the present paper is concerned with the parameter estimation problem for nonergodic O-U process driven by the wfBm
where θ >  is an unknown parameter. Hu and Nualart [] used the LSE technique to define the estimation of the unknown parameter as follows:
where the integral , the quadratic function of θ
has minimum. Note that ElOnsy, Es-Sebaiy. and Ndiaye [] studied the parameter estimation for nonergodic fOU processes of the second kind with discrete observations. They proved the strong consistency of the estimators and obtained the rate consistency of those estimators. In this paper, we study parameter estimation problems for nonergodic OU processes driven by the weighted fractional Brownian motion with discrete observations. We construct two estimators, then prove the consistency of the estimators and get their rate consistency. By comparing ElOnsy, Es-Sebaiy, and Ndiaye [] with our paper, we obtain both the consistency of the estimators and their rate consistency. However, there is some difference of the processes we study.
From a practical standpoint, it is more realistic and amusing to consider asymptotic properties of the estimator based on discrete observations of X t . We suppose that an Ornstein-Uhlenbeck process X t is observed in equidistant times with step size n : t  = n , t  =  n , . . . , t n = T n = n n , where we denote by T n the length of the 'observation window. ' The goal is to construct two estimators for θ that converge at rate √ n n based on the observational data X t i , i = , , . . . , n.
Since
In the following, we construct two different discrete version estimators ofθ T n . In (), let us replace
Then the estimators of θ are as follows:
. Then () and () can be rewritten respectively aŝ
The paper is organized as follows. In Section , some preliminaries for the wfBm B a,b t and main lemmas are provided. In Section  the strong consistency ofθ n andθ n are proved.
In Section , we show the rate consistency ofθ n andθ n . Finally, we make simulations to show the performance of two estimatorsθ n andθ n . 
Preliminaries and main lemmas
 [,t] ,  [,s] H = R a,b (t, s). The mapping E ϕ → B a,b (ϕ) = T  ϕ(s) dB a,b s (B a,b (ϕ)
is a Gaussian process on H, and
is an isometry from the space E to the Gaussian space generated by the wfBm B a,b t , and it can be extended to the Hilbert space H. We can find a linear space of functions contained in H in the following way. Let |H| be the linear space of measurable functions ϕ on [, T] such that
It can be proved that (|H|, ·, · |H| ) is a Banach space (see Shen et al.
[] and Pipiras and Taqqu [] . Moreover, 
where I n (f ) is the multiple stochastic integral of a function f . It has the following property:
Naturally, for any
To prove the consistency of the estimatorsθ n andθ n , we will use the following lemmas. 
Then, for all ε > , there exists a random variable η ε such that, for any n ∈ N,
Lemma  Assume that - < a < ,  < b < a + , a + b > , and n →  and T n → ∞ as n → ∞. Then, for any α > ,
In particular, as n → ∞,
where
o-notation o(•) is defined as an infinitesimal of higher order of •.
Proof First, it is easy to get the solution of SDE ():
Applying (), we have
Next, we need to deal with the term e -θT n S n :
Hence,
Because e θ n - = θ n + o( n ), we have
applying the Minkowski inequality, we have
By the Cauchy-Schwarz inequality we can rewrite () as
According to (), we can calculate 
where M = B(a + , b + ). Hence,
where c(a, b, θ ) is a positive constant depending on a, b, θ , and its value may be different in different cases. Therefore, for any α > ,
According to () and Lemma , there exists a random variable X α such that
For the convergence (), we assume that n 
Establishment and strong consistency of the estimators
In this section, we construct two estimatorsθ n andθ n and prove the strong consistency. Using t i = i n (i = , , . . . , n) and (), we have
and
Applying () and (), we can write the estimatorθ n in () aŝ
Substituting () into (), we can write the other estimatorθ n of θ aš
Assume that θ >  and that n →  and n +β n → ∞ for some β >  as n → ∞. Then
Proof To prove (), we need to show that
According to (), it suffices to show that
By the Minkowski inequality and () we have
Noting that
and thus () can be written as follows:
By () and Lemma  there exists a random variable X α such that
Hence, the convergence () is satisfied.
Observe that 
Rate consistency of the estimators
In this section, we show that √ T n (θ n -θ ) and √ T n (θ n -θ ) are bounded in probability.
Assume that n → , T n → ∞, and n
Proof () Firstly, we consider the case of q = . According to (), we have
Because n +β n → ∞ as n → ∞ for some β >  and
as n → ∞,
Applying (), we have that, as n → ∞,
Therefore we get the result () when q =  by combining (), (), (), and (). Next, we consider the case of q > . According to (), we have
Then by using (), (), (), and () the result () is obtained when q > . Finally, the case of  ≤ q <  is a direct result. Thus the proof of () is completed.
() According to (), we have
where o(  n ) is an infinitesimal of higher order than  n as n → ∞. Because n →  and n  n →  as n → ∞, we have
Let us now show that, as n → ∞, √ T n e -θT n G n e -θT n S n →  in probability.
Applying (), it remains to prove √ T n e -θT n G n →  as n → ∞ in probability.
Using (), we have
The last convergence () follows from n +β n → ∞ as n → ∞. Applying the Markov inequality, as n → ∞, we have
T n e -θT n G n →  in probability.
Thus, combining (), (), and (), we deduce the conclusion (). 
