Considered here are examples of statistical prediction based on the algorithm developed by Kim and North. The predictor is constructed in terms of space-time EOFs of data and prediction domains. These EOFs are essentially a di erent representation of the covariance matrix, which is derived from past observational data. The two sets of EOFs contain information on how to extend the data domain into prediction domain (i.e., statistical prediction) with minimum error variance. The performance of the predictor is similar to that of an optimal AR model since both methods are based on the minimization of prediction error variance. Four di erent prediction techniques|canonical correlation analysis (CCA), maximum covariance analysis (MCA), principal component regression (PCR), and principal oscillation pattern (POP)|have been compared with the present method. A comparison shows that oscillation patterns in a dataset can faithfully be extended in terms of temporal EOFs, resulting in a slightly better performance of the present method than that of the predictors based on the maximum pattern correlations (CCA, MCA, and PCR) or the POP predictor. One-dimensional applications demonstrate the usefulness of the predictor. The NINO3 and the NINO3.4 sea surface temperature time series (3-mo moving average) were forecasted reasonably up to the lead time of about 6 months. The prediction skill seems to be comparable to other more elaborate statistical methods. Two-dimensional prediction examples also demonstrate the utility of the new algorithm. The spatial patterns of SST anomaly eld (3-mo moving average) were forecasted reasonably up to about 6 months ahead. All these examples illustrate that the prediction algorithm is useful and computationally e cient for routine prediction practices.
Introduction
This study examines the performance of a general statistical prediction algorithm developed in Kim and North (1998) . In particular, the algorithm is applied to detecting the spatio-temporal patterns of El Niño. El Niño is the largest, short-term interannual climatic uctuation over the tropical Paci c Ocean characterized by the occurrence of a warm watermass in the eastern Paci c. Prediction of El Niños is of great importance, since they have signi cant impacts on the global and local climate, environment, and economy.
El Niño is known to be a quasi-periodic disturbance of the Earth's climate system with the period varying between 2 to 6 years. Not only the periodicity but also spatio-temporal structure of El Niño are di erent from one event to another|seemingly an extremely di cult phenomenon to predict. Improved prediction skill of El Niño over the recent years employing dynamical models, however, indicates that El Niño is more predictable than was rst thought. The extended prediction skill is usually attributed to internal ocean dynamics. The so-called \delayed oscillator" concept (Suarez and Schopf 1988; Graham and White 1988; Battisti and Hirst 1989; Cane et al. 1990; M unnich et al. 1991 ) is accepted by many.
In the context of the delayed oscillator, the onset and termination of El Niño (warm) and La Niña (cold) are treated as \cyclic" implying \a priori" predictability. Statistical methods are good for predicting such quasi-cyclic disturbances. Indeed, earlier statistical approaches have shown that El Niño is predictable at about 6 month lead time or longer. This predictability surely comes from the occurrence of low-frequency variability in the data (Barnett et al. 1988 (Barnett et al. , 1994 . In this study, a new statistical predictor is applied to El Niño as a demonstration of its performance and utility.
The predictor in this study is constructed based on space-time empirical orthogonal functions (EOFs) of the predictand eld. These EOFs represent the eigenfunctions of the covariance matrix of a predictand eld. The covariance statistics, in turn, represent our knowledge on the predictand eld from past observational data. Then, a prediction lter is constructed using EOFs such that prediction error variance is minimized according to our knowledge of the predictand eld. Our knowledge, of course, is incomplete both due to the insu ciency of data and the stochastic component in the predictand eld, and the predictor is only as good as our knowledge derived from the past records.
The performance of the predictor should be similar to that of an AR predictor (with an optimal order) since both methods are based on the minimization of prediction error variance. The latter uses a temporal covariance matrix directly in the form of the prediction normal equations (Newton 1988 ) while the former uses EOFs which are derived from a covariance matrix (Kim and North 1998) . Although the latter assumes the form of a onedimensional predictor, it can be used for two-dimensional prediction in a manner similar to the present predictor. Namely, the independence of the principal component (PC) time series of EOFs allows them to be predicted individually via an AR predictor. One essential di erence of the present predictor, however, is the prediction in both the space and the time domains while the AR prediction is limited to only in time. Also, the EOF representation of the predictand eld allows us to examine and preferentially select the EOF modes, both in space and time, that are bene cial for prediction.
One of main motivations for the EOF representation of the predictor is the simplicity and the completeness of an EOF basis set. Some methods employ principal oscillation patterns (POPs), or complex normal modes, because moving patterns of El Niño can be represented better in terms of a group of complex POPs than stationary patterns like EOFs. Then, prediction is conducted in terms of complex POP coe cients and eigenvalues which contain information on how the resolved spatial patterns (POPs) evolve in time von Storch 1990, Penland and Magorian 1993) . In the present study, a POP representation has not been considered because POP modes do not form an orthogonal basis set (Hasselmann 1988; von Storch et al. 1995) . Due to the use of regular EOFs instead of POPs, the present method will be inferior to those using POPs in resolving the moving patterns of El Niño. Thus, one may have to use many EOFs instead of a few POPs (e.g., Penland and Magorian 1993) . In the present technique, temporal evolution of spatial patterns is extracted from the PC time series of EOFs. Unlike POPs which have unique decay (e-folding) times and oscillation periods attached to them, temporal evolution of each EOF pattern is given in terms of temporal EOFs of the corresponding PC time series. In essence, temporal EOFs show how the matching spatial pattern evolves in time. The resolution of temporal oscillation patterns in terms of temporal EOFs certainly deserves attention and works well as will be demonstrated in the examples.
In some other studies complex EOFs or extended EOFs are used to represent the moving spatial patterns of El Niño (Graham et al. 1987a,b; Barnett et al. 1988) . Again, complex EOFs or extended EOFs are better than regular EOFs in resolving moving patterns. A beauty of the present algorithm is that it can easily be implemented in terms of any set of orthogonal basis functions. Thus, complex EOFs and extended EOFs are suitable basis functions to build the predictor. In fact, the use of cyclostationary empirical orthogonal functions (CSEOFs) as a basis set for the predictor is currently being considered since El Niño is strongly phase locked to the annual cycle of the tropical sea surface temperature (SST) eld and its phase and prediction depend sensitively on the time of the year.
As a cross validation and a comparison of the performance the predictor will be compared with four other predictors. They are the predictors based on the principal oscillation pattern (POP) technique, the maximum covariance method (MCA), the canonical correlation method (CCA), and the principal component regression method (PCR). These predictors were developed in the EOF space of the predictand eld.
The present technique as applied to a PC time series T i can be written as
?(t; t 0 ) T i (t 0 ); t 2 R;
(1) where ?(t; t 0 ) is the prediction lter (kernel) and D and R are called the data domain and prediction domain, respectively. Future values of T i (t) are predicted by applying a lter to observed values of T i (t). A prediction lter is speci cally tailored for each dataset and is constructed in terms of EOFs (e.g., Fig. 1 ). The prediction algorithm is described in detail in Kim and North (1998) .
The POP technique essentially nds the period and the dampling scale of oscillation patterns in a dataset which allow the prediction of the POP coe cient time series (Penland 1989; Xu and von Storch 1990; Penland and Magorian 1993) . A POP model is given by
where i and j are EOF mode numbers. The so-called system matrix is obtained by
Here C(n) is the lag-n spatial covariance matrix of fT i (t)g. An eigen analysis of the system matrix yields eigenvalues n and eigenfunctions P n which are called the POPs. Since the system matrix is not symmetric POPs and eigenvalues may be, in general, complex. (See the detailed introduction to the technique by J.-S. von Storch (1995) .) Then, the Green's function at any arbitrary lag is given by (Penland 1989) G( ) = X n P n ? n Q T n ; (4) where P n and Q n are, respectively, the nth POP and adjoint POP patterns, namely P n Q T n = Q n P T n = I; (5) where the superscript T denotes transposition and I is an identity matrix. The POP prediction, then, is given by
The POP prediction consists essentially of nding spatial patterns and their decay and oscillation time scales in terms of complex POP eigenvalues.
The CCA analysis (Glahn 1968 ) nds a set of pairs of eigenvectors (P k ; Q k ) from two datasets fX i (t)g and fY i (t)g so that (see also von Storch 1995)
where P ki and Q ki are the ith components of the eigenvectors P k and Q k , respectively. The PC time series f k (t)j k = 1; 2; : : :g constitute a set of independent random variables and so do the PC time series f k (t)j k = 1; 2; : : :g. That is, k (t) l (t) = kl ; and k (t) l (t) = kl ;
where h i represents an ensemble average and is the Kronecker delta. Further, the two sets are also independent of each other. Namely,
for all k and l:
A pair of eigenvectors, say mode number k, is determined such that the corresponding PC time series have the maximum correlation for given k ? 1 modes. The mode number is arranged such that the correlation of a lower mode is larger than that of a higher mode. In prediction, the CCA technique is used to maximize the correlation between the predictand and the transformed predictor elds (Graham et al. 1987a,b; Barnett et al. 1988) . In terms of the predictor eld X(t), predictand eld Y (t) is given by (Yu et al. 1997) Y i (t) = The MCA analysis is similar in spirit to the CCA analysis Wallace et al. 1992; von Storch and Zwiers 1998) . Instead of trying to achieve maximum correlations between two sets of PC time series, the MCA analysis aims at nding a pair of PC time series which share maximum covariance of the datasets. It was found that the performance of a predictor based on the MCA technique is a little better than that of the CCA technique Wallace et al. 1992) .
The PCR analysis is, in essence, expressed by (Draper and Smith 1981; Yu et al. 1997) Y i (t) = X j R ij X j (t) + e i (t); (13) where fY i (t)g is a predictand vector eld, fX i (t)g is a predictor vector eld, R is a regression coe cient matrix, and fe i (t)g is a random error vector. Each component of predictand and predictor vector elds is a PC time series. The goal of a regression analysis is to minimize the regression error fe i (t)g. Of course, prediction proceeds according to (13) without the regression error term.
In the CCA, MCA, and PCR analysis, the predictor eld may, in general, be di erent from the predictand eld. In this study, however, the predictor eld is purposely set to be the same as the predictand eld so that direct intercomparisons of di erent predictors are possible. The purpose is to examine the conceptual di erence from the others and to demonstrate the utility of the present predictor. The three predictors above basically nds a transformation between the predictor and the predictand elds, that results in the maximum correlation between the two elds. This transformation with maximum correlation allows the predictand eld to be estimated reasonably in terms of the predictor eld. The present method, on the other hand, uses temporal oscillation patterns for predicting future values. This is a signi cant di erence between the present predictor and the other methods. Comparisons will reveal that the idea of extending temporal oscillation patterns in terms of temporal EOFs works ne and that the performance of the present predictor is comparable, if not superior, to those based on maximum correlations between the predictand and predictor elds.
Section 2 of this article includes one-dimensional prediction examples. A particular emphasis is given to El Niño-Southern Oscillation (ENSO) predictions. In this section, the present method is compared with the AR predictor since both are based on the minimization of the prediction error variance. Also comparisons with di erent prediction methods should be possible since there have been extensive studies accumulated over the past decade or so. Section 3 discusses a two-dimensional prediction example. It concerns the prediction of spatial patterns of El Niños. In this section, the performance of the present predictor is compared with four di erent statistical predictors frequently used in practice in the El Niño predictions. Some concluding remarks follow in section 4.
One-Dimensional Applications
Included here are one-dimensional (1D) applications of the EOF-based predictor developed in Kim and North (1998) . The rst dataset represents a 47-yr (1950-1996) Prior to prediction the observational data was smoothed via 3-pt running averaging, which utilizes data one month in the future. Alternatively, one can construct a smoothed 1D time series from a two-dimensional eld which is smoothed via EOF truncation.] This smoothing increases the correlation scale rather signi cantly. It is necessary in a statistical prediction that high-frequency uctuations, both in space and time, be removed for improved predictability.
It should be noted that actual lead time is one month shorter than nominal lead time in predicting smoothed time series since 3-pt smoother uses one point in the future. Of course, estimating actual (monthly) observations from moving averages requires one additional future point. As a result prediction skill for the raw (monthly) data will be reduced by two months. There is an argument, however, that short-scale uctuations (of Nyquist frequency) are not part of El Niño and may represent background noise and removing them bene ts the prediction of El Niño. Namely, smoothed data may be a better representation of El Niño, which could be a biased opinion of the authors. At any rate, the prediction of 3-mo moving-averaged SST eld is fairly common in practice (see, for example, climate diagnostics bulletin published by the U.S. Department of Commerce). In the following, nominal lead time is used and the results should be understood as described above.
The covariance function of the time series (not shown) was computed based on the rst 32 yrs of data and is similar to that of a second-order Markov process with some oscillatory behavior (Kim and North 1998) . It decays rapidly to zero with increasing lag with a correlation length scale of about 6.5 months. This indicates an inherent limit in the statistical predictability of ENSO. The optimal prediction kernel of the NINO3 time series is shown in Fig. 1 . It is similar to that of the second-order Markov process (e.g., Fig. 6 in Kim and North 1998) but the shape is more irregular. Predictability decays rapidly away from the data domain boundary into the future with some undulations in the prediction kernel indicating the presence of some oscillatory processes. Figure 2 shows predictions of the SST time series at four di erent lead times. Note that the prediction forward of 1982 is a \forecast" since the prediction lter is computed based only on the data prior to 1982. The data domain (length of the lter) is 60-mo long which barely covers the major periodicity of El Niño. The prediction lter is updated at every step with new observational data for forecasting. As shown in the gure, predicted values are fairly similar to the observed values up to the lead time of about 6 months. At the lead time of 6 months the onset of major El Niño occurrences was rather reasonably predicted although the exact timing was not captured. At the lead time of 9 months and longer, the predictor seriously underestimates the major peaks in the observational data. There is still some predictability as evidenced by concurrent peaks in the data and in the prediction. Since the predictor is purely statistical this predictability should come from low-frequency uctuations of the data (Barnett et al. 1988 (Barnett et al. , 1994 .
The correlation and the relative prediction error variance of the predictor for the SST time series are shown in Fig. 3 
where is correlation between forecast and raw data, and , f and e are standard deviation of raw data, forecast, and prediction error, respectively. The minimum value of is 0.25 for 0:5 and ( f = ) 0:5. Note that the latter requirement is enforced because statistical predictors tend to underestimate f . Thus, the prediction skill here is de ned as the maximum lead time for which correlation between observation and prediction is greater than 0.5 and relative prediction error variance is less than 0.75. NINO3 SST is reasonably predictable up to about 7 mos in advance. The skill of the predictor is substantially better than the damped persistence at all lead times. The damped persistence is used hereafter, which is essentially an AR-1 prediction. Relative prediction error quickly approaches 100% (i.e., = 0) as the lead time exceeds about 8 months. There is only a slight seasonal change in the predictability ( gure not shown). There is no pronounced \spring barrier" in the predictability. In fact, the lowest predictability is in the winter. The result seems to be consistent with other seasonal ENSO prediction studies based on statistical approaches (Graham et al. 1987b; Barnett et al. 1988; Latif et al. 1994) . As shown in the gure the performance of the present predictor is almost the same as that of an order-17 AR predictor. This is a reasonable result since both methods are based on the minimization of prediction error. The computational di culty and expense of the AR predictor is slightly less than the present predictor. The latter, however, is more exible in terms of data smoothing via EOF truncation. Further, generalization of the AR method is not obvious for nonstationary processes such as cyclostationary processes. Note that the order of the best AR predictor is relatively high because of the presence of semi-regular uctuations in the dataset. They are identi ed as sharp, moderately high spectral peaks in the 2 to 6-yr band. It is often seen that the performance of a statistical predictor is compared with that of an order-1 AR predictor. A low-order AR model is typically ackward to model semi-regular uctuations. As shown in Fig. 4 prediction is a simple phase shift of the observational data with peaks slightly damped according to the damping scale of the AR model.
Finally, it should be emphasized that hindcasting and forecasting skills for the present predictor are not much di erent. This can be argued by reasoning that the covariance function should be almost the same when a small section of the record is discarded (resampling). In reality, however, covariance statistics are not truly stationary. They change from one time to another also partly due to sampling error. A small di erence in the predictability re ects the combined e ect of sampling error and slight nonstationarity.
The second dataset is the 47-yr (1950-1996) time series of the sea surface temperature (SST) in the NINO3.4 area (5 N ? 5 S and 170 ? 120 W). As in the previous example the observational data was smoothed via a 3-mo running averaging. Then, the covariance function and the prediction lter were constructed based on the rst 32-yr of the dataset. The length of the prediction lter is 60 months and it looks very similar to that in Fig. 1 for the NINO3 time series. Figure 5 shows predictions of the SST time series at four di erent lead times. These predictions are hindcasting prior to 1982 and forecasting since 1982. As shown in the gure, the observed values were faithfully predicted up to the lead time of 6 months. The prediction of the amplitude and the onset of each El Niño is reasonable. In particular, the 1987-88 event was successfully predicted. At the lead times of 9 months and longer the predictor underestimates the observed El Niño and La Niña conditions. The 1982-83 event was poorly resolved.
The correlation and the relative prediction error variance of the predictor for the SST time series are shown in Fig. 6 . Note that the prediction skill is not much di erent for hindcasting and forecasting for the present predictor. As in the earlier example, ENSO is reasonably predictable up to about 6 mos in advance. The skill of the predictor is better than the persistence at all lead times. There is a slight seasonal variation in the predictability of El Niño. This seasonal variation in the predictability is rather di erent from other studies. There is no hint of the so-called \spring barrier" in the predictability. The performance of the present predictor is again almost the same as that of an AR predictor. The order of the best AR predictor (order 17) is fairly high in order to explain the semi-regular uctuations in the dataset. They are identi ed as moderately high spectral peak(s) in the ENSO band.
Two-Dimensional Applications a. El Niño prediction comparisons
It is also useful to forecast the spatial patterns of El Niño. As delineated in Kim and North (1988) a two-dimensional (2D) prediction requires space-time EOFs of the prediction eld. Major spatial patterns of the 40 years of the tropical Paci c SST eld are depicted in Fig. 7 . The data covers the area (120 E-80 W) (30 N-30 S) and is derived from the Comprehensive Ocean-Atmosphere Data Set (Woodru et al. 1987 ). The dataset was smoothed via 3-mo running averaging prior to the computation of EOFs. These EOFs together explain about 40% of the total variability. The rst two patterns have been identi ed to be similar to EOFs (e.g., Cane 1992; Chang et al. 1995; and POPs (Chang et al. 1996; Penland and Magorian 1993) of simulated SST anomalies (see also Fig. 11 ). In the experiment, the spatial extent of the data domain is the same as the prediction domain (Kim and North 1988) . They di er only in the temporal extent.
Let us rst examine the performance of ve di erent statistical predictors. They are the POP, MCA, CCA, PCR, and EOF-based predictors. Note that the performance of CCA predictor is almost the same as MCA predictor and hence only MCA results are shown in the following. As mentioned earlier prediction is conducted in the EOF space and the rst 10 EOF modes have been retained. The predictors used here are in their most basic forms although some re ned versions may currently be used in practice. In this experiment the predictor and predictand elds are the same although MCA and PCR can be used with a predictor eld that is di erent from a predictand eld. The predictor eld is purposely set to be the same as the predictand eld so that this exercise clearly depicts and compares the performance of the predictor based on temporal EOFs (present predictor) and the others based on the maximum correlations (MCA, CCA, PCR). In all the cases, predictor is constructed based on the rst 30 years of data. Figure 8 shows the NINO3 time series derived from the predicted 2D SST elds in comparison with the observation. At the 3-mo lead time all the predictors reproduce reasonably the NINO3 SST time series although time lagging is rather obvious in all the predictions. At the 6-mo lead time lagging is more pronounced especially in the predictions based on the MCA predictors. The performance of the predictors are summarized in Fig. 9 . The EOF, POP, and PCR predictors do a moderate job with the prediction skill extending up to about 7 months. The performance of the MCA and the CCA predictors is not very satisfactory. In fact, the MCA and CCA predictors is only negligibly better than persistence at all meaningful lead times.
An example of maximum covariance patterns in the MCA analysis is shown in Fig. 10 . The predictand eld here is the same as the predictor eld except that it is shifted backward in time by 12 months (i.e., 12 month lead time). The rst CCA eigenvectors show that the rst EOF pattern dominates the predictor eld as should be expected and the second EOF pattern dominates the predictand eld. Bear in mind that the rst two EOF modes are the typical patterns associated with El Niños (Fig. 7) . In fact, they look similar to the 3rd POP patterns with about 27-month period (see Fig.11 ). Thus, the rst CCA patterns make sense. That is, if the rst EOF mode is dominant in the predictor eld then the second mode will be dominant in 12 months (or rather in half the period) because of their phase relationship. The second CCA pattern is more di cult to interpret. The 3rd, 4th, and 5th EOF modes in the predictor eld are correlated mainly with the rst EOF mode at 12-month lead time. If the 1st and 2nd EOF modes were exactly periodic one might expect that the second CCA patterns similar to the rst CCA patterns with the dominance of the rst and second EOF modes switched in the predictor and predictand elds. This seems to indicate the asymmetry of the El Niño phase progressions. Such pattern correlations does not explictly make use of the temporal evolution of patterns as was done in the developed predictor. The result is a surprisingly unsatisfactory prediction skill shown in Fig. 9 .
The POP prediction is essentially based on the period and the decay time of POP modes, which are derived from the eigenvalues of POPs. Shown in Fig. 11 are the 3rd POP mode and its adjoint pattern which have great relevance to El Niño prediction (see also Penland and Magorian 1993) . Indeed, the imaginary and real parts of the 3rd POP clearly resemble the rst and the second EOFs, respectively. The period of the mode is 27 months which is in the period range (2-to 6-yr) of the observed El Niños. Fig. 12 shows the AR spectra of the real and imaginary parts of the 3rd POP PC time series, which were smoothed by using the singular spectral analysis (Dettinger et al. 1995; Vautard et al. 1992) . The spectral peaks are at somewhat di erent periods than that derived from the eigenvalue (27 months). Actually there is only a little power at the given periodicity indicating a weak cyclicity of the identi ed patterns. The gure also indicates the sensitivity of the POP period. Thus, it is necessary to examine whether the oscillation of major POP patterns is regular or not prior to prediction exercise. This requirement seems to be reasonably satis ed by the sea level pressure dataset (Xu and von Storch 1990) .
b. El Niño pattern predictions Figure 13 shows the observed and predicted SST elds from September 1982 to January 1983 using the developed predictor. The prediction is at the lead time of 3 months. This exercise is forecasting since only past observational data have been used in construct-ing the spatial covariance function, which then was used to compute the EOFs. Only 18 EOF modes have been used for prediction, which explain about 80% of the total variability. The neglected EOFs seem to represent background noise and may be irrelevant for El Niño prediction. In the comparisons the observational data were also smoothed in terms of 18 EOFs. As shown in the gure, the predicted elds are somewhat underestimated even at this short lead time. The predicted El Niño pattern, however, is fairly similar to that in the observational data. The onset of the 1982/1983 El Niño was not accurately captured with the signi cant delay in the prediction. This delay is also obvious in Fig. 8 . It should be noted that the underestimation and the retardation of the predicted eld are a common and inherent feature for many di erent statistical and dynamical predictors (e.g., Barnett et al. 1993; Penland and Magorian 1993) .
During the period of September 1987 to January 1988, forecasted SST elds similarly underestimate the observational data (Fig. 14) . The prediction delay is not serious in this case and the spatial patterns of this fully developed stage of ENSO were faithfully reproduced at the lead time of 3 months. The observed and the predicted SST elds were also plotted in Fig. 15 for the period of October 1991 to February 1992. There is not much phase retardation in the predicted eld. The predictions from November to December 1991 are unsatisfactory with the spatial patterns of the El Niño not well reproduced. In fact, most predictors have varying degree of di culty in forecasting this El Niño. These forecasts demonstrate the utility of the developed predictor. Although there is some apparent delay the predicted patterns, nevertheless, are reasonable. The prediction seems to somewhat underestimate the observed eld most of the time.
Finally, Fig. 16 shows the prediction skill of the two-dimensional predictor for the monthly SST anomaly eld. Correlation between the observed and predicted elds was based on the 42 years of data. Note again that both the observed and the predicted elds were smoothed in terms of 18 EOFs. We assume that the neglected EOFs represent \noise" patterns irrelevant with the prediction of El Niños. The spatial patterns of El Niño are predictable reasonably (correlation greater than 0.5) more than about six months in advance. The correlation skill of the predictor is better than persistence at all the lead times. Predictability increases to about 9 months along the tropical equatorial belt in the spring. There is not much seasonal variation in the predictability of El Niño. Also, signi cant skill is not con ned in the narrow equatorial band as in other dynamical studies. This may be because EOFs and POPs from numerical models are much narrower in latitudinal extent than those of observational data.
Summary and Concluding Remarks
Considered here were the applications of the general statistical predictor developed in Kim and North (1998) . The predictor is based on the minimization of the prediction error variance. All the examples demonstrate that the performance of the developed predictor is reasonable and that it is a useful tool for climate studies. The developed predictor is computationally simple and e cient and yet achieves the maximum linear predictability that a dataset a ords under the stationarity assumption. Although dynamical methods should eventually outperform statistical methods as models are continually being improved (e.g., Behringer et al. 1998; Ji et al. 1998) , the developed predictor seems to be a simple and useful tool for routine prediction exercises including El Niño predictions.
The performance of the AR predictor is similar to that of the present predictor since both methods are based on the minimization of prediction error variance. In the former method an optimal order of the AR model should rst be found for prediction. The optimal orders are generally high in El Niño applications. The performance of a loworder AR predictor is poor with the sign of signi cant phase delay. On the other hand, the developed predictor requires accurate EOFs, which in turn require a su ciently long dataset. For a short record (less than three times the length of prediction domain), the performance of the EOF-based predictor will be suboptimal and a high-order AR model may be a better choice.
The present predictor is conceptually di erent from other predictors that utilize correlation patterns between the predictor and predictand elds as a means of prediction. The developed predictor makes use of the temporal patterns of uctuation derived from past observations of a predictand eld. This was done in terms of space-time EOFs. A comparison shows that the idea works well. According to the limited test, the performance of the EOF-based predictor is slightly better than those based on maximum pattern correlations or POPs. The POP predictor nds major spatial patterns and the associated periodicities and damping scales of a predictand eld. Often, the period and damping scale of a POP pattern are not accurate since a multivariate AR-1 model like POP is incapable of accurately extracting complex and multiple periodicities. Further, it is di cult to argue that the El Niño patterns have regular periodicities.
Some interesting results from 1D El Niño prediction examples are: (1) The El Niños were forecasted reasonably up to about 6 months from the NINO3 and NINO3.4 time series which were smoothed in terms of 3-mo moving averaging (e.g., Latif et al. 1994) . Highfrequency uctuations in the dataset have been removed prior to prediction exercise on the ground that they may represent background noise. The performance of the predictor much degrades in the presence of high-frequency uctuations. The resulting prediction skill, with the consideration of 3-mo smoothing, is much better than the persistence and seems to be in the general range of predictability of other elaborate predictors including Barnett et al. (1988) , Xu and von Storch (1990) and Penland and Magorian (1993) . The prediction skill is lower than that of some dynamical approaches using models (e.g., Cane et al. 1986; Latif and Fl ugel 1991; Latif et al. 1994; Chen et al. 1995; Ji et al. 1996 Ji et al. , 1998 . (2) The main source of predictability in the present approach is low-frequency uctuations in the data. Such low-frequency uctuations are reasonably well reproduced and extended (in time) in terms of temporal EOFs. Judging from the reasonable prediction skill of the present technique over a fair extend of lead time, such low-frequency uctuations indeed characterize ENSO events approximately. (3) As in many other studies, the predictability of El Niño is seasonally dependent. The "spring barrier," however, is not so apparent as in other studies. The seasonal dependency seems to be associated with the seasonal phase locking of the SST anomalies (Balmaseda et al. 1995) and the seaonal variation in the basic state or background statistics (Chen et al. 1995; Davey et al. 1996) . A plausible explanation for the lack of spring barrier seems to lie in the decadal variations of the proposed mechanisms.
Results from 2D examples are: (1) The spatial patterns of El Niño after 3-mo moving averaging were predicted reasonably up to 6 months ahead over the entire equatorial Paci c basin. The predictability has strong geographic dependency with somewhat larger predictability in the eastern and central Paci c. Along the tropical equatorial belt El Niño can be predicted up to about 9 months. There is also a weak seasonal dependency with stronger predictability in the spring. (2) In 2D examples, phase delay in the prediction is an obvious problem for all the statistical predictors considered in this study. The phase delay occasionally is as large as the lead time making the prediction useless. Also, underestimation of the predictand eld is another obvious problem. All the statistical predictors underestimate the predictand eld in general.
There is also a further improvement to be made. In some prediction studies, it may be bene cial to include the phase information. For one thing, statistics of the data may not be stationary. Statistics of the surface temperature eld, for example, exhibit signi cant seasonal dependency (Kim et al. 1996; Kim and North 1997) . Also some phenomena such as El Niño may be strongly phase locked with the seasonal cycle (Jin et al. 1994; Tziperman et al. 1994; Chang et al. 1994 Chang et al. , 1995 . This phase dependency of the predictor can be incorporated easily by using CSEOFs (Kim et al. 1996; Kim and North 1997) . The predictor developed in Kim and North (1998) can easily be generalized for any complete basis set. . Prediction skill of the two-dimensional linear predictor for the monthly SST eld. The SST eld was smoothed via 3-mo running averaging. The prediction skill here is based on the reconstructions taking only 18 EOFs, which explain about 80% of the total variability.
