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Abstract 
Nowadays, implementing cost-efficient mobile backhaul networks is becoming one of the 
main problems for mobile operators, especially in rural and isolated areas where wired 
backhaul solutions such as cooper and optical fibre cannot be deployed in an easy and 
cheap way. Hence, there is a need for working with wireless solutions (WiLD, satellite, 
WiMAX, etc.). However, due to the forecasted increase in the number of mobile subscribers 
worldwide, particularly in these areas, and the fact that sometimes the locations are 
geographically challenging, the use of just one backhaul technology is not enough in some 
cases and, therefore, solutions based on heterogeneous backhaul networks should be 
addressed. 
In this project a dimensioning tool for networks with multiple heterogeneous backhaul links 
is proposed. The aim is to help operators decide how much bandwidth they should allocate 
for each type of backhaul in order to manage the network in the most cost-efficient manner, 
taking into account the fact that higher bandwidths usually imply higher costs but lower 
delays, and, therefore, better quality of experience for the users. To that end, the cost and 
congestion (i.e. queues state) associated to each possible bandwidth are characterized 
from the solution of a Markov chain. Nevertheless, contrary to the case where only one 
single type of backhaul link is available, when considering multiple and heterogeneous 
backhaul links, the Markov chain depends on the strategy (or policy) defined to allocate 
new incoming connections in the backhaul links available. As a result, the policy may have 
also an impact on the backhaul network dimensioning. In this work, as an example, several 
policies to select the backhaul link and evaluate the effects (if any) of such policies on the 
backhaul network dimensioning will be considered. 
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Resum 
Avui en dia, la implementació de xarxes de backhaul que siguin a la vegada econòmiques 
i eficients s’està convertint en un dels principals problemes de les operadores de telefonia 
mòbil, especialment en zones rurals i aïllades on les tecnologies de backhaul per cable 
com el coure o la fibra òptica no es poden implementar de manera fàcil i barata. D’aquí 
prové la necessitat de treballar amb solucions sense fils (WiLD, satèl·lit, WiMAX, etc.). 
Tanmateix, degut a la previsió d’un increment en el nombre de subscriptors mòbils a nivell 
mundial, però particularment en aquestes àrees, i el fet que a vegades aquestes zones es 
troben en localitzacions difícils geogràficament, l’ús d’una sola tecnologia de backhaul no 
és  suficient en alguns casos i, per tant, sorgeix la necessitat d’implementar xarxes de 
backhaul heterogènies. 
En aquest projecte es proposa una eina de dimensionament per a xarxes amb múltiples 
enllaços heterogenis de backhaul. L’objectiu es ajudar a les operadores a decidir quina 
quantitat d’ample de banda haurien d’assignar a cada tipus de backhaul per tal de 
gestionar la xarxa de la manera més econòmica i eficient, tenint en compte el fet que 
amples de banda grans impliquen, generalment, un cost elevat però retard menor, i, per 
tant, una millor qualitat en l’experiència dels usuaris. Amb aquesta finalitat, el cost i la 
congestió (és a dir, l’estat de les cues) associats a cada ample de banda possible s’han 
caracteritzat a partir de la solució d’una cadena de Markov. Tot i així, contràriament al cas 
on només hi ha disponible un tipus d’enllaç backhaul, quan es consideren múltiples 
enllaços heterogenis de backhaul, la cadena de Markov depèn de l’estratègia (o política) 
definida per adjudicar noves connexions entrants a un dels enllaços de backhaul 
disponibles. Com a resultat, la política pot també tenir impacte en el dimensionament de 
la xarxa de backhaul. En aquest treball, es consideren, a mode d’exemple, diverses 
polítiques per escollir l’enllaç de backhaul i avaluar els efectes (si és que n’hi ha) 
d’aquestes polítiques en el dimensionament de la xarxa de backhaul. 
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Resumen 
Hoy en día, la implementación de redes de backhaul que sean a la vez económicas y 
eficientes se está convirtiendo en uno de los principales problemas de las operadoras de 
telefonía móvil, especialmente en zonas rurales y aisladas donde las tecnologías de 
backhaul por cable como el cobre o la fibra óptica no se pueden implementar de manera 
fácil y barata. De este hecho surge la necesidad de trabajar con soluciones inalámbricas 
(WiLD, satélite, WiMAX, etc.). Sin embargo, debido a la previsión de un incremento en el 
número de suscriptores móviles a nivel mundial, pero particularmente en estas áreas, y el 
hecho de que a veces estas zonas se encuentran en localizaciones difíciles 
geográficamente, el uso de una sola tecnología de backhaul no es suficiente en algunos 
casos y, por tanto, surge la necesidad de implementar redes de backhaul heterogéneas. 
En este proyecto se propone una herramienta de dimensionamiento para redes con 
múltiples enlaces heterogéneos de backhaul. El objetivo es ayudar a las operadoras a 
decidir cuánto ancho de banda deben asignar a cada tipo de backhaul para gestionar la 
red de la manera más económica posible, teniendo en cuenta el hecho de que anchos de 
banda más grandes implican, habitualmente, un coste mayor pero un retardo menor, y, 
por tanto, una mejor calidad en la experiencia de los usuarios. A tal efecto, el coste y la 
congestión (i.e. el estado de las colas) asociados a cada ancho de banda posible se han 
caracterizado a partir de la solución de una cadena de Markov. No obstante, 
contrariamente al caso donde sólo hay disponible un tipo de enlace de backhaul, cuando 
se consideran múltiples enlaces heterogéneos de backhaul, la cadena de Markov depende 
de la estrategia (o política) definida para asignar las nuevas conexiones entrantes a los 
enlaces de backhaul disponibles. Como resultado, la política puede tener también un 
impacto en el dimensionamiento de la red de backhaul. En este trabajo, se consideran, a 
modo de ejemplo, diversas políticas para seleccionar el enlace de backhaul y evaluar los 
efectos (si es que los hay) de tales políticas en el dimensionamiento de la red de backhaul. 
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1. Introduction 
In this section the statement of purpose, the requirements and specifications, the methods 
and procedures, the work plan, and a description of the deviations are presented. 
1.1. Statement of purpose 
The purpose of this project is to provide a methodology for the dimensioning of the backhaul 
network when working with several backhaul links, each of them with its own particular 
features. The aim is to create a tool that allows the mobile operators to decide the optimal 
amount of bandwidth that must be provided for each type of backhaul (assuming that the 
operators may buy it or lease it). To do this, in this work, a study on the cost and 
performance (evaluated through the state of the queues) for each possible bandwidth is 
done through the resolution of a Markov chain. 
It is important to highlight the fact that contrary to a network where only one backhaul link 
is available, when multiple backhaul links are considered, the Markov chain depends on 
the strategy chosen to allocate the new incoming connections to one of the backhaul links 
available. On this account, it is expected that the policy or policies considered will have 
some kind of impact on the dimensioning of the network. However, the real value of the 
impact will be seen in the evaluation section (see Section 4). 
Another fact that has to be taken into account is that for this project several policies have 
been defined, as an example. Nonetheless, by no means, does this imply that these 
policies are the only possible ones, and many more could be defined. Anyway, in spite of 
the fact that, for every new policy defined, the Markov chain must be redone, the 
methodology to be applied would be the same. 
The case that will be studied specifically in this project, so as to test the dimensioning tool, 
is set in a rural environment, where it is assumed that several backhaul solutions are 
available. Since none of them is enough to manage all the users’ traffic by themselves, 
there is a need for using a heterogeneous backhaul network. 
1.2. Requirements and specifications 
The qualitative project requirements are based on the following aspects: 
 Characteristics of the rural environment. 
 Characteristics of the backhaul links which can be available in rural environments, 
for instance satellite or WiMAX. 
 Characteristics of the traffic in this kind of environments. 
The project specifications that apply mostly to the scenario considered in the performance’s 
assessment of the dimensioning tool are the following: 
 Each link needs to have a certain throughput that allows at least one user to transmit 
its data flow through the link. 
 Application of a specific set of routing strategies. 
 Minimum required quality of service (QoS) to be perceived by the users. To that 
end, a figure of merit that depends on the state of the queues in the different 
backhauls has been defined. 
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 Technical and economical specifications of the backhaul links. 
1.3. Methods and procedures 
The inspiration for the creation of the dimensioning tool comes from a deployment planned 
in the European TUCAN3G project (http://www.ict-tucan3g.eu/), where the progressive 
introduction of mobile telephony and data services in isolated rural areas of developing 
countries, such as Perú, was studied. They faced three obstacles: the limited capacity of 
the backhaul networks available in these areas, the cost of the base stations (BSs), and 
the fact that the business models had to be adapted to the socio-economic situation in 
these countries.  
The idea proposed to evaluate the performance of the dimensioning tool is to use a rural 
scenario, where different backhaul solutions are available, similar to the one in the 
European TUCAN 3G project. For this scenario, we study how to dimension the different 
backhaul links (satellite, WiLD, WiMAX, etc.) taking into account the fact that none of them 
is able to provide enough service by itself. The criteria taken for the dimensioning are 
twofold: minimizing costs and maintaining a certain QoS for the users. 
1.4. Work plan with tasks, milestones and a Gantt diagram. 
1.4.1. Work Packages  
WP#1: Introduction and planning WP ref: (WP1) 
Major constituent: Planning Sheet 1 of 6 
Short description: 
Definition of the objectives of the project, its 
requirements and specifications, the groups of tasks, 
the timeplan, the working schedule and the 
communication plan. 
Elaboration and delivery of the Project Proposal and 
Work Plan. 
Planned start date: 14/09/2015 
Planned end date: 04/10/2015 
Start event:14/09/2015 
End event:04/10/2015 
Internal task T1: Definition of the objectives of the 
project. 
Internal task T2: Elaboration of the Project Proposal 
and Work Plan. 
Deliverables: 
Project 
Proposal and 
Work Plan 
Dates: 
05/10/2015 
 
WP#2: Research and study of the state of the art WP ref: (WP2) 
Major constituent: Research Sheet 2 of 6 
Short description: 
Research on the different types of backhauls in order 
to understand the technology. 
Planned start date: 01/09/2015 
Planned end date: 26/09/2015 
Start event: 01/09/2015 
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Reading of various papers related to the subject of the 
project, such as papers where general information 
about backhaul networks can be found or papers that 
focus more on the capacity constraints of this kind of 
networks. 
Analysis of the scenario that will be assessed and the 
different policies that will be tested. 
End event: 26/09/2015 
Internal task T1: Research on the state of the art. 
Internal task T2: Reading of several papers related to 
the project. 
  
 
WP#3: Markov Chains WP ref: (WP3) 
Major constituent: Markov chains Sheet 3 of 6 
Short description: 
Selection and definition of the different strategies (or 
policies) that will be considered within the project in 
order to assess the performance of the dimensioning 
tool 
Derivation of the Markov chains for each possible 
strategy and the associated equations. 
Derivation of the expression for the evaluation of the 
average quality based on the probabilities of each 
Markov chain’s state. 
Planned start date: 14/09/2015 
Planned end date: 22/11/2015 
Start event: 14/09/2015 
End event: 22/11/2015 
Internal task T1: Selection and definition of the different 
strategies that will be considered in the project 
Internal task T2: Derivation of the Markov chains for 
each possible strategy. 
Internal task T3: Expression of the evaluation of the 
average quality. 
  
 
WP#4: Programming the dimensioning tool WP ref: (WP4) 
Major constituent: Programming Sheet 4 of 6 
Short description: 
Elaboration of the code to simulate the different 
policies (at first for two backhaul links and afterwards 
for N) 
Programming of those parts of the dimensioning tool 
that are common to any scenario, from the calculation 
Planned start date: 23/09/2015 
Planned end date: 10/12/2015 
Start event: 23/09/2015 
End event:04/12/2015 
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of the cost to the selection of the correct dimensioning 
of the network. 
Elaboration of the Critical Review. 
Internal task T1: Elaboration of the Matlab code. 
Internal task T2: Dimensioning of the backhaul links. 
Internal task T3: Elaboration of the Critical Review. 
Deliverables: 
Critical 
Review 
Dates: 
01/12/2015 
 
WP#5: Simulations and results WP ref: (WP5) 
Major constituent: Simulations and analysis of the 
results 
Sheet 5 of 6 
Short description: 
Definition of a simulation plan and execution of the 
simulations. Extraction of conclusions from the results 
and assessment of the performance of the 
dimensioning tool. 
If at any time new strategies are thought of, the 
corresponding simulation codes will be created. 
Moreover, while the simulations run, the different 
parameters of the backhaul links will be modified so as 
to evaluate how such parameters affect the 
performance of the strategies in different scenarios. 
Planned start date: 15/11/2015 
Planned end date: 17/12/2015 
Start event: 15/11/2015 
End event:10/01/2015 
Internal task T1: Definition of a simulation plan and 
execution of the simulations. 
Internal task T2: Analysis of the simulations results, 
Internal task T3: Comparison between the different 
strategies. 
  
 
WP#6: Final Review WP ref: (WP6) 
Major constituent: Final Report Sheet 6 of 6 
Short description: 
Analysis of the last results and elaboration of the Final 
Review. 
Planned start date: 18/12/2015 
Planned end date: 21/01/2016 
Start event: 27/11/2015 
End event:24/01/2016 
Internal task T1: Elaboration of the Final Review. Deliverables: 
Final Review 
Dates: 
25/01/2016 
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1.4.2. Milestones 
 
WP# Task# Short title Milestone / deliverable Date (week) 
1 2 Elaboration of the Project Proposal 
and Workplan. 
Project Proposal and 
Workplan 
6 
4 2 Elaboration of the Critical Review Critical Review 13 
6 1 Elaboration of the Final Review Final Review 21 
1.4.3. Gantt Diagram 
 
Table 1: Work Packages and tasks 
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Figure 1: Gantt diagram 
1.5. Description of the deviations from the initial plan and incidences that 
have occurred 
The final aim of this project is to derive a strategy for the dimensioning of the backhaul links. 
When doing this, it has to be taken into account the criteria to allocate an incoming call to 
one of the backhaul links available. At first, it was considered the use of convex optimization 
to solve the problem of deciding which the optimal link is. However, another way of 
modelling the decision was based on the identification of a set of predefined decision 
policies and evaluating the performance of each of them by solving the corresponding 
Markov chains. Both approaches were weighed and finally the second one was chosen 
due to the complication that the convex optimization brought to the problem and the 
difficulty of ensuring the convexity of the optimization problem. 
During the project development some complications with the software were encountered. 
At first only a 2D Markov chain was programmed, however, due to the need of having a 
scenario with multiple backhauls, the software had to be enhanced to a multi-dimensional 
Markov chain. 
In the first simulations that were done just for 2D Markov chains (which accounts for two 
different backhauls), no problems were encountered. Nonetheless, when a scenario with 
three backhauls (3D Markov chain) was tested, the results were not the expected ones. 
Because of this, the software had to be reviewed so as to find what was causing those 
weird results. This caused an unexpected prolongation of the Markov chains work package 
and led to a rescheduling of the subsequent packages. Finally, the error in the software 
was identified and mended. 
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2. State of the art of the technology used or applied in this 
thesis 
The research has been focused in terms of mobile backhaul networks and the different 
technologies, in particular the wireless solutions, that can be deployed in rural scenarios. 
Mobile backhaul is a term generally used to describe the portion of the network that 
comprises the links between radio controllers in the core network and the APs or BSs. 
Owing to its importance, it has become one of the most significant topics in the wireless 
industry. According to [1], due to the huge development of spectrally efficient radio access 
technologies, such as HSPA or LTE, the capacity requirements of the backhaul network 
have increased, which makes backhaul capacity a potential bottleneck in some deployment 
scenarios. For instance, between 2010 and 2011 there was a near doubling of mobile 
broadband subscriptions worldwide. Mobile penetration has grown in the last years at 
different paces depending on the region; in Europe nearly 80 per cent of the population 
were mobile subscribers at the end of 2014 while in Sub-Saharan Africa the figure is only 
39 per cent [2]. 
Implementing cost-efficient backhaul networks in rural areas around the world is as much 
an economic problem as a technological one. While in urban and suburban environments, 
traditionally the most used backhaul technologies have been copper (which for years now 
has been replaced by optical fibre), optical fibre and sometimes microwave radio links. As 
far as the rural areas are concerned, the use of wired technologies becomes an ill-suited 
solution basically for three reasons: the incapability of deploying the backhaul, its high 
deployment cost and the non-necessity for the high bandwidth that can be provided with 
these backhaul technologies, particularly optical fibre. 
In isolated and geographically challenging areas, where the small population is widely 
spread, is where the need for long-distance wireless technologies arises. These 
technologies are usually easier to deploy in these scenarios and a bit cheaper than the 
wired solutions. Nevertheless, they do have capacity constraints that limit their maximum 
available bandwidth and they also suffer from reliability problems. 
Although it could be thought that, due to the low density of users in rural areas, the capacity 
constraints that appear in wireless technologies hardly affect the deployments in these 
locations, we have to take into account the growing tendency of mobile subscriptions. It is 
forecasted that over the next five years the global subscriber’s growth will be concentrated 
in the developing world, owing to its high number of rural areas [2]. This means that the 
use of a single type of backhaul technology may not be the best solution for this ongoing 
increase in the number of subscribers. Hence, there is a need for using a heterogeneous 
backhaul network in order to meet the capacity requirements in rural areas. 
Microwave and satellite backhaul technologies have commonly been the most used in 
geographically challenging areas where wired connections were not available. As for 
satellite, it was very often the only possible backhaul technology in challenging areas where 
no other technology was feasible. 
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Figure 2: Example of a heterogeneous backhaul network 
It has to be noted that the appearance of Pseudowire technologies [3] have provided new 
and innovative ways to use new broadband wireless solutions, like WiFi and WiMAX, as  
prospective technologies for cellular backhaul networks. 
Since WiFi was first designed for indoor usage, experimental research has been done with 
point-to-point long-distance links [4], [5], [6]. Despite the fact that WiFi, as a backhaul 
technology, offers attractive cost benefits and deployment flexibility, it presents some 
design issues related to parameters such as the achieved throughput and the distance 
coverage. However, as it can be seen in [7], [8], long-distance WiFi (WiLD) has been 
proved to be a promising low-cost solution for providing Internet connectivity to remote 
locations in developing regions; whereupon WiLD has been deployed in several areas 
around the world [9], [10]. 
On the other hand, WiMAX provides higher throughput and a longer coverage range 
compared to WiFi. It can provide data channel data rates up to 75 Mbps and up to 350 
Mbps via multiple channel aggregation [11]. Moreover, thanks to the fact that WiMAX can 
operate in various frequency bands, either licensed or unlicensed, it offers a certain trade-
off between the bandwidth capacity and the distance coverage (the higher the frequency, 
the greater the bandwidth capacity and the shorter the coverage range). 
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3. Methodology / project development:  
In this section the dimensioning tool created in this project will be explained in detail. This 
tool aims to be a first approximation for the dimensioning of the backhaul network. It admits 
different types of backhaul and different policies for the assignment of connections to the 
backhaul links. Therefore, in order to test the tool, different policies have been defined. As 
it will be described in the simulations section, the scenario considered for testing the tool 
is a rural environment where several backhaul technologies are available but none of them 
is capable of meeting the capacity requirements by itself, and, thus, a solution based on a 
heterogeneous backhaul network is required. 
A high level view of the blocks and the different parts in which the project development has 
been structured can be seen in Figure 3. 
 
Figure 3: Block diagram 
As it can be seen in the diagram above, the development of the project can be easily 
divided into two great blocks: Markov chains and Network dimensioning. In the following 
sections both blocks and their respective parts will be described. 
The final purpose of the project is to determine how much bandwidth for each type of 
backhaul technology will be required, regarding the fact that incrementing the bandwidth 
would involve an increase on the cost, but it would imply shorter queues and, therefore, 
lower delays with the consequent improvement in the QoS experienced by the users. 
This trade-off will be studied for different routing strategies, which are the responsible of 
selecting the backhaul link to which new incoming connections will be assigned. In order 
to evaluate the trade-off, a study on the network status, through which the state of the 
queues will be evaluated, and the cost for each possible bandwidth will be performed, and 
afterwards, the optimal bandwidth for each backhaul link will be determined. Both the cost 
and the network status associated to each possible bandwidth (for each available backhaul 
link) are obtained as a result of the resolution of a Markov chain. 
3.1. Markov chains 
The Markov chains block is divided into two different parts. In the first one the policies are 
defined and put in a Markov chain form, while, in the second one, the Markov chain of each 
policy is programmed and solved. 
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3.1.1. Definition of the policies 
First of all, before starting with any programming a planning on what kind of service will be 
provided has to be done. Different strategies (or policies) must be defined to decide the 
backhaul link that will be used for each incoming connection. These policies have to be 
represented with a Markov chain that varies in difficulty depending on the amount of 
backhaul links available. For instance it could be a 2-dimensional Markov chain (if only two 
links were being used) or a 3-dimensional Markov chain (if three links were available). In 
this manner, many possible scenarios can be designed according to the specific 
characteristics of each case. 
For any policy defined the assignment of the backhaul link through which the connection 
will be served shall be done among the set of backhaul links that still have enough 
bandwidth to accommodate the incoming connection. When no link is available the 
connection is lost since in this project there is no queue in which the connection would wait 
until it could be allotted. The bandwidth selected for each backhaul impacts on the final 
cost of the network and also on the QoS perceived by the users.  
Ideally, the network and the policy that provides the lower delay with the minimum cost 
should be jointly designed. A simpler approach is to define several policies, that make 
sense with the requirements, and, therefrom, to dimension the network. 
In this project three different policies have been defined as an example in order to assess 
the dimensioning tool. They were inspired by the work in [12], where an analytical model 
that aims to evaluate the performance of cell selection strategies for mobile networks with 
backhaul capacity constraints is developed. By no means are these policies the only ones 
that can be used, many more strategies can be defined. At the end, it will be shown 
whether, depending on the strategy chosen, a better network regarding the cost and 
performance (i.e. lower delay) has been dimensioned. 
In the following sections (3.1.1.1, 3.1.1.2, 3.1.1.3), the policies defined for this project will 
be presented. Figure 4; Figure 5 and Figure 6 illustrate such policies considering, as an 
example, that the first backhaul is the one with the higher operational cost and has enough 
bandwidth to allocate three calls, while the second backhaul has enough bandwidth to 
allocate two calls. 
In each Markov chain two types of arrows are presented: green arrows, which represent 
the rate at which the incoming calls enter the network, and pink arrows, that represent the 
rate at which the calls within the network finish. 
3.1.1.1. Policy A 
Policy A aims to have at all times the lowest cost possible by assigning the incoming 
connection to the cheapest backhaul available, i.e. the backhaul link that has the lowest 
cost per carried traffic. Therefore, the cheapest backhaul is always the first to get filled, 
then the second cheapest will be the next one to get filled and so on. It is clear that this 
strategy is not the best in terms of delay, due to the fact that maybe the cheaper backhaul 
link is not the one with the maximum bandwidth. If this is the case, then longer queues 
(and, therefore, longer delays) are expected in this backhaul. 
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This strategy ensures the minimum increase in the global cost when allotting a new 
incoming call, by evaluating the cost per carried traffic and sorting the set of backhaul links 
from the most expensive (backhaul link #1) to the cheapest (backhaul link #N). 
In Figure 4 it can be seen that the first backhaul to get filled is backhaul link #1 since it is 
the cheapest one, and only when this one is full is when the new incoming calls will start 
being allocated in the backhaul link #2. 
 
Figure 4: 2D Markov chain for policy A 
3.1.1.2. Policy B 
The objective in policy B is to control the length of the queues, in opposition to policy A 
where the purpose is to decrease the overall cost of the backhaul network. In order to reach 
this goal, the main idea behind this policy is to assign the incoming calls to the backhaul 
link with the lowest number of connections among the non-saturated links. 
It is important to point out the fact that this is the optimal strategy from the delay point of 
view when all the backhaul links have the same bandwidth. Otherwise, if the bandwidth of 
the backhaul links is not equal for all of them, this policy does not need to be the best one 
in terms of delay, since at some point one or more of the backhauls will have no more 
bandwidth to allocate a new incoming connection and, therefore, this link will cause an 
increase in the overall congestion. 
By the Markov chain in Figure 5 it is clear that new calls are always assigned to the 
backhaul link with less users and that when one of the backhaul links is full, the others will 
continue allocating users until they get filled. 
However, there is a little conflict when there is more than one link with the same number of 
users. In this case, the selection will be performed randomly and equally among the links 
with the same number of users. For instance, imagine there were five different backhaul 
links and that the current state is: 3-2-2-4-2. In this state there are three backhaul links with 
the minimum number of users, therefore, the possible states for allocating a new incoming 
connection would be: 3-3-2-4-2, 3-2-3-4-2 and 3-2-2-4-3. Consequently, the transition rate 
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𝜆 will be divided by three and there would be three arrows going from the initial state to 
each one of the possible next states. 
 
Figure 5: 2D Markov chain for policy B 
3.1.1.3. Policy C 
Policy C has been designed to be a mix of the two other policies by taking into account 
both the cost and the congestion in each backhaul. Regarding the cost, the strategy chosen 
is pretty much the same as in policy A, that is, allocating new incoming calls to the backhaul 
link that adds less cost to the overall expenses. Nevertheless, the length of the queues 
must also be lowered. According to this idea, it is forced that when a backhaul link reaches 
a certain percentage of users, the next incoming connection will be served by the next 
backhaul link with a cheaper cost. 
In the 2D Markov chain representation of policy C (see Figure 6) the threshold occupancy 
chosen was 80%, which is the same threshold used in the simulations. Considering this 
percentage it can be seen that when backhaul link #1 reaches the threshold, the next 
incoming connection is assigned to backhaul link #2. Finally, when backhaul link #2 also 
reaches the threshold, the strategy behaves as if policy A was applied and starts filling the 
cheapest backhaul link until it gets filled and continues until all the backhaul links get filled, 
from the cheapest to the most expensive one. 
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Figure 6: 2D Markov chain for policy C 
3.1.2. Solving the Markov equations 
Once the policies have been decided and expressed in a Markov chain form, the next stage 
is to programme them so as to be able to solve the equations and get the probabilities of 
each state in the chain. It is important to highlight the fact that if any parameter from the 
ones needed to solve the equations (the cost, for instance) changes, then the Markov chain 
shall be solved again since the scenario has changed as well. 
In this sense, according to the work done throughout the project when creating the scenario 
to test the tool, it is highly recommended to start with a 2D Markov chain even if the amount 
of backhaul links in the scenario is going to be bigger than two. By starting with a 2D Markov 
chain, it is easier to assess the performance of the script programmed, although for a 
backhaul network with more than two backhaul links some modifications to the script should 
be done. 
First of all, a small 2D Markov chain should be done for each policy; so as to ensure that it 
will be easy to solve by hand. Afterwards, this solution can be compared with the one given 
by the computer. However, this technique becomes more difficult to implement when the 
step towards an n-dimensional Markov chain has to be done; as it can be seen in Figure 
7, which is just an example of a 3D Markov chain but it is quite intricate to represent and it 
becomes more complex to get the equations than from a 2D Markov chain. The higher the 
order of the Markov chain the more tangled up it gets and, therefore, the more complex it 
is to extract the equations from the Markov chain. 
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Figure 7: 3D Markov chain 
In spite of the fact that solving a high order Markov chain is not viable, solving a small 
Markov chain by hand might be a good start to get a general view on how the script has to 
be programmed. Although not all of the cases that can be presented in an n-dimensional 
Markov chain appear in a 3D Markov chain, it still is a good start. 
Once the script has been generalised from a 2D Markov chain to an n-dimensional Markov 
chain by using as an example the 3D Markov chain, it still has to be checked for higher 
order Markov chains. Since for Markov chains of an order higher than three solving the 
equations by hand is quite difficult, another way of evaluating whether the programme has 
been well written is to look at the blocking probability. 
The blocking probability is the probability of a connection being blocked because no more 
calls can be processed at the moment it enters the network and it corresponds to the 
probability of being in the last state of the Markov chain (i.e., all the backhaul links are fully 
occupied and cannot accept more connections). Due to the fact that the scenario shall be 
the same for every policy, the blocking probability must be equal regardless of the strategy 
that is being used. 
3.2. Network dimensioning 
Heretofore, all the programming and calculations done are specific for each strategy or 
policy selected. In this second block of network dimensioning, the scripts have been 
programmed in a general way, which means that regardless of the scenario and the 
policies, the script will work for all of them. From the probabilities obtained by solving the 
Markov chains and the parameters of the chosen scenario, the programme is able to 
calculate the economic cost (see Section 3.2.1), the backhaul occupancy (see Section 
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3.2.2), the optimal cost given a network status threshold (see Section 3.2.3) and, finally, 
the optimal 𝑅𝑚𝑎𝑥 set, i.e. the optimal bandwidth that should be provided to each backhaul 
link (see Section 3.2.4). 
The calculation of these parameters will have to be done for each possible rate of 
connection requests, represented by 𝜆, and for each set of 𝑅𝑚𝑎𝑥 in order to be able to get 
the optimal backhaul network that will tell how many backhaul links will be necessary (in 
some cases it may be that not contracting one or more of the backhaul links leads to better 
results in terms of cost) and which is the recommended bandwidth that should be 
contracted for each link. 
3.2.1. Cost 
The first step in the dimensioning is to calculate the total economic cost of the backhaul 
network taking into account the number of backhaul links being used, the contracted 
bandwidth for each link and the average number of users in the different backhauls, which 
depends on the policy considered and has been computed through the Markov chain. 
We consider a cost model that for each backhaul link (n), includes a fixed cost that 
corresponds to the installation of the backhaul link, another fixed cost proportional to the 
contracted bandwidth and a variable cost that depends on the use being made of the 
bandwidth, i.e. a cost proportional to the carried traffic. The contribution of each individual 
cost to the total cost is adjusted through model dependent constants and the equation can 
be seen in (1). 
 𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 = ∑ (𝑘𝑛,1 + ∑ 𝑘𝑛,2 · 𝑛𝑛,𝑠 · 𝑝𝑛,𝑠
𝑆𝑛
𝑠=1
+ 𝑘𝑛,3 · 𝑅𝑚𝑎𝑥𝑛)
𝑁
𝑛=1
 (1) 
where: 
- 𝑘𝑛,1 is a constant value that only depends on the type of backhaul contracted. It is 
fixed and so it has to be paid even if the backhaul link is not being used, since it 
corresponds to the fact of having it installed. 
- 𝑘𝑛,2 is a constant value and it is the cost applied for the mean carried traffic. 
- 𝑘𝑛,3 is a constant value and it is the cost per unit of backhaul of type n contracted. 
It is applicable from the moment in which the bandwidth is contracted even if the 
customers are not taking advantage of it. 
- 𝑛𝑛,𝑠 is the number of customers that are using backhaul n in state s. 
- 𝑝𝑛,𝑠 is the probability of being in state s for that backhaul link in particular. 
- 𝑅𝑚𝑎𝑥𝑛  is the contracted bandwidth of backhaul n and it delimits the quantity of 
states 𝑆𝑛 that the Markov chain will have and the number of users that will be served 
by the backhaul network. 
- 𝑁 is the number of backhaul links in the network. 
- 𝑆𝑛 is the number of states in the Markov chain for backhaul n. 
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3.2.2. Backhaul occupancy 
Let us consider that each connection generates a mean rate 𝑅𝑜 (equal for all of them), 
whereas 𝑅𝑚𝑎𝑥 is the total contracted bandwidth for the backhaul link. The queues will be 
stable whenever the aggregated mean rate for all connections is below 𝑅𝑚𝑎𝑥 . Note, 
however, that this means that, at some instants of time, the instantaneous rate could be 
higher. Obviously, due to the fact that these situations may happen, the queues will not be 
empty and, therefore, a delay will appear in the transmission. 
For network deployments in rural and isolated areas, it can be assumed that the rate of 
incoming calls is low. Thanks to this fact, it can be considered that each state in the Markov 
chain has enough time to reach stationarity before jumping to the next state. In case that 
this assumption was not true (i.e. stationarity could not be assumed), it would become 
necessary to solve a Markov chain with higher dimensions so that each state is described 
not only by the number of connections but also by the number of packets in the queues. If 
stationarity can be assumed, this high-dimensional Markov chain can be decoupled into an 
outer Markov chain describing the number of connections and an inner chain for each state 
of the outer chain describing the number of packets in the queues. As the inner chains 
correspond to well-known models such as M/M/1 [15] and M/G/1 [14], we do not need to 
solve them. Instead, we can use directly the known expressions for the figure of merits 
(mean number of bits in the buffer, delays, etc.) of such chains. 
In an M/G/1 queue [14], which is a single-station queueing system with Poisson arrivals 
where the buffer holds a FCFS service and packets arrive to a buffered link of transmission 
rate 𝑅𝑚𝑎𝑥 bps. In this case Brumelle’s theorem [16], which is a generalization of Little’s 
theorem, allows the derivation of a formula for the average number of bits in the link’s buffer 
in a particular situation: 
 𝐸(𝑋) =
𝜌
1 − 𝜌
𝐸(𝐿2)
𝐸(𝐿)
;     𝑤ℎ𝑒𝑟𝑒   𝜌 =
𝑛𝑅𝑜
𝑅𝑚𝑎𝑥
 (2) 
where: 
- 𝑋 is a random variable. 
- 𝜌  is the rate of bit arrivals normalized to the link’s bit rate, and hence is the 
normalized load on the link. When 𝜌 < 1 then 𝜌 is the fraction of time the link is 
occupied, or the link occupancy. 
- 𝐿 is the packet length. 
- 𝐸 is the expected value operator. 
- 𝑛 is the number of current connections for the corresponding state. 
According to [14], despite the fact that the formula is derived for a multiplexer modelled as 
an M/G/1 queue under the assumption of FCFS service in the buffer, the same formula for 
the average number of bits in the buffer holds under any order of service of the packets. 
The average number of bits in the buffer 𝐸(𝑋) has an impact on the QoS perceived by the 
user. This is due to the fact that a high number of bits in the buffer means a higher delay, 
which in turn, implies a loss in the QoS perceived by the user. 
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In this work, an equivalent of the previous equation, normalizrd by 𝐸(𝐿2)/𝐸(𝐿) has been 
considered. Notice that (3) can be obtained from (2) by dividing up and down by 𝑅𝑚𝑎𝑥 and 
normalizing by 𝐸(𝐿2)/𝐸(𝐿). 
 𝑄 =
𝑅𝑜 · 𝑛𝑠,𝑛
𝑅𝑚𝑎𝑥𝑛 − 𝑅𝑜 · 𝑛𝑠,𝑛
 (3) 
where: 
- 𝑅𝑜 is the individual bandwidth given to a user (equal for all of them). 
- 𝑛𝑠,𝑛 is the number of users that are being served by backhaul n in state s. 
- 𝑅𝑚𝑎𝑥𝑛 is the contracted bandwidth of backhaul n. 
Note that, in the case of packets with fixed length 𝐿, 𝑄 corresponds to the average number 
of packets in the queue. 
In this project, it has been considered the following figure of merit as a measure of the 
congestion perceived by the users: 
 𝑄𝑔 = ∑ (𝑝𝑠 ∑
𝑛𝑙,𝑠 · 𝑄(𝑛𝑙,𝑠)
∑ 𝑛𝑙,𝑠
𝐿
𝑙=1
𝐿
𝑙=1
)
𝑆
𝑠=1
 (4) 
where: 
- 𝑆 is the number of states in the Markov chain. 
- 𝑝𝑠 is the probability of being in state 𝑠. 
- 𝐿 is the number of backhaul links available. 
- 𝑛𝑙,𝑠 is the number of users of backhaul link 𝑙 in state 𝑠. 
- 𝑄(𝑛𝑙,𝑠) represents the state of the individual queue (see Equation (3)) 
Note that in (4), for each state, the lengths of the queues of those backhaul links with more 
users are the ones that have more impact on the final figure of merit 𝑄𝑔. 
3.2.3. Optimal cost for a given network status threshold 
Once both the cost and the network status have been computed it is time to see which sets 
of bandwidths for each backhaul link meet the requirement, i.e. has a better network status 
than the given threshold. The network status threshold is set for each case taking into 
account that the minimum QoS that the customer will experience has to be higher than the 
given threshold. The network status throughout the day cannot surpass this threshold, 
otherwise that set of bandwidths for each backhaul link will not be valid. 
When just one policy is being used the calculation is simple, since only the sets of 
bandwidths that meet the threshold will be valid. Nevertheless, if more than one policy has 
been defined, the tool takes advantage of that fact by switching between the policies 
throughout the day in order to take the one that has the lowest cost while fulfilling the 
network status requirements. 
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In this project, the way of selecting the threshold for the network status has been by 
averaging the maximum value of the network status among all the bandwidths evaluated 
and the minimum value of the network status among all the bandwidths evaluated. 
However, this network status threshold can be set by any other criteria. 
It is important to highlight the fact that in this step the goal is to identify the sets of bandwidth 
for each backhaul link that meet the network status threshold at all times throughout the 
day. And in case that more than one policy has been defined, it profits from it by shifting 
between them. This way the overall cost of the network decreases because the policy being 
used at each moment is the optimal one in terms of cost which at the same time satisfies 
the network status threshold. 
3.2.4. Selection of the optimal bandwidths set 
Finally, in order to decide which shall be the selected combination of bandwidths, an 
analysis of the results obtained in the previous step has to be carried out. 
First of all, the aggregated cost, i.e. the sum of the costs of the network (which depends on 
the backhaul links and the usage of the network) throughout the day, shall be calculated. 
Once they have been computed for each combination of bandwidths that meet the 
requirements (these combinations have been identified in the last step) the optimal one 
has to be found. Since all the combinations that remain have a value of the network status 
below the threshold at all times, the only thing that has to be done is to compare the 
aggregated cost of all of them and to choose the one that has the lowest aggregated cost, 
since this will be the optimal in terms of cost that still is able to fulfil the specifications. 
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4. Results 
In order to assess the performance of the dimensioning tool designed in this project, the 
policies defined in Section 3.1.1 were considered and diverse scenarios were proposed. In 
this section, the results of these simulations are presented and analysed. Nevertheless, 
before getting to the results and their analysis, the different scenarios will be presented, as 
well as the parameters assumed in each of them. 
4.1. Parameters 
Among all the parameters that are defined for the different scenarios, there are some that 
are common to all of them, particularly: the daily profile of 𝜌 = 𝜆 𝜇⁄  (where 𝜆 is the incoming 
connections rate and 1 𝜇⁄  is the average lifetime of a connection), the mean traffic 
generated by each user 𝑅𝑜 bps, which will be assumed to be equal for all of them, and also 
the bandwidth of the backhaul links, i.e. 𝑅𝑚𝑎𝑥,𝑖 (𝑓𝑜𝑟 𝑖 = 1 … 𝐿)  being 𝐿  the number of 
backhaul links. 
When talking about the bandwidths, the value of the mean rate 𝑅𝑜  generated by each 
connection has been taken from the data traffic model in [13] and it corresponds to 𝑅𝑜 =
128 𝑘𝑏𝑝𝑠 . As for the values of 𝑅𝑚𝑎𝑥1 = 7,5 𝑀𝑏𝑝𝑠  and 𝑅𝑚𝑎𝑥2 = 5,4 𝑀𝑏𝑝𝑠 , they were 
inspired by the work in [3], where the bandwidths of different backhaul technologies are 
presented. From this two parameters, the maximum number of users allowed by each 
backhaul can be expressed as: 𝑁 = 𝑅𝑚𝑎𝑥/𝑅𝑜. 
As far as the data traffic is concerned, the normalized hourly daily traffic profile in the busy 
hour, which is presented in Figure 8, has been taken from [13] as well. 
 
Figure 8: Normalized hourly daily traffic profile 
4.2. Scenarios 
In this section the different scenarios proposed and their results will be analysed in detail 
to evaluate the effectiveness of the dimensioning tool created as well as the influence of 
the various parameters that change along the scenarios. 
During the duration of the project mainly three scenarios where considered, which 
correspond to different locations; they were chosen from data in [13]. This data provides 
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the daily profile of the connection rate for various locations at different points in time (taking 
the data from the current population up to five years in the future, in regard of the 
populations’ evolution). 
In [13] five locations were studied; however, for this project only three of them were 
considered due to the limited period of time in which the work had to be done. In Table 2 
the incoming calls rate is presented, regarding the different populations in different years, 
according to the number of inhabitants and the percentage of mobile users within this 
population, which is supposed to grow each year. 
 Santa Clotilde Varadero Tuta Pisco Negro Urco San Juan 
Year 1 50,0344 14,7215 5,3482 4,9010 1,8262 
Year 2 140,0964 41,2202 14,9749 13,7228 5,1134 
Year 3 147,1012 43,2812 15,7237 14,4090 5,3691 
Year 4 150,0433 44,1468 16,0381 14,6972 5,4764 
Year 5 153,0441 45,0297 16,3589 14,9911 5,5860 
Table 2: Expected evolution of the connection rates (𝝀) throughout the years 
Due to the fact that these rates correspond to connections in the downlink, the inverse of 
the average lifetime of a connection is the same, 𝜇 = 0.2649, for any location and year. 
Besides, in order to assess the influence of the cost parameters in the decision of the 
optimal dimensioning of the backhaul network, two different sets of parameters (which 
henceforth will be named set A and set B) for the cost were tested among the three 
scenarios. In Table 3 and Table 4 the value of the constants are shown. 
 
 𝑅𝑚𝑎𝑥1 𝑅𝑚𝑎𝑥2 
𝑘1 30 20 
𝑘2 10 5 
𝑘3 15 10 
Table 3: Cost constants in set A 
 𝑅𝑚𝑎𝑥1 𝑅𝑚𝑎𝑥 2 
𝑘1 30 20 
𝑘2 5 10 
𝑘3 15 10 
Table 4: Cost constants in set B 
As it can be seen, the only difference between the two sets can be found in the constant 
𝑘2, which is the one that multiplies the mean number of connections, i.e. the number of 
connections by the probability of being in a certain state and is only applicable when the 
customers are using the network. The mean number of connections varies regarding the 
hour of the day since it depends on the value of 𝜆. 
Finally, as far as the maximum bandwidth is concerned, two different type of bandwidth 
scans were performed: a bandwidth scan in one of the backhaul links (see Sections 4.2.1, 
4.2.2, 4.2.3, 4.2.4, 4.2.5, 4.2.6) and a bandwidth scan in both backhaul links (see Section 
4.2.7). 
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In every scenario the graphic of the optimal cost given the network status threshold for the 
selected 𝑅𝑚𝑎𝑥 set will be shown. As well as the graphic of the aggregated cost and the 
average value of the network status throughout the day in terms of the bandwidth, where it 
can be appreciated which set of 𝑅𝑚𝑎𝑥 are suitable, i.e. fulfil the requirements in terms of 
the value of the network status, and which are not suitable. 
4.2.1. Santa Clotilde Year 1, Set A 
This scenario is the one with the higher connection rate regarding the rest of scenarios 
selected. In the Table 5 the different parameters that define the scenario are presented: 
Parameters Value 
𝜆 50,0344 calls/s 
𝜇 0,2649 calls/s 
𝑅𝑜 128 kbps 
𝑅𝑚𝑎𝑥1 7500 kbps 
𝑅𝑚𝑎𝑥2 From 128 up to 5376 kbps 
Table 5: Values of the parameters in Santa Clotilde Year 1 
Since this is the first scenario that will be explained, additional graphics (for the cost and 
the network status) will be shown; so as to see, the methodology of the dimensioning tool. 
Both graphics show data that corresponds to the 𝑅𝑚𝑎𝑥  set: 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠 
and 𝑅𝑚𝑎𝑥2 = 5376 𝑘𝑏𝑝𝑠, which, in this case, coincides with the optimal 𝑅𝑚𝑎𝑥 set selected. 
In Figure 9 the cost of the different policies can be seen. Since this scenario has a rather 
high connection rate, it can be seen that the cost with one policy or another does not differ 
much except in the lower hours of activity, when the connection rate is at its minimum. At 
that moment it can be seen that policy A is the cheapest, which agrees with the definition 
of the strategies. 
 
Figure 9: Cost when Rmax2 = 5376 
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In Figure 10, it can be appreciated that, as in the cost, only when the connection rate is at 
its minimum is when the divergences between the policies can be seen. This is due to the 
fact that both backhauls have quite big bandwidths ( 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠  and 𝑅𝑚𝑎𝑥2 =
5376 𝑘𝑏𝑝𝑠 . It can be appreciated that policy A tends to be the one with the worst 
performance according to the figure of merit defined in equation (4). 
 
Figure 10: Network status in Rmax2 = 5376 
It is interesting to see how in this scenario the selected 𝑅𝑚𝑎𝑥 set only works with policy A, 
as it is shown in Figure 11. By seeing the different graphics from this scenario, it can be 
inferred that the reason for policy A being the only one chosen has to do with the fact that 
the connection rate is rather big. In this scenario the network status threshold was set to 
2,2. 
 
Figure 11: Optimal cost for a given threshold (Santa Clotilde Year 1, Set A) 
Finally, in Figure 12, the relation between the cost and the bandwidth, and the network 
status and the bandwidth are presented. 
It can be seen that the selected 𝑅𝑚𝑎𝑥 set is 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠 and 𝑅𝑚𝑎𝑥2 = 5376 𝑘𝑏𝑝𝑠, 
since this set has the lower cost while meeting the requirements. This is due to the fact that 
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as the bandwidth of 𝑅𝑚𝑎𝑥2  gets higher, all the policies manage to reach the required 
network status threshold, which means that there are more possibilities for the cost to 
decrease as policy A starts to be the only strategy chosen, at any time of the day, in order 
to get the minimum cost.  
Moreover, this graphic also shows that up until 𝑅𝑚𝑎𝑥2 = 2432 𝑘𝑏𝑝𝑠, the 𝑅𝑚𝑎𝑥 sets do not 
meet the network status requirements. It is important to highlight the fact that the value of 
the network status displayed in this graphic corresponds to the mean value of the network 
status during the day for each bandwidth, while the threshold value is compared to the 
value of the network status at each hour. This means that despite the fact that the mean 
value of the network status lies below the threshold, at some point throughout the day, 
those sets of bandwidths have a value of the network status higher than the threshold. 
 
Figure 12: Cost and network status vs bandwidth (Santa Clotilde Year 1, Set A) 
4.2.2. Santa Clotilde Year 1, Set B 
The parameters for this scenario are exactly the same as in Section 4.2.1, but changing 
the set of parameters for the cost, in this case choosing Set B.  
In Figure 13, it can be appreciated that as in Section 4.2.1, policy A is the only one selected 
throughout the day. It can readily be seen that owing to the high connection rate, at the 
busy hours, all the strategies will have a similar network status, making policy A the more 
eligible since it diminishes the overall cost. In this scenario, as in the previous one, the 
network status threshold was set to 2,2. 
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Figure 13: Optimal cost for a given threshold (Santa Clotilde Year 1, Set B) 
As for the selected 𝑅𝑚𝑎𝑥 set, it is interesting to see that, although the network status gets 
better as the bandwidth of 𝑅𝑚𝑎𝑥2 increases, the opposite happens to the cost. In Figure 14, 
the data tip shows that up until  𝑅𝑚𝑎𝑥 2 = 2432 𝑘𝑏𝑝𝑠 the sets of bandwidths do not meet the 
requirements. As in the previous case, it has to be remembered that the value of the 
network status displayed in this graphic corresponds to the mean value during the day for 
each bandwidth, while the threshold value is compared to the value of the network status 
at each hour, which means that the threshold value cannot be compared with the mean 
value displayed in this graphic. 
Therefore, the selected 𝑅𝑚𝑎𝑥 set is 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠 and 𝑅𝑚𝑎𝑥2 = 2432 𝑘𝑏𝑝𝑠, since it is 
the one with the lower cost from the sets of the ones that meet the requirements. 
 
Figure 14: Cost and network status vs bandwidth (Santa Clotilde Year 1, Set B) 
4.2.3. Varadero Year 2, Set A 
In this scenario, the only difference with the one in Section 4.2.1 is the value of the 
connection rate, that in this case is a bit lower: 𝜆 = 41,2202. 
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In Figure 15 it can be appreciated how, as in Section 4.2.1, policy A is the strategy chosen 
since it is the one that adds the less cost while being able to reach the requirements. This 
is due to the fact that, although the connection rate in this scenario is lower than in Section 
4.2.1 it is still high enough for the network not to take advantage of the other strategies. In 
this scenario the network status threshold was set to 2,16. 
 
Figure 15: Optimal cost for a given threshold (Varadero Year 2, Set A) 
As for the selected set of 𝑅𝑚𝑎𝑥, it can be appreciated in Figure 16 how as the bandwidth 
increases, both the cost and the value of the network status decrease, which means that 
the selected set is 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠 and 𝑅𝑚𝑎𝑥2 = 5376 𝑘𝑏𝑝𝑠. This is due to the fact that 
even though the connection rate is lower than in Section 4.2.1, it still is not low enough so 
that getting more bandwidth would impact badly on the cost. 
Furthermore, it can be seen that up to  𝑅𝑚𝑎𝑥2 = 2432 𝑘𝑏𝑝𝑠, the value of the network status 
of the previous sets of bandwidths do not meet the requirements at some point during the 
day, despite the fact that its mean value does lie below the threshold. However, as 
explained in previous sections, the mean value of the network status and the threshold 
value cannot be compared. 
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Figure 16: Cost and network status vs bandwidth (Varadero Year 2, Set A) 
4.2.4. Varadero Year 2, Set B 
The parameters for this scenario are exactly the same as in Section 4.2.3, but changing 
the set of parameters for the cost, in this case choosing Set B. 
It can be seen from the graphic in Figure 17 that the only strategy chosen in this case is 
policy A. This can be explained by looking at the parameters of the scenario: the cheaper 
backhaul in terms of 𝑘2  is now the one with the higher bandwidth, which means that 
although with policy A the network status is worse regarding the other strategies, since it 
still meets the requirements and it is the one that decreases the cost the most. In this 
scenario the network status threshold was set to 2,16, as in the previous one. 
 
Figure 17: Optimal cost for a given threshold (Varadero Year 2, Set B) 
In Figure 18 the curve of the cost and the network status vs the bandwidth can be seen. In 
this case, the graphic shows, as the bandwidth increases, how the cost increases while the 
value of the network status decreases. 
Moreover, it can be appreciated by the data tip in the second graphic that the sets of 
bandwidths previous to the set 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠 and  𝑅𝑚𝑎𝑥2 = 1408 𝑘𝑏𝑝𝑠 do not meet 
the requirements, since at some point during the day the value of the network status is 
higher than the threshold. It has to be taken into account the fact that Figure 18 displays 
the mean value of the network status for each bandwidth, which cannot be compared to 
the threshold value. 
This is the reason why the selected 𝑅𝑚𝑎𝑥  set is: 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠  and  𝑅𝑚𝑎𝑥2 =
1408 𝑘𝑏𝑝𝑠, since it is the cheapest from the sets that meet the requirements. 
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Figure 18: Cost and network status vs bandwidth (Varadero Year 2, Set B) 
4.2.5. Tuta Pisco Year 5, Set A 
In this scenario, the only difference with the one in Section 4.2.1 is the value of the 
connection rate, that in this case is much lower than in the two previous scenarios: 𝜆 =
16,3589. 
From the graphic in Figure 19 it can be appreciated that, contrary to the sections above, in 
this case with policy A the network status threshold cannot be reached. This is the why the 
predominant strategy is policy C. Taking into account the fact that the cheapest backhaul 
has lower bandwidth, it seems logical to think that, with policy B this backhaul link will get 
full faster than with policy C, which leads to policy B having a worse network status than 
policy C. In this scenario the network status threshold was set to 1,2. 
 
Figure 19: Optimal cost for a given threshold (Tuta Pisco Year 5, Set A) 
In Figure 20 it can be appreciated how the cost decreases as the bandwidth increases, 
contrary to the value of the network status which varies along the different values of the 
bandwidth. However strange this variations may seem, they can be easily explained. 
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First of all, bear in mind that a threshold value of the network status for each hour of the 
day has been set, and that the policy with the value below that threshold that provides the 
minimum cost will be the one selected, even if there is another policy that has a lower value 
of the network status (being that this other policy has a higher cost). Another thing to take 
into account is the fact that when no policy reaches the threshold, the selected one is the 
policy with the lower value of the network status. This leads to variations of the mean value 
of the network status, even if the logical thing would be for the mean value of the network 
status to decrease as the bandwidth increases. 
In the data tip shown in the graphic of the network status, it can be seen that the first set of 
bandwidths that meet the requirements is 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠  and  𝑅𝑚𝑎𝑥2 = 2432 𝑘𝑏𝑝𝑠 . 
And that the selected 𝑅𝑚𝑎𝑥  set is: 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠  and 𝑅𝑚𝑎𝑥 2 = 5376 𝑘𝑏𝑝𝑠 , since it 
provides the lower cost while meeting the requirements. 
 
Figure 20: Cost and network status vs bandwidth (Tuta Pisco Year 5, Set A) 
4.2.6. Tuta Pisco Año 5, Set B 
The parameters for this scenario are exactly the same as in Section 4.2.5, but changing 
the set of parameters for the cost, in this case choosing Set B. 
In comparison with the selection of policies in Section 4.2.5, Figure 21 shows a graphic 
where policy A is the predominant one. It is not difficult to perceive that the reason behind 
this selection is the fact that the cheapest backhaul is now the one with more bandwidth 
and, thus, it is easier for policy A to meet the networks status threshold. In this scenario, 
as in the previous, the network status threshold was set to 1,2. 
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Figure 21: Optimal cost for a given threshold (Tuta Pisco Year 5, Set B) 
As for the selected bandwidth, it can be seen in Figure 22 how the cost increases as the 
value of the network status decreases. In this case, up until  𝑅𝑚𝑎𝑥2 = 2176 𝑘𝑏𝑝𝑠 , the 
previous sets of bandwidths do not meet the requirements. As said before, it has to be 
taken into account the fact that the threshold value cannot be compared with the mean 
value of the network status, which is the value displayed in this graphic for each bandwidth. 
Therefore, it can be seen that the selected 𝑅𝑚𝑎𝑥 set is: 𝑅𝑚𝑎𝑥1 = 7500 𝑘𝑏𝑝𝑠 and 𝑅𝑚𝑎𝑥2 =
2176 𝑘𝑏𝑝𝑠 , since it is the one with the lower cost among those sets that meet the 
requirements. 
 
Figure 22: Cost and network status vs bandwidth (Tuta Pisco Year 5, Set B) 
4.2.7. Varadero Year 1 
This scenario is different to the other ones in the sense that a scan in both backhaul links 
was performed. While some of the parameters, such as 𝑅𝑜 or 𝜇, remain the same, others 
change (see Table 6). 
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Parameters Value 
𝜆 14,7215 calls/s 
𝑅𝑚𝑎𝑥1 From 1792 kbps up to 7424 kbps 
𝑅𝑚𝑎𝑥2 From 128 up to 5376 kbps 
Table 6: Values of the parameters in Varadero Year 1 
For this case the same analysis done in previous sections was performed. In previous 
scenarios, it was considered that the bandwidth of one of the backhaul links was fixed 
beforehand and the operator only got to choose the amount of bought or leased bandwidth 
of one backhaul link. Nevertheless, in this scenario, it is assumed that there will be more 
freedom thanks to the fact that the operator can choose the amount of leased or bought 
bandwidth for both backhaul links. 
In Figure 23, all the possible combinations of bandwidths for both backhaul link are shown. 
Each star (*) represents a set of bandwidths, and its network status (over the day) vs. its 
overall cost. The green line displays the network status threshold, which in this case is 
1,4543. The blue stars represent those sets of bandwidth that did not meet the requirement, 
while the red ones correspond to the acceptable ones. In this scenario, the selected 𝑅𝑚𝑎𝑥 
set is: 𝑅𝑚𝑎𝑥1 = 1920 𝑘𝑏𝑝𝑠 and 𝑅𝑚𝑎𝑥 2 = 5376 𝑘𝑏𝑝𝑠. 
 
Figure 23: Network status vs aggregated cost for each set of Rmax 
It could lead to confusion the fact that some of the blue starts lie below the green line. 
However, it has to be taken into account the fact that the network status represented by 
these stars corresponds to the mean value of the network status throughout the day, which 
cannot be compared to the network status threshold set before, since that one is the 
threshold for the network status at each hour. Nevertheless, the line has been displayed 
so as to see that the mean value of the network status of the acceptable sets of bandwidths 
lies below the network status threshold. 
Another interesting thing is the fact that some of the blue stars have quite a low mean value 
of the network status, nonetheless, as said in the paragraph above, the fact that the mean 
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value of the network status is lower than the threshold, does not mean that at some point 
during the day the value of the network status becomes higher than the threshold, making 
that set of bandwidths unacceptable, since they do not meet the requirements. 
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5. Budget 
Due to the fact that in this project neither physical component nor prototype has been 
designed, this budget has been estimated regarding the mean number of hours dedicated 
to the different work packages: introduction and planning, research and study of the state 
of art, derivation of the Markov chains, development of the software, the planning and 
execution of the simulations performed for this work and the final review. 
The budget will be evaluated at a cost of a junior engineer that has been established at 
8€/hour. The final cost analysis is shown in Table 7: 
Task Weeks 
Mean number 
hours/week 
Cost per 
hour (€) 
Cost (€) 
Planning and research 3 15 8 360 
Markov chains 5 20 8 800 
Programming  10 20 8 1600 
Simulation and results 7 20 8 1120 
Final Report 8 5 8 320 
TOTAL 21 16 - 4200 € 
Table 7: Budget 
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6. Conclusions and future development 
In this project a methodology was proposed for the dimensioning of backhaul networks with 
multiple heterogeneous backhaul links. The main objective of this methodology is to help 
operators decide how much bandwidth they should allocate for each type of backhaul link 
(assuming that each link has its own parameters) so as to manage the network in the most 
cost-efficient manner. 
Contrary to the case where just one backhaul link is considered, when working with more 
than one kind of backhaul link, it seems clear that the policy used to assign new incoming 
connections to the available backhaul links will affect the dimensioning of the network. This 
methodology aims to give the best QoS to the user while having the minimum cost possible. 
In an ideal case, both the network and the policy that provides the lower delay with the 
minimum cost would be jointly designed (i.e. dimensioned in the case of the network). A 
simpler approach, although suboptimal, is to define several strategies beforehand, which 
take into account the different parameters (cost and average number of bits in the buffer, 
which in the calculations has been assessed through the network status). This has been 
the approach taken in this work. 
Taking a look at the results presented in Section 4 and regarding the different policies 
defined, it can be concluded that for scenarios, where only one backhaul can be 
dimensioned and with a high connection rate, the network status at the peak hours tends 
to be the same for any of the three policies considered. Therefore, due to the fact that the 
network is quite loaded, there are nearly no divergences in the backhaul occupancy rate 
for the different policies. However, in terms of the cost differences between the policies can 
be appreciated, which leads to policy A being the one selected every hour, due to the fact 
that it is the one that adds the lower cost. 
Nonetheless, it is interesting to see how for scenarios with lower connection rates, where 
the network is not as loaded, policy C becomes the predominant one throughout the day, 
since it aims to take into account both the network status and the cost, in contrast to the 
two other strategies. 
It is also interesting to see how a bandwidth scan in both backhaul links states something 
that can be thought as evident: the selected 𝑅𝑚𝑎𝑥  set will always be one where the 
cheapest backhaul link has the maximum bandwidth possible and the expensive the 
minimum bandwidth required to meet the threshold delay. Our approach in this case allows 
to determine how much this minimum bandwidth should be for each policy considered. 
Finally, owing to the fact that the methodology proposed in this project performs the 
dimensioning of the network taking into account mean backhaul occupation values, for 
future developments it could be a good idea to work with outage values. This means, to 
dimension the network so as to guarantee that the backhaul occupation does not surpass 
a certain threshold, for instance, more than a 5% of the time. 
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Glossary 
A list of all acronyms and the meaning they stand for. 
1. WiMAX: Worldwide Interoperability for Microwave Access 
2. WiLD: WiFi for Long Distances 
3. 2D: 2-dimensional 
4. 3D: 3-dimensional 
5. QoS: Quality of Service 
