Abstract: This paper considers two different approaches for analysis of discretized non-linear control laws subject to small computational delays. Emphasis is given to the problem of robustness analysis for the discretized control. Hsu and Sastry (1987) provided a concept for which an explicit formulae is derived here and a modification is suggested allowing robust closed loop analysis in contrast to the initial approach.
INTRODUCTION
Nonlinear sampled data control in application to continuous-time plants has been a research area of great interest during recent years (Clarke et al., 1997; Nešić et al., 1999) since many questions easily analyzed for linear systems still have to be verified for non-linear control. One approach is to consider controllers designed as a discrete control law for a continuous-time system (Nešić et al., 1999) . The opposite approach is to discretize a continuous-time control law deriving a sampled-data implementation (Hsu and Sastry, 1987; Clarke et al., 1997; Teel et al., 1998; Herrmann et al., 2000) . This approach is the 'fast-sampling'-approach. A small enough sampling time ensures that the sampled-data implementation is stable. However, many approaches so far have concentrated on the issue of existence for this samplingtime and have not considered the issue of robustness or delays in the discretized control due to computational speed. Hsu and Sastry (1987) considered rigorously the problem of computational delays for a class of nonlinear affine systems and non-linear controls. However, Hsu and Sastry (1987) only provided the concept not a constructive formulae for closed loop analysis. Furthermore, Hsu and Sastry (1987) excluded the issue of robustness as strict constraints of Lipschitz continuity for the drift of the non-linear ¡ G. Herrmann was supported for this project by a grant of the European Commission (TMR-grant, project number: FM-BICT983463).
affine system were used for analysis so that classes of uncertainty and disturbances readily described by sector or constant bounds were not easily considered. In contrast, the problem of robustness of discretized controllers has been investigated by Herrmann et al. (2000) and Herrmann (2000) considering sector and constant bounds for uncertainty. Thus, this paper derives the formulae for Hsu and Sastry's (1987) analysis concept and also introduces an extension to decrease conservatism. Further, the concept of robustness analysis from Herrmann (2000) is extended to Hsu and Sastry's (1987) method by suggesting a modification which allows robust closed loop analysis to be undertaken. This method and Hsu and Sastry's (1987) original approach are compared numerically for a non-linear sliding-mode based control (Herrmann et al., 1998; Herrmann, 2000) showing that the set of assumptions for the discretization analysis is of importance.
DISCRETIZED, NON-LINEAR CONTROL WITH VARYING COMPUTATIONAL DELAY
The discretization procedure will be introduced using a generic example allowing robust stability of the sampled-data implementation to be investigated. For simplicity, the conditions raised are global but can be easily reformulated for local results considering an invariant set, a suitable vicinity of the origin of the investigated state space. 
and thus, the ini-
is not based on an actual measured value but a known bound z t y with respect to the desired controller value
is known. It can be shown that for such a sampled-data controlled system a solution
and has no finite escape time (Herrmann, 2000, Lemma 9 .1).
The basis for deriving robust stability of the closed loop employing the discretized control is a Lyapunov analysis. Suppose
, then from (1-2) the Lyapunov analysis gives for
Hence, a suitable upper bound for
is required to prove robust stability for the discretized control. In the next Lemma, it is seen that this upper estimate exists.
Lemma 1. For a system described by Assumptions 1,3-5, there exists
where
A partial proof of this Lemma is given in Section 2.1 while a full proof can be found in Herrmann (2000) and Herrmann et al. (2000) . Employing Lemma 1, it follows for the Lyapunov analysis (7) for
The parameter can be used for a compromise between performance and stability of the discretized controller. 
The next section derives an exact formula for based on ideas adopted from Hsu and Sastry (1987) .
The approach of Hsu & Sastry
This section gives an explicit formula for (8) derived from the approach of Hsu and Sastry (1987) . The non-linear affine system and the control satisfying Assumptions 1b-3b are used which also ensure a 
The main idea is to show that for the discretized control there is for small enough a scalar
This result is then used to show the claim of Lemma 1. The proof may be structured into three steps.
Step I: Employing the principle of complete induction, it can be proved that there is Step 0: Consider for (1) the interval
using (12) and Assumption 5:
Using Assumption 1, Assumption 3b, (11) and the Gronwall-Bellman Inequality (Khalil, 1992) :
For small enough
With the choice of ¤ ä ¤
, the existence of 
The fast-sampling constraints of (23) ensure that § £ ¦ ¥ e B ¢ D
for (22) exists, where the smallest
satisfying (22) and (21) is for
Step III: Now , $ 8
and @
(8) are derived. It follows from (15) a relation similar to (17) for
For the interval
and the fast-sampling constraint for (25) is necessary U "
It is seen in (15) and (18) that the Lipschitz continuity of the drift is explicitly exploited.
Remark 1. The approach of Hsu and Sastry (1987) can be adapted to derive the result from Lemma 1 so that only Assumptions 1-3 are used instead of Assumptions 1b-3b and (11-12). Assumptions 1-3 are sufficient to derive the result from Lemma 1. This can be readily seen from
This inequality allows is omitted. However, the formula for
is defined in this case by
and the relations of (22) (23) (24) . This is in particular useful for the case when P 7 u ' r w b D
for Assumptions 1-3, which also implies $ 8 D (Herrmann, 2000) .
The next section introduces a non-linear control law (Herrmann et al., 1998) which is used to compare the analysis approaches.
A SLIDING-MODE LIKE CONTROL LAW
Linear, uncertain systems are considered 
2 E is a stable design matrix and 
achieves robustness by counteracting the matched uncertainties. For (Herrmann, 2000) .
Discretization of the sliding-mode based control
The closed loop system using the discretized control k @ A 9 and k 9 of (33) and ' @ A 9
from (35) for (31-32) can be written for
A global non-smooth Lyapunov function follows from non-smooth analysis theory (Herrmann, 2000) :
has to be determined. This nonsmooth function is differentiable for almost all
applies. This allows the non-smooth Lyapunov function to be used as 
It can be shown that for almost all , it follows for
provided the fast-sampling constraint
can be satisfied for small enough ¤ . This parallels the relation of (10) 
T he final part of the Lyapunov analysis is implied from non-smooth analysis (Herrmann, 2000) :
This implies using @ D that the sampled-data controlled system is asymptotically stable for small enough sampling time B ¥ D
. An example for the sliding-mode based control will be given next showing characteristics of the discretization approaches.
Example of discretized sliding-mode based controls
The two techniques are now applied to a simple second order system. Consider the nonlinear model of an inverted pendulum, which can be expressed in the form of (30) with
where ¡ Ḧ . The formulas from (26) for Hsu and Sastry's (1987) original technique and of (29) for the modification of Hsu and Sastry's (1987) approach are used for numerical evaluation.
The robust approach (29) delivers values for ¤ up to ¢ ¡ larger (better) than those for the non-robust method of Hsu and Sastry (1987) (Figure 1 and 2). Note that the non-linear control for the inverted pendulum has been designed to counteract the non-linearity and to achieve sliding-mode based behaviour. Since the method for analysis of robust control laws has taken particular account of parametric uncertainty or non-linearity, the advantage of the extension of the original method of Hsu and Sastry (1987) to the analysis of robust control problems is recognized in the example. The value of £ ¤ as a function of ¥ is decreasing with ¥ which is also expected from the analysis (Figure 2) . Within Herrmann (2000) , it has been pointed out that it is important to compensate for the large value of the Lipschitz constant; this can be beneficial for decreasing the bounds for the sampling frequency for the presented case study and is of interest for future research.
CONCLUSIONS
Approaches for the analysis of discretized control laws subject to small computational delays have been compared with respect to the issue of robust closed loop stability. For Hsu and Sastry's (1987) original approach, an explicit formulae for closed loop analysis is provided. It has been seen that, with a more general set of assumptions, closed loop analysis of discretized robust controllers can be readily carried out complementing ideas of Hsu and Sastry (1987) . It has been verified for a numerical example that Hsu and Sastry's (1987) modified approach can improve results for the discretization of a robust control which are calculated with Hsu and Sastry's (1987) original set of assumptions.
