Considering that the structure of Smart Grid Fault Diagnosis Algorithm based on BP neural network became complex due to the increase of the sample dimension and the network fell easily into local maximums or minimums, genetic algorithm and rough set were combined to optimize the BP neural network. Rough set was applied to reduce the dimension by attribute significance to simplify the network. Genetic algorithm was introduced to globally search the weights and bios to avoid network falling into the local extremes. Results indicated that prediction accuracy was increased greatly than the traditional BP neural network, and the method is feasible and effective.
Introduction
The study on the smart grid of the Regional Network Centralized Protected Mode(RNCRM) has become one of the important research topic in power system. The study on the Regional Network Centralized Protected Mode has been carried out based on the panoramic data analysis and online dynamic security analysis (DSA)of the smart grid. Recently, the study has attracted wide attention of scholars all over the world. A variety of artificial intelligence technology(AI) should be used to build the smart grid of RNCRM. These AI include expert system (ES), artificial neural network (ANN), fuzzy system theory (FST), genetic algorithm (GA), grey system theory (GS), rough set [1, 2, 3] , and so on. The comprehensive intelligent method should be found based on these AI to realize intelligent fault diagnosis and prediction of smart grid.
Artificial neural networks are often used to solve nonlinear mapping or classification problems in fault diagnosis. And the BP neural network is one of the most mature and widely used ANN. The BP neural network can extract the reasonable rules automatically by learning the training samples, which can have good prediction ability to the test samples [4, 5, 6] .
But, the BP neural network also has some limitations, [3, 7, 8, 9, 10] . First, it does not have the preprocessing function for input samples. When the dimension of input sample is large, the structure of neural network is complex too. The training time of the neural network is greatly extended. And the realtime performance of the BP neural network is obviously reduced. Secondly, BP neural network is easy to fall into local optimum. The weights and bios of the BP neural network are modified along the reverse direction of the error function gradient, which belongs to the optimization method of linear search. But, the transfer function is a nonlinear function, and the error function is quadratic function. These functions usually have a lot of local optimums. So, using a linear search method can easily fall into these local optimums, which can also lead to premature convergence, slow convergence, or even stagnation [11, 12] .
Therefore, this paper proposes a new fault tolerant algorithm for smart grid based on BP neural network. In this paper, rough set and genetic algorithm are applied to BP network to optimize it. Firstly, the rough set is used to reduce the sample space, and then, the reduced samples are then input into the neural network for training. In the training process, the genetic algorithm is used to global search the weights and bios of the network to avoid the local extremum caused by the BP algorithm. The complexity of the BP neural network is reduced, the convergence speed of the network is accelerated, and the prediction accuracy of the neural network is also improved. The new algorithm has been successfully applied to fault diagnosis and intelligent prediction of smart grid.
The remainder of this paper is organized as follows. In the next section, we survey the reduction of sample space by rough sets. The optimization method of weights and bios based on genetic algorithm is introduced in detail. Section IV reports a series of experiments on the application of the new fault tolerant algorithm for smart grid based on BP neural network. The conclusions drawn from this paper are given in Section IX.
Reduction of Sample Space by Rough Sets
Sample space is called knowledge expression system in rough set. Rough sets mainly study the knowledge that can form division or coverage on the domain [13, 14, 15] . The domain can be interpreted as a set of all sample points in the sample space [2, 16, 17] . The concept of division and equivalence relation is consistent, that is, the classification of all samples in the sample space is carried out based on equivalence relation. / UR is the set of all equivalence classes of R partition under the equivalence relation U . In general, the R equivalence class of element x in domain U is represented by [] R x . Given a set of X , if X can be expressed as the union of certain equivalence classes of equivalence relation R , X can be called a set of definable sets or exact set of R . Otherwise, the set X is called R non-definable set or R rough set. And the rough sets are usually described as upper and lower approximation sets.
where,
is the R negative domain of X . When the attribute set of the sample space (represented by A ) is composed of the conditional attribute (represented by C ) and the decision attribute (represented by D ), the knowledge expression system is the decision table. In general, there is a certain degree of dependence between the conditional attributes and the decision attributes, which is defined by dependence:
measures the knowledge based on the attribute C . The objects in the domain can be correctly divided into decision classes.
When the attribute reduction of decision table is usually used, the concept of attribute importance degree is often used. In the attribute reduction of decision table, the concept of attribute importance is often used. It is defined as:
,which represents the importance of the attribute a to the attribute B relative to the decision attribute D .
Because most of the conditional attributes have dependency and relevance, not all conditional attributes are necessary for attribute decision making, which leads to the attribute reduction problem. In the premise of ensuring the classification ability unchanged, it can simply represent the dependence and association of decision attributes in the decision table to the conditional attribute set.
Solving process of relative reduction of decision table.
Generally, the relative reduction of decision tables contains kernel attributes, and the intersection of relative reductions is the kernel function [1, 17, 18] . Therefore, in the decision table relative reduction algorithm, the relative kernel of the decision table should be obtained first. For RC "?, if R satisfies function,
The set of all primitive relations necessary for D in C is called the kernel of D relative to C , denoted as
The relative kernel of some decision tables is the relative reduction. When the relative kernel is found, it should be judged whether it is a reduction or not. For the nonempty set P of the conditional attribute C , if the condition is satisfied:
(2)For any RP Í , there is a formula
Then P is called a reduction of D on C ,which can be denoted as
, then the redundant attribute set can be represented as
is established, the set reduct (at this time, it is the relative kernel) is a relative reduction of the decision table. Otherwise, each attribute of the redundant attribute set should be added to the set reduct sequentially. According to the definition of attribute importance, we can find the corresponding attribute i  which reaches the maximum value. If 
Optimization of BP neural network structure based on Rough Sets.
The rough set is introduced into the fusion model of BP neural network as its front-end system. The redundant attributes can be eliminated. The relative reduction attribute set of sample space can be obtained. The dimension of sample space can be reduced. The structure of the neural network can be simplified too. In addition, the neural network can filter the random noise of the parameter in the sampling process to a certain extent. The rough set is sensitive to noise. The combination of the neural network and rough set can not only improve the real-time performance of the system, but also help to enhance the fault tolerance of the system. The specific steps of improving BP neural network based on rough set are as follows:
(1) Discretization and normalization of the original sample space to obtain the original decision.
(2) Reduce the decision table, eliminate the redundant attributes, obtain the reduction decision table by using the attribute importance reduction algorithm.
(3) The training samples of the decision table are input into the BP neural network to train again, and the weights and bios are updated successively until the given accuracy is satisfied.
(4) Using the test samples in the sample space to test the trained BP neural network, and get the prediction results.
Optimizing the Weights and Bios Based on Genetic Algorithm
The optimized weights and bios of the BP neural network are encoded as individuals of the genetic algorithm. The sum of the absolute values of the BP network prediction error is used as the fitness value of the genetic algorithm. The optimal individual is selected by iterative operation of genetic algorithm [11, 19, 20] . The optimal weight and threshold of the network can be obtained by decoding the optimal individual [21, 22, 23] . Specific algorithm practice is as follows:
(1) The parameters of genetic algorithms should be initialized, such as the number of iterations, population size, crossover probability, mutation probability, the length and range of individuals in the population, fitness function, etc. The weights and bios of each layer in the BP network are encoded as individuals of the genetic algorithm, and the fitness values of all individuals should be calculated.
(2) The selection probability and cumulative probability are calculated according to the fitness value of each individual. The excellent individuals are selected from the parent population to form a new species group based on the roulette wheel algorithm.
(3) Two individuals should be selected from the new species group, and new individuals are obtained by cross operation according to a certain probability.
(4) An individual was selected from the new species group, and then, A new individual is obtained by mutation operation according to a certain probability.
(5) The fitness value of the latest population is calculated to find the optimal and worst individual. Then the worst individual is replaced with the best individual to preserve the optimal individual and its fitness value.
(6) When the number of iterations arrives, stop the optimization operation, otherwise jump to (3) step and continue to optimize calculation.
Coding of genetic individuals.
There are two kinds of individual encoding methods in genetic algorithm: binary encoding and real coding [24, 25] . In the optimization calculation, binary encoding methods requires discretization of the continuous space,which will cause a certain encodeing error. Real coding method does not exist discrete error, and has the advantages of intuitive and high precision. Therefore, this paper adopts the real coding method.
BP neural network is composed of input layer, hidden layer and output layer. Therefore, the individual consists of four parts: the weights and bios from the input layer to the hidden layer, the weights and bios form the hidden layer to the output layer. In this paper, the the weights and bios of the hidden layer are denoted as 1 w and 1 b ,and the the weights and bios of the output layer are denoted as 2 w and 2 b .
Where, 1 w , 1 b , 2 w , 2 b are all matrix or vector, and the corresponding elements are all real numbers. The specific dimension of the 1 w , 1 b , 2 w , 2 b is determined by BP neural network structure.
Construction method of fitness function.
Training samples are input into BP neural network to predict the system output [26, 27, 28] . The sum of the absolute value of the error between the actual output and the expected output is used as the fitness value of the individual. 
Where, n is the output connection points for BP neural network, i y is the expected output of the i node of the BP neural network, i o is the predicted output of the i node, and k is the coefficient of calculation. The smaller the fitness value of the BP neural network is, the better the network prediction ability is. Note: in actual iterations, the reciprocal is usually taken as the fitness value.
Selection operation.
In this paper, the roulette method is used to solve the selection operation. Firstly, the selection probability of each individual is calculated according to the fitness value of all the individuals in the parent population. Then, according to the iteration of the population size, each solution cycle generates a random number of [0 1]. Then, the cumulative probability is calculated. When the cumulative probability is greater than or equal to the random number, the corresponding individuals are selected. The calculation is repeated until the iteration is stoped. And the formula of selection probability is as follows:
Cumulative probability is:
Where, i F is the fitness value of individual i ,The fitness value is reciprocal before the general individual selection operation. And k is the coefficient of calculation, N is the number of individuals in the species group.
Crossover operation
The crossover probability c P in crossover operation has a direct impact on the convergence and effectiveness of genetic algorithm. The greater the probability is, the faster a new individual is generated, but the probability of genetic algorithm degradation into random search is also greater. The smaller the probability, the slower the search speed, and even stagnation. Therefore, the adaptive crossover probability is used in this paper, as shown in the following formula. 12 1 max
Where, avg f is the average fitness value of each generation population, max f is the maximum fitness value of each generation population, and ' f is the larger fitness value of the two individuals to be crossed. When the ' f is greater than or equal to avg f , the cross probability is reduced, Otherwise, cross probability is increased.
When the crossover probability is satisfied, the crossover operations of the k chromosome k a and the l chromosome l a at the j locus are as follows:
Where, b is a random number.
Mutation operation
Like the crossover probability, the probability of mutation ( m P ) also has a direct impact on the convergence and effectiveness of genetic algorithm. If m P is too large, the genetic algorithm will degenerate into a random search algorithm. If m P is too small, it is difficult to produce new individual genes. Therefore, the adaptive mutation probability is used in this paper, as shown in the following formula. 
Where, the meaning of avg f 、 max f 、 ' f is the same as that in the preceding part of the text.
When the mutation probability is satisfied, the mutation location of the individual is selected randomly.For example, the j chromosome ij a of the i individuals was selected for mutation, and the mutation operation was as follows. 
Where, max a is the upper limit of the range of chromosome ij a , min a is the lower limit of chromosome ij a , 2 r is a random number, g is the current number of iterations, max G is the total number of iterations, and r is a random number between 0 and 1.
Optimal operation of genetic algorithm will produce the optimal individual. That is, the optimal weights and bios are used as the structural parameters of BP neural networks. Furthermore, the test sample is used to verify the prediction ability and accuracy of the BP neural network [29, 30, 31] .
Simulation and Experiments
The accident decision record data set is used as the decision table in the auxiliary decision making system of an online dispatching assistant decision system for a regional power grid. First, rough sets are used to solve the reduction decision table. Then, the reduction decision table is input into BP neural network for training. The genetic algorithm is used to search the weights and bios of the network in the training process.The rough set can only deal with discrete data, and the accident decision record data set contains discrete and continuous type data. In this paper, in order to obtain the original decision table, we use the algorithms in [8, 11 ,12] to discretize the accident decision record data.As shown in Table 1 
Seeking the relative reduction of decision table.
Attribute reduction for decision table is carried out based on attribute importance algorithm. (3) If the relative kernel is not the relative reduction of the decision table, the new attribute set is obtained by adding the largest attribute according to the attribute importance of the relative attributes of the redundant attributes. And then the relative reduction can be judged. In this paper, the relative reduction of decision 
Constructing BP neural network.
In this paper, a three-layer BP neural network is constructed. The attribute {1,5,7,10,11} of the discrete decision table is used as input of the BP network. And the decision attribute column is used as the output of BP neural network. As the total number of samples was 150, 90 samples were randomly selected as training samples, and the remaining 60 samples were used as test samples. The training samples were input into the BP neural network for training according to the 90-row data corresponding to the {1,5,7,10,11}. So, the input vector of the network is reduced from the original 11 dimensions to the 5 dimensions. The decision attribute values are 1, 2, 3, which represent three categories of fault record data sets. Therefore, the output layer of the BP neural network uses "Pureline" linear function, the number of nodes is 1. The hidden layer uses the transfer function as "sigmoid". The number of neurons in the hidden layer is between 3~12 by using the nodes number empirical formula of input and output layer. First, a BP neural network with variable number of nodes can be designed, Then, through error comparison, it is found that when the number of nodes in hidden layer is 10, the error is minimum. Therefore, the final BP neural network structure contains 5 nodes in the input layer, 10 nodes in the hidden layer, and 1 nodes in the output layer
Searching weights and bios of networks based on genetic algorithm. (1) Real number coding of individual
The structure of BP neural network is 5-10-1. So, the weight matrix ( 1 w ) of the input layer and the hidden layer is the matrix of 10* 5, and the threshold vector 1 b is a10* 1 vector. The weight matrix 2 w of the hidden layer and the output layer is a 10* 1 vector. The threshold vector 2 b is a real number. Therefore, the individual of the genetic algorithm consists of 10 5 10 1 10 1 1 71 ?
? ? = real numbers. The value range of each real number is defined as [- 3 3] . The selection, crossover, mutation and fitness value can be calculated according to the formula of the upper section. In the iterative process of genetic algorithm, the four steps are continuously executed to screen out the optimal individuals and the optimal fitness values. And it is used to replace the worst individual and the worst fitness until the iteration step satisfies the set point. The final optimal individual value is the optimal value of each layer weight and threshold value of BP neural network.
Analysis of prediction results
The original decision table is trained by using BP neural network, rough set and BP network integration, and optimizing BP Neural Network Based on Genetic Algorithm and Rough Set. In the same way, test samples are used to predict, and the prediction results are shown in Fig. 1 and Table 2 .
The predicted outputs using the BP neural network, RS+BP neural network and RS+GA+BP neural network are displayed in Fig. 1(a) , Fig. 1(b) , Fig. 1(c) . It is obvious that the predicted output in Fig. 1(c) matches the expected output best. The predicted output in figure 1(b) matches the expected output a little better than that in Fig. 1(a) . The sample space contains too many redundant attributes, so the prediction result in Fig. 1(a) is not ideal. From Table 2 , it can be found that the prediction error in Fig. 1(b) is smaller than that in Fig. 1 (a) , the time consumption in Fig. 1(b) is also shorter than that in Fig. 1(a) . The prediction error in Fig. 1(c) is the smaller than the former. But the computation process takes a little longer time. This is mainly caused by the iteration of genetic algorithm.
Conclusion
A new Smart Grid Fault Diagnosis Algorithm of Optimizing BP Neural Network Based on Genetic Algorithm and Rough Set is proposed in this paper. The rough set is used to reduce the decision table, which can reduce the dimensionality of fault sample space. It not only retains the recognition effect of BP neural network alone, but also simplifies the network complexity and accelerates the convergence speed of the network. Genetic algorithm is introduced to give full play to the characteristics of global optimization of genetic algorithm. The weights and bios are searched in the global range to avoid the BP neural network falling into local extreme points, resulting in network training failure. Experiments show that the optimization of BP neural network based on rough set and genetic algorithm improves the prediction accuracy of BP neural network, enhances the generalization ability of the network, and has higher accuracy. The model shows that the algorithm has a wide application prospect in fault diagnosis and prediction of power system.
