We study Banach C-algebras, i.e., complete ultra-pseudo-normed algebras over the ring C of Colombeau generalized complex numbers. We develop a spectral theory in such algebras. We show by explicit examples that important parts of classical Banach algebra theory do not hold for general Banach Calgebras and indicate a particular class of Banach C-algebras that overcomes these limitations to a large extent. We also investigate C * -algebras over C.
Introduction
Over the past thirty years, nonlinear theories of generalized functions have been developed by many authors [1, 11, 17] mainly inspired by the work of J. F. Colombeau [5, 6] . They have proved to be a valuable tool for treating partial differential equations with singular data or coefficients [9, 12, 13, 18] . In recent research on the subject, a variety of algebras of generalized functions have been introduced in addition to the original construction by Colombeau, culminating in the definition of the Colombeau space G E constructed on an arbitrary locally convex topological vector space E (see [7] and the references therein). These spaces carry a natural structure as modules or algebras over the ring C of generalized complex numbers. In particular, if E is a Banach algebra, then G E turns out to be a Banach C-algebra, i.e., a complete ultra-pseudo-normed Calgebra. Thus several classes of generalized functions and generalized linear operators carry the structure of a Banach C-algebra. This paper is devoted to the study of Banach C-algebras and Colombeau C * -algebras (i.e., the analogues of C * -algebras over C) and their spectral theory. In order to ensure some of the most basic properties of the spectrum of an element of such an algebra, such as the facts that spectrum is bounded and that the spectrum of 0 is {0}, the spectrum is not defined as the complement of the resolvent set, but by means of a slightly more restrictive property (definition 4.1, theorem 4.12). This also allows for analogues of the classical interpretations of the spectrum in the algebra of continuous functions on a compact set and in matrix algebras (propositions 4.4 and 4.9). Although restrictive versions of the Gelfand-Mazur theorem ( §4.2) and the spectral mapping theorem ( §4.3) hold for general Banach C-algebras, the strength of the classical results is not reached, and we give explicit counterexamples, showing, e.g., that the spectrum of an element can be empty (example 7.1). Since most of the algebras of generalized functions and operators arise as subalgebras of G B , where B is an algebra over C, we restrict our attention to such algebras. Still, e.g., the spectrum of a self-adjoint element in a Colombeau C * -subalgebra of G B (with B a C * -algebra) can contain nonreal generalized numbers (example 7.2). This leads us to consider a particular class of Banach C-algebras and Colombeau C * -algebras, called strictly internal algebras (and more generally, algebras obtained by set-theoretic constructions on strictly internal algebras), in which a large part of the classical Banach algebra theory holds true. E.g., we obtain a stronger version of the spectral mapping theorem (theorem 9.12), a spectral radius formula (theorem 9.18, using the theory of generalized holomorphic functions), conditions under which the spectrum of an element does not depend on the algebra to which the element belongs (proposition 9.23 and theorem 10.8) and an analogue of the Gelfand-Neumark theorem (proposition 10.21) . By means of the example G # C (X) of sharply continuous generalized functions on a compact metric space X ( §8), we indicate that this class of Banach C-algebras contains algebras that arise naturally in the study of nonlinear generalized functions.
Preliminaries
In a topological space X, K ⊂⊂ X means that K is a compact subset of X. The topological closure of A ⊂ X is denoted by A, the topological interior by A
• . We denote by C(X) the ring of continuous C-valued functions on X. We denote R + := {x ∈ R : x > 0}.
Algebras
In this paper, a C-algebra will always be an associative algebra over C with 1. Commutativity is not assumed, unless explicitly stated. Let A be a C-algebra. By an ideal, we mean a two-sided ideal; otherwise, the adjective 'one-sided' (or 'left', resp. 'right') will be added. We write I ⊳ A iff I is a proper ideal of A (i.e., an ideal different from A itself). A not necessarily proper ideal is denoted by I A. By an inverse of u ∈ A, we mean a two-sided inverse, i.e., v ∈ A such that uv = vu = 1; in that case, u is called invertible and we denote v = u −1 (which is uniquely determined). A is called faithful iff for each λ ∈ C \ {0}, λ1 = 0 in A. More generally, a C-module G is faithful iff for each λ ∈ C \ {0}, there exists u ∈ G such that λu = 0. In a faithful C-algebra, we identify the subring {λ1 : λ ∈ C} with C. We denote by Hom(A, C) the set of all C-algebra morphisms A → C preserving 1, i.e., the set of all surjective multiplicative C-linear functionals on A.
Generalized function algebras, generalized numbers
Let E be a normed vector space over C. Then the Colombeau space G E := M E /N E [7] , where M E = {(u ε ) ε ∈ E (0,1) : (∃N ∈ N)( u ε ≤ ε −N , for small ε)} N E = {(u ε ) ε ∈ E (0,1) : (∀m ∈ N)( u ε ≤ ε m , for small ε)}.
Elements of M E are called moderate, elements of N E negligible. The element of G E with (u ε ) ε as a representative is denoted by [(u ε ) ε ]. R := G R and C := G C are the so-called Colombeau generalized numbers. With the componentwise operations, G E is a C-module. If E is a normed C-algebra, G E is a C-algebra with the componentwise multiplication. Let S ⊆ (0, 1). Then e S := [(χ S (ε)) ε ] ∈ R, where χ S is the characteristic function on S. An element e ∈ C is idempotent (i.e., e 2 = e holds in C) iff there exists S ⊆ (0, 1) such that e = e S [2] . The complement of S ⊆ (0, 1) is denoted by S c . By α ∈ R we denote the element with (ε) ε as a representative. For (z ε ) ε ∈ C (0,1) , the valuation v(z ε ) := sup{b ∈ R : |z ε | ≤ ε b , for small ε} and the so-called sharp norm |z ε | e := e −v(zε) . Forz = [(z ε ) ε ] ∈ C, v(z) := v(z ε ) ∈ (−∞, ∞] and |z| e := |z ε | e ∈ [0, +∞) are defined independent of the representative ofz. For a, b ∈ R, we write a ≫ b (eq., b ≪ a) if a − b ≥ α m , for some m ∈ N (i.e., if a ≥ b and a − b is invertible in R). An ultra-pseudo-seminorm on a C-module G is a map P: G → [0, +∞) ⊂ R satisfying [7, 10] P(u + v) ≤ max(P(u), P(v)) and P(λu) ≤ |λ| e P(u), for each u, v ∈ G and λ ∈ C. It follows that P(α r u) = |α r | e P(u) = e −r P(u), ∀u ∈ G, ∀r ∈ R. An ultrapseudo-norm P on a C-module G is an ultra-pseudo-seminorm that satisfies P(u) = 0, ∀u ∈ G \ {0}. A Banach C-module [7] is a complete pseudonormed C-module. Typical examples of Banach C-modules are G E (E a normed C-vector space) with P: G E → C: P(u) = u ε e [7, Prop. 3.4] . For u = [(u ε ) ε ] ∈ G E , we will denote u := [( u ε ) ε ] ∈ R. Similarly, forz = [(z ε ) ε ] ∈ C, we will denote |z| := [(|z ε |) ε ] ∈ R. If (G, P) is an ultra-pseudo-normed C-module, then it is in particular an ultrametric space with the translation invariant distance d(u, v) = P(u − v). Hence G has a completion G [16, §4] . It is easy to check that also G is a C-module and that the distance on G is translation invariant and induced by an ultra-pseudo-norm that extends P. Hence G is a Banach C-module [7] . For ultra-pseudo-normed C-modules
is called the internal subset of G E with representative (A ε ) ε [19] . For A ⊆ E, we denote A := [(A) ε ]. The interleaved closure [19] of a subset A of G E is the set
e S j a j : m ∈ N, {S 1 , . . . , S m } a partition of (0, 1), a j ∈ A .
3 Banach C-algebras
An ultra-pseudo-normed C-algebra A is a C-algebra that is provided with a submultiplicative ultra-pseudo-norm P satisfying P(1) = 1. We denote by the pair (A, P) the algebra A provided with the ultra-pseudo-norm P. A Banach C-algebra A is a complete ultra-pseudo-normed C-algebra (in particular, A is a Banach C-module [7] ).
Typical examples of faithful Banach C-algebras are A = G B , where B is a Banach C-algebra. We recall that two ultra-pseudo-seminorms P and P ′ on a C-module G are equivalent if there exists C ∈ R such that P(u) ≤ CP ′ (u) and
Lemma 3.2. Let P = 0 be an ultra-pseudo-seminorm on a C-algebra A for which there exists a constant C ∈ R such that P(uv) ≤ CP(u)P(v), ∀u, v ∈ A. Then there exists an equivalent submultiplicative ultra-pseudo-seminorm P ′ on A with P ′ (1) = 1.
Proof. We let P ′ (u) = sup P(v)=1 P(uv). If v ∈ A and P(v) = 0, then there exists r ∈ R such that P(α r v) = 1. Thus (as classically)
The equivalence of the ultra-pseudo-seminorms follows since P(u) ≤ P(1)P ′ (u), ∀u ∈ A and P ′ (u) ≤ CP(u), ∀u ∈ A.
Proposition 3.3. Let A be a C-algebra provided with an ultra-pseudo-norm P for which the ring multiplication is ·: A × A → A is continuous. Then there exists an equivalent ultra-pseudo-norm P ′ on A such that (A, P ′ ) is an ultra-pseudo-normed C-algebra.
Proof. As the ring multiplication is a C-bilinear map, the continuity implies that there exists C ∈ R such that P(uv) ≤ CP(u)P(v), ∀u, v ∈ A. The result follows then by lemma 3.2.
Proposition 3.4. Let A be an ultra-pseudo-normed C-algebra. Then the completion A is a Banach C-algebra. If A is faithful, then also A is faithful.
Proof. As explained in section 2, A is a Banach C-module. The submultiplicativity of the pseudonorm P ensures that the ring multiplication can be extended to A. In this way, A becomes a C-algebra. By continuity, also the extended P is submultiplicative. Definition 3.5. Let (G, P) be a Banach C-module. Let (u λ ) λ∈Λ be a family of elements of G. We say that (u λ ) λ∈Λ is summable if there exists v ∈ G such that for each r ∈ R + there exists a finite F 0 ⊆ Λ such that P(v − λ∈F u λ ) ≤ r, for each finite F ⊆ Λ with F 0 ⊆ F . Since v is unique with this property, λ∈Λ u λ := v. Lemma 3.6. Let (G, P) be a Banach C-module.
A family
2. Let u n ∈ G, for each n ∈ N. Then n∈N u n converges iff (u n ) n∈N is summable iff u n → 0. If n∈N u n converges, then n∈N u σ(n) = n∈N u n , for each bijection σ: N → N, and P( n∈N u n ) ≤ max n∈N P(u n ).
3. Let u n,m ∈ G, for each n, m ∈ N and let the family (u n,m ) n,m∈N be summable (we denote the sum of the family by n,m∈N u n,m ). Then m∈N n∈N u n,m = n∈N m∈N u n,m = n,m∈N u n,m .
4. Let G be a Banach C-algebra. Let u n , v n ∈ G, for each n ∈ N and let u n , v n → 0.
Proof.
(1) As for Banach spaces over ultrametric fields [21, Ex. 3 .K].
(2) By the ultrametric property of P, n∈N u n converges iff (u n ) n∈N is summable. The other assertions follow by part 1.
(3) By parts 1 and 2, all series involved are convergent. Further, the three expressions converge to lim N →∞ n,m≤N u n,m . (4) By parts 1 and 2, all series involved are convergent. As the product in G is continuous, both expressions are equal to lim N →∞ n,m≤N u n v m .
Proof. As for Banach C-algebras (e.g. [15, Lemma 3.1.5]).
Proposition 3.8. Let (A, P) be a Banach C-algebra.
The set of invertible elements of A is open.
2. Denote by Q the set of invertible elements of A. The map .
3. Let S ⊆ (0, 1) with e S 1 = 0 and u ∈ A with P(e S u) < 1. Then 1 − u is invertible w.r.t. S. 
Let
By lemma 2.2, {u ∈ A : u invertible w.r.t. S} = Φ −1 (Q), where Q is the set of invertible elements of A and Φ(u) = e S u + e S c 1. The result follows by part 1 and the continuity of Φ. Lemma 3.9. Let (A, P) be a Banach C-algebra and let B ⊆ A be a closed sub-Calgebra (with 1). Then (B, P) is a Banach C-algebra. If A is faithful, then also B is faithful.
Proof. Elementary.
Lemma 3.10. Let A be a faithful C-algebra. Let I ⊳ A. The following are equivalent:
4. (∀S ⊆ (0, 1) with e S = 0)(I ∩ {u ∈ A : u is invertible w.r.t. S} = ∅).
(1) ⇒ (2): if λ ∈ C and λ1 = 0 in A/I, then λ1 ∈ I ∩ C, hence λ1 = 0 in A.
As A is faithful, this implies that λ = 0.
(2) ⇒ (3): if there exists S ⊆ (0, 1) with e S = 0 such that e S ∈ I, then e S 1 = 0 in A/I, and A/I is not faithful (as A is faithful, e S = 0 in C iff e S = 0 in A).
(3) ⇒ (4): let u ∈ A be invertible w.r.t. S. Should u ∈ I, then also 0 = e S ∈ I. (4) ⇒ (1): let λ ∈ C \ {0}. Then there exists S ⊆ (0, 1) with e S = 0 (also in A, as A is faithful) such that λ is invertible w.r.t. S, so λ / ∈ I.
The following proposition is an extension of [7, 1.12] .
Proposition 3.11. Let (A, P) be a Banach C-algebra and let I ⊳ A be closed. Then (A/I, P ′ ) is a Banach C-algebra with
Proof. As for Banach C-algebras (e.g., [15, Thm. 1.5.3, Prop. 3.1.8]). P ′ (1 + I) = 1 by lemma 3.7, since I is a proper ideal. Faithfulness follows by lemma 3.10.
The following proposition is an easy extension of [7, Props. 3.17, 3.19] :
is an ultra-pseudo-normed C-module with ultra-pseudo-norm P defined by
,
is a Banach C-algebra with ultrapseudonorm
Further, as in [7, Prop. 3.22] , one sees that
with an element of L (G B ). Clearly, the algebraic operations on G L(B) coincide with those on L (G B ). We show that
Conversely, for each ε ∈ (0, 1), there exists u ε ∈ B with u ε = 1 and 
t. S).
An element λ ∈ C is called a spectral value for u ∈ A if u−λ is strictly non-invertible. The set of all spectral values of u ∈ A is called the spectrum of u and is denoted by sp A (u) (or by sp(u) if the algebra is clear from the context). The set of all λ ∈ C such that u − λ is invertible in A is called the resolvent set of u and is denoted by ρ A (u).
C in general. E.g., by lemma 2.2(4), sp(0) = {0} and ρ(0) = {λ ∈ C : λ is invertible}. If λ C is not generated by an idempotent (such λ exists by [2] 
We can motivate the definition of the spectrum by two classical examples of Banach C-algebras. Let X be a compact topological space. Since C(X) (with the sup-norm) is a commutative Banach C-algebra, G C (X) is a faithful commutative Banach C-algebra.
Classically, for u ∈ C(X), sp(u) = {u(x) : x ∈ X}.
and S ⊆ (0, 1) with e S = 0. Then the following are equivalent:
2. u(x) is invertible w.r.t. S in C, for each x ∈ X (0,1) .
There exists
Proof. Let first S = (0, 1). 1 ⇒ 2: if uv = 1, then u(x)v(x) = 1, for each x ∈ X (0,1) . 2 ⇒ 3: supposing that the conclusion is not true, we find a decreasing sequence (ε n ) n∈N tending to 0 and x εn ∈ X with |u εn (x εn )| < ε n n , for each n ∈ N. Choose x ε ∈ X, if ε / ∈ {ε n : n ∈ N}.
For arbitrary S, the equivalences then follow by lemma 2.2(2). Finally, (3) ⇔ (4) by lemma 2.2(4). Proposition 4.4. Let X be a compact topological space and u ∈ G C (X) . Then
Proof. ⊆: let λ ∈ sp(u). Then for each S ⊆ (0, 1) with
ε is negligible, we find x := (x ε ) ε ∈ X (0,1) with λ = u(x). ⊇: let S ⊆ (0, 1) with e S = 0 and x ∈ X (0,1) . Then u − u(x) is not invertible w.r.t. S by proposition 4.3, since its point value at x is not invertible w.r.t. S.
Classically, for A ∈ C d×d , sp(A) is the set of eigenvalues of A.
Proposition 4.5.
1. C d×d is a Banach C-algebra for the usual matrix operations and the ultra-pseudo-
is a well-defined algebraic isomorphism. It also preserves the ultra-pseudo-norm, since
(Notice that A ε e does not depend on the chosen equivalent norm on C d×d .) By the isomorphism, C d×d is a Banach C-algebra and P((
Hence f is a so-called basic C-linear map, and therefore continuous [10, §1.1.2]. Conversely, for A ∈ C d×d , the map
By proposition 3.14, the L ( C d )-ultra-pseudo-norm of f coincides with A ε e , so the isomrophism also preserves the ultra-pseudo-norm.
where σ runs over all permutations of {1, . . . , d}. Proposition 4.6. Let A ∈ C d×d and S ⊆ (0, 1) with e S = 0. Then the following are equivalent:
Proof. 
2(4). Hence
where C ε is the cofactor matrix of A ε . Now C := [(C ε ) ε ] ∈ C d×d is well-defined, since the entries of C are obtained as determinants of matrices in
. Hence e S AC = e S CA = e S det A, and be S C is an inverse of A w.r.t. S. 
By the same lemma, we find T ⊆ (0, 1) and
is an eigenvector for A with eigenvalue λ ∈ C iff |z| ≫ 0 and Az = λz.
Proof. By proposition 4.6, λ ∈ sp(A) iff A − λ strictly not invertible in
Ifz is an eigenvector for A with eigenvalue λ, then for each S ⊆ (0, 1) with e S = 0, e Sz = 0 and e S (A − λ)z = 0, hence A − λ is strictly not invertible by proposition 4.6.
If λ ∈ C is a root of det(A − λ) = 0, then by lemma 4.7 (and its proof), there exists a representative (λ ε ) ε of λ such that det(A ε − λ ε ) = 0, for each ε. Thus there exist z ε ∈ C d with |z ε | = 1 and
is an eigenvector for A with eigenvalue λ.
For many C-algebras, sp(u) can alternatively be defined by means of ρ(u).
Proof. ⊆: ifxe S =ãe S , for someã ∈ A and e S = 0, then |x −ã| = |x −ã| e S c α m , for any m ∈ N. ⊇: ifx = [(x ε ) ε ] and there existsã = [(a ε ) ε ] ∈ A such that |x −ã| α n , for each n ∈ N, then we can find a decreasing sequence (ε n ) n∈N tending to 0 with |x εn − a εn | ≤ ε n n , for each n ∈ N. Hencexe S =ãe S for S := {ε n : n ∈ N}.
Lemma 4.11. Let (A, P) be a faithful Banach C-algebra and u ∈ A. Let r ∈ R, r > 0 and λ ∈ C with |λ| ≥ α − ln P(u)−r . Then λ ∈ ρ(u).
Proof. By lemma 2.2(4), λ is invertible in C. Since u − λ = −λ(1 − λ −1 u), u − λ is invertible by lemma 3.7 and the fact that
Proof. This result follows by lemma 4.10, if we show that sp(u) = {λ ∈ C : (∀S ⊆ (0, 1) with e S = 0)(λe S / ∈ ρ(u)e S )}. ⊆: if λe S = µe S , for some µ ∈ ρ(u) and S ⊆ (0, 1) with e S = 0, then u − λ is invertible w.r.t. S. ⊇: let λ ∈ C \ sp(u). There exists S ⊆ (0, 1) with e S = 0 and w ∈ A such that
−1 e S c = 1, and similarly for the left inverse. Thus λe S ∈ ρ(u)e S . Lemma 4.13. Let A be a faithful C-algebra.
If B is a sub-
Proof. Elementary.
Lemma 4.14. Let A be a faithful C-algebra. Then 1. {u ∈ A : u is invertible} is closed under finite interleaving.
{u ∈ A : u is strictly non-invertible} is closed under finite interleaving.
3. Let u ∈ A. Then ρ(u) and sp(u) are closed under finite interleaving.
2) Let u, v ∈ A be strictly non-invertible and T ⊆ (0, 1). Suppose e T u + e T c v is invertible w.r.t. S, for some S ⊆ (0, 1) with e S = 0. Then e S e T = 0 or e S e T c = 0. By symmetry of (T, u) and (T c , v), we may suppose that e S∩T = e S e T = 0. As e T u + e T c v is invertible w.r.t S ∩ T , also e S∩T u and thus u are invertible w.r.t. S ∩ T by lemma 2.2, a contradiction. Proof. Let λ ∈ ρ(u), i.e., u − λ is invertible. By proposition 3.8(1), also u − λ ′ is invertible, hence λ ′ ∈ ρ(u), as soon as |λ − λ ′ | e is sufficiently small. It follows that also for S ⊆ (0, 1), {z ∈ C :ze S ∈ ρ(u)e S } is open. Hence sp(u) is closed by theorem 4.12.
Theorem 4.16. Let (A, P) be a faithful Banach C-algebra and u ∈ A. Then |λ| e ≤ P(u), ∀λ ∈ sp A (u).
Call r = |λ| e . Let r > P(u), then in particular, r > 0 and v(λ) = − ln r. Let δ ∈ R, δ > 0 such that ln r − δ ≥ ln P(u) + δ. By the definition of the valuation on C,
So we can construct a decreasing sequence (ε n ) n∈N tending to 0 with ε
Hence there exists µ ∈ C with µe T = λe T and µ ∈ ρ(u) by lemma 4.11. Thus λe T ∈ ρ(u)e T . By theorem 4.12, λ / ∈ sp(u).
Lemma 4.17. Let A be a C-algebra. Let u, v ∈ A and S ⊆ (0, 1) with e S 1 = 0. 
Further, by lemma 2.2, 1 − uv is invertible w.r.t. S iff e S (1 − uv) + e S c 1 = 1 − e S uv is invertible iff (by the first part) 1 − e S vu is invertible iff 1 − vu is invertible w.r.t. S.
Proof. Let λ ∈ sp(uv), λ invertible. So for each S ⊆ (0, 1) with e S = 0, uv − λ, hence also λ −1 uv − 1, is not invertible w.r.t. S. By lemma 4.17, λ −1 vu − 1, hence also vu − λ is not invertible w.r.t. S. So λ ∈ sp(vu). Proof. Let u ∈ A and λ / ∈ sp(u). So there exists S ⊆ (0, 1) with e S = 0 and
Hom(A, C) and the Gelfand-Mazur theorem
Proof. Follows by theorem 4.16 and lemma 4.20.
Classically, the Gelfand-Mazur theorem says that a Banach C-algebra B that is also a division algebra (i.e., 0 is the only element in B that is not invertible), is necessarily isomorphic with C. Under the assumption that spectra of elements in A are not empty, we have the following analogon:
Proposition 4.22 (Gelfand-Mazur). Let A be a faithful Banach C-algebra with sp(u) = ∅, ∀u ∈ A. If 0 is the only element in A that is strictly non-invertible, then A ∼ = C.
Proof. As A is faithful, C ⊆ A. Let u ∈ A. By assumption, there exists λ ∈ sp A (u), i.e., u − λ is strictly non-invertible in A, and thus u − λ = 0. Hence A ⊆ C.
The Gelfand-Mazur theorem classically implies a bijective correspondence between maximal ideals of a commutative Banach algebra B and non-zero multiplicative linear functionals on B. As motivated in [24] , the maximal ideals have to be replaced in this context by ideals I maximal w.r.t. I ∩ C1 = 0.
Lemma 4.24. Let A be a faithful Banach C-algebra. Let I ⊳ A with I ∩ C = {0}. Then I ⊳ A with I ∩ C = {0}.
Proof. By the continuity of the operations + and ·, it follows that I is an ideal. Let S ⊆ (0, 1) with e S = 0. By lemma 3.10, {u ∈ A : u invertible w.r.t. S} ⊆ A \ I. By proposition 3.8, {u ∈ A : u invertible w.r.t. S} is open, so {u ∈ A : u invertible w.r.t. S} ⊆ (A \ I) • = A \ I. As S is arbitrary, again by lemma 3.10, I ∩ C = {0}.
The following theorem can be viewed as an analogue of the correspondence between maximal ideals of a commutative C-algebra A and quotients of A that are fields.
Proposition 4.26. Let A be a faithful C-algebra. Let I A. Consider the following statements:
A/I is a faithful C-algebra and 0 is the only element in A/I that is strictly non-invertible
2. I is maximal w.r.t. I ∩ C = {0}.
Proof. (1) ⇒ (2): by lemma 3.10, I ∩ C = {0}. Let J A with I J. Let u ∈ J \ I.
As u + I = 0 in A/I, there exists S ⊆ (0, 1) with e S = 0 and v ∈ A such that uv + I = e S + I. Hence e S ∈ J ∩ C \ {0}.
(2) ⇒ (1): let A be commutative. By lemma 3.10, A/I is faithful. Let u ∈ A \ I. By the maximality of I, there exists λ ∈ C \ {0} with λ ∈ I + uA. As λ = 0, there exists S ⊆ (0, 1) with e S = 0 such that λ is invertible w.r.t. S. Hence e S ∈ I + uA, i.e., there exists v ∈ A with uv + I = e S + I, hence u + I is invertible w.r.t. S in A/I. Proof. The first assertion follows by proposition 4.26 and the fact that A/ Ker m ∼ = C. For the second assertion, letū = u + Ker m ∈ A/ Ker m, for some u ∈ A.
The converse of the previous corollary is given by the following proposition: 
The spectral mapping theorem
Theorem 4.30. Let A be a faithful C-algebra and u, v ∈ A.
Let p ∈ C[x] be a polynomial and let
p(C) = {p(λ) : λ ∈ C}, for C ⊆ C. Then p(sp(u)) ⊆ sp(p(u)) and p(fsp(u)) = fsp(p(u)). If p(λ) ∈ ρ(p(u)), then λ ∈ ρ(u).
For
(1) Let u ∈ A, λ ∈ C and p(x) = a n x n + · · · + a 0 , with a j ∈ C, ∀j. Then
, then there exists S ⊆ (0, 1) with e S = 0 such that p(u) − p(λ) is invertible w.r.t. S. By lemma 2.2, also u − λ is invertible w.r.t. S, and λ / ∈ sp(u). By contraposition, p(sp(u)) ⊆ sp(p(u)). (2) Let u ∈ A be invertible. We show that sp(u) contains only invertible elements. Let λ ∈ sp(u). Suppose that λ ∈ C is not invertible. Then there exists S ⊆ (0, 1) with e S = 0 and λe S = 0 [23, Lemma 4.1]. As u − λ is not invertible w.r.t. S, also u = u − λe S is not invertible w.r.t. S by lemma 2.2, a contradiction. Let λ ∈ C be invertible and let S ⊆ (0, 1) with e S = 0. Then by lemma 2.2, 2. a sp(u) ⊆ sp(au) ⊆ a sp(u).
If sp(u)
is the intersection of a decreasing sequence of internal subsets of C, then a sp(u) = sp(au).
Proof. By theorem 4.30, a sp(u) ⊆ sp(au), ∀a ∈ C.
(1) Let first a = e S . Let λ ∈ sp(e S u). Let µ ∈ sp(u) arbitrary. As e S u−e S λ, e S c u−e S c µ are strictly non-invertible, also u − (e S λ + e S c µ) is strictly non-invertible by lemma 4.14. Hence e S λ ∈ e S sp(u). As e S c λ ∈ sp(e S c e S u) = sp(0) = {0}, λ = e S λ ∈ e S sp(u).
Let now a C = e S C. Then there exists b ∈ C such that ab = e S . Let λ ∈ sp(au). Then e S λ = abλ ∈ ab sp(au) ⊆ a sp(abu) = a sp(e S u) = ae S sp(u) = a sp(u). As e S c λ ∈ sp(e S c au) = sp(0) = {0}, λ = e S λ ∈ a sp(u).
(2) Let λ ∈ sp(au). Let (S n ) n∈N be a sequence of level sets for a [23, §5] . Then ae Sn C = e Sn C, for each n. By part 1, e Sn λ ∈ sp(ae Sn u) = ae Sn sp(u). Let µ ∈ sp(u) arbitrary. Then e Sn λ + ae S c n µ ∈ a(e Sn sp(u) + e S c n sp(u) ⊆ a sp(u) by lemma 4.14. By lemma 4.31 and [23, Thm. 5.7(4)], lim n→∞ (e Sn λ + ae S c n µ) = λ. Hence λ ∈ a sp(u). (3) By part 2, it is sufficient to show that a sp(u) is closed. Let sp(u) = n∈N C n , where C n = [(C n,ε ) ε ] are internal and (C n ) n is decreasing. By theorem 4.16, there exists
, and we may assume that C n have sharply bounded representatives. By [19, 2.9], we may also assume that C n+1,ε ⊆ C n,ε , for each n, ε. We show that then a sp(u) = n∈N [(a ε C n,ε ) ε ], and thus a sp(u) is closed by [19, 2.3] .
, with c n,ε ∈ C n,ε , then there exist ε n (w.l.o.g. decreasingly tending to 0) such that |λ ε − a ε c n,ε | ≤ ε n , if ε ≤ ε n . Let c ε := c n,ε , if ε n+1 < ε ≤ ε n , for each n. As C n,ε are sharply bounded, (c ε ) ε ∈ M C and λ = ac, with c := [(c ε ) ε ] ∈ C. As C n+1,ε ⊆ C n,ε , for each n, ε, we have c ∈ n∈N C n = sp(u).
Theorem 4.33. Let (A, P) be a faithful Banach C-algebra. Let f (z) = ∞ n=0 a n z n with a n ∈ C and with 1/R := lim sup n→∞ n |a n | e < +∞. Then f (sp(u)) ⊆ sp(f (u)) and f (fsp(u)) = fsp(f (u)), ∀u ∈ A with P(u) < R.
Proof.
As in theorem 4.30, the assumption that f (λ) / ∈ sp(f (u)) then implies that λ / ∈ sp(u), a contradiction. So f (sp(u)) ⊆ sp(f (u)). Let m ∈ Hom(A, C). By proposition 4.21, f (m(u)) = n a n m(u) n converges in C and since m is continuous, f (m(u)) = m(f (u)). Proposition 4.35. Let (A, P) be a faithful Banach C-algebra. Then r(u) ≤ lim n→∞ n P(u n ).
Proof. Since P is submultiplicative, lim n→∞ n P(u n ) exists (as in [20, Ch. VI, Problem 11]). If λ ∈ sp(u), then λ n ∈ sp(u) n ⊆ sp(u n ) by theorem 4.30. By theorem 4.16, |λ| n e = |λ n | e ≤ P(u n ). So r(u) ≤ n P(u n ), ∀n ∈ N.
Colombeau * -algebras Definition 5.1. A C-algebra A is called a Colombeau * -algebra if there exists a map
As for C-algebras, it follows that 1 * = 1 (e.g., [15, 
2.24]).
Lemma 5.2. Let λ ∈ C such that λ 2 ∈ R and λ 2 ≥ 0. Then λ ∈ R.
Proof. As λ ∈ C, λ = a + bi, with a, b ∈ R, so λ 2 = a 2 − b 2 + 2abi. By assumption, ab = 0 and a 2 ≥ b 2 . Hence 0 ≤ b 4 ≤ a 2 b 2 = 0, and b = 0 since 0 is the only nilpotent element in R.
Lemma 5.3. For a multiplicative C-linear functional m on a Colombeau * -algebra A, the following are equivalent: Proof. Let u ∈ A be self-adjoint and λ ∈ C. Write λ = a + bi with a, b ∈ R. Suppose that b = 0. Then there exists S ⊆ (0, 1) with e S = 0 such that b is invertible w.r.t. S, i.e., there exists c ∈ R such that bc = e S . Then
As u = u * , also c(u − a) = (c(u − a)) * , so c 2 (u − a) 2 + 1 is invertible. Since u − λ and u −λ commute, u − λ is invertible w.r.t. S by lemma 2.2. Hence λ / ∈ sp(u). 6 Colombeau C * -algebras Definition 6.1. A Colombeau C * -algebra (A, P) is a Banach C-algebra that is also a Colombeau * -algebra and for which
As for classical C * -algebras, this implies that P(u * ) = P(u), ∀u ∈ A; hence * : A → A is continuous and the set of self-adjoint elements of A is closed. Proposition 6.2. Let (A, P) be a Colombeau C * -algebra.
If u ∈ A is normal, then P(u
2. If u ∈ A is unitary, then P(u) = 1 and |λ| e = 1, ∀λ ∈ sp(u).
(1) Since P is submultiplicative, s(u) := lim n→∞ P(u n ) 1/n exists (as in [20, Ch. VI, Problem 11]) and s(u) ≤ P(u), for each u ∈ A. If u is self-adjoint, then P(u 2 n ) = P(u) 2 n , for each n ∈ N, hence s(u) = P(u). If u is normal, then
and P(u)
The result follows, since s(u) ≤ P(u n ) 1/n ≤ P(u), for each n ∈ N. (2) Since 1 = P(1) = P(u * u) = P(u) 2 , P(u) = P(u * ) = 1. Let λ ∈ sp(u). By theorem 4.16, |λ| e ≤ 1. As u −1 = u * , λ −1 ∈ sp(u * ) by theorem 4.30, hence also |λ −1 | e ≤ 1. So 1 = |λλ −1 | e ≤ |λ| e |λ −1 | e ≤ 1, hence |λ| e −1 = |λ −1 | e ≤ 1, and |λ| e = 1.
Corollary 6.3. Let A be a Colombeau C * -algebra. If u ∈ A is normal and u n = 0, for some n ∈ N, then u = 0.
We recall the Cauchy-Schwarz inequality for C-modules [10]: Proposition 6.4. Let G be a C-module provided with a C-sesquilinear map ., . :
Proof. The proof of [10, Prop. 2.2] also holds if the scalar product ., . does not necessarily satisfy u, u = 0 ⇒ u = 0.
Recall that a Hilbert C-module H is a C-module provided with an inner product ., . satisfying the properties of proposition 6.4 together with u, u = 0 ⇒ u = 0, ∀u ∈ H, such that it is complete (and hence a Banach C-module) for the ultra-pseudo-norm P(u) := | u, u | e . We also denote u := u, u ∈ R.
Definition 6.5. For a Hilbert C-module H, we denote B(H) := {T ∈ L (H) : T has an adjoint}.

It is not known if B(H) = L (H) (cf. the conjecture in [10, §4]).
Proposition 6.6. Let H be a Hilbert C-module. Then B(H) is a Colombeau C * -algebra.
Proof. By proposition 3.13, L (H) is a Banach C-algebra. If T , S ∈ L (H) have an adjoint, then also T +S, λT (λ ∈ C), T S, T * have an adjoint and B(H) is a Colombeau * -algebra. As for classical Hilbert spaces, by proposition 6.4,
whence P(T * ) = P(T ) and P(T * T ) = P(T ) 2 . So if for each n ∈ N, T n ∈ B(H) and
is well-defined and turns G B into a Colombeau C * -algebra with u * u = u 2 and u = u * , ∀u ∈ A.
Proposition 6.7. If H is a (classical) Hilbert space and L (H) is the C * -algebra of continuous C-linear operators on H, then G L(H) is (up to isomorphism) a
with a Banach C-subalgebra of L (G H ). The isomorphism of proposition 3.14 clearly also preserves the involution * .
Counterexamples
The following example is in contrast with the situation in commutative Banach Calgebras (e.g., [15, §3.2]):
which is a faithful commutative Banach C-algebra by proposition 3.11 and corollary 4.25) such that ρ A (u) = C. Consequently, we also have:
Proof. Let φ ∈ C ∞ (C) with compact support and with φ(0) = 1 and φ(z) ≥ 0, for each z ∈ C. For each a = [(a ε ) ε ] ∈ C, let u a := φ( 1] ) be the ideal generated by {u a : a ∈ C}. Let u ∈ I. As u is a finite G C ([0,1]) -linear combination of some of the u a , it has a representative (u ε ) ε for which the Lebesgue measure of the support of u ε is of order ε. On the other hand, let u ∈ C \ {0} ⊆ G C ([0,1]) . Then u is invertible w.r.t. S, for some S ⊆ (0, 1) with
) ≥ ε, as soon as |x − λ ε | ≤ ε 2 and ε small enough. Hence
for small ε, and |id −λ| 
4.
A is not a symmetric Colombeau * -algebra.
where id is the identity map on [0, 1],
Suppose that S ⊆ (0, 1) with e S = 0 and u − λ is invertible w.r.t. 
The
In spite of the counterexamples in the previous section, for some Banach subalgebras of G B (B a Banach C-algebra), the spectrum behaves to a large extent as in the classical theory. In this section, we briefly investigate the structure of such an algebra, which will provide an explanation why the spectrum in this algebra behaves well (see propositions 8.6 and 9.3, corollary 10.9). Let X be a compact metric space. Let X := X (0,1) / ∼ , where (x ε ) ε ∼ (y ε ) ε iff (d(x ε , y ε )) ε ∈ N R (this definition coincides with the definition of the internal sub-
] is a well-defined map that extends the metric d on X and D: X × X → R: D(x,ỹ) := |d(x,ỹ)| e defines an ultrametric on X. The corresponding topology on X is called sharp topology. Also the (non-Hausdorff) topology on X (0,1) defined by the corresponding pseudometric D:
, definition independent of representatives).
Proposition 8.1. Let X be a compact metric space and u ∈ G C (X) . Then the following are equivalent:
3. u: X (0,1) → C is continuous (for the sharp topologies on X (0,1) , resp. C)
u defines a continuous map X → C (for the sharp topologies on X, resp. C).
(1) ⇒ (2): if (2) doesn't hold, then we can find n ∈ N, a decreasing sequence (ε m ) m∈N tending to 0 and x εm , y εm ∈ X such that d(x εm , y εm ) ≤ ε m m and 
Proof. The equality holds by proposition 8.1. Hence G # C (X) is a closed (and thus complete) subset of G C (X) , and also a sub-C-algebra of G C (X) .
, if x ε = y ε and n ε := 0, otherwise. Then (n ε ) ε ∈ N C (X) , and u = [(u ε +n ε ) ε ] with (u ε +n ε )(x ε ) = (u ε +n ε )(y ε ), ∀ε. The converse inclusion holds by definition.
This suggests the following definition: 
Strictly internal Banach C-algebras
We now study the properties of strictly internal Banach C-algebras, as introduced in the previous section.
Lemma 9.1. Let B be a Banach C-algebra and A a strictly internal subalgebra of
Let S ⊆ (0, 1) with e S = 0. Then u is invertible w.r.t. S in A iff both the following conditions hold:
Proof. ⇒:
Let n ε := u ε v ε − 1 ∈ A ε , for ε ∈ S and n ε = 0 otherwise. Then (n ε ) ε ∈ N B . In particular, for small ε ∈ S, n ε ≤ 1/2, whence (u ε v ε ) −1 ∈ A ε exists, (since A ε are Banach C-algebras) and (u ε v ε )
inverse for u ε , for small ε ∈ S. Similarly, (v ε u ε ) −1 v ε ∈ A ε is a left inverse for u ε , for small ε ∈ S. Hence u ε is invertible in A ε , for small ε ∈ S. ⇐: let v ε := u −1 ε ∈ A ε , if ε ∈ S sufficiently small, and v ε = 0 otherwise. Then v := [(v ε ) ε ] ∈ A and uv = vu = e S . Corollary 9.2. Let B be a Banach C-algebra and A a strictly internal subalgebra of
Proof. ⇒: If the conclusion does not hold, we find N ∈ N and a decreasing sequence (ε n ) n∈N tending to 0 such that u εn is invertible in A εn and u
n , for each n ∈ N. By lemma 9.1, u is invertible w.r.t. T := {ε n : n ∈ N}, contradicting the hypotheses. ⇐: by lemma 9.1.
sp
Proof. (1) Let first A be strictly internal with strict representative (A ε ) ε and u = [(u ε ) ε ] with u ε ∈ A ε , ∀ε. There exists m ∈ N such that u ε ≤ 1 − ε m , for small ε ∈ S.
−m , for small ε ∈ S. By lemma 9.1, 1 − u is invertible w.r.t. S in A. Now let A = i∈I A i , with A i strictly internal, for each i. Let u ∈ A. By the previous case, there exists an inverse v i ∈ A i w.r.t. S of 1 − u. By lemma 2.2, v i e S does not depend on i, and thus is an inverse w.r.t. S of 1 − u in A.
(2) Let λ ∈ C with |λ| u . Then there exists S ⊆ (0, 1) with e S = 0 and m ∈ N such that |λ| e S ≥ u e S + α m e S . By lemma 2.2, λ is invertible w.r.t. S, say λµ = e S . Hence µu e S ≤ (1 − |µ| α m )e S ≪ 1. By part 1, 1 − µu is invertible w.r.t. S in A. Hence also λ − u is invertible w.r.t. S in A by lemma 2.2, and λ / ∈ sp A (u).
Proposition 9.4. Let B be a Banach C-algebra and A a strictly internal subalgebra of G B . Let u ∈ A.
1. ρ A (u) is the union of an increasing sequence of internal subsets of C.
sp A (u) is the intersection of a decreasing sequence of internal subsets of C.
If
Proof. Let (A ε ) ε be a strict repres. of A and u = [(u ε ) ε ] with u ε ∈ A ε , for small ε.
All four sets are contained in C ⊆ ρ G B (u). By lemma 9.1, (u ε − λ ε ) −1 ∈ B exist for small ε, and ( (u ε − λ ε ) −1 ) ε is moderate, for each [(λ ε ) ε ] in any of the four sets. Then the equalities follow by lemma 9.1 and corollary 9.2. Definition 9.5. Let B be a Banach C-algebra. Let A be a strictly internal subalgebra of G B . For u ∈ A, we define the interior spectrum of u as
If the algebra is clear from the context, we simply write intsp(u). Proposition 9.6. Let B be a commutative Banach C-algebra and A a strictly internal subalgebra of G B . Let u ∈ A. Then
where [(sp Aε (u ε )) ε ] is independent of the representative (u ε ) ε of u with u ε ∈ A ε , ∀ε.
∈ sp A (u), then there exists S ⊆ (0, 1) with e S = 0 such that u − λ is invertible w.r.t. S. By lemma 9.1, u ε − λ ε is invertible in A ε , for small ε ∈ S, a contradiction. (2) Let λ ∈ intsp A (u). So λ ε ∈ sp Aε (u ε ), ∀ε, where (A ε ) ε is a strict representative of A, λ = [(λ ε ) ε ] and u = [(u ε ) ε ] with u ε ∈ A ε , ∀ε. As A ε are commutative Banach C-algebras, there exist multiplicative C-linear functionals m ε = 0 with m ε (u ε ) = λ ε , ∀ε (e.g., [15, 3.2.11] ). As |m ε (v)| ≤ v , ∀v ∈ A ε , the map m: A → C: 
with A ε Banach C-algebras and u ε ∈ A ε , ∀ε. Then there exist λ ε ∈ sp Aε (u ε ) with |λ ε | ≤ u ε , ∀ε (e.g., [15, 3.2.3] ). So (λ ε ) ε ∈ M C , and Proof.
The following is a dual statement of theorem 4.12:
Proposition 9.9. Let B be a Banach C-algebra and A an intersection of strictly internal subalgebras of G B . Let u ∈ A. Then
Proof. The second equality follows from lemma 4.10. For the first equality: ⊆: if λe S = µe S , for some µ ∈ sp A (u) and S ⊆ (0, 1) with e S = 0, then u − λ is not invertible w.r.t. S in A by lemma 2.2. ⊇: first, let A be strictly internal with strict representative (
If u − λ is not invertible in A, then by lemma 9.1, we can find a decreasing sequence (ε n ) n∈N tending to 0 such that u εn − λ εn is not invertible in A ε or (u εn − λ εn ) −1 ≥ ε −n n , ∀n ∈ N. Let S = {ε n : n ∈ N}. Then e S = 0. Let µ ∈ sp A (u) (sp A (u) = ∅ by corollary 9.8). By corollary 9.2, it follows that λe S + µe S c ∈ sp A (u). Hence λe S ∈ sp A (u)e S . Now let A = i∈I A i with A i strictly internal, for each i and let λ ∈ C such that for each S ⊆ (0, 1) with e S = 0, λe S / ∈ sp A (u)e S . As sp A i (u) ⊆ sp A (u), also λe S / ∈ sp A i (u)e S for each i. By the previous case and lemma 4.13, λ ∈ i∈I ρ A i (u) = ρ A (u). 
9.1 The spectral mapping theorem Lemma 9.11 . Let B be a Banach C-algebra and A a strictly internal subalgebra of
with A ε closed subalgebras of B and u j,ε ∈ A ε , ∀ε, ∀j. Let n ∈ N. By corollary 9.2, u 1,ε · · · u m,ε is not invertible in A ε or (u 1,ε · · · u m,ε ) −1 ≥ ε −n , for ε ≤ η n . Hence there exists j ∈ {1, . . . , m} such that u j,ε is not invertible in A ε or u −1 j,ε ≥ ε −n/m , for ε ≤ η n . W.l.o.g., (η n ) n decreasingly tends to 0. For η n+1 < ε ≤ η n , let ε ∈ S j iff j is the smallest index with the latter property. Then e S 1 u 1 + · · · + e Sm u m ∈ interl({u 1 , . . . , u m }) is strictly non-invertible in A by corollary 9.2. Proof. First, let A be strictly internal. Let λ ∈ sp A (p(u)). By lemma 4.7,
By lemma 9.11, there exists v ∈ interl({u − z 1 , . . . , u − z m }) that is strictly non-invertible in A. Hence there exists a partition {S 1 , . . . , S m } of (0, 1) such that u − (e S 1 z 1 + · · · + e Sm z m ) is strictly non-invertible in A, i.e., e S 1 z 1 +· · ·+e Sm z m ∈ sp A (u). Since p(z 1 e S 1 +· · ·+z m e Sm ) = λ, λ ∈ p(sp A (u)). Now let A = n∈N A n , with (A n ) n∈N an increasing sequence of strictly internal subalgebras of G B . Let m ∈ N such that u ∈ A m . Let λ ∈ sp A (p(u)). By the previous case and lemma 4.13, sp A (p(u)) = n≥m sp An (p(u)) ⊆ n≥m p(sp An (u)). By proposition 9.4, sp An (u) = k∈N C n,k , where C n,k ⊆ C are internal, for each n ≥ m. By lemma 4.7, {µ ∈ C : p(µ) = λ} is internal and sharply bounded. Further, since sp An (u) are totally ordered, the family of sets consisting of {µ ∈ C : p(µ) = λ} and C n,k (k ∈ N, n ≥ m), has the finite intersection property. Hence by saturation [19, Thm. 2.12] , λ ∈ p n≥m sp An (u) = p(sp A (u)). The converse inclusion follows by theorem 4.30. Proposition 9.13. Let B be a Banach C-algebra and A a strictly internal subalgebra of G B . Let u ∈ A and a ∈ C. Then sp A (au) = a sp A (u).
Proof. By proposition 4.32, proposition 9.4 and corollary 9.8.
9.2
The spectral radius formula Definition 9.14. (cf. [22] 
, where
then u is completely determined by its action on generalized points, and we thus identify elements of G(A) with particular pointwise maps
Properties of analytic generalized functions on generalized domains are studied in [22] .
Lemma 9.15. Let B be a Banach C-algebra and u ∈ G B . Let s ∈ R, s < − ln(r G B (u)).
Proof. Let s ∈ R with s < − ln a. Then sup n∈N |f (u n )/α ns | e < +∞. Applying the Banach-Steinhaus theorem [7, Thm. 3.21 ] to the Banach C-module G B ′ and the continuous C-linear functionals T n (f ) = f (u n )/α ns : G B ′ → C (for fixed s), we find C s ∈ R + such that for each n ∈ N and f ∈ G B ′ , |T n (f )| e ≤ C s P(f ). Choosing f n ∈ G B ′ with P(f n ) = 1 and f n (u n ) = u n [7, Prop. 3 .23], we find P(u n ) ≤ C s e −ns , ∀n ∈ N. Hence lim sup n→∞ n P(u n ) ≤ e −s . Letting s → − ln a, lim sup n→∞ n P(u n ) ≤ a.
Theorem 9.18. Let B be a Banach C-algebra and A a Banach sub-C-algebra of G B . Let u ∈ A. Then r A (u) = lim n→∞ n P(u n ). 
Proof. Let first
Further, if |z| e < 1/P(u), then P(zu) < 1, and
as soon asz is invertible and |z| e < 1/P(u). By proposition 9.16 and [22, Lemma 4.4 
, and W = V on a sharp neighbourhood of 0. By [22, Thms. 4.20 and 4.24] , lim sup n→∞ n |D n W (0)| e = lim sup n→∞ n |f (u n )| e ≤ e −s . By lemma 9.17, lim sup n→∞ n P(u n ) ≤ e −s . Letting s → − ln(r G B (u)), lim sup n→∞ n P(u n ) ≤ r G B (u). Now let A be any Banach sub-C-algebra of G B and u ∈ A. By proposition 4.35,
Consequently, for u ∈ G B , we can drop the index in r A (u). Proof. By theorem 9.18 and the properties of P (e.g., as in [3, Cor. 3.2.10]).
Stability of spectra in subalgebras
As the path-connected components of C in the topological sense are trivial (they are the singletons), we use an alternative way to define a nontrivial notion: 10 Strictly internal C * -algebras Lemma 10.1. Let B be a * -algebra and A = [(A ε ) ε ] an internal subalgebra of G B such that A ε are * -subalgebras of B, ∀ε.
Let u ∈ A be self-adjoint. Then there exists a representative
(u ε ) ε of u with u ε ∈ A ε self-adjoint, ∀ε.
The set of all self-adjoint elements of
. There exists no analogue for normal elements of the previous lemma:
Proof. Let (e k ) k≥1 be an orthonormal basis of H. Consider the weighted shifts S n (e k ) := min(k/n, 1)e k+1 . Then S n ≤ 1 and S n S * n − S * n S n = 1/n 2 , for each n. Let A n = Re S n , B n = Im S n . Let u ε := A ⌈ε −1/ε ⌉ and v ε := B ⌈ε −1/ε ⌉ , for each ε ∈ (0, 1).
are self-adjoint and u + iv is normal. Hence u, v commute. In [4] , it is shown that there are no A Proof. Let w = u + iv with u, v as in the previous example.
Definition 10.4 . Let B be a Banach C-algebra. Let A be a strictly internal subalgebra of G B . Let u, v ∈ A. If there exist a strict representative (A ε ) ε of A and representatives (u ε ) ε of u and (v ε ) ε of v such that u ε , v ε ∈ A ε and u ε v ε = v ε u ε , ∀ε, then we say that u, v commute strictly in A. We will refer to (u ε ) ε , (v ε ) ε as commuting representatives of u, v. Let B be a * -algebra. Let A be a strictly internal subalgebra of G B . If A has a strict representative (A ε ) ε and u ∈ A has a representative (u ε ) ε with u ε ∈ A ε and u ε u * ε = u * ε u ε , ∀ε, then we call u strictly normal in A. We will refer to (u ε ) ε as a normal representative of u.
Theorem 10.5. Let B be a C * -algebra. Let A be a strictly internal subalgebra of
Proof. By theorem 9.7, it is sufficient to show that sp
, sp Aε (u ε )) = 1/ r((u ε − λ ε ) −1 ) = 1/ (u ε − λ ε ) −1 , since (u ε − λ ε ) −1 ∈ A ε is normal, ∀ε ∈ S. Hence (u ε − λ ε ) −1 ≤ ε −m , ∀ε ∈ S. By lemma 9.1, u − λ is invertible w.r.t. S in A, and λ ∈ C \ sp A (u).
Remark. In the previous theorem, u * ∈ G B need not belong to A. Proposition 10.7. Let B be a C * -algebra and A a strictly internal subalgebra of G B .
1. If u ∈ G B is normal, then r(u) = P(u). If u ∈ A is strictly normal in G B , then max{|λ| : λ ∈ sp A (u)} = u .
2.
If u ∈ A is unitary, then u = 1 and |λ| = 1, ∀λ ∈ sp A (u).
If u ∈
A is self-adjoint, then sp A (u) ⊆ {λ ∈ R : − u ≤ λ ≤ u } and there exists S ⊆ (0, 1) such that (e S − e S c ) u ∈ sp A (u).
Every m ∈ Hom(A, C) is hermitian.
(1) The first assertion follows by proposition 6.2 and theorem 9.18, the second assertion by proposition 9.3 and by the fact that [(sp B (u ε )) ε ] ⊆ sp G B (u) ⊆ sp A (u).
(2) Since u 2 = uu * = 1 in R and u ≥ 0, we find u = 1. Let λ ∈ sp A (u). By proposition 9.3, |λ| ≤ 1. By theorem 4.30, λ −1 ∈ sp(u −1 ) = sp(u * ), hence also |λ −1 | ≤ 1, i.e., |λ| ≥ 1. (3) Let f (z) = e iz = ∞ n=0 (iu) n /n!. By theorem 4.33, f (u) exists, for u ∈ A with P(u) < 1 and f (sp(u)) ⊆ sp(f (u)). Now f (u) * = ∞ n=0 (−iu) n /n! = e −iu if u is self-adjoint. By multiplication of the power series, it follows that f (u) is unitary. Let λ = [(λ ε ) ε ] = µ + iν ∈ sp(u). By the convergence of power series, since |λ| e < 1, Proof. By proposition 10.7, sp G B (uu * ) ⊆ R. By proposition 9.23, ρ A (uu * ) = ρ G B (uu * ). First, let u be invertible in G B with inverse v ∈ G B . Then also (uu * ) −1 = v * v ∈ G B , so 0 ∈ ρ G B (uu * ) = ρ A (uu * ). Hence uu * is invertible in A. By unicity of inverses, v * v ∈ A.
Then also v = u * v * v ∈ A, and u is invertible in A. Now let λ ∈ ρ G B (u). Since u − λ, (u − λ) * ∈ A, the previous reasoning shows that λ ∈ ρ A (u). Hence ρ A (u) = ρ G B (u). By theorem 4.12, also sp A (u) = sp G B (u). Proof. By lemma 10.1, there exist representatives (u ε ) ε of u and (v ε ) ε of v with u ε , v ε ∈ B self-adjoint, ∀ε. Then u ε v ε u ε = r B (u ε v ε u ε ) = r B (v ε u 2 ε ) ≤ v ε u 2 ε , ∀ε (e.g., [15, Prop. 3 
.2.8]).
We could now proceed to prove an analogue of the Gelfand-Neumark theorem (e.g., [15, Thm. 4.5.6] ) for Colombeau C * -subalgebras of G B (B a classical C * -algebra) along the lines of the classical proof and show that such an algebra is isomorphic (as a Colombeau C * -algebra) with a Colombeau C * -subalgebra of B(H), for some Hilbert C-module H. It is easier to obtain this result using the classical Gelfand-Neumark theorem on the representatives: u ε ) ) ε ]. By proposition 6.7, G L(H) is a Colombeau C * -subalgebra of B(G H ) and it is straightforward to check that T is an isometric * -morphism. In particular, this also holds for the restriction of T to A.
