Abstract. We study optimal multiple stopping of strong Markov processes with random refraction periods. The refraction periods are assumed to be exponentially distributed with a common rate and independent of the underlying dynamics. Our main tool is using the resolvent operator. In the first part, we reduce infinite stopping problems to ordinary ones in a general strong Markov setting. This leads to explicit solutions for wide classes of such problems. Starting from this result, we analyze problems with finitely many exercise rights and explain solution methods for some classes of problems with underlying Lévy and diffusion processes, where the optimal characteristics of the problems can be identified more explicitly. We illustrate the main results with explicit examples.
Introduction
In this paper, we investigate the following optimal multiple stopping problem. Assume that the agent follows the evolution of a continuous-time state variable X and has the possibility to choose N stopping times such that there are exponentially distributed refraction periods between the stopping times. At each stopping time, the agent gets a payoff contingent on the state of X and her objective is to maximize the expected present value of the total payoff.
Optimal multiple stopping problems with deterministic refraction periods have been studied quite extensively over the recent years. In particular, theory of Snell envelopes is understood well in both discrete and continuous time, see [9, 10, 1, 5, 6, 25, 33, 36] . In the recent study [13] , the authors develop a general approach for optimal multiple stopping with random refraction periods. In this paper, the refraction periods are assumed to be almost surely finite, non-negative random variables. Furthermore, the exercise policies are formalized with respect to appropriately extended filtrations, see [13] , Section 2, for details. From the mathematical point of view, our study is concerned with a special case of [13] . However, by imposing the additional assumption of the distribution of the refraction periods, we can exploit efficiently the known connection between exponentially distributed random times and the resolvent semigroup in our study. This allows us to get a much more detailed picture on the problem. For instance, we can solve the problem explicitly in many cases.
One of the major drawbacks in most of the previously mentioned articles is that it is hard to find examples that allow for an explicit solution, even in the case of simple one-dimensional underlying diffusion processes. Indeed, when studying optimal multiple stopping with deterministic refraction periods, the main obstacle is how to determine the value of the remaining stopping opportunities, the so-called continuation value. In our framework with exponentially distributed refraction periods, we can tackle this using the theory of resolvent semigroups. From applications point of view, it is also interesting to study multiple stopping with random refraction periods. As we already mentioned, the majority of the literature is concerned with deterministic refraction periods. If we consider applications in real investment problems, it can very well be that the waiting times between exercises of a multi-strike real option are random. As an example in the real option spirit, consider a firm facing the timing problem of multiple identical investment projects.
The firm has the capability to execute only one project at a time and it takes a period of time to complete the project. Here, the refraction period has the interpretation as time to build, see, e.g., [24] . Depending on nature of the project, it can be very difficult to tell in advance how long it takes to complete the project and therefore it can be reasonable to include uncertain times to build into the investment problem. Our study gives a flexible yet tractable model to study problems of this form.
This paper contributes to the theory of optimal multiple stopping in the following ways. We present a thorough analysis of the case of exponential waiting times which does not appear in the literature before. We point out an interesting connection on the multiple stopping problem to a class of stochastic impulse control problems. We give separate account of both the case with infinite and finite number of stopping times, we call these problems infinite and finite stopping problems, respectively. The infinite stopping problem, which is also interesting in its own right,
gives an important point of reference to the finite stopping problem as a natural limiting case. Our main results are presented for general underlying strong Markov dynamics. The general results are complemented with a number of more specific results for underlying Lévy and diffusion dynamics.
The results are also illustrated with several explicit examples.
The reminder of the paper is organized as follows. In Section 2 we formalize the optimal multiple stopping problem, whereas in Section 3 we first concentrate on the infinite multiple stopping problem, where the issuer has infinitely many exercise rights. Surprisingly, it turns out that these problems can be reduced to ordinary optimal stopping problems and therefore can be solved explicitly in many cases of interest. Some of these examples are given in Section 4, including multidimensional underlying processes and processes with jumps. In Section 5 we study some of the general properties of stopping problems with finitely many exercise rights. Section 6 is devoted to the analysis of some specific classes of the problems with underlying diffusion dynamics and Lévy processes. The study is wrapped up with an explicit example of the finite stopping problem in Section 7.
The Multiple Stopping Problem
We start by laying down the probabilistic foundation for the optimal multiple stopping problem.
Let (Ω, F , F, P) be a complete filtered probability space satisfying the usual conditions, where [8] , p. 2. We assume that the underlying X is a strong Markov process defined on (Ω, F , F, P) and taking values in E ⊆ R d for some d ≥ 1 with the initial state x ∈ E. As usual, we augment the state space E with a topologically isolated element ∆ if the process X is non-conservative. Then the process X can be made conservative on the augmented state space
. In what follows, we drop the superscript ∆ from the notation. By convention, we augment the definition of functions g on E with g(∆) = 0.
Denote as P x the probability measure P conditioned on the initial state x and as E x the expectation with respect to P x . The process X is assumed to evolve under P x and the sample paths are assumed to be right-continuous and left-continuous over stopping times meaning the following: if the sequence of stopping times τ n ↑ τ , then X τn → X τ P x -almost surely as n → ∞.
Furthermore, we assume that the underlyings probability space is rich enough to carry a time-shift operator θ · for the strong Markov process. There is a well-established theory of standard optimal stopping for this class of processes, see [30] .
For r > 0, we denote by L r 1 the class of real valued measurable functions f on E satisfying the
for all x ∈ E. It is well known that the family (R λ ) λ≥0 is a strongly continuous contraction resolvent and that it has the following connection to exponentially distributed random times: if
As was explained in the introduction, we consider an optimal multiple stopping problem with underlying strong Markov process X subject to exponentially distributed refraction periods in between the stopping times. To make a precise statement, let U, U 1 , . . . , U N be IID with U ∼ Exp(λ) and independent of X. For brevity, denote the N -tuple (U 1 , . . . , U N ) asŪ . Furthermore, denote asτ = (τ 1 , . . . , τ N ) an N -tuple of random times in the case the case N ∈ N finite. We first concentrate on the case N = ∞, where we consider sequencesτ = (τ n ) n∈N ,Ū = (U n ) n∈N , instead of tuples. A priori, the random times U i are not F-stopping times, so we need to consider an appropriately augmented filtration to formalize the multiple stopping problem. To this end, we use the approach used in [13] which we review here shortly for the readers convenience. Define the augmented filtration F τ1+U1 as the smallest right-continuous filtration such that the random time τ 1 + U 1 is a stopping time. Furthermore, define the remaining augmentations F τ1+U1,...,τi+Ui , i = 2, . . . , N , recursively as
This filtration carries the information on the occurrences of the chosen stopping times τ i and the random times when the refraction period has elapsed after a given stopping time, i.e., the times τ i + U i . Now, for each F-stopping time η and for n ≤ N , define
τ 1 is a F-stopping time with η ≤ τ 1 , τ i is a F τ1+U1+...,τi−1+Ui−1 -stopping time
. Using the set S, we can formalize the multiple stopping problem under consideration as follows
Here, r > 0 is the constant rate of discounting and g has some regularity properties to be specified below.
2.1. Connection to impulse control. Before solving the multiple stopping problem, we want to point out the connection of the multiple and infinite optimal stopping problem to impulse control problems. We do not use the theory of impulse control in the following, but this point of view sheds light on the nature of the problem. To this end, we introduce a new Markov processX on the new state spaceÊ
where for each x ∈ E we introduce a new isolated point ∂ x and write E ∂ = {∂ x : x ∈ E}. Started on E the processX behaves as the original process X. Started in ∂ x , the processX stays in this point for an exponential time (with parameter λ) and jumps back to E and is restarted with an initial distribution P x (X S ∈ ·), where S is an independent Exp(λ)-distributed random variable.
An admissible impulse control policy for this sequence is a potentially infinite joint sequence
is an increasing sequence of stopping times and each η n is an F τn -measurable random variable with values in the set A(X τn ) (in case this set is not empty; for A(X τn ) = ∅, no control is possible). In our special situation, we consider A(x) = {∂ x } for all x ∈ E and A(x) = ∅ for all x ∈ E ∂ . For each impulse control strategy K, the controlled process X under the measure P K x behaves as under P x until the first control takes place in τ 1 , then the process is started from η 1 and runs uncontrolled until τ 2 and so on. The construction of the process (on an extension of the original probability space) can be found in [35] to give a reference in English.
We consider the optimal impulse control problem
where g : E → R is as before and we formally set g(∂ x ) = 0 for all x ∈ E. Now, noting that there is an exponential time between each two stopping times of an impulse control strategy, there is a one-to-one correspondence between sequences of stopping timesτ ∈ S ∞ 0 (Û , F) in the infinite stopping problem and impulse control strategies as given above simply by
In particular, we see that V ∞ (x) =Ṽ (x) and (τ * n , η * n ) n∈N is optimal for the impulse control problem iff (τ * n ) n∈N is optimal for the infinite stopping problem. Therefore, the infinite stopping problem can be seen as an impulse control problem for a strong Markov process from a special class. The multiple stopping problem for finite N can therefore be seen as the standard approximation of this problem, that is often used for an approximation for general impulse control problems. For connected results in the finite stopping situation, we refer to [11, Subsection 3.6 ].
The infinite stopping problem
Since the time horizon is assumed to be infinite, it is natural to consider the infinite stopping
We assume in the following that g is continuous and non-negative. The main aim of this section is to show that the solution to this infinite stopping problem can be reduced to the solution of the ordinary optimal stopping problem
under general assumptions (note that the discounting parameter r + λ is used instead of r). To this end, we first give a verification theorem for the value function.
Proposition 3.1. Assume that v is nonnegative, r-excessive, and
Furthermore, if τ * is a stopping time such that for all x ∈ E (3.3)
and
is optimal.
Before proving the result, let us note that for each nonnegative, r-excessive function v it holds
i.e. the function R r+λ v is well-defined for all λ.
where, in the last step, we used the r-excessivity of v together with the fact that σ i+1 ≥ U i for all i. This proves the first claim.
For the second claim, note that we have equality in each step for the special sequence.
Having the previous verification result in mind, we have to find an appropriate candidate function v. But on the first view, it is not clear at all how to find such a candidate and for other refraction time distributions, it seems to be impossible to find such a candidate explicitly. But the exponential distribution allows for such a construction.
3.1. On solving ordinary optimal stopping problems using the resolvent operator. The key idea is to use a representation of the value function of ordinary optimal stopping problems using the resolvent operator as follows: Consider the ordinary optimal stopping problem
for somer > 0. It is well-known, that under minimal conditions on X and g, the value function V can be characterized as the smallestr-excessive majorant of g, see e.g. [34] . A typical class ofr-excessive functions is given by ther-resolvent operator Rr applied to a nonnegative function σ. On the other hand, the Riesz representation theorem forr-excessive functions of a nice strong Markov process X with state space E yields that eachr-excessive function u can be represented uniquely in the form
where Gr denotes the resolvent kernel with respect to some duality measure m, σ is a Radon measure, and h is anr-harmonic function. For the exact assumptions on the process X in the framework of Hunt processes, we refer to the discussion in [16, Chapter 13, 14] . This integral representation ofr-excessive functions can be used fruitfully to establish a dual approach to solving ordinary optimal stopping problems by representingV in the form (3.5), see [32, 27, 12, 17, 15] .
One basic idea is the following: Under weak integrability assumptions on g, it can be seen that V is anr-potential, which yields that h = 0. Furthermore, if g is smooth enough, it can be seen that -under some further assumptions -the measure σ is absolutely continuous with respect to the duality measure m and the density of σ is given by
where S denotes the stopping set, σ(y) = (r − A)V (y), and A denotes the generator/Dynkin operator of X; for local operators A, it holds that σ(y) = (r − A)g(y). We write σ(y) = 0 on S c .
Then, the representation (3.5) reads aŝ
which yields a representation of the value function as a resolvent of a nonnegative function σ.
This representation for value functions of ordinary optimal stopping problems will be the key for solving infinite stopping problems in the rest of this section.
3.2.
Reduction of the infinite optimal stopping problem to an ordinary one. Now, we assume that there exists an optimal stopping time τ * for the problem
and thatV has the Riesz representation
for some function σ : E → [0, ∞), see the previous discussion. Assuming that the integral defininĝ V is finite, we define
note that we changed the parameter of the resolvent fromr = r +λ to r. Then, v is r-excessive and non-negative as the r-resolvent of a nonnegative function. Furthermore, sinceV is r + λ-harmonic on the continuation set S c , i.e. σ = 0 there, we see that v is r-harmonic on this set, in particular
That is, the condition (3.3) holds. Moreover, using the resolvent equation we obtain
for all x ∈ E with equality for x in the stopping set, in particular assumption (3.2) holds true. By evaluating these functions at X τ * , multiplying by e −rτ * and taking expectations, we obtain using the optimality of τ *
that is (3.4). This shows that that the assumptions of Proposition 3.1 are fulfilled. Putting pieces together, we have the following: Proposition 3.2. Assume that there exists an optimal stopping time τ * for the problem
Remark 3.1. We point out that the optimal stopping problem (3.6) has an interpretation as an optimal stopping problem with random time horizon. To this end, let U ∼ Exp(λ) independent of X and τ be a stopping time. Then
That is, we can interpret the optimal stopping problem (3.6) as a problem with independent and exponentially distributed time horizon. The mean of the random time horizon is the same as the mean waiting time after stopping in the infinite stopping problem.
4.
Some examples for the infinite stopping problem 4.1. Infinite American call problem for the geometric Brownian motion. As an application of the previous results, we consider the case that g(x) = (x − K) + and X is a geometric Brownian motion on (0, ∞), i.e., the regular linear diffusion X given as the solution of the Itô equation dX t = µX t dt + σX t dW t , where µ ∈ R and σ > 0. Here, W is a Wiener process. For the problem to be well-defined, we assume that µ < r. The associated ordinary optimal stopping
has the well-known optimal stopping time
for x ≥x ∞ and σ(x) = 0 for x <x ∞ , we find thatV can be represented aŝ
see also [17] , Section 5.1. Therefore, by Proposition 3.2 the sequenceτ ∈ S ∞ 0 (Û , F) associated to τ * given by
is optimal and
Using the representation of the resolvent for diffusion processes discussed in (6.2) below, a short calculation yields
Note that in the degenerated case λ = 0, one obtains V ∞ =V , as expected. also a threshold time and the optimal threshold is given bŷ
where M denotes the running maximum process of Y evaluated at an independent, Exp(r + λ)-distributed time, see [26] .
Finding an explicit representation of the form (3.7) for the value function seems to hard for gen- 
where A denotes the extended infinitesimal generator of Y , which gives the desired representation.
In this case, A acts as
where (b, c, π) is the Lévy triple of X. Therefore, σ can be identified to have the following easy form:
for y ≥x ∞ and = 0 for y <x ∞ , where ψ(1) = log E 0 (e Y1 ). This yields the optimal strategies and the semi-explicit representation for the value function
A more explicit representation of the resolvent operator for spectrally one-sided Lévy processes is discussed in Subsection 6.2 below.
4.3. Infinite investment problem. To illustrate that the theory is not restricted to one-dimensional problems, we now consider one of the most studied multidimensional ordinary optimal stopping problems, namely
where (X (0) , ..., X (d) ) is a d+1-dimensional (correlated) geometric Brownian motion. This problem is motivated by an investment situation: An investor has the possibility to choose a time point to make an investment. She has to pay the sum of the cost factors X (1) , ..., X (d) and gets out X (0) .
By a change of measure argument, it can immediately be seen that the problem can be reduced to the following
The problem was studied in [19, 29, 20, 28, 12, 15] from different points of view. Recently, the problem was solved [15] by characterizing the boundary of the optimal stopping set S as the unique solution to an integral equations using the Riesz representation approach as described in Subsection 3.1. Then, the value function can be represented aŝ
with σ given by σ(y) = (β − A)g(y) on S and σ(y) = 0 on S c . Now, we consider the corresponding infinite stopping problem: Over the time, new investment opportunities arise, but after making an investment, the investor has to wait for the next investment opportunity; as before, we assume this refraction period to be exponentially distributed. Due to the memoryless property of the exponential distribution, this assumption seems to be reasonable in this situation. We are faced with the problem
Again, this problem can immediately be solved by applying Proposition 3.2: We consider the ordinary optimal investment problem discussed above with parameter β = r + λ and obtain S and the function σ. Then
and the sequence of optimal stopping times is given recursively by
This result can be extended to multidimensional geometric Lévy processes with only negative jumps by using the results from [15] .
The finite stopping problem
In the previous sections we studied the limiting case of the optimal multiple stopping problem (2.1) where the number of exercise rights was infinite, i.e N = ∞. In this section, we focus on the finite case N < ∞. The following theorem gives the solution of the optimal multiple stopping problem (2.1) for finite N via a strip of N optimal single stopping problems with modified payoff functions. For brevity, denote
for all i = 1, . . . , N , where V 0 λ = 0. We make the following assumptions on the payoff structure:
h(x) is bounded.
We have the following result. Furthermore, if, in addition, the function g is continuous for all i = 1, . . . , N , then the optimal stopping time τ * i exists and can be expressed as
Proof. For notational convenience, we concentrate on the case N = 2; the general case then holds by a straightforward induction.
Fix λ ≥ 0 and x ∈ E. Let τ be an arbitrary F-stopping time. First, we write
where E h x is the expectation with respect to the probability P h x associated to the Doob's htransform X h , see [18] . Since the function x → g(x)
h(x) is bounded and lower semicontinuous and the resolvent of zero is zero, we conclude that the function
is finite and is the least r-excessive majorant of x → g(x). Since the underlying X is strong Markov, we find that
holds for all t ≥ 0. By integrating this expression over the positive reals with respect to t with weight λe −λt we obtain
0 (Û , F) be arbitrary. Then we find that
which, in turn, yields the inequality
To prove the opposite inequality, let τ 1 be arbitrary. Find an optimal stopping sequence such that
and write
where θ · denotes the time-shift operator. By Fubini's theorem and the strong Markov property
.
we obtain by monotone convergence that
We have proved
The form of the optimal stopping times holds by the general theory of optimal stopping under the stated assumptions.
Remark 5.1. The previous result can also be obtained by using the general theory developed in [13] . Furthermore, one sees that the optimal stopping times are first-entrance-times into stopping sets S n , where S 1 is the set for one stopping opportunity, S 2 for two etc. By the general theory of multiple optimal stopping with general random refraction times, see 6. Closed-form solutions for the finite stopping problem using the resolvent operator To obtain closed-form solutions of the previous problems using Theorem 5.1, it is crucial to have explicit representations for the resolvent of the underlying process. Here, we consider the particularly interesting cases of diffusion processes and (spectrally one-sided) Lévy processes.
Most solvable ordinary optimal stopping problems have a one-sided solution, that is, the optimal stopping time is of threshold-type. Therefore, it is our aim in the section to find sufficient conditions that guarantee that the optimal stopping times in the multiple stopping problem are also of this type. We give conditions that can be checked a priori, i.e. without solving the sequence of stopping problems using Theorem 5.1 explicitly.
6.1. Diffusion dynamics. We assume that the state process X evolves on R + and follows the regular linear diffusion given as the weakly unique solution of the Itô equation
Here, W is a Wiener process on (Ω, F , F, P) and the real valued functions µ and σ > 0 are assumed to be continuous. Using the terminology of [8] , the boundaries 0 and ∞ are natural, see [8] , pp. 18-20, for the boundary classification of diffusions. As usually, we denote as
dx the second order linear differential operator associated to X. Furthermore, we denote as, respectively, ψ r > 0 and ϕ r > 0 the increasing and decreasing solution of the ODE Au = ru, where r > 0, defined on the domain of the characteristic operator of X. By posing appropriate boundary conditions depending on the boundary classification of the diffusion X, the functions ψ r and ϕ r are defined uniquely up to a multiplicative constant and can be identified as the minimal r-harmonic functions -for the boundary conditions and further properties of ψ r and ϕ r , see [8] , pp. 18-20. Finally, we define the speed measure m and the scale function S of X via the formulae m
We know from the literature that for a given f ∈ L r 1 the resolvent R r f can be expressed as
for all x ∈ R + , where
S ′ (x) ψ r (x) denotes the Wronskian determinant, see [8] , pp. 19. Finally, we remark that the value of B r does not depend on the state variable x but depends on the rate r.
Given the underlying X, we consider the multiple optimal stopping problem
with payoff function g, we make more specific assumptions on g later.
For some preliminary analysis, define the operator L as follows
Then we have the following lemma.
Lemma 6.1. Assume that the function f is continuous and r-excessive for diffusion X. Then the
is decreasing.
Proof. Since the function ψ r is r-harmonic, a straightforward differentiation yields
for all x ∈ R + . Here, the operator L is defined in (6.4) and the last inequality is given by Prop.
II.2.3 in [7] . Thus
In what follows, we pin down sufficient conditions for the optimal stopping rules to be one-sided threshold rules.
Proposition 6.2. Assume that
are finite for all y ∈ D. Here, D is a countable subset of R + which has no accumulation points,
ψr (x) has a unique finite global maximum atx and is decreasing for all x >x,
• the function (A − r)g is decreasing for x >x ∞ , wherex ∞ := inf S ∞ , see Remark 5.1.
Then, for all i = 1, . . . , N
ψr(x) has a finite global maximum at a point x * i ≤x,
i , ∞) and the optimal stopping times τ 1 , . . . , τ N read as
• the value functions read as
where the function H i is defined in (5.1).
Proof. Since V 0 λ = 0, the claim follows immediately for i = 1 by [2, Theorem 3]. We proceed by induction: assume that the claim holds for index i − 1.
(1) We know from the standard theory of optimal stopping, see, e.g., [30] , that the value
is finite and r-excessive. By Prop. II.2.3 in [7] , this implies that
ψr(x) is bounded. In addition, we know from Lemma 6.1 that the function x →
is decreasing. Thus the function
ψr (x) is decreasing for all x >x. Since the interval (0,x ∞ ) is a subset of the continuation region for all i = 1, . . . , N (see Remark 5.1), we can assume, without loss of generality, that g(x) = 0 for all x ∈ (0,x ∞ ). Thus we observe using (6.6) that
. By continuity, we conclude that the function
ψr (x) has at least one maximum point on (x ∞ ,x). Let x * i denote the smallest maximum point. 
Since ψ r is r-harmonic, straightforward differentiation yields
for all x ∈ R + . Since the boundaries are natural, we find that I i (0) = 0 and, consequently, that
On the other hand, since
we conclude
We know that the resolvent (
Since the boundary ∞ is natural, it follows from Lemma 2.1 in [23] that
for all x ≤ x * i−1 . By invoking the representation (6.2), we find that
Thus, we find using (6.8) that the integrand in (6.7) is non-increasing on (x ∞ , x * i−1 ).
Therefore the function is x →
(4) To prove that S i = [x Proposition 6.2 is formulated for increasing payoff satisfying additional regularity conditions.
We point out that one can formulate an analogous result also for decreasing payoffs in terms of
ϕr(x) and obtain another wide class of solvable optimal multiple stopping problems with one-sided optimal threshold rules -for analogous results in optimal single stopping, see, e.g., [22] and [23] .
6.2. Lévy processes. For Lévy processes X, we consider the resolvent kernel G r given by
Assuming that M and I are independent random variables with distributions of sup t≤T X t and inf t≤T X t , respectively, where T is an independent exponential time with parameter r, the WienerHopf-factorization (see [21, Theorem 6.16] ) states that
Therefore,
where f I , f M denote the densities of I and M , that we assume to exist.
Unfortunately, these densities are often not easy to find explicitly, so that we consider the particularly interesting class of spectrally negative Lévy processes now. In this case, the resolvent kernel G r can be given semi-explicitly in terms of the scale-function W (r) of the process and the right inverse Φ of the Laplace exponent as
and x * , σ are given as above, see [21, Corollary 8.9] . The resolvent is then given by
This representation can be used as a key for solving multiple stopping problems for underlying Lévy processes in our setting. Note that for each spectrally positive Lévy process X, the process −X is a spectrally negative Lévy process, so that the analogous formulas can be used for spectrally positive Lévy processes also.
To give a basis for obtaining explicit examples, we again concentrate on examples that lead to optimal stopping times of threshold-type. As a main tool, we use the theory developed in [14] .
Proposition 6.3. Let X be a spectrally positive Lévy process and let g be such that there exists a continuous functionf such that
• the functionf is non-decreasing.
Then for each N ∈ N, there existsx N ≥x ∞ such that S N = [x * N , ∞) and the value function has the form V N = R r σ N for some continuous non-decresing function σ N , which fulfills the recursive equation
Proof. We proceed by induction on N and assume that Remark 6.1. The arguments in the previous proof were not directly based on the special structure of the process X. The arguments can be generalized to more general real-valued Hunt processes with only positive jumps under appropriate additional assumptions following the results in [14] carefully.
7. An Illustration of the finite stopping problem 
where the constants
It is a simple computation to show that the Wronskian B r+λ = 2 + , where K is a fixed strike price.
Furthermore, fix the parameter λ > 0. Then the optimal multiple stopping problem reads as
for all i = 1, . . . , N . It is known from the literature that for N = 1, the optimal stopping threshold and the value read as
To characterize the thresholds for i = 2, . . . , N , the objective is to find the state
This yields the necessary condition Then the necessary condition (7.1) can be expressed as x Table 1 . The optimal exercise threshold x * i , i = 1, . . . , 5 under the parameter configuration r = 0.05, µ = 0.008, σ = 0.125, λ = 0.1 and K = 2.
We observe from Table 1 that the thresholds x * i , i = 1, . . . , 5, form a decreasing sequence as a function of the number of stopping times left. This is in line with our general theory. Furthermore, Table 1 indicates that the thresholds x * i converge to the thresholdx ∞ as the number of stopping times left increases. This observation is also in line with our general theory.
