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Optimization techniques are widely applied in the power system planning and
operation to achieve more efficient and reliable power supply. With the introduction of
new technologies, the complexity of today’s power system increased significantly.
Intelligent optimization techniques, such as Particle Swarm Optimization (PSO), can
efficiently deal with the new challenges compared to conventional optimization
techniques.
This thesis presents applications of discrete PSO in two specific environments.
The first one is for day-ahead optimal scheduling of the reconfigurable gird with
distributed energy resources. The second one is a two-step method for rapid
reconfiguration of shipboard power system. Effective techniques, such as graph theory,
optimal power flow and heuristic mutation, are employed to make the PSO algorithm
more suitable to application environments and achieve better performance.
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CHAPTER I
INTRODUCTION
This chapter gives a brief overview of optimization in electric power system. The
applications of power system application and its special implement in the reconfigurable
distribution grid with distributed energy resources and shipboard power system is
discussed. The structure of the whole thesis is presented in the last section.
1.1

Optimization in Power System
The modern optimization techniques were first introduced to electric engineering

in the mid-1960s. The traditional optimization techniques such as linear programming
algorithm began to be used to solve mathematically modeled power system operating
problems in order to achieve the optimal operating condition or help system operators to
make decisions. The early applications include power system dispatching, resource
allocation, and planning.
In the past decades, various optimization techniques have been employed in
solving power system optimization problems, such as linear programming, nonlinear
programming, quadratic programming, heuristic methods, artificial intelligence
techniques, genetic algorithms, particles swarm optimization (PSO) algorithms, etc.
Along with the implement of novel techniques, the accuracy of the problem formulizing
and the computational performance are improved, which makes these methods can be
applied to more complex and larger scale power systems to achieve various of objective
functions, such as minimizing the fuel cost, transmission losses, deviation from a target
1

schedule, or control shift to alleviate violations while considering extensional constraints.
And the differences of control variables classified the optimization problems into
different aspects including: Unit commitment (optimization of unit on-and-off state),
optimal power flow (optimization of generation dispatching, load shedding, phase-shifter
angles, etc), demand side management (optimization of end-use customer electric usage),
and network reconfiguration (optimization of network topology).
In this thesis, two applications are presented for two specific power systems:
reconfigurable distribution grid with distributed energy resources and shipboard power
system. Many improvements and innovations make the method presented in this thesis
can satisfy the new features and requirements raised in these power systems.
1.2

Optimization in Reconfigurable Distribution Grid with Distributed Energy
Resources
In this day and age, to be smart is a common aim of future power distribution

grid. Distribution system operators (DSOs) are continually developing new techniques to
increase productivity and reduce cost. In addition, a special attention was paid to
sustainability recent years due to the increasingly urgent environment problem. To meet
these challenges, distributed generations (DGs), shiftable loads, energy storages (ESs)
and reconfigurable feeders are anticipated to be widely implemented in the future
distribution grids.
On the generation side, renewable energy resources is taking a bigger share in the
generation mix to deal with the environment challenges, such as climate change and
fossil energy resource shortage. From 2005 to 2008, global solar energy increased to 13
GW and increased 250% in wind energy to 121 GW. In 2008, 27 GW of wind and 5.4
GW of solar were added [1]. This is the key driver of incorporating more DGs into
2

distribution system because the power stations of renewable sources are often performed
as DGs to satisfy the limitation of actual local source availability and environment
tolerance. In addition to this, unlike large central power plants, DG can be installed at or
near the load. Thus, a wide installation of DGs will also lead to a reduction of line loss.
On the user side, the expanding implementation of smart appliances will let
demand management plays a more important role in system optimal operations. The lack
of information channel limits the flexibility of conventional demand management. This
condition will be changed by future smart appliances. The pre-programmable feature and
communication ability of smart appliances provides customer efficient channels to tell
DSOs which appliance can be temporarily switched off or the start of which appliance
can be postponed without much discomfort (e.g. refrigerators and washing machines).
Base on such information, DSOs could supply shiftable loads during low demand periods
in order to achieve higher efficiency. The accelerated development and deployment of
smart appliances is already taking place by leading companies including Cisco, GE and
Whirlpool.
The ES devices are firstly implemented to cope with the fluctuation of less
manageable renewable sources (e.g. wind turbine and solar PV) by implementing
voltage/frequency regulation [2]. Various kinds of ES devices are used in the modern
grid, including flywheel, super capacitor, battery, compressed gas storage and, hopefully,
plug-in hybrid electric vehicles (PHEVs) in the near future. Because of its ability of peak
load shaving by discharging during the high demand periods and charging during the low
demand period, it is also considered to be a good tool for load management with the
increasing installed capacity and reliability [2] [3].

3

Distribution system traditionally has a tree-like structure in which the generations
are centralized at the root and the loads are located at the end of the branches. However,
more flexible generation and demand control strategies will adjust the generations and
demands more frequently. Advanced distribution automation technologies in the future
distribution grid could have the ability of rapidly reconfiguring the network in order to
optimize the operation of distribution grid [4] [5].
Simply building hardware of distributed energy resources, but still using
traditional control strategy, cannot achieve the full benefit of them. As a result, the
correlative control strategy became hot research topic these years [6]-[10]. However, the
cooperation between distributed energy resources was often neglected in previous
research. With an overall optimal control strategy considering the interaction between
distributed energy resources, a more economy of distribution grid can be gain. Therefore,
in this paper, an overall optimal operation strategy is proposed based on improved PSO
and optimal power flow (OPF) algorithm, which focuses on reducing the total energy cost
through the optimal management of DGs, shiftable loads, distributed ESs, network
reconfiguration.
1.3

Optimization in Shipboard Power System
The modern shipboard power system integrates heavy loads and has less fault

tolerance than the conventional power system. Therefore, a fast and high-performance
restoration scheme is needed when a fault occurs, which can rapidly change the network
(reconfiguration) to restore unfaulted loads , and then optimally adjust the power flow
and maximize a continuous power supply to the loads with high priority.

4

A variety of approaches have been employed to solve this complex nonlinear
optimization problem in shipboard power systems, including heuristic algorithm, graph
theory, evolutionary algorithms and multi-agent methods [11-17]. However, these
existing methods cannot satisfy the requirement of both speed and optimization in the
shipboard power system when applied individually. For example, the graph theory based
methods and the evolutionary algorithms, such as genetic algorithm and PSO algorithm,
are mostly used in this field. The graph theory based method could rebuild the
topological structure very fast, but fails to consider all operation constraints in an
extremely short time. The PSO algorithm could be easily integrated with the OPF to get
an optimal reconfiguration, but will take more time to execute.
Therefore, a two-step reconfiguration method is proposed to achieve this rapid
and optimal reconfiguration scheme. This method at first employs graph theory to
generate an emergency reconfiguration which can quickly restore the system with relaxed
operation constraints. Then, the PSO algorithm is used to improve this reconfiguration
scheme with considering multiple objectives and stringent constraints.
1.4

Organization of Thesis
The total thesis work is organized into six chapters.
Chapter II presents a literature review of the applications of power system

optimization. The methods of four main optimization problems in the power systems are
carefully reviewed. And then the special implementation of optimization techniques in
smart distribution grid and shipboard power system are also reviewed.

5

Chapter III gives an overview of PSO. It starts with the original PSO algorithm. It
briefly describes the definition of the parameters and the steps of PSO algorithm. Then, a
discrete binary version of PSO is showed at the end of this chapter.
Chapter IV presents an intelligent method for day-ahead optimal scheduling of the
reconfigurable gird with distributed energy resources. Case studies are presented to verify
the efficiency of the proposed method.
Chapter V presents a two-step method for rapid restoration of shipboard power
system considering a weighted multiple objectives. The description of the method is
followed by a case study to verify the effectiveness of the proposed method.
Chapter VI draws conclusions to this thesis work.

6

CHAPTER II
LITERATURE REVIEW
2.1

Applications of Power System Optimization
Different optimization objects classified the optimization problems into different

aspects: Unit commitment (generation side management), optimal power flow (system
operating), demand response (demand side management), and network reconfiguration
(network topology optimization). This section presents the literature review of
optimization techniques employed in these four aspects of applications in power system.
2.1.1

Unit Commitment
Unit commitment is a generation side operation scheduling function, which

schedules the On/Off states of the generating units. Its common objective is to minimize
the operating cost. Several methods have been proposed to solve unit commitment
problem.
Reference [18] combines dynamic programming method and heuristic strategies
to improve traditional heuristic methods. The objective is to minimize the total operation
cost, subject to the operational constraints, such as the minimum up/down time limits, the
generation limit, the initial condition, etc. Authors introduced various heuristics in
dynamic programming in order to reduce its computation time. However, the
dimensionality issue makes their method hardly to achieve a good performance in
computation time. Reference [19] shows a Lagrangian relaxation based method for unit
commitment problems. Lagrangian Relaxation algorithm has been widely used to solve
7

complex combinatorial optimization problems, to which the unit commitment problem is
also belonged. Authors employ new initialization of Lagrangian multipliers and adaptive
adjustment of Lagrangian multipliers to make original Lagrangian Relaxation method
more suitable to solve unit commitment problem. Reference [20] presents an implement
of mixed integer programming based method for unit commitment problem. Test results
in an eight-bus system are also presented to exam the accuracy of the model and
formulations. However, some deficiencies in mixed integer programming based methods
have been identified when it was applied to large-scale power systems with an increased
amount of units. Reference [21] shows an expert system approach for unit commitment.
This approach firstly builds a database of rules by the knowledge of an experienced
power system operator or a unit commitment programming expert, called expert system.
Then, the expert system solves unit commitment problems based on the rules in the
database. This method provides a more efficient program execution. However, it can only
solve the problems which have already been identified in the database. Reference [22]
shows a fuzzy logic approach for unit commitment. This approach allows a qualitative
description of the behavior and characteristics of systems without the need of exact
mathematical formulations. However, the computational burden is still too heavy to
implement in a large-scale power system. Reference [23] shows a solution of unit
commitment by artificial neural networks. The Hopfield neural network is employed to
determine the units start up schedule at each period. Then, the output of each unit is
adjusted by a conventional algorithm to complete the unit commitment. Reference [24]
shows a genetic algorithm solution to the unit commitment problem. The advantage of
genetic algorithm is that it can easily deal with complex constraints raised by the power
system optimal operation and find the global best solution within short time. As a
8

derivative of genetic algorithm, reference [25] shows the implement PSO algorithm for
unit commitment. This paper shows the PSO based method inherits all advantages of
genetic algorithm and has a better convergence performance.
2.1.2

Optimal Power Flow
The Optimal Power Flow (OPF) algorithm is among the most widely used power

system optimization tools. The general OPF problem is modeled as to minimize the
general objective function, such as cost of MW generation, transmission losses, deviation
from a target schedule, or control shift to alleviate violations. The control variables to be
optimized usually include active and reactive power generation, load shedding amount,
phase-shifter angles, etc. The constraints include nonlinear equality constraints (i.e.
power flow equations) and nonlinear inequality constraints (i.e. unit output limits, line
capacity limits, bus voltage limits, and phase angle limits.)
While the developing of OPF in the last five decades, a variety of optimization
techniques has been employed to solving OPF problems. The traditional methods
includes: nonlinear programming (NLP), quadratic programming (QP) and linear
programming (LP).
The earliest methods are based on NLP. Reference [26] presents a NLP based
method to optimize the real and reactive power generation and transformer ratios to
minimize costs and losses. In this paper, two NLP optimization techniques, Lagrangian
multipliers and Kuhn-Tucker theorem, are discussed. Reference [27] employs Powell and
Fletcher-Powell algorithms to improve the convergence performance of the NLP method.
Reference [28] solves an OPF problem of voltage optimization using augmented
Lagrangian Functions and Quasi-Newton based power flow calculation.
9

The QP is a special form of nonlinear programming, whose objective function is
quadratic, but still subjects to linear constraints. Reference [29] develops a Dantzig and
Wolfe algorithm based method to solve this quadratic optimization problem. Reference
[30] modifies the original Dantzig and Wolfe algorithm based method by performing it
on a reduced set of variables and does not require convergence of a load flow as the
optimum is approached. As a result, the solving process is speeded up to get a real-time
solution of the economic dispatching problem. Reference [31] solves the optimal power
flow problem by dividing it into two sub-problems to improve the efficiency. The real
power economic dispatching sub-problem is solved first, and then the result is used as the
input of the reactive power part to solve the over-all optimization problem.
The LP builds a linear model whose objective function is formulated in linear
form and subjects to linear constraints. Reference [32] developed a LP method for
economic secure loading of a power system. The objective function and its constraints
were linearized and solved using the simplex method. Reference [33] extends the LP
algorithm to allow for hierarchical constraint relaxation and removal in cases where an
infeasible problem has been specified inadvertently.
Except for the traditional optimization techniques, some novel evolutionary
programming techniques, such as GA and PSO based method, are becoming an important
group of OPF solvers because of their enhanced speed and robustness. Reference [34]
presents a GA based solution for the OPF problems with both continuous and discrete
control variables. The continuous control variables are the unit active power outputs and
generator-bus voltage magnitudes. The discrete control variables are transformer-tap
settings and switchable shunt devices. Reference [35] presents a PSO based OPF solution

10

which minimizes the total operating cost considering the operating security constraints
and system capacity requirements.
2.1.3

Demand Response
Demand response (DR) refers the changes in electric usage by end-use customers

from their normal consumption patterns in response to changes in the price of electricity
over time [36]. In recent years, with the increasing freedom of electric market and more
efficient customer response paths, the DR is becoming a hot research field of power
system optimization.
Reference [37] [38] present the modeling of the purchasers’ bidding behavior in a
electricity market, which operates a day-ahead dispatching, in order to study the benefits
of demand side response. Reference [39] employs the game theory to formulate an energy
consumption scheduling game to in order to achieve the optimal daily schedules of
customers’ household appliances and loads.
Novel evolutionary programming techniques are also employed to solve demand
response problems. Reference [40] presents a multiple objective evolutionary approach to
solve the demand side management problem, the objectives includes minimization of
peak power demand, loss factor minimization, minimize discomfort caused to customers.
Reference [41] also use evolutionary algorithms to solve the demand side management
problem whose objectives includes minimization of maximum power demand,
maximization of profits, minimization of loss factor and minimization of customers’
discomfort.

11

2.1.4

Network Reconfiguration
Power system reconfiguration refers to the topological structure modification of

network for certain purposes, such as isolating the fault area or improving the stability
and economy of power system operation, etc.
The earliest method for the reconfiguration problems is based on heuristic
algorithm [42]. After that, various approaches have been presented. Reference [43] is the
first work which utilized genetic algorithm for network optimal reconfiguration. The
authors show that GA can very successfully solve the loss-minimum reconfiguration
problems in distribution systems. Reference [44] presents a fuzzy multi-objective
problem formulation to enhance the GA method to solve radial network reconfiguration
problem in the distribution grids. Reference [45] provides new genetic operators, called
accentuated crossover, and directed mutation to reduce the population of GA method
when solving the minimal loss reconfiguration problem.
Reference [46] firstly uses multi-agent technique to separate a reconfiguration
problem into several smaller sub-problems, and then solve them in parallel. All the agents
can work in parallel without ever interrupting or delaying. Reference [47] improves the
multi-agent reconfiguration technique and used it to optimal reconfigure mesh-structured
shipboard systems. In this work, every agent in the system only communicates to its
immediate neighbors, which significantly reduces the method’s dependency on the
system topology. In the same paper, the author provides a spanning tree algorithm for the
agent system to break the mesh-structured system into a single tree-structured system,
which make the calculation of the information flow among agents without redundant
information accumulation become feasible. Reference [48] presents the follow-up
research on multi-agent reconfiguration for ring-structured shipboard power systems,
12

spanning tree algorithm is used to detect and break the ring structure in the system.
Reference [49] presents an application of PSO method to in solving the network
reconfiguration problems. A comprehensive index of network reconfiguration efficiency
is build first to evaluate the reconstructing processes, and then the PSO is used to
reconstruct the network. Reference [50] presents an approach for distribution
reconfiguration considering distributed generators; the PSO algorithm is employed to
solve the optimal operation problem. Reference [51] presents a study of a multi-objective
feeder operation optimization problem. Network efficiency balance, switching and
reliability costs in a distribution network are all taken into account. The binary PSO is
used to get a feeder switching schedule.
2.2

Optimal Operation of Smart Distribution Grid
In the future smart distribution system, various implementations of distributed

energy resources, including distributed generations (DGs), smart appliances (SAs) and
distributed energy storages (DESs), will challenge the traditional power system
optimization methods. Several recent literatures present the research on the effect of
distributed energy resources on the traditional operating optimization.
Reference [6] proposes a framework of new generation dispatch system for the
smart grid environment, where an amount of uncertainties being introduced by distributed
generation, demand response and renewable energy resources. Reference [7] presents a
multi-period AC OPF to determine the optimal accommodation of renewable DGs to
minimize the system energy losses. Reference [8] discuses the potential effect of the
demand response on distribution grid operations in a smart grid context. Reference [9]
considers the development of energy consumption scheduling devices in smart meters for
13

autonomous demand side management within a small system of several buildings who
can interact automatically by running a distributed algorithm to find the optimal energy
consumption schedule for each subscriber. Reference [10] investigates the potential
benefits of using control mechanisms in optimizing energy consumption stemming from
plug-in hybrid electric vehicle (PHEV) charging, which can be considered as distributed
ESs, in a residential use case.
2.3

Optimal Reconfiguration of Shipboard Power System
A variety of reconfiguration methods for electric shipboard power system have

been presented, including heuristic algorithm, graph theory, evolutionary algorithms and
multi-agent methods. The early works are based on the heuristics. A general
reconfiguration methodology is presented in [11] to satisfy the operational requirements
and priorities of loads. Graph theory is employed to generate a fast network
reconfiguration scheme due to its high speed advantage. In reference [12], a graph theory
based real-time reconfiguration method was used to maintain the power balance of postfault power system. Although the graph theory based method could rapidly rebuild the
topological structure of network, it is hard to consider all operation constraints, like limits
on voltage profile and line overloads. Considering the configuration problems are usually
defined as a complex nonlinear optimization problem, the evolutionary algorithms, such
as genetic algorithm and PSO algorithm, are widely used. In reference [13], a genetic
algorithm based reconfiguration method is presented to achieve the quick service
restorations. Two PSO based fast reconfiguration strategies have been suggested in [14]
and [15]. Reference [14] is based on a zone-based differential reconfiguration strategy,
which simplifies the network model by dividing the system into different zones.
14

Reference [15] employs a small population based PSO method, which reduces the scale
of particles in order to achieve a real time application. This paper shows the PSO
algorithm could be easily integrated with the power flow calculation to get an optimal
reconfiguration, but will take some time to implement power flow calculations. Multiagent reconfiguration methods were proposed in [16] and [17], where the spanning tree
algorithm has been used to deal with the reconfiguration of ring-structured and meshstructured shipboard power systems.
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CHAPTER III
OVERVIEW OF PARTICLE SWARM OPTIMIZIATION
3.1

Introduction to PSO
Particle swarm optimization (PSO) is a population based optimization algorithm

which was first proposed by Kennedy and Eberhart in 1995 [11]. It is inspired by the
social behavior of bird flocking or fish schooling. PSO is a derivative algorithm of
Genetic Algorithm (GA). Unlike GA, PSO has no evolution operators such as crossover
and mutation. Therefore, it will save much computational time.
3.1.1

Initialization
In the initialization, a population array of random solutions, called particles, are

placed in the search space. The collection of these particles is called particle swarm. Each
individual particle is composed of three d dimensional vectors, where d is the
dimensionality of the search space. These three vectors are the current position xi, the
velocity vi and the previous personal best position pi.
The current position xi of a particle is a set of coordinates describing a point in the
search space, which is representing the information of a potential solution.
The velocity vi indicates the rate of the position change for particle i. vi is restrict
within a limit |vi| ≤ Vmax. Vmax determines which region is searched between the current
position and the target position.
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The personal best position pi indicates the best position which the particle i has
reached so far. It will be the reference of particle update. In the initialization, the personal
best position is equal to the current position xi.
3.1.2

Fitness
The fitness is an evaluation of how the current position xi of particle i suitable to

the objective of the optimization. Higher fitness value means the current position xi of
particle i can be suitable to the objective of the optimization better. By comparing the
fitness of each particle in the swarm, a global best position pg which will be the other
reference of particle update can be found.
3.1.3

Particle Update
In the original PSO algorithm, the position of particles update according to the

following equation

vid (t 1)  vid (t )  c1  rand()  [ pid (t )  xid (t )]  c2  rand()  [ p gd (t )  xid (t )]

(3.1)

xid (t 1)  xid (t )  vid (t 1)

(3.2)

where:
c1 , c2

are acceleration coefficients

rand()

is a vector of random numbers generated uniformly from [0,1]

The acceleration coefficients c1 and c2 represents the weighting of the random
acceleration terms that pull each particle towards pi and pg. They are commonly set to 2.0
for almost all applications.
Figure 3.1 shows a visualizing of particle update. This figure shows the different
function of three parts in the (3.1)

vid (t) pushes the particle in the direction it has moved so far.
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c1 rand()[ pid (t)  xid (t)] pushes the particle return to the personal best position
it has already reached so far.

c2  rand() [ p gd (t)  xid (t)] pushes the particle return to the global best position
of the particles in the swarm.

Figure 3.1

Visualizing of particle update

After updating the current position xi of every particle in the swarm, the personal
best position pi and the global best position pg will also be updated by comparing their
new fitness values.
3.1.4

Flowchart
The algorithm flow of the PSO method is listed below:
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Step1) Initialize a population of particles with random xi and vi
Step2) Evaluate the fitness value of each particle in d variables
Step3) Find out the personal best position pi and the global best position pg
according to the fitness. If current value is better than pi, then set pi equal
to the current location in d dimensional space.
Step4) Find out the global best position pg based on the fitness value. If current
value is better than pg, set pg equal to the current location in d
dimensional space.
Step5) Update the velocity vid and the current position xid for the next iteration.
Step6) Go back to Step 2 until the stop criterion is met.

Figure 3.2

Flowchart of PSO algorithm
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3.2

Discrete PSO
Reference [52] introduces a discrete binary version of PSO. The original update

equation of xi (3.2) is changed to the following (3.3) and (3.4) to deal with binary
variables.
1, rand ()  S (v id (t 1))
x id (t 1)  
0, rand ()  S (v id (t 1))

S(v) 1/(1 ev )

(3.3)
(3.4)

In these two update equations, rand() is a vector of random numbers generated
uniformly from [0,1]. S(v) is a logistic transformation of the vid which can transfer vid into
a value within the interval [0,1] in order to denotes the probability of particles’ mutation.
For instance, if vid = 4.0, then S(v) = 0.9820 which means there is a 98.20% chance that
xid will be a “1”. These update equations make PSO algorithm can effectively solve the
optimization problems with binary variables which is very common in the industry
applications.
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CHAPTER IV
OPTIMAL OPERATION OF RECONFIGURABLE DISTRIBUTION GRID WITH
DISTRIBUTED ENERGY RESOURCES
In today’s power industry, to be smart is a common aim of future distribution
grids. Smart grid technologies are widely applied in the power system planning and
operation which not only bring us more efficient and reliable power supply, but also new
challenges to conventional optimization techniques. This paper developed an effective
method based on discrete PSO to optimize the day-ahead scheduling of the
reconfigurable gird with distributed energy resources, such as distributed generators,
energy storages and shiftable loads.
4.1
4.1.1

Problem Modeling
Generation
The traditional distribution grids get power supply from the substations, which are

connected to transmission grid. In the future smart grids, the DSOs not only have more
choices of energy resources, but also are required to connect customers to the most
economic resource. In a liberal energy market, generation companies sell energy through
bidding [53]. They submit hourly supply bid curves for the next day to the DSOs. At the
same time, the energy price of DGs for the next day also varies according to the
forecasted generating capacity of the next day, which is determined by their forecasted
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demand. Therefore, DSOs should build a time-sensitive model when they management
the generations.
In this application, an hourly discrete model is built for management the power
generations in the system. The power supply from the transmission grid is considered as
an equivalent unit. Thus, the total active and reactive power output during hour t of all
units are determined by
NG

PG (t)   xG,gh  PG,g (t)

(4.1)

g1

NG

QG (t)   xG,gh  QG,g (t)

(4.2)

g1

The cost function is determined by

Fc1 (PG , g (t ))  xG ,it  [ g   g  PG , g (t )   g  PG2, g (t )]

Fc2 (PG ,g (t ))  xG ,gt [ g   g (t )  PG ,g (t )]

(4.3)
(4.4)

where
g

is the index of units

NG

is the number of units

t

is the index of hours

PG,g(t)

is the active power output of unit g during hour t (MW)

QG,g(t)

is the reactive power output of unit g during hour t (MVAR)

xG,gt

is the status of unit g. “1” for unit startup at t, “0” for shutdown.

Function (4.3) is used for DGs. This quadratic cost function means the cost will
increase while the PG,g(t) increasing. A different cost function is defined in (4.4) for
biding generation companies. In this function, αg is the no-load cost of the power supply
from the grid, which refers to the operating cost of the step-down substation. However,
the price parameter βg is now a function of t and no quadratic terms in (4.4) because the
future energy market allows power utilities to assign different price in different period, i.e.
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higher price in rush hours, based on their own demand forecasting experiences and bid
strategy. Once the DSO contracted with one power utility, the price of each hour will be
fixed.
4.1.2

Demand
The demand aspect, the shiftable load is one special concern when DSOs making

the head-ahead schedule. Sometimes customers do not need their consumption to be
supplied immediately; it could be postponed within an acceptable shiftable range if a
lower cost can be gain. For example, when a customer arrived home at 7:00 P.M., he
wants to finish the charging of the battery in his PHEV, whose capacity is 10 kWh,
before 7:00 A.M. next morning. All he needs to do is to plug in his vehicle and finish the
settings. The setting information, including a shiftable range and the total amount of
demand, will be automatically sent to DSOs. Assuming the total demand of the charging
process is 10 kWh and the charging rate is 10 kW, it will take 1 hour to finish the
charging. DSOs will help the customer to shift this consumption to the most efficiency
period, perhaps 3: 00 A.M. -4: 00 A.M. This kind of load is named shiftable load. To
show this new feature on the demand side, both normal forecasted load and shiftable load
are considered in our model. Thus, the total energy demand PD(t) during hour t is
determined by
ND

NS

j1

s1

PD (t)   PD, j (t)   xSL,st  PSL,s (t)
ND

NS

j1

s1

QD (t)   QD, j (t)   xSL,st  QSL,s (t)

(4.5)
(4.6)

subject to

xSL,st  0

t [tmin,s ,tmax,s ]
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(4.7)

tmax . s



ttmin . s

xSL ,st 

E SLtotal ,s
PSL,s (t)  

(4.8)

where:
j

is the index of forecasted loads

s

is the index of shiftable loads

t

is the index of hours

τ

is a time span which is equal to 1 hour

tmin,s

is the beginning hour of shift range of shiftable load s

tmax,s

is the end hour of shift range of shiftable load s

ND

is the number of forecasted loads

NS

is the number of shiftable loads

xSL,st

is the control variable of shiftable loads s. “1” for power supplied
shiftable loads s during hour t, “0” for not supplied.

PD,j(t)
QD,j(t)

is the active power demand of forecasted load j during hour t (MW)
is the reactive power demand of forecasted load j during hour t (MVAR)

PSL,s(t)

is the active power demand of shiftable load s during hour t (MW)

QSL,s(t)

is the reactive power demand of shiftable load s during hour t (MVAR)

ESLtotal,s

is the total consumption of time shiftable load s (MWh)

Constraint (4.7) indicates the shiftable loads cannot be shifted out of the shifatble
range. Constraint (4.8) indicates the total consumption of shiftable loads s should remain
the same after shifting.
4.1.3

Energy Storage
It has been verified that an ES system could be integrated with regular power

systems successfully and presents a number of operating benefits. Its ability to flatten the
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consumption curve is based on an optimized control of its charging/discharging behavior.
We generally hope the ES devices can be charged in the off-peak periods and discharge
during peak-periods to shave the peak load, however the constraint of the storage
capacity should be considered.
Current storage capacity of ES device b during hour t is determined by

EES,b (t)  EES,b (t 1)  xEC,bt  PEC,b   xED,b  PED,b 

(4.9)

subject to

Emin,b  EES,b (t)  Emax,b

t

(4.10)

xEC,bt  xED,bt 1

b,t

(4.11)

where:
b

is the index of energy storages device

t

is the index of hours

xEC,bt

is the charging status of energy storage device b during hour t. “1”
for charging, “0” for not charging

xED,bt

is the discharging status of energy storage device b during hour t.
“1” for discharging, “0” for not discharging

PEC,b(t)

is the charging demand energy storage device b during hour t
(MW)

PED,b(t)

is the discharging output of energy storage device b during hour t
(MW)

EES,b(t)

Current storage capacity of energy storage device b during hour t
(MWh)

Emax,b

is the maximal storage capacity of energy storage device b (MWh)

Emin,b

is the minimal storage capacity of energy storage device b (MWh)
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Constraint (4.10) presents the storage capacity limits. Constraint (4.11) indicates
an ES device cannot be charging and discharging at the same time. In this thesis, the
charging and discharging rate are assumed to be constant. Therefore, PEC,b and PED,b are
not functions of t.
4.1.4

Grid Topology
To achieve optimal operation, the ON/OFF statuses of units are changing and

loads are shifting by shiftable loads and ES devices. Therefore, network reconfiguration
should accompany those changes to achieve the minimum of the system loss on
distribution lines. In this thesis, reconfigurable lines refer to the lines have fast
reconfiguration capability, which can change the connected/disconnected status hourly.
In our model, xL,lt is the connection status of reconfigurable line l during hour h, which
subjects to the connectivity and radial operating requirement. The connectivity
requirement necessitates all of the loads and units to be connected together. The radial
operating requirement necessitates the grid to keep a radial topology without loops.
4.1.5

Optimization Problem
The objective function and constraints can be formulated as follows:
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minimize

 F (x
t 1 g 1

c

G,gt

 PG,g (t))

(4.12)

subject to
a) Constraints of discrete variables
Constraints of discrete variables include constraint of shiftable loads’ control
variables (4.7) (4.8), constraints of DESs’ control variables (4.10) (4.11), and
connectivity and radial operating requirement of system topology.
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b) Constraints of continuous variables
Constraints of continuous variables include power balance equation (4.13), line
flow limits of lines (4.14), real and reactive generation limits of units (4.15) (4.16), bus
voltage limits (4.17) and line capacity limits (4.18).

4.2

f (PG (t), QG (t), Vr (t),  r (t))  0

(4.13)

PL  g(PG (t), QG (t), Vr (t),  r (t))

(4.14)

PG,min  PG (t)  PG,max

(4.15)

QG,min  QG (t)  QG,max

(4.16)

Vr,min  Vr (t)  Vr,max

(4.17)

 PLl,max  PLl (t)  PLl,max

(4.18)

Discrete Particle Swarm Optimization Based Method

4.2.1

Overview of DPSO Based Optimization Method
In our DPSO based method, the candidate solution should include ON/OFF status

of unit, supply status of shiftable load, charge/discharge status of ES device and
connection status of reconfigurable lines. All of these status values are encoded as binary
variables to be optimized. Therefore, each particle includes five parts
xi  {{xG },{xSL },{x EC },{x ED },{x L }}

(4.19)

where xG, xSL, xEC, xED and xL all contain 24 elements for 24 hour. Thus, the dimensions d
of the search space is
d  (NG  NS  NE  2  NL)  24

where,
NG

is the number of units

NS

is the number of shiftable loads
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(4.20)

NE

is the number of energy storage devices

NL

is the number of reconfigurable lines

However, constraint (4.7) makes all xSL,t for t  [tmin,s, tmax,s] unnecessary to be
encoded because they are restricted to “0”. So the dimensions d of the search space can
be reduced to
NS

d  (NG  NE  2  NL)  24   (tmax,s  tmin,s 1)

(21)

s1

Several improvements are made to regular DPSO algorithm to let it more suitable
to optimize these binary variables considering their constraints in the practical
optimization problem:


The Optimal Power Flow (OPF) algorithm is hybridized to the fitness
calculation step in order to deal with the power flow constraints and find
out economic dispatching solution for each hour.



The Depth-first search (DFS) algorithm is employed to efficiently analyze
the topology feasibility of each candidate solution.



The heuristic mutation is applied to the particles updating of DPSO
algorithm. It can significantly increase the percentage of feasible solutions
in the candidate solutions, and then improve the performance of our
method.

Thus, the algorithm flow of our modified DPSO algorithm is listed below; more
detailed discussions of each improvement are placed in the following sections.
Step1) Execute the particle initialization by generating initial xid and vid for each
particle where vid  [vmin, vmax] and xid is binary.
Step2) Check the feasibility of initial particles generated in step 1 by checking
constraints (4.8) (4.10) (4.11) and the topological restrictions. If necessary,
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go back to step 1 for generating new particles to replace the infeasible ones
until all initial particles are representing feasible solutions.
Step3) Calculate the fitness value of each particle using OPF based method.
Step4) Update the personal best position pi and the global best position pg.
Step5) Check the stopping criterion. If the optimization procedure is converged or
the number of iterations reaches to the predefined value, go to step 8.
Otherwise, do the next step.
Step6) Update the velocity vid and the position xid for next iteration using heuristic
mutation based method.
Step7) Check the network feasibility of updated particles using DFS based method.
If one is not feasible, its fitness value will be set to a larger value for penalty,
which makes certain particle impossible to be pi or pg, and then go to Step 4.
Otherwise, go to Step 3 directly.
Step8) Output the pg
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Figure 4.1
4.2.2

Algorithm flowchart

DFS Based Topology Checking
The DFS based topology checking is implied in step 2 and step 7. In our research,

the distribution system is restricted to operate with a radial network. At the same time,
every load should be connected to all operating power resources.
Before the checking, we need to build the topological representation of network,
where all buses are represented by nodes and all lines are represented by branches. An
operating generator or load and the bus which they connected are combined together and
represented by the one node. The lines having the same starting bus and end bus are
considered as one branch.
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Then, we firstly begin a DFS from one generator node to search for all nodes
connected to it. If the search result includes all other generator nodes and loads, it means
every load is connected to all operating power resources.
If the candidate network can pass the connectivity checking, we secondly check
the number of nodes and branches in it. If the number of branches is less than the number
of buses, the network is proved to be radial.
The candidate networks which can pass these two tests are considered to be
feasible ones.
4.2.3

OPF Based Fitness Calculation
The OPF based fitness calculation is implied in step 3. After generating or

updating a particle, the fitness value should be calculated to evaluate the performance of
it.
As discussed before, a particle’s current position xid (candidate solution) contains
the status variables of ON/OFF status of unit, supply status of shiftable load,
charge/discharge status of ES device and connection status of reconfigurable lines for 24
hours. Our objective is to minimize the overall cost for 24 hours. Therefore, to evaluate
how a candidate solution can satisfy the objective is actually to solve an optimal dispatch
problem of units and loads basing on those determined statuses.
The classical Newton’s method [54] is employed to solve this OPF problem due
to its great convergence performance and fast calculation feature. Its objective is to
minimize the energy cost (4.22) while satisfying the prevailing system operation
constraints, such as power balance (4.13), line flow equations (4.14), real and reactive
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generation limits of units (4.15) (4.16), bus voltage limits (4.17), and line capacity limits
(4.18).
NG

FOPF ,t  min  (FC ( PG,g (t)))

(4.22)

g 1

where the cost function FC is defined in (4.3) (4.4). Then the sum of energy cost (4.23)
for 24 hours will feed back to PSO algorithm to be the fitness value of related particle.
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Fitness   FOPF,t

(4.23)

h1

4.2.4

Heuristic Mutation Based Particle Updating
The heuristic mutation is applied in step 6. In the original DPSO method, binary

elements in each particle will be generated by equation (4.19) (4.20) (4.21). However,
due to the updating processing is random; there is a high probability that the updated
particle might represent an infeasible solution in industry practice. For example, a
random generated solution might assign an ES device to charge even if the maximum
capacity is already reached.
In the proposed method, binary elements of xSL, xEC and xED are updated by a
special designed heuristic method to make sure they will update to feasible solutions.
4.2.4.1

Heuristic Mutation for Shiftable Load
The status variable of shiftable loads (xSL) is defined in the section 4.1.2 which

subjects to the constraint (4.7) and (4.8). As discussed before, constraint (4.7) restricts all
xSL,t for t  [tmin,s, tmax,s] to “0”. Only xSL,t for t  [tmin,s, tmax,s] encoded to be optimized.
Thus, the number of binary elements of xSL in each particle is equal to (tmax.s−tmin.s+1).
According to (4.8), the number of “1” elements should be equal to (ESLtotal.s / PSL,s); the
number of “0” elements should be equal to (tmax.s−tmin.s+1−ESLtotal.s / PSL,s).
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Therefore, the heuristic mutation for xSL,s of one shiftable load s follows the steps
as listed below:
Step1) Generate one binary elements xSL,st by equations (4.19) (4.20) (4.21).
Step2) Check the amount of “1” elements generated for the shiftable load s. if the
amount is equal to (ESLtotal,s / PSL,s), the remaining xSL,st of certain shiftable
load s will be set to “0” and end the updating of xSL,st.
Step3) Check the amount of “0” elements generated for the shiftable load s. If the
amount is equal to (tmax.s−tmin.s+1− ESLtotal.s / PSL,s), the remaining xSL,st of
certain shiftable load s will be set to “1” and end the updating of xSL,s.
Step4) Go back to step 1 until all xSL,st of certain shiftable load s are updated.
4.2.4.2

Heuristic Mutation for Energy Storage
The status variables of ES devices (xEC and xED) are defined in the section 4.1.3

which subjects to the constraint (4.10) (4.11). To satisfy the constraints, the steps of
heuristic mutation for xEC,b and xED,b of one ES device b are designed as listed below:
Step1) Generate one binary element xEC,bt for xEC,b by equations (4.19) (4.20) (4.21).
Step2) Check the value of xEC,bt generated in step 1. If it is equal to 1 and the current
capacity EES,b(t) is equal to the maximal capacity Emax,b, replace its value to 0
due to the constant (4.10).
Step3) Check the updated value after step 2. If it is equal to 1, the xED,bt for the same
hour t should be updated to 0 to satisfy the constant (4.11) and then go back
to step 1. Otherwise, go to the next step.
Step4) Generate one binary element xED,bt for the same hour t
Step5) Check the value of xED,bt generated in step 4. If it is equal to 1 and the current
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capacity EES,b(t) is equal to the minimal capacity Emax,b, replace its value to 0
due to the constant (4.10). Otherwise, go to the next step.
Step6) Go back to step 1 until all xEC,bt and xEC,bt in the xEC,b of certain ES device b
are updated.
Therefore, the candidate particles generated by above-mentioned heuristic
mutation can completely satisfy constraints (4.7) (4.8) (4.10) (4.11). As a result, the
proportion of feasible candidate solutions significantly increased. Although the heuristic
mutation will influence the stochastic nature of proposed DPSO method to a certain
extent, experimental results showed that enough random variation is introduced to let the
particle still has the capability to get rid of poor local optimum trap.
4.3

Numerical Testing and Discussions
In this section, numerical testing was performed on an 11-bus system to verify the

efficiency of the proposed. Proposed method was programmed in Matlab. The OPF
calculations were carried out with a Matlab based power system simulation package,
Matpower [55]. Test results and discussions are presented by five cases.
The 11-bus test system (as shown in Fig. 4.2) is a modified version based on the
IEEE PES 13-bus Test Feeder. Its network topology is shown in Fig. 4.3. Line 6, line 11,
line 12, line 13 and line 14 are assumed as reconfigurable lines which can be
reconfigured in an hour-by-hour horizon. The line parameters are listed in Table A.1. One
step-down substation and two DGs provided power supply to this system. The data of
them are listed in Table A.2. The step-down substation connected this distribution system
to the transmission grid through bus 4 whose cost data is in Table A.3. Two DGs are
located on bus 8 and bus 10, whose cost data are listed in Table A.4. This test system
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includes 7 traditional forecasted loads and 2 shiftable loads. In order to simulate the
variations of the different kinds of loads in one day, 7 forecasted loads will change hour
by hour following four different demand curves which indicate the characteristics of
different kind of loads (including manufacturing, commerce, administration and
residential loads). The demand curves are presented in Fig. 4.4 and the data of forecasted
loads is in the Table A.5. Except for the forecasted loads, there are two shiftable loads on
bus 2 and bus 6. The data of them is listed in Table A.6. One ES device is installed on
bus 10 whose maximal storage capacity is 300 kWh with a 60 kW constant
charging/discharging rate.
The five case studies are organized as shown in Table 4.1. A base case is firstly
set to be the reference substance of other cases. A base value is assigned to the status
variables of units, shiftable loads, ES devices and reconfigurable lines. In Case I, our
method only encodes the status variables of units to be optimization variables when
generating the control strategy. The other kinds of status variables are still remaining
their base value. In Case II, status variables of units and shiftable loads are optimized.
In Case III, status variables of units, shiftable loads and ES devices are optimized. In
Case IV, all four kinds of status variables are optimized.
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Figure 4.2

Single-line diagram of 11-bus testing system

Figure 4.3

Topology representation of 11-bus testing system
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Figure 4.4
Table 4.1
Case
No.
Base
I
II
III
IV

Daily real power demand curves of forecasted loads
Organization of case studies

Units
√
√
√
√

Shiftable Loads
√
√
√

Status Variables
Energy Storage Devices
√
√
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Reconfigurable Lines
√

4.3.2

Base Case
A base case is firstly assumed as the benchmark of the tests. In the base case,

following assumptions have been made:


All units are turn on for 24 hours. Thus all status variables of 3 units,
including 2 DGs and the equivalent virtual unit for power from
transmission grid, are assigned to be “0” for 24 hours.



The periods to supply the shiftable loads are not optimized. Shiftable load
on bus 2 is supply during 00:00-00:59 and 06:00-07:59. Shiftable load on
bus 6 is supply during 19:00-21:59.



The ES device is not working. Thus all status variables of ES device are
assigned to be “0” for 24 hours.



The reconfigurable lines are not reconfigured. It is fixed as line 6 is
connected; Line11, 12, 13, 14 are disconnected. The value of status
variables of reconfigurable lines are shown in Table 4.2.

The overall cost of the base case is 1008.99$. Its daily real power demand curve is
shown in Fig. 4.5 in which the shadowed rectangles show the real power demand of
shiftable loads.
Table 4.2
Line
6
11
12
13
14

Network reconfiguration strategy of base case
Hours(1-24)
111111111111111111111111
000000000000000000000000
000000000000000000000000
000000000000000000000000
000000000000000000000000
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Figure 4.5
4.3.3

Shiftable Loads

Daily real power demand curve of Base Case

Case I
In Case I, our method only encodes the status variables of units to be optimization

variables when generating the control strategy. The other kinds of status variables are still
remaining their base value.
After implemented our method, a unit commitment strategy is generated as shown
in the Table 4.3. In the daily real power demand curve (Fig. 4.6), three datum lines show
the capacity of DGs. From the daily real power demand curve, we can find the sum of
system loss and total loads is less than the sum of DGs’ capacity during 01:00 to 05:59.
That means it is possible to supply all loads only by two DGs and thus the redundant and
costly power supply from transmission grid can be removed during that time. As shown
in Table 4.3, our method successfully made the decision to disconnect the step-down
substation from the local distribution system during 01:00 to 06:00 by setting its status
variables to be “0”. Thus, the overall cost reduced from 17281.62 $ (Base case) to
15900.33 $ (Case I).
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Figure 4.6
Table 4.3

Daily real power demand curve of Case I
Unit commitment strategy of Case I

Unit
Substation
DG 1
DG 2
4.3.4

Hours(1-24)
100000111111111111111111
111111111111111111111111
111111111111111111111111

Case II
In Case II, our method encodes the status variables of units and shiftable loads to

be optimization variables when generating the control strategy. The other kinds of status
variables are still remaining their base value.
The optimal strategy for unit commitment and shiftable load management is
generated by the proposed method and shown in Table 4.4 and Fig. 4.7. Comparing to
Case I, the shiftable loads are now shifted to more efficient periods within their own
shiftable range. The management of shiftable load shaved the load peak and thus provides
a more flatten demand curve. In addition, after shifting the shiftable load, the total loads
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during 06:00-06:59 now become less than the total capacity of two DGs. Table 4.4 shows
the optimal strategy for unit commitment changed coordinately to disconnect the costly
grid power from the system. Therefore, the overall cost further reduced from
15900.32$ (Base case) to 15614.45$ (Case II).
Table 4.4

Unit commitment strategy of Case II

Unit
Substation
DG 1
DG 2

Hours(1-24)
100000011111111111111111
111111111111111111111111
111111111111111111111111
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Shiftable Loads
Forecasted Loads and Losses
Generating capacity of DG 2
Generating capacity of DG 1
Total Generating Capacity of Two DGs

Figure 4.7
4.3.5

Daily real power demand curve of Case II

Case III
In Case III, our method encodes the status variables of units, shiftable loads and

ES device to be optimization variables when generating the control strategy. The
reconfigurable lines are still not reconfigured.
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In this case, the impact of ES device on system operation is studied. The charging
and discharging state of the ES devices with black rectangles are shown in the Fig. 4.8. A
black rectangle on the top indicates the power demand of charging an ES device. A black
rectangle below time axis indicates the output of a discharging ES device which
considered as an extra power generation into the system. In order to present the impact of
this extra power source on the demand profile, we remove a same amount of real power
from the demand of forecasted loads (presented by white rectangle).
In Fig. 4.8, the ES device showed their capability in shaving the peak loads
(18:00-21:59). It cooperates with shiftable loads by farther shaving the high demand of
shifted loads (12:00-14:59). It also cooperates with unit commitment. The discharging
during 07:00-7:59 makes it is possible to supply all loads only by DGs. Corresponding
unit commitment strategy in Table 4.5 shows the costly grid power supply is
disconnected during that time. Consequently, the overall cost reduced from
15614.45$ (Case II) to 15415.02$ (Case III).
Table 4.5

Unit commitment strategy of Case III

Unit
Substation
DG 1
DG 2

Hours(1-24)
100000001111111111111111
111111111111111111111111
111111111111111111111111
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Figure 4.8
4.3.6

Daily real power demand curve of Case III

Case IV
In Case IV, our method encodes all status variables of units, shiftable loads, ES

device and reconfigurable lines to be optimization variables when generating the control
strategy.
Comparing to Case III, the difference is network topology is now reconfigured.
By switching the reconfigurable lines as shown in Table 4.7, the total system loss is
reduced from 0.3167 MW to 0.2287 MW. In addition, because of this loss reduction, the
total demand during 08:00 to 09:00 is reduced to less than the total capacity of DGs. As a
result, the redundant power supply from transmission grid disconnected as shown in
Table 4.6. Finally, the overall cost reduced from 15415.02$ (Case III) to 15097.55$ (Case
IV).
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Table 4.6

Unit commitment strategy of Case IV

Unit
Substation
DG 1
DG 2
Table 4.7

Bus
4
8
11

Hours(1-24)
100000000111111111111111
111111111111111111111111
111111111111111111111111

Network reconfiguration strategy of Case IV

Line
6
11
12
13
14

Hours(1-24)
000000000010000000001000
100100011100110111010111
011011100001001000100000
000000000000000000000000
000000000000000000000000
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Figure 4.9
4.3.7

Daily real power demand curve of Case IV

Summary
Table 4.8 showed a summary of all five cases. From these cases, we can find that

the total energy cost decreased when we coordinate more and more distributed energy
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resources in the control strategy. Thus, an overall control strategy will maximize the
overall efficient of test system operating.
Table 4.8

Case study summary
Case
Base Case
I
II
III
IV

Loss (MW)
0.3032
0.3138
0.3155
0.3167
0.2287
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Cost ($)
17281.62
15900.33
15614.45
15415.02
15097.55

CHAPTER V
A TWO-STEP METHOD FOR RECONFIGURATION OF SHIPBOARD POWER
SYSTEM
The modern shipboard power system integrates heavy loads and has less fault
tolerance than the conventional power system. Therefore, a fast and high-performance
reconfiguration scheme is needed when a fault occurs. In this chapter, a two-step
reconfiguration method is proposed to achieve a rapid and optimal reconfiguration
scheme for shipboard power system. This method at first employs graph theory to
generate an emergency reconfiguration which can quickly restore the system with relaxed
operation constraints. Then, the discrete particle swarm optimization (DPSO) algorithm is
used to improve the reconfiguration scheme while considering multiple objectives and
stringent constraints.
5.1

Graph Theory Based Reconfiguration Phase
In the first step of the proposed method, the target of reconfiguration is to carry

out an emergency network connection which can restore the power supply to all
unfaulted loads as quick as possible. The method in this step should have the capacity of
implementing a real-time reconfiguration when the fault occurred. Assuming that the
faulted parts have already been isolated from the system by the protection relaying
system and all available switches can operate at the same time with the same switching
time, the problem proposed in the first reconfiguration phase is to find a topological
structure which can connect generators and loads as many as possible while minimizing
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the number of switch actions. The following Sections 5.1.1 and 5.1.2 will describe the
system representing and solution steps.
5.1.1

System Representing
The following definitions are used to represent a shipboard power system in a

view of graph theory:


All load and generator nodes are defined as black vertices. All other nodes
are defined as white vertices.



All branches are defined as edges.



G is a connected graph, which includes all vertices and edges.



E is a subset of G, which includes all edges with an open switch on
corresponding branch after a fault.



E’ is a subset of G, which includes all edges with a closed switch on
corresponding branch after a fault.

5.1.2

Solution Steps of Reconfiguration in Phase I
From the viewpoint of the graph theory, the proposed reconfiguration problem in

Phase I is to seek a minimal subset T, which must include all edges in E’ and connect all
black vertices in the original graph G. The flowchart of solution is shown in Figure 5.1
and solution steps are listed as follows:
Step1) If there is no vertex in G whose degree is less than two, go to Step 3;
otherwise, go to Step 2.
Step2) Remove all of the vertices whose degree is less than two from G. Then
go to Step1.
Step3) If G is an empty set, then go to Step 7; otherwise, go to Step 4;
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Step4) If there is no edge between two white vertices in E, go to Step 5.
Otherwise, remove one edge between two white vertices from E, remove
the same edge from G, and add it into a temporary set D. Then go to
Step 1.
Step5) If there is no edge between a white vertex and a black vertex in E, go to
Step 6. Otherwise, remove one edge between a white vertex and a black
vertex from E, remove the same edge from G , and add it into set D.
Then go to Step 1.
Step6) Remove one edge between two black vertices from E, go to Step 7,
remove the same edge from G and add it into D. Then go to Step 1.
Step7) Copy the original G into set T. Remove all the edges stored in D from T.
Step8) If there is no white vertex in T whose degree is less than two and to
whom no edges in the original E are connected, go to Step 10;
otherwise, go to Step 9.
Step9) Find out all of the white vertices in T whose degree is less than two and
to whom no edges in original E are connected. Remove all this type of
vertices and all edges connected to them from T. Then go to Step 8.
Step10) All vertices and edges in the final T are representing the network
topology for the Phase I reconfiguration.
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Figure 5.1

Flowchart of graph theory based reconfiguration method
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Figure 5.2(a) shows an eight-node network G. In this example,
E = {(1,7),(2,5),(4,5),(4,7),(5,8),(6,8)};
E’= {(1,2),(1,3),(3,6)}.
The following steps are used to get the network connection T:
1)

Step 1: As shown in Figure 5.2(a), no vertex in G whose degree is less than
two, go to Step 3.

2)

Step 3: G is not an empty set, go to Step 4.

3)

Step 4: The edges (4,5) and (5,8) are between two white vertices in E,
remove (4,5) from E, remove the same edge from G, and add it into the set
D. G after this step is shown in Figure 5.2(b). Go to Step 1.

4)

Step 1: As shown in Figure 5.2(b), the degree of vertex 4 is less than two,
go to Step 2;

5)

Step 2: Remove vertex 4 from Figure 5.2(b) to get Figure 5.2(c). Then go to
Step 1;

6)

Step 1: As shown in Figure 5.2(c), the degree of vertex 7 is less than two,
go to Step 2;

7)

Step 2: Remove vertex 7 from Figure 5.2(c) to get Figure 5.2(d). Then go to
Step 1;

8)

Step 1: As shown in Figure 5.2(d), no vertex in G whose degree is less than
two, go to step 3.

9)

Step 3: G is not an empty set, go to Step 4.

10) Step 4: The edge (5,8) is between two white vertices in E. Remove (5,8)
from E, remove the same edge from G and add it into D. G after this step is
shown in Figure 5.2(e). Then go to Step 1
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11) Steps 1 and 2: Repeat Steps 1 and 2, all of the vertices in G are removed.
Then go to Step 3.
12) Step 3: Since G is an empty set now, go to Step 7.
13) Step 7: Copy the original G into T. The edges (4,5) and (5,8) stored in D are
removed from T. The current T is shown in Figure 5.2(f).
14) Steps 8-9: Repeat Steps 8 and 9. Find out all of the white vertices in T
whose degree is less than two and to whom no edges in original E are
connected. Remove all this type of vertices and all edges connected to them
from T until there is no this type of vertex. Then go to Step 10.
15) Step 10: The final T is shown in Figure 5.2(g).

Figure 5.2

An eight-node network example
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5.2

Discrete PSO Based Reconfiguration Phase
In the second step of the proposed method, the target of reconfiguration is to

establish an optimal reconfiguration scheme based on the emergency network connection
obtained in Section 5.1, which will minimize the number of switch operations, the
number of loops in the electric shipboard power system, network losses, and load
curtailments. The following Sections 5.2 will discuss the discrete PSO based network
reconfiguration, the OPF which is used to optimize the power flow and minimize load
shedding, the fitness function calculation, and the flowchart of the proposed method.
In this chapter, the discrete PSO algorithm discussed in Section 3.2 is proposed to
solve this non-linear, non-differentiable optimization problem with multiple objectives,
due to its less computational complexity and computing time. Each particle presents one
candidate network connection. The current position xid in each particle represents the
state of switch.
5.2.1

Optimal Power Flow Solution
The OPF algorithm is employed to evaluate the power system operation. The

objective is to minimize the summation of weighted network losses and load curtailments
while satisfying the prevailing system operation constraints, such as power balance, line
flow equations, active and reactive generation limits of units, bus voltage limits, and line
capacity limits. The classical Newton method [54] is employed to solve this OPF problem
due to its great convergence performance and fast calculation feature.
Min w1  Loss  w2  LS

(5.1)

f (Pg , Qg , Vi ,  i )  0

(5.2)

PL  g(Pg , Qg , Vi ,  i )

(5.3)

subject to
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5.2.2

Pg,min  Pg  Pg,max

(5.4)

Qg ,min  Qg  Qg,max

(5.5)

Vi,min  Vi  Vi,max

(5.6)

 PLl,max  PLl  PLl,max

(5.7)

Fitness Function Calculation
In this PSO method, the fitness function value is calculated based on (5.8), which

includes weighted network losses, load curtailments, the number of switch operations,
and the number of loops in the electric shipboard power system.

Fitness  w1  Loss  w2  LS  w3   xid  xini.d  w4   xid
d

(5.8)

d

where xini is the network connection from the graph theory based reconfiguration phase.
5.2.3

Flowchart of Discrete PSO based Reconfiguration Algorithm
The flowchart of proposed discrete PSO based reconfiguration algorithm is shown

in Figure 5.2 and solution steps are listed as follows:
Step1) Execute the particle initialization to generate initial solutions.
Step2) Check the network connectivity based on initial solutions in Step 1. The
depth-first exploration (DFS) algorithm is used to find out how many
islands are formed based on the initial states of switches. If the power
balance can be satisfied in each island, the particle is feasible.
Otherwise, we need adjust the states of switches to make the initial
particle feasible.
Step3) Execute the OPF and calculate the fitness value of each particle.
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Step4) Update the personal best position pi and the global best position pg
according to the fitness.
Step5) Check the stopping criterion. If the optimization procedure is converged
or the number of iterations reaches to the predefined value, go to Step 8.
Otherwise, do the next step.
Step6) Update the velocity vid and the switch states xid for the next iteration.
Step7) The graph theory can be applied for modifying the random network
topology in order to accelerate the solution. Then, go to Step 3.
Step8) Output the final optimal solution pg

Figure 5.3

Flowchart of PSO based reconfiguration method
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5.3

Case Study
In this section, a 32-bus electric shipboard baseline system shown in Figure 5.5 is

used to test the performance of proposed two-step reconfiguration method. The network
parameters, generator and load data are listed in Table B.1, B.2, B.3, respectively, in
Appendix section. The graph theory based representation of this system is shown in
Figure 5.5. The following two cases are studied and their testing results are summarized
in Table 5.1.
5.3.1

Graph Theory based Reconfiguration Solution
The initial connection of this power system at normal condition is assumed in

Figure 5.6. When a fault occurs on the branch 12-20 in Figure 5.6, only after 0.1845 sec,
an emergency network reconfiguration solution is obtained based on the graph theory
based reconfiguration method, which can minimize the number of line switching actions
and link generations and loads as many as possible. The result is shown in Figure 5.7 in
which the faulted branch 12-20 is tripped and branches 7-8 and 7-20 are closed to quickly
restore the power supply to load 2. However, from Table 5.1, a voltage violation is
founded at buses 4, 23 and 24 since the minimum voltage limit for each bus is 0.95 p.u. in
this system. The system real power loss is 2.71 MW.
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Figure 5.4

The electric shipboard power system

Figure 5.5

The graph theory based representation of the system
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Figure 5.6

The topological connection at normal condition

Figure 5.7

The emergency reconfiguration scheme
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Figure 5.8
Table 5.1

The final reconfiguration scheme
Simulation results of each step
Graph Theory Based Solution

Bus No.

2
3
4
7
8
9
10
11
12
13
14
15
16
17
19
20
21
22

PSO Based Solution

Voltage
Magnitude |
(pu)

Voltage Angle
(degrees)

Voltage
Magnitude
(pu)

Voltage Angle
(degress)

0.955
0.952
0.947
0.960
0.962
0.961
0.957
0.957
0.955
0.954
0.952
0.951
0.952
0.955
0.954
0.950
0.951
0.952

-2.378
-2.360
-2.332
-2.258
-2.273
-2.284
-2.307
-2.327
-2.325
-2.322
-2.320
-2.333
-2.365
-2.398
-2.285
-2.110
-2.310
-2.358

0.996
0.993
0.989
0.997
0.998
0.997
0.996
0.997
0.995
0.994
0.993
0.992
0.994
0.997
0.995
0.987
0.992
0.993

-2.220
-2.205
-2.180
-2.297
-2.310
-2.302
-2.278
-2.277
-2.252
-2.237
-2.223
-2.209
-2.213
-2.222
-2.279
-2.159
-2.214
-2.206
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Table 5.1 (continued)
23
24
25
26
27
28
29
30
31
32

0.942
0.943
0.957
1.000
0.964
1.000
0.958
1.000
0.960
1.000

-2.308
-2.281
-2.393
0.000
-2.270
-0.011
-2.458
-0.741
-2.347
-0.218

0.984
0.984
0.998
1.039
1.001
1.037
1.001
1.041
0.999
1.035

-2.158
-2.161
-2.232
0.000
-2.328
-0.643
-2.246
-0.035
-2.297
-0.557

Generators

Real Power
(MW)

Reactive Power
(MVAR)

Real Power
(MW)

Reactive Power
(MVAR)

26
28
30
32

15.709
15.000
13.000
15.000

3.862
2.003
5.081
3.839

15.678
13.557
15.644
13.560

3.599
3.698
3.375
3.879

Loads

Real Power
(MW)

Reactive Power
(MVAR)

Real Power
(MW)

Reactive Power
(MVAR)

19
20
21
22
23
24

9.00
7.00
5.00
3.00
16.00
16.00

1.50
1.80
1.50
1.20
3.00
3.00

9.00
7.00
5.00
3.00
16.00
16.00

1.50
1.80
1.50
1.20
3.00
3.00

Losses

Real Power
(MW)

Reactive Power
(MVAR)

Real Power
(MW)

Reactive Power
(MVAR)

2.71

2.78

2.44

2.55

Time(sec)
5.3.2

0.1845

1.9630

PSO Based Reconfiguration Solution
After getting the emergency network connection, the PSO based reconfiguration

method is executed to achieve an optimal operation state. As shown in Figure 5.8, the
final reconfiguration scheme can supply all loads with minimum switch actions and
power losses through only replacing branch 9-19 by branch 9-10. The calculation time in
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this reconfiguration phase is 1.9630 sec. All bus voltages are within the acceptable
voltage range [0.95, 1.05] p.u. The system real power loss is 2.44 MW which is better
than the emergency reconfiguration result.
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CHAPTER VI
CONCLUSIONS
In this thesis, the DPSO algorithm shows its ability to solve complex nonlinear
optimization problems with multiple objectives. Two applications of DPSO in the
specific environments are presented in this thesis.
The first one solved the day-ahead optimal scheduling problem in the
reconfigurable girds, which contain distributed energy resources, including distributed
generators, energy storage devices and shiftable loads. In this application, optimization
techniques, including DPSO, OPF, DFS and Heuristic Mutation, are employed to find out
the operation scheme with the minimum operating cost over 24 hours. The case study in
an 11-bus distribution system showed that more efficiency can be gain by applying the
proposed optimal scheduling.
The second one is a two-step method for rapid reconfiguration of shipboard power
system. In this application, the graph theory is incorporated to execute a fast restoration
which can satisfy the real-time application requirement with relaxed operation
constraints. Then, a DPSO based reconfiguration is implemented incorporating with OPF
algorithm to achieve the power system optimal operation considering multiple objectives,
including minimizing power losses, the numbers of switching operations, and the
numbers of loops in the system and load shedding amount. The effectiveness of the
proposed method is proved by numerical tests in a 32-bus shipboard power system.

61

REFERENCES
[1]

R. Schonfeld, “Renewables Global Status Report 2009 Update,” Renewable
Energy World Mag. [Online]. Available: Http://www.renewableenergyworld.com/
rea/magazine/renewable-energy-world

[2]

A. Mohd, E. Ortjohann, A. Schmelter, N. Hamsic, and D. Morton, “Challenges In
Integrating Distributed Energy Storage Systems Into Future Smart Grid,” IEEE
International Symposium on Industrial Electronics 2008, pp. 1627 – 1632. Nov.
2008.

[3]

B.P. Roberts, and C. Sandberg, “The Role Of Energy Storage In Development Of
Smart Grids,” in Proceedings of the IEEE, pp. 1139 – 1144. May. 2011.

[4]

R.E. Brown, “Impact Of Smart Grid On Distribution System Design,” IEEE
Power and Energy Society General Meeting - Conversion and Delivery of
Electrical Energy in the 21st Century 2008, pp. 1 – 4. Aug. 2008.

[5]

R.W. Uluski, “The Role of Advanced Distribution Automation in the Smart Grid,”
IEEE Power and Energy Society General Meeting 2010, pp. 1 – 5. Sep. 2010.

[6]

K. Cheung, X. Wang, B. C. Chiu, Y. Xiao and R. Rios-Zalapa, “Generation
Dispatch in a Smart Grid Environment,” Innovative Smart Grid Technologies
(ISGT) 2010, pp.1-6, Jan. 2010

[7]

L. F. Ochoa and G. P. Harrison, “Minimizing energy losses: Optimal
accommodation and smart operation of renewable distributed generation,” IEEE
Transactions on Power System, vol. 26, no. 1, pp. 198–205, Feb. 2011.

[8]

J. Medina, N. Muller, I. Rovtelman, “Demand Response and Distribution Grid
Operations: Opportunities and Challenges,” IEEE Transactions on Smart Grids,
vol. 1, issue. 2, pp.193-198, Sept. 2010

[9]

A. H. Mohsenian-Rad, V. W. S. Wong, J. Jatskevich and R. Schober, “Optimal
and Autonomous Incentive-based Energy Consumption Scheduling Algorithm for
Smart Grid,” Innovative Smart Grid Technologies (ISGT) 2010, pp.1-6, Jan. 2010

[10]

K. Mests, T. Verschueren, W. Haerick, C. Develder and F. De Truck, “Optimizing
Smart Energy Control Strategies for Plug-In Hybrid Electric Vehicle Charging,”
62

Network Operations and Management Symposium Workshops 2010 IEEE/IFIP,
pp.293-299, Apr. 2010
[11]

K.l. Butler and N.D.R. Sarma, “General reconfiguration methodology for AC
radial shipboard power systems,” IEEE Power Engineering Society Winter
Meeting 2000, vol. 2, pp. 1226–1230, 2000.

[12]

Y. Gong, Y. Huang and N.N. Schulz, “Integrated Protection System Design for
Shipboard Power System,” IEEE Transactions on Industry Applications, vol. 44,
pp. 1930–1936, Nov. 2008.

[13]

K.R. Padamati, N.N. Schulz and A.K. Srivastava, “Application of Genetic
Algorithm for Reconfiguration of Shipboard Power System,” 39th North American
Power Symposium 2007, pp. 159–163, Dec. 2007.

[14]

N. Kumar, A. Srivastava and N.N. Schulz, “Shipboard Power System Restoration
Using Binary Particle Swarm Optimization,” 39th North American Power
Symposium, 2007, pp. 164–169, Dec. 2007.

[15]

P. Mitra and G.K. Venayagamoorthy, “Real-time implementation of an intelligent
algorithm for electric ship power system reconfiguration,” IEEE Electric Ship
Technologies Symposium 2009, pp. 219–226, Apr. 2009.

[16]

K. Huang, D.A. Cartes and S.K. Srivastava, “A Multiagent-Based Algorithm for
Ring-Structured Shipboard Power System Reconfiguration,” IEEE Transactions
on Systems, Man, and Cybernetics, Part C: Applications and Reviews, vol. 37, pp.
1016–1021, Aug. 2007.

[17]

K. Huang, D.A. Cartes and S.K. Srivastava, “A multi-agent based algorithm for
mesh-structured shipboard power system reconfiguration,” Proceedings of the 13th
International Conference on Intelligent Systems Application to Power Systems,
2005, pp. 6, Nov 2005.

[18]

M. Carrion, A. Conejo, and J. Arroyo, “Forward contracting and selling price
determination for a retailer”, IEEE Transactions on Power System, vol. 22, no. 4,
pp. 2105-2113, Nov. 2007

[19]

W. Ongsakul and N. Petcharaks, "Unit commitment by enhanced adaptive
Lagrangian relaxation," IEEE Transactions on Power System, pp.620- 628, 2004.

[20]

T.S. Dillon, "Integer programming approach to the problem of optimal unit
commitment with probabilistic reserve determination", IEEE Transactions on
Power Apparatus and System, PAS-197 (6) (1978) 2154– 2164.

[21]

M.J. Singh, and B. Wollenberg, “A unit commitment expert system,” IEEE
Transactions on Power System, vol. 3, pp. 272–277, Feb. 1988.
63

[22]

S. Saneifard, N. R. Prasad, and H. A. Smolleck, “A fuzzy logic approach to unit
commitment,” IEEE Transactions on Power System, vol. 12, pp. 988–995, May
1997.

[23]

H. Sasaki, M. Watanabe, and R. Yokoyama, “A solution method of unit
commitment by artificial neural networks,” IEEE Transactions on Power System,
vol. 7, pp. 974–981, Aug. 1992.

[24]

S.A. Kazarlis, A.G. Bakirtzis and V. Petridis, "A genetic algorithm solution to the
unit commitment problem," IEEE Transactions on Power System, pp.83-92, 1996.

[25]

L. G. Zwe, "Discrete particle swarm optimization algorithm for unit commitment,"
IEEE Power Engineering Society General Meeting, pp.418-424, 2003.

[26]

H.W. Dommel and W.F. Tinney, “Optimal Power Flow Solutions,” IEEE
Transactions on Power Apparatus and Systems, Vol. PAS-87, pp 1866-1876,
October 1968.

[27]

A. M. Sasson, “Decomposition Technique Applied to the Non-Linear
Programming Load Flow Method,” IEEE Transaction on Power Apparatus and
Systems, Vol. PAS-89, No.1, January 1970, pp 78- 82.

[28]

C.J. Rehn, J.A. Bubenko and D. Sjelvgven, " Voltage Optimization Using
Augmented Lagrangian Functions And Quasi-Newton Techniques,” IEEE
Transactions on Power System, vol. PWRS-4, No. 4, pp 1470-1483, December,
1989.

[29]

G.F. Reid and L. Hasdorf, "Economic Dispatch Using Quadratic Programming,"
IEEE Transactions on Power Apparatus and Systems, Vol. PAS-92, pp. 20152023, 1973

[30]

B. F. Wollenberg and W. O. Sqdlin, "A Real Time Optimizer for Security
Dispatch," IEEE Transactions on Power Apparatus and Systems, Vol. PAS-93. pp.
1640-1649,1974.

[31]

G.C. Contaxis, B.C. Papadias, and C. Delkis, "Decoupled Power System Security
Dispatch," IEEE Transactions on Power Apparatus and Systems, Vol. PAS-102,
pp 3049-3056, September 1983.

[32]

D.W. Wells, "Method for Economic Secure Loading of a Power System,"
Proceedings of IEEE, Vol. 115,

[33]

M.R. Irving, and M.J.H. Sterling. "Economic Dispatch of Active Power with
Constraints Relaxation," IEEE Proceedings C. Vol. 130. No.4. 1983

64

[34]

A. G. Bakirtzis, P. N. Biskas, C. E. Zoumas, and V. Petridis, “Optimal power flow
by enhance genetic algorithm,” IEEE Transactions on Power Systems, vol. 17, pp.
229–236, May 2002.

[35]

P.E.O. Yumbla, J.M. Ramirez and C.A. Coello, Optimal power flow subject to
security constraints solved with a particle swarm optimizer. IEEE Transactions on
Power Systems, pp. 33–40. Feb. 2008

[36]

M. H. Albadi, E. F. El-Saadany, “Demand Response in Electricity Market: An
Overview”, IEEE PES General Meeting, 2007

[37]

A. Philpott, and E. Pettersen, “Optimizing demand-side bids in day-ahead
electricity markets”, IEEE Transactions on Power Systems, vol. 21, no. 2, pp. 488498, May. 2006.

[38]

H. Oh, and R. Thomas, “Demand-side bidding agents: modeling and simulation”,
IEEE Transactions on Power Systems, vol. 23, no. 3, pp. 1050-1056, Aug. 2008

[39]

A. Mohsenian-Rad, V. Wong, J. Jatskevich, R. Schober, and A. LeonGarcia,
“Autonomous demand-side management based on game-theoretic energy
consumption scheduling for the future smart grid,” IEEE Transactions on Smart
Grid, vol. 1, no. 3, pp. 320–331, Dec. 2010.

[40]

A. Gomes, C. Antunes, and A. Martins, “A multiple objective evolutionary
approach for the design and selection of load control strategies”, IEEE
Transactions on Power Systems, vol. 19, no. 2, pp. 1173-1180, May 2004.

[41]

P. Palensky, and D. Dietrich, “Demand Side Management: Demand Response,
Intelligent Energy Systems, and Smart Loads,” IEEE Transactions on Industrial
Informatics, vol. 7, pp. 1551-3203, Aug. 2011.

[42]

A. Merlin, H. Back, “Search for a minimum-Loss operating Spanning Tree
Configuration for an Urban Power Distribution System,” Proceedings of PSCC
Cambridge, 1975.

[43]

K. Nara, A. Shiose, M. Kitagawa and T. Ishihara, “Implementation of genetic
algorithm for distribution systems loss minimum reconfiguration”, IEEE
Transactions on Power Systems, vol. 7, No.3, pp. 1044 - 1051, Aug. 1992

[44]

Y. C. Huang, “ Enhanced genetic algorithm-based fuzzy multi-objective approach
to distribution network reconfiguration”, IEEE Proceedings on Generation,
Transmission and Distribution, vol. 149, No. 5, pp. 615-620, Sept. 2002

[45]

J. Mendoza, R. Lopez, D. Morales, E. Lopez, P. Dessante and R. Moraga,
“Minimal loss reconfiguration using genetic algorithms with restricted population
and addressed operators: real application”, IEEE Transactions on Power Systems,
vol. 21, No. 2, pp. 948-954, May 2006
65

[46]

S. Talukdar and V.C.Ramesh, “A multi-agent technique for contingency
constrained optimal power flows”, IEEE Transactions on Power Systems, Vol. 9,
No.3, pp. 855 - 861, 1994

[47]

K. Huang, D.A. Cartes and S.K. Srivastava, “A multi-agent based algorithm for
mesh-structured shipboard power system reconfiguration”, Proceedings of the 13th
International Conference on Intelligent Systems Application to Power Systems,
2005.

[48]

H. Kai, S.K. Srivastava, D.A. Cartes and M. Sloderbeck, “Intelligent Agents
Applied to Reconfiguration of Mesh Structured Power Systems”, International
Conference on Intelligent Systems Applications to Power Systems2007, pp. 1-7, 58, Nov. 2007

[49]

Y. Liu and X. Gu, “Reconfiguration of network skeleton based on discrete
particle-swarm optimization for black-start restoration”, IEEE Power Engineering
Society General Meeting, 2006

[50]

J. Olamaei, G. Gharehpetian and T. Niknam, “An approach based on Particle
Swarm Optimization for distribution feeder reconfiguration considering
Distributed Generators” Power Systems Conference: Advanced Metering,
Protection, Control, Communication, and Distributed Resources, PSC 2007, pp.
326 - 330, 2007

[51]

Yin Shih-An and Lu Chan-Nan, “Distribution Feeder Scheduling Considering
Variable Load Profile and Outage Costs”, IEEE Transactions on Power Systems,
vol.24, No.2, pp. 652-660, May. 2009

[52]

J. Kennedy and R. C. Eberhart, “A discrete binary version of the particle swarm
algorithm,” in Proceedings. IEEE Int. Conf. Syst., Man, Cybern., Piscataway, NJ,
1997, pp. 4104–4108.

[53]

E. Ni, and P.B. Luh, “Optimal Integrated Generation Bidding and Scheduling with
Risk Management under a Deregulated Daily Power Market,” IEEE Power
Engineering Society Winter Meeting 2002, vol.1, pp. 70 – 76. Aug. 2002.

[54]

H. Wang, C. E. Murillo-Sanchez, R. D. Zimmerman, and R. J. Thomas, “On
Computational Issues of Market-Based Optimal Power Flow," IEEE Transactions
on Power Systems, vol. 22, no. 3, pp. 1185-1193, August 2007.

[55]

R. D. Zimmerman, C. E. M. S´ nchez, and D. D. Gan, “A MATLAB Power
System Simulation Package,” [Online]. Available: http://www.pserc.cornell.edu/
matpower/.

66

APPENDIX A
PARAMETERS OF TESTING SYSTEM IN CHAPTER IV

67

Table A.1

Branch data

Star Bus

End Bus

Branch Resistance (pu)

Branch Reactance (pu)

1
2
3
3
5
3
7
8
9
10
1
2
5
6
1
2
3

2
3
4
5
6
9
8
9
10
11
7
8
10
11
2
3
4

0.0024
0.0036
0.0034
0.0021
0.0011
0.0038
0.0019
0.0025
0.0012
0.0022
0.0041
0.0045
0.0031
0.0038
0.0024
0.0036
0.0034

0.0022
0.0037
0.0121
0.0032
0.0015
0.0111
0.0018
0.0022
0.0018
0.0012
0.0151
0.0162
0.0111
0.0121
0.0022
0.0037
0.0121

Table A.2
Bus
No.
4
8
11

Generation data
Minimum Real Power output,
PMax (MW)
1.100
0.600
0.550

68

Maximum Real Power output,
PMin(MW)
0.200
0.100
0.050

Table A.3
Hour
1
2
3
4
5
6
7
8
9
10
11
12
Table A.4
Bus No.
8
11

Generation cost parameters of power supply from transmission grid

α ($/h)
275
275
275
275
275
275
275
275
275
275
275
275

β ($/MWh)
30
30
26
26
26
26
30
30
30
30
30
30

Hour
13
14
15
16
17
18
19
20
21
22
23
24

α ($/h)
275
275
275
275
275
275
275
275
275
275
275
275

β ($/MWh)
30
30
30
35
35
35
35
35
35
35
35
30

Generation cost parameters of DGs

α ($/h)
135
280

β ($/MWh)
19.46
21.02
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γ ($/MW2h)
0.0100
0.0776

Table A.5
Hour
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
Load
Type
Table A.6
Bus
No
2
6

Forecasted load data

Bus 1
0.581
0.489
0.382
0.304
0.262
0.227
0.283
0.312
0.333
0.361
0.368
0.382
0.389
0.382
0.396
0.396
0.411
0.559
0.581
0.623
0.666
0.708
0.680
0.658

Bus 2
0.293
0.246
0.193
0.154
0.132
0.114
0.143
0.157
0.168
0.182
0.186
0.193
0.196
0.193
0.200
0.200
0.207
0.282
0.293
0.314
0.336
0.357
0.343
0.332

(c)

(c)

Daily real power demand (MW)
Bus 5
Bus 6
Bus 7
0.033
0.005
0.088
0.024
0.007
0.074
0.016
0.005
0.058
0.014
0.007
0.046
0.019
0.048
0.040
0.017
0.100
0.034
0.113
0.130
0.043
0.152
0.126
0.047
0.154
0.127
0.050
0.157
0.125
0.055
0.151
0.121
0.056
0.151
0.120
0.058
0.154
0.100
0.059
0.152
0.082
0.058
0.151
0.068
0.060
0.052
0.060
0.154
0.151
0.051
0.062
0.152
0.049
0.085
0.154
0.048
0.088
0.155
0.046
0.094
0.104
0.029
0.101
0.071
0.021
0.107
0.047
0.007
0.103
0.036
0.005
0.100
(a)

(d)

(c)

Bus 9
0.271
0.228
0.178
0.142
0.122
0.106
0.132
0.145
0.155
0.168
0.172
0.178
0.182
0.178
0.185
0.185
0.191
0.261
0.271
0.290
0.310
0.330
0.317
0.307

Bus 11
0.012
0.017
0.020
0.017
0.022
0.124
0.241
0.248
0.206
0.233
0.218
0.179
0.161
0.171
0.159
0.131
0.149
0.151
0.154
0.149
0.124
0.062
0.015
0.012

(c)

(b)

Shiftable load data
Time
window
Start End
1
8
13
22

Average real power demand
(MW)

Total Consumption
(MWh)

0.187
0.257

0.561
0.771
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Table B.1

Branch data (10MVA base)

Star Bus

End Bus

Branch Resistance (pu)

Branch Reactance (pu)

1
1
2
25
2
3
4
4
5
6
7
8
27
8
9
9
19
10
11
31
11
12
20
12
13
14
21
14
15
15
16
22
16
17
29
17

18
2
25
26
3
4
23
5
6
7
8
27
28
9
10
19
10
11
31
32
12
20
7
13
14
21
5
15
24
16
22
3
17
29
30
18

0.002921
0.000722
0.001613
0.020342
0.001741
0.002811
0.003022
0.002021
0.000842
0.000701
0.001882
0.001741
0.020441
0.001692
0.004721
0.003442
0.003421
0.001721
0.001482
0.020041
0.001841
0.019601
0.014642
0.000892
0.001011
0.001621
0.001892
0.001931
0.004442
0.001931
0.001242
0.001281
0.001681
0.002741
0.020562
0.000821

0.000661
0.000085
0.000169
0.030442
0.000158
0.000254
0.000333
0.000188
0.000063
0.000055
0.000154
0.000188
0.028077
0.000142
0.000228
0.000120
0.000178
0.000133
0.000107
0.028892
0.000149
0.000602
0.000389
0.000043
0.000067
0.000188
0.000214
0.000192
0.000321
0.000166
0.000104
0.000133
0.000188
0.000213
0.030122
0.000092
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Table B.2

Generator data

Bus
No.

Scheduled
Generation, P (MW)

Maximum Real Power
output, PMax (MW)

Maximum Reactive Power
output, QMax (MVAR)

26
28
30
32

13
15
13
15

18
16
18
16

4
5
4
5

Table B.3
Bus No.
19
20
21
22
23
24

Load data
Real Power Demand, P (MW)
9
7
5
3
16
16
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Reactive Power Demand, Q (MVAR)
1.5
1.8
1.5
1.2
3.0
3.0

