Vertebrates aim their noses at regions of interest and sniff in order to
Flow Visualization.
As elegantly stated by Kline ͓27͔ and Roshko ͓28͔ , solutions of the equations of fluid motion have limited value without some accompanying phenomenological insight, usually gained from flow visualization ͓29͔. This marriage of fluids, optics, and artistry serves research for purposes of discovery, exploration, illustration, qualitative insight, and nowadays quantitative measurement. Modern flow visualization includes a computational element and benefits from both computer and laser technology.
The visualization of olfactory flows apparently began with Paulsen ͓30͔, who placed litmus paper inside the nasal cavity of a human cadaver head and caused the head to "inhale" ammonia. This early surface-flow visualization method revealed elements of the internal airflow pattern. In the same era, Zwaardemaker ͓2͔ observed the flow of breath from the human nostril by way of moisture condensation on a cold mirror. This method is still useful in modern times, ͓31͔ and Fig. 1͑a͒ .
More modern attempts to visualize the airflow in the human nasal cavity used transparent plastic models ranging in scale from 1:1 ͓32͔ to 20:1 ͓33͔. Computational fluid dynamics ͑CFD͒ simulations, e.g., ͓16,34͔, agreed with experiment in that only a fraction of the inspired airflow reaches the olfactory region.
Brueggemann and Jeckstadt also reached that conclusion in 1938 ͓35͔ following chemical tracer and dust deposition studies in the nasal cavity of a dog. Dawes ͓36͔ used cigarette smoke to visualize the airflow through a thin slice of a dog's nose between clear plastic plates. Such particle visualization is also important in external airflow studies of chemical plume tracing ͓37,38͔ and ventilation exhaust effectiveness ͓39͔.
Underwater, Teichmann used dye to study the water flow through the olfactory lamellae of an eel ͓40͔. Similar visualizations of both the antennule flows of crustaceans and the chemical plumes they detect are shown in ͓41-43͔. Invoking fluid-dynamic similarity, human ͓44,45͔ and lab-rat nasal flow patterns were examined in water models with dye injection.
In contrast, the optical flow visualization methods ͑schlieren, shadowgraph, and interferometry ͓29,46͔͒ were used only once for olfactory research, ͓47͔ and Fig. 1͑c͒ . This requires special optics but has the advantage of imaging air currents without tracer particles. A National Research Council study recommends Schlieren imaging for the detection of explosive vapor plumes ͓48͔.
In summary, there is a wealth of resources on flow visualization ͓29͔ that can be used in future olfactory research. Visualization should always be done first; it defines the flow phenomena and sets the stage for more quantitative and detailed measurements. It teaches you the physics of the flow.
Definitions and Assumptions.
Sniffing is sampling the surrounding fluid by olfaction, and a sniffer is the apparatuswhether natural or artificial-that sniffs. A sniffer has an external naris, or nostril, and a nasal cavity containing olfactory sensors in vertebrates and in artificial noses ͑though the latter do not also breathe.͒ Invertebrates have their olfactory sensors outside their bodies, but we consider them to be sniffers as well. Sometimes the sensor is stationary with respect to a moving fluid, other times the sniffer transports fluid through a stationary sensor apparatus. Either way, mass transfer by fluid flow is required for olfaction.
Olfaction is the sensory detection of an odor or scent, some chemical signal in the environment. The sources of such chemicals need not be present for olfaction to occur. Moreover, only trace amounts, not bulk amounts, are required. A trace is a very small chemical signal-sometimes only a few molecules. W. J. McGann has defined trace detection as "the process of sample collection, detection, and identification of targeted substances not measurable by any other means." For present purposes we draw no distinction between trace detection thus defined and olfaction.
Incompressible single-phase fluid flow is assumed throughout this paper. Solid particles, when present, represent a negligible mass fraction. Weak odorant concentrations are passive scalars that do not change the gas properties. Reactions between sensors and odorants do not alter the energy level of the flow. Threedimensional ͑3D͒ unsteady flow occurs in the most general sense, although lower dimensionality and quasisteady flow are assumed in many practical examples. The flow may be laminar, transitional, or turbulent, depending upon a Reynolds number that ranges broadly over the phenomena of interest. Viscosity is ignored in external flows away from surfaces. For internal flows a lumped friction loss is assumed for simplicity. All body forces are neglected. Readers unfamiliar with these assumptions should consult a basic fluid mechanics text, e.g., ͓49,50͔.
The equations to be solved, then, are the Navier-Stokes equations of continuum fluid motion, generally by numerical computation and experimental analog. Often, though, the external flows of sniffers lend themselves to simpler solutions like potential-flow approximations, where fluid rotation is neglected. Software is available to do these simple solutions, e.g., ͓51͔, and some examples are shown later. The underlying theory is covered in fluids texts and does not bear repeating here. However, potential-flow theory is inadequate for the flow inside an animal's nose or an artificial nose, where friction is important. Several complete Navier-Stokes solutions of such nasal flows in rats, monkeys, and people were done by Subramaniam et al. ͓16͔, Kimbell et al. ͓52, 53͔, Kepler et al. ͓54͔, and Kimbell and Subramaniam ͓55͔. 
Modeling and Scaling.
A simple modeling exercise can help to introduce the key parameters of sniffing. Consider the rudimentary sniffer sampling the atmosphere in Fig. 2 . ͑Much of this paper concerns ingenious ways of sample acquisition by sniffing, the simplest of which is shown in this figure.͒ A certain mass m o of odorant is dispersed in the air within an odor cloud of volume V o , yielding an average odorant mass concentration C o = m o / V o . A sampler, or nose, approaches the vapor cloud closely enough that much of the cloud lies within the "reach" of the nose, i.e., the maximum distance over which it can induce a significant airflow. By inhaling a volume V i through the nostril at x over time interval ⌬t-"sniffing"-the nose transfers odorant from V o to its internal sensor chamber, which has a volume V sc , at a flow
The sniff is caused by a reduction in pressure p 2 compared to ambient pressure p 1 = p a . The pressure differential ⌬p = p 1 − p 2 induces the desired airflow. Conservation of mass between stations x and y requires that U 1 / U 2 = A 1 / A 2 , where U is the airspeed and A is the duct cross-sectional area. The steady-flow energy equation between stations x and y, ignoring any heat transfer, is
where g is gravitational acceleration and is the gas density. This familiar relation reveals that wall-friction losses gh f and "minor" losses g⌺h m occur at the expense of the fluid kinetic energy inside the nose, and are balanced by the pressure differential according to
where K is a lumped nondimensional loss coefficient expressing the sum of wall friction plus any duct losses caused by sudden expansions, contractions, bends, etc. K is not known a priori for a complicated nasal passage, but it can be evaluated from Eq. ͑2͒ using basic pressure and velocity data from experiments or computations. This textbook material stresses to artificial nose designers the importance of minimizing the minor losses. Each of these wastes a portion of the velocity head 1 / 2U
2 , and such flow energy loss must be made up by the lung or blower or pump that drives the sniffing process ͑see Sec. 5.3.2͒. Narrow flow constrictions are also lossy ͓45͔. Inside an animal, too many minor losses overload the lungs and impede olfaction, if not respiration itself ͓56͔. In an artificial nose, after the airstream has been sampled and interrogated, a diffuser is needed to recapture the potential energy of the flow before it is discharged to the atmosphere.
Returning to Fig. 2 , if no extraneous unscented air is inhaled and V sc ഛ V o , then the odorant concentration in the sensor chamber is simply C sc = C o . Of course this is unlikely, for in reality the nose also inhales some extraneous ambient air V a , thus reducing the concentration of odorant in the sensor chamber by a sampling efficiency factor s ϳ V a / V i . The sensed odorant concentration, then, is C sc = s C o . Other inefficiencies can occur, such as signal loss to the walls of the nasal passages. When particles are present in the odorant cloud, they may also be lost during sniffing by settling or impaction ͓57͔. Realistically, then, the odorant concentration C sc in the sensor chamber is often much less than C o , which itself is usually tenuous in the environment. In other words there is an "impedance mismatch" due to poor sampling efficiency, by analogy with the transfer of electrical energy.
Large impedance mismatches in sniffers are often dealt with by preconcentration, in which a fraction m s of the odorant mass m o is sampled, usually by being adsorbed or impacted upon a surface during the sniff, and the large original volume of air V i is discarded. ͑The additional apparatus and ductwork required to do this are not shown in Fig. 2 .͒ After the capture, artificial noses use a much smaller volume of carrier gas V p to collect the odorant mass, which is thermally desorbed from the surface, and convey it to the sensor chamber. This process takes time, but yields a preconcentration factor p = V i / V p as large as 1000 or more, greatly ameliorating the impedance mismatch. Natural noses have evolved the ability to sense trace odorants directly via the sensory tissue upon which they collect: a much-faster and more elegant approach.
Having arrived at an odorant concentration C sc in the sensor chamber by sniffing, noses sense the odorant by way of a chemical reaction. In nature, odorant molecules interact directly with receptor cells mediated by a mucous layer, for example. True artificial noses mimic this, while other man-made detector types usually interrogate the captured odorant by spectroscopy. The natural response to odorant concentration is the psychophysical power law ͑Stevens' law͒ R ϳ C sc n , where n is less than 1 and is dependent upon the particular odorant species ͓58,59͔.
Now from a different viewpoint, the total odorant mass m s sampled during the sniff is given by
͑3͒
This shows that higher sniffing flow rates and longer sniffs increase m s . But does that mean greater olfactory sensitivity? Stuiver ͓44͔ reasoned that a higher flow rate reduces odorant dwell time upon the receptors and thus elicits less olfactory response. Mozell et al. and Hahn, Scherer, and Mozell ͓58, 60͔ further noted that increasing Q by raising ⌬p with fixed ⌬t in olfaction studies also increases V i and changes several variables at once, causing confusion. The design of the sensor chamber also bears upon this question ͑discussed in Sec. 5.3͒.
A longer sniff at the same flow rate, however, clearly does expose the receptors to more odorant mass according to this simple quasisteady-state model ͑which neglects adaptation, the loss of sensor response with time͒. Dogs can do this in case of weak or inaccessible scents by taking 1 / 2 Hz "long sniffs" in place of their normal ϳ5 Hz sniff rate ͓47,61-63͔.
Finally, the Reynolds number Re d = Ud / governs the nature of this flow, where d is the nasal passage diameter and is the kinematic viscosity of the air. Below Re d ϳ 2000-3000, laminar flow is expected in simple ducts, though not necessarily in the complicated nasal passages of macrosmatic animals-those with keen olfactory powers. Since is roughly constant at about 1.5 ϫ 10 −5 m 2 / s for air in the near-ambient temperature range, the Reynolds number varies mainly with airflow rate Q and physical scale d. The anterior nasal passages of terrestrial vertebrates range from about 1 mm diameter in the rat ͓64͔ to a centimeter or more in the largest animals. Given rat respiratory flow rates in the 100 ml/ min-900 ml/ min range, a typical Re d is about 350 and laminar nasal flow is assumed ͓53͔, at least initially. In humans, however, the issue is controversial ͓45͔.
Underwater, is an order of magnitude smaller than in air but the pertinent length scale is also often much reduced. The chemosensory hairs ͑aesthetascs͒ of crustaceans, for example, operate with Re d ϳ 1, where the interplay of fluid viscosity and inertia is delicately balanced, ͓65͔ and Chap. 15 of ͓66͔.
Potential-Flow Inlets.
The potential flow approximation, mentioned earlier, naturally describes the flow of ideal fluids into suction orifices like the nostrils of present concern. We can examine external sniffing airflows by simple means, so long as Re is large and both wall friction and flow separation are either avoided or ignored. Ventilation engineering takes major advantage of this as is detailed in several references ͓17-19,67,68͔.
In brief summary, potential flow theory reveals that a simple inlet is not directional. Wile E. Coyote's ACME vacuum cleaner may suck in all sorts of objects from a distance, but that only works in the cartoon world. In reality an inlet draws fluid equally from all available directions, so its influence drops rapidly with distance. Consequently, except for the case of airborne scent plumes, sniffing is not a stand-off activity and proximity is essential for a nose to acquire a localized scent.
Potential flow also explains the inefficiency of a simple freestanding pipe as an air inlet: Even when aimed at something, it draws air equally from behind as well as from in front. It further has a high loss coefficient, 0.93, meaning that it wastes 93% of the velocity head 1 / 2U 2 . A flanged inlet, Fig. 3͑a͒ is an improvement: The forward reach is extended by excluding any suction from the rear hemisphere. Still, the sharp-edged inlet orifice has a loss coefficient of 0.49. Whether a nose is powered by lungs or batteries, such an unnecessary pressure loss is a burden.
Nature abhors sharp edges in favor of smooth, bulbous, aerodynamic nostril inlets like the one shown in Fig. 3͑b͒ . Also called a bellmouth, this inlet has a very small loss coefficient. Here is an important design principle for artificial noses: avoid the sharp edge and the step change in area. It is the natural thing to do.
A definition of the "reach" of an inlet is the size of the region upwind of the inlet from which all of the fluid is ultimately captured ͓19͔. In Fig. 2 , in order for the sampling efficiency s to approach unity, the reach of the sniffer shown must at least encompass the entire odorant cloud. Industrial local-exhaust ventilation has the same problem: The exhaust hood must reach out to collect fumes from welding, for example, and not let any escape. Given the limited reach of a potential-flow inlet, this is quite a challenge. For the case of Fig. 2 , approximated as a simple sink flow, the induced airspeed u = Q / r 2 drops linearly with distance r forward of the nostril inlet.
Potential-flow inlets scale up or down geometrically without regard for nondimensional numbers like Re, so the reach of an inlet also grows linearly with its diameter d because Q = d 2 U 1 / 4. This works against the small-diameter tubing used in wand-type leak samplers, e.g., ͓69͔. They have little reach even at the extreme U 1 corresponding to choked flow, and must be physically inserted into an odorant cloud to sample it.
Turbulent Jets.
There is a key distinction between the behavior of potential-flow inlets just described and fluid jets: while inlets are omnidirectional, jets can be vectored. Aim an air jet in a certain direction and it maintains that direction in still air. The "reach" of a jet, then, is many times longer than the reach of an inlet having the same flow rate Q. Jets thus project fluid momentum at a distance.
The turbulent jet literature is vast. Useful surveys of it for present purposes are found in Chap. 4 of ͓17͔ and in ͓70-72͔. The recent discovery of synthetic jets is also pertinent ͓73͔.
A jet entrains fluid from all directions perpendicular to its axis, which causes it to grow linearly in diameter with increasing distance downstream. The volumetric entrainment rate of turbulent jets is approximately 0.25x / A 1/2 , where x is the distance from the nozzle and A is the nozzle cross-sectional area ͓70͔. When a jet impinges upon a solid surface it tends to attach and to exhibit starting impinging jet behavior ͓74͔. Free jets impinge upon surfaces to become wall jets ͓75͔.
Even though jets seem at first antithetical to the present goal of sniffing, they can be useful on at least two counts. First there is jet-assisted olfaction, where jets help to focus the suction of a sniffer in the forward direction to improve its reach, Secs. 4.3.1 and 5.2.4. Second is the use of jet momentum to stir up the environment, resuspending settled particles and making them available for olfaction as shown in Fig. 1͑b͒ .
Phares, Smedley, and Flagan at Caltech have studied the second topic at length ͓76͔. They explored the effects of Re d , nozzle height, and jet velocity profile on particle removal using both normal ͓77͔ and oblique ͓78͔ jets, and found that surface particles respond to the shear stress imposed upon them by jet impact ͓79͔. Particle removal depends on particle size and jet duration as well ͓80͔. With these results in hand, they examined previous resuspension theories and proposed a new model. Other recent investigators ͓81͔ also studied this topic, and one ͓82͔ suggested an analogy with heat transfer enhancement by pulsed jets.
In applied experiments in the Penn State Gas Dynamics Laboratory ͓83͔, short-duration air jets from round nozzles impinged upon human subjects whose clothing was contaminated by 10-micron-range trace particles of the explosive cyclotrimethylene-trinitramine ͑RDX͒. Dislodged particles were collected ͑Sec. 6.3.2͒ and quantified with results shown in Fig. 4 . In addition to the shear-stress mechanism described above, inertial detachment of particles also occurs due to jet impact ruffling of the clothing. No matter what the mechanism, though, jet impingement has become the principal means of liberating trace particles from people for analysis and detection in a reasonably nonintrusive manner.
The quasilinear response shown in Fig. 4 is understandable in that the nozzle-to-person distance was fixed in the experiments and the nozzle exit was sonic. Since jet momentum is conserved, an increase in stagnation pressure thus produces a proportional increase in jet momentum, which is thought to be responsible for inertial particle removal from clothing.
Particles and Stokes
Number. Can particles in a flow follow streamlines, as molecules do by definition? This question is answered by considering the nondimensional Stokes number, the ratio of the aerodynamic response time of a particle to the characteristic flow time,
where p is particle density, d p is diameter, f is fluid viscosity, and L c is a characteristic length, such as the size of a flow obstruction. As Stk approaches 0, particles have no significant inertia and they faithfully follow streamlines, but for Stk greater than about 1, impaction of particles upon obstructions is likely. This is the basis of devices called impactors that collect particles from flowing fluids. Consider airborne particles of unit specific gravity and 10 m diameter, having masses of about a nanogram each. If U =30 m/s and L c = 1 m, roughly the speed of a car and the size of its windshield, then Stk= 0.009 and the subject particles will be likely to flow around the windshield without striking it. But if L c = 5 mm, the diameter of the radio antenna, then Stk= 1.8 and impaction is much more likely. Calculations like this are useful in the design of particle collectors, the loss of particles during transport in tubes, particle settling time, terminal speed, and the deposition of inhaled particles in the nose and lungs ͓57,84-86͔.
Advection Versus Diffusion.
Advection is bulk fluid motion whereas diffusion is the molecular spreading of one fluid into another without bulk motion. These distinct phenomena are often confused in the olfaction literature. In Feynman's ͓87͔ classic classroom example gone wrong, diffusion is taught by opening a bottle of ammonia and waiting for the student in the back of the room to say "I smell it." But if diffusion is the only transport mechanism, he will not smell it by the end of the class, or even the end of the semester. In reality, the ammonia molecules are quickly transported by the advection of air currents around the room and by thermal convection currents generated by the people in the room.
This point is often made but the confusion persists, even though it may be just an imprecise choice of terms. Airborne odor transport in the nasal cavities of vertebrates has been attributed to diffusion ͓3,88,89͔, but that too is unlikely.
Vogel draws an elegant comparison between diffusion and advection for a popular audience ͓͑90͔, p. 182͒. Diffusion only works over short distances and thus depends on the size of the flow in question, "But even in air, diffusion remains glacially slow for what we regard as ordinary distances."
The relative rates of advective versus diffusional transport in fluids are described by the nondimensional Péclet number, Pé= L c U / D, where D is the diffusion coefficient of an odorant molecule in the fluid of interest. When Pé= 1, the rates are equal. Returning to the rat's-nose example of Sec. 2.3, let L c = 1 mm and U ϳ 5 m/s ͓53͔. Diffusion coefficients of typical odorant molecules in air are broadly in the range of 0.1-0.3 cm 2 /s ͓91͔, yielding a rat's-nose Péclet number of several hundred. Only at muchlower airspeeds and length scales can diffusion matter in this sniffing example. But there are certainly cases where diffusion matters in olfactory sensing, such as lobster "sniffing" ͓92,93͔.
Griffy ͓94͔ calculated the time required for a trinitro-toluene ͑TNT͒ bomb to produce a saturated TNT vapor level in a room by pure diffusion: hundreds of days. He concluded that airborne explosive vapor detectors are unlikely to succeed unless they are orders of magnitude more sensitive than needed to detect equilibrium vapor levels. But let us not abandon vapor detection altogether, so long as there are air currents to convey the signal and sniffers poking their noses into nooks and crannies ͑see also Sec. 5.2.2͒.
Vortex Flow.
The potential-flow vortex is a rotating flow with a strength determined by its core singularity. It has no radial velocity, circular streamlines, and a circumferential velocity field that dies off as the inverse of radius from the core. Vortex flows are covered in elementary fluids textbooks, but see also Lugt's scholarly book ͓95͔ that appeals to a broad audience.
What relevance do vortices have to sniffing? At least one manmade sniffer uses an apparent vortex as its operating principle ͓96͔. The puffs on either side of the dog's nose in Fig. 1͑b͒ are the starting vortices of impinging nostril jets. The bellmouth nostril flowfield of Fig. 3͑b͒ is produced by twin counter-rotating vortices ͑hidden inside the nostrils͒, and so on. Vortices are everywhere.
One vortex of special interest is the intake or inlet vortex. There are photos of vortex cores extending from the idling jet engines of parked aircraft, touching the ground like mini tornadoes and sucking up debris. It is a common fallacy that the jet engine creates its own inlet vortex ͓97͔, but researchers in E. M. Greitzer's lab at Massachusetts Institute of Technology have demonstrated that a cross breeze is also required ͓98͔ in all cases except those of inlets with swirl vanes ͓99͔. The cross breeze sheds a line vortex from the engine inlet lip that turns downward and attaches to the ground. The inlet vortex can be duplicated on a tabletop using a vacuum cleaner and fan according to Stong ͓100͔. This instructive demonstration is not difficult ͑Fig. 5͒, but its stability is greatly improved if one places a screen or flow straightener after the fan producing the cross breeze.
Frequency of Animal Sniffing.
Although dependable fluid-dynamic data on olfaction are rare, enough exist to estimate the nondimensional sniffing frequency of at least a few animals. This is the Strouhal number, Str= fd / U. For the rat, dog, and human, respectively, the available data are approximately as follows: dimensional sniffing frequency f = 10, 5, and 2 Hz, characteristic nostril dimensions d = 1, 7, and 13 mm, and characteristic airspeed U =8, 5, and 3 m/s ͓33,47,53,89͔. These values yield Strouhal numbers of about 0.008 for the dog and human and 0.0014 for the rat. Thus sniffing is a slow process compared to the flapping of animal appendages for propulsion, where Strouhal numbers are up to two orders of magnitude larger. A quasisteadyflow approximation is justified in the analysis of sniffing airflows ͓33͔ at this low frequency. It may be that animal sniffing rates are based, at least in part, on the need to provide sharp gradients of odorant rather than a constant odorant level to the olfactory sensors. Adaptation works against high sensitivity in the limit as the sniffing rates approaches zero.
Traditional Sampling Issues and Methods
Sampling the environment is important to society. So much has been written on this topic, including several thorough reviews, that it serves the present purpose only to give a brief overview with some key references, noting the issues relevant to sniffing.
3.1 Airborne Particle Sampling. The U.S. Clean Air Act controls particles in the atmosphere in order to protect public health and prevent environmental damage. Airborne particulates in the Ͻ10 m ͑PM 10 ͒ and Ͻ2.5 m ͑PM 2.5 ͒ aerodynamic diameter range are regulated by law according to National Ambient Air Quality Standards. Compliance is monitored by samplers that draw in ambient air and collect the airborne particles by any of several means, including impactors, cyclones, filters, and electrostatic precipitators ͓13,25,101,102͔.
The aspiration efficiency of these sampling inlets is one concern, since they must sample a representative population of airborne particles. Isokinetic sampling helps to accomplish this. Another approach is the virtual impactor, which preconcentrates particles in the sampled airstream by a factor of 6:1, 20:1 ͓84͔ or even 25:1 ͓105͔. The particles remain airborne, which helps transport them to an analyzing instrument. Design rules for virtual impactors are given in ͓84͔.
Other than inert particles, there are also bioaerosols to be sampled ͓12,25,106-108͔. With such a bewildering array of species already present in the air, detecting a biological warfare attack is a problem ͓109͔. The sampling step must not harm these live airborne particles, since a culture is often required to identify them ͓110͔. The analysis step may also require a liquid sample like that provided by impingers and some cyclone samplers, purification may be needed, and a high sample concentration is called for ͓12͔.
Indoor Sampling.
Indoor air quality considers the adverse health effects of smoking, sick building syndrome, insufficient ventilation, etc. ͓111-113͔. Airborne sampling indoors began with the realization that the dangerous pollution sources are under our noses, including chlorinated water, dry-cleaned clothes, mothballs, air fresheners, cooking, paint strippers, solvents, radon gas, and especially tobacco smoke ͓112͔. Large government-sponsored studies like Particle Total Exposure Assessment Methodology ͑PTEAM͒ ͓114-116͔ in the United States and others abroad showed that personal PM 10 exposure levels measured by lapel samplers are significantly higher than either outdoor or indoor levels measured by fixed samplers.
Personal activity cloud or human boundary layer?
Without questioning the results or significance of PTEAM, here is an alternative fluid-dynamic interpretation. A "personal activity cloud" was proposed by PTEAM investigators as the source of the measured discrepancy in exposure levels ͓116,117͔. Wallace ͓118͔ explains: "It is almost as if the participants were walking about in their own personal cloud of particles, a sort of Pigpen effect, after the character in the ͑Charles Schulz͒ Peanuts comic strip."
The cloud analogy and the comic-strip reference are sadly misleading, though, for what actually happens is not a cloud at all but rather a rising thermal boundary layer that separates to form the human thermal plume ͑Fig. 6͑a͒ ͓46͔͒. It was first shown by Clark and Cox ͓24͔, Lewis et al. ͓119͔, and Clark and Edholm ͓120͔ that the temperature difference between people and ambient air drives a natural-convection boundary layer beginning at the feet and separating from the head and shoulders. Thus the "cloud" analogy overlooks the strong vertical transport ͑U ϳ 0.25 m / s, Q up to 50 liters/ s ͓121͔͒ in the airflow about a person. This transport not only presents floor-level contaminants to one's breathing zone, but also entrains the surrounding air and its particle burden at all other levels below the breathing zone. Quoting ͓122͔, "The natural con- vection boundary layer around the human body is capable of transporting particles such as dust, skin scales, pollens, and spores and provides a link in the chain of airborne infection."
A second problem with the PTEAM interpretation is its disregard for the role of human skin flakes: "body cloud emissions are…not considered here as a component of the personal activity cloud effect" ͓117͔. In fact, human skin is easily the most prevalent particulate in the human thermal boundary layer and plume. A complete layer of human skin is desquamated every 1 -2 days ͓24͔, releasing a million skin scales/min with a 14 m average diameter and a size range of 5 -50 m (see Fig. 6͑b͒ ͓123,124͔ ). Most inhaled air comes from the human boundary layer that contains these particles, from which 6000 to 50,000 5 -50 m particles/liter of air enter the human nose. Most clothing is permeable to this particle stream. Ordinary house dust is found under microscopic examination to consist of 70%-90% human skin flakes covered with microorganisms. According to Syrotuck ͓125͔,  if you walk at 1 1 / 3 m / s ͑3 mph͒ you leave behind 500 skin flakes/m. The weight of this evidence on the significance of skin flakes in the human microenvironment ought to be hard to ignore ͑see also ͓125-128͔͒.
Moreover, human skin flakes contain mitochondrial DNA, even though they have no cell nuclei and thus no nuclear DNA ͓129͔. We thus continuously shed gross samples of our mitochondrial DNA into the surrounding air. Anthropologists sequencing tiny remnants of ancient mitochondrial DNA must be scrupulous to avoid contamination from their own airborne skin. We cannot suppress this shedding of our DNA, and collecting it for analysis is certainly possible according to principles to be described later ͑Sec 6.3͒. Ethical questions about this possibility remain to be resolved, however.
Meanwhile note that a thorough study of the airflow in the human breathing zone, including flow visualization, quantitative measurements, and CFD ͓130͔ has apparently not been done, so there is much still to learn about the reach of inhalation, the penetration of exhaled nostril jets, particle intake, and the proper location of personal samplers. Where to locate a personal sampler on a breathing person, considering the nose inlet flow and upward boundary layer motion, still remains an open question. In seeming proof that nothing is sacred, even intranasal samplers are used to sample incoming particles inside human nostrils, thus avoiding this pitfall ͓131͔.
Personal samplers.
References ͓14,15͔ describe the state-of-the-art of small battery-powered personal samplers to be worn by human subjects for particle exposure monitoring in studies like those just described and in industrial hygiene assessments. Typically a battery-powered diaphragm pump draws in the sampled air at a few liters/min through a sorbent tube, filter, impactor, or cyclone. The inlet is usually connected by tubing to the pump, and is attached to a subject's collar or lapel to sample breathing-zone air. A miniaturized five-stage personal cascade impactor is available ͓132͔ to classify particle sizes. The SKC Corporation's Button Sampler is a collar-clip filter sampler with a porous curved-surface inlet having low wind sensitivity ͓133͔.
Mannequins are used to test personal samplers ͓134,135͔, but they do not always properly simulate people. A department-store mannequin is the worst case, for it has neither body heat nor skin flakes and it cannot breathe ͓136͔. Human subjects are thus preferable to mannequins here and in any experiments involving the human thermal boundary layer and plume.
Hand vacuums.
Hand vacuums are simple, versatile, filter-type "dustbuster" sniffers. They see regular use in sampling the clothing and luggage of aircraft passengers. The filters are made of cellulose fibers, glass or quartz fibers, membranes, polycarbonate pore material, or plastic foam. In security screening the filter is removed and heated in a desorber, driving off collected traces to be detected, usually, by an ion mobility spectrometer ͓137͔.
Wand-type sniffer probes.
Wand-type sniffer probes were singled out in Sec. 2.4 for their short reach. Nevertheless a simple probe or wand at the end of a hose is a popular way to poke around and sniff for something. Leak detectors often use wands for gas collection and they are considered prior art in several inventions, e.g., ͓138͔. A search of the technical and patent literature for the term "sniffers" mostly yields such leak-detection equipment with long hoses and hand-held, pointed wands intended to pinpoint leaks ͓69,139͔. In one case a filter at the end of a long hand-held hose samples particles in clean room environments ͓140͔, while in another a heated probe tube feeds a portable gas sampling system ͓141͔. A person probing with a sniffer wand is like an elephant exploring with its trunk: Both animals are too bulky to get into tight places without the aid of an olfactory extension tube.
Outdoor Sampling.
Sniffing outdoors raises further complicating issues having to do with flight, the weather, and chemical plumes.
Sampling by flight vehicles.
Sampling by flight vehicles involves a mobile sniffer moving rapidly through a relatively immobile atmosphere. Man-made flight platforms for air sampling range from miniature unmanned aerial vehicles ͑UAVs͒ ͓142-145͔ to full-sized aircraft ͓146-148͔. Beginning in the 1970s, NASA's 5.5 m-wingspan Mini-Sniffers ͓149͔ pioneered UAV sampling of the atmosphere at high altitudes. Since then the potential of UAVs for biological agent detection has been explored ͓144,145͔, and a recent Defense Advanced Research Projects Administration ͑DARPA͒ program spawned microair vehicles that could be similarly employed for sniffing ͓142,150͔.
In contrast, take the current Intercontinental Chemical Transport Experiment-North America as an example of sampling from full-scale aircraft ͓151͔. Its principal flight vehicle, the NASADryden DC-8, bristles with sampling probes of all sorts. Five are shown in Fig. 7 ͓146,147͔. Most of these feature shrouded inlets to minimize flow angularity effects, after Kiel's original shrouded Pitot probe from the early days of aeronautics ͓152͔.
In principle, it appears easy enough to extend a tube through an airplane window and sample the air. Some further design refinements are obvious, like mounting the probe on a strut to get it outside the airplane's boundary layer. For chemical species in the upper atmosphere, though, there is the concern that they will react with the walls of the tube. Particle sampling is an even greater concern: Recalling the Stokes number from Sec. 2.5, when U is hundreds of m/s it becomes hard to prevent particles from impacting inside the probe rather than being conveyed to the instruments inside the aircraft. Likewise the airflow angle with respect to the probe axis is not well known. These issues combine to make airborne sampling probe design challenging.
Wind-tunnel tests ͓153͔ are often used to verify that new probe types can achieve isokinetic sampling and deliver a true particle sample. A good reference summarizing inlet probe design for aircraft samplers is ͓154͔. The topic is revisited in Sec. 4.3.13, where we will see how birds solve this problem.
Micrometeorology.
In nature, sniffing must take place outdoors under all manner of weather conditions. Sun or clouds; calm, steady, or gusty winds; moisture levels; the temperatures of the air and terrain, all play a role. The broad field of micrometeorology ͓155,156͔ is not reviewed here, rather just a few issues pertinent to sniffing.
First, consider the wind ͓157͔. The lowest atmospheric level is a turbulent planetary boundary layer ͑PBL͒ that we perceive as wind. Meteorological calm, 2.2 m / s or 5 mph, is still a significant breeze for bioaerosols ͓107͔, insects, and even people, whose thermal plumes become wakes at a much-lower airspeed ͑Sec. 6.3͒. Sniffers operate in the smallest local regime of micrometeorology, the bottom 2 m or so of the PBL's roughness layer ͓156͔. Even so, ill winds readily disrupt sniffing by dispersing chemical traces ͓158͔. Moths, for example, cannot track pheromone plumes when the breeze is too stiff ͓159͔. On the other hand wind interactions with obstacles offer opportunities for olfaction, such as sniffing the recirculating flow downstream of a building ͓160͔.
Moisture levels are still another matter. Although the effect of temperature and humidity on human olfaction is controversial ͓59͔, various investigators ͓161,162͔ show that an increased soil moisture level generally aids olfactory trace detection by animals, whether of buried food or land mines. Extreme aridity, on the other hand, may so dry the mucous membranes of a dog's nose as to inhibit olfaction.
Also there is the issue of the buoyant odor-bearing thermal plume ͓70,155,163-165͔. As an example, consider the following landmine detection scenario ͓125,166͔: The surface temperature of the soil varies some 30°C daily, depending on local conditions. This desorbs some trace explosives-where present-from the soil surface over a buried landmine, creating an airborne vapor signal. What becomes of this signal, however, depends on micrometeorology. On sunny days a strong temperature gradient develops above the soil, which can be 40°C hotter than desert air. This produces unstable thermal convection, transporting any desorbed explosive vapor upward and away. Measurements show that typical thermals arise from surface areas of 1 or more m 2 , rise at speeds of about 1 / 4 m / s, and occur at frequencies in the range of 4/min ͓155͔. Visualized thermals ͑Fig. 8 ͓167͔͒ show typical mushroom-shaped convection cells. Under such adverse micrometeorological conditions no stable layer of trace explosive can be expected above a buried landmine.
The situation improves, though, from sunset until morning. A stable boundary layer often forms above cool soil in the summer. Through the night, explosive vapor from buried landmines can accumulate in this layer. Thus mines are most detectable during the evening, night, and early morning in calm weather when the ground is moist.
Given a prevailing wind, however, the situation is dramatically complicated by mixed free and forced convection, both unstationary and fully turbulent. In sunny weather, thermals are sheared horizontally and mixed out by turbulence. A light horizontal breeze, less than 1 m / s, is enough to tilt the thermals over significantly. For higher wind speeds, forced convection dominates and any explosive vapor from a minefield is quickly diluted and transported away in the PBL. Not even trained dogs can locate landmines under such adverse weather conditions.
Chemical plume tracing.
This naturally leads to a recent "hot" research topic, chemical plume tracing. The ability to follow tenuous outdoor plumes in nature rewards many animals with food or sex. The fluid dynamics of plumes and how to follow them is thus a part of sniffing as we define it here. It was also the subject of a recent DARPA/Office of Naval Research ͑ONR͒ program that funded multidisciplinary studies to understand chemical plumes in nature and to develop artificial plume tracing systems. More details are available in ͓41,92,168,169͔.
Briefly, much of the research to date concerned insects in the atmosphere and crustaceans in the ocean. The small-scale plumes these creatures track are nonetheless large enough that the Reynolds number dictates fully turbulent flow. They are highly intermittent, having large scales comparable to the plume width and a cascade of finer-scale eddies ͓41,170͔. They spread downstream and contain streamwise and cross-stream chemical gradients in their mean structure ͓43,171-174͔.
An animal's response to this intermittent stimulus is complicated. Insects and crustaceans have sensory appendages that provide them with plume information ͓42,175,176͔. Lobsters, for example, flick their antennules to sample the environment ͓92,93,177͔. Both chemical orientation ͑chemotaxis͒ and flow orientation ͑anemotaxis͒ are invoked ͓175,178,179͔. Generally upwind progress toward the plume source is modulated by turns and sometimes by "casting" ͓168,180͔. Weissburg takes an overall view of the fluid dynamics underlying this animal behavior ͓170͔.
Robots employ such natural plume-tracing principles with varying degrees of success. Man-made chemosensors are currently inferior to natural ones in terms of speed ͓169͔, but nevertheless several robotic plume tracers have been developed and tested ͓41,181-185͔, including the "Robolobster" ͓186͔.
Standoff detection of small localized chemical plumes is a current security concern ͓48͔. Understanding explosive vapor plume dynamics, for example, is helpful in the development of spectroscopic standoff detectors. Such plumes may have very low concentrations of chemical vapor ͑see Sec. 2.6͒, but they can be sought and interrogated based on their buoyancy or momentum, which drives the trace chemical transport.
These small-scale plumes are in stark contrast to the huge natural and man-made plumes that have grave environmental and security implications ͓187͔. They are sometimes visibly tagged with particles, as in Fig. 9 , but also sometimes quite invisible. Several horrific plume accidents now serve as case studies, including Bhopal and Chernobyl ͓188-190͔. Large-scale computational plume modeling, e.g., ͓191͔, is driven by the knowledge that plumegenerating weapons of mass destruction are within the grasp of terrorists. Plume dispersion in cities, driven by convoluted local meteorology due to buildings, is especially challenging ͓192,193͔. 4 Nature's Sniffers and Biomimicry 4.1 Narial Morphology and Evolution. Almost no one except Negus ͓194͔ and Bang ͓195͔ has shown enough interest in the external animal nares-the nostrils-to do a morphological study. It cannot be done justice here for several reasons, but at least one can take a peripheral look and open a prospectus for further study. In that the few fluid-dynamic studies of sniffers conducted to date have yielded interesting results, e.g., ͓16,32-34,47,65,92,93,176,196͔ , there is clearly more to learn from nature's broad range of sniffing systems. What man-made sniffers have to offer thus far is paltry in comparison.
Here we will examine an abridged but representative phylogenic cross section of the animal kingdom, with at least one example from each vertebrate class ͑mammals, birds, reptiles, amphibians, and fish͒, but only examples from the arthropod phylum of invertebrates. Special emphasis is given to the morphology of mammalian sniffers ͑Fig. 10͒. Taxonomic and phylogenic information is obtained from ͓197-200͔, and anatomical terminology ͓201͔ is adopted except for a few common-usage lapses.
Nature, over some 300 million years, has explored animal sniffing systems quite thoroughly. Fossil animal DNA was recently recovered and studied up to about 100,000 years ago; enough to address some far-reaching evolutionary questions and shake up the old phylogeny in places ͓202͔. For example, from fossil mitochondrial DNA and other evidence, the Canidae appear to have arisen as a distinct family of carnivores some 50 million years ago ͓199,200͔. Within this family the wolf, dog, fox, raccoon, bear, weasel, and jackal have nearly identical nostrils. The Hyaenidae appeared separately about the same time, and are more closely related to the Viverridae and Felidae than to dogs according to the DNA record ͓200͔. Hyenas nonetheless sport very dog-like muzzles and nares.
Despite all her diversity, though, nature never developed one of our most clever man-made devices: the turbomachine. Bellows action remains the natural way to pump fluids ͓203͔. On this account a small, low-power pump or fan gives artificial olfaction a certain advantage over nature's devices: It can inhale air continuously and efficiently, and exhale it somewhere else. Even so, when it comes to mimicking nature's olfactory sensors, their fluiddynamic sophistication and their direct connection to the brain, we are still far behind.
4.2 Biomimicry. T. H. Huxley said "Sit down before fact as a little child, be prepared to give up every conceived notion, follow humbly wherever and whatever abysses nature leads, or you will learn nothing." Biomimicry is innovation inspired by observing nature, learning her lessons and deliberately copying them in manmade devices ͓204͔. Here, for example, the study of narial morphology may lead to better sniffers for the new generation of artificial noses now becoming available. This dual need for fundamental studies of mammalian olfactory systems has been recognized by funding agencies including the U.S. National Science Foundation ͓205͔.
Internal-Flow Noses of the Vertebrates.
In mammals and many other vertebrate species, nasal passages lead from the external naris through a maxillo-turbinate region, past the olfactory mucosa-nature's sensor chamber-to the nasopharynx and thence to the lungs ͓3,206͔. Olfaction is further aided in some species by a dedicated olfactomotor system ͓63͔ that drives nostril motion during sniffing by way of elaborate musculature.
Every species shown in Fig. 10 is macrosmatic except humans. In two cases, mammals of the same order are compared in order to emphasize diverse narial evolution in closely related species. All species shown are also of the infraclass Eutheria ͑placental mammals͒ except the opossum, a marsupial, who belongs to the infraclass Metatheria.
One must beware here, given nature's penchant for multiple functionality, not to confuse other roles with olfaction. Respiration is intimately connected with olfaction in all of the considered species. Nasal turbinates, for example, are not "turbulators" ͑mix-ing devices͒, but rather air-conditioning devices for heat and moisture exchange ͓36,206-209͔. They provide additional olfactory surface area and generate vorticity even so. Further concern arises in using the fossil record to trace olfactory evolution, since fossils do not preserve the soft nasal tissues.
Dog.
The dog's nose is recognized as the gold standard of olfactory acuity. There are many good sniffers shown in Fig.  10 , but dogs are easiest to train for olfactory detection. Our closest animal companions, they are the cheerful butt of endless sniffing humor because we cannot appreciate the rich olfactory environment as they can. They are the ultimate mobile, instinctive, intelligent sniffing platforms.
A brief history of canine olfaction research begins in 1938, when it was shown experimentally that the majority of inspired air bypasses the olfactory epithelium, which is offset from the main airway of the nasal cavity ͓35͔. Dawes' experiments ͓36͔ then revealed that currents from the main airstream pass freely into the olfactory region during expiration as well. Becker and King ͓210͔ likewise found different pathways for inspired and expired air. Neuhaus ͓211-213͔, however, was the first to carry out extensive research on canine olfactory acuity in the 1950s. He found that a dog can detect 1 mg of butyric acid dispersed throughout 10 8 m 3 of air, i.e., the volume of an entire town. Negus ͓194,206͔ made a broad comparison of olfaction among many species with the dog as chief sniffer. Syrotuck ͓125͔ examined canine scenting and tracking in terms of physical and chemical phenomena. . Negus ͓194͔ first noted that mammalian nostrils give direction to the inspired air, then Stoddart ͓3͔ found that the nasal swell body ͑alar fold͒ just inside the nostril controls the direction of the airflow into the nose. The high-speed video observations underlying Figs. 11͑a͒ reveal the opening of an "upper orifice" above the alar fold during the inspiration phase of sniffing. Upon expiration, however, this pathway closes, the nostril flares ͓Fig. 11͑b͔͒, and air is ejected ventrally and laterally through the midlateral slits ͑nasal sulcae͒ ͓47͔. Figure 11͑c͒ ͓62͔ shows the upper and lower airway ͑dorsal and ventral meatus͒ leading from the external naris into the maxilloturbinate region of the canine nasal cavity. The external naris motion just described, driven by several olfactomotor muscles ͓220͔, causes the dorsal meatus to receive inspired air and the ventral meatus to deliver the spent air for expiration. The dorsal and caudal direction of the inspired air channels it directly toward the olfactory region of the dog's nose.
The expired air jets, on the other hand, are vectored by the shape of the "nozzle" formed by the alar fold and the flared nostril wings ͑nasal ala͒, Fig. 11͑b͒ . Thus the external naris acts as a variable-geometry flow diverter ͓47͔. This has three advantages: ͑1͒ it avoids distributing the scent source by expiring back toward it; ͑2͒ it stirs up particles ͓Fig. 1͑b͔͒ that may be subsequently inspired and sensed as part of the olfactory process; and ͑3͒ it entrains the surrounding air into the vectored expired jets ͓Figs. 1͑b͒, 1͑c͒, and 12͔, thus creating an air current toward the naris from points rostral to it. This "ejector effect," shown in Fig. 12 , is an aid to olfaction: "jet-assisted olfaction," in other words.
We also observed that the "reach" of the canine nares during sniffing is up to about 10 cm, though the dog always narrows this distance essentially to zero if allowed. Since the nostril inflow is omnidirectional ͑Sec. 2.4͒, the detailed spatial distribution of a Fig. 11 External nares of a Golden Retriever "a… during inhale and "b… during exhale portions of sniffing cycle †47 ‡, and "c… solid cast of the nasal cavity of a dog reconstructed from CAT scans †62 ‡ "cast provided courtesy T. S. Denny Jr., Auburn University… scent source is only discernable when the nose is brought into very close proximity with it ͓47͔. Canines ͓218,222͔ and other macrosmatic animals ͓223,224͔ need to "read" detailed olfactory "messages" such as scent overmarks left by other animals. Their ability to do this requires proximity sniffing, and is analogous to our visual reading of text. So, in order to properly interrogate chemical traces it really is necessary for a dog to poke its nose into everyone's business.
Proximity, however, is not required in air scenting of chemical traces borne by plumes, another canine specialty ͓125͔. Steen et al. ͓219͔ discovered that an air-scenting bird dog can maintain continuous nasal inspiration for up to 40 s. They propose that open-mouth respiration produces a low nasopharyngeal pressure to induce this continuous olfactory airflow.
Negus ͓194͔ suggested that macrosmatic mammals sight down their long snouts to focus upon food they are about to seize. We observed, however, that a dog approaching a scent source on the ground first scanned its vicinity ͓47͔. Instead of aiming directly at the source, the nose was instead lowered to close nostril proximity with the ground before reaching the source ͓Fig. 12͑a͔͒. Then the dog advanced toward the scent source, pausing when the nostrils were directly overhead, sniffing all the while. Often the dog scanned past the scent source, allowing the expired air jets to impinge directly upon it. Finally the nose returned to a position directly above the source for a few more sniff cycles. This behavior promotes visual as well as olfactory inspection and provides a local survey of the spatial scent distribution. It also disturbs particles in the vicinity of a scent source by the impingement of the expired air jets.
Syrotuck sees this environmental disturbance during sniffing as an aid to olfaction ͓125͔. Morrison examined the uptake of fine ͑0.5 m-5 m͒ charcoal powder inside the dog's nasal cavity following sniffing ͓62͔. Particles were found predominantly in the anterior nasal cavity ventral to the maxilloturbinates. However, upon vigorous sniffing, particles reached as far into the nasal cavity as the olfactory ethmoturbinates. Moist mucosa are important here, since moisture is the solvent that carries both vapor and particle-borne chemical traces to the olfactory receptors ͓125͔. When the dog's nose is wet and cold, it can act as both a particle and a vapor trap.
Finally, the warmth of the expired canine air jets may act to volatilize latent chemical traces on surfaces. Many biological odors vaporize at or near body temperature, and the vapor pressure of TNT, for example, increases by a factor of 4 between 20 and 30°C ͓225͔.
4.3.2
Cat. The cat's nose, Fig. 13͑a͒ , is in stark contrast with that of its canine relatives. Though macrosmatic, the entire Felidae family ͑ocelot, domestic cat, panther, puma, lynx, Asian leopard cat, caracal, and bay cat ͓226͔͒ appears to lack the variable geometry and multifunctionality of the canine external nares. While a proper aerodynamic study has not been done, almost no nostril motion is observed when the domestic cat sniffs. Clearly a sophisticated canine-type nostril is not a prerequisite for olfactory ability, even among carnivores.
Horse.
The horse Equus caballus and its relatives are odd-toed ungulates and prey animals. They have wide oval nostrils and long straight nasal passages allowing a high respiratory airflow rate while running, when dilator muscles cause the nostrils to flare. The nostrils contract upon expiration to produce prominent ventrally-expired jets that are visible due to moisture condensation in winter. Horses sniff to identify food, kin, and sexual status, and to acquire olfactory warnings of the predators that they suspect are lurking behind every bush. Unlike dogs, horses and their relatives have dry rhinaria.
Pig.
The swine nose is spade shaped and has several uses. Moulton ͓207͔ considers it to be a "chemotactile" organ. Like elephants, pigs use their snouts for tasks that their feet cannot accomplish. The pig nostril inlet orifice, Fig. 14͑a͒ , is well rounded according to the discussion of Sec. 2.4. In fact, it is a simple flanged bellmouth inlet with a hint of an inverted-comma shape.
Cow.
Like pigs, cows are members of the great ungulate prey order Artiodactyla, which also includes the antelope, deer, goat, sheep, camel, caribou, moose, giraffe, and hippopotamus. Many of these animals have opposed, laterally oriented, invertedcomma-shaped nostrils as seen distinctly in the cow, Fig. 14͑b͒ . The inverted-comma nostril shape, upon constriction, narrows the air passage to a crescent ͓194͔. This suggests some distant connection with the canine midlateral nostril slit, but in fact none of the prey animals has a nostril of sufficient mobility to modulate the airflow in a canine fashion. At least two ungulates, though, have variable-geometry nostrils for other purposes: The camel's nostrils close to keep out the sand, while the moose's nostrils close underwater ͓227͔.
4.3.6
Bat. The bat's naris is some two orders of magnitude smaller than that of the Bovidae just discussed. The insectivorous Little Brown Bat, Myotis lucifugus, common in North America, has broad nostrils with an inverted-comma shape. The elaborate nose "leaves" of some bat species are for ultrasonics, though, not olfaction. The bat's forwardly oriented nostrils aid olfaction in flight by ram-air sampling. Some bats can discern the edibility of insects they pursue by using "wake olfaction" ͓3͔.
4.3.7
Elephant. The elephant's trunk is a unique and celebrated multipurpose chemotactile organ. Elephants are quite macrosmatic even though their external nares and olfactory mucosa are separated by a considerable length of trunk. The trunk not only explores proximity scents but also acts as a periscope for directional air scenting ͓228͔. Other trunk functions include grasping food, drinking, spraying water, respiration, greeting, hand-like tactile operations, trumpeting, and fighting ͓228͔. Its cross section shows two oblong central nasal tubes formed of connective tissue and lined with mucosa. These open into the elephant's nasoturbinates at their posterior extremity ͓229͔. As noted earlier, the elephant is a natural prototype for hand-held wand-type sniffer probes.
Rabbit.
Glebovskii and Marevskaya ͓230͔ found that rabbit nostril motion, driven by the narial muscles, is directly connected with high olfactory brain activity. Inspiration is accompanied by nostril dilation, reducing airway resistance. "The tip and alae nasi move upward while the floor of the nostril sinks." A sharp rise in airway resistance then signals the onset of expiration. Glebovskii and Marevskaya further describe the rabbit narial muscles as "the propriomotor apparatus of the olfactory analyzer." Zwaardemaker mirror tests by Bojsen-Møller and Fahrenkrug ͓31͔ showed that expired air is directed ventrally and laterally in the rat and rabbit, as in the dog. The rabbit's nose, Fig. 15͑a͒ , resembles a cap over a vectored duct. Little else is known about the mobile nostril function of this macrosmatic mammal. A rabbit nostril aerodynamics study along the lines of ͓47͔ is certainly called for.
Human.
Our nose is retrograde and microsmatic, but heavily investigated. Sources on human nasal airflow include both popular ͓231͔ and scholarly ͓232͔ accounts, historically significant works ͓2,233͔, and recent review articles ͓5,234-236͔. The decline of the primate olfactory genes leading up to humankind is also well documented ͓237,238͔. Though less elaborate than the other animal noses, our nose ͓Fig. 15͑b͔͒ is still sensitive, interesting, and comparatively well studied.
Section 3.2.1 described the rising human boundary layer and its particles. We stand erect and our nostrils are directed downward so they inevitably sample this boundary layer, unlike the case of a four-legged animal with a long snout. Expired air jets are directed ventra-rostrally and are usually fast and turbulent, allowing almost no rebreathing of the exhaled air ͓239͔.
Keyhani et al. carried out a steady laminar Navier-Stokes solution of airflow into the human nasal cavity with Re= 610 based on the external-naris hydraulic diameter ͓240͔. Results show that the internal path taken by inspired air depends upon its entry point at the nostril, with only the anterior tip of the orifice supplying the air that eventually reaches the olfactory epithelium. Because of this, 90% of the inspired air is not sampled for olfactory content, as already known from work cited earlier. The flowfield computed by Keyhani et al. was then used to derive an olfaction model ͓240͔ that yields the odorant mass flux sensed by the nose and addresses some of the questions raised in Sec. 2.3.
Subramaniam et al. ͓16͔ did a similar CFD solution at Re = 1360 for an inhalation toxicology study. Here, recirculating flow in the nasal vestibule and nasopharynx produced a more-intricate overall flow pattern with even less airflow to the olfactory region.
In vitro flow visualization experiments on human nasal aerodynamics were described in Sec. 2.1. The appearance of turbulence in some of the results ͓241͔, however, raises questions about the laminar-flow CFD simulations just described. A low nostril inlet Re does not guarantee laminar flow throughout, especially in such contorted passages, but no turbulent or unsteady CFD results are currently available.
Finally, Sobel et al. ͓242͔ study the neurophysiology of human olfaction in vivo, finding that it is not the movement of nose muscles that primes the human brain for olfaction, but rather the rush of air up the nose. Differences in the airflow rate between nostrils cause each nostril to be sensitized to different odorants, so each nostril conveys slightly different olfactory information to the brain ͓242͔. Further, sniffing for a scent and actually smelling it activate different brain regions ͓243͔, and sniffs are modulated in response to odor content, higher odorant concentrations inducing lower-volume sniffs ͓63͔.
4.3.10
Rat. The laboratory rat holds a unique position in science. For reasons similar to those given for humans, we know a lot about rats although, unlike humans, rats are macrosmatic. Lab rats have perhaps 1500 olfactory genes of which only some 20% are "junk" DNA ͓237͔.
Human carcinogen response is assessed by two-year, 1 / 2 million-dollars-each rat studies carried out by the U.S. National Toxicology Program ͓112͔. Extrapolation of the results from lab rats to humans to assess human health risks is problematic, though, given large interspecies differences in nasal respiratory physiology and airway anatomy ͓16͔. Inhalation toxicology nevertheless uses live rats or their nasal molds to measure the depo- Transactions of the ASME sition of respirable particulates ͓244-246͔. The albino lab rat is thus the key to determining safe levels of human exposure to toxic inhalants. A CFD solution of the Navier-Stokes equations for the airflow in the passages of a lab rat's nose yields some insight into this process, Fig. 16͑a͒ and ͓53,247͔. As in dogs and humans, most of the inspired air bypasses the rat's olfactory zone and exits via the nasopharynx. However, the airstream that actually reaches the sensory ethmoturbinates enters dorsally, reverses direction medially, and finally exits ventrally through the nasopharynx as indicated by arrows in Fig. 16͑a͒ . Of course CFD only approximates the convoluted geometry of an actual rat's nose, Fig. 16͑b͒ ͓248͔.
Like the rabbit and dog, the rat has active, variable-geometry external nares. In both ground and air scenting the nose pitches and the nostril twitches ͓249͔. In some rats the external nares flare and the nose hairs ͑vibrissae͒ move rhythmically, projecting during inspiration and retracting during expiration ͓3͔. The inversecomma-shaped narial orifice directs expired airflow ventrally and laterally, causing relatively little anterior air exchange ͓250͔ and forming two fan-shaped areas of condensation on the Zwaardemaker mirror, Fig. 1͑a͒ ͓31͔. A bout of sniffing grows to yield a maximum airflow rate at its conclusion. Youngentob et al. suggest a "sniffing index" describing many characteristics of the rat's sniffing strategy ͓251͔. During a discrimination task, rats suddenly switch from a low ͑2-5 Hz͒ sniffing rate to a high rate of 8 Hz-10 Hz for unknown reasons ͓252͔. Here, too, a proper aerodynamic study of external nostril airflows is needed.
4.3.11
Opossum. While dogs and cats diverged from a common ancestor some 50 million years ago, the opossum has not changed significantly in 90 million years. He is both ancient and modern, since he continues to compete effectively with placentals today. His chief current challenge is to stay out of the road.
The opossum has the long, well-equipped snout and multiple turbinates of a macrosmatic animal ͓194͔. The external naris aperture, Fig. 17͑b͒ , is laterally oriented and not obviously variable in geometry, although there are no known studies of it. Moulton ͓207͔ notes that olfactory structures are most prominent among older animals like the opossum, not in the higher primates and aquatic mammals.
Fish.
Here we leave the mammalia to consider other vertebrates, many of whom have simple immobile external nares compared to those of the dog, rabbit, and rat. Like mammals, fish need their sense of smell for habitat and kin recognition, food, reproduction, and predation avoidance. Detailed accounts of fish olfaction are given by Negus ͓194͔, Kleerekoper ͓253͔, and Stoddart ͓3͔.
The key issue in fish olfaction for present purposes is its separation from the respiratory gill flowfield. Anterior and posterior naris holes or slits supply through flow to a chamber filled with lamellae that provide a large sensory surface area ͑see also Sec. 5.3.1͒. To overcome the internal olfactory pressure drop, fish use either passive or active water circulation. The former requires relative motion between fish and water, where sometimes a ridge or scoop just aft of the anterior naris assists olfaction by recovering dynamic pressure there while the flow vents to local static pressure downstream. Active olfactory water circulation may be driven by cilia or may occur as an accessory to respiratory jaw motion.
Some fish feature highly specialized naris adaptations. Polypterus bichir, for example, has a fluted Pitot-tube-like anterior naris extension ͓3͔, while in moray eels both anterior and posterior nares may be extended. Some Tetraodon species have their entire olfactory apparatus out on a stalk ͓253͔.
Shark olfaction is almost as adept as their ability to generate interest and fear in people. The Great White and many other shark species have flush anterior nares located on the underside of the snout, feeding water to an olfactory chamber of spectacular sensitivity. Sharks track prey wakes ͓254͔ by the chemical plume tracing methods described in Sec. 3.3.3. Here is yet another opportunity to study, for the first time, the fluid dynamics of shark olfaction.
Birds.
Birds sometimes have only rudimentary sniffing apparatus ͓3͔, but in other species olfaction is key to their feeding and nesting behavior, and even to navigation. Airborne sniffing, for example, allows scavengers like the turkey vulture to locate their malodorous meals. Atmospheric trace gases also provide olfactory navigational cues to some birds ͓255͔, the young learning prevalent trace gradient patterns at home ͓256͔ and then using this knowledge to navigate by olfactory detection of natural airborne volatiles ͓257͔.
Many birds have simple round or oval nostril holes in the posterior region of the beak. They also have turbinates ͓209͔ that function much like those of mammals. Sometimes the naris is covered by skin or feathers, and often the anterior turbinate protrudes into the orifice ͓195͔. Such obstructions suggest that these species are not keen sniffers.
Only one bird, the highly specialized kiwi, has its nostril orifice at the tip of a long beak like a wand-type sniffer. It probes the soil for worms, so a posterior naris location would be worthless. The beak tip, Fig. 18͑a͒ , consists of an anterior probe, a longitudinal The Procellariiformes ͓195,258͔ are seabirds that include petrel and albatross species, all with highly developed olfactory systems and distinct tubular nostrils. They can follow the trace odor of a food source for many km over the ocean. Following the discussion of airborne sampling in Sec. 3.3.1, it is hard for a fluid dynamicist to see such nostrils, Fig. 18͑b͒ , without thinking "Pitot tubes." These nostril protrusions recover the impact pressure or velocity head 1 / 2U 2 during flight, automatically providing a pressure boost to overcome losses in the olfactory system, and doing so without additional effort from the bird. Pennycuick also suggests a related Pitot-tube function-that of an airspeed indicator-allowing the bird to sense and take advantage of gust energy in the separated flows downstream of oceanic wave crests ͓259͔. Procellariiformes tap this unlimited energy source in order to soar almost effortlessly over long distances.
Reptiles and amphibians.
Reptiles and amphibians generally have rudimentary olfactory apparatus. Most have only a simple pair of external naris holes flush with the front or top of the head ͓3͔. Olfactory power varies among species, though, and some lizards, snakes and crocodilia are macrosmatic. Waterproof naris closure and "snorkel" nostrils adorn the newt, crocodile, salamander, and frog ͓3,260͔. Frogs even have flap-separated anterior and posterior olfactory regions suited for sniffing in water or air, respectively ͓237͔.
Not much is known about dinosaur olfaction, but Witmer ͓261͔ places the T. rex external naris well forward of its usually-depicted location in order to provide room for a more significant internal olfactory apparatus. Also Rhomaleosaurus is believed to have had National Advisory Committee for Aeronautics ͑NACA͒-scooptype naris inlets inside its mouth, venting externally ͓262͔.
External-Flow Noses of the Invertebrates.
Here the sensor chamber of the vertebrates is turned inside out: no chamber at all, just sensor-bearing antenna stalks extending into the surrounding fluid. Treelike sensor structures have evolved in both air and water to present a large surface area for olfaction. The fluid dynamics of these aesthetascs has received a lot of recent attention ͓93,170,176,196,263͔.
For brevity we consider here the morphology of only a few invertebrate sniffers from the phylum Arthropoda.
Crustaceans.
Lobster "sniffing" was introduced in Sec. 2.7 in terms of diffusion and in Sec. 3.3.3 in terms of chemical plume tracing. Lobsters have twin antennae with lateral flagella bearing fine sensory aesthetascs, Fig. 19 . There are differences in species ͓41͔, but in general the antennae are flicked in order to sample the environment ͓92,93͔. This sniffing behavior is governed by the aesthetasc Reynolds number Re which determines "leakiness," i.e., how much water passes between them. This Re tends to be near unity, so the lobster can sample with a fast downstroke and hold the signal with a slower upstroke ͓176,264͔. Pé-clet numbers are large for these motions, but diffusion acts when the antennae are still.
Similar principles apply to other crustaceans, including the crayfish, crab, and Mantis shrimp ͓41,65,177,196͔. These soughtafter species take advantage of zones of high mean flow speed, which increases turbulence and degrades a predator's ability to track a chemical plume. Thus fast flows provide a hydrodynamic refuge from olfactory-mediated predation ͓179͔.
Insects.
Chemical plumes are as important to insects in the air as to crustaceans underwater ͓168,265,266͔. Moths tracing a pheromone plume are the classic example. The same Reynolds number effect on the apparent porosity of branched antennae ͓90,267,268͔ arises, though the comblike moth antennae do not flick and are spectacularly different in appearance than those of the lobster ͑Fig. 20͒. Some moths respond to pheromone signals by flapping their wings to induce airflow through their antennae without flying ͓268͔, an aspect of insect behavior that has already attracted biomimicry ͓182͔.
Here briefly consider mankind's worst enemy, that supreme terrorist and chief vector of biological warfare, the mosquito ͑Fig. 21͒. With a human death toll of over one million/year, mosquitoes as killers easily outrank all the worst human tyrants combined ͓269͔.
Mosquito host location is known to be an insect-sniffing and chemical-plume-tracing issue ͓168,270,271͔. Humans give off a variety of kairomones, chemical signals ͑CO 2 , lactic acid, etc.͒ that attract mosquitoes ͓272͔. The thermal convection currents produced by vertebrates carry these trace chemicals ͓270,273͔, and mosquitoes fly upwind to locate their sources ͓180͔. Anopheles gambiae, for example, flew an upstream zigzag path in a wind tunnel odor plume ͓272͔. In another study, smelly human feet were a noteworthy mosquito attractant ͓274͔.
An important human goal is to interrupt mosquito-host interactions, thus inhibiting the spread of disease ͓275͔. The hostlocation sensilla are on the mosquito antennae, Fig. 21 , and palps ͓272,276,277͔. At normal flight speed a 1-m-diameter mosquito sensillum hair has a Reynolds number of about 0.06.
An outsider needs extra caution around this intricate topic. There are many mosquito species with different behaviors, for example ͓272͔. Nonetheless some fluid dynamics seems to be missing here, namely: ͑1͒ a proper understanding of the human thermal plume and wake behavior ͑Secs. 3.2.1 and 6.3.3͒ and ͑2͒ a knowledge of the mosquito's flight envelope and limitations. For example, in one popular book on mosquitoes the human scent plume is said to be heavier than the surrounding air ͓269͔. Normal flight speed is quoted at 1 m / s and maximum speed at 1 1 / 3 m / s ͓269,278͔, yet there is little information on the inhibition of mosquito bites as a function wind speed or host motion. Finally, although our knowledge of insect aerodynamics has benefited greatly from studies of the innocuous dragonfly, where are the parallel studies of mosquito aerodynamics? The mosquito appears to be a fragile insect, all rickety and strung out like a Wright Flyer. If we knew more about her aerodynamics, it might suggest ways to push her beyond her flight envelope.
Directional Olfaction. Von Békésy claimed directional
odor perception if as little as a 10% concentration difference was presented to the left and right human nostrils ͓279͔. Later research questioned this ͓280͔, but there is still considerable evidence that at least some animals practice and depend upon "stereolfaction" ͓3,242,281͔. In addition to chemotaxis and anemotaxis, described earlier, the terms klinotaxis, swinging the head from side to side, and tropotaxis, stereolfaction via widely-separated naris inlets, are used.
Stoddart ͓3͔ suggests that nostril adaptation goes with neck stiffness, and that stiff-necked fish need tropotaxis more than supple-necked land species. Tube-nosed bats appear to use tropotactic olfaction in flight, where turning the head would produce unwanted aerodynamic forces. Dogs practice klinotaxis, moving their heads while tracking or scenting, and probably also anemotaxis based on the differential wind cooling of their wet noses ͓125,218͔. Moulton ͓207͔, on the other hand, notes that the close narial spacing of many mammals does not apparently provide a sufficient lateral signal difference to discern an odor gradient by tropotaxis. The myth of tropotaxis due to the widely spaced nares of hammerhead sharks was debunked by Kajiura et al. ͓282͔, who found that an anterior groove on the shark's cephalofoil integrates the olfactory input, thus providing no more tropotactic separation than that of any other shark species.
Finally, Atema ͓42͔ demonstrated that the lateral separation of lobster antennae is sufficient for "eddy chemotaxis" in turbulent odor plumes. He also found that the sharpness of odor peaks in passing eddies can provide "odor landscape" information about the lobster's location relative to the plume's source.
Artificial Olfaction
5.1 Artificial (Electronic) Noses. Artificial noses are devices featuring several nonspecific odorant sensors interrogated by a pattern-recognition system in order to identify a broad range of odorants ͓9͔. This definition excludes specific sensors like gas leak detectors and mass spectrometers, but these will also be considered later. Still very much a work-in-progress since they were introduced a few decades ago, artificial noses already augment limited human olfactory skills by being less subjective, and they may even supplant the trained canine sniffer someday by having similar sensitivity but being willing to work longer hours.
Overview of current artificial noses.
Gardner and Bartlett ͓9͔ give a brief history of electronic noses and a discussion of current commercial devices. Similar overviews are found in ͓283,284͔, while Yinon ͓285͔ summarizes "e-noses" for explosive detection. Artificial noses currently have nonspecific sensors based on a variety of principles including quartz microbalances, surface acoustic wave ͑SAW͒ technology, capacitance, metal oxide semiconductors, calorimetric or amperometric sensors, and photopolymers.
Most of the present commercial devices are ponderous benchtop analytical instruments that do not sniff and are not considered further here. A few portable or handheld noses deserve further attention, but most of them also lack any real ability to sniff. Only the Smiths Detection Cyranose ͓286͔ has both an internal sampling pump and a wand-type inlet with a flared end that can be considered a sniffer. The Applied Sensor VOCcheck and Microsensor Systems Vaporlab handheld e-noses have pumps but no sniffers ͑apparently only fittings are provided for direct connection to an odor source͒.
The Nomadics "FIDO" artificial nose can be either handheld or wand-mounted ͑for landmine detection͒ ͓287͔. Ambient air is drawn through the sensor, after which there is a clean-air purge. A similar prototype device employs a small vacuum tank to sniff air at ground level ͓288͔. The Z-nose ͓289͔ uses SAW and gaschromatograph technology in a hand-held sensor with a 10 s sampling time. Gelperin's e-nose ͓290,291͔ inhales the air surrounding an object through a perforated platform located over a sensor array.
The Tufts Medical School/CogniScent Inc. Scentinel ͓6,292,293͔ is not yet a commercial device, but is nonetheless notable for the biological inspiration behind its sensors and its pattern matching ͓294͔. Moreover it is a true sniffer with a snout, a flanged inlet and a through-flow sensor chamber. It can even inhale and exhale like an animal.
Related nonartificial-nose handheld detectors.
A popular and useful nonartificial-nose detector for explosives, drugs, and chemical agents is the ion mobility spectrometer or IMS ͓295,296͔. At least two commercial handheld devices are available, the GE Security VaporTracer, Fig. 22 , and the Smiths Detection Sabre 2000. Both have internal pumps to acquire air samples, but the volume of air that an IMS can directly accept is only some ml/min. A third IMS device, the Implant Sciences Quantum Sniffer, takes a different approach discussed in Sec. 5.2.4.
The Sandia Microhound ͓297͔ uses a micro-IMS and a SAW sensor, and inhales air through a flanged inlet. The Mesosystems Biocapture ͓298͔ impacts and liquefies samples for analysis, but details of its sniffer are not available. Finally, two Thermedics Inc. patents ͓299,300͔ describe handheld shrouded sampling guns that apply heat and air-jet puffers to surfaces, then inhale air across a preconcentrator. These devices are without any known commercialization.
Desired characteristics of sniffers for artificial noses.
Ideally an optimum sniffer ought to:
1. Have sufficient "reach" to acquire the desired explosive trace signal without physical contact, 2. Localize the scent source ͑except for those special sniffer types designed to sample broad areas like the sides of vehicles͒, 3. Display immunity to ambient conditions, especially the breeze, 4. Have simplicity, mobility, light weight, small size, and reasonable power requirements, and 5. Have the ability to disturb surface environments enough to dislodge and collect particles as well as vapor traces.
Airborne Trace Sampling for Artificial Olfaction.

Headspace sampling versus sniffing.
In most benchtop instruments of analytical chemistry, including the majority of commercial e-noses, the saturated vapor above a sample in a container is drawn by carrier gas through tubing into the input of the instrument. This is headspace sampling ͓301͔, and while it is essential in laboratory practice, it is distinct from aerodynamic sampling-sniffing-as defined here. Few animals have the luxury to squat on a lab bench, have odor samples delivered to them, and suck the samples through a straw.
Particles versus vapor.
There is a controversy in explosive detection circles over whether one actually detects particles or vapor traces or both. A key paper on this topic is Davidson and Stott ͓302͔, who draw a distinction between volatile explosives ͑vapor pressure higher than nitroglycerin͒ and nonvolatiles: vapor detection of nonvolatiles usually depends upon solvents, impurities, or breakdown products, whereas the vapor of volatile explosives like tri-acetone-tri-peroxide ͑TATP͒ is directly detectable. Such volatile vapors are readily adsorbed, however, by such things as the packing materials found inside cargo containers.
In general we should be ready to sniff and detect both particles and vapors, since they provide complimentary information about the odorant source. Particle sampling is the more difficult of the two, but it has the advantages of larger signal levels and of indicating the actual chemical species, not just its vapor byproducts.
Approaches to resuspend particles from surfaces include mechanical agitation and vacuuming, swabbing, vibration, thermal desorption, shock waves, pulse-pressurization, and jet puffers ͑Sec. 2.5͒. Wrapping and handling an improvised explosive device, for example, is likely to generate a particle field that may be detectable even if the vapor of the explosive is not ͓303,304͔.
Griffy's calculation ͓94͔ was mentioned in Sec. 2.7 with a caution about giving up on vapor detection. Vapor diffusion is a slow process, but some sniffers can get in such close proximity to an odorant source that they can get a good sniff even so. Further, vapors are readily transported in thermal plumes ͓48͔.
On the other hand, given the extremely low vapor pressure of explosives like pentaerythritol-tetranitrate ͑PETN͒ and RDX, it is certain that particles, however small, play a role in the detection of these substances by sniffing. Nonvolatile explosives strongly adsorb to solids ͓305͔, including the ever-present airborne particles in the human thermal plume ͑Sec. 3.2.1͒.
Preconcentration.
Preconcentration and the "impedance mismatch" were introduced in Sec. 2.3, while impactors were described in Sec. 3.1. How it is done in practice, though, deserves a little further elaboration.
Traditional preconcentration methods of analytical chemistry involve passing an air sample through a permeation tube filled with a sorbent material, such as activated charcoal, silica gel or Tenax™. That material is subsequently thermally desorbed to release trapped chemical traces ͓306-309͔. Personal samplers, Sec. 3.2.2, often work this way. But given the small size and high pressure drop of a typical sorbent tube, this approach is slow and ineffective for high-flow-rate sniffing.
Membrane filters can serve the same purpose as permeation tubes and can be desorbed in a similar fashion ͓13,101,310͔, but are likewise not suited for high flow rates.
A third approach, more adaptable to rapid sniffing of larger air volumes, is to collect the trace odorant on a metal surface in a flow-through preconcentrator ͓310-313͔. Depending upon the odorant, various treatments can be applied to the metal to enhance molecular or particle deposition. The metal can then be heated electrically to quickly desorb captured traces. A secondary carrier gas flow is needed during desorption, when the main airstream either stops or is shunted away. Cold metal surfaces especially attract trace chemicals like explosives, but moisture condensation is an associated problem ͓314͔.
When the desired airborne trace material is in particulate form, impactors or cyclones ͑Sec. 3.1͒ make suitable preconcentrators. For example, biological pathogens like spores and bacteria are usually impactable, as are explosives or chemical agents attached to human skin flakes or textile fibers. Virtual impactors preconcentrate such particle-laden airstreams by discarding most of the airflow while keeping the particles.
Jet-assisted olfaction.
One of nature's lessons ͑Sec. 4.3.1 and Figs. 1 and 12͒ is to put exhaled air jets to work assisting the sniffing process. Thus the dog and probably the rat and rabbit can disturb surface particles, inhale them, and desorb odorants from them in the nasal mucosa-a natural preconcentration system.
How can we use this knowledge in a man-made sniffer? Since respiration is unnecessary, auxiliary air jets adjacent to the sniffer inlet are required to disturb surface particles, as first suggested by McGown, Bromberg, and Noble ͓299͔. Beyond that, though, it was also shown in Sec. 4.3.1 that the dog's exhaled jets produce an ejector effect that can improve the reach of the sniffer. Extended reach is just as important for man-made sniffers, since proximity sniffing is not always possible and is occasionally even dangerous.
At least two schemes are available to extend the reach of a sniffer, the first borrowed from the field of ventilation. C. P. N. Aaberg ͓315͔ invented an elegant inlet reach extender using auxiliary jets, Fig. 23 . The central inlet, facing downward in the figure, takes in flow rate Q i while an additional airflow 2Q j at aboveambient pressure discharges laterally forming turbulent jets. The Transactions of the ASME jet entrainment makes this device appear to be a much larger inlet with an extended reach, but only the central streamtube between the vertical dashed lines is actually taken into the inlet. Thus the otherwise-omnidirectional potential-flow inlet is effectively focused toward the forward direction by jet assistance. The ventilation community has embraced this concept for local fume exhaust ͑usually axisymmetric rather than planar as in Fig.  23͒ , and several studies are reported ͓316-319͔. The ratio of the jet to inlet momentum flux is found to control the reach, which can be several times that without jets ͓320͔. This jet assist is not free, but is well worth it in the exhaust of welding fumes, where the extended reach avoids having the inlet in the welder's face.
The Aaberg principle has never been applied to chemical trace sniffing and is suggested here for the first time. It has the advantage that the large volume of air that must be moved in order to achieve a long reach is not all inhaled, thereby reducing the preconcentration chore.
The second jet-assisted sniffer scheme is that of Motchkine, Krasnobaev, and Bunker ͓96͔. Here the auxiliary jet flow is passed through tangential nozzles or vanes to produce swirl between the inlet ͑right͒ and the surface being sampled ͑left͒ in Fig. 24 . On the centerline of this "cyclone" a sampling orifice withdraws a flow rate Q i . According to ͓96͔ "The cyclonic motion…creates a tube consisting of a wall of moving gas that behaves like an extension of the tube that formed the external sampling orifice." No mention is made of a vortex core, but data are shown indicating a favorable pressure gradient along the centerline from the sampled surface to the sampling orifice over separation distances up to 15 cm. This jet-assisted inlet is used in the Implant Sciences Quantum Sniffer, a commercial IMS detector that was developed under U.S. Navy funding.
Isolation from ambient wind.
All of the sniffing inlets discussed thus far, whether jet assisted or not, are subject to disruption by a lateral breeze. The effect is shown qualitatively in Fig. 25 , where a mild breeze interrupts the sampling of a boundary layer by a simple flanged inlet ͓47͔.
In the animal world, the only remedy for this is proximity: If your nostrils are touching the sampled surface, then the wind is not an issue. However, practical considerations require man-made sniffers to have a finite standoff distance and no hard contact ͑especially in landmine detection͒.
No real solutions to this problem are available, just a few ideas. Baturin, ͓17͔ Chap. 6, for example, describes a method to estimate inlet streamlines in a crossflow. No remedy is given other than increasing the inlet suction. Likewise shrouded probes are effective against cross flows in flight and wind tunnels, Sec. 3.3.1, but are not a cure for the present difficulty.
One approach that might work is a "soft" shroud made of rubber, brush fibers, screen, or porous filter material. To succeed, the lateral pressure drop across it must balance the dynamic pressure of the crossflow. Experiments by Cant, Castro, and Walklate ͓321͔ reveal that high-porosity screens have little effect, whereas lowporosity screens act like solid surfaces to the crossflow. Near 50% porosity, interesting things happen.
An air curtain ͓322͔ has also been suggested for this purpose. It might succeed if its entrainment can be made to serve the purpose of jet-enhanced olfaction described above; otherwise it is likely to exacerbate the problem.
In any case, aerodynamic sniffer isolation from the effects of an ambient breeze is an important topic for further research.
Signal loss in sampling tubes.
Signal loss in sampling tubes is an analytical chemistry concern that carries over to the present topic. Most animals have short sampling tubes, the elephant and kiwi excepted. Man-made tubes cannot be inert to all trace chemicals, and explosive molecules, for example, adhere to Teflon, glass, Pyrex, quartz, nickel, stainless steel, gold, platinum, copper, fused silica, aluminum, and plastic ͓307,310͔. Heated transfer lines are used to avoid such deposition except when particles are being transferred ͓302͔. In that case there is also the concern that particles will impact and stick to tubing walls downstream of bends, etc. ͓13,57,323͔.
Sensor Chamber Fluid Dynamics for Artificial
Olfaction. Sensor chamber fluid dynamics is virgin territory: only one previous investigation is known ͓324͔. Insofar as all present artificial noses carry their olfactory sensors internally like vertebrates, we consider only that case here. Further, we avoid the confusing multifunctionality of the mammalian nasal cavity ͑olfaction+ respiration+ air-conditioning͒ by examining the separate olfactory chambers of fish. Reynolds number scaling allows us to move freely between air and water in this regard.
5.3.1
The eel as a role model. Specifically, consider the common freshwater eel, Anguilla anguilla, as a role model for sensor chamber fluid dynamics ͓3,40,253,325͔. As shown in Fig. 26 , a simple anterior naris on the left leads directly onto the medial passage of a chamber packed full of olfactory lamellae. Acting as flow turning vanes as well as sensor surfaces, the lamellae direct the water laterally and ventrally ͑into the page͒. Cilia induce rotation between the lamellae as shown, bringing the flow up along the sides of the chamber to its roof, where it is collected and discharged out the posterior naris.
This highly three-dimensional flow encounters a large sensory surface, ensures that the entire flow is thoroughly sampled, and does it all in a compact volume. ͑The scale shown is at most a few centimeters, but could be an order of magnitude larger in air at the same Re.͒ This compactness is an asset to the animal and it provides a quick olfactory response time. Artificial nose designers can scarcely find a better natural example than this.
Though air-breathing vertebrates favor turbinates over lamellae, this sort of olfactory sensor chamber is nonetheless broadly characteristic of all vertebrates. According to Stoddart ͓3͔, "There is an inlet to, and an outlet from, a chamber in which is held a thin sensory membrane of sometimes immense area."
Pressure losses, fans
, and pumps. In Sec. 2.3 the flow losses in a sensor chamber and the energy required to overcome them were introduced. These pressure losses need to be frictional, as required by the analogy described below, not due to flow separation. Separation losses do not arise from effective olfaction, just bad design. Principles of good design can be found, for example, in ͓326,327͔.
In artificial olfactory systems a pump or fan supplies the motive power to overcome losses and induce a flow through a sensor chamber ͓14͔. Such a device produces its maximum overall pressure differential ͑head͒ when there is no flow, thus no loss through the sensors. As the flow rate ͑capacity͒ Q through the sensors rises, the pump or fan's ability to sustain a given pressure differential drops. Where the two curves meet is the operating point of the olfactory system. Every undergraduate fluids engineering student learns to draw such head/capacity curves for pumping systems. Designers of artificial noses should learn to draw them too ͑see, e.g., ͓49͔͒.
Expansion of a sensor chamber from a small inlet.
What limits how fast the eel's olfaction chamber in Fig. 26 expands in area downstream of the tiny anterior naris? Lighthill ͓7͔ first considered this issue in terms of the branching of the arteries and bronchial tubes. Briefly, the area increase slows the flow and raises the static pressure, so except at low Reynolds numbers there is a danger of flow separation. Lighthill's rule-of-thumb to avoid this allows no more than a 20% increase in flow cross-sectional area per channel bifurcation. At least in the arteries, nature seems to obey this rule. Cross-sectional area data are not available for the eel's olfactory chamber, but are available for the comparable case of a beagle's nose ͓64͔. These data show that the maxilloturbinate region expands about linearly in cross section to seven times its initial area over a downstream distance of only 35 mm. According to Lighthill's rule, a bifurcation should occur initially every mm or so to prevent separation. This is hard to check with the available data, but it is clear that the maxilloturbinates burgeon with branching complexity in this region. Thus separation prevention goes hand-in-hand with the need for large heat-exchanger surface area in the beagle's maxilloturbinates.
Heat and mass transfer analogy.
Osborne Reynolds ͑1842-1912͒ recognized that mass, heat, and momentum are transferred by similar physical mechanisms ͑molecular motion in laminar flow, eddy motion in turbulent flow͒. The analogy between these fluxes-Reynolds analogy-is useful in sensor chamber design, where a high mass transfer rate of odorant molecules to olfactory surfaces is desired. Concomitant momentum transfer by friction is required by the analogy, and heat transfer may also occur. Thus odorant mass transfer is related to the fluid power required to overcome sensor-chamber friction losses. The empirical relations describing Reynolds analogy are well-known and readily available, e.g., ͓91,327,328͔, and do not bear repeating here.
The utility of Reynolds analogy in sniffing for chemical traces was first recognized by Fraim et al. ͓311͔ , who designed an explosives preconcentrator based on heat exchanger technology. In modern microelectronics, strong thermal generation occurs in a small confined space and must be removed by a fluid flow. The analogy with an olfactory sensor chamber is obvious from the above, so we can learn design principles from the volumes that have been written on electronics cooling, e.g., ͓21,22,327,329͔.
Finned heat exchangers expose large surface areas to the flow for efficient heat transfer, a principle already in use in nature in the nasal turbinates, as well as in the air-conditioning industry ͓91͔. One must make sure the flow is along the fin channels and not across them, or the process becomes stalled. For flow in oddshaped ducts the Reynolds number is based on the hydraulic diameter D h =4A / P, where A is the cross-sectional area and P is the duct perimeter. Loss coefficients are known for many situations, e.g., discharging the flow abruptly from a small tube into a large chamber ͑which dissipates one velocity head, Sec. 2.3͒. Loss formulas are likewise known for screens, grids, protuberances, and rough channel walls.
In particular, the stacked eel lamellae of Fig. 26 are strikingly similar to the finned heat sinks used to cool electronics ͓21͔. Heatsink design principles encourage low flow speeds to minimize the pressure loss for a given performance level. Straight fins are shown to outperform other fin shapes ͑e.g., cylinders͒ ͓327͔. Fins and lamellae should also be aerodynamic, with rounded leading edges and tapered trailing edges.
Homeland Security Applications
Down through the ages, civilization only flourished in enclaves sufficiently well-defended to prevent the ravages of barbarians. The terms "homeland security" and "terrorism" were not popular then, but the results of a security failure were nonetheless devastating. Fluid mechanics has been important in homeland security all along, providing standoff barriers against invasion, weapons technologies, mobility, etc. ͓330͔.
Many believe that the modern solution to the asymmetry of the terrorist threat lies in technology. Here we discuss a piece of that technology that concerns gaining information by detecting chemical traces in the air or water. Like the prey animals discussed earlier, we need constant environmental awareness but, unlike them, we cannot sleep standing up.
Homeland security thus requires continuous environmental monitoring. The unusual, however minor, can be a crucial warning of an impending attack. For example Carranza et al. ͓331͔, while monitoring the atmosphere for heavy metal traces, noticed a magnesium spike on the July 4th holiday-not terrorism that time, but it could have been.
6.1 Canine Detection. So much has been written about training dogs for chemical trace detection that it serves present purposes merely to cite some key references and give a brief commentary.
Much of the scientific basis of canine detection was learned recently at the Auburn University College of Veterinary Medicine, Auburn, Alabama ͓66,332,214-217͔. There, operant conditioning experiments yielded sensitivity curves like those of Fig. 27 , that quantify the threshold levels of specific trace chemicals that dogs can detect. These data also set the sensitivity standard for artificial noses, a standard that has already been exceeded in at least one case ͓292͔. Extraneous odors present while sniffing can interfere with a dog's ability to detect a scent and can therefore raise the thresholds shown in Fig. 27 , but to do so requires a comparatively enormous extraneous odorant level ͓217͔.
Dogs respond to the most-volatile compounds present in an explosive, not necessarily to the explosive species itself. For example in detecting C-4 plastic explosive, the dog is not likely to respond directly to the explosive component RDX, which has a very low vapor pressure, but rather to compounds like cyclohexanone, a solvent used in RDX production ͓215,216,333͔.
Gazit and Terkel report ͓334͔ that heavy exercise interferes with a dog's olfactory ability, since the dog cannot sniff while panting. They also use a microphone to pick up the sound of sniffing, which provides useful feedback to the dog handler ͓335͔.
While handlers have commented on the most desirable traits of their dogs ͓336͔, the desirable traits of handlers appear to need more work ͓332,337͔. Being the brains of the team, the dog handler has a responsibility to be aware of the issues discussed here, such as human skin flakes, chemical plumes, micrometeorology, and the aerodynamics of air and ground sniffing. Syrotuck ͓125͔ should be required reading. Thermal plumes can also sometimes be visible to the unaided eye of the handler ͓46,48,338͔. These fluid-dynamic issues might well be illustrated in a training video for dog handlers.
Despite the issues of expense and limited duty cycle, canine trace detection is a trusted mainstay of homeland security that will not soon be replaced by artificial nose technology. Furton and Myers ͓333͔ found that detector dogs still represent the best explosive detection means available, since artificial sniffers suffer from poor sampling systems, interference from masking odorants, and limited mobility.
Cargo Screening.
Cargo screening has become politicized because of the high cargo volume crossing national borders and the extreme measures that are needed to screen a significant fraction of it for explosive, chemical, or biological weapons. Air, sea, rail, and truck cargo are all at risk. Methods that rely upon radiation to probe cargo containers are cumbersome and expensive, detection dogs do not have access to cargo interiors, and manual unloading for inspection requires far too much time and labor to be practical.
Still, sniffing the air inside cargo containers-without opening them-for trace contraband is an approach that can be both effective and affordable, and there is a precedent for it. Fine et al. ͓339͔, for example, patented a method to do this by injecting compressed air into a cargo container, applying suction, collecting the sampled air in a hood, and interrogating its contents for trace chemicals.
Another example is the MDS Sciex CONDOR system, which searched cargo containers for explosive traces using a suction probe fitted with a brush that fed an adsorption cartridge with an airflow flow rate of 25 liters/ s ͓340͔. The interior of containers or the exterior of cargo pallets was sampled by contact with the brush for about 30 s, whereupon the cartridge was removed and desorbed into a mass spectrometer. Cargo containers were also sampled through their ventilator ports or through a 10 cm array of drilled holes that ended up not being acceptable to the cargo industry ͓302͔. This substantial system employed a 9 m heated sampling line and applied mechanical agitation even to full-sized sea containers. Inside the container they found a gradient of particle dispersion leading up to the source ͓302͔. Trace contamination was even detected in some containers not holding any bulk explosives: Once upon a time Kilroy had been there.
Still another approach to cargo sampling is the British Remote Air Sampling for Canine Olfaction ͑RASCO͒ system ͓341,342͔. A probe inserted into a cargo container pumps out a volume of air through a polymer mesh sample canister that is later presented to a detection dog for analysis. Sixty liters/min are drawn through the canister for 2 min. Success appears to depend upon a significant explosive vapor headspace inside the container. A related general discussion of collecting and transporting chemical traces in evacuated flasks, canisters, sampling bags, and sorbent canisters is given in ͓306͔. If you cannot get the proboscis to the signal, take the signal to the proboscis.
Jenkins ͓343͔ patented a method to interrogate baggage by placing it in a compartment provided with vacuum and vibration. Airborne chemical traces thus liberated are drawn into a detector. A recent adaptation of this approach to cargo trace detection is the Ray Detection Discovery CERT system ͓344͔, which uses heat, pressurization, vibration, and gas jets to dislodge explosive traces from palletized air cargo in an airtight enclosure.
Finally, research on cargo trace detection is currently under way at Penn State, University Park, PA ͓345͔, funded by the U.S. Transportation Security Administration. The goal is to understand the internal airflows of cargo containers and to sample these flows for trace detection without opening the containers.
People Sampling.
People sampling is a unique topic in all of chemical trace detection. Aircraft passengers are aware of the danger of terrorism, but are also very sensitive to the invasion of their personal space. A NRC study of passenger screening found that there is a strong relationship between public acceptance and the perception of risk ͓346͔. It nonetheless irks passengers to wait in long lines, parcel out their belongings, and take off their shoes. Being sniffed by a dog is particularly offensive. People-sniffer developers need to be aware of these issues, just as terrorists are surely aware of them. But despite all this, the total U.S. annual people-screening outlay is expected to grow from $590 million in 2001 to $9.9 billion in 2010 ͓347͔.
Hallowell ͓348͔ reviewed the available technology for people screening in 2001. Since then several approaches have seen further development. One study recommended that research into the "vapor space" surrounding a suicide bomber might lead to improved means of detection ͓48͔. Misconceptions about that space and its true nature-the human thermal plume-were described in Sec. 3.2.1. Here we discuss recent people-sampling developments in light of what is now known about the aerodynamics and heat transfer around people.
6.3.1 Human olfactory signature. The human olfactory signature was pioneered as a topic of study by Dravnieks ͓314,349͔. Human scent arises from bioeffluents and from bacteria acting upon the skin and its secretions ͓125͔. People also carry with them an olfactory image of their recent environment ͓222,314͔. Any successful scheme to detect trace chemicals on people must take account of this olfactory signature and its conveyance by the human thermal plume and wake.
Dravnieks developed a "body tube" sampler to acquire chemi- cal trace signals from people ͓349͔. Bethune et al. ͓350͔ and May and Pomeroy ͓126͔ used similar "dispersal chambers" for bacteriological studies of human subjects. Such enclosures are only practical for people-sampling in the lab, but they have been instrumental in contamination studies ͓351,352͔ and in aviation security research leading up to the present portal technology ͓123,124,353,354͔.
There is anecdotal evidence that artificial noses were deployed to detect troops in the Vietnam jungle, and more recently in the caves of Afghanistan. Building upon genetic research with mice, the current DARPA Unique Signatures program seeks an exploitable chemosignal corresponding to an individual's genetically determined odor type. If found, it will be used to develop a detector for the presence of "high-level-of-interest individuals within groups of enemy combatants." 6.3.2 Portals for screening people. Portals for screening people have generated many patents, e.g., ͓355-358͔, but only a few practical devices. Some of the approaches that failed include "wind-tunnel" portals that moved massive amounts of air, "saloon-door" portals that required physical contact with subjects, and "telephone-booth" portals that were too confining or too slow. During the development of these devices a goal of 6 s / person sampling time was set by the U.S. Federal Aviation Administration ͑FAA͒, but was difficult to achieve.
General reviews of people-screening portals are given in ͓348,310͔. The role of air jets was described earlier in Sec. 2.5, and related material on explosive trace standards and computations of the human thermal plume is found in ͓130,359-363͔.
The first published investigation of portal aerodynamics is probably Schellenbaum ͓364͔, who examined various airflow directions in tube-type and booth-type portals. He used a department-store mannequin ͑see Sec. 3.2.2͒, so his results take no account of the human thermal plume. He recommended a downward airflow over the subject with collection at foot level.
Hobbes and Conde ͓365͔ studied the aerodynamics of an "open-clamshell"-type portal by CFD simulation. This portal drew a large flux of air-350 liters/ s for 10 s-horizontally across the human subject and into inlets for subsequent interrogation. The induced airspeed was up to 2.4 m / s, more than ten times the commonly accepted maximum for comfortable room ventilation ͓366͔. Vortical recirculation was generated on the lee side of the subject. Air-jet puffer effects and the release of explosive vapor as a passive contaminant were also simulated. Although this portal design lacked sophistication, it was the first study to apply the tools of fluid dynamics to people sampling.
Sandia National Laboratories developed a vertical-downflow portal in the 1990s ͓356,368,367,358͔, a version of which is now commercialized as the Smiths Detection Sentinel II. A human subject enters the portal and turns 90 deg, whereupon an array of air-jet puffers and two ceiling slot-jets sweep the body for chemical traces. The cross-sectional area of the open portal is reduced near the floor, where a portion of the induced downflow is collected for analysis by an IMS detector. This is purely jet-assisted sniffing, since thermal convection from the human subject cannot play a significant role. It bears a similarity to air-shower or airdouche devices used for particle removal from clothing in clean room practice ͓͑17͔ Chap. 14, and ͓369͔͒.
Quite a different approach is taken in the GE Security EntryScan 3 , Fig. 28 , which uses the natural upward motion of the human thermal plume to collect and preconcentrate the plume overhead for IMS interrogation ͓357͔. This is convection-assisted sniffing, but air-jet puffers also play a role in both ruffling the subject's clothing to release particles and in encouraging the upward airflow. An aerodynamic contraction ͑see, e.g., ͓370͔͒ is used overhead to capture the human thermal plume at a flow rate up to 50 liters/ s and pass it through a 10ϫ 10 cm metal-mesh preconcentrator.
Several years of research on this portal at Penn State ͓83,124,353,354,371͔ have yielded the following results, summarized briefly:
1. The human thermal plume is a natural whole-body sampling system, from the toes to the top of the head. 2. As shown in Fig. 4 , brief puffer-jet impingement ͑e.g., 50 ms͒ is the principal means of liberating trace particles for detection. 3. Most of the readily-available signal from a human subject can be had in a few seconds of overhead sampling time. 4. The detectability of 10 m-range explosive particulate traces originating beneath the clothing is affected by clothing porosity only when the porosity is less than about 4%. 5. Layered clothing reduces the chemical trace signal level, but the signal remains measurable. 6. Trace explosive sources beneath the clothing transfer to both the clothing and the skin, but remain highest in the vicinity of the source. 7. Human skin flakes do not figure prominently in the transport of dry crystalline explosive traces in the human thermal plume. 8. Lateral air currents in the range of normally acceptable ventilation drafts do not substantially affect the performance of an open portal such as the one tested here. 9. When pure explosive vapor was released inside the portal, up to 25% of it was captured and detected by the present metal-mesh pre-concentrator.
Human aerodynamic wake.
For a lateral airspeed U ͑or walking speed in still air͒ of more than about 0.2 m / s the human thermal plume ceases to exist. Instead, the thermal boundary layer of a person is swept downstream to form a wake. This can be seen by comparing the Reynolds number Re and the Grashof number Gr= g␤⌬TL 3 / 2 , where ␤ is the volumetric thermal expansion coefficient, ⌬T is the temperature difference, and L is the characteristic width of the human body ͓372͔. Without lateral airspeed U, Re→ 0 and Gr/ Re 2 ӷ 1, meaning that the flow is dominated by free convection. On the other hand, for ordinary walking speeds in the U = 1 m / s range, Gr/ Re 2 Ӷ 1 and the flow is dominated by forced rather than free convection. Since ⌬T no longer matters in the latter flow regime, we use the expression "human aerodynamic wake."
Several investigators have studied lateral airflow effects on the flow about stationary humans, mostly motivated by air pollution control and the reduction of worker exposure ͓135,373-377͔. In a different reference frame, however, a person walking with speed U in still air produces an aerodynamic wake in which the wake This has been exploited as a means of "sniffing" human chemical traces by sampling the wakes of walking people ͓372,378,379͔. The advantage over the portal technology described above is that people are already walking in security scenarios such as airports and, by not making them stop and stand, the sampling time can be reduced substantially. For example, experiments ͓378͔ have shown that the wakes of two walking people, one following the other, are aerodynamically independent for separation times greater than about 2 s.
The Penn State work ͓372,378,379͔, still in progress, has characterized the human aerodynamic wake as the unsteady vortex shedding from an irregular 3D cylindrical body ͑Fig. 29͒. The irregularity mostly concerns the legs, which act as individual shedding cylinders with through-flow between them. This causes the wake to dissipate more rapidly downstream of the legs than downstream of the torso, where a large recirculation zone occurs. There is also a downwash component that causes the lower wake to interact with the ground and to spread laterally. Despite these several complicating aspects, the human wake nevertheless shows unmistakable Kármán vortex shedding in the dorsal plane shown in Figs. 29͑b͒ and 30͑b͒ .
A CFD solution of the Reynolds-averaged Navier-Stokes equations ͓372͔, despite a simplified representation of the human body, is able to portray all the significant aspects of the human wake flow that are seen in the experiments. For example, a scalar contaminant representing a chemical trace from the human body decays exponentially with distance downstream as the wake mixes out with the surrounding air. Thus one should sample the early wake just downstream of a walking person in order to acquire the maximum trace signal strength.
The design of a portal to sample the human aerodynamic wake was first suggested in ͓357͔. It appears possible to take advantage of the wake's momentum in this regard ͓378,379͔. However, compared to the case of the human thermal plume, sampling a much larger volume of air over a shorter time interval will be a severe test of pre-concentrator technology.
Landmine Detection.
Landmine detection is another severe test for sniffers, as described in Sec. 3.3.2, because of weak trace signals outdoors in the weather and terrain. At the same time the global landmine crisis ͓380-383͔ extracts a shocking human and economic price and demands solutions.
Dogs are the principal detectors of buried landmines, even though it puts them and their handlers at risk. The DARPA Dog's Nose program in the late 1990s sought to produce artificial noses of similar sensitivity, and several of such were actually developed ͓287,288,292,384͔, though none has supplanted the dog so far. Yinon ͓310͔ and Pamula ͓384͔ have both surveyed this topic in more detail than present space allows.
Briefly, as part of the mentioned DARPA program an Explosives Fate and Transport Team characterized the trace signal level that one can expect to find above a buried landmine ͓162,385-387͔. Trace explosives and related mine compounds enter the surrounding soil, collect below the mine, and percolate to the surface in a "halo" pattern about the mine location. Moisture and daily variations in soil temperature aid this process. For the ubiquitous 2,4,6-TNT mine, the prevalent trace signal is from 2,4-DNT, which is more volatile than TNT and is present in the military-grade explosive as a contaminant. It is this "odor signature" that a dog actually detects, rather than the bulk explosive ͓215͔.
The mass of explosive-related compounds in contaminated soil above a buried mine was found to be on the order of tens of micrograms/kilogram of soil. 2,4-DNT vapor is also present in the boundary layer directly above a typical anti-personnel mine, but only at a concentration of perhaps 100 picograms/ liter at equilibrium under ideal atmospheric conditions, and such conditions are not usual ͓387͔.
Overall, then, the chances are bleak of sniffing explosiverelated vapor in the air above a buried mine. Anecdotal evidence from dog handlers that their dogs air-scented landmines at 5 m must describe extraordinary rather than usual circumstances.
Soil particles, though, are another matter, since they carry a thousand-fold higher concentration of explosive-related signal. A dog's ability to stir up, inspire, and probably desorb trace chemicals from such particles was discussed in Sec. 4.3.1 and in ͓103,166͔. Some developers of landmine sniffers also attempt to take advantage of soil particles by thermally desorbing traces from the soil using laser radiation before sniffing ͓388͔, by disturbing loose particles using air jets ͓310,384͔ or ultrasonics ͓389͔, or by collecting particles electrostatically ͓390͔.
Finally, Mineseeker.com ͓391͔ floats a mini blimp over a minefield and uses radar to locate landmines. One could lower an elephantlike sampling trunk with assisting air jets almost to ground level and sniff for them as well.
6.5 Biohazard Detection. The topic of sniffing for bioaerosols was introduced in Sec. 3.1, including some unique sampling and detection problems and the issue of distinguishing biowar agents from the natural airborne background. Chemical plumesone way of dispersing biowar agents-were likewise covered in Sec. 3.3.3 and aerobiology was introduced in Sec. 1.1. Further references are also available on sampling biological aerosols ͓106,108͔, biosensors ͓392͔, and chemical and biological terrorism ͓12͔.
Consider the anthrax letters that were mailed in the United States in late 2001. Finely powdered anthrax spores in ordinary paper envelopes became airborne due to handling, costing several lives and contaminating two large mail-handling facilities ͓393͔. Postal delivery-bar-code sorters squeezed the air and spores out of the envelopes by belts and rollers. 1 m-3 m anthrax spores can pass easily through the 20 m pores of a typical paper envelope even if it remains unopened. Tearing open an anthrax-filled envelope was found to cause massive airborne contamination.
The Northrop-Grumman Corporation, Baltimore, MD, subsequently developed a biohazard detection system ͑BDS͒ for the U.S. Postal Service to detect any such future attacks upon the postal system. BDS compresses mail to force the air out of envelopes and captures it in a sampling hood positioned over the first pinch point in the mail processing operation. From the sampled airflow a Spincon high-volume liquid-based cyclone collector acquires biological particles and uses the polymerase chain reaction and DNA matching to detect the trace presence of such species as Bacillus anthracis in the mail. BDS is a fully automated system that sounds an alert when a biohazard is detected.
7 Other Applications 7.1 Medical Diagnosis. Since the beginning of medicine, human body and breath odors have been used to diagnose disease ͓394,395͔. Dozens of diseases are known by their characteristic odors, such as acetone breath from diabetes ͓396͔, the putrid odor of scurvy, and the sour odor that precedes mononucleosis ͓397͔. Also included are characteristic odors due to chemical poisoning and substance abuse, and even schizophrenia ͓398͔. The popular press has made much of pet dogs purportedly sniffing out cancer in their owners. However, lacking quantification and in the face of modern laboratory analysis, olfaction in medical diagnosis has languished.
One reason for this is that most methods of artificial olfaction for medical diagnosis are intrusive and slow. Dravnieks et al. ͓314,349͔ and Distelheim and Dravnieks ͓399͔ used a "body tube" sampler ͑Sec. 6.3.1͒ and gas chromatograph ͑GC͒-massspectrometric analysis. Cotton swabs, breath bags ͓400,401͔, and skin headspace collectors ͓402,403͔ all work without the need for actual sniffing.
Gardner and Bartlett ͓9͔ speculated that "Perhaps in the future the electronic nose will be able to sniff the human body directly…" That future has already arrived in the form of portals that sample the human thermal plume, Sec. 6.3 and ͓83,120,124,357,371͔. However, modern nonintrusive portal technology has yet to be applied outside the realm of explosive trace detection for security screening.
Nonetheless there is considerable recent activity in artificial olfaction for medical diagnosis, mostly using only intrusive sampling methods. Applications include staph, strep, and e-coli infections, breath signals for uremia and liver cirrhosis, urinary tract infections, tuberculosis, and airway inflammation ͓9,404,405͔. Continuous e-nose monitoring of disease stages and global disease surveillance have been suggested ͓406͔ but not yet realized.
Clearly, modern sniffing for medical diagnosis still has many hurdles to overcome, as described by Persaud, Pisanelli, and Evans ͓407͔. Despite its enormous potential, this application is presently more driven by sensor research and development ͓392͔ than by sampling issues, and there is not yet a commercial realization even of a breath analyzer. The medical arena is a difficult one; human variations can produce different odors from the same disease, misdiagnoses are bad news, and chemical interference is common. Also the funding tends to favor therapeutic rather than diagnostic instrument development. Finally, even though current lab analyses of blood samples and cultures take days, any replacement technology must at least achieve the accuracy of the current methods.
Leak Detection.
Wand-type leak-detector sniffer probes, Fig. 31 ͓408͔, were discussed in Sec. 3.2.4 and elsewhere. They have very broad industrial applications in leak-testing turbines, condensers, heat exchangers, tanks, refrigerant systems, and pipelines. Explosive rocket propellant leaks must be found, as must leaking solvents or fuels that pose fire, explosion, or environmental hazards. Natural gas leaks are expensive as well as dangerous.
Usually a hand-held sniffer probe acquires a sample by suction and conveys it to a sensor such as a helium or flame-ionization detector. The sampling time rises rapidly with the hose length, and for long hoses of typical 1-cm-or-less diameter it becomes prohibitive. Example calculations for sensitivity, standoff distance, linear speed of probe motion, response time, and calibration are given in ͓139͔.
Some other sniffer types are not hand held, but rather vehicle mounted. In one case, Boreal Laser's aircraft-mounted GasFinderAB system is flown over natural gas pipelines, sampling and analyzing the air for leaks. Dogs are also trained to sniff for gas Hand-held sniffer probes are accurate and sensitive, but searching is slow and coverage of large areas is labor intensive. Broadfield standoff optical methods can supplement probe detection by covering large areas quickly at reduced sensitivity levels. At least three such approaches have been suggested: ͑1͒ IR thermography ͓409͔, which depends upon a thermal difference between leaking gas and the ambient air and usually only examines ground signatures; ͑2͒ Schlieren imaging ͓46,410,411͔, which requires a small refractive-index difference but images the air itself rather than the ground; and ͑3͒ laser absorption ͓412͔, which can detect isothermal airborne leak plumes but requires expensive and cumbersome equipment.
Summary and Future Directions
8.1 Summary. For convenience, the high points of this tour of the world of sniffers are repeated in list form:
1. Little previous effort has been spent on the biofluid dynamics of sniffing or on the design of sniffers for artificial olfaction. 2. Nature favors energy-efficient faired bellmouth-type inlets rather than sharp-edged holes. 3. Brief air-jet impingement is the principal means of liberating trace particles from surfaces for detection by sniffing. 4. The proper model for airflow about the human body in still air is the human thermal boundary layer and plume, not the "personal activity cloud." 5. Plumes bearing chemical traces can be classified and understood based on their buoyancy and momentum. 6. Nature teaches proximity sniffing, but the most advanced natural nostrils, such as the variable-geometry dog's nose, also use exhaled air jets to enhance the reach and particle uptake of the process. 7. A vertebrate does not require variable-geometry external nares in order to be macrosmatic, but several of those examined here do have them. We know something of their function in dogs, but almost nothing in the case of other animals. 8. The natural narial sampling orifice of terrestrial vertebrates is typically either round, inverse-comma shaped, or slit shaped. 9. A proboscis, nostril, and mobile platform are required for vertebrate sniffing, but proboscis length is only weakly constrained by nature, as demonstrated by the elephant and kiwi. 10. Small turbomachines can move fluids for olfaction more effectively than nature's usual bellows action. 11. Macrosmatic terrestrial vertebrates usually have large nostrils for high airflow rates and long straight snouts to provide enough space for both the olfactory and the airconditioning apparatus. 12. None of the animals can afford the time to collect and later desorb odorants. They acquire the odorant by sensor cells generating neuronal signals that are sent directly to the brain in real time. 13. The peak mammalian sniff rate of a few hertz ignores higher-frequency information, such as some of that contained in chemical plumes. This suggests that a man-made continuously-inhaling sniffer could gain an advantage in frequency response by not having to accommodate respiration. 14. For olfactory sensor chamber design the best model is the fish: simple, elegant, and not complicated by dual use. Mounting the sensor chamber off to the side, as in the dog's nose, appears just to be nature's way of accommodating olfaction with respiration. 15. Reynolds analogy plays an important role in olfactory sensor chamber design.
16. Mankind's worst enemy, the mosquito, has received little attention from fluid dynamicists. 17. Invertebrates who track chemical plumes use the Reynolds number to control the effective porosity of their antennae sensor hairs during sniffing. 18. We can understand a lot about natural sniffers but not all, because biomimicry is a sort of reverse engineering: The final product is available, but no logical path is revealed to get there. 19. Compared to nature, the sniffers now used in man-made detectors and artificial noses are almost devoid of sophistication. Several possibilities are suggested for their improvement. 20. Vapor and particle sampling are both important in nature as well as in artificial olfaction. 21. In people sniffing, the human thermal plume is a natural whole-body sampler, from the toes to the top of the head. 22. The human aerodynamic wake has been characterized, at least initially, by both experiments and computations. 23. Modern nonintrusive portal technology for sniffing people has yet to be applied to medical diagnosis or anything else outside the realm of explosive trace detection for security screening. 24. This paper has collected scattered information and has associated diverse fields in the hope of establishing a "new" topic in biofluid dynamics.
Future Directions.
Future directions for the further understanding and development of sniffers are summarized in the following list:
1. Study the nostril aerodynamics of the rabbit, rat, and opossum in order to broaden the present knowledge of natural sniffing systems. 2. Carry out an experimental and computational fluid-dynamic study of an eel's or shark's olfactory capsule as a primary example for sensor chamber design in artificial olfaction. 3. Study the internal aerodynamics of the dog's nose by particle image velocimetry ͑PIV͒ measurements and CFD simulation as another important example for artificial olfaction sensor chamber design. 4. Carry out flow visualization, PIV velocity measurements, and a CFD simulation of the airflow around the upper human body, breathing zone, exhaled jets, cough, and sneeze. 5. Perform turbulent and unsteady-flow CFD simulations of the flow inside the human and dog's nose. 6. Gain a better understanding of mosquito aerodynamics, the effects of ambient wind, mosquito plume tracing, and potential aerodynamic strategies to defeat mosquito host location. 7. Beginning at the fundamental level, examine current and prospective new artificial sniffer types in terms of practicality, efficiency, proper use of fluid-dynamic principles, and the performance criteria stated in Sec. 5.1.3. 8. Conduct research to better understand jet-assisted olfaction. 9. Study more effective means of aerodynamic sniffer isolation from the effects of an ambient breeze. 10. Develop ways to replace the present adsorb-desorbanalyze-detect cycle with more direct olfactory sensing, as in nature. 11. Develop flexible, controllable "elephant trunk" snouts for land-based robot sniffers in order to improve their olfactory mobility and performance by aiming their trunks at local regions of interest. 12. Apply modern nonintrusive portal sampling technology to human medical diagnosis. 13. Produce an educational film on the fluid mechanics of scent plumes, skin flakes, and the aerodynamics of scenting for the dog handler and the artificial nose user.
Finally, various studies and working groups have made similar suggestions for future research, including more study of mammalian olfaction, sampling, and preconcentration ͓205͔, biomimetic sensing focused on distributed low-cost sensors ͓48͔, factories of the future filled with cheap tiny olfactory and other sensors ͓413͔, rapid wristwatch-sized biodetectors ͓414͔, low-power, distributed, unattended, miniaturized remote sensors, robotic "insects" with onboard sampling and sensors, and rat packs with global positioning system transponders trained to detect explosives in city sewers ͓48͔. Some of this speculation is far fetched, but we can reasonably expect that sniffers will eventually no longer be ad hoc afterthoughts in artificial olfaction, as they are now in almost every case. Small, portable, inexpensive e-noses with integral sniffers will eventually become common useful tools, although trained canine detectors will not soon become obsolete. The genetic detectives, e.g., ͓237,415͔, will also have more to say about the origin and function of the various noses reviewed here. Meanwhile fluid dynamicists have a lot of interesting work to do on this topic.
