Abstract. Let D be an odd positive square-free integer. In this paper, we prove that the χ-part of the torsion subgroup of J 0 (D 2 ) agrees with the χ-part of its cuspidal subgroup up to a factor of 6D, where χ is the quadratic character of conductor D.
Introduction
For any positive integer N , let X 0 (N ) /Q be the the modular curve of level Γ 0 (N ), and denote by J 0 (N ) /Q to be its Jacobian variety. When N = p is a prime, Ogg conjectured that In [7] , Mazur proved the above conjecture of Ogg by studying the Hecke module structure of J 0 (p)(Q) tor . For any positive integer N , let T 0 (N ) ⊆ End Q (J 0 (N )) be the full Hecke algebra of level Γ 0 (N ), whose definition will be briefly recalled in §2. When N = p is a prime, Mazur defines the so-called Eisenstein ideal I 0 (p) in T 0 (p). And then, as a main ingredient for his proof, he proves that there is an isomorphism
which is induced from the action of T 0 (p) on J 0 (p). Note that the above isomorphism yields the T 0 (p)-module structure of C 0 (p); on the other hand, because the order of C 0 (p) is p−1 (p−1,12) (see [8] or [16] ), it also gives us the index of I 0 (p) in T 0 (p).
After the breakthrough made by Mazur, the Q-rational torsion subgroups of modular Jacobian varieties have been investigated for more general modular curves. Let, for any positive integer N , C 0 (N ) be the cuspidal subgroup of J 0 (N ) which is generated by degree zero divisor classes supported at the cusps of X 0 (N ), and let C 0 (N )(Q) := C 0 (N )
Gal(Q/Q) be its Q-rational subgroup. Then
] for any prime p ≥ 5 and any integer r ∈ Z ≥1 (See [4] ).
• J 0 (N )(Q) ⊗ Z Z[1/6] = C 0 (N ) ⊗ Z Z[1/6] for any square-free positive integer N (See [10] ). Note that, when N is square-free, all the cusps of X 0 (N ) are Q-rational and hence C 0 (N ) = C 0 (N )(Q).
In this paper, we study the torsion subgroups of modular Jacobian varieties defined over suitable quadratic fields. More precisely, let D be a positive square-free integer. Then the cuspidal subgroup C 0 (D 2 ) of J 0 (D 2 ) is defined over Q(µ C ), because all the cusps of X 0 (D 2 ) are Q(µ C )-rational as remarked before. Thus we can define Theorem 1.2. Let D ≥ 1 be a square-free integer and C ≥ 1 be a divisor of D. Then T 0 (DC)
for any (M, L, χ) ∈ H(DC) with χ 2 = 1, where |C Γ0(DC) (E M,L,χ )| is the order of C Γ0(DC) (E M,L,χ ).
Note that, if D = p is a prime, C = 1 and χ = 1, then I Γ0(p) (E p,1,1 ) = I 0 (p), so Mazur's result on the index of I 0 (p) is partially recovered. After proving the above theorem, we will give the proof of Theorem 1.1 in §6.
Notations:
For any positive integer N = p|N p vp(N ) , we denote by ν(N ) = p|N v p (N ) and ψ(N ) = p|N (p+1).
Let H = {z ∈ C|Im(z) > 0} be the Poincaré upper half-plane. Let q : H → C, z → e 2πiz , be the function on H which will be used in the Fourier expansions of modular forms.
For any function g on the upper half plane and any γ = a b c d ∈ GL + 2 (R), we denote by g|γ to be the function z → det(γ) · (cz + d) −2 · g(γz), where γz = az+b cz+d .
Preliminaries
In this section, we recall the relation between weight two Eisenstein series and cuspidal subgroups of modular Jacobian varieties. For more details, the reader is referred to [15] and [16] .
Fix a positive integer N , and denote by Γ to be either Γ 0 (N ) or Γ 1 (N ). Let M 2 (Γ, C) be the space of weight two modular forms of level Γ, then we have the following decomposition
where S 2 (Γ, C) and E 2 (Γ, C) is the sub-space of cusp forms and Eisenstein series respectively. For any positive integer n, there is a Hecke operator T Γ n acting on M 2 (Γ, C) preserving the above decomposition. We denote the restriction of T Γ n to S 2 (Γ, C) by T Γ n . Let T Γ be the sub-Z-algebra of End(M 2 (Γ, C)) which is generated by {T Γ n } n≥1 . Let T Γ be the Z-algebra generated by {T Γ n } n≥1 , which is the restriction of T Γ to End(S 2 (Γ, C)). We call T Γ as the full Hecke algebra of level Γ. If Γ = Γ 0 (N ), then we denote T Γ0(N ) simply as T 0 (N ), which is in fact generated by the T Γ0(N ) ℓ for all the primes ℓ. Let X Γ be the modular curve over Q of level Γ. We denote by cusp(Γ) to be the set of cusps of X Γ , and by Y Γ to be the complement of cusp(Γ) in X Γ . Let J Γ be the Jacobian variety of X Γ over Q. For any g ∈ M 2 (Γ, C), let ω g be the meromorphic differential on X Γ (C) whose pullback to the H equals g(z)dz. Then the differential ω g has all its poles supported at the cusps of X Γ , and g is a cusp form if and only if ω g is everywhere holomorphic on X Γ . Let Div 0 (cusp(Γ); C) = Div 0 (cusp(Γ); Z) ⊗ Z C. We define the following homomorphism of C-vector spaces
where Res x (ω E ) is the residue of ω E at [x], so that 2πi·Res x (ω E ) = e x ·a 0 (E; [x]), with e x the ramification index of X Γ at x and a 0 (g; [x]) the constant term of the Fourier expansion of g at the cusp x. The homomorphism δ Γ is actually an isomorphism by the theorem of Manin-Drinfeld. Because the restriction of ω E to Y Γ is holomorphic, it induces the following periods integral homomorphism
where [c] is the homology class represented by a 1-cycle c on Y Γ (C). Note that, for any cusp x, we have
where c x is a small circle around x.
Definition 2.1. Let E ∈ E 2 (Γ, C) be a weight-two Eisenstein series of level Γ. We denote by R Γ (E) to be the sub-Z-module of C generated by the coefficients of δ Γ (E), and by R(E) ∨ to be the dual Z-module of R(E). Then :
(1) the cuspidal subgroup C Γ (E) associated with E is defined to be the subgroup of J Γ (Q) which is generated by {w Γ (φ • δ Γ (E))} φ∈R(E) ∨ , where w Γ is the Atkin-Lehner involution;
(2) the periods P Γ (E) of E is defined to be the image of ξ E . Since P Γ (E) contains R Γ (E) as we have seen above, we can define A Γ (E) to be the quotient P Γ (E)/R Γ (E); (3) the Eisenstein ideal I Γ (E) of E is defined to be the image of Ann TΓ (E) in T Γ , where Ann TΓ (E) is the annihilator of E in T Γ .
Remark 2.2. The above definition of C Γ (E) is slightly different from that given in [15] by adding an action of the Atkin-Lehner operator w Γ . Since w Γ is an isomorphism, this modification does not change the order of the associated cuspidal subgroups. However, C Γ (E) is now annihilated by I Γ (E) under the usual action of the Hecke algebra, because
By Proposition 1.1 and Theorem 1.2 of [16] , A Γ (E) is a finite abelian group and there is a perfect pairing C Γ (E) × A Γ (E) → Q/Z. Thus, the determination of the order of C Γ (E) is reduced to that of P Γ (E). Below we briefly review a method due to Stevens for the computation of the periods. The reader is referred to [16] for details.
We first consider the case when Γ = Γ 1 (N ). Denote by S N to be the set of all primes p satisfying p ≡ −1 (mod 4N ). Let X N be the set of all non-quadratic Dirichlet character η whose conductor is a prime in S N , and let X ∞ N be the set of all non-quadratic Dirichlet character η whose conductor is of the form p M η with p η ∈ S N and M ∈ Z ≥1 . For any E = ∞ n=0 a n (E; [∞]) · q n ∈ E 2 (Γ 1 (N ), C) and any Dirichlet character η, the L-function associated to the pair (E, η) is defined as
where ( pη ) is the Legendre symbol associated to p η . It is proved in Theorem 1.3 of [16] that, if M is a finitely generated sub-Z-module of C, then the following are equivalent:
Because Λ ± (E, η, 1) is essentially the Bernoulli numbers whose integrality and divisibility are well known (see Theorem 4.2 of [16] ), we can then use the above result to determine the periods P Γ1(N ) (E) of E and hence the order of C Γ1(N ) (E).
On the other hand, if Γ = Γ 0 (N ), then Stevens' method can only determine C Γ0(N ) (E) up to its intersection with the Shimura subgroup. Recall that, if we denote by π N to be the natural projection of X 1 (N ) to X 0 (N ), then the Shimura subgroup of J 0 (N ) is defined to be
which is finite and of multiplicative type as a G Q -module. For any E ∈ E 2 (Γ 0 (N ), C), we define
then it can be shown that there is an exact sequence
which enables us to determine the order of
At the end of this section, we recall some basic properties of the collection of functions {φ x } x∈(Q/Z) ⊕2 due to Hecke (see [15] , Chapter 2, §2.4) which we will need later. For any x = (x 1 , x 2 ) ∈ (Q/Z) ⊕2 , the Fourier expansion of φ x at infinity is
is the second Bernoulli polynomial and
and δ(x) is defined to be 1 or 0 according to x = 0 or not. If x = 0, then φ x is a (holomorphic) Eisenstein series. Moreover, for any x ∈ (Q/Z) ⊕2 and γ ∈ SL 2 (Z), we have
where x · γ is the natural right action of γ on the row vector of length two. The whole collection of functions satisfy the following important distribution law
where α is any matrix in M 2 (Z) with positive determinant.
3. An eigen-basis for E 2 (Γ 0 (DC), C) Let D be a positive square-free integer and 1 ≤ C | D be a positive divisor of D. In this section, we will construct an eigen-basis for E 2 (Γ 0 (DC), C).
3.1. We first introduce some operators on the complex vector space C ∞ (H, C) of all smooth C-valued functions on the Poincáre upper half-plane H. For any prime p, let γ p be the matrix p 0 0 1 ∈ GL + 2 (Q). Then we have the following operator
which will also be denoted as γ p . Let χ be a Dirichlet character of conductor f χ . For any prime p ∤ f χ , we define two operators [p]
More precisely, for any g ∈ C ∞ (H, C) and z ∈ H, we have 
Proof. It is easy to see that we only need to prove the same assertions for the operator γ p . The first two assertions are clear. For the third assertion, since {φ x } x∈(Q/Z) ⊕2 −0 forms a basis for the space of Eisenstein series of weight two and all levels, we only need to show that γ p (φ x ) = φ x |γ p is still an Eisenstein series. This follows immediately from the distribution law, so we have proved the lemma.
Lemma 3.2. Let χ be a Dirichlet character of conductor f χ , p ∤ f χ be a prime and N be a positive integer, then
for any prime ℓ = p;
± χ is defined to be a linear combination of the identity map and γ p , we find that [p]
as operators on corresponding space of modular forms, so the first assertion follows. If p ∤ N , then we have by definition that
so the second assertion follows. The proof of the third assertion is similar and we leave it to the reader.
It is well known that the number of cusps of
Note that the condition "M = 1" is automatically satisfied if ψ = 1.
Proof. By the above remark, we only need to prove that #H(DC) = 1<d|DC ϕ(d, 
It is easy to see that the above establishes a bijection between {d : 
where g(χ) is the Gauss sum of χ. Then we define
3.3. Note that, if χ = 1 is a non-trivial Dirichlet character so that f χ > 1, then E χ is a linear combination of Eisenstein series and hence is itself an Eisenstein series. It is easy to see that the level of
and it follows from the distribution law that
is also an Eisenstein series for any (M, L, 1) ∈ H(DC). It follows from Eq.(2.1) that
, where δ χ = 1 or 0 according to χ is trivial or not. Since we have by Eq.(2.2) that
where χ(n) is defined to be 0 when (n, f χ ) = 1 as usual, we find thus
In particular, we find that a 1 (E χ ; [∞]) = 1 which means E χ is a normalized modular form. Note that [M ] + ( 1 z−z ) = 0 for any M > 1. This combines with Eq.(3.1) gives another proof that E M,L,χ is holomorphic and hence belongs to E 2 (Γ 0 (DC), C).
Proof. We need to show a 1 (E M,L,χ ; [∞]). However, for any prime p and any function g ∈ C ∞ (H, C) of the form
, which proves the lemma because a 1 (E χ ; [∞]) = 1 by Eq.(3.1) and Eq.(3.3).
Lemma 3.6. For any Dirichlet character χ of conductor f χ , we have that
Proof. In the following proof, we write f χ as f for simplicity. By Proposition 2.4.7 of [15] , if x, y are prime to f , then
for any prime ℓ ∤ f , where ℓ ′ is an integer such that ℓℓ ′ ≡ 1 (mod f ). It follows that
for any prime ℓ ∤ f . On the other hand, since
by the distribution law, we find that
for any prime ℓ | f , with the last equality holds due to the primitivity of χ, and hence complete the proof of the lemma.
Proposition 3.7. Notations are as above. Then
Proof. We have already proved (1) Lemma 3.5. In particular, E M,L,χ = 0 for any (M, L, χ) ∈ H(DC). Thus, by Lemma 3.3, we find that (3) follows from(2), which implies that the Eisenstein series have different eigenvalues and hence are linearly independent. So it is enough to prove (2). In the following proof, for any χ, we write its conductor f χ as f for simplicity. If ℓ ∤ D is a prime, then we find by Lemma 3.2, (1) and Lemma 3.6 that
If ℓ is a prime divisor of M/(M, L), then we have by Lemma 3.2,(2) that
are similar to the above, so we omit it here. Finally, if ℓ is a prime divisor of f , then we find by Lemma 3.2, (1) and Lemma 3.6 that
which completes the proof of the proposition. 
where
4.1. The proof of the above theorem will be given at the end of this section. Firstly, we need to establish some preliminaries. such that
so that there exists some integer n such that
mod DC).
Because t 2 | DC, it follows that v 1 ≡ v 2 (mod t). We find thus x 1 ≡ x 2 (mod t) which completes the proof of the lemma.
We will always use the above kind of representatives for cusps in the following investigation. DC ] be a cusp of X 0 (DC) , then we have that:
Proof. The first two assertions are obvious. Since the proofs of last three assertions are similar, we will only give the proof of (3). If [
sending the former point to the latter one, and we find thus
Since δrs 2 (t/p)x + ωp is a unit for any prime dividing rs 2 (t/p), it follows that r, s, t/p divides r ′ , s ′ , t ′ respectively. We find thus r
If there is some prime q | r ′ s ′ t ′ (so that q = p as p ∤ t ′ ) but not dividing rst, then xα + β DC rs 2 t will be a q-adic unit. But this contradicts to the above equation, so we have proved the assertion.
Let K be a positive divisor of D and 1 ≤ α | K. It is not difficult to deduce from the above lemma that: if (K, rst) = 1, then
We leave the verifications of the above equalities to the reader. 
, if p ∤ c, and
, if p ∤ c. Thus, for any positive square-free integer K prime to the conductor of χ, we find by induction that
and
These formulas can be used to determine the constant terms of E χ . Extend χ to be a function on Z so that χ(n) = 0 if (n, f χ ) = 1. For any cusp [ 
Since the function in the above bracket depends only on b modulo s 2 t, and χ is primitive of conductor f χ , we find that a 0 (E χ ; [
with the function in the bracket depends only on a modulo fχ s and hence is zero unless s = 1. It follows that
In particular, we find that
where α is any integer prime to f χ . 
Lemma 4.4. If χ is a quadratic character of conductor
for any integer α prime to D.
Proof. In the following proof, we write f χ as f for simplicity. Recall that
. By Eqs.(4.1), (4.2) and (4.3), we find that
It then follows from the second formula of Eq. (4.3) together with (1) and (2) of Lemma 4.3 that
where α r , α s , α t and α runs through all the positive divisors of K r , K s , K t and K respectively. It follows from (4.5) and (4.6) that the above constant term equals
which is zero unless s = K s and f K t | t, or equivalently, (s, f ) = 1 and f | t. Moreover, if these conditions are satisfied, then K r K s = rs, K t K = 
In particular, we have
Proof. In the following proof, we write f χ as f for simplicity. Recall that, for any M divided by f , 
It then follows from the second formula of Eq. (4.4), (1) and (2) of Lemma 4.3, and the last assertion of Lemma 4.3 that 
where α r , α s , α t and α runs through all the positive divisors of H r , H s , H t and H respectively. It is easy to see that the above sum is zero unless H t = H = 1, (s, f ) = 1 and f | t, or equivalently, D M | rs, (s, f ) = 1 and f | t. When these conditions are satisfied, then the assertion follows from the previous Lemma.
for any cusp [
In the following proof, we write f χ as f for simplicity. We have already proved the assertion when (M, L) = f , so it remains to consider the case when (M,
, s) and
t). It then follows from Eq. (4.4) that
where α s , α t and α runs over all positive divisors of W s , W t and W respectively. As a cusp of X 0 (DC), we have
So we find by Lemma 4.5 that
and hence
Thus, the constant term is zero unless 
Proof. This follows immediately from the above result about constant terms, since the ramification index of X 0 (DC) at the cusp [ 4.3. Now we turn to the calculation of the periods of the Eisenstein series E M,L,χ with χ being a quadratic character.
for any positive integer n.
Proof. Write f χ simply as f . We prove the statement by induction on ν(D/f ). If ν(D/f ) = 1 so that D = f , then the assertion follows from Eqs.(3.1) and (3.3) since χ is quadratic. Suppose D/f = 1 and let p be an arbitrary prime divisor of it, then we find by the induction hypothesis that
with n p defined to be 0 if p ∤ n. Note that the non-holomorphic terms is annihilated by [p]
for any positive integer n and so we are done.
Lemma 4.9. For any (M, L, χ) ∈ H(DC) with χ a quadratic character of conductor f χ , we have
, otherwise for any positive integer n.
Proof. Denote f χ simply as f . We first consider the case when (M, 
by the induction hypothesis. Writing n = m · p vp(n) with (m, p) = 1, then we find that
which proves the assertion in this case.
We have thus complete the proof of the lemma since it is clear that σ M,
Proof. Write the conductor f χ of χ as f for simplicity. Straight manipulation with the Fourier expansion of E M,l,χ given by Lemma 4.9 yields that
for any Dirichlet character η of conductor prime to D. It follows that Λ(E M,L,χ , η, 1) = 0 if χη(−1) = 1, and [16] , this implies that
L Z+R Γ1(DC) (E M,L,χ ) satisfies the condition (St3), and hence
Let q be an arbitrary prime. For any prime p ′ ∈ S DC not equal to q, both p| 
Thus, to prove the theorem, it suffices to prove that the intersection
DC is annihilated by 6.
• If χ = 1, then C Γ0(DC) (E M,L,1 ) is Q-rational. However, since the Shimura subgroup is of multiplicative type, we find that C Γ0(DC) (E M,L,χ ) Σ DC must be contained in µ 2 and therefore is annihilated by 2.
• If χ is non-trivial, then 2 ∤ f = 1 and C Γ0(DC) (E M,L,χ ) is annihilated by T p for any prime p | f . Since any such T p acts on DC as multiplication by p by [6] , it follows that
DC ⊆ µ f as the Shimura subgroup is of multiplicative type. However, since a quadratic character of odd conductor can be cyclotomic only if the conductor is 3, we find that the above intersection is zero unless f = 3, which implies that DC C(E M,L,χ ) is zero away from 3 and hence completes the proof.
Remark 4.11. Recall that we have defined
If we denote by
which is clearly f χ -integral, then
2 = ±f χ , and it follows that
Indexes of quadratic Eisenstein ideals
For any (M, L, χ) ∈ H(DC) with χ 2 = 1, we call the corresponding ideal I Γ0(DC) (E M,L,χ ) of T 0 (DC) as a quadratic Eisenstein ideal.
In this section, we will give the proof of Theorem 1.2. For this purpose, it is indispensable to make use of the algebraic theory of modular forms. We will briefly recall the notations below. For more details, the reader is referred to [10] . Let N be a positive integer. Then, for an arbitrary commutative ring R, we define
consisting of those forms (resp. cuspforms) whose Fourier expansions at infinity have coefficients in Z. If N is invertible in R so that R-is a Z[1/N ]-algebra, then we can further define the following R-modules
from the point of view of moduli (see, for example, [2] ). Moreover, there is an
, which is injective and q-expansion preserving, such that the following diagram 5.1. In this subsection, we will prove that the isomorphism in Theorem 1.2 holds away from 6D. Firstly note that we have the following
] is finite, and there is a surjective homomorphism
Proof. We first prove that
is congruent modulo I Γ0(DC) (E M,L,χ ) to a rational integer for any prime ℓ, the natural Z-algebra homomorphism Z → T 0 (DC)/I Γ0(DC) (E M,L,χ ) is clearly surjective. Moreover, suppose that the kernel of this homomorphism is zero, so that we have an isomorphism T 0 (DC)/I Γ0(DC) (E M,L,χ ) ≃ Z. Then it follows that there is a normalized cuspidal eigenform f ∈ S 2 (Γ 0 (DC), C) whose ℓ-th eigenvalue is χ(ℓ)(1 + ℓ) for any prime ℓ ∤ D. But this contradicts to the Ramamujan bound. So there must be some non-zero integer n such that T 0 (DC)/I Γ0(DC) (E M,L,χ ) ≃ Z/nZ, which is hence finite and cyclic.
Note that because χ 2 = 1, C Γ0(DC) (E M,L,χ ) is a finite cyclic group by Theorem 3.2.4 of [15] . Thus the action of Z, and therefore the action of T 0 (DC), on
is annihilated by I Γ0(DC) (E M,L,χ ), we find that there is a transitive action of T 0 (DC)/I Γ0(DC) (E M,L,χ ) on the finite cyclic group C Γ0(DC) (E M,L,χ ), which gives the above desired surjection.
for any prime p ∤ 6D, where we denote by T 0 (DC) p to be T 0 (DC) ⊗ Z Z p .
Proof. We may assume that T 0 (DC) p /I Γ0(DC) (E M,L,χ ) ≃ Z/p m Z for some integer m ≥ 1, because there is otherwise nothing need to be proved by Lemma 5.1. Recall that there is a perfect pairing of Z-modules (see [11] )
T 0 (DC) × S B 2 (Γ 0 (DC), Z) → Z, which induces the following perfect pairing of Z/p m Z-modules
where θ is a normalized eigenform. On the other hand,
is also normalized and has the same Hecke eigenvalues as those of θ, so the following form
is a constant, which is visibly the constant term of E M,L,χ at infinity modulo p m . In the following, we distinguish the proof into two situations.
If L = 1 so that the constant term of E M,L,χ at infinity vanishes by Proposition 4.6. Then it follows from the q-expansion principle (see [10] , Proposition 1.
is a cuspform, which therefore should have its constant term at each cusp be zero. However, by Proposition 4.6, the constant term at a cusp with rs
where u is a p-adic unit and On the other hand, if L = 1 so that M = D, χ = 1, and hence E M,L,χ = E D,1 , then the constant term at infinity is ± 1 24 · ϕ(D). Let q be an auxiliary prime with q ∤ D and q = ±1 (mod p). Let B(q) be the operator introduced on P289 of [10] , which is our γ q when base change to C. Then we find that
which implies that E D,q (mod p m Z) is a cuspform over Z/p m Z. In particular, the constant term of E D,q at infinity vanishes when modulo p m , that is,
as we have assumed q 2 = 1 (mod p), which proves the desired assertion when L = 1 and hence completes the proof of the lemma.
5.2.
In this subsection, we recall the factorization of the Hecke algebra into its various old and new quotients. This will be our main tool for our later investigations. For more details, we refer the reader to [5] and [12] .
For any prime p | D, there are two degeneracy maps
which can be analytically described as π p (z) = pz for any z ∈ H. Thus, from the Picard functoriality, we obtain a homomorphism
between abelian varieties over Q. Define
then we find that p T 0 (DC/p) is a quotient ring of T 0 (DC/p), and there is a surjection
for any prime ℓ = p, and maps T Γ0(DC) p to 0. Finally, we note that the above two homomorphisms ϕ and hence proves the assertion. Thus, to complete the proof, we only need to prove the assertion also for odd prime divisors of M/(M, C) because D | M L. Let p = 2 and p | M/(M, C) be a prime. We divide the proof in this situation into the following cases.
We first consider the case when M = p so that E M/p,L,χ is an Eisenstein series of level Γ 0 (DC/p). Suppose that T 0 (DC) p−new /m is non-zero and hence isomorphic to Z/pZ. Then there is a normalized p-new cuspidal eigenform θ which has the same Hecke eigenvalues as those of E M,L,χ when we take reduction modulo p. Since θ is p-new, we have θ|w p = −T Γ0(DC) p (θ) = ±θ where w p is the p-th AtkinLehner operator, which implies that θ is a regular differential form by Proposition1.4.9 of [10] . Moreover, by definition, we have pn and hence is also a constant when modulo p, which leads to the same contradiction as above and therefore completes the proof. 
