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1. INTRODUCTION 
Since its beginning with Barrow and Newton, the calculus of finite dif- 
ferences has been viewed-whether admittedly or not-as a formal method 
of computation with special functions. Until the nineteenth century, when 
the rigors of convergence were to be gradually imposed, mathematicians 
handling difference equations and series involving polynomials and 
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logarithms were not beset by doubts as to the correctness of their 
manipulations, and in fact, their results have seldom turned out to be 
incorrect, even by the standards of our day. 
There were, however, some embarrassing exceptions-which 
mathematicians in this century have chosen largely to ignore. Perhaps the 
best known of these is the Euler-MacLaurin summation formula (cf. Sec- 
tion 5.1). When applied to any “function” other than a polynomial, this 
formula gives a divergent series, which nonetheless can be used to obtain 
astonishingly good numerical approximations, and which can be used 
without fear in formal manipulations. It is of little help to justify such 
manipulations by appealing to Poincarit’s definition of an asymptotic 
expansion. Most Euler-MacLaurin series contain logarithmic terms and 
other functions growing slower than any polynomial, whose asymptotic 
expansion according to Poincart would equal zero. The suggestion first 
made by Dubois-Reymond, and later taken up by G. H. Hardy-that the 
notion of an asymptotic expansion be reinforced by logarithmic scales-has 
not been developed, nor is it clear how the difficulties of its implementation 
are to be surmounted, or even whether such difficulties are worth sur- 
mounting. 
Browbeaten by demands of rigor that would eventually be seen as 
spurious, the early difference-equationists of this century-such stalwarts as 
Milne-Thompson, NGrlund, Pincherle, and Steffensen-went to great 
lengths to devise acceptable definitions of the “natural” solutions of dif- 
ference equations. With due respect to our predecessors, we submit that 
their proposals can nowadays be classified as pointless. What is needed 
instead in order to justify formal manipulations-we can state nowadays 
with the confidence that comes after fifty years of local algebra-is an 
extension of the notion of formal power series that will include, besides 
powers of x, powers series in other special functions of classical analysis, 
most notably exponentials and logarithms. It is the purpose of this work to 
carry out such an extension, one that includes the formal theory of infinite 
series in polynomials and logarithms. 
The difficulty of this program, and perhaps the reason why it has not 
been previously carried out, is the algebraic unwieldiness of the functions 
x”(log x)‘, where n is an integer and t a nonnegative integer. The coef- 
ficients in the Taylor expansions in powers of a of the functions 
(x + a)” (log(x + a))’ do not seem to follow much rhyme or reason, and 
unless these coefficients are somehow made easy to handle, no simple 
operational calculus can be obtained. We resolve this difficulty by introduc- 
ing another basis for the vector space spanned by the functions x”(log x)‘, 
a basis whose members we call the harmonic logarithms. We denote by 
i.(‘)(x) the harmonic logarithm of order t and degree n. For positive 
iitegers t and integers n, or for t = 0 and nonnegative integers n, the har- 
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manic logarithms of order i and n span the subspace L”) of the logarithmic 
algebra spanned by x”(log x)’ over the same values of n and t. In par- 
ticular, L”’ is the subspace of ordinary polynomials in x. When t is a 
positive integer, however, the variable n is allowed to vary over all integers, 
positive or negative. One has, for example, for t = 1, 
~.~“(X) = 
x”(logx- 1 -$- ‘.. -I/n) for n 3 0, and 
$1 for n<O. 
(1) 
The harmonic logarithms turn out to satisfy an identity which 
“logarithmically” generalizes the binomial theorem for polynomials, to wit: 
The coefficients L;l are generalizations of the binomial coefficients (and, in 
fact, coincide with the binomial coefficients in all cases in which the 
binomial coefficients are defined). We propose to call them the Roman 
coefficients. They satisfy identities similar to those satisfied by the binomial 
coefficients, and they are defined for all integers n and k. 
The ring of formal series of logarithmic type is now defined in two steps 
in terms of the harmonic logarithms. First, one completes the subspace L”’ 
into a vector space LYCr) in such a way as to obtain formal series of the 
form 
and second, one takes the algebraic direct sum 9 of the vector spaces LZ(‘), 
thereby obtaining the logarithmic algebra. Thus, a formal series of 
logarithmic type is a finite sum of (infinite) formal series of the form (2) for 
different values of t. Note that for t =O, one obtains nothing more than 
polynomials in x. 
The ring of formal differential operators with constant coefficients acts 
on the logarithmic algebra 9. More pleasingly, the ring of all formal 
Laurent series in the derivative D acts on the subspace Y( + ’ which is the 
direct sum of all subspaces 9 (‘) for t positive. The subspace 2 + ) turns out 
to be the “largest” subspace of the logarithmic algebra on which the 
derivative operator is invertible. This fact (together with certain com- 
mutation relations explained in the text) leads to a definition of natural 
solutions of difference equations which is more general than the ones 
previously given by Milne-Thompson and Norlund, and which coincides 
with them in all cases where both are defined. 
The remainder of this work develops logarithmic analogs of various 
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notions that were previously only known for polynomials, notably the 
logarithmic analog of Appell polynomials and the logarithmic analog of 
the theory of sequences of binomial type, which we call Roman graded 
sequences. Several special cases are worked out, notably the logarithmic 
analogs of Bernoulli and Hermite polynomials, of Gould and Laguerre 
polynomials, and of the factorial powers of the calculus of finite differences. 
In the last example, one finds that the Gauss $-function (the logarithmic 
derivative of the gamma function) is one term in the logarithmic extension 
of the lower factorial function. Thus, classical identities satisfied by the 
$-function are seen to be trivial consequences of general logarithmic iden- 
tities. We stress the fact that the examples given here are only a sampling of 
the special functions that can be brought under the logarithmic umbrella. 
We are profoundly indebted to the work of S. Roman, whose theory of 
formal series provided the guiding thread for the present theory, as well as 
to Roberto Matarazzo, who first suggested (while a student at a summer 
course in Cortona) that Roman’s theory could be made more concrete by 
introducing the functions given by Eq. (1). We are also indebted to the 
many contributors to the theory of polynomial sequences of binomial type 
and to the umbra1 calculus, to Barnabei, Brini, Nicoletti, Joni, Garsia, 
Kahaner, Odlyzko, Bender, Goldman, Ueno, and Watanbe to name only a 
few. Finally, we would like to especially thank Askey, Chen, Knuth, 
Niederhausen, and Roman for their insightful comments. In particular, 
we would like to credit: Chen for providing the second proof of 
Proposition 3.3.5 and Theorem 4.3.8, and for giving an alternate definition 
of the harmonic logarithm (Theorem 4.2.2); Chen and Knuth for having 
independently simplified Proposition 3.2.5; Knuth for independently 
arriving at Proposition 3.1.2, for discovering Propositions 3.2.7 and 5.3.2, 
and for devising the third proof of Theorem 4.3.8; and Roman for arriving 
at the correct statements of Proposition 5.3.1 and Theorems 4.3.7 and 5.6.2. 
We suggest the reader begin by looking at the synopsis (Section 2), and 
then proceed directly to the section of examples (Section 8). After lightly 
scanning Section 3 on Roman coefficients and harmonic numbers, the 
reader may proceed to the main body of the text, namely, to Sections 4-7. 
2. SYNOPSIS 
Given the algebra K[x] of polynomials in the variable x over a field K of 
characteristic zero, it is often convenient to extend this algebra into the 
algebra of formal power series K[ [xl]. This is done by completing the 
algebra K[x] in the topology for which the sequence of polynomials 
(-a>0 tends to zero. The algebra K[ [xl] is an integral domain whose 
quotient field is the field of formal Laurent series. 
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Our first objective will be to devise an analogous process for another 
algebra, namely, the algebra L spanned by the logarithmic powers 
.u”(log X)‘, (3) 
where n is an arbitrary integer, and t is a nonnegative integer. In order to 
do this, it is necessary to introduce another basis of the algebra L, whose 
elements we denote by 
2;; ‘(x), 
where n is an integer, and t is a nonnegative integer; they are called the 
harmonic logarithms, and they will be described shortly. Each harmonic 
logarithm will be a finite combination of logarithmic powers as in Eq. (3). 
To define the harmonic logarithms (Definition 4.2.1), we require a 
graded sequence of rational numbers which will be called the harmonic 
numbers (Definition 3.3.3). They are defined as 
Clk) _ ( - l Jk 
n -TLnl! CDkb) nlr=O, 
where the Roman factorial Lnl! is defined as 
Lnl! = 
(-I)“+‘/(-n- l)! for n < 0, and 
n! for n 30, 
and the classical lower factorial of degree k is defined as 
for k > 0, and 
for k<O. 
For example, for n > 0, one computes the following sample values of the 
harmonic numbers (Eqs. (11) and (12)): 
cy,= 1+;+ . . . +I 
n 
,pl4+i *+I +i 1+1,1 + . +’ 1+;+ . . . +1 
2( 2)3( 23) “n( n)’ 
The harmonic numbers turn out to have interesting combinatorial 
connections-some of which we discuss in the text. 
In terms of the harmonic numbers, we define the harmonic logarithm of 
order t and degree n by the formula 
l*;‘(x) = Y c (- l)k (t)k Q’(log x)‘-k. 
k=O 
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(A more elegant expression will be given shortly.) See Tables 4.1 through 
4.3 for examples. 
If we set 
Lnl={; 
for n # 0, and 
for n=O, 
then one easily verifies the differential equation 
DA;‘(x) = Lnl 2:: ,(x). 
(See Theorem 4.3.8.) 
Thus, the subspaces L(‘) spanned by the harmonic logarithms of order t 
are invariant under the action of the operator D. 
By specifying a suitable topology (Definition 4.3.4), we obtain, as the 
completion of the algebra L, the algebra 9 of formal power series of 
logarithmic type. An element p(x) E ~2 is informally defined as a finite sum 
p(x) = i P(x), 
r=0 
where each p”‘(x) is an infinite series 
p”‘(X) = 1 by’i;‘(x). 
n < dt 
The elements p”‘(x) are said to be homogeneous of order t. For example, a 
series p”‘(x), homogeneous of order 0, is an ordinary polynomial, and a 
homogeneous series of order 1 is an infinite sum of the form 
p(‘)(x)= i b;‘)xn 
( 
log(x&- ‘.. -j + c !$“X”. 
fl=O > “<0 
Each of the subspaces YCr’ spanned by the homogeneous elements of order 
t is invariant under the action of D. 
If 
f(D)= c a,cDk 
k30 
(4) 
is a formal differential operator, then the actionf(D) on any formal power 
series of logarithmic type p(x) is well defined. Moreover, it turns out than 
when restricted to the subspace 2” +) spanned by all homogeneous 
elements of positive order, every operator as in Eq. (4) is invertible. (See 
Proposition 4.3.9.) In other words, on the subspace 6p(+) we have an 
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action of all formal Laurent operators in D; that is, of all formal differential 
operators of the form 
f(D)= 1 ok Dk, 
kad 
whe d is an arbitrary integer, positive or negative. The invertibility of the 
derivative operator in the subspace 9’ +) generated by the harmonic 
logarithms of strictly positive order turns out to be very useful. It allows us 
to redefine the harmonic logarithm (Corollary 4.3.10) as 
A!“(x) = Lnl! D “(log X) 
for n an integer, and t a positive integer. 
The harmonic logarithms R:‘(x) can be viewed as generalizations of the 
ordinary powers P. In fact, they satisfy an analog of the binomial theorem. 
To derive this analog, we are led to generalize the notion of a binomial 
coefficient. 
One defines the Roman coefficients as 
where both n and k are arbitrary integers. When n 3 k > 0, the Roman coef- 
ficients equal the ordinary binomial coefficients (;). The Roman coefficients 
give an extension of the binomial coefficients which seem to be the “right” 
one. In fact, over the field of complex numbers one establishes the Taylor 
expansion 
Af’(x+u)= c ; &pk(x). 
h-$0 11 
The simplest example is the classical, 
2b’ ‘(x + a) = log(x + a) 
= log .Y + 1 
(-l)“+luk 
k>O kxk ’ 
which is the Taylor expansion of log(x + a). By a special device, the Taylor 
expansion in Eq. (5) can be made to make sense over any field of charac- 
teristic zero, and leads to the definition of the shift operator 
PA;‘(x) = qqx + a). 
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One easily verifies (see Proposition 52.1) that E” = euD. The Binomial 
Theorem is a trivial special case of Eq. (5). 
The purpose of this work is to derive “logarithmic analogs” of facts 
relating polynomials and their derivatives. Such analogs often throw a new 
light on the “classical” version for polynomials. By way of example, recall 
the symmetric inner product 
(pb)ldx)) = MD) dx)l.x=o (6) 
defined on polynomials P(X) and q(x). The Hilbert space defined by this 
inner product is of frequent occurrence in Quantum Field Theory (in the 
Boson calcufus) and in other circumstances. Remarkably, that inner 
product (Eq. (6)) can be extended to a symmetric inner product defined on 
the subspace spanned by the harmonic logarithms. 
For p(‘)(x) E Yip(‘), let 
p”‘(X) = c b,Q’(x), 
n<d 
(7) 
and define (Definition 5.5.1) 
and if 
p(x) = p(O)(x) + . . . + p”‘(x), 
set 
(P(-x)) = (P’o’(x))O + “’ + (P”‘(x))j. 
The linear functional ( ) is called the augmenration. It is the logarithmic 
analog of evaluation at zero. One obtains the following extension of 
Taylor’s formula (Theorem 55.5) valid for all formal power series of 
logarithmic type: 
In Section 7.2, we define a logarithmic analog of the usual inner product 
on polynomials. Again, this inner product is symmetric (though it is not 
definite), and the harmonic logarithms form an orthonormal basis. 
We next describe the structure of shift-invariant operators on the 
logarithmic algebra 9. It is well known (see, for example, “Finite Operator 
Calculus,” by Rota, Kahaner, and Odlyzko) that every continuous linear 
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operator Ton the algebra 9”) of polynomia 1s which is shift-invariant (that 
is, such that TE” = E”T for all scalars a) can be written as 
T= c 6, D”. 
?I 2 0 
Such an operator will be called a differential operator. On the subspace 
Y’+ ) spanned by formal logarithmic series of positive order one finds a 
greater variety of shift-invariant operators, namely: 
1. Laurent operators of the form 
T= 1 h, D”. 
,1 2 rl 
2. Elementary shifi-invariant operators, defined as 
E,,lpyK) = yK) if t=u, and 
if t # U. 
3. Combinations thereof. (See Proposition 5.4.3.) 
After these preliminaries, we can state the main purpose of the present 
work. A great many sequences of polynomials that occur in formal 
mathematical analysis are defined by functional equations involving the 
derivative operator and the operator of multiplication by x (which we 
denote by x). We have seen that the logarithmic extension of the derivative 
operator D is again the derivative. On the other hand, the logarithmic 
extension of the operator of multiplication by x is an operator 0, which we 
call the standard Roman shift, defined (Definition 7.2.1) as 
ai;’ = 
iy), ,(x) if n# -1,and 
0 if n=-1. 
We have OX” = x” + ’ for n # - 1; in particular, the restriction of 0 to the 
subspace 9 (O’ of ordinary polynomials in x is indeed the operator x of 
multiplication by X. 
The operators D and (T satisfy several remarkable identities. They obey 
the commutation relation 
Da-aD=I. 
Moreover, the identity (Theorem 8.1.10) 
e puu De”“p(x) = (D -I) p(x) 
10 LOEB AND ROTA 
holds for all p(x) in the span of the harmonic logarithms. Relative to the 
inner product of Section 7.2, the operators D and 0 turn out to be adjoint. 
Thus, “any” fact about polynomials that can be stated using the 
operators x and D has, in principle, a logarithmic extension involving the 
operators CJ and D, where the harmonic logarithms n;‘(x) play the role of 
the powers x”. In this way, one generates new special functions, whose 
study throws light on the given polynomial sequence. In several instances, 
extending a polynomial sequence logarithmically results in sequences of 
well-known special functions, and one obtains a pleasing unification. 
We shall consider the logarithmic extension of Appell sequences, and of 
sequences of polynomials of binomial type. 
We define (Definition 5.6.1) a graded sequence of formal power series of 
logarithmic type (or simply a logarithmic graded sequence) to be a doubly 
indexed sequence p:)(x) of logarithmic formal power series (that is, 
elements of 9) such that 
1. For n negative, pIpI = 0. In other words, the left end of the first 
row of Table 2.1 is identically zero. 
2. For n nonnegative, pip)(x) is a logarithmic series of degree n and 
order 0. In other words, the right side of the first row of Table 2.1 consists 
of polynomials of increasing degree; pip)(x) is a polynomial of degree n. 
3. For t positive, p:)(x) is a logarithmic series of degree n and order 
t. Thus, row t of Table 2.1 consists of logarithmic series of order t. They are 
arranged in order of degree with there being exactly one series of each 
degree. 
4. (Regularity) For all integers n, nonnegative integers s, and positive 
integers t, E,,pt)(x) = p:)(x). In other words, each row of Table 2.1 (other 
than the first) is mapped onto another row by an elementary shift operator. 
We deal throughout with logarithmic graded sequences. 
TABLE 2.1 
A Graded Sequence of Formal Power Series of Logarithmic Type 
0 0 0 Pf'(X) p\O'(x) pyyx) p\O'(x) 
p?\(x) p"\(x) pjq p/)"(X) p\"(X) pi"(X) p$"(X) .'. 
P’2:cx) P?;(x) p”{(x) pp(x) Pj%) P:*‘(x) p\Z’(x) ‘. 
P’?:(x) Pl)h(X) P’)l(.X) P/?(X) p\S’(x) pi3’(x) p$3’(.x) 
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An Appell logarithmic graded sequence pj,‘)(x) is a sequence defined as 
p!“(x) = T ~ ‘l;)(x) 
for some differential operator 
T= c h, D”, 
where 6, # 0. (See Proposition 5.7.2) This definition is analogous to the 
classical definition, and in fact, the homogeneous component of order zero 
(P~“‘(-~))n,O of an Appell graded sequence turns out, not unexpectedly, to 
be an ordinary Appell polynomial sequence. The classical characterization 
of sequences of Appell polynomials turns out to have logarithmic analogs, 
in which binomial coefficients are replaced by Roman coefficients; for 





and (Corollary 5.7.3) 
1 akpj,‘! k(-Y), 
Most importantly, the summation ,formula (Eq. (28)) 
E” = c pio’(a) T,,k 
k>O ' !  
gives an expansion of the shift-operator E” which remains valid in all of the 
logarithmic algebra. 
By way of example, we consider the logarithmic extension of the 
Bernoulli and Hermite polynomials. 
The Bernoulli polynomials B,(X) are defined as 
B,(x) = J ~ ‘Y, 




The logarithmic Bernoulli graded sequence (Definition 5.7.5) is defined 
similarly: 
B”‘(x) = J ,, ‘i “‘(x). -,1 
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Classically, one uses the identity 
LIB,(x) = nx”- ’ 
(where df(x) = f(x + 1) -f(x)) to obtain closed form expressions of sums 
of powers of integers 
i il'=LB,+,(x). 
i=l n+l 
Using logarithmic Bernoulli graded sequences one can obtain closed form 
expressions for any summation 
f i’(log i)“. 
i=/ 
More importantly, the Euler-MacLaurin summation formula, namely, 
where B, = Bi”)(0) are the Bernoulli numbers, gives identities like 
(Eq. (31)) 
‘+ 
1 1 -+ . . . +- 




Classically, the right side was interpreted as an “asymptotic expansion”; in 
the present theory, the right side is a convergent series in the topology of 
the ring of formal power series of logarithmic type, and one has an identity. 
This is the first of several examples of Theorem 5.6.2 which shows how the 
topology of the ring of formal power series of logarithmic type turns 
asymptotic series into convergent series. Another example is Stirling’s 
formula, which is obtained by appliying the Euler-MacLaurin formula to 
log x, thereby obtaining (Eq. (32)) 
log(x(x+ f)...(.x+n)) 
=B,((x+n+l)log(x+n+l)-xlogx-n-1) 
+Bl(log(x+n+ 2 + . . . . x 1 
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Again, the right side is convergent, and the identity holds over any field of 
characteristic zero. 
We turn next to the logarithmic extension of the Hermite polynomials. 
Classically, the Hermite polynomials H,(X) are defined as 
H,(x) = e- D2’2x1)1, 
that is (over R or C), 
$% e --‘Z12H,,(.y + t) dt = x”. 
We define the logarithmic Hermite graded sequence (Definition 5.7.6) as 
H:)(x) = eCD2’2%~‘(x). 
Evidently, we have HIP’(X) = H,(x). Furthermore, for n negative we have 
0%. (35)) 
Hyyx)= c -’ k 
( > 
Lnl! xn 2k 
k>O 2 Lkl!Ln-2kl! . 
Classically, the right side is the asymptotic expansion of H,,(x); in the 
present theory, the right side is a convergent series. 
One has (Eq. (34)), as in the classical case, 
1 k 
Hy(x)= c -- ( 1 Lnl! 2 Lkl! Ln-2kl! %I” *k(X). k20 
Most of the properties of Hermite polynomials have logarithmic 
generalizations. 
We next describe the logarithmic extension of the theory of polynomial 
sequences of binomial type. Recall (Definition 6.5.1) that a sequence of 
polynomials of binomial type is defined by the identity 
Examples of such sequences include: 
1. The ordinary powers of x, x”; 
2. The lower factorials, (x), ; 
3. The Abel polynomials, X(X - na)“- ‘; and 
4. The Laguerre polynomials, L,(x). 
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We say that a graded sequence of formal power series of logarithmic type 
is a Roman graded sequence when it satisfies any of the following four 
conditions; each of which turns out (Theorem 6.5.4) to be equivalent to any 
of the others. 
1. Binomial Type Condition: pf)(x + a) = CkaO L;! plP’(a) p:Lk(x). 
2. Basic Condition: The following three conditions hold: 
2.1. (p:)(x)) =0 for n#O, 
2.2. (pg)(x)) = 1, and 
2.3. There exists a delta operator, that is, a differential operator of 
the form f(D) = Cka, a,Dk (where a, #O) such that f(D) p:)(x)= 
Lnl p:‘,(x). In other words, the relationship between a Roman graded 
sequence p:)(x) and its delta operatorf(D) is analogous to the relationship 
between the harmonic logarithms ,Ic’(x) and the derivative D. 
3. Roman Condition: The identity 
<f(D) 0) p?(x)>, = 1 
x <g(D) pl,“,b)), (8) 
is satisfied for all Laurent operators f(D) and g(D) (of degrees c and d, 
respectively) when t is positive, and the identity is satisfied by all differen- 
tial operators when t is zero. 
4. Coefficient Condition: If the coefficients of p?‘(x) are given by 
p:)(x) = Ck <n b$if)(x), then 
(9) 
The theory of Roman graded sequences extends the theory of sequences 
of polynomials of binomial type. Although such an extension is straight- 
forward, the identities for special functions that result upon applying them 
to special Roman graded sequences are sometimes far from trivial. 
We have first of all the Expansion Theorem (Theorem 6.2.4) 
g(,,)=C (dD)d%))rf(D)k 
k Lkl! 
for any Laurent operator g(D) and positive integer t. 
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Second, we have a version of Taylor’s formula (Theorem 6.2.5) 
p(x) = 1 1 (ftD)” J+)), p”‘(x) 
120 n Lnl! n 
for any logarithmic series p(x) E 9. 
Our most important results concerning Roman graded sequences were 
obtained by seeking closed form expressions for Roman graded sequences. 
In this case, one obtains formulae of striking simplicity, which are even 
simpler than the corresponding formulae for sequences of polynomials. The 
classical formulae for polynomials are obtained by restricting to 9”‘. 
There are two main results for Roman graded sequences. The first has to 
do with explicit formulae for their computation. The basic result is the 
following: Let, as above, f(D) be the delta operator belonging to the 
Roman graded sequence P:)(X). Then (by Theorem 7.2.8) for t = 1 (for 
simplicity), we have 
$“,(x)=f’(D)x+. 
The series p?‘,(x) is called the residual series. It is indicated by a box in 
Table 2.1. In general, we have the transfer formula 
p;‘(x)= f’(D) g(D)-“-’ J.;‘(x) 
for all n, where g(D) = f(D)/D. 
Similarly, one derives (Corollary 7.2.11) when n # - 1, 0: 
p;‘(x) = og(D) -’ A;’ ,(x). 
One also derives the Recurrence Formula (Theorem 7.2.6) when n # - 1: 
p;‘(x) = of’(D)- ’ p;1 ,(x), 
for all nonnegative t. 
We consider some examples of Roman graded sequences. Consider the 
forward difference operator A = E - I (so that A’ = E) along with its Roman 
graded sequence (x);). We have (Eq. (44)) as an application of the transfer 
formula the residual series 
(x)“; = A’x-’ 
1 =-) 
x+1 
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for n negative, and (Proposition 8.1.3) 
(x);o’=X(X-1).,.(X-?z+l)=(x), 
for n nonnegative. For n = 0, we proceed as follows. From 
(x)S”=Aogx 
A 
and the Euler-MacLaurin formula, we have (Eq. (46)) 
(x)b” = ,;, 2 Dk lo& + 1) 
Bl =log(x+ l)+-- & B3 - ‘... 
1 +x 2(1+x)2 +3(1+x)3 
Thus, we find that (x)b” = $(x + 1) coincides with the classical 
$-function-the logarithmic derivative of the gamma function-introduced 
by Gauss. Similarly, one finds that (x)1’) and (x)$‘) coincide with the 
digamma and trigamma functions of Gauss. 
The logarithmic binomial identity (Eq. (47)) 
(x + a)b’)= c 1;1 (U)k (x,“: 
k>O 




Similar identities can be obtained for the digamma and trigamma 
functions. 
The expansion theorem gives an extension of Newton’s formula of the 
calculus of finite differences that is convergent for all formal logarithmic 
series (Proposition 8.1.4): 
Ax) = !FO $ m x Q ( )C), 
where 
a;)= (A”p(x)),. 
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For example, we have the ictentity (Eq. (49)) 
t- c 1 -- k>Ok! (x+l)(x+2)...(x+k+l) 
Thus, the classical theory of factorial series is subsumed into the present 
theory and rendered purely formal, that is, independent of any convergence 
questions in the complex field. 
We note that the solution of a difference equation 
dp(.x) = q(.u), 
where q(x) is a given formal logarithmic series in P? + ), is uniquely defined, 
since the operator D is invertible in LYC + ‘. We thus succeed in giving a 
simple definition of the natural solution of a difference equation which 
avoids the ad hoc techniques used by Milne-Thompson, Norlund, and 
others. 
We next consider the logarithmic extension of the Abel polynomials. 
It is the Roman graded sequence corresponding to the delta operator 
f(D) = PD. Here we have immediately (Eq. (51)) 
A(‘)(x) = x(x-aan)“-’ n 
for all n negative, and (Eq. (50)) 
AIp)(x) = X(X-an)“-’ 
for all n positive; these are the classical Abel polynomials. The Abel series 
of degree zero and order one has the unexpectedly simple form (Eq. (52)) 
A&“(X) = (E”D)’ E-“E.\‘)(x) = (aD + I) log x =t + log x. 
More generally (Eq. (54)): 
At)(x) = lf)(x - na) + air21 2:’ ,(x - na). 
Since 
we have the (previously unknown) identity (Eq. (53)) 
18 LOEB AND ROTA 
Again, one obtains an expansion theorem of any formal logarithmic 
series as a convergent series in the At)(x); 
ldx)= t;o; Lnl! n AC Aqx) 
with 
a;‘= (E”“D”p(x)),. 
For example (Eq. (55)), 
logx= c 
0 
&GO 11 k (ka)-k Ap'(x), 
which is again an identity that we have not seen in the literature. 
The second main result we prove about Roman graded sequences is the 
solution of the problem of connection constants. Given two Roman graded 
sequences p:)(x) and q;)(x) associated with delta operatorsf(D) and g(D), 
respectively, we wish to compute the coeffkients in the expansion 
pi’(x) = c c;‘k’qp(x). 
k 
By regularity, ~$2 = c$. Furthermore, setting 
one proves (Proposition 7.1.7) that the graded sequence r:)(x) is the 
Roman graded sequence whose delta operator is g(f’-I’). 
Thus, the coefficients c$ can be computed by the transfer formula or the 





for n a positive integer. 
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3. ROMAN COEFFICIENTS AND HARMONIC NUMBERS 
3.1. The Roman Factorial 
We begin by giving the definition of a generalization of the factorial n! 
which makes sense for negative values of n as well. It will be seen that the 
definition below is the correct one. 
DEFINITION 3.1.1 (Roman Factorial). For every integer n, define n 
Roman factorial to be 
Lnl! = 
(-l)n+‘/(-n-l)! for n < 0, and 
n! for n20, 
where n! = 1 x 2 x 3 x ... x n. 
Equivalently, Lnl! can be defined recursively by the requirements 
LO]! = 1 
Lnl! = LnlLn - 1 I!, 
where “Roman n” Lnl is defined to be 
Lnl={; 
for n # 0, and 
for n =O. 
If we adopt Iverson’s notation for the moment, and write logical 
expressions in parentheses to mean 1 if true and 0 if false, then we have the 
following proposition: 
PROPOSITION 3.1.2 (Knuth). For any intbger n, 
Lnl!L-n-ll!=(-l)“+‘“‘O’. 
This extension of the notion of factorial leads to a generalization of the 
definition of Binomial Coefficients where both arguments may be negative. 
TABLE 3.1 
Roman Factorials, Lnl! 
n -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 
Lnl! -ihi? h 4 + -1 1 1 1 2 6 24 120 720 
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3.2. The Roman Coefficients 
3.2.1. Definition 
DEFINITION 3.2.1 (Roman Coefficients). For every pair of integers n, k, 
define the Roman Coefficient (read: “Roman n choose k”) to be 
The relationship between Roman Coefficients and binomial coefficients is 
the following: 
PROPOSITION 32.2. Let n and k be integers. Depending on what region of 
the Cartesian plane the point (n, k) is in, the following formulae apply: 
Region 1--Ifn>k>O, then L;]=(z). 
Region 2-Zfk>O>n, then L;l=(-l)k(-n+kk-‘), 
Region 3--If O>n>k, then L;t-l=(-l)“‘k(;!+‘). 
TABLE 3.2 
Roman Coefficients, L;l 
-4 -3 -2 -1 
-l/840 l/252 -l/56 117 
-l/504 l/168 -l/42 116 
-t/280 l/l05 -l/30 115 
-l/140 l/60 - l/20 114 
-l/SO l/30 -l/12 113 
-l/20 l/12 -l/6 l/2 
-l/4 113 -l/2 I 
-l/4 -l/12 -l/12 -l/4 
0 1 2 3 4 5 6 
1 6 15 20 15 6 1 
1 5 10 10 5 1 116 
1 115 -l/30 
1 3 3 1 -l/20 l/60 
1 2 1 l/3 -l/l2 l/30 -l/60 
1 1 l/2 -l/6 l/12 -l/20 l/30 
1 1 -l/2 l/3 -l/4 l/5 -l/6 
1 -1 1 -1 1 -1 1 
1 -2 3 -4 5 -6 7 
1 -3 6 -10 15 -21 28 
1 -4 10 -20 35 -56 84 
1 -5 15 -35 70 -126 210 




1 1 7 21 35 35 21 7 1 
6 1 6 15 20 15 6 1 
5 1 5 10 IO 5 1 
4 1 4 6 4 1 
3 1 3 3 1 
2 1 2 1 




k 0 1 2 3 4 5 6 
n 
-1 1 -1 1 -1 1 -1 1 
-2 1 -2 3 -4 5 -6 7 
-3 1 -3 6 -10 15 -21 28 
-4 1 -4 10 -20 35 -56 84 












-1 1 -1 1 -1 1 
5 -4 3 -2 1 
-10 6 -3 1 
10-4 1 
-5 1 
22 LOEB AND ROTA 
Region h--If k > n Z 0, then 
Region 5-If n 2 0 > k, then 
n = 1 1 n-k ’ 
where the pair (n, n-k) lies in region 4 (defined above). 
Region t%If 0 > k > n, then 
where the pair (k - n - 1, -n - 1) lies in region 4 (defined above), and the 
pair (k -n - 1, k) lies in region 5 (defined above). 
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TABLE 3.6 
Region 4 
2 3 4 5 6 7 
111 
116 - l/42 
l/5 -l/30 l/105 
114 - l/20 l/60 -l/140 
113 -l/12 l/30 -l/60 l/l05 
112 -l/6 l/12 -l/20 l/30 ~ l/42 




-4 -3 -1 -1 
- l/840 l/252 - l/56 117 
-l/504 l/168 - l/42 11’5 
-l/280 l/105 - l/30 l/5 
-l/140 l/60 - l/20 l/4 
- l/SO l/30 -l/12 l/3 
-l/20 l/12 -l/6 112 
-l/4 113 -l/2 1 
TABLE 3.8 
Region 6 
-6 -5 -4 -3 -2 -1 
-3 - l/2 - l/2 
-4 -l/3 -l/6 -l/3 
-5 -l/4 -l/12 -l/12 -l/4 
-6 -l/5 -l/20 -l/30 - l/20 - l/5 
-1 - l/6 - l/30 - 1/m -l/60 -l/30 -l/6 
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Note that in regions 1, 2, and 3, the Roman coefficients equal binomial 
coefficients up to a permutation and a change of sign. In regions 4, 5, and 
6, the Roman coefficients are expressed simply in terms of the reciprocals of 
the binomial coefficients. Furthermore, regions 4, 5, and 6 are identical up 
to permutation and change of sign. Thus, all of the Roman coefficients are 
related in a simple way to those in the first quadrant (regions 1 and 4). In 
particular, the Roman coefficients always equal integers or the reciprocals 
of integers. 
3.2.2. Properties 
Several binomial coefficient identities extend to Roman coefficients. We 
give a few examples here. Others will be given later in the text. 
PROPOSITION 3.2.3 (Complementation). For any pair of integers n, k, 
PROPOSITION 3.2.4 (Iteration). For all integers n, k, and r, 
PROPOSITION 3.2.5 (Pascal’s Triangle). Suppose one of the folfowing 
equivalent conditions holds true: 
1. Of the six regions mentioned in Proposition 3.2.2, the points (n, k), 
(n - 1, k), and (n - 1, k - 1) all lie in the same region. 
2. The following conditions hold: 
sign(n) = sign(n - 1 ), 
sign(k) = sign(k - 1 ), 
sign(n - k) = sign(n - k - 1 ), 
where 
1 1 sign(x) = _ 1 if x>o if x<O. 
3. The following conditions hold: 
n#O 
k#O 
n # k. 
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Then we have 
Note that the signurn function given in condition 2 is not the usual 
definition of the sign function. 
Proof of Proposition 3.2.5. Since under these conditions Lnl=n, 
Lk]=k, and jn-kl-n-k, 
Ln- ll! 
In-k- ll! Lkl!‘Ln-kl! Lk- ll! 
Lnl! 
= in -kJ! jkl! 
COROLLARY 3.2.6. For r nonnegative and (n, k), (n + r, k), (n, k + 1 ), and 
(n + r + 1, k + 1) in the same region (as defined in Theorem 3.2.2), we have 
Proof: Induction on r. 1 
Contrast this corollary with this classical result involving binomical coef- 
ficients in which for n > k 3 0, 
If we again adopt Iverson’s notation (Proposition 3.1.2), we have the 
following beautiful identity: 
PROPOSITION 3.2.7 (Knuth’s Rotation/Reflection Law). For any integers 
n and k, 
C-1) k+(k>o) --n 1 1 =(-I) n+(n>O) -k k-l 1 1 n-l ’ 
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ProoJ: By Proposition 3.1.2, we have 
n 11 k =(-1) n+k+(n<o)+(k<o) -k-l 1 1 -n-l . I 
3.3. The Harmonic Numbers 
We proceed to define the Harmonic numbers and derive some 
remarkable identities satisfied by them. Many of these identities will be 
used in the text. Recall: 
DEFINITION 3.3.1 (Lower Factorial). For k an integer, let (x)~ denote 
the lower factorial of degree k in the variable x. It is defined directly as 
follows: 
(x)k = nf:/ (x-i) =x(x- 1).,-(x-k+ 1) for k 3 0, and 
n;=‘,(x-i)-‘=l/(x+l)(x+2)...(x-k) for k<O. 
Equivalently, (x)~ can be defined recursively by the requirements 
(x)0 = 1 
(xh =(X--k+ l)(x)k-1 for all k. 
We make a brief digression on notation in olrder to prevent any possible 
confusion. We use the symbol (x),, to denote the “falling powers” xn = 
x(x - 1) . . (x - n + 1); however, many researchers-for example, Askey 
and Henrici-reserve this notation for the “rising powers” x6= 
x(x + 1). . . (x + n - 1). Actually, as Knuth has pointed out, Pochhammer, 
who devised this notation, did not intend either of these definitions; he 
used (x), to denote x(x- l)...(x--+ 1)/n! 
Note that we now have the following alternate definition of the Roman 
factorial in terms of the lower factorial: 
Lfil! = tn),-,,,",,,. 
where sign(n) is as defined classically, or as defined in Proposition 3.2.5. 
Now, we generalize the notion of Stirling numbers of the first kind: 
DEFINITION 3.3.2 (Stirling Numbers of the First Kind). For all integers 
n, we define the Stirling numbers s(n, k) to be the coefficients of the expan- 
sion of (y), in terms of formal power series. That is, 
t,vL = C sfn, k)yk. 
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Note that for n positive this corresponds to the usual definition of 
Stirling numbers of the first kind. 
DEFINITION 3.3.3 (Harmonic Numbers). Let n be an integer, and let k 
be a nonnegative integer; define the harmonic number, cp), of order k and 
degree n to be 
cl,*‘+&!$ CDkC~)-,Lo 
= (-l)& LIZI! s( -n, k). 
THEOREM 3.3.4. For all integers n and all positive integers k, 
ncltk’-cp-~‘)=Lnlc~k~,, 
and 
nck”’ = Lnl clp! , 
Proof 1. From the recursion 
(~1, =b-n+ ~N.Y),-~, 
TABLE 3.9 
Harmonic Numbers, cjf’ 
n 
\I k 
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 
0 00000 011 1 1 1 1 
-1 0 1 
3 11 25 
1 -1 -1 -1 -1 -1 
z T 12 
137 25 11 3 
001 
I 85 415 
2 
12,019 
_- -- -- -- 
12 6 2 
-1 
60 4 36 
- 
144 3,600 
15 35 1 
0 001 
15 576 5845 
3 -1 
874,853 
-- -- - 
8 24 2 a 216 1728 216,CQO 
17 5 1 3661 
4 
-?ii 
-- -- o 
12 6 
0 00 1 
31 76,111 58,067,611 
16 
- - 
1296 20,736 12,960,000 
5 3 
-;i;i 
-- loo0 00 1 63 22,631 952,525 3,673,451,957 
32 
-- 
24 7,776 248,832 777,600,ooo 
l 
0 0 0 0 00 1 
127 
6 




120 46,656 2,985,984 46,656,000,000 
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we have 
Thus, 
s(n+ 1, k)=s(n, k- 1)-ns(n, k). 
nc;“-c:‘-l’=(-l)kLnl!(ns(-n,k)+s(-n,k-l)) 
= (- l)k Lnl! s( -n + 1, k) 
=LnlcLkJI. 1 
Proof 2. For n = 0, Theorem is immediate. Now, for n # 0, consider the 
identity 
(x+ l)), =(x+ l)(X)),_, 
and differentiate k times: 
Dk(x+ l)), =Dk(x+ 1)(x)-,-r 
Dk((x), -n(x)-.-,)= f (f) (D’(x+ l))(Dk-i(x)-nP~) 
i=O 
Dk(~))n-nDk(x)).-I =(~+l)D~(x))~-~ +kDk-l(x)_,p, 
Dk(x), =(x+n+ l)Dk(x)Ln-, +kDkP’(x)),P, 
since (x + 1 ), - (x), = n(x),- i Multiply by (- 1 )k n!/k!, and set x = 0 to 
obtain 
1 
,-;ki , = @) + - c (k- 1) n n+l PZ+’ ’ 
from which the conclusion follows. 1 
3.3.1. Harmonic Numbers of Nonnegative Degree 
In this section, we derive several identities which hold for harmonic 
numbers of nonnegative degree. 
Recall that a linear partition p is a nonincreasing infinite sequence, 
(Pi)i> 19 of nonnegative integers which is eventually zero. For example, 
p = (17, 2, 2, 1, 0, 0, . ..) is a linear partition. Each nonzero pi is called a part 
of p. In the above example, the multiset of parts of p is { 1, 2, 2, 17). The 
number of parts of p is denoted f(p). A linear partition p is said to be a 
partition of n if the sum of its parts is n, and we write p t II. The product 
of the parts of p is denoted by n(p). 
The set of all linear partitions is denoted by 8. A linear partition is said 
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to have distinct parts if its multiset of parts is, in fact, a set. The set of all 
linear partitions with distinct parts is denoted by Y*. 
The zero sequence is a linear partition. It has no parts. Thus, it is a 
partition of zero with distinct parts, and the product of its parts is one. 
Proposition 3.3.5 and its corollaries give enumerative interpretations of 
the harmonic numbers of nonnegative degree. 
PROPOSITION 3.3.5 (Harmonic Relation). For any nonnegative integers n 
and k, the harmonic numbers satisJv the identity 
that is, the harmonic number of order k and degree n is equal to the sum over 
aN linear partitions p with k parts and with no part greater than n of the 
reciprocal of the product of the parts of the partition p. 
We offer two proofs: 
Proof 1. Let n and k be as above, and define 
dik’= C n(p)-‘. 
p E 9 
I(pJ=k 
PI Ln 
By Theorem 3.3.4 it will suffice to verify the recursion 
&‘k’ _ d’k - 1 J = &lk’ n n n-l (10) 
for n and k positive, since the boundary conditions are easy to verify. 
Consider the following series of equalities: 
Thus, Eq. (10) holds. 1 
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Proof 2. For n positive, 
c(k) = ( - 1 )k 
n y CDkbLl,=, 
1 1 (l+y)(l+y/2)...(1+y/n) v=cl 
1 
(1+ YNl + YP)...(l + y/n) 1 y=o' 
which equals ( - 1)“ times the coefficient of yk in 
1 
(*+Y)(*+Y/2)...(*+Yln)’ 
and this is merely the coeffkient of yk in 
That is, 




Thus, we see from Proposition 3.3.5 why the cp) have been called 
harmonic numbers; they are generalizations of the partial sums of the 
harmonic series. For k = 1, Proposition 3.3.5 yields a sum over partitions of 
length one with no part greater than n. There are n such partitions; they 
are in the integers from 1 to n. Thus, the sum is the sum of the reciprocals 
of the first n integers, so that 
cb’)=l+f+ . . . +’ 
n’ 
(11) 
For the harmonic numbers CL*), we obtain similarly 
,“~~l+;(l+;)+;(l+;+;)+ . . . +i(l+i+ . . . +;>. (12) 
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For the harmonic numbers cL3’, we obtain 
Now, we can derive a host of other identities satisfied by the harmonic 
numbers. In particular, Proposition 3.3.6 turns out to be very useful in the 
calculation of harmonic numbers. 
PROPOSITION 3.3.6 (Knuth). Let n and k be nonnegative integers (not 
both zero). Then c Lk’ is given by the finite sum 
Proof By recursion using Theorem 3.3.4. 1 
COROLLARY 3.3.1. For all nonnegative integers n and k, 
C(k) = n n ,lz# m-‘. 
l(p)=k+ I 
p, = ,I 
where the sum is over all linear partitions p with k + 1 parts and whose 
largest part is n. 
Proof Add the part n to each partition p being summed over in 
Corollary 3.3.5. 1 
COROLLARY 3.3.8. Let n and k be nonnegative integers. Then 
507,75 I- !  
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where all of the sums are over multisets A4, and all of the products are 
computed with the proper multiplicities. 
Proof. Every linear partition is associated with a unique multiset of 
positive numbers called its parts. In the identities from Proposition 3.3.5 
and Corollary 3.3.7, sum over these multisets instead of the partitions 
themselves. 1 
COROLLARY 3.3.9. Let n and k be nonnegative integers. Then 
c’~‘=~(~I!~~ i--l), ” 
where the sum ranges over all sequences, (m,)r= , , of n nonnegative integers 
which sum to k. 
ProoJ Every linear partition is determined by the number mi of times 
each integer i occurs as a part. Hence, we can sum over sequences of non- 
negative integers m;. 1 
We note that 
lim c$)=n 
k - ‘x1 
for all nonnegative n. Whereas for n negative, we shall see instead that 
C cP)=n. 
k>O 
3.3.2. Harmonic Numbers of Negative Degree 
The harmonic numbers of negative degree have similar expansions. 
PROPOSITION 3.3.10. Let k be a nonnegative integer, and let n be a 
positive integer. Then 
I(p)=k-1 
Pl<n 
that is, the harmonic number of order k and degree -n is equal to the sum 
over all linear partitions, p, with k - 1 parts all of which are distinct and less 
than n, of the reciprocal of the product of the parts of p. 
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Recall that the trivial partition has no parts, and therefore the product of 
its parts is one; however, there are no partitions with - 1 parts. 
Proof of Proposition 3.3.10. Note that 
C(k) = ( - 1 )k 




k! (n - l)! 
Dk n (x-i) 




k! (n - l)! 
Dk c (- 1)““’ eyy”~h’)71(p) 
/It .‘p* 1 Y=O WI <n 
=(-l)"+k+' 
~ k! (n- l)! 
n lIP)bk Q) 1 Y=O PI <n 
=(-l)n+k+' 
k! (n - l)! ptb* 
1‘1 c II 
l(p)=npk 




Note also that cck’ = 0 if k > -n > 0 or if k = 0 and n < 0, since 
no partition with [distinct parts all less than k, or with - 1 parts. 
there is 
By way of example, let +r.s consider the extreme cases. If k = -n > 0, then 
we must have k - 1 distinct parts less than k. There is only one way to do 
this; we must use the partition consisting of the integers from 1 through 
k - 1. Thus, c’“; = - l/(k - 1 )!. 
Conversely, for k = 1 and n < 0, we sum over partitions with no parts. 
The trivial partition is the only such partition, so cl’) = - 1. 
For k = 2, the harmonic numbers of negative degree are, except for sign, 
the partial sums of the harmonic series 
c(2) = -1 L . . --. 1 -n 2 n-l 
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Again, as happened for harmonic numbers of nonnegative degree, larger 
values of k give generalizations of the harmonic series. For example, 
(14) 
Some useful equivalent formulations of Proposition 3.3.10 follow: 
COROLLARY 3.3.11. Let k be a nonnegative integer, and let n be a 
positive integer. Then 
Proof. Add the part n to every partition ,u being summed over in 
Proposition 3.3.10. 1 
COROLLARY 3.3.12. Let k be a nonnegative integer, and let n be a 
positive integer. Then 
C(k) = - -” c 
sr [l,Z....,n- I] 
I.SI=k-I 
where the sums range over sets S. 
Proof These identities can be obtained from Proposition 3.3.10 and 
Corollary 3.3.11 by summing over the set of parts of p instead of p itself. 1 
COROLLARY 3.3.13. For all nonnegative integers k, and all positive 
integers n, 
C(k) = -n --n C 
P-” 
(Gpl) ( fi mj(r,!)p’. 
j=l 
IWl=k 
where the sum ranges over partitions p of the number n into exactly k parts, 
and m,(p) denote the number of times i occurs as part of p. 
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Proof. is(n, k)J is the number of permutations of n letters with k cycles. 
The number of permutations of cycle type p is n! z; ‘, where zP = 
ni> 1 i”‘mj! and mj is the number of parts of p equal to i. 1 
Recall that for )I nonnegative, lim, _ ,%, cl,“‘= n. We now have, by 
contrast. 







Proof 1. It will suffice to prove Eq. (15), since c$’ = 0 if k = 0 or if 
k > -n. Let us expand the left-hand side of Eq. (15) as 
--n 




= -(-n-l,,;, I{rcEK.:rrhaskcycles}/ 
= _ t-n)! 
(-n-l)! 
= n. 
Proof 2. It will suffice to verify Eq. (16). Expand (v),, as 
(Y), = c 
( - 1 )k C(k;.Xk 
kbO knl! ’ 
and evaluate at y = - 1: 
(-l)nn!= 1 (-l)“-‘(n-l)!c.yt, 
k20 
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4. LOGARITHMIC POWER SERIES 
4.1. The formal Logarithm 
Our objective is to define a generalization of the ring of formal power 
series which includes a series of powers of the logarithm function log x. 
DEFINITION 4.1.1. Let K be a field of characteristic zero, and let 
K[x, x-- ‘1 denote the field of Laurent series with finitely many terms over 
the field K. In other words, 
K[x, xP’1 = {x”p(x): p(x) E K[x] and n E Z} 
= i a,x’:j,kEZ, j<k,andforj6i<k,aiEK 
i i-j I 
Note that K[x, xP ‘1 is a K-algebra. 
If p(x) = C:= j aixi #O, then the degree of p(x) is defined to be 
deg(p(x)) = max{ i: ai ZO}. We set deg(0) = - co. 
The derivative D is the operator on K[x, x-‘1 acting in the usual way; 
D $ six’ = i ia,x”. 
r=j I = j  
The operator D is a derivation. 
We adjoin a logarithm to the algebra K[x, x-l], which will behave as 
expected under differentiation. To this end, adjoin the formal element log x 
to the algebra K[x, x-‘1. In other words, let K[x, x-l, logx] be the 
algebra of polynomials in the “variable” log x, whose coefficients are 
Laurent series from the field K[x, x-l]. 
The derivative operator D is extended to K[x, x-‘, log x] by setting 
D log x = x ~ ‘. There is a unique such derivation, which we again denote 
by D. The derivative is the linear operator defined on K[x, x ~ ‘, log x] by 
D(x”(log x)‘) = nx”- ‘(log x)‘+ tx”- ‘(log x)‘~‘. (17) 
Our objective is to complete the algebra K[x, x-‘, log x] in a natural 
“local” topology. To this end, we will begin by defining another basis of 
this algebra. 
4.2. The Harmonic Logarithms 
As demonstrated by Eq. (17), the action of the derivative on the basis 
x”(log x)’ of the K-algebra K[x, x-l, log x] is quite unwieldy. Remarkably, 
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another basis of this algebra can be found which behaves much like the 
powers xn do in the algebra of polynomials, at least as far as differentiation 
goes. To motivate the definition that follows, we anticipate the fact 
(Corollary 4.3.10) that the harmonic logarithms will turn out to be equal to 
Lnl! D -“(log x)‘. 
DEFINITION 4.2.1 (Harmonic Logarithm). If t is a nonnegative integer 
and n is an integer, we define the harmonic logarithm j.!*)(x) of degree n and 
order t to be the element of K[x, .Y ‘, log x] defined by 
j”;‘(x) = .y 2 (- l)k (t)x cLk’(log .x)‘~~k. 
k=O 
Note that for n negative, njp’(x) = 0. 
THEOREM 4.2.2 (Alternate Definition of Harmonic Logarithm). For all 
integers n and nonnegative integers t, 
ii’(x) = x”Lnl! (.uD)),, (log x)‘. 
Proof Note that the operator xD acts on powers of log-u just as the 
derivative D acts on powers of x: 
xD(log x) = t(log x)‘- ‘. 
TABLE 4.1 
Harmonic Logarithms 
of Order Zero 
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TABLE 4.2 
Harmonic Logarithms of Order One 
: : 
k;“(x)=x” ( ,ogx-,-fp -A > 
*~l~(x~~~2(log.~-l-~) 
i,\“(x)=x(log.~- 1) 













(logx)2-(2+2 logx+2+~ l+z ‘> ‘( 91 
A.\yx) = x[(log x)2 - 2 log x + 21 
l$)(x) = (log x)2 
I’z’,(x)=2x-‘Iogx 
I’z~(x)=2x~*[logx- 11 
A?\(x) = 2x-3 [ ‘I log(x) - 1 -j : : 
ny;(*) = 2x-” 
[ 
log(x)- 1 -f- . . . -A 1 : : 
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Thus, 
q)(x) = xy” 1 (- 1)” (fh c;k’(log x)fPk 
k30 
= x”Lnl! c s( -n, k)( t)k (log x)‘- k 
ka0 
= x”Lnl! 1 s( -n, ~)(xD)~ (log x)’ 
k>O 
= x”Lnl! (xD)p, (log x)‘. 1 
PROPOSITION 4.2.3. The set of nonzero harmonic logarithms A!,“(x) is a 
basis for K[x, x-l, log x]. 
Proof. When n is an integer, and t is a nonnegative integer, set 
L”‘(X) = 
q’(x) for n 3 0, and 
n 
i (l/(t+ l))ny+“(X) for n<O. 
It will suffice to prove that the linear transformation that maps x”(logx)’ 
to L!‘(x) is unitriangular in the basis of monomials x”(log x)‘. In other 
words, we must show that the coefficient of x”(log x)’ in LA(x) is zero for 
s > t, and one for s = t, since L;)(x) is homogeneous in x of degree n. 
1. Assume n 2 0. Clearly, for s > t, the coefficient is zero. For s = t, 
coefficient is ( - 1)’ O! (i)clp) = 1. 
2. Assume n<O. As above, we are done for s>t+l. For s=t+l, 
the desired coefficient is - ( l/(t + l))(t + 1 ). clp’. However, clp) = 0, so the 
coefficient is zero as desired. Finally, for s = r, we have (t + 1 ), cl’)/( t + 1 ), 
which equals unity. 1 
COROLLARY 4.2.4. Eoery p(x) E K[x, .x- ‘, log x] can be uniquely written 
as a finite sum of the form 
(18) 
Let p(x) E K[x, .x-l, log x], and let the coefficients b:) be as in Eq. ( 18). 
If bc) # 0 implies that t = to, then p(x) is said to be homogeneous of 
order to. 
Let L(l) denote the subspace of K[x, x-‘, log x] consisting of those 
elements which are homogeneous of order t. Thus, K[x, x-i, log x] is the 
direct sum of the subspaces L(‘). 
For any nonzero logarithmic series p(x) E K[x, x-‘, log(x)], we define 
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the degree of p(x) to be deg(p(x)) = max{n: bi’# 0 for some t}, where the 
constants bt’ are given by Eq. (18). By convention, deg(0) = -co. 
4.3. The Logarithmic Algebra 
We define a topology on L(‘) as follows: A sequence (p,,(~))~>~ in L(‘) is 
Cauchy if for every integer d, there is an integer N, such that for any 
n, m z N, the difference pN(x) - p,(x) is of degree at most d. 
In other words, 
PROPOSITION 4.3.1. A sequence (p,(x)),,,, in L”) is Cauchy if and 
only if 
1. The degree of p,,(x) is bounded above, and 
2. The coefficients b,, of p,(x) = Ck $ n bnk%f’(x) are eventually 
constant for all fixed k as n goes to infinity. 
Proof (If) Suppose deg(p,(x)) 6 d for all n, and that for k < d, b,, is 
constant for n 2 Nk. Now, for any k, let N = 0 if k > d and otherwise let 
N = maxi N,: k < j < d}. Now, any difference pN(x) - p,(x) for n 2 N will 
be of degree at most k so (P(~))~,~ is Cauchy. 
(Only If) If the degree’of p,,(x) is not bounded above, then the 
difference pn+ i(x) - p,(x) will have arbitrarily high degree, so the 
sequence will not be Cauchy. If bnk is not eventually constant, then it varies 
frequently, and thus the difference p,+,(x) - p,(x) will frequently have 
degree at least k. m 
DEFINITION 4.3.2. Y(‘) is defined to be the completion of L”’ in this 
topology. Its elements are said to be homogeneous logarithmic series of 
order t. 
PROPOSITION 4.3.3. An element p”‘(x) of Y(‘) can be uniquely expressed 
as the following convergent infinite sum 
p’?‘(x) = C b,,Q’(x). 
n<d 
Proof p”‘(x) is the limit of some Cauchy sequence (P~)(x)),~~. Let d 
be an upper bound on the degree of p!)(x). Without loss of generality, we 
may assume that deg(p$, (x) - p:)(x)) d d - n. Thus, b, is the coefficient 
of J!)(X) in the expression p$I.(x). 1 
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DEFINITION 4.3.4 (Logarithmic Algebra). The logarithmic algebra Y is 
the (algebraic) direct sum 
Members of Y will be called formal power series of logarithmic type, or 
simply logarithmic series; they are finite sums of elements of ~2’~” as t 
ranges over the nonnegative integers. 
In other words, every formal series of logarithmic type p(.u) is a con- 
vergent sum-in the topology just defined-of the form 
p(x) = p’O’(x) + p”‘(X) + p’*‘(s) + “. +p’“‘(x), 
where 
and for t positive, 
Thus, a formal power series of logarithmic type is a finite sum of 
homogeneous series p”‘(x). 
Logarithmic series of order zero are ordinary polynomials, that is, 
9’) = K[x]. Although 9’) is a subalgebra of Y none of the other sub- 
spaces Yp(‘) are closed under multiplication. 
The positive logarithmic subspace 2” + ) is the direct sum 
2’ + ’ = @ 9”). 
I>0 
Note that 2” + ’ is not closed under multiplication, since 
I(]‘( u) l”‘(x) = log x - 1 .I ’ ” I 
= lb”(X) - qj0’(x) 
f$U”‘. 
The algebra d;p of formal power series of logarithmic type is a 
generalization of the algebra of polynomials, and it is our objective to 
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extend to this algebra various properties of the algebra of formal power 
series. Such extensions will be informally called “logarithmic extensions.” 
We begin by establishing a fundamental property: 
THEOREM 4.35 The logarithmic algebra, 9, is a topological algebra. 
Proof. It will suffice to show that multiplication is continuous. Suppose 
(P,(x)),,, converges to p(x) and (qn(x)),gO converges to q(x). Without 
loss of generality, we may assume that p,,(x) - p(x) and q,,(x) - q(x) are of 
degree -n. Let a be the maximum degree attained by q,,(x). The integer a 
is well defined, since (q,Jx)), 20 converges. Let b be the degree of p(x). 
Thus, the product (p,(x)- p(x)) qn( ) x is of degree at most a-n, and 
p(x)(q,(x) - q(x)) is of degree b-n. Hence, p,(x) q,Jx) - p(x) q(x) is of 
degree at most a + b - n which is eventually arbitrary small. Thus, 
(P,(X) qn(x)),20 converges to p(x) q(x). 1 
We note for further use the following: 
PROPOSITION 4.3.6. For each nonnegative integer t, (log x)’ = At’(x). 
Proof: Immediate from Definition 4.2.1. 1 
The following theorem is used to justify applying the results of this paper 
to problems involving the complex or real numbers. 
THEOREM 4.3.7. Let S be an open subset of the complex plane for which 
{ 1~1: z E Sj is unbounded. Suppose (p,(x)),>,, is a sequence of formal 
logarithmic series which converges to a formal series p(x) which represents a 
function from S to the complex numbers. Then the sequence (p,(x)),,, is 
asymptotic to p(x) as 1x1 goes to infinity within S. 
ProoJ: Now, for n 2 0, 
as 1x1 + co, so 
Similarly, for n < 0, 
m= co(x”(log x)‘) 
A;: ,(x) qxn+ l(log x)‘) 
. B=, 
,.kt-k AC! ,(x) . 
A”‘(X) 
,.xpm 2;; 1 (x) 
. --=o. 1 
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The following result is fundamental. It shows that the harmonic 
logarithms behave under differentiation like ordinary powers, provided the 
ordinary factorial n! is replaced by the Roman factorial: 
THEOREM 4.3.8. Let n be an integer, and t be a nonnegative integer. Then 
DA!,‘!, ,(x) = Ln + 11 At’(x). 
More general@, for any nonnegative integer i, 
(19) 
We have three proofs. 
Proof 1. We have 
DA;1 ,(x) = i (- l)k (t)k c(l;), Dx”+ ‘(log x)‘Pk 
k=O 
By Theorem 3.3.4, (n+ l)cLki, -cjli;,‘)= Ln+ 11~~~‘. hence the con- 
clusion. 1 
Proof 2. We have 
DI$(x)=Dxn+’ Ln + ll! (xD)),- I (log x)l 
=Ln+ ll! (n+ l)x”(xD)~.~, 
+Ln+ll!x’+’ D(xD)L,- 1 (logx)’ 
= Ln + 1 l! x”(n + 1 + xD)(xD) -n-, (log x)’ 
= Ln + 11 Lnl! x”(xD)), (log x)’ 
=Ln+lli,~‘(x). 1 
Recall that AIpl(x) = 0 for n negative. 
The third proof will be deferred until after Proposition 53.2. 
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PROPOSITION 4.3.9. The restriction of the derivative operator D to 2” + ) 
is a bijection. 
Proof For t > 0, define a continuous linear operator by 
qqx)HLn+ 11-i A!!,(x) 
for all integers n. It is clear this is the inverse of D. fl 
On 2” + ), we write D-’ to denote the inverse of D. Equation (19) is 
therefore valid for all integers i and n when t is a positive integer. In par- 
ticular, we have the following simple formula for the harmonic logarithms: 
COROLLARY 4.3.10. Let t be a positive integer, and n be an arbitrary 
integer. Then 
it’(x) = Lnl! D-” (log x)‘. 
Finally, here is a result which has been previously alluded to. 
COROLLARY 4.3.11. For all positive integers t, the subspace 2’(‘) is the 
minimal closed invariant subspace of Yp(+ ) under the action of D and D - ’ 
which contains (log x)‘. 
ProoJ Proposition 4.3.6 and Theorem 4.3.8. 1 
5. SHIFT-INVARIANT OPERATORS 
5.1. The Operator Topology 
It is a classical result that the algebra of formal differential operators 
c n>O a, D” acts on the vector space 2’ (‘) of polynomials. In view of the 
fact that the derivative operator is invertible in 2’(‘) for t positive 
(Proposition 4.3.9), we can define on dp ’ + ) the action of a more general 
class of differential operators, namely, Laurent series in the derivative. To 
this end, we begin by defining a topology on the ring of continuous linear 
operators acting on formal power series of logarithmic type. 
Let .A! be a closed subspace of S?. We say that a sequence (e,), .o of 
continuous linear operators of A into itself converges in the operator 
topology on A! when for every p(x) E .A’ the sequence (Q, p(x)), 20 
converges, 
PROPOSITION 5.1.1. Let A = Y, 2f( + ), or O(;p(“. Then the set of con- 
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tinuous linear operators in the operator topology of A’ is a complete 
topological K-algebra whose operations are given by 
(04) P(.K) = &#P(X)) 
(4 P(X) = a(Qp(x)) 
(0 + 4, P(X) = (OP(.X)) + (#P(.U)). 
Proof Let (~,),,. and (QnLzo be convergent sequences of continuous 
linear operators on JL!. Thus, for any p(x) E -.4’, the sequences 
(@?I PfX)),,, and (d,P(X)),,.o 
are Cauchy. In particular, 
(Qndk P(.X)),,, 
is Cauchy for any k 3 0, and since 0, is continuous, 
is also Cauchy for any k 2 0. Hence, 
is Cauchy, and 
converges. 
(( 19, + 4,) p(x)), b 0 converges since JZ is a topological space. Hence, 
(8, + b,), a o converges. 
The ring is complete since @(p(x)) = lim,,, % e,p(x) is the limit of a 
Cauchy sequence (0,), >,,. 1 
We list below some notable operators: 
1. (Derivative) The derivative operator D is defined on all of 9. 
2. (Antiderivative) The inverse of the derivative operator-denoted 
by D ~ ‘-is defined on 9” + ‘, but not on 9”‘. 
3. (Shift Operator) For any field element aE K, the shift operator, 
E”: 9’ + 9, is the unique continuous algebra isomorphism such that 
and 
E”x = x + a, 
E”logx=logx+ c (-l)J+‘j$. 
j>O 
Denote E’ by E. 
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4. (Elementary Shift-Invariant Operator) For any pair of non- 
negative integers s and t, the elementary shift-invariant operator from t 
to s-denoted E,,-is the (continuous) K-linear map on the logarithmic 
algebra defined by 
E,,iJy(x) = 
Q’(x) if t=u,and 
0 if t # U, 
where S, t, and u are nonnegative integers, and n is an integer (nonnegative 
if 24 = 0). 
5. (Projection Map) E,,-projr is the projection map Y + Ycr). In 
other words, for nonnegative integers s and t, and integers n, 
proj,(Ac)(x)) = 
i 
n;‘(x) if s=t 
o 
if s # t. 
These projections commute with D. Note, however, that not all con- 
tinuous, linear projections which commute with D are expressible in terms 
of these projections. 
A subspace JH of 9 will be said to be shift-invariant if it is invariant 
under the shift operator E” for all a E K. An operator 9 on a shift-invariant 
subspace JZ will be said to be shift-invariant when E”8 = 8E” for all a E K. 
For example, all the operators listed above will be shown to be shift- 
invariant. 
A continuous linear operator 8 on 9’ or 9’+ ) is said to be a regular 
operator if it commutes with every elementary shift-invariant operator E,, 
(except possibly when t = 0), that is, such that 
for t # 0. For example, D, D - ‘, and E” are regular operators. 
A regular shift-invariant operator on 9’( + ’ will be called a Laurent 
operator. The set of Laurent operators will be denoted by r, and the set of 
differential operators by r’ + ). 
Clearly every differential operator restricts to a Laurent operator. 
This notation is not as counterintuitive as it may seem; we will show that 
r’ + ) is generated by the nonnegative powers of D whereas r is generated 
by all powers of D. That is the meaning of the ( + ) in the symbol r(+‘. 
PROPOSITION 5.1.2. 1. The set of Laurent operators r is a complete 
topological ring in the operator topology of Y(+‘. 
2. The set of differential operators r ( + ) is a complete topological ring 
in the operator topology of 9. 
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ProoJ r and r (+ ) clearly are K-algebras, so it will sufftce to show that 
the limit of any Cauchy sequence of Laurent (resp. differential) operators is 
again a Laurent (resp. differential) operator. 
Let to,),,, be such a Cauchy sequence, and let 0 be its limit. Now, 
= E” lim 6,p(x) 
n + x 
since E” is a continuous operator. This in turn equals E”Bp(x), so 8 is shift- 
invariant. Mutatis mutandis, we have E,,6 = OE,,, so 8 is regular. 1 
Our objective is to obtain structural characterizations of Laurent and 
differential operators. 
We shall write infinite series 
of operators, which are understood to denote the limits of their partial 
sums. 
5.2. Taylor’s Formula 
We shall derive analogs of Taylor’s formula in the Logarithmic algebra 
Y. We begin by giving the following alternate definition of the shift 
operator: 
PROPOSITION 5.2.1. For each field element a E K, we have 
E”= C nkDLe”D. 
k20 k !  
Proof: For each field element a E K, define 
T“= 1 akDk, 
k20 k !  
(20) 
We wish to show that T” = E”. Since 9 is the completion of K[x, x ~ ‘, log x], 
607:75, , -4 
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it will suffice to show that T” is an algebra homomorphism, and agrees 
with E” on x, and log(x). Now, 
T”.u= c g Dkx 










=bgx+ 1 kXk 5 
k>O 
so by definition, 
T” log x = E” log x. 
Hence, E” and T” agree on x and log x. 
To show T” is an algebra homomorphism, choose a pair of formal 
power series of logarithmic type p(x), q(x) E Y. Then 
= i.;. G P’p(x)W’q(x)) 
= (T%x))(T%(x)). I
Thus, E”Eb = E” + b. 
The Binomial Theorem is a trivial consequence of Proposition 5.2.1 
relative to the harmonic logarithms of order zero-the powers of x. 
Whereas, by considering the harmonic logarithms of order one and non- 
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negative degree, $“(,Y) with n 30, we obtain the following identity for 
harmonic logarithms: 
(1 +a)” lo&l +a)- *-;- ‘.. -; 
( 1 
and therefore: 
(1 +a)“log(l +a) 
=((l +a)“- l)cL’)- 
n- - I  n 
4 
a”~‘cj”S c ; a’ 
r=O z ,>?l 11 
=((l +a)"-1) 1+;+ ..'+A ( 1 ( -nna I+;+ ,.. +-& ) 
-0 ( 
..'+. 
u2 1+;+ . ..+ -L)- . . . -;(;)an-2Lnatl-l 
['"l]+a~+2,J2]+ . . . . 
5.3. Complex or Real Ana@sis 
Proposition 5.2.1 can be summarized as stating that 
Ey‘(x) = euDf(s) =.f(.u + a) 
for all logarithmic series f(x) E Y. Note that this identity is tautological, 
since we cannot “evaluate” the variable X. However, in the case of complex 
numbers, we can, and we have: 
PROPOSITION 5.3.1. Suppose the following: 
l The base field K is the field of complex numbers. 
l f(x) is a formal power series of logarithmic type: 
f(x) = 1 a;‘q’(x). 
n. f 
(21) 
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l When A:)(x) is considered as a function as opposed to as a formal 
expression, we have the following convergence within an open disk in the 
complex plane (centered at say) a and with radius b): The summation in 
Eq. (21) when summed in some order converges to a function Y(X). 
l r(x) is anaIytic in the open disk centered at a with radius b. 
l E is a complex number with (E( <b. 
Then the formal series g(x) = E”f( x converges (within a neighborhood of a) ) 
to the function g(x) =7(x + E) regardless of the order of summation. 
Proof: We observe 
E:f(x)l r== = eEDT(x) 
k 
=k~o;D”AL 
which converges by assumption. 1 
For example, x”(log x)’ and AC)(x) and finite linear combinations thereof 
satisfy the conditions of the above proposition since they are analytic in the 
punctured plane. 
Now, we have the following identity in the complex numbers where T(z) 
denotes the Gamma function: 
PROPOSITION 5.3.2 (Knuth). 1. For any integer n and nonnegative integer 
k, ( - 1 )“cp’ is the coefficient of zk in the expansion of 
Lnl! F(z + 1) 
F(z+n+ 1) ’ 
2. For any integer n, 
Lnl!xnCZUz+ I)= c ngltn)<. 
F(z+n+ 1) I>0 t !  
Proof (1) The coefficient of zk is by definition 
which in turn is by Definition 3.3.3 equal to (- l)k cF’. 
(2) Apply part 1 to Definition 4.2.1. 1 
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This gives us our third proof of Theorem 4.3.8. 
Proof 3 of Theorem 4.3.8. We have 
C Di~)(x)~= D 
Lnl! I “+=r(z+ 1) 





5.4. Characterization of Various Classes of Operators 
5.4.1. Laurent Operators 
Every Laurent operator 6 maps Y “I into itself for every positive integer 
t. We denote by 8 its restriction to Yp(‘), by an abuse of notation, and we 
say that 8 is a Laurent operator of 9”) into itself. 
THEOREM 5.4.1. 0 is a Laurent operator on the positive logarithmic 
algebra 2” + ’ if and only if there exists a convergent series 
Q = 1 ak Dk, 
k>d 
where ak E K, and d is an integer. 
If a, # 0, we say that 0 is a Laurent operator of degree d. 
Proof: Let G be the set of operators expressed by such a convergent 
series. 
(G E r) E” E G by Proposition 5.2.1. Also, G is clearly commutative, 
so its members are shift-invariant. Finally, D is regular. Hence, all members 
of G are regular. 
(Ts G) Let 8 be a Laurent operator. By regularity, 8 is determined 
by its action on the harmonic logarithms of order t for any particular 
positive t: 
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Notice that since deg(Ol~‘(s)) is finite, we have, for sufficiently small m, 
e nm = 0. Next, 






Equating coefficients of a”A~‘(x) we obtain 
l~]e”~~,~=lm:k]e”,~+~ forall n,m,andk. 
In particular, setting m = n, we find that 
n+k 
e 0.k = 1 1 k en+k.k. 
Hence, 6 is determined by the sequence (eO.k)kt z, and therefore equals the 
operator 
c- ewo D". ..zLnl! 
Note that e,,, is zero for sufliciently small n. m 
In view of the preceding theorem, we see that the K-algebra of Laurent 
operators is isomorphic to the ring of formal Laurent series in the 
“variable” D. This isomorphism is easily seen to be an isomorphism of 
topological K-algebras. In particular, every Laurent operator on 9 + ’ is 
invertible. Hence, every differential equation of the form 
f(D) P(X) = d-x)> 
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where for is a Laurent operator and q(x)E Y(+‘, has a unique 
solution p(x) in Y’+ ‘. 
54.2. Differential operators 
In analogy with the preceding result for Laurent operators, we obtain 
the following structure theorem for differential operators: 
COROLLARY 5.4.2. 0 is a differential operator on the logarithmic algebra 
Y tf and only if there exists a convergent series such that 
where ak E K. 
8 = c ak D”, 
k>O 
Proof Let G ( + ) be the set of such convergent series. 
The set of shift-invariant operators on the algebra of polynomials Ptor is 
well known to be G’ + ), so G’ + ) - = P + ) Conversely, by the above theorem . 
G’ + ) contains all those elements of I- which are well defined on 2”“. 1 
Thus, r’+ ’ is naturally isomorphic to the ring of formal power series 
over K. As opposed to Laurent operators, a differential operator is inver- 
tible in r’+ ’ if and only if it is of degree 0. 
Furthermore, r’ + ) can be characterized as the set of Laurent operators 
of nonnegative degree. 
5.4.3. Shift-Invariant Operators 
The rings of shift-invariant operators on 2’ and 2” + ’ are structured as 
follows: 
PROPOSITION 5.4.3. 1. The ring of shaft-invariant continuous linear 
operators on the positive logarithmic subspace LL’( + ’ is the closure, in the 
operator topology, of the span of the operators D”E,,, where n is an integer 
and s and t are positive integers. 
2. The ring of shift-invariant continuous linear operators on the 
logarithmic algebra Y is the closure, in the operator topology, of the span of 
the operators D”E,,, where either n is an integer and s and t are positive 
integers, or n and s are nonnegative integers and t = 0. 
Proof Let 9 and go be the two closures defined above, and let .4! and 
go be the two rings defined above. 
(9 c B and g0 c 9&) Elementary shift-invariant operators commute 
with the derivative. Thus, they commute with all Laurent and differential 
operators. Hence, they are in fact shift-invariant. 
Observe that E,,D” is continuous, linear, and shift-invariant when n is an 
integer and s, t are positive integers, and when n and .F are nonnegative and 
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t is zero. We conclude that every operator in 9 and go is continuous, 
linear, and shift-invariant. 
(9 E 9) Let 8 be a continuous, linear, shift-invariant operator. For 
each pair of positive integers, s, t, define Bst = proj,Oproj,. Obviously, 0 = 
c s,,,O B,,. It will suffice to show that for all positive integers s and t, there 
is a Laurent operator f,,(D) E r such that 8,, = f(D)E,,. 
However, E,,YO,, is a continuous, linear, shift-invariant operator on P’). 
Thus, E,,O,y, = f(D)E,, for some Laurent operator f(D). Hence, B,, = 
E,,/(D) E,, = f(D) E,, as desired. 
(go E gO) Similarly, it will suffice to show that 8, (as defined above) 
is equal to zero for s positive. Assume not towards contradiction. By the 
reasoning above, 8, = f(D)Efi for some nonzero differential operator 
f(D). Let g(D) be the inverse of f(D). Since g(D) is a shift-invariant 
operator, the product g(D)8 is also shift-invariant. Hence, without loss of 
generality, 8, = E,. We calculate that E,El = Es, 1 = (log x)‘. However, 
we also know that EE,7, 1 = E(log x).’ = (E(log x))‘, but log x # E log x. 
Contradiction. 1 
5.5. The Augmentation 
DEFINITION 5.5.1 (Augmentation). For s a nonnegative integer, we 
define the augmentation of order s to be the continuous linear functional 
( )s: 9 -+ K such that (L!,‘)(x)), = 6,, 6, O. We define the total augmen- 
tation to be the continuous linear functional ( ): $P + K such that 
(n;)(x)) = 6,o. 
Thus, the total augmentation is the sum of the augmentations of the 
various orders. 
When ( )0 is restricted to 9 (O) the augmentation reduces the ,
evaluation of a polynomial at x = 0. That is, (p(x)), = p(O) for 
p(x) E LZP’O’. 
An augmentation of positive order can be viewed as a generalization of 
evaluation at x = 0; it is closely related to the residue of complex variable 
theory. (Recall that the residue of a Laurent series is its coefficient of x-‘.) 
For instance, for p(x) E 9(i), 
(P(x)>~ = ResP&)). 
In general, for t positive and p(x) E Y”), 
(P(X)>, =~Res(D(xDJtdlp(x)). (22) 
Note that Eq. (22) also holds for p(x) E 0 t-O 9”‘. 
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We derive formulae relating the augmentation to the derivative. The 
basic identity is: 
PROPOSITION 5.5.2. 1. Given integers m and n, and positive integers s 
and t, 
and 
(D”;l~‘(x)), = Lnl! 6,, S,,, 
(D”Lc)(s)) = Lnl! 6,,. 
2. Given nonnegative integers m and n, 
(D”L~“)(x))o = Lnl! 6,,,. 
More generally, we have: 
PROPOSITION 5.5.3. 1. If-f(D) IS a Laurent operator given by the con- 
vergent sum 
f(D) = c ak Dk, 
and p(x) E 9” + ’ is given by the convergent sum 
p(x) = C c bj,“llt’(x), 
r>o n 
then the augmentation of order t (f(D) p(x)), is given by the finite sum 
<f(D) P(X)>, =CLhl! a,b!$‘. 
k 
2. Similarl-y, 
PROPOSITION 5.5.4. Iff(D) IS a dtfferential operator given by the con- 
vergent sum 
f(D)= 1 akDk, 
ka0 
and the formal power series of logarithmic type p(x) is given by the con- 
vergen t sum 
p(x) = 1 c bj,“A;‘(.u), 
120 n 
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then the augmentation of order t (f(D) p(x)), is given by the finite sum 
<f(D) P(X)>, = c Lkl!akW. 
Some special cases are of interest. The augmentation of the derivative of 
a formal power series of logarithmic type can be described by 
(Dkp(x)), = Lkl! b;‘, where p(x) is as in Proposition 5.5.3 or 55.4. 
Similarly, the augmentation of the action of a differential operator on a 
harmonic logarithm is (f(D) A:)(x)), = Lnl! a,, where t is a positive 
integer, n is an integer, and f(D) = & 5 c ak Dk as in Proposition 5.5.3 or 
5.5.4. 
The augmentation leads us to a version of Taylor’s formula for formal 
power series of logarithmic type: 
THEOREM 5.5.5 (Logarithmic Taylor’s Formula). Let P(X)E 9(‘) for 
some nonnegative integer t. Let d=deg(p(x)). Then we have the following 
expansion in Y(I): 
p(x) = c (Drip(x) )I ] W( q 
” Lnl! ” . ’ 
The series on the right is convergent since (D”p(x)), = 0 for all n > d. 
Proof: By linearity and continuity, it suffices to consider the case 
p(x) = A:)(x). This special case was treated above (Proposition 5.5.2). 1 
Thus, we can see that a formal power series of logarithmic type is deter- 
mined by the augmentations of its derivatives. 
Conversely, a Laurent operator can be recovered from the augmen- 
tations of its action on the harmonic logarithms of a particular order t > 0, 
as the following theorem shows: 
THEOREM 5.5.6 (Expansion Theorem). 1. Let f(D) be a Laurent 
operator, and let t be a positive integer, then we have the convergent series 
f(D)=1 (f(W?(x)>tDn, 
n Lnl! 
2. Similarly, if f(D) is a differential operator, and t is a nonnegative 
integer, then we have the convergent series 
f(D)= 1 
(f(D) V(x)>, D,, 
PI20 
Lnl! ’ 
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The following argument will be used repeatedly in the next two sec- 
tions-often implicitly. 
PROPOSITION 5.57 (Spanning Argument). 1. Let p(x) E Yp( + ‘. If 
(f(D) p(x)), = 0 for all positive integers t and all Laurent operators 
f( D ) E I-, then p(x) = 0. 
2. Let t be a positive integer and f(D) E I be a Laurent operator. If 
(f(D) p(x)), = 0 for all p(.u) E P(‘), then f(D) = 0. 
3. Similarly, for 9”‘. letp(s)EY”‘. Zf (f(D)p(x)), =Ofor all dif- 
ferential operators f(D)Ef(+), thenp(x)=O. 
4. Let t be a nonnegative integer, and f(D) E I’+ ’ be a differential 
operator. I f  for all p(x) E d;p(“, (f(D) p(x)), =O, then f(D)= 0. 
5.6. Graded Sequences 
DEFINITION 5.6.1 (Graded Sequences of Formal Power Series of 
Logarithmic Type). The sequence pal (for t a nonnegative integer and 
n an arbitrary integer) is called a graded sequence of formal power series of 
logarithmic type if the following conditions hold: 
1. For all integers n, and for all nonnegative integers t, p!‘(x) is a 
homogeneous formal power series of logarithmic type of order t. 
2. For n negative, pjp’(.x) = 0. 
3. For n nonnegative, pjp’(x) is a logarithmic series of degree n. In 
other words, pk”)(.x) is a polynomial of degree n. 
4. For t positive, p!,“(x) is of degree n. 
5. (Regularity) For all integers n, positive integers t, and nonnegative 
integers s, E,,pr’(x) = p:‘(x). 
The logarithmic series p’!\(x) is called the residual series of the graded 
sequence p:)(x) (indicated by a box in Table 5.1). 
The principal subsequence of p:‘(x) is the subsequence ( jj,J.u)), t z defined 
by 
Pld-y) = 
PIp’(-xl for n 3 0, and 
P:“b) for n<O. 
58 LOEB AND ROTA 
TABLE 5.1 
A Graded Sequence of Formal Power Series of Logarithmic Type 
0 0 0 do(x) Plb) 82(-r) h(x) ". 
P-3(.x) P-z(x) pcq Pb"(X) PI" P:“(x) p:“(X) “’ 
p?‘:(x) Pf:Lv) P”‘l(X) Pf’(-~ 1 Pm) PW) p\*‘(x) 
pOj(x) p’3:(.Y) p’!;(x) pf’(x) pp’(x) pyyx) p:J’(X) “’ 
For example, L:‘(x) is a graded sequence of formal power series of 
logarithmic type. Its residual series is l/x, and its principal subsequence is 
the sequence of powers of x, (x”)~~ Z. 
The nonzero elements of any graded sequence form a pseudobasis for 9. 
Thus, for any pair of graded sequences p:)(x) and q:)(x), there is a unique 
continuous linear operator 6 such that BP:)(X) = q:)(x). 
The restriction of a graded sequence to any particular t forms a 
pseudobasis for Y(‘). 
THEOREM 5.6.2. Let p:‘(x) be a graded sequence. Then 
1. Every series g(x) E Y can be uniquely written as a finite sum 
g(x) = 1 g%h 
where g”‘(x) E Y(‘). 
2. Each g”‘(x) above can be uniquely represented in the topology of the 
complex numbers as an asymptotic expansion 
g”‘(x) - 1 ar’pt’(x) 
n 
asx+co. 
Proof (1) This was observed in the remarks immediately following 
Definition 4.3.4. 
(2) As mentioned before {p;)(x) # 0} is a pseudobasis for 9 so 
g”‘(x) = C ay)pf’(x) 
n 
for a unique choice of constants a!,“. 
So by Theorem 4.3.7, we are done. 1 
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5.1. Appell Graded Sequences 
By way of introduction to the spirit of the present work, as well as an 
application of the preceding theory, we sketch the logarithmic 
generalization of the notion of an Appell sequence of polynomials, that is, a 
sequence (P,~.~)),,, of polynomials satisfying the identity 
p,(x+a) = 1 ;[- aflPkp,(.x). 
k$O 0 
By Corollary 4.3.11, the action of the derivative operator D on the space Y 
of formal power series of logarithmic type is naturally decomposable as a 
direct sum of the minimal invariant subspaces L&‘(‘). For each positive 
integer t, the subspace Y ‘!’ is the minimal invariant subspace of 2’(+’ 
under the action of the operators D and D--I which contains (log x)‘. It is 
not yet clear, however, that the basis of the spaces 44(‘) provided by the 
harmonic logarithms, J:‘(x), is determined by intrinsic algebraic properties. 
In order to derive the properties that single out the harmonic logarithms as 
the natural basis for T(‘), we are led to a generalization to formal power 
series of logarithmic type of the classical theory of Appell polynomials. 
DEFINITION 5.7.1 (Appell Graded Sequence). A graded sequence p!,“(x) 
is called an Appell graded sequence if for all integers n, for all nonnegative 
integers t, and for all field elements a, the following identity is satisfied: 
(23) 
Note that the sum on the right is a convergent infinite sum when t and a 
are nonzero. 
PROPOSITION 5.7.2. For a graded sequence p:)(x), the following 
statements are equivalent: 
1. p!,“(x) is an Appell graded sequence. 
2. For all integers n and nonnegative integers t, 
Dp(“(x) = Lnl p”’ ,(x). n ” (24) 
3. There is a differential operator T qf degree 0 such that for all 
integers n and nonnegative integers t, 
p;‘(x) = T - ‘n;‘(x). 
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ProoJ: (1 implies 3) Let T be the continuous, linear operator in V 




By Corollary 5.4.2, T is a differential operator of degree 0. Thus, we have 
p;‘(x) = T - ‘l;‘(x). (25) 
(3 implies 2) We have the following series of identities: 
Dp”‘(x) = D T - ‘L”‘(x) n 
= T-‘D&x) 
= Lnl T -‘AFL 1(.x) 
= Lnl pi1 ,(x). 
(2 implies 1) We immediately have 
,yp;yu) = C ff Dkp;‘(x) 
k20 k !  
Note that given an Appell graded sequence p:)(x), its component of order 
zero (~jp)(x)L~~ is an ordinary Appell sequence of polynomials. 
We have the following alternative characterization of Appell graded 
sequences: 
COROLLARY 5.1.3. A graded sequence p!,‘)(x) is an Appell graded 
sequence only if 
(26) 
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Proof: By the symmetry of variables in Eq. (23), we have 
p;“‘(x+a)= f n 11 k-0 k pLO’(a)x” k 
Let the operator T be as in Proposition 5.7.2, and apply it to both sides of 
the equality; we infer that for n nonnegative, 
E“.Y” = (x + a)” = c - (27) 
We are allowed to evaluate pie’(x) at x = a since PIP)(x) is a polynomial. By 
the spanning argument, we have the summation formula: 
E” = c pie’(u) TDk. 
k20 k! 
By the characterization of differential operators (Corollary 5.4.2), 
identity holds in the entire logarithmic algebra 9. We have therefore 
(28) 
this 
PLO’(u) E”p;‘(x) = c - 
k20 k! 
TDkp;‘(x), 
and simplifying we obtain 
p;‘(x + u) = c 
k>O 
Note that in contrast to Eq. (27), the sum on the right in Eq. (26) is in 
general infinite. 
We now deduce an explicit expression for an Appell graded sequence as 
a linear combination of harmonic logarithms. 
PROPOSITION 5.7.4. Let p:)(x) be an Appell graded sequence, then for all 
integers n and nonnegative integers t, 
p!?(x)= c 
k>O 
Proof: Set a=0 in Corollary 5.7.3. 1 
Setting a = 0 in Eq. (28), we obtain 
(29) 
We shall now give some examples of Appell graded sequences. 
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5.7.1. Harmonic Graded Sequence 
First, we remark that the graded sequence of harmonic logarithms is 
characterized among all Appell graded sequences by the fact that 
(A;qx)), = Lnl! 6,,o. 
This is the characterization of the harmonic graded sequence we had 
previously announced. 
5.7.2. Bernoulli Graded Sequence 
Next, we consider the logarithmic extension of Bernoulli polynomials. 
DEFINITION 5.7.5 (Logarithmic Bernoulli Sequence). Define the Bernoulli 
operator J by 
Jp(x) = [-Y+’ p(t) dt 
x 




The Appell graded sequence B:)(x) defined as 
B”‘(x) = J - ‘A”‘(x) n n 
will be called the logarithmic Bernoulli graded sequence. For t = 0, we 
obtain the ordinary Bernoulli polynomials, and the sequence 
BjP)(O) = B, 
is the sequence of Bernoulli numbers. 
The logarithmic Bernoulli graded sequence can be computed by 
Proposition 5.7.4: 
B;‘(x)= C 
kZ0 11 ;: B&Lk(x). 
See Table 5.2. 




For the logarithmic Bernoulli graded sequence, Eq. (29) gives the 
Euler-MacLaurin summation formula. In the present context, it has impor- 
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TABLE 5.2 
Logarithmic Bernoulli Graded Sequence, B!,“(x) 
tant applications. Since DJ = eD - I= d, where A is the classical forward 
difference operator Ap(x) = p(.u + 1) - p(x), the Euler-MacLaurin formula 
can be written as 
I=B,J+B, A+GAD+$AD’+ . . . . 
Applying it to an arbitrary formal power series of logarithmic type p(x) we 
obtain 
p(x) + p(x + 1) + + p(x + n) 
D 
.r+n+ I 
= B, p(t)dt + B,[p(x+n+ 1)-p(x)] 
.Y 1 
+2 [p’(x+n+ 1)-p’(x)] +$ [p”(.u+n+ 1)-p”(x)]+ . . . . 
We stress the fact that this formula is an identity in the logarithmic algebra, 
and not just an asymptotic formula. For example, for p(x) = l/x, we obtain 
‘+ 
1 1 
-+ . +- 
x x+ 1 x + n 
=B,[log(x+n+ l)-log(x)] + B,[(.u+n+ I)-‘-XC’] 
+g [-(x+n+ l)Pz+x~q+$ [2(x+n+ 1)p3-2.up3]+ .“. 
(31) 
Again, this is an identity, and not just an asymptotic expansion. 
607,‘7Sfl-5 
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For another example, let p(x) = log x. We then obtain 
log(x(x + 1). . . (x + n)) 
=B,((x+n+l)log(x+n+l)-xlogx-n-1) 
+B,(log(x+n+ l)-logx)+$ x+;+ * -; 
.C 1 + *... (32) 
This formula gives a version of Stirling’s formula for the factorial which is 
valid over any field of characteristic zero. It can be specialized to give the 
classical formula over the complex numbers, or a generalization of it valid 
over p-adic fields. 
We note that J = d D ~ ‘, and thus for t positive, 
dBjl”(X) = d.I -‘q’(x) 
= DA;)(x) 
= Lnl n;‘,(x). 
Summing, we obtain 
A!)(x) + qyx + 1) + . . + n;‘(x + k) 
=Lnl-’ [B~~,(.U+k+l)-B~:,(x)]. 
For example, 
b&b + 1) . . . (x + k)) = B\“(X + k + 1) - Be,‘)(x). 
Clearly, any similar sum of xk(log x)’ can be evaluated in closed form by 
the logarithmic Bernoulli graded sequence. 
57.3. Hermite Graded Sequence 
Our next example of an Appell graded sequence is the logarithmic 
Hermite graded sequence. 
DEFINITION 5.7.6 (Logarithmic Hermite Graded Sequence). Let the 
Weierstrass operator be W = e D2J2 The logarithmic Hermite graded sequence 
H(‘)(x) is defined as n 
H;)(x) = W -‘A;‘(x). 
For n nonnegative, Hk”)(x) = H,(x) is the usual Hermite polynomial. 
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The logarithmic Hermite graded sequence can be computed via 
Proposition 5.7.4: 
H;‘(x) = c 
k20 
(33) 
(See Table 5.3.) Recall that 
E,,H:‘(x) = H,(x), 
in other words, the “positive” terms of Eq. (33) equal the ordinary Hermite 
polynomials, except that L;)(x) replaces 2’. Thus, we have a logarithmic 
generalization of the Hermite polynomials. All classical properties of 
Hermite polynomials may be extended to the logarithmic Hermite graded 
sequence. For example, we have the explicit expression 
q’(x) = e “*/2],;‘(X) 
so that for n negative 
(34) 
(35) 
The right side is the classical asymptotic expansion of the Hermite series 
HA”(x); in the present context, it is a convergent series, and one term of 
the Hermite graded sequence. We trivially have 
DH;‘(s) = Lnl H;’ ,(x), 
and 
TABLE 5.3 
Logarithmic Hermite Graded Sequence H!,“(x) 
H”;(x) = A’!+) - 6IQx) + 601”‘,(x) - 84OL”‘,(x) - 
H?‘,(I) = MY’, - 2A'L'Jx) + 12E.“)5(.x) - 1201’!‘,(x) - residual Hermite series 
H:‘(x) = Agb(x) + i’f)Jx) - 32’:),(x) + 202(:{(x) + 
Hi”(X) = z/‘(r) - L”‘,(x) + ncl’&x) -41”1&\-) + ” 
H:“(X) = A:“(X) - 21&Q) - l”;(X) + 2i’i)4(x) + ‘. 
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Finally, every logarithmic series p(x) has a unique convergent expansion in 
terms of the logarithic Hermite graded sequence: 
P(-X) = c 
(WD”p(x))r H,‘)(x) 
n.1 Lnl! n . 
6. ROMAN GRADED SEQUENCES 
In this section, we introduce the central concept of this work. It is known 
that the operational calculus of formal differential operators is intimately 
associated with sequences of polynomials of binomial type, that is, with 
sequences of polynomials P,(X) satisfying the binomial identity 
p,(x+a)= i ; Pk(X) Pn ~ k(U). 
k=O 0 
A good many sequences of polynomials occurring in combinatorics and in 
the theory of special functions turn out to be of binomial type. We give 
here the logarithmic generalization of this notion; such graded sequences 
of formal power series of logarithmic type are called Roman graded 
sequences. We will derive live equivalent characterizations of such graded 
sequences. 
We anticipate the fact (Theorem 6.5.4) that the five notions introduced 
below, namely, 
1. Roman graded sequence (Definition 6.1.3 ), 
2. associated graded sequence (Definition 6.2.3), 
3. conjugate graded sequence (Definition 6.4.1), 
4. basic graded sequence (Definition 6.3.1), and 
5. graded sequence of logarithmic binomial type (Definition 6.5.2), 
will be shown to coincide. 
6.1. Roman Graded Sequences 
We begin by deriving a formula for the action of a product of two 
Laurent operators on the harmonic logarithm. 
PROPOSITION 6.1.1. Let f(D) and g(D) be Laurent operators. Then we 
have the following finite sum 
(f(D) g(D) ?,“(x)>~ =; ; <f(D) $Y-~)>, 
11 
X (g(D) l;i,(X)>, 
for t positive. 
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Proof: Let f(D) = &a Cuk Dk, and g(D) = Ckad b, D’. Their product is 
f(D)nlD)=,,E.,(~~ukb,~k)D’. 
Hence, by Theorem 5.5.3, 
(f(D) g(D)Vb)), =Lnl! nfud,, k 
k=r 
n-d LO 
= ,c,. jkl! Ln - kl! 
(Lkl! %)(Ln-kl! h,,m k) 
= (f(D) it’(-u)), (go:‘,),. 1 
Similarly, for differential operators, we have more generally: 
PROPOSITION 6.12. Letf(D ) and g( D) be differentiul operators. Then we 
have the following finite sum 
X (g(D) j-)tr)k(x)), 
for all nonnegative integers t. 
The extension to products of more than two operators follows easily by 
induction. 
We introduce Roman graded sequences by the following definition. It 
will shortly be seen that simpler alternate definitions can be given. 
DEFINITION 6.1.3 (Roman Graded Sequence). Let pi’(x) be a graded 
sequence of formal power series of logarithmic type. The graded sequence is 
a Roman graded sequence if for all integers n and nonnegative integers t, we 
have the following finite sum 
(f(D) g(D) p!3x))z =; I;] <f(D) pif’(-u)>, 
X (g(D) P!?k(X)),~ (36) 
where f(D) and g(D) are Laurent operators if t is positive and are differen- 
tial operators if t is zero. 
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For example, A:)(x) is a Roman graded sequence. 
We next define the evaluation operator, which plays the role of the 
exponential function in the present logarithmic context. 
DEFINITION 6.1.4 (Evaluation Operator). For every a E K, and for every 
integer m, the evaluation operator r,,, is the Laurent operator 
Thus, if s and t are positive integers, and n is an integer, then 
if bothn>mands=t 
otherwise. 
Note that <,,, E P + ) if and only if m is nonnegative. 
We wish to show that a graded sequence is a Roman graded sequence if 
and only if Eq. (36) holds when f(D) and g(D) are evaluation operators. 
The proof depends on the following preliminary 
LEMMA 6.1.5. If p:‘(x) is a graded sequence of formal power series of 
logarithmic type with coefficients given by 
p;‘(X) = c b,kAt’(X), 
kCn 
then Eq. (36) holds for all evaluation operators if and only iffor all integers 
n, i, and j, 
i+j 1 1 b i n,r+j= bkjbn-k,i. (37) 
Proof. Let I, m, and n be integers. Let a and b be field elements, and let 
t be a positive integer. 
On the one hand, 
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since n:‘(x) is a Roman graded sequence. This in turn equals 
(L,,5h.l~L’)(.~))r = 5’ i [;I bnkaJbk-J 
~=m k=j+l 
where i = k - j. On the other hand, 
=,“f:L3( if bkj(~o,m~~“(X))r ,=m > 
X (“fk b.-,,;(~~.,i:“(-~)),j ,=I 
Equating coefftcients of aibi concludes the proof. 1 
As an immediate consequence, we obtain 
PROPOSITION 6.1.6. A graded sequence p:)(x) is a Roman graded 
sequence if and only if Eq. (36) holds whenever f (D) and g(D) are evaluation 
operators. 
Proof By Lemma 6.1.5, it will suffice to show that Eq. (37) implies that 
the graded sequence p!‘(x) is a Roman graded sequence. 
(t positive) By continuity, it will suffice to consider the case 
f(D) = D”, and g(D) = Dd for integers c, d. Let p:)(x) = CkG,, b,,At)(x) as 
before. Now, 
(DcDdp”‘(. )) = Lc + dl! b nr I n.c fd 
by Eq. (37). This in turn equals 
and the conclusion follows. 
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(t = 0) We need only consider the case in which c and d are non- 
negative. Hence, only the evaluation operators of nonnegative order are 
relevant, and the same argument applies. 1 
We note the following consequences of the preceeding arguments: 
PORISM 6.1.7. A graded sequence is a Roman graded sequence if and only 
if Eq. (37) holds for its coefficients. 
6.2. Associated Graded Sequences 
DEFINITION 6.2.1 (Delta Operator). A delta operator is a differential 
operator of degree one. 
We proceed to derive an altogether different characteristic property of 
Roman graded sequences, which uses delta operators. Such differential 
operators may be viewed as playing the role of the derivative-much like 
the forward difference operator d (Definition 8.1.1) acts on the polynomial 
sequence of lower factorials (x), (Definition 3.3.1). 
Observe the important fact that if f(D) is a delta operator, then the 
series of powers of (f(D)"),, z, is a pseudobasis for the K-vector space of 
Laurent operators K That is, for every Laurent operator g(D), there is an 
integer c and a sequence (ak)k aC such that g(D) = CkTc ak f(D)“. 
Similarly, the series of nonnegative powers of f(D), (f(D)“), DO is a 
pseudobasis for r’ + ). 
PROPOSITION 6.2.2. Let f(D) be a delta operator in r. Then there is a 
unique graded sequence of formal power series of logarithmic type, p:‘(x), 
such that 
<f(D)kpj21)(x)), =Lnl! dnk, (38) 
where n and k are integers, and t is a nonnegative integer. 
Proof: Write 
and let f(D)=Cj,l aiD’. Note that a, #O. Let f(D)“=Ciakajk)D’ so 
that @) = (~i)~ # 0. In this notation, Eq. (38) is equivalent to the equation 
j$k Ljl! ajk)b$) = Lnl! 6,,, 
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Hence, the coefficients b$’ can be computed recursively as 
Lnl! 6, - c Lil! ujj’b;J . 
I> I 
The recursion is well defined since b,, Cr’ = 0 for j > n. Finally, notice that 
pj,“(.u) is regular since b, (I) = b”‘, and that deg(pt)(.u)) =n since bvi = n, 
Lnl!/Lnl! a;’ # 0. 1 
DEFINITION 6.2.3 (Associated Graded Sequence). Let f(D) be a delta 
operator. The unique graded sequence mentioned in Proposition 6.2.2 is 
called the associated graded sequence of the delta operator f(D). 
For example, i.!,‘)(s) is the graded sequence associated with the delta 
operator D since 
(DkA;‘(x)), = Lnl! S,,. 
We can now generalize Theorem 55.6 to explicitly determine the coef- 
ficients in the expansion of an arbitrary Laurent operator in terms of the 
powers of a delta operator: 
THEOREM 6.2.4 (Expansion Theorem). Let the graded sequence p:)(x) 
be associated with the delta operator f(D). Then for all Laurent operators 
g(D) and positive integers t, we have the convergent sum 





When t is zero, Eq. (39) holds for all differential operators g(D). 
Proqf: By Definition 5.51 we have 







= (g(D) P:‘(X)),. 
where d= deg(g(D)). The conclusion follows by the spanning 
argument. 1 
Dually, we obtain the explicit form of the expansion of an arbitrary 
formal series of logarithmic type as a linear combination of elements 
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of a Roman graded sequence. This gives a useful generalization of 
Theorem 5.5.5. 
THEOREM 6.2.5 (Logarithmic Taylor’s Theorem). Let p:)(x) be the 
graded sequence associated with the delta operator f(D). Then for every 
formal power series of logarithmic type p(x) we have the convergent sum 




Proof: For all p(x), q(x) E 9, it is clear that 
P(X) = q(x) 
if and only if for all field elements a E K, integers m, and positive integers t, 
<r.,,P(x)), = <5,,q(x)),. 
When we apply the Expansion Theorem where g(D) is set equal to <&, 
we find that 
( 
o,m 
= 1 (&Z,"lp:'(x))tf(D)k 
k>m Lkl! . 
Let d= deg(p(x)). Thus, 
(t.,,p(x))t = i (’ pi”(xh <fP)“p(x))t 
k=m yk,! 








6.3. Basic Graded Sequences 
DEFINITION 6.3.1 (Basic Graded Sequence). Let f(D) be a delta 
operator. A graded sequence of formal power series of logarithmic type 
p;)(x) is called the basic graded sequence for f(D) if 
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1. For all nonnegative t, (Pi’), = 1; 
2. For all n > 0 (and thus all n # 0), and all nonnegative t, 
(P:‘(x)>, = 0; 
3. For all integers n, and nonnegative integers t, f(D) p!‘(x) = 
In1 d," It-y). 
THEOREM 6.3.2. 1. Let p!‘(x) be a logarithmic graded sequence. Such a 
graded sequence is the basic graded sequence for the delta operator f(D) if 
and only if it is the associated graded sequence for the delta operator f(D). 
2. Every delta operator has a unique basic sequence. 
3. Every basic sequence is basic for a unique delta operator. 
Proof: ( 1: If) Properties 1 and 2 of Definition 6.3.1 follow from 
Definition 6.2.3. Property 3 follows from the following series of equalities, 
and the spanning argument: 
(f(Wk (f(D) P%))),= <flDY+' P:‘(-~)), 
= Lnl! 6n,k+l 
=Lnl(Ln- 17 6,- I.k) 
=LnlUW? ~!i~,b)),. 
(1: Only if) By induction we have f(D)” p!)(x) = (Lnl!/Ln - kl!) 
x ~(‘1 k(~). Hence, ” 
<f(D)" P”‘( I), = 
Lnl! 
n x m Pi’k(X) 
I 
=Lnl! 6,-,., 
= Lnl! 6,.,. 
Hence, p!,‘)(x) is the associated graded sequence off(D) by definition. 
(2 and 3) Immediate from 1. u 
The simplest example of a basic graded sequence is the graded sequence 
of harmonic logarithms A!,“(X); it is basic graded sequence for the delta 
operator D. It can be viewed as the natural logarithmic extension of the 
sequence of powers of x. More generally, every sequence of binomial type 
(and every factor sequence) has a natural logarithmic extension into a 
basic graded sequence related to the same delta operator. 
Note that PA’)(X) is a nonzero constant, so that f(D) pr)(x) = 0. 
For t positive, D is invertible on PC’). Hence, we have an unexpected 
bounty worth pointing out explicitly: 
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PROPOSITION 6.3.3. Let p:‘(x) be the associated graded sequence of 
formal power series of logarithmic type of the delta operator f (D). If n and k 
are integers, and t is positive, then 
pj:$x)=+! f(D)-” p;‘(x). 
Less surprisingly, if n, k, and t are nonnegative, then 
p?‘&) = & f CD)& P:‘(X). 
We may now connect the notion of an associated graded sequence with 
that of a Roman graded sequence. 
PROPOSITION 6.3.4. Let p:‘(x) be an associated graded sequence, and let 
f(D) E r be a Laurent operator. Then we have the convergent sum 
f(D) P!,“(X) = f [;I (f(D) P:‘(-x)), PK&) 
for all positive integers t, and also for t = 0 iff (D) is in fact a differential 
operator. 
Proof Suppose p;)(x) is associated with the delta operator g(D). Then 
for all integers j, 
Lnl! 
g(D)’ P:‘(X) = Ln -jl! P!Lj(X) 
Since (g(D)‘: j E Z} is a pseudobasis, we can use continuity and linearity 
to replace g(D)’ by f(D). u 
As a consequence we obtain: 
PROPOSITION 6.3.5. A graded sequence of formal power series of 
logarithmic type is an associated graded sequence if and only if it is a Roman 
graded sequence. 
Thus, every Roman graded sequence is associated with a unique delta 
operator. 
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Proof of Proposition 6.35 (Only if) Suppose pi’(x) is the associated 
graded sequence for the delta operator f(D). Then for all nonnegative 
integers t, and for all integers m and I, and for all integers i and j such that 
m<i<n-1 and 16 jdn-m we have 
<f(DYf(D) P:‘(-u)), = Lnl! &+,.,I 
Let a and b be elements of the field K. If we write r,,, = Ilam a,f( D)i 
and ra, = c,,, b,f(D)’ then 
<L.,LI~jll’(x)), = 1 c a,h,(f(D)‘S(D)‘p~‘(-u)), 
ram /al 
x (f(Wi P?‘(-u)), (f(D)’ P;‘,(.K)), 
<t.,,P:‘(x)), (LlPL-k(X)),. 
Hence, Eq. (36) is satisfied for all evaluation operators. Thus, p!‘(x) is a 
Roman graded sequence. 
(If) Conversely, let pj,fl(.u) be a Roman graded sequence. We define a 
sequence of Laurent operators (fk(D))kG z by the relation 
By the spanning argument, f,(D) is well defined. Now, 
(.f,(D) ~.:‘V-Y)), =O 
for n < k. and 
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hence deg(f,(D)) = k. In particular, fi(D) is a delta operator. Since p:)(x) 
is a Roman graded sequence, we infer that 
n-J n 
<fiP)J;(D) ~Jz”b)), = c k U-i(D) PI”(X)), 
k=i 11 
x (fi(D) ~!z”&)), 
= Lnl! 6n.i+ j
= (L+j(D) P:“(X)),. 
The spanning argument shows that fi(D)fi(D)=fi+,(D). Hence, by 
induction, fi(D) = fi(D)i. Therefore, p:)(x) is the associated graded 
sequence off,(D). 1 
6.4. Conjugate Graded Sequences 
We give yet another characterization of Roman graded sequences based 
on delta operators. 
DEFINITION 6.4.1 (Conjugate Graded Sequence). Let f(D) E r be a 
delta operator. Its conjugate graded sequence q:‘(x) is defined as 
49x) = c 
k<n 
where n is an integer, and t is a nonnegative integer. 
Since f(D) is a delta operator, q:)(x) is indeed a graded sequence of 
formal power series of logarithmic type. 
The canonical example of a conjugate graded sequence is the graded 
sequence of harmonic logarithms; it is the conjugate graded sequence of the 
delta operator D. Indeed, we have 
Q’(x) 
A:‘(x) = 1 (DkA;)(x)), Lkl’. 
k<n 
In the above example, the conjugate graded sequence of a delta operator 
is a Roman graded sequence. This fact is true in general: 
PROPOSITION 6.4.2. A graded sequence of formal power series of 
logarithmic type q!)(x) is a Roman graded sequence if and only if it is the 
conjugate graded sequence of a delta operator. Moreover, in this case, such a 
delta operator is unique. 
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Proof. (If) Let q!:‘(x) be the conjugate graded sequence of the delta 
operator f(D). Now, q@‘(x) = Ck G n b,,Lf)(x) where n 
b,k = (f(Wk V(x) >, 
Lkl! ’ 






since i,!)(x) is a Roman graded sequence. The last expression equals 
L':jlbn,r+j. Hence, Eq. (37) holds. 
(Only if) Conversely, suppose that q?)(x) is a Roman graded 
sequence. Let 
q;‘(x) = c b,, A;‘( x). 
k<n 
For k an integer, define the Laurent operatorf,(D) by (Sk(D) At’(x)), = 
Lkl! bnk. By the spanning argument, this condition defines fk(D). In fact, 
we have 
Since b,., =0 for all n 6 0, but b,,, #O, f,(D) is a delta operator, Now, 
(f,+,(D) E.:)(x)), = Li+ jl! b,,i+, by definition, and that expression 
equals C;l.r; L;l(fi(D) A!$(x)), (f,(D) A:!,(x)), by Eq. (37). This in turn 
equals (f-(D) f;(D) Wx) >, since ;Iy’(.u) is a Roman graded sequence: 
(fi+j(D) %c’(X)),= (h(D) 1;(D) J-i’(X))t. 
We inferfi+j(D)=~fD)fi(D), g a ain by the spanning argument. Thus, by 
induction, f,(D)i = f, (D). Therefore, 
4kYx) = 1 
U-i(D)” J%%) > ’ %P’( u) 
k<n Lkl! ’ ’ 
In other words, q:‘(x) is the conjugate graded sequence of the delta 
operatorf,(D) (and no other). 1 
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6.5. Graded Sequences of Logarithmic Binomial Type 
In view of Propositions 6.4.2 and 6.3.5, we see that a delta operator is 
related to two Roman graded sequences-its associated (or basic) graded 
sequence and its conjugate graded sequence. On the other hand, a Roman 
graded sequence is related to two delta operators-one for which it is the 
associated graded sequence, and one for which it is the conjugate graded 
sequence. To further clarify these relationships, we briefly recall some facts 
about sequences of polynomials of binomial type. 
DEFINITION 6.5.1 (Polynomial Sequence of Binomial Type). A sequence 
of polynomials 
(PA)), > 0 
is of binomial type if each polynomial p,(x) is of degree n, and for all field 
elements a, and all nonnegative integers n, 
pda) P, -AX), 
It is a basic result of the Umbra1 calculus of Roman and Rota that every 
sequence of binomial type is associated with a unique delta operator and 
vice oersa. (p,(x)), r o is the associated sequence of the delta operatorf(D) 
if and only iff(D) p,(x) = np,- ,(x) for positive n, and p,(O) = Bn,O for non- 
negative 12. 
In the present theory, the logarithmic analogs of sequences of binomial 
type are the Roman graded sequences defined above. Again, we begin with 
a new definition equivalent to that of a Roman graded sequence. 
DEFINITION 6.5.2 (Graded Sequence of Logarithmic Binomial 
Type). Let p!)(x) be a graded sequence of formal power series of 
logarithmic type. The graded sequence is of logarithmic binomial type if for 
all integers n, nonnegative integers t, and constants a E K, the following 
identity is satisfied: 
pf’(x + a) = C 
k>,O 
(40) 
For t = 0, we obtain simply the definition of a sequence of polynomials 
of binomial type. For t = 1 and n negative, we obtain the factor sequences 
of The Umbra1 Calculus. Thus, the notion of a Roman graded sequence 
subsumes both the notion of a polynomial sequence of binomial type and 
the notion of a factor sequence. In view of the present theory, the older 
notion of factor sequence can be seen as obsolete. 
We next prove that every graded sequence of logarithmic binomial type 
is a Roman graded sequence, and conversely. 
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THEOREM 6.5.3. A logarithmic graded sequence p!,“(x) is a basic graded 
sequence for some delta operator f (D) if and only zf it is a graded sequence 
of logarithmic binomial type. 
Proof. (Only if) By iteration of Property 3 of basic polynomials 
(Definition 6.3.1) we see that 
Lnl! 
f(D)" Pi:‘= Ln _ k,! P!“,(.u). 
Hence, for k = n, 
<f(D)" PW)) = Lnl! 
whereas for k < n, 
(flWk P!:‘(-x)> =Q 
Thus, we may trivially express p:‘(x) in the form 
P!‘(X) = 1 
P!‘(X) 
- (fWk PL’V.~)),. k<,, Lkl! 
Since any logarithmic graded sequence is a pseudobasis of 9, this 
holds-by linearity and continuity-for all formal power series of 
logarithmic type p(x); that is, we have 
p(x) = 1 pUx) - <f(D)” A-x)>,. k., Lkl! 
In particular, let p(x) = E”pj,‘)(x). Then 
E”p:‘(x) = 1 ,,.‘# (E”f(D)k P:‘(X)), 
P:‘(x) 





=k;n Ln-kl! Lkl! pAo’k(a) 
Thus, p!,‘)(x) is a graded sequence of logarithmic binomial type. 
607:75.1-h 
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(If) By the logarithmic binomial identity, 
pip’(x) = piO’(0) p&O’(x), 
but p&O)(x) E K is merely a constant, so we have 
p&O’(x) = 1. 
For n positive, we have 
0 = pip’(x) - pip’(x) = 1 
k>O 11 
; PiO’(0) PLOJk(X)? 
and pIp)(.x) is a basis for dip”‘, so pi”(O) = 0 for k > 0. Thus, by regularity, 
(Pi”(X)), = ~n.0 
for all integers n, and nonnegative integers t. 
Define a continuous, linear operator Q by the identity 
Qp:‘C-x, = Lnl PC’ ,(x1. 
We must show that Q is a delta operator. Obviously, Q is regular, and it 
lowers the degree of any logarithmic series by one, so it will suffice to show 
that Q is shift-invariant. This we verify by the following string of identities 







Ln-, pjp’ta) it’,- ,tx) 
k>O 
n; ’ 
= Lnl E”pf’ 1(x) 
= E”Qp”‘(x). 1 n 
We summarize the results of the preceding sections in the following 
theorem: 
THEOREM 6.5.4. For any graded sequence of formal power series of 
logarithmic type p:)(x), the following statements are equivalent: 
1. p!‘(x) is a Roman graded sequence (Definition 6.1.3). 
2. p;)(x) is associated with some delta operator (Definition 6.2.3). 
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3. p!‘(x) is the conjugate graded sequence of some delta operator 
(Definition 6.4.1). 
4. p:‘(x) is the basic graded sequence of some delta operator 
(Definition 6.3.1). 
5. p:)(x) is a graded sequence of logarithmic binomial type 
(Definition 6.5.2). 
6. p:)(x) is a graded sequence of forma/ power series of logarithmic 
type whose coefficients 
P:‘(X)= c b,,$“(x) 
k<n 
satisfy Eq. (37). 
Furthermore, in this case p!,‘)(x) is associated with and basic for the same 
delta operator. 
ProoJ Condition 1 is equivalent to Condition 6 by Porism 6.1.7, it is 
equivalent to Condition 3 by Proposition 6.4.2, and it is equivalent to Con- 
dition 2 by Proposition 6.3.5. Next, Condition 2 is equivalent to Con- 
dition 4 by Theorem 6.3.2. Finally, Condition 4 is equivalent to Condition 5 
by Theorem 6.5.3. 1 
We note the following useful identities for Roman graded sequences: 
PROPOSITION 6.5.5. Let pi:)(x) be a Roman graded sequence associated 
with the de&a operator f(D), let t be a positive integer, and let n be an 
integer. Then 
pFL,(x)=Ln+ 11 f(D)p’pt’(x). 
PORISM 6.5.6. Let p:‘(x) be a Roman graded sequence with coefficients 
given by 
p;‘(x) = c b,,,$“(x). 
k < Pi 
Then for any integer n, and for r and t nonnegative integers, we have 
D'&'(x)= c 
k>r 11 
i b,,r! pyl k(.~). 
Proof. Left to reader. 1 
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7. RELATIONS AMONG ROMAN GRADED SEQUENCES 
7.1. Transfer Operators 
We note a consequence of the results of the preceding section that is 
worth pointing out. Let p:)(x) be the associated graded sequence for the 
delta operator f(D). In general, the conjugate graded sequence for the 
operatorf(D) will be some other Roman graded sequence, say q:)(x). This 
graded sequence will be in turn the associated graded sequence for another 
delta operator, say g(D). What is the relationship betweenf(D) and g(D)? 
And between p(‘)(x) and g(D)? 
We shall p&e the remarkable fact that the formal power series f(D) 
and g(D) are inverses to each other in the sense of functional composition, 
and p:)(x) is the conjugate graded sequence for g(D). Actually, the results 
we shall obtain will be more sweeping, and lead to a powerful technique for 
establishing identities among formal power series of logarithmic type. 
DEFINITION 7.1.1 (Composition of Delta Operators). Let S(D) and g(D) 
be delta operators with g(D) = Ck 3, a, Dk. We define the composition g(f) 
to be the delta operator expressed by the following convergent summation 
g(f)= c akf(D)k. 
If g(f) = D =.f(g), then g(D) and f(D) are called compositional inverses, 
and we write g(D) =f’-‘j(D). 
All delta operators have unique compositional inverses. 
We shall occasionally use the boldface p to denote a logarithmic graded 
sequence p;‘(x). Thus, 
DEFINITION 7.1.2 (Umbra1 Composition of Logarithmic Graded Sequen- 
ces). Let p and q be logarithmic graded sequences, and let q:)(x) = 
c. k <” b,,A~)(x). We define the umbra1 composition of the q graded sequence 
with the p graded sequence as the graded sequence defined by the con- 
vergent summation 
4%) = C bn, p!i”(x)~ 
Notice that D is a two-sided identity for the group of delta operators under 
composition, and that the graded sequence of harmonic logarithms is a 
two-sided identity for the semigroup formed by the operation of com- 
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position of Roman graded sequences. We shall show that this semigroup is 
actually a group, and that the two groups are naturally isomorphic. The 
isomorphism is given by the function which associates each delta operator 
with its associated graded sequence. The crucial role in obtaining these 
results is played by the notion of a transfer operator which we proceed to 
define: 
DEFINITION 7.1.3 (Transfer Operator). Let pi)(x) be a Roman graded 
sequence. The transfer operator associated with the graded sequence is the 
continuous linear operator TV: 6p + 2’ defined as 
for n an integer, and t a nonnegative integer. 
If p:‘(x) is the associated graded sequence for the delta operator f(D), 
we will frequently write r, for the transfer operator associated with p!‘(x). 
Notice that transfer operators are regular operators. 
DEFINITION 7.1.4 (Adjoint). If (3 is a continuous linear operator on 9”’ 
for some positive integer t, then the adjoint of 6 is defined to be the linear 
operator adj(0): r+ r such that 
<[4(@f(D)l P(X)), = (f(D) UP>, 
for all formal power series of logarithmic type p(x) E Y”‘, and for all 
Laurent operators f(D) E f. 
If 0 is a continuous, linear operator on SF’), then the adjoint of 8 is 
defined to be the linear operator adj(6): f (+ ) + P + ) such that 
(Cadj(W f(D)1 P(-~))~ = (f(D) QP(-~)), (41) 
for all formal power series of logarithmic type p(x) E 2”“, and for all 
differential operators ,f( D) E r’ + ). 
By the spanning argument, the adjoint is well defined. 
Let 8 be a continuous linear operator on dp or 2” + ’ which maps 2’(” to 
itself. The adjoint of the restriction of 8 to d;p’l’ will be denoted by adj(0)“). 
If 8 is a regular, continuous, linear operator on 9’ + ) or all of 2, the 
adjoint of 0 is the unique operator which coincides with adj(O)(” for t 
positive. 
The adjoint of nonregular operators on 9 or 2” +) can be similarly 
defined; however, we omit the discussion, since it would be an unnecessary 
digression. 
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EXAMPLES. 1. Let f(D) be a Laurent operator. Then 
Cadi(f(D))l(s(D))=f(D) g(D). 
In other words, the adjoint of a Laurent operator f(D) is the operator of 
multiplication by f(D). 
2. We define a regular, continuous, linear operator c as follows (for 
all t>O and all neZ): 
if nf-1,and 
if n=-1. 
We call the operator CJ the standard Roman shift. Note that it is not a shift- 
invariant operator. We have in particular crxn = X” + ’ for n # - 1. Thus, the 
standard Roman shift is a logarithmic generalization of the operator x of 
multiplication by x. The standard Roman shift has as its adjoint the 
operator adj(,)(Dn) = nD”-- ’ for all integers n, since 
(kDk-‘Q’(x)), = Lkl! (1-6,,)6,,+,., = (D%A~‘(x)),. 
The operator adj(cr) is called the Pincherle deriuatioe. 
PROPOSITION 7.15 Zf z is a transfer operator, then its adjoint adj(,) is an 
automorphism of r, and adj(T)(” is an automorphism of r(+ ‘. 
Proof: We will show that adj(,) is an monomorphism and that it acts 
on delta operators. This will imply that adj(T) preserves degree, and thus, 
that adj(7) is an automorphism. 
Let r be associated with the Roman graded sequence p!)(x). 
(Injectivity) Assume that adj(t) f(D)=adj(z) g(D) for some pair of 
Laurent operators f (D) and g(D). Thus, for all p(x) E Y(l), 
<f(Dbp(x)>l = (g(D) ~P(x))I. 
In particular, for all n, 
(f(D) P:“(x)>~ = <g(D) P:“(X)),. 
By the spanning argument, we infer f(D) = g(D). 
(Morphism) By definition, adj(r) is continuous and linear, so we 
need only confirm that adj(,) preserves multiplication. Let n be an integer, 
FORMAL POWER SERIES OF LOGARITHMIC TYPE 85 
and let f(D) and g(D) be Laurent operators c =deg(f(D)), and d= 
deg(g(D)). Then we have 
(adj(T)(f(D) g(D)) T’(x))~ 
= <f(D) 0) $“(-~))1 
= (f(D) 0) P:“(-x)), 
(f(D) tA:“(x))~ (g(D) zA!‘:,(-x)), 
= (Cadi( ~i”(.~))l (Cadj(~) s(D)1 nkl!k(X))I 
= ([adi(z) f(D)lCaW~) s(D)1 $“(-~))1. 
Thus, adj(r)[f(D) g(D)] = (adj(,) f(D))(adj(T) g(D)) by the spanning 
argument. 
(Action on delta operators) Finally, suppose p:)(x) is the associated 
graded sequence for the delta operator f(D), then for all integers n, 
(adi( %‘b(-~))l = (f(D) Pi”), 
=Lnl! 6,., 
and by the spanning argument, adj(,)f(D) = D. The conclusion now 
follows by the Expansion Theorem. 1 
The most important properties of transfer operators are stated in the 
following proposition. 
PROPOSITION 7.1.6. 1. A transfer operator maps Roman graded sequences 
to Roman graded sequences. 
2. If z: p;‘(x)Hq;‘(, ) r IS a continuous linear operator, where the 
p:‘(x) and q:)(x) are the associated graded sequences for the delta operators 
f(D) and g(D), respectively, then adj(r) g(D) = f(D). 
3. The operator T above is a transfer operator. 
Proof: (1) Let z: J?:‘(X) H p!,‘)(.u) be a transfer operator. By 
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Proposition 7.1.5, adj(t) is an isomorphism of r. Let q:)(x) be the 
associated graded sequence for the delta operator g(D). Therefore, 
Hence, rqy’(x) is the associated graded sequence for the delta operator 
adj(,)-‘g(D). 
(2) We have the following sequence of equalities 
<di(7)gP)pYYx)), = (g(D)7&"(~))~ 
= <g(D) d"(x)), 
=Lnl! 6n.I 
= (f(D) P;"(X)),. 
Hence, by the spanning argument, adj(7) g(D) = f(D). 
(3) More generally, for an arbitrary Laurent operator CGk aj g(D)‘, 
we have by Proposition 7.1.5, adj(z) xjGk a, g(D)‘= C ajf(D)j. Specialize 
to the case of C,,p aj D’=f’-l’(D)k to get 
adj(7)(f’P”(g))k = Dk, 
and hence 
((f’-“(g))” t,I3)), = (D%l;)(x)),. 
In other words, tI,~)(x) is associated with the delta operatorf’-l’(g). 1 
The following results illustrate the applications of the preceding 
proposition. 
PROPOSITION 7.1.7. Let pi’(x) and q:)(x) be the associated graded 
sequences of the delta operators g(D) andf(D), respectively. Then the com- 
position g(f) is the delta operator with associated graded sequence q!)(p). 
Proof: If 7: At)(x) H p;)(x) is a transfer operator, then as in the proof 
of part 1 of Proposition 7.1.6, rqf)(x) is the associated graded sequence for 
(adi(t) g(D). However, rqjf)(x) = q!‘(p) by Definition 7.1.1. Moreover, 
part 2 of the same proposition asserts that adj(z) f(D) = D, so 
adi(z D =f(D), and, thus, adj( t ) ~ ’ g( D ) = g(f). The conclusion 
follows. 1 
COROLLARY 7.1.8. The set of Roman graded sequences is closed under 
umbra1 composition. 
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COROLLARY 7.1.9 (Inverses). Let p:‘(x) and q!,“(x) be the Roman graded 
sequences associated with the delta operators f(D) and g(D), respectively. 
Then the following statements are equivalent: 
1. f(g)=D. 
2. g(f)=D. 
3. qY’( p) = ly(x). 
4. p;‘(q) = n;)(x). 
COROLLARY 7.1.10. The associated Roman graded sequence for the delta 
operator f  (D) is the conjugate Roman graded sequence for the delta operator 
f”‘(D). 
Proof Theorem 6.2.5 and Corollary 7.1.9. 1 
1.2. Explicit Formulae .for Roman Graded Sequences 
The following definition extends to all Roman graded sequences the 
notion of the standard Roman shift (Example 2 following Definition 7.1.4): 
DEFINITION 7.2.1 (Roman Shift). If p?‘(x) is a Roman graded sequence, 
the Roman shift relative to p:)(x) is the continuous linear operator 
up: Y + 58 defined by 
(42) 
for all integers n and nonnegative integers t (except n = - 1 and t = 0). 
If p:)(x) is associated with the delta operator f(D), we also write 0,. 
instead of op. When no graded sequence of delta operator has been 
specified, we assume r~ = b,, = cA, that is, that c is the standard Roman 
shift as previously defined. 
We digress to indicate how one can define a symmetric nondegenerate 
bilinear form associated with any Roman graded sequence p!)(x). Consider 
the principal subsequence P,,(X) (Definition 56.1). Define an inner product 
One verifies that relative to this bilinear form, the operator f(D) is adjoint 
to the Roman shift o,-. For example, for the harmonic logarithm one has 
x,(x) =x” for all integers n, and 
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where g is the standard Roman shift, which restricts to the operator x of 
multiplication by x. The principal sequence d,Jx) is the set of eigen- 
functions of the operator clef with eigenvalue n. For example, the 
sequence xn for n an integer is the set of eigenvalues of the operator xD. 
If K is the field of real numbers, the bilinear form is not in general 
definite, since 
(1+xP211+xP2)=0. 
However, if K is the field of complex numbers, then we can define a 
Hermitian form 
(P(X) I q(x)),. = - (P(X) 14(x) >v 
so we have 
((ix)“l(ix)“),. = ((ix)“l(ix)“) 
for n even, and 
for n odd, 
and thus for n negative 
((ix)nl (ix)“), = ’ 
(-n- l)!‘O. 
Extending by linearity, we obtain a Hermitian inner product which is 





for n > 0, and 
for n<O 
is a complete orthogonal sequence in the Hilbert space obtained by com- 
pletion relative to this Hermitian inner product. One can therefore develop 
a spectral theory of the operator xD in this Hilbert space (rather than with 
the smaller one including only positive powers of x, as is done classically). 
End of digression. 
PROPOSITION 7.2.2. 1. A regular, continuous, linear operator 8 defined on 
Y’+ ’ is a Roman shaft tf and only tf adj(%) is a continuous, everywhere 
defined derivation of r, the algebra of Laurent operators, for which 
adj(%f(D)) = 1 for some delta operator f(D). 
2. A regular, continuous, linear operator B defined on the logarithmic 
algebra 9 is a Roman shift tf and only if adj(%) is a continuous, everywhere 
defined, derivation of r(+ ‘, the algebra of differential operators, for which 
adj(%f(D)) = 1 for some delta operator f(D). 
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Proof: (Only if) Let p:)(x) be a Roman graded sequence of formal 
power series of logarithmic type. By Proposition 6.4.2, P:)(X) is associated 
with a delta operator f(D). Now, we have 
(adj(al)f(D)kp~)(x))l = U(Dlk orpL’Yx)), 
=(s,,,-,(f(D)k~jl’:,(.~)), 
= tn + l )Lnl! d,+ ,.k 
= kLnl! 6n.k 1 
= (kf(D)k-l p;l(.x)),. 
Hence, by the spanning argument adj(af) f(D)k = kf(D)kp ‘. Also, 
adj(crf) f(D) = 1. By the continuity of adj(a/) and the spanning argument, 
the result follows. 
(If) Conversely, suppose adj(0) is a continuous, everywhere defined 
derivation of r such that 
adj(0) f(D) = 1. 
Let (TV be the shift associated with p:‘(x), the associated graded sequence 
for f(D). We shall show that 6 = g’p. 
U(D)k e~l”(-~))~ = <adj(e)fP)k p!,“b)), 
= (kf(D)k-’ pi”(x)), 
= kin-j! 6,,k. 1 
= <f(D)k q,~i,“(.d),. 
Thus by the spanning argument, 0 = c,,. [ 
Next, we derive the chain rule for Roman shifts. 
PROPOSITION 7.2.3 (Chain Rule). Suppose of and cR are Roman shif 
operators. Then 
adj(o,) = (adj(of) g(D)) adjlcr,). 
Proof. For any Laurent operator h(D) = Ck 2 n ak g(D)k, 
adj(af) h(D)= x ka, g(D)k-l adj(a() g(D) 
k>n 
= CW(o,) s(D)lCaM~,) W)l, 
so adj(~,) = (adj(of) g(D)) adj(oB). I 
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The following proposition allows us to relate two Roman shift operators. 
PROPOSITION 7.2.4. If CJ,- and oR are regular shif operators, then 
a,-=a,(adj(o,-) g(D))-‘. 
Proof: For any h(D) E r and p(x) E 9, we have 
h(D) at-p(x) = adj(cr/) h(D) p(x) 
= (Ma,) W))(adj(af) g(D)) p(x) 
by the chain rule. This in turn equals h(D) o,(adj(af) g(D)) p(x). 1 
DEFINITION 7.2.5 (Pincherle Derivative). Let f(D) be a Laurent 
operator. We can define its Pincherle derivative f’(D) by any of the 
following equivalent formulations: 
1. The Pincherle derivative is the continuous, linear map 
‘:I- +r 
D’H~D”~‘. 
2. f’(D) =f(D)n - gf(D). (Recall Definition 7.2.1.) 
3. The Pincherle derivative is the adjoint of the standard Roman shift 
O. In other words f’(D) = adj(o) f(D). 
We are now ready to derive the following recurrence formula for Roman 
graded sequences: 
THEOREM 7.2.6 (Recurrence Formula). Zf p:)(x) is the associated graded 
sequence of delta operator f (D) then for all integers n # - 1 and for all non- 
negative integers 1, 
P;!,(X) = g(f’(D))-’ p:‘(x), 
where a is the standard Roman shift. 
Proof: Let n be an integer other than - 1, then by Proposition 7.2.4, 
PZ~ ,(-xl = afpY’Cx) 
= a(adj(a) f(D))-’ p”‘( n x ) 
=af’(D)plpt)(.x). 1 
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Next, we give an explicit formula for the associated graded sequence of a 
delta operator in terms of the residual series of the graded sequence of 
harmonic logarithms. 
PROPOSITION 7.2.7. Zf p:‘(x) is the associated graded sequence of formal 
power series of logarithmic type for the delta operator f(D), then when n is 
an integer, and t is a positive integer, 
p~‘(~)=Lnl!f’(D)f(D)~’ “i?‘,(x). 
Prooj: Let q:)(x) be the graded sequence defined by 
q:‘(x) = Lnl! f’(D) f(D)- ‘-’ %‘L’,(x). 
It will s&ice to verify that q!,‘)(x) is the basic graded sequence for f(D). 
q:‘(x) is indeed a graded sequence since deg(f’(D) f(D)-‘-“)= -1 -n. 
Then, if n # 0, we have 
(q!“(x)), = (Lnl! f”(D)f@-’ “i’L’,(-xl), 
Lnl! 
=--n ((f(D)-“)‘%?‘,(x))r 
Now, ((f(D)-“) ,4(Jr,(x)), equals the coefficient of Dp’ in the Laurent 
operator (f(D)-“)‘. But in the expansion of the Pincherle derivative, g’(D), 
of any Laurent operator g(D) E r the coefficient of D - ’ equals zero. Hence, 
(q!)(x)), = 0. Thus, Property 2 of Definition 6.3.1 is satisfied. 
Now, consider the case n = 0, and t positive. Then we have 
(q6”(-u)), = (f’(D)f(D)V’~“)l(x)),. 
Sayf(D)=C ka,akDk with a, ~0. The coefficient of D--’ in f(D)--’ is 
aI ~ I, and the coefficient of 1 in f ‘(D) is a,. Neither operator has any terms 
of lower degree. Hence, the coefficient of D -’ in f’(D) f(D)- ’ is I, and 
there are no terms of lower degree. Hence, (q;‘(x)), = 1. Thus, Property 1 
of Definition 6.3.1 is satisfied. 
Finally, 
f(D) q:‘(x) = Lnl! f’(D) f(D)-” A’~‘,(.x) 
= Lnl 42 l(-y) 
so Property 3 is also satisfied. Therefore, pi’(x) = q:‘(x). a 
Proposition 7.2.7 is unusual in that it does not readily generalize to Y”’ 
because for t = 0, A?),(x) equals 0. Moreover, for n 2 0, f(D)-‘-” has 
negative degree, and thus is not a member of r’ + ‘. 
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Nonetheless, its consequence-the transfer formula-still holds for 6p”‘: 
THEOREM 7.2.8 (The Transfer Formula). Zf pi)(x) is the associated 
graded sequence for the delta operator f(D), then for all integers n and non- 
negative integers t, 
ltfl 
/y(x). 
In particular, the residual series is given by 
p’“(x)=f’(D)x-‘. I 
ProoJ: For t positive, the conclusion is immediate from the preceding 
proposition. To derive the general result from t positive, we need the 
following definition. The lowering operator L: L!?(+ ’ + .Z is the continuous 
K-linear surjection L = C,, o E, ~ I,n. More specifically, we have for t 
positive 
L;l”‘(X) = #I(‘- “(x). ” n 
Thus, L is a continuous, linear, shift-invariant operator. In terms of 
the lowering operator L, we have for all nonnegative integers t, and all 
integers n, 
p”‘(X) = Lpi + ‘J(x) n 
The following generalization of the transfer formula is often useful: 
COROLLARY 7.2.9. Let f(D) and g(D) be the delta operators for the 
Roman graded sequences p:)(x) and q:‘(x), respectively, then for all integers 
n and nonnegative integers t, 
pi”bd=f’(DMW 
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The following variant of the transfer formula is also useful: 
PROPOSITION 7.2.10. In the notation of Proposition 7.2.7, 
p;‘(x) = g(D) -” i;‘(x) - (g(D) -“)’ A;,” ,(x) 
for n*#O, where g(D)=D-‘f(D). 
Proof: By Proposition 7.2.7, p!,‘)(x) = f’(D) g(D)-‘-” At’(x). However, 
f’(D)g(D)-‘-“=(Dg(D))‘g(D)-“-’ 




f’(D) go*-“~~‘(x)=g(D)~“~~~‘(x)+(g(D)-”)’~~’,(x). 1 
Note that Proposition 7.2.10 does not in general hold for n = 0. 
COROLLARY 7.2.11. In the notation of Proposition 7.2.10, 
p;‘(x) = erg(D))” ;16” ,(x) 
for n # 0, 1, where CJ is the standard Roman shft. 
Proof: By Proposition 7.2.10, 
p;‘(x) = g(D))” E.;‘(x) - (g(D)-“)’ Q! ,(x) 
= g(D))” A:‘(x)- g(D))” aA+:! ,(x) 
+ ag(D)-” At! 1(x). l 
We conclude with an important remark about graded sequences of 
formal power series of logarithmic type. Let p!‘(x) be a Roman graded 
sequence and let 
PC’(X) = 1 c;~:,‘“jf’(x). 
k 
Then by regularity 
1. For t and s positive, and for any integers n and k, cj,” = c$, and 
2. For t, s, n, and k nonnegative integers, ~$2 = C~J. 
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In view of this, we see that in computations with Roman graded sequences 
it suffices for most purposes to compute in the subspace 2’(l). In other 
words, even in computations with polynomials it is preferable to deal with 
logarithms first! 
1.3. Composition of Formal Series 
Let f(D) be a delta operator. All of the formulae for composition and 
inversions of series (in particular, the various versions of the Lagrange 
inversion formula) are consequences of the following theorem. 
PROPOSITION 7.3.1. 1. If f(D) is the delta operator with associated 
graded sequence p;)(x), then for every Laurent operator g(D), we have the 
following convergent series: 
where t is a positive integer. 
2. This identity holds for t = 0 as well whenever g(D) is a differential 
operator. 
Proof By the expansion theorem, 
g(D)= 1 (g(D) Pt’(X)),f(D)k, 
k>d Lkl! 









Theorem 7.3.1 has many versions and many corollaries. We first deduce 
from the Expansion Theorem the convergent expansion 
c (g(D) PY(x)>, 
Lkl! 
Dk = g(f'-'1) 
k 
=C <s(f’-“)n~‘(x)>,,, 
k Lkl! ’ 
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Hence, (g(D) p:)(x)), = (g(f’- “)$“(x)),, a result which was also 
established in Section 6.2. An application of the Transfer Formula gives 
Lnl! (g(D)f'(D)f(D)~'~"I~"(x)), = (dD)p:"(-~)), 
= (g(f(-") i(')(x)) -11 
By the spanning argument, we have the following corollary. 
COROLLARY 7.3.2. Let f(D) be a delta operator, and let g(D 
Laurent operator. Then we have the convergent sum 
) be any 
g(f'-")=I (g(D) f'(D)f(D)-'-"k"'Jx)),D". 
k 
Let d be an integer. By taking g(D) = D", we obtain powers off (- l’(D). 
COROLLARY 7.3.3. Zf f(D) is a delta operator with associated graded 
sequence p:)(x), then we have the convergent e.upansions 





8.1. Roman Graded Sequences 
We prefix some general considerations about the computation of the 
Roman graded sequences pi’(x) associated with a delta operator f(D). The 
crucial step is the computation of the residual series p’!‘,(x). This is given 
by the simple formula 
p”‘,(.u)= f’(D)i. x 
Once the residual series is known, any of the series ph”(-u) can be obtained 
from the residual series by applying a suitable power of f(D), that is, by 
the Transfer Formula: 
607 7s I-? 
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for n < 0, and 
pl,“(x)=~.(D)~)-l~‘x”(logx-l-f- . . . 2) 
for n 2 0. If 
P:l’(x) = 1 Gkq’(x), 
k 
then it follows from regularity that 
p;‘(x) = c c,,@‘(x) 
k 
for all nonnegative t. Note that for t = 0 we obtain 
piO’(x) = f C”kXk, 
k=O 
which is the sequence of polynomials of binomial type associated with the 
delta operator f(D); thus we see that even in the case of polynomials, it 
may be speedier to compute via the logarithmic graded sequence. 
We next make some general remarks about solutions of differential 
equations of infinite order (and thus, in particular, of difference equations). 
The differential equation 
f(D) P(X)= q(x)> (43) 
where q(x)eT(+) is given, andf(D) is any Laurent operator, has a unique 
solution p(x) E 2( + ). For example, q(x) may be any rational function of x 
whose numerator is of smaller degree than the denominator. 
TABLE 8.1 




















log(1 + D) 
-log(I -D) 
n;‘(x) 
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If q(x) ~2 (for example, if q(x) is an arbitrary rational function) the 
solution may not be unique. We can nevertheless define the natural solution 
of Eq. (43) as follows. Define the operators 
R = E,, + E,, + E,, + ... 
L = E,, + E,, + E,, + . . . . 
L is called the lowering operator, and R is called the raising operator. Now, 
let s(x) = Rq(x), and consider the differential equation 
f(D) r(x) = s(x). 
Since s(x) E Y’ + ), this differential equation has a unique solution 
r(x)E 6p(+). Now, set p(x) = Lr(x) to obtain a solution of Eq. (43). The 
present definition agrees with (and is simpler than) all other definitions 
given of a natural solution over the complex numbers, yet it is valid over 
any field of characteristic zero. 
A notable example is the difference equation 
Ap(x) = l/X. 
By the above remarks, it has a unique solution in Yip + ), which turns out to 
be the $-function $(x), the logarithmic derivative of the gamma function. 
Thus, the theory of the I//-function can be developed purely formally. 
8.1.1. Lower Factorial 
Other than the Harmonic logarithms-which we have already discussed 
at great length-our first example of a Roman graded sequence is the 
logarithmic lower factorial. 
DEFINITION 8.1.1 (Forward Difference Operator). Define the forward 
difference operator A = E - I = eD - 1. Let (x)!) denote its associated 
graded sequence; it will be called the logarithmic lower factorial graded 
sequence. Let c$~)(x) denote its conjugate graded sequence; it will be called 
the logarithmic exponential graded sequence. 
Now, A’ = E, so by Theorem 7.2.8, we calculate the residual series 
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TABLE 8.2 
Logarithmic Lower Factorials, (s)!,” 




(Recall Definition 3.3.1.) 
Prooj We will proceed by induction. The case n = 1 amounts to 
Eq. (44), which we verified above. Now, suppose proposition hold for n 
then 




=i (x+ l)...(X+n)-(x+2)...(x+n+l) > 
1 
=(x+ l)...(x+n+l)’ ’ 
Similarly, we have the classical result (page 133 of “The Umbra1 
Calculus”) 
PROPOSITION 8.1.3. Fornnonnegatioe,(x)~“~=x(x-l)~~~(x-n+l)=(x),. 






(t#’ dt = log(x + 1). 
r 
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Now, 
by the Euler-MacLaurin formula). Thus, 
(x)&” = ,;, 2 Dk log(x + 1) 
B, = log(x + 1) + - - B2 4 




Thus, we find that (x)r)=$(x+ 1) coincides with the classical cl/-function 
(the logarithmic derivative of the gamma function) introduced by Gauss. 
Similarly, one finds that (x)\” and (.Y)$” coincide with the digamma and 
trigamma functions. 
The classical expansion 
D” 0 1 =k’&$Dk 
defines the graded sequence B, I’) of Bernoulli numbers of order k. In terms of 
these higher-order Bernoulli numbers, we obtain for n 3 0: 
(x)f’ = ; ’ +’ Ei.;)(x) 0 
,p+Il 
=,;, k! 
- Dki.r’(x + 1) 
= c q+l) 
kZ0 
Let us calculate (x)p) for n < 0. To begin with, by Theorem 7.2.8, we can 
calculate the residual series of order 2: 
(x)‘“, = E(2x-’ log x) 
2 log(x + 1) = 
.u+l . 
Continuing in this way, 
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(x)“i = -A(x)‘z’1 
= (x)(2)1 - (x + 1)‘:’ I 
=2 lo!&+ 1) 
( 
log(x+2) 
x+1 - x+2 ) 
=2 1%(X-t 1)-(x+ l)log((x+2Y(x+l)) 
( (x+1)(x+2) I3 
and 










In general for n positive, 
(x)“?l, = 2log(x+ 1) 
(x + 1) ‘. . (X + n) 
+ 2 lw((x + n)/(x + 1) 
(n-l)! (x+n) . 
The identity 
(x + a)b” = 1 1;1 (a), (x,!!‘, 
k>O 
(47) 
gives a classical identity satisfied by the $-function, that is, 
Il/(x+a+ l)‘$(x+ 1)+ c Fl)k+l a(a-l)...(a-k+ 1). 
k,O k(x+l)(x+2)...(x+k) 
(48) 
Similar identities can be obtained for the digamma and trigamma 
functions. 
Theorem 6.2.5 gives the following generalization of Newton’s expansion: 
PROPOSITION 8.1.4. Every formal power series of logarithmic type p(x) 
cnn be uniquely expanded as a convergent series 
P(X) = c AL (x)y, ",, In-l! 
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We digress to indicate the meaning of such equalities. Formally, we 
merely mean that when both sides of the equality are expanded in terms of 
harmonic logarithms A!,‘)(x) the resulting coefficients will be identical. 
However, because of such results as Theorem 56.2, we are allowed to make 
computations in the real or complex numbers, and thus obtain 
“asymptotic” expansions. In the example above, if x = 100, then the right 
side and left side are both approximately 0.01. In fact, the error is about 
0.0000015 when you compute 20 or more terms of the summation. If 
x = 69, and you compute the first 14 terms of the summation, you find the 
left side is 0.14488 and the right side is 0.14493. 
8.1.2. Upper Factorial 
DEFINITION 8.1.5 (Backward Difference Operator). Define the backward 
difference operator V = I - E ~ ’ = I - e - D. Let (x)(‘) denote its associated 
graded sequence; it will be called the 1ogarithmic”upper factorial graded 
sequence. 
As before, the residual series is given by 
TABLE 8.3 
Logarithmic Upper Factorials, (.Y):’ 
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Similarly, for n nonnegative, we have the classical result (page 134 of “The 
Umbra1 Calculus”) 
(x)ip)=x(x+l)...(x+n-1). 
For n = 0 we have: 
PROPOSITION 8.1.6. 
ProoJ By Theorem 7.2.8, we have 
D 
(x)t”=EP’Vlogx. 
From the Euler-MacLaurin formula, namely from 




Bk =,;,g (-Djk 
=k;o(-Uk$Dk, 
we infer 
(x)61’= 2 (-l)‘+DXlog(x+l) 
k>O 
Bl =log(x- l)-- 4 B3 
x-1+2(~-1)~-3(x-l)~ 
+ . . . . 
We have, in terms of the Bernoulli numbers of higher order, 
D” 0 v . =kso(-l)k$Dk. 
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Hence, for n >/ 0, 
(.x,,q;)‘+n E-9;‘(X) 
= 1 (-l)~~D~l.‘“(x-l) 
k>,O 
sequence, we compute (.X)p’ as 
of order 2. 
k>O 
As with the upper factorial graded 
follows starting with the residual series 
(x)“‘, =EP’(2.uP’ logx) 
2log(x- 1) =-- 
x-l 
(x)“‘, = -V(x)(Z) 1 
2 ( 
log(x - 2) log(x - 1) 
zz - x - 2 x- 1 1 
=210g(x-2)-(x-2)log((u- 1)/(x-2)) 
(J-1)(X-2) 




+ 2 bs((x - 1 )/(x-n)) 
(n-l)! (x-n) 
8.1.3. Abel 
The logarithmic extension of the Abel polynomials turns out to be 
surprisingly pleasing. 
DEFINITION 8.1.7 (Abel Operator). Define the Abel operator A, = DE”. 
Its associated graded sequence A:‘(x) will be called the logarithmic Abel 
graded sequence. Its conjugate graded sequence p:‘(x) will be called the 
logarithmic inverse Abel graded sequence. 
By Corollary 7.2.11, for n # 0, 1, we obtain 
AL)(x) = aE pnuAj,‘L 1(x) 
=a C 
n-l 
k>O 1 1 k (-na)klbr)k-,(X) 
=,Z”l*klj (-na)“Lt)(x). 
k;O 
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TABLE 8.4 
Logarithmic Abel Graded Sequence, A!,“(X) 
A p(x) = x(x - 2a) “l:“(X) = ul$‘(x - 20) 
q’(x) =x A~“(x)=ulog(x-a) 
“lp(X) = 1 A/)“(X) = log(x) +f 
A”{(x)=x(x+a)-2 
A”gx)=x(x+2a)-3 
In particular, for n positive, we obtain the classical Abel polynomials: 
L4’o’(x) =x(x - na)” ~ ‘, n (50) 
and for n negative, we still have 
Ap(x)=x(x-na)“-‘. (51) 
Thus, the residual series is 




= log x + u/x. (52) 
From the logarithmic binomial identity 
we infer the remarkable identity (which we believe to be new) 
-$+log(x+h)=~+logx+ 1 
(-l)k+l b(b-ak)k-‘x. (53) 
k>l k(x + ak)k+ 1 
For example, in the real numbers we can substitute here the values a= 1, 
b = 2, and x = 5. If we compute the first 12 terms of the series, the left-hand 
and right-hand sides are both approximately 2.0887673. 
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In general, by Theorem 7.2.8, 
A;)(x) = E-“*(I + aD) A;‘(x) 
= Ay(x - nu) + aLn1 A;! ,(x - nu). (54) 
For example, 
Again, by Theorem 6.2.5 every formal power series of logarithmic type can 
be expanded in terms of Abel series: 
Pb) = c n,t & AP(x), 
where 
For example, 






DEFINITION 8.1.8 (Logarithmic Gould Graded Sequence). The 
logarithmic Gould graded sequence G:)(x) is the Roman graded sequence 
associated with the delta operator E”A = Eat’ - E”. 
The Pincherle derivative of E”A is (a + l)E’+ ’ - uE”, so the residual 
series is given by 
G”‘,(x)=((a+ l)E”+‘-uE”); 
a+1 u = -- 
x+u+ 1 x + a 
=(x+u)(,:+u+ 1)’ 
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TABLE 8.5 
Logarithmic Gould Graded Sequence, C:‘(x) 
G;O’(x) = x(x - 2a - 1 ) 
G’P’(x) = x 
G~“‘(s) = 1 





’ k Ln-11!(x-l)~~~(.~--++k) 





a a a 







Since Roman graded sequences are basic, we have 
G”?(x)= -E”dG”‘,(x) 
=E” (x+U)(.:+a+ l)-(x+a+ l)(x+a+2)/ (
x+1 \ 
Similarly, by induction we have for n positive 
G”‘(x)=x(x+na- l)pn-,, --n 
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and by induction for n nonnegative 
Glp)(.x) = x(x - na - 1 ), ~ , . 
See Section 8.2.6 for an explicit computation of Go,” for n b 0. 
8.1.5. Lageurre 
Our final example of a Roman graded sequence is the logarithmic 
Laguerre graded sequence. 
DEFINITION 8.1.9 (Laguerre Operator). Define the Luguerre operator 
K = D/(D - I). Define the logarithmic Laguerre graded sequence to be its 
associated graded sequence denoted L!‘(s). 
Now, the Pincherle derivative of the Laguerre operator is given by K’ = 
-(D - I)-‘, so by Theorem 7.2.8, 
L”‘(x)= -(D-I))* (D-I)n+’ 3”‘(u) n -n 
= -(D -I)‘- ’ 3.;‘(x). 
Hence, for n positive, 
TABLE 8.6 
Logarithmic Laguerre Graded Sequence, L:‘(x) 
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Observe the remarkable fact that L!,‘)(x) does not contain any terms of 
negative degree. In particular, 
Ly(x) = -AY’(x) 
from which we can compute 
I$‘( x) = Kz$‘(x) 
= (D+D2+D3 + ..-) n!“(x) 
= C Ll -kl!-’ A:‘:,(x) 
k>l 
=logx+ 1 (-l)“-‘(-k-l)!Ar’(x). 
k<O 
In particular, we obtain the expression 
Lp(x)=log(x)+$;+;-$+ .‘.. 
To calculate the negative terms, we proceed as follows. Let n be positive, 
then 
L”‘,(x)=L-nl!-’ K”+‘L(lf)(x) 
=-L-n]! (-l)‘+l (D+D’+ +‘+‘A;‘)(x) 
=L-nl!(-l)‘( c (-;-*)D*+““)lj”(x) 
kb0 
Finally, note the following amazing fact. 
THEOREM 8.1.10. For any finite linear combination of harmonic 
logarithms p(x), and any a E K, 
(e-O0 DeUu) p(x) = (D - aI) p(x). 
By e-O0 De”“p(x) we merely mean to indicate the expression 
1 1 (-;!‘;a”‘cTfDcT~p(x), 
i&O j>o 
which we assert does in fact converge to the indicated value. The 
“operator” eoO cannot be extended to all of 3. 
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The corresponding classical identity 
e -“De”=D+I 
is associated with the classical identity 
Dx-xD=I, 
which corresponds to the logarithmic identity 
Da-aD=D’=I. 
Proof of Theorem 8.1.10. By linearity, it will suffice to consider the case 
p(x) = A*(‘)( ) n x. 
(n positive) Classical proof can be applied mutatis mutandis. 
(n = 0) We calculate 
e-“’ Deuu$,‘)(x) = c c (- f j/p” 0’ D&n~l(x) 






1 (.- ‘Ji “+j gi Daji(tj(xj 
j>o I !  (I+ l)! 
I 
c ( - l)’ a’+’ a’~!‘,(x) 
i! j! J 
120 
= l:),(x) -db”(X) 
= (D - aI) Lb”(x). 
(n negative) Similarly, we compute 
-n-l k 
= kg, i:O 
(-l)ia*(n+k-i)l.~:k_,(x) 
i! (k - i)! 
= A:! 1(x) + aA:’ 
= (D - aI) Lb”(x). 1 
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From Theorem 8.1.10, we derive a logarithmic extension of the classical 
Rodrigues’ formula for Laguerre polynomials: 
L”‘(x) = -e” D”- 1e-0l(r)( ” n x ). 
8.2. Connection Constants 
Given two graded sequences p:)(x) and q:)(x), we would like to express 
one in terms of the other: 
p:)(x) = C a,,qf)(x). 
k<n 
The constants a,& are called the connection constants from q:)(x) to p;)(x). 
If p!)(x) and q:‘(x) are the Roman graded sequences associated with the 
delta operators f(D) and g(D), respectively, then by Proposition 7.1.7, 
r:)(x)= 1 a,,,A!‘(x) 
k<n 
is the Roman graded sequence associated with g(fcp”), wheref’-“(D) is 
the compositional inverse off(D). Thus, to determine the connection con- 
stants it will suffice to calculate r!‘(x). This easy device for the computation 
of connection constants is the most effective application of the present 
theory. 
8.2.1. Upper Factorial to Lower Factorial 
To express (x):) in terms of (x)!) we first calculate 
~(~‘~l’)=~-log’l~D)_~ 






where K(D) is the Laguerre operator (Definition 8.1.9). Thus, r:)(x) is very 
simply related to the logarithmic Laguerre graded sequence, 
r:)(x) = ML:)(x), 
where MAP) = (- 1)” A:)(x). Note that Mx” = ( -x)~, so r$“)(x) = 
LA”)( -x), and for n < 0, r:‘)(x) = LL’)( -x). 
We now apply the results from Section 8.15 
Thus, for series of positive degree 
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TABLE 8.7 
Lower Factorial in Terms of Upper Factorials 
for n = 0, 
(x)6”= (.Y)b’)- c (k-2)! (x)y!k, 
k>? 
and for series of negative degree 
Similarly, from Theorem 8.1.10, we have identities like 
(vy)‘l’ = -p n V”- ‘e-OO(x)f’. 
8.2.2. Lower Factorial to Upper Factorial 
Conversely, to compute (x)~’ in terms of (x):), we need the delta 
operator 
V(d”‘) = A=K(-D). 
Hence, the connection constants from (x)!,” to (x)!,‘~ are given by the coef- 
ficients of ( - 1)” L!)(x). Hence, for n > 0, 
(x>($= i (-,)n+k 
k=l 
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TABLE 8.8 
Upper Factorial in Terms of Lower Factorial 
8.2.3. Laguerre to Harmonic 
If p:)(x) is the Roman graded sequence associated with the delta 
operatorf(D), then finding the connection constants from p:)(x) to A:)(x) 
is tantamount to finding the graded sequence associated with f’-“(D), 
that is, the conjugate graded sequence for f(D). 
Note that since x/(x - 1) is the compositional inverse of itself, the 
logarithmic Laguerre graded sequence is self-conjugate, so we have 
qyx)=Lb”(x)+ c (-l)k+‘(-k-l)!L:)(x) 
k<O 
and from Theorem 8.1.10, 
At)(X) = L!)(L) = -e”LKnp’epuLL~)(X). 
8.2.4. Lower Factorial to Harmonic 
Similarly, the connection constants from (x);’ to AC)(x) are given by 
4!‘(x)-the logarithmic exponential graded sequence-which we will now 
compute. 
The relevant delta operator is 
log(I+D)= 1 (-l)i+‘$- 
k>O 
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By Theorem 7.2.8, we can calculate the residual series: 
@“,(X) = I -i’!‘*(x) 
ItD 
= 1 ( - 1 )k D”i’!‘,(x) 
k20 
= C (-l)“L-k-ll!~‘/~(l),~k(.~) 
k20 
= 1 k! A?‘, k(s). 
k20 
By Theorems 7.2.6 and 8.1.10, for n # - 1, we obtain the recursion formula 
4;; ‘(x) = a(1 + D)d;‘(.u) = ae-” De”ti;‘(.u). 
8.2.5. Abel to Harmonic 
The inverse of the Abel operator ALP ‘) is not easily calculated. 
Nevertheless, we may calculate the logarithmic inverse Abel graded 
sequence, using conjugate graded sequences. 
Thus, by Definition 6.4.1, 
Now. 
DkE”“3,!“(x) = Dk c 7 (ka)’ ,I:! ,(x) 
j > 0 11 
= C (kaYj, L,l~]~k,! K-.,(-~). 130 
Thus, 
/p(x) = 1 
(ka)“-k (Lnl!/(n - k)! O!) 
1$‘(x) 
k<n Lkl! 
Hence, the remarkable identity 
A:)(x)= 1 (ka)“-k l At)(x). 
k<n 11 
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8.2.6. Upper Factorial to Gould 
The relevant operator is f(D) = -D(I - D) PU, whose associated graded 
sequence is 
=(-l)“((a-l)D+I)(I-D)““P’%l”(x). (57) 
As expected, for a = 1 we get a variant on the Laguerre graded sequence, 
and for a = 0 we get a variant on the harmonic graded sequence. 
For n # 0, 1, instead of Eq. (57) we may use Corollary 7.2.11: 
t’(x) = (- 1)” a(1 - D)‘, l!“(X) 
=,Ix, (-l)n+k 
k;n 
Thus, for n # 0, 1, we obtain the following remarkable identity relating the 
Gould graded sequence to the lower factorial graded sequence: 
G;‘(x)= c (-l)“+k 
k>O 
k#n 
In particular, for t = 1, we obtain an explicit formula for G:‘(x). 
For n = 0, Eq. (57) reduces to 
rg’(x)=((a- l)D+I)(I-D))’ AI;‘(x) 
= (1 + aD + aD* + aD3 + . . . ) A&“(X) 
=$‘(~)+a 1 L-kl!P’Pk(x). 
k>O 
Thus, the Gould series of degree zero are given by the elegant expression 
Gb”(x)= (x)b”+a 1 L-k]!-’ (.Y)“‘~. 
k>O 
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Thus, 
B, 
G~“(x)=log(x+ 1)+---S+ ... 
a a a 
+ -- 
x+ 1 (.u+ 1)(x+2)+2! (.u+ 1)(x+2)(x+3)+ .“’ 
Finally, from Proposition 7.2.10, we obtain 
r\“(x) = -(I-D)” JGi’)(x) - a(1 - D)“- ’ $,“(x) 
= i’,“(X) + c J(i)+a(iI:))Ll -kl!--'~YI,b ) 
k(X). 
SO 
G\“(x)= (x);“+ c k~2((~)+a(~I:))(-l)k(kzn <.~)!‘Lk 
2 





8.2.7. Lower Factorial to Gould 
Similarly, here we are interested in the operator f(D) = D(I + D)“. Its 
associated graded sequence is 
r”‘(x) = f’(D) n 
= ((a + l)D + I)(1 + D)nrr- 1 AC)(x). 
For n#O, 1, 
r(‘)(x) = o(I+ D)-,, if’, (x) n “II 1 
kfn 
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Thus, for E # 0, 1, 
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G;‘(x) = c 
k>O 
k#n 
Now, for n = 0, 
so that again 
For n = 1, 
$‘(~)=((a+ l)D+I)(I+D)-‘Ah”(x) 
=(l +aD-aD2+aD3- . ..)A&“@) 
= Lb’)(x) + a c (k - 1 )! i”;(x). 
k>O 
Gb”(x) = (x)6” (x) + a c (k - l)! (x)“\. 
k>O 
rI”(x)= (I+D)-“I’,“(x)-a(I+ .)-O-l A&“(X) 
hence another remarkable expansion for a residual series: 
G”‘,(X)= c k>o((;)+u(;I;))k! (-x)(:),-k. 
We hope the preceding examples display the usefulness of the theory of 
formal power series of logarithmic type. 
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