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Let S be a scheme of ﬁnite valency, and assume that Oϑ (S) ⊆
Oϑ (S). It is known that S is schurian (which means that S
arises from a ﬁnite group) if the normal closed subsets (normal
subgroups) of Oϑ (S) are linearly ordered with respect to set-
theoretic inclusion; cf. [M. Hirasaka, P.-H. Zieschang, Suﬃcient
conditions for a scheme to originate from a group, J. Combin.
Theory Ser. A 104 (2003) 17–27]. In this note, it is shown that S
is schurian if Oϑ (S) is direct product of two simple closed subsets
(ﬁnite simple groups) of different order.
© 2009 Elsevier Inc. All rights reserved.
Let S be a scheme of ﬁnite valency.1 An element s of S is called thin if it has valency 1. It is easy
to see that the set of all thin elements of S is a closed subset of S; cf., e.g., [7, Lemma 2.5.9(iii)]. This
closed subset is called the thin radical of S and denoted by Oϑ (S).
Subsets of schemes are called thin if they contain only thin elements. It is well known that S
possesses a uniquely determined smallest closed subset with thin quotient scheme; cf. [7, Theo-
rem 3.2.1(i)] and [7, Lemma 4.2.5(ii)]. This closed subset is called the thin residue of S and denoted by
Oϑ (S).
It is clear that S is thin if and only if Oϑ (S) = S . Note also that Oϑ (S) = S if and only if
Oϑ (S) = {1}. A natural attenuation of these two equivalent conditions is the condition Oϑ (S) ⊆
Oϑ (S). This condition says that S has thin thin residue, and it is this condition on which we fo-
cus in the present note.
In order to state the main result of this note we shall now explain what it means for a scheme to
be schurian. Given a group G and a subgroup H of G one deﬁnes, for each element g in G , gH to be
the set of all pairs (eH, f H) with e ∈ G and f ∈ eHgH . It is easy to see that G//H := {gH | g ∈ G} is
a scheme on G/H := {gH | g ∈ G}; cf., e.g., [7, Theorem 4.1.3(i)].
E-mail address: zieschang@utb.edu.
1 We shall give the deﬁnition of a scheme, the deﬁnition of the valency of a scheme, and all other undeﬁned terms used in
this introduction in the following section.0021-8693/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
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of G . The search for suﬃcient conditions for schemes (not only for schemes of ﬁnite valency) to
be schurian is one of the major challenges in abstract scheme theory. Jacques Tits’ main result on
buildings of spherical type can be considered as one of the earliest results in this direction; cf. [6]
and [8].
It is easy to see that thin schemes are schurian. In fact, thin schemes are exactly the schurian
schemes with H = {1}. Thus, it seems to be natural to ask whether schemes with thin thin residue
are still schurian. In general, this is not the case; cf. [1] or [5].
In [3, Theorem C], it was shown that schemes S of ﬁnite valency are schurian if Oϑ (S) is thin
and the set of all normal closed subsets of Oϑ (S) is linearly ordered with respect to set-theoretic
inclusion. More recently, Mitsugu Hirasaka gave a far reaching suﬃcient condition for schemes S of
ﬁnite valency and with thin thin residue to have an automorphism group acting transitively on the
underlying set (of vertices) of S; cf. [2, Theorem 1.2]. Referring to both of these results we obtain the
following theorem as the main result of the present note.
Theorem. Let S be a scheme of ﬁnite valency. Assume that Oϑ (S) is the direct product of two thin simple
closed subsets of different order. Then S is schurian.
The condition that the two thin simple closed subsets of Oϑ (S) have different order cannot be
omitted. There exists a non-schurian scheme of valency 28 in which the thin residue is an elementary
abelian group of order 4; cf. [5].
In Appendix A, we give a complete analysis of the schurian schemes of ﬁnite valency the thin
residue of which is the direct product of two thin simple closed subsets of different order; cf. Theo-
rem A.4 and Theorem A.5. Roughly speaking these schemes arise from maximal normal subgroups of
minimal normal subgroups of ﬁnite groups.
1. Preliminaries
Let X be a set. We write 1X to denote the set of all pairs (x, x) with x ∈ X . For each subset r of
the cartesian product X × X , we deﬁne r∗ to be the set of all pairs (y, z) with (z, y) ∈ r. Whenever x
stands for an element in X and r for a subset of X × X , we deﬁne xr to be the set of all elements y
in X such that (x, y) ∈ r.
Let S be a partition of X × X with 1X ∈ S , and assume that, for each element s in S , s∗ ∈ S . The
set S is called an association scheme or simply a scheme on X if, for any three elements p, q, and r
in S , there exists an integer apqr such that, for any two elements y in X and z in yr, |yp∩ zq∗| = apqr .
Until the end of Section 5, the letter X will now stand for a ﬁnite set, the letter S for a scheme
on X . Instead of 1X we shall write 1.
For each element s in S , we set ns := ass∗1 and call this integer the valency of s. It is easy to see
that ns∗ = ns for each element s in S; cf. [7, Lemma 1.1.2(iii)].
For a proof of the following lemma the reader is referred to [7, Lemma 1.1.3(iv)].
Lemma 1.1. For any two elements p and q in S, we have
∑
s∈S
apqsns = npnq.
For any two nonempty subsets P and Q of S , we deﬁne P Q to be the set of all elements s in S
for which there exist elements p in P and q in Q satisfying 1  apqs . For each nonempty subset R
of S , we deﬁne R∗ to be the set of all elements r∗ with r ∈ R .
Lemma 1.2. Let P and Q be nonempty subsets of S. Then the following hold.
(i) For each nonempty subset R of S, we have (P Q )R = P (Q R).
56 P.-H. Zieschang / Journal of Algebra 322 (2009) 54–67(ii) We have (P Q )∗ = Q ∗P∗ .
(iii) Let O and R be nonempty subsets of S. Then the set O P ∩ Q R is empty if and only if O ∗Q ∩ P R∗ is
empty.
The statements of Lemma 1.2 are [7, Lemma 1.3.1], [7, Lemma 1.3.2(iii)], and [7, Lemma 1.3.4],
respectively.
At various instances of this article, we shall refer to Lemma 1.2(i) without further mention.
For any two elements p and q in S , we write pq instead of {p}{q}. Note that pq is the set of all
elements s in S such that 1 apqs .
Lemma 1.3. Let p, q, and r be elements in S. Then the following hold.
(i) We have p ∈ qr if and only if q ∈ pr∗ .
(ii) We have p ∈ rq if and only if q ∈ r∗p.
Proof. The ﬁrst statement follows from Lemma 1.2(iii) by setting O = {1}, P = {p}, Q = {q}, and
R = {r}. The second statement follows from the ﬁrst one together with Lemma 1.2(ii). 
The following lemma is [7, Lemma 1.5.2].
Lemma 1.4. Let p and q be elements in S. Then |p∗q| is less than or equal to the greatest common divisor of
np and nq.
Let R be a nonempty subset of S . We deﬁne nR to be the sum of the integers nr with r ∈ R . The
integer nR is called the valency of R .
The following lemma is [7, Lemma 1.4.4(i)].
Lemma 1.5. For any two nonempty subsets P and Q of S, we have nQ  nP Q .
A nonempty subset R of S is called closed if R∗R ⊆ R .
Let T be a closed subset of S . For each element x in X , we deﬁne xT to be the union of the sets
xt with t ∈ T . We set
X/T := {xT | x ∈ X}.
Given an element s in S and a nonempty subset R of S , we set Rs := R{s} and sR := {s}R . We
deﬁne
S/T := {sT | s ∈ S}.
The following lemma is a consequence of [7, Lemma 2.1.4].
Lemma 1.6. Let T be a closed subset of S. Then we have the following.
(i) The set X/T is a partition of X .
(ii) The set S/T is a partition of S.
For each nonempty subset R of S , we deﬁne
NS(R) := {s ∈ S | Rs = sR}
and
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If T and U are closed subsets of S with T ⊆ U ⊆ NS(T ), we write T  U and call T a normal
closed subset of U .
A closed subset T of S is called simple if it has exactly two normal closed subsets, namely {1}
and T .
Let R be a nonempty subset of S . It is easy to see that KS (R) ⊆ NS (R). Note also that t ∈ KS (R)
for thin elements t in NS(R). Occasionally, we shall refer to these two observations without further
mention.
Lemma 1.7. Let s be an element in S, and let R be a nonempty subset of Oϑ (S) with s ∈ NS (R). Then R ⊆
KS (s∗s).
Proof. Let r be an element in R . Then r is thin. Thus, by Lemma 1.4, |sr| = 1.
On the other hand, we are assuming that s ∈ NS(R). Thus, Rs = sR . Thus, sr ⊆ Rs. Thus, there
exists an element q in R such that sr = qs. It follows that
r∗s∗sr = s∗q∗qs = s∗s,
and that proves the lemma. 
The ﬁrst part of the following lemma is [7, Lemma 4.2.5(ii)]. Considering [7, Lemma 4.2.5(ii)] the
second part follows from [7, Theorem 3.2.1(ii)].
Lemma 1.8. The following statements hold.
(i) We have Oϑ (S) S.
(ii) The closed subset Oϑ (S) is the smallest closed subset of S which contains s∗s for each element s in S.
Let X ′ be a ﬁnite set, and let S ′ be a scheme on X ′ . A bijective map φ from X to X ′ is called an
isomorphism from S to S ′ if there exists a map σ from S to S ′ such that
(xs)φ ⊆ (xφ)(sσ)
for any two elements x in X and s in S .
Two schemes are called isomorphic if there exists an isomorphism from one to the other one.
A permutation φ of X is called an automorphism of S if
(xs)φ ⊆ (xφ)s
for any two elements x in X and s in S .2
Proposition 1.9. The scheme S is schurian if and only if the following two conditions hold.
(a) For any two elements y and z in X, S possesses an automorphism φ such that yφ = z.
(b) For any four elements y in X, s in S, and z, z′ in ys, S possesses an automorphism φ such that yφ = y
and zφ = z′ .
2 Note that an automorphism of S is a permutation φ of X such that (yφ, zφ) ∈ s for any two elements y and z in X with
(y, z) ∈ s.
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sitively on X and the one-point stabilizer Gx of an element x in G acts transitively on xs for each
element s in S .
For a proof of Proposition 1.9 the reader is referred to [7, Theorem 6.3.1].
2. General consequences of the condition Oϑ (S)⊆ Oϑ (S)
In this section, we assume that Oϑ (S) ⊆ Oϑ (S), and we set T := Oϑ (S).
Let s be an element in S . Then we have |st| = 1 for each element t in T ; cf. Lemma 1.4. We deﬁne
Ts := {t ∈ T | st = {s}}.
Since spq = sq = {s} for any two elements p and q in Ts , Ts is closed. Moreover, if s in T , Ts = {1}.
Lemma 2.1. Let s be an element in S. Then the following conditions hold.
(i) We have s∗s = Ts.
(ii) We have {s} = ss∗s.
(iii) We have s∗Ts∗ s = Ts.
(iv) We have ns = ns∗s .
(v) We have |Ts| = ns.
Proof. (i) Let t be an element in s∗s. Then, by Lemma 1.3(ii), s ∈ st .
From Lemma 1.8(ii) we know that s∗s ⊆ Oϑ (S). Recall also that we are assuming that Oϑ (S) ⊆ T .
Thus, as t ∈ s∗s, t is thin. Thus, by Lemma 1.4 that |st| = 1.
From s ∈ st and |st| = 1 we obtain st = {s}, and that means that t ∈ Ts .
Conversely, let t be an element in Ts . Then, by deﬁnition, s ∈ st . Thus, by Lemma 1.3(ii), t ∈ s∗s.
(ii) Considering (i) this follows from the deﬁnition of Ts .
(iii) From (i) and (ii) we obtain s∗Ts∗ s = s∗ss∗s = Ts .
(iv) From Lemma 1.5 we obtain ns  ns∗s  nss∗s . Thus, the claim follows from (ii).
(v) From Lemma 1.8(ii) we know that s∗s ⊆ Oϑ (S). Thus, as we are assuming that Oϑ (S) ⊆ T , s∗s
is thin. It follows that |s∗s| = ns∗s . On the other hand, we obtain from (i) that |s∗s| = |Ts|, so that the
claim follows from (iv). 
Lemma 2.2. Let s be an element in S. Then the following conditions hold.
(i) Let U be a closed subset of T with s ∈ NS(U ). Then U ⊆ KS(Ts).
(ii) We have Ts  Oϑ (S).
Proof. (i) Considering Lemma 2.1(i) this follows from Lemma 1.7.
(ii) From Lemma 1.8(ii) we know that s∗s ⊆ Oϑ (S). Thus, by Lemma 2.1(i), Ts ⊆ Oϑ (S).
On the other hand, we know from Lemma 1.8(i) that Oϑ (S) S . Thus, by (i), Oϑ (S) ⊆ KS (Ts). 
We shall now look at products of elements in S . In Lemma 2.3, we consider products in general,
in Lemma 2.4 products pq with T p ⊆ Tq∗ .
Lemma 2.3. Let p and q be elements in S, and let r be an element in pq. Then the following hold.
(i) We have apqr = |T p ∩ Tq∗ |.
(ii) We have pq = rTq.
(iii) We have |Tq| = |pq||Tq ∩ Tr |.
(iv) For each element s in pq, we have Tr = Ts.
(v) For each element s in pq, we have nr = ns.
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(vii) We have npq = |pq|nr .
Proof. (i) Let y be an element in X , and let z be an element in yr. Then, as we are assuming that
r ∈ pq, z ∈ ypq. Thus, there exists an element w in yp such that z ∈ wq. From w ∈ yp we obtain
y ∈ wp∗ , from z ∈ wq we obtain w ∈ zq∗ .
Let x be an element in wp∗p ∩ wqq∗ . From x ∈ wp∗p and w ∈ yp we obtain x ∈ ypp∗p. However,
from Lemma 2.1(ii) we know that {p} = pp∗p. Thus, x ∈ yp. Similarly we obtain from x ∈ wqq∗ and
w ∈ zq∗ that x ∈ zq∗ . Thus, x ∈ yp ∩ zq∗ .
Conversely, let x be an element in yp ∩ zq∗ . Then, as y ∈ wp∗ and z ∈ wq, x ∈ wp∗p ∩ wqq∗ .
Thus, we have seen that
yp ∩ zq∗ = wp∗p ∩ wqq∗.
Now note that
wp∗p ∩ wqq∗ = wTp ∩ wTq∗ = w(T p ∩ Tq∗);
cf. Lemma 2.1(i). Thus, yp ∩ zq∗ = w(T p ∩ Tq∗ ). Thus, as z ∈ yr,
apqr = |yp ∩ zq∗| =
∣∣w(T p ∩ Tq∗)
∣∣= nTp∩Tq∗ = |T p ∩ Tq∗ |,
and that proves the statement.
(ii) Let s be an element in pq. Then, by Lemma 1.3(i), p ∈ sq∗ . Thus, as r ∈ pq,
r ∈ sq∗q = sTq;
cf. Lemma 2.1(i). Thus, by Lemma 1.6(ii), s ∈ rTq .
Conversely, we have rTq ⊆ pqTq ⊆ pq.
(iii) From (ii) we know that Tq acts transitively on pq by right multiplication. Thus, the equation
follows from the orbit formula; cf. [4, 3.1.5].
(iv) Let s be an element in pq. Then, by (ii), s ∈ rTq . Thus, there exists an element t in Tq such
that s ∈ rt . Thus, as t is thin, rt = {s}; cf. Lemma 1.4. Thus,
Ts = s∗s = t∗r∗rt = t∗Trt.
On the other hand, referring to Lemma 2.2(ii) we obtain
t ∈ Tq ⊆ Oϑ(S) ⊆ KS(Tr).
Thus, Ts = Tr .
(v) This follows from (iv) together with Lemma 2.1(v).
(vi) From Lemma 1.1 together with (i) and (v) we obtain
npnq =
∑
s∈S
apqsns =
∑
s∈pq
apqsns =
∑
s∈pq
|T p ∩ Tq∗ |nr = |pq||T p ∩ Tq∗ |nr .
This proves (vi).
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npq =
∑
s∈pq
ns = |pq|nr;
cf. (v). 
Lemma 2.4. Let p and q be elements in S, and assume that T p ⊆ Tq∗ . Then the following hold.
(i) For each element r in pq, we have nq = |pq|nr .
(ii) We have npq = nq.
(iii) For each element r in pq, we have Tr ⊆ Tq.
Proof. (i) Let r be an element in pq. Then, by Lemma 2.3(vi),
npnq = |pq||T p ∩ Tq∗ |nr .
Thus, as we are assuming that T p ⊆ Tq∗ ,
npnq = |pq||T p|nr .
On the other hand, we know from Lemma 2.1(v) that |T p | = np . Thus,
nq = |pq|nr .
(ii) Recall from Lemma 2.3(vii) that npq = |pq|nr for each element r in pq. Thus, by (i), npq = nq .
(iii) Let r be an element in pq. Then, by Lemma 2.3(vii), npq = |pq|nr and, by Lemma 2.3(iii),
|Tq| = |pq||Tq ∩ Tr |.
From (ii) we know that npq = nq , from Lemma 2.1(v) that |Tq| = nq . Thus, we have nr = |Tq ∩ Tr |. It
follows that Tr ⊆ Tq . 
Lemma 2.5. Let s be an element in S, and assume that Oϑ (S) does not have two different normal closed
subsets of order ns. Then the following hold.
(i) Let r be an element in S such that nr = ns. Then Tr = Ts.
(ii) We have Ts∗ = Ts.
(iii) We have Tss = {s}.
(iv) We have Ts  T .
(v) Let E be a closed subset of Oϑ (S) such that Ts E = Oϑ (S). Then s ∈ NS (E).
Proof. (i) We are assuming that nr = ns . Thus, by Lemma 2.1(v), |Tr | = |Ts|.
From Lemma 2.2(ii) we also know that Tr and Ts are normal closed subsets of Oϑ (S). Thus, as we
are assuming that Oϑ (S) does not have two different normal closed subsets of order ns , Tr = Ts .
(ii) Since ns∗ = ns , the claim follows from (i).
(iii) From (ii) we know that Ts∗ = Ts . Thus, s∗Ts = s∗Ts∗ = {s∗}. Thus, as Ts is closed, Tss = {s}; cf.
Lemma 1.2(ii).
(iv) We are assuming that Oϑ (S) does not have two different normal closed subsets of order ns .
Thus, Ts is a characteristic subgroup of Oϑ (S).
From Lemma 1.8(i) we also know that Oϑ (S)  S . Now recall that we are assuming that
Oϑ (S) ⊆ T . Thus, Oϑ (S) T . It follows that Ts  T .
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Lemma 1.8(i) we obtain
Es = ETss = Oϑ(S)s = sOϑ (S) = sTs E = sE.
Thus, by deﬁnition, s ∈ NS (E). 
3. A trivial-intersection condition
In this section, we continue assuming that Oϑ (S) ⊆ Oϑ (S). Additionally, we ﬁx a closed subset of
Oϑ (S) and call it E .
From E ⊆ Oϑ (S) and Oϑ (S) ⊆ Oϑ (S) we obtain that E is thin.
Lemma 3.1. Let p and q be elements in S such that T p ⊆ Tq∗ and Tq ∩ E = {1}. Let f and g be elements in E
such that f (pq) = (pq)g. Then, for each element r in pq with r ∈ NS (E), f r = rg.
Proof. (Bangteng Xu) Let r be an element in pq. Then f r ⊆ f (pq). Since we are assuming that
f (pq) = (pq)g , this yields f r ⊆ (pq)g .
Since f ∈ E , f is thin. Thus, by Lemma 1.4, | f r| = 1. Thus, as f r ⊆ (pq)g , pq possesses an element
s such that f r ⊆ sg . Since g ∈ E , g is thin, too. Thus, as before, |sg| = 1. Thus, as f r ⊆ sg ,
f r = sg.
We are assuming that r ∈ NS (E). Thus, Er = rE . Thus, as f ∈ E , there exists an element e in E such
that
f r = re.
From f r = re and f r = sg we obtain re = sg . Thus, by Lemma 1.2(iii), r∗s∩ eg∗ is not empty. Thus,
as |eg∗| = 1,
eg∗ ⊆ r∗s ⊆ q∗p∗pq = q∗T pq ⊆ q∗Tq∗q = Tq;
cf. Lemma 2.1(iii) for the last equation.
On the other hand, we have e ∈ E and g ∈ E . Thus, as E is assumed to be closed, eg∗ ⊆ E . Thus, as
eg∗ ⊆ Tq and Tq ∩ E = {1}, eg∗ = {1}. Thus, e = g .
From e = g and f r = re we obtain f r = rg . 
Lemma 3.2. For any two elements s in NS (E) with Ts ∩ E = {1} and e in E, there exists exactly one element
f in E such that es = sf .
Proof. Let s be an element in NS(E) satisfying Ts ∩ E = {1}, and let e be an element in E . From
s ∈ NS(E) we obtain
es ⊆ Es = sE.
Thus, E possesses an element f such that es = sf .
In order to prove uniqueness we ﬁx an element g in E satisfying es = sg . From es = sf and es = sg
we obtain sf = sg . Thus, sf g∗ = {s}, and this means that f g∗ ⊆ Ts .
On the other hand, we have f ∈ E and g ∈ E . Thus, as E is assumed to be closed, f g∗ ⊆ E . It
follows that f g∗ ⊆ Ts ∩ E = {1}. Thus, f g∗ = {1}, and that means that f = g . 
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determined element f in E which we found in Lemma 3.2 to satisfy es = sf . Thus, we have es = ses .
Lemma 3.3. Let p, q, and r be elements in NS(E) such that T p ∩ E = {1}, Tq ∩ E = {1}, Tr ∩ E = {1}, and
r ∈ pq. Assume that T p ⊆ Tq∗ or that q is thin. Then, for each element e in E, the following hold.
(i) We have er = (ep)q.
(ii) We have epq = qer .
Proof. (i) We are assuming that p ∈ NS(E) and that T p ∩ E = {1}. Thus, ep = pep . Similarly, as q ∈
NS (E) and Tq ∩ E = {1}, epq = q(ep)q . It follows that
e(pq) = (ep)q = (pep)q = p(epq) = p(q(ep)q) = (pq)(ep)q.
If T p ⊆ Tq∗ , we obtain from Lemma 3.1 that er = r(ep)q . If q is thin, Lemma 1.4 allows us to conclude
from r ∈ pq to pq = {r}. Thus, we obtain er = r(ep)q directly from the above equation. From er =
r(ep)q we obtain er = (ep)q .
(ii) By deﬁnition, we have epq = q(ep)q , and from (i) we know that er = (ep)q . Thus, epq = qer . 
4. Automorphisms
In this section, we assume that Oϑ (S) ⊆ Oϑ (S) and that Oϑ (S) is direct product of two simple
closed subsets of different order. We call these two simple closed subsets C and D .
Note that Oϑ (S) has exactly four normal closed subsets, namely {1}, C , D , and Oϑ (S); cf.
[4, 1.6.3(b)] and [4, 1.6.2(a)]. On the other hand, we know from Lemma 2.2(ii) that Ts  Oϑ (S) for
each element s in S . Thus, we must have
Ts = C, Ts = D, or Ts = Oϑ(S)
for each element s in S \ Oϑ (S).
Deﬁne U to be the set of all elements s in S with Ts = {1} or Ts = C , deﬁne V as the set of all
elements s in S with Ts = {1} or Ts = D .
Lemma 4.1. The following hold.
(i) The sets U and V are closed.
(ii) We have U ⊆ NS (D) and V ⊆ NS (C).
Proof. (i) We show that U is closed. That V is closed follows similarly.
Let p and q be elements in U , and let r be an element in p∗q. We have to show that r ∈ U .
From p ∈ U we obtain T p ⊆ C . Similarly, as q ∈ U , Tq ⊆ C . From Lemma 2.5(ii) we also know that
T p∗ = T p and that Tq∗ = Tq . Thus, we must have T p∗ ⊆ Tq∗ or Tq∗ ⊆ T p∗ . In the ﬁrst case, we obtain
Tr ⊆ Tq , in the second case, Tr∗ ⊆ T p ; cf. Lemma 2.4(iii). Thus, as Tr∗ = Tr , we have Tr ⊆ C in both
cases, and that means that r ∈ U .
(ii) We show that U ⊆ NS (D). That V ⊆ NS (C) follows similarly.
Let u be an element in U . We have to show that u ∈ NS(D).
Since u ∈ U , Tu = {1} or Tu = C . If Tu = {1}, u ∈ T . In this case, we obtain u ∈ NS (D) from
Lemma 2.5(iv). If Tu = C , TuD = CD = Oϑ (S). Thus, by Lemma 2.5(v), u ∈ NS(D). 
Lemma 4.2. Let y be an element in X, let s be an element in V , and let z and z′ be elements in ys. Then S
possesses an automorphism φ such that xφ = x for each element x in X \ zU and zφ = z′ .
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Thus, z′ ∈ zD . Thus, D possesses an element d such that z′ ∈ zd.
Let r be an element in U . Then, by Lemma 4.1(ii), r ∈ NS(D) and, by deﬁnition, Tr ∩ D = {1}. Thus,
for each element d in D , there exists exactly one element dr in D such that dr = rdr ; cf. Lemma 3.2.
For each element x in X \ zU , we deﬁne xφ := x. For each element x in zU , we deﬁne xφ to be
the uniquely determined element in xdr where r is the uniquely determined element in U satisfying
x ∈ zr.
Since d1 = d, zφ is the unique determined element in zd. Thus, as z′ ∈ zd, zφ = z′ .
In order to show that φ is an automorphism of S , we ﬁx elements v and w in X , and we denote
by r the uniquely determined element in S satisfying w ∈ vr. We shall be done if we succeed in
showing that wφ ∈ vφr.
(a) If v /∈ zU and w /∈ zU ,
wφ = w ∈ vr = vφr,
so that we are done in this case.
(b) Assume that v /∈ zU and that w ∈ zU . From v /∈ zU we obtain vφ = v . From w ∈ zU we obtain
wφ ∈ wD .
Suppose that r ∈ U . Then, as w ∈ vr, w ∈ vU . Thus, as w ∈ zU , v ∈ zU ; cf. Lemma 1.6(i) and recall
that, by Lemma 4.1(i), U is closed. This contradiction proves r /∈ U .
Since r /∈ U , Tr = {1} and Tr = C . Thus, Tr = D or Tr = Oϑ (S). In particular, D ⊆ Tr . Thus,
wφ ∈ wD ⊆ vrD ⊆ vrTr = vr = vφr,
and we are done.
(c) If v ∈ zU and w /∈ zU , one obtains vφ ∈ wφr∗ in exactly the same way as one obtains wφ ∈ vφr
in case (b). One just has to replace v , w , and r with w , v , and r∗ . The condition vφ ∈ wφr∗ , however,
is equivalent to wφ ∈ vφr.
(d) Assume, ﬁnally, that v ∈ zU and that w ∈ zU .
Since v ∈ zU , U possesses an element p such that v ∈ zp. Similarly, as w ∈ zU , U possesses an
element q such that w ∈ zq. Thus, by deﬁnition, vφ ∈ vdp and wφ ∈ wdq .
From w ∈ vr and v ∈ zp we obtain w ∈ zpr. Thus, as w ∈ zq, q ∈ pr.
From p, q ∈ U and q ∈ pr we obtain r ∈ U . From Lemma 4.1(ii) we know that U ⊆ NS (D). Thus,
{p,q, r} ⊆ NS(D).
If r is not thin, we obtain from r ∈ U that Tr = C . Thus, Tr∗ = C ; cf. Lemma 2.5(ii). Thus, as
T p = {1} or T p = C , T p ⊆ Tr∗ . Thus, as q ∈ pr, dpr = rdq; cf. Lemma 3.3(ii).
From wφ ∈ wdq and w ∈ vr we obtain wφ ∈ vrdq . Thus, as dpr = rdq , wφ ∈ vdpr.
From vφ ∈ vdp and the fact that dp is thin, we obtain vdp = {vφ}. Thus, as wφ ∈ vdpr,
wφ ∈ vφr. 
Lemma 4.3. Assume that Oϑ (S) = U and that Oϑ (S) = V . Let y be an element in X, let s be an element in
S \ (U ∪ V ), and let z and z′ be elements in ys. Then S possesses an automorphism φ such that yφ = y and
zφ = z′ .
Proof. Since z ∈ ys, y ∈ zs∗ . Thus, as z′ ∈ ys, z′ ∈ zs∗s. Thus, as s∗s = Oϑ (S) and Oϑ (S) = CD , z′ ∈
zCD . Thus, zC possesses an element z′′ such that z′ ∈ z′′D .
We are assuming that Oϑ (S) = U . Thus, U possesses an element p such that T p = C . From
Lemma 2.1(i) we also know that p∗p = T p . Thus, p∗p = C . Thus, as z′′ ∈ zC , z′′ ∈ zp∗p. Thus, zp∗
possesses an element v with z′′ ∈ vp. From v ∈ zp∗ we obtain z ∈ vp. Thus, as p ∈ U , S possesses an
automorphism χ such that xχ = x for each element x in X \ zV and zχ = z′′; cf. Lemma 4.2.
From Lemma 4.1(i) we know that V is closed. Thus, as s ∈ S \ V , s∗ ∈ S \ V . On the other hand, as
z ∈ ys, y ∈ zs∗ . Thus, y ∈ X \ zV . Thus, yχ = y.
Similarly, one obtains from Oϑ (S) = V an automorphism ψ of S such that yψ = y and z′′ψ = z′ .
Thus, setting φ := χψ , we obtain yφ = y and zφ = z′ . 
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Assume that Oϑ (S) is direct product of two thin simple closed subsets C and D of different order.
We shall prove that S is schurian.
If S does not possess an element s with Ts = C , {s∗s | s ∈ S} is linearly ordered with respect to
set-theoretic inclusion. Thus, by [3, Theorem B], S is schurian.
Similarly, S is schurian if S does not possess an element s with Ts = D . Therefore we may as-
sume that S possesses elements s with Ts = C and elements s with Ts = D . This allows us to apply
Lemma 4.3.
From Lemma 4.2 and Lemma 4.3 we now conclude that, for any four elements y in X , s in S ,
and z, z′ in ys, S possesses an automorphism φ such that yφ = y and zφ = z′ . Thus, S satisﬁes
condition (b) of Proposition 1.9.
That S satisﬁes condition (a) of Proposition 1.9 was shown in [2, Theorem 1.2]. Thus, by Proposi-
tion 1.9, S is schurian.
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Appendix A. Schurian schemes with thin thin residue
The main result of this article says that schemes of ﬁnite valency are schurian if their thin residue
is the direct product of two thin simple closed subsets of different order. In this appendix, we shall
now completely describe schurian schemes of ﬁnite valency in which the thin residue is the direct
product of two thin simple closed subsets of different order.
Lemma A.1. Let G be a ﬁnite group, let H be a subgroup of G, and set N := 〈Hg | g ∈ G〉. Then the following
hold.
(i) We have Oϑ (G//H) = NG(H)//H.
(ii) We have Oϑ (G//H) = N//H.
(iii) We have Oϑ (G//H) ⊆ Oϑ (G//H) if and only if N ⊆ NG(H).
Proof. (i) This is [7, Lemma 4.2.5(i)].
(ii) Let e and g be elements in G . Then eH ∈ (gH )∗gH if and only if e ∈ Hg∗HgH ; cf.
[7, Lemma 4.1.4]. That e ∈ HHgH is equivalent to eH ∈ HHgH//H follows right from the deﬁnition
of HHgH//H . Thus, (gH )∗gH = HHgH//H .
From Lemma 1.8(ii) we know that Oϑ (G//H) is the smallest closed subset of G//H which contains
(gH )∗gH for each element g in G . Moreover, N is the subgroup of G generated by all subsets HHgH
with g ∈ G .
(iii) This follows from (i) and (ii). 
Lemma A.2. Let G be a ﬁnite group, let N1, . . . ,Nk be pairwise different normal subgroups of G such that, for
each element i in {1, . . . ,k}, G/Ni is simple and not commutative. Assume that N1 ∩ · · · ∩ Nk = {1}. For each
element i in {1, . . . ,k}, deﬁne Mi to be the intersection of the subgroups N j with j ∈ {1, . . . ,k} \ {i}. Then the
following hold.
(i) We have G = M1 × · · · × Mk.
(ii) For each element i in {1, . . . ,k}, we have Mi ∼= G/Ni .
Proof. (i) The statement is obvious if k = 1. Therefore, we assume that 2 k. Let i and j be elements
in {1, . . . ,k} such that i = j.
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follows that
G/N j ∼= Ni/Ni ∩ N j.
Thus, as G/N j is assumed to be simple and not commutative, Ni/Ni ∩ N j is simple and not commu-
tative.
Suppose that i = 1 and j = 1, and assume, by way of contradiction, that N1 ∩ Ni = N1 ∩ N j . Then
N1 ∩ Ni ∩ N j = N1 ∩ Ni , so that
N1/N1 ∩ Ni ∩ N j = N1/N1 ∩ Ni .
Thus, as 1 = i, N1/N1 ∩ Ni ∩ N j is simple and not commutative.
Similarly, we obtain that Ni/N1 ∩ Ni ∩ N j and N j/N1 ∩ Ni ∩ N j are simple and not commutative.
Thus, as
N1/N1 ∩ Ni ∩ N j ⊆ G/N1 ∩ Ni ∩ N j
= NiN j/N1 ∩ Ni ∩ N j = (Ni/N1 ∩ Ni ∩ N j)(N j/N1 ∩ Ni ∩ N j),
we must have N1 = Ni or N1 = N j ; cf. [4, 1.6.3(b)]. This contradicts our choice of i, j ∈ {2, . . . ,k}.
Thus, N1 ∩ Ni = N1 ∩ N j if i = 1 and j = 1. Thus, by induction,
N1 = M2 × · · · × Mk.
Similarly,
Nk = M1 × · · · × Mk−1.
Thus,
G = NkN1 = M1(M2 × · · · × Mk−1)N1 = M1N1.
Thus, as M1 ∩ N1 = {1},
G = M1 × N1 = M1 × M2 × · · · × Mk.
(ii) Let i be an element in {1, . . . ,k}. Then M j ⊆ Ni for each element j in {1, . . . ,k} \ {i}. Thus,
by (i), G = Mi × Ni , and that implies Mi ∼= G/Ni . 
Corollary A.3. Let G be a ﬁnite group, let N be a normal subgroup of G, and let N1 and N2 be normal subgroups
of N such that N/N1 and N/N2 are simple and not isomorphic to each other.
Deﬁne M1 to be the intersection of the subgroups N
g
1 with g ∈ G, deﬁne M2 correspondingly, and assume
that M1 ∩ M2 = {1}. Then the following conditions hold.
(i) The group N/M1 is the direct product of simple groups isomorphic to N/N1 .
(ii) We have N = M1M2 .
(iii) The group M1 is the direct product of simple groups isomorphic to N/N2 .
(iv) The group M1 ∩ N2 is a maximal normal subgroup of M1 .
(v) The group M1 ∩ N2 does not contain a normal subgroup of G different from {1}.
(vi) If N/N2 is not commutative, M1 is a minimal normal subgroup of G.
(vii) We have N1 ∩ N2 = (M1 ∩ N2)(M2 ∩ N1).
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1  N and N/N
g
1
∼= N/N1 for each element g in G .
If N/N1 is commutative, we obtain from [4, 1.6.4] that N/M1 is the direct product of simple groups
isomorphic to N/N1. If N/N1 is not commutative, the same conclusion follows from Lemma A.2.
(ii) From (i) we know that N/M1 is the direct product of simple groups isomorphic to N/N1.
Similarly, we obtain that N/M2 is the direct product of simple groups isomorphic to N/N2. Thus, as
N/N1  N/N2, N = M1M2.
(iii) From (ii) we know that N = M1M2. Thus, as we are assuming M1 ∩ M2 = {1}, we have M1 ∼=
N/M2. Thus, by (i), M1 is the direct product of simple groups isomorphic to N/N2.
(iv) We have
M1/M1 ∩ N2 ∼= M1N2/N2 = M1M2/N2 = N/N2.
Thus, the claim follows from the fact that N/N2 is assumed to be simple.
(v) Let K be a normal subgroup of G with K ⊆ M1 ∩ N2. Then K ⊆ M1 ∩ Ng2 for each element g
in G . Thus, K ⊆ M1 ∩ M2 = {1}.
(vi) Considering [4, 1.6.3(b)] this follows from (iv) and (v).
(vii) By Dedekind’s Lemma [4, 1.1.11], we have
N1 = M1M2 ∩ N1 = M1(M2 ∩ N1)
and then
N1 ∩ N2 = M1(M2 ∩ N1) ∩ N2 = (M1 ∩ N2)(M2 ∩ N1).
This ﬁnishes the proof. 
Theorem A.4. Let S be a scheme of ﬁnite valency. Assume that Oϑ (S) is the direct product of two thin simple
closed subsets of different order. Then there exist a ﬁnite group G, normal subgroups M1 and M2 of G, and
maximal normal subgroups H1 of M1 and H2 of M2 satisfying the following conditions.
(i) Let i be an element in {1,2}, and assume that Mi is commutative. Then Mi is elementary abelian and Hi
contains no normal subgroup of G different from {1}.
(ii) Let i be an element in {1,2}, and assume that Mi is not commutative. Then Mi is a minimal normal
subgroup of G.
(iii) We have H1 G, H2 G, and S ∼= G//H1H2 .
Proof. From the main result of this article we know that S is schurian. Thus, there exist a ﬁnite
group G and a subgroup H such that S ∼= G//H .
Deﬁne K to be the intersection of the subgroups Hg with g ∈ G . Then, by [7, Theorem 5.3.3],
G//H ∼= (G/K )//(H/K ).
Thus, we may assume that K = {1}.
We are assuming that Oϑ (S) ⊆ Oϑ (S). Thus, as S ∼= G//H , we have Oϑ (G//H) ⊆ Oϑ (G//H). Thus,
setting N := 〈Hg | g ∈ G〉 we obtain
N ⊆ NG(H);
cf. Lemma A.1(iii).
From S ∼= G//H we obtain Oϑ (S) ∼= Oϑ (G//H). From Lemma A.1(ii) we know that Oϑ (G//H) =
N//H . From H  N we obtain N//H = N/H . Thus,
Oϑ(S) ∼= N/H .
P.-H. Zieschang / Journal of Algebra 322 (2009) 54–67 67Now recall that we are assuming that Oϑ (S) is the direct product of two simple closed subsets of
different order. Thus, N possesses normal subgroups N1 and N2 such that N/N1 and N/N2 are simple
of different order and H = N1 ∩ N2.
Deﬁne M1 to be the intersection of the subgroups N
g
1 with g ∈ G , and deﬁne M2 correspondingly.
Then M1 and M2 are normal subgroups of G .
Set H1 := M1 ∩ N2 and H2 := M2 ∩ N1. Then, by Lemma A.3(iv), H1 is a maximal normal subgroup
of M1 and H2 is a maximal normal subgroup of M2.
Condition (i) follows from Lemma A.3(iii), (v), and condition (ii) follows from Lemma A.3(iii), (vi).
From Lemma A.3(vii) we know that N1 ∩ N2 = (M1 ∩ N2)(M2 ∩ N1). Thus, as H = N1 ∩ N2, H1 =
M1 ∩ N2, and H2 = M2 ∩ N1,
H = H1H2.
Thus, as S ∼= G//H ,
S ∼= G//H1H2.
Assume that H1 G . Then, as H = H1H2,
Hg = H1Hg2 ⊆ H1M2 ⊆ N2
for each element g in G . Thus, N ⊆ N2. Thus, as N2 ⊆ N , N2 = N , contrary to the fact that N/N2 is
simple.
Thus, we have H1 G . Similarly, one obtains H2 G . 
Theorem A.5. Let G be a ﬁnite group, let M1 and M2 be normal subgroups of G such that M1 ∩ M2 = {1},
let H1 be a maximal normal subgroup of M1 , let H2 be a maximal normal subgroup of M2 , and assume that
H1 G and H2 G. Then Oϑ (G//H1H2) ∼= M1/H1 × M2/H2 .
Proof. Set H := H1H2 and N := 〈Hg | g ∈ G〉. Then N is the smallest normal subgroup of G which
contains H . Since we are assuming H1 G and H2 G , we have N = M1M2.
On the other hand, we know from Lemma A.1(ii) that Oϑ (G//H) = N//H . Thus,
Oϑ(G//H) = M1M2//H .
Since M1 ∩ M2 = {1}, M2 ⊆ CG(H1). Thus, as H1  M1, H1  M1M2. Similarly, H2  M1M2. Thus,
H  M1M2 and
M1M2/H = M1H/H × M2H/H ∼= M1/H1 × M2/H2.
This proves the theorem. 
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