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Une décharge dans un gaz à haute pression et à basse température (ie de l'ordre de la 
température ambiante) est un phénomène généralement instable (transition à l'arc), en raison de 
phénomènes divergents précisément dûs à la pression élevée. En se basant sur la loi d'échelle 
pression fois distance qui définit la tension de claquage, on arrive toutefois à créer des plasmas 
froids, stables et non-filamentaires, à pression atmosphérique, en ramenant les dimensions de la 
décharges à quelques centaines de microns. Les applications de telles décharges sont 
nombreuses, tant par la densité d'espèce réactive que l'on peut générer que par la faible tension 
nécessaire à son maintien et les économies réalisées en terme d'équipement, les systèmes de 
pompage n'étant plus nécessaires. Cela concerne par exemple la production d'excimère pour la 
génération de lumière, la production d'espèces réactives pour les applications biologiques ou le 
traitement des matériaux, ou encore l'affichage plasma. 
Mais le passage aux hautes pressions entraîne des effets pas encore bien compris au niveau 
théorique. En effet, à pression atmosphérique, la chimie dans les mélanges gazeux complexes 
va être modifiée, les effets thermiques jouent un rôle accru, la diffusion étant plus faible, 
jusqu'à la zone de gaine qui va être plus compacte et donc le champ électrique à la cathode plus 
élevé, modifiant ainsi l'interaction du plasma avec les électrodes. Par ailleurs, ces dimensions 
microscopiques et la pression atmosphérique concerne un autre type de décharges, les 
décharges partielles dans les défauts structurels des isolants, responsables de leur dégradation à 
très long terme. Ces décharges partielles ayant lieu dans des conditions similaires (volume et 
pression), l'étude des microdécharges peut alors être calquée sur cet autre problème afin d'en 
expliquer certains aspects mal connus. 
Le but de cette thèse est d'étudier les questions soulevées par le passage à haute pression et à 
dimension microscopique, en se concentrant sur l'étude numérique de la chimie d'un mélange 
complexe (He/O2/NO) dans une post-décharge, puis l'étude théorique de l'émission 
électronique secondaire par impact ionique et métastable sur une cathode métallique, et 
l'influence possible d'un champ électrique moyen (de l'ordre de 10
7
 V/m) sur cette émission. 
Ces résultats sont ensuite adaptés à l'étude de l'émission secondaire sur une surface 




A non-equilibrium discharge at high pressure is generally an unstable phenomenon, because 
of feedback mechanisms due to this high pressure and leading to the arc. Starting from the p.d 
scaling law (pressure times distance) that defines the breakdown voltage, one can generate a 
cold, stable, non-equilibrium and non-constricted plasma at atmospheric pressure by turning 
down the discharge dimensions to some hundreds of microns. The applications for such 
discharges are numerous, from the point of view of the active species one can get with it, or the 
low voltage required for its sustainment, or the simplification of all the experimental 
equipment since pumping devices and vacuum proofed chambers are not necessary anymore. 
Those applications deal with excimers production for light generation, reactive species 
production for biological use or surface treatment or laser pumping, or plasma display. 
The fact is that many features of those microplasmas are not yet well understood. At 
atmospheric pressure, the kinetics of complex gas mixes is being modified, temperature plays 
an increased role due to lower diffusion, the cathode sheath is thiner therefore the electric field 
at its surface is higher, changing the interaction of the plasma with the electrodes. Besides, 
those small dimensions and this high pressure are the same conditions for another type of 
discharge, the partial discharges in structure flaws within isolating materials, these discharges 
being the cause of the long term ageing (and breakdown) of such materials. Since the partial 
discharges happen in conditions (pressure and distance) close to controlled microdischarges, 
some aspects of there study can be applied to the partial discharge problem which also needs 
some improvements in the description of certain of its processes. 
The goal of this thesis is to study the issues raised by the transition to high pressure and the 
downsizing of the geometry, especially by focusing on the numerical study of the kinetics of a 
complex mix (He/O2/NO) in a post-discharge, then the theoretical study of secondary electron 
emission by slow ion and metastable impact on a metallic cathode and the possible influence of 
a medium strength electric field (about 10
7
 V/m) on this emission in the context of the 
simulation of a Micro Hollow Cathode Discharge. In a final part, those results are used to 
describe secondary emission on a dielectric surface, first MgO and then polyethylen, the aim 
being to improve the description of partial discharges in polyethylen.
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La physique des plasmas est un domaine extrêmement vaste, aux applications multiples. 
Parmi ces applications, le traitement de surface, la production d'espèces réactives ou la 
production de lumière sont d'une importance particulière. Le principal facteur limitant ces 
différentes applications de plasma hors-équilibre est la pression du gaz dans lequel a lieu la 
décharge. 
En effet, à pression atmosphérique, dans des conditions classiques de décharges (volume 
macroscopiques, en particulier), un plasma froid hors-équilibre (dans laquelle les électrons sont 
très chauds en terme d'énergie moyenne, tandis que les ions sont à la température du gaz) aura 
tendance à se filamenter, les effets thermiques à la surface de la cathode vont devenir très 
importants, l'ionisation va augmenter dans chacun de ces filaments du fait de la diffusion trop 
faible à cette pression, et tout ceci va concourir à l'instabilité de la décharge, menant à l'arc. En 
bref, l'instabilité de la décharge est le problème majeur de la haute pression.   
Car la pression atmosphérique est un objectif extrêmement intéressant pour ces applications, 
du fait des contraintes économiques grandissantes. En effet, à pression atmosphérique, les 
dispositifs sont simplifiés puisqu'il n'est plus besoin de systèmes sous vide (plus de pompes qui 
peuvent être extrêmement onéreuses, ni d'enceintes à l'entretien fastidieux), et la production 
d'espèces réactives est accrue. Pour stabiliser une décharge à pression atmosphérique, plusieurs 
techniques, plus ou moins récentes, ont été étudiées. Les décharges à barrière diélectriques sont 
une des premières solutions qui permettent de maintenir une décharge stable à haute pression 
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[KEE99]. Schématiquement, cela consiste simplement en deux électrodes recouvertes par une 
épaisseur de diélectrique. Une autre possibilité est une succession de pulses de l'ordre de la 
nanoseconde [Hil00]. Ainsi, les instabilités n'ont pas le temps de diverger, et en moyenne 
temporelle on obtient une décharge stable. Une autre technique, et c'est elle qui va retenir notre 
attention, est la micro-décharge, en particulier dans la configuration cathode creuse (MHCD) 
[SES97]. 
L'idée qui sous-tend le principe de la MHCD est la loi d'échelle pression fois distance. Pour 
une pression plus élevée, on diminue en proportion la distance interélectrode pour conserver le 
même comportement du plasma. Cette loi d'échelle provient de la courbe de Paschen, qui décrit 
une décharge plan-plan avec une chimie extrêmement simplifiée. Ce n'est pas le cas de la 
MHCD, qui a une géométrie le plus souvent cylindrique et est constituée d'un trou dans un 
empilement Cathode-Diélectrique-Anode. Les effets 2D y jouent donc un rôle non-négligeable, 
et pourtant le rapport p.d est à peu près respecté. 
Cela ouvre de nombreuses interrogations. En effet, la haute pression mène à des conditions 
sensiblement différentes de celles rencontrées dans les plasmas basse pression habituellement 
utilisés dans le champ des applications nommées plus haut. En particulier, le comportement de 
la décharge dans un mélange gazeux complexe, dont la cinétique chimique est souvent bien 
connue à basse pression, mais où certaines réactions semblent manquer à haute pression. Ces 
problèmes sont directement liés à la production d'espèces réactives pour le pompage optique 
des lasers de puissance, la production de lumière, ou encore les applications biologiques. Pour 
ces applications, basées sur une post-décharge, plusieurs moyens sont utilisés pour déposer de 
l'énergie dans le gaz via les électrons, et l'un d'eux, très récent, est la décharge entretenue par 
microcathode creuse (MCSD) [SS99]. Cette configuration utilise la MHCD comme source 
d'électron (donc pouvant être vue comme une cathode), ce qui permet, en plaçant une anode 
face à l'anode de la MHCD, d'avoir un plasma froid hors-équilibre et non auto-entretenu à 
pression atmosphérique sur une distance de l'ordre du centimètre. Les avantages de cette 
configuration sont nombreux, entre autres la faible tension nécessaire à son maintien, le grand 
volume (comparativement à la MHCD) de décharge, sa stabilité même pour des flux de gaz 
importants et le champ réduit très faible en son sein (ce qui, dans le cas d'un mélange contenant 
de l'oxygène, va favoriser le dépôt d'énergie dans les premiers états excités d'O2). L'étude de la 
chimie à haute pression devient donc critique, ici, afin d'améliorer la compréhension des 
résultats expérimentaux obtenus avec ce dispositif. Ce travail numérique a été effectué en 
collaboration avec S. Pancheshnyi, afin de développer un modèle permettant de comparer et 
expliquer les résultats obtenus par J. Santos-Sousa et V. Puech de l'équipe DIREBIO 
(anciennement DIP) du laboratoire LPGP d'Orsay [SSB08]-[Sou10]. 
L'autre interrogation que soulève la haute pression est l'interaction du plasma avec la cathode. 
A haute pression, la gaine cathodique va être plus fine, donc le champ électrique à la cathode 
plus intense. Ce qui serait susceptible de modifier les conditions d'émission secondaire à la 
cathode, mais dans des proportions difficilement appréciables. On sait par exemple qu'à 
pression atmosphérique et distance microscopique (de l'ordre de quelques microns et 
inférieures), on observe une déviation à la courbe de Paschen classique (déterminée pour une 
émission secondaire par impact ionique), où dans le cas de l'air la tension de claquage en 
fonction du produit pression fois distance chute fortement lorsque la distance diminue [TD99]. 
On se trouve ici dans un cas où la pression est élevée, et la distance interélectrode réduite pour 
maintenir la stabilité de la décharge, mais avec comme conséquence un champ électrique très 
élevé. Une possible explication de ce phénomène est l'émission de champ renforcée par un flux 
d'ions à la paroi [BKG55]. Grossièrement, cela consiste à ajouter au champ externe le champ 
induit par les ions arrivant, ce qui va fortement coupler les paramètres du plasma aux 
paramètres de la paroi. Mais cette théorie ne semble pas complète, et pourrait ne pas suffire à 
expliquer correctement l'écart à la courbe de Paschen. 
13 
 
Une autre possibilité, et ce sera l'un des objectifs de cette thèse, est d'envisager une influence 
du champ électrique sur l'émission secondaire Auger, émission électronique de la paroi due à 
l'arrivée d'un ion qui est neutralisé par un électron de ladite paroi. Ce mécanisme, bien connu et 
bien étudié, n'a pourtant jamais été couplé à un champ électrique, et il pourrait être fortement 
modifié par la présence du champ. La MHCD, à haute pression, peut avoir un champ électrique 
à la cathode très élevé, mais en-deçà du seuil d'émission de champ, ou d'émission de champ 
renforcée par les ions. Une théorie de l'émission Auger incluant le champ électrique serait alors 
un mécanisme à prendre en compte dans la description de la MHCD à haute pression. 
Une autre configuration de microdécharge où l'émission à la paroi joue un rôle important est 
la décharge à barrière diélectrique que nous avons citée plus haut. Parmi ses différentes 
applications, l'affichage plasma (Plasma Display Panel, PDP) est directement concerné par 
l'émission Auger depuis un diélectrique, le MgO. Et grâce à l'intérêt économique grandissant 
pour cette technologie, les études se font de plus en plus nombreuses, et permettent de mieux 
comprendre ce mécanisme. C'est ce qui nous permet d'établir un pont vers un autre type de 
décharge à haute pression, les décharges partielles dans les isolants des réseaux électriques. 
Ces décharges partielles sont la conséquence de la présence de microcavités dans la structure 
de l'isolant (généralement un polymère, très souvent le polyéthylène). De l'air est emprisonné 
dans cette cavité et ensuite, durant l'utilisation de l'isolant, cette cavité est soumise à de fortes 
contraintes électriques, ce qui va mener à des décharges partielles qui vont creuser l'intérieur de 
la cavité jusqu'à, à terme, engendrer le vieillissement et le claquage de l'isolant. L'intérêt ici est 
bien entendu dans un premier temps de savoir quand l'isolant est susceptible de claquer, et 
ensuite d'être capable de mieux produire les matériaux afin de limiter ces claquages. Les 
recherches concernant les décharges partielles ont déjà produit de nombreux résultats [Mor05], 
mais l'apparition de nouveaux matériaux ainsi que les contraintes financières (des éléments 
plus petits devant résister à des champs et des températures plus élevés) nécessitent de raffiner 
les approches déjà existantes. Dans ce contexte vaste, aucune recherche n'a réellement été 
menée pour décrire la possibilité de l'émission secondaire à la paroi du diélectrique, ni son 
ampleur théorique, ni l'impact éventuel du champ sur cette émission. Parallèlement, cette étude 
est menée dans le cadre des DBD classique dans l'air à pression atmosphérique, et deux 
description s'affrontent : une émission électronique de type Auger, ou une émission 
électronique correspondant à l'excitation thermique des électrons piégés en surface. 
Ce travail, qui porte sur l'étude numérique et théorique des phénomènes liés aux hautes 
pressions dans certains types de microdécharges, est donc centré sur ces deux aspects majeurs 
du passage à la haute pression : la description de la cinétique chimique, ainsi que les 
modifications de l'émission Auger, aussi bien à la surface d'un métal qu'à celle d'un 
diélectrique dans le cas d'un champ appliqué élevé. 
Cette thèse se décompose en cinq parties : 
Le premier chapitre traite du contexte général des micro-décharges, les avancées déjà 
effectuées, tant du point de vue expérimental que théorique et numérique. On y exposera plus 
particulièrement les questions ayant orienté nos recherches. 
Le second chapitre se consacre à la simulation de la cinétique chimique de la colonne positive 
de la MCSD ainsi que de la post-décharge dans le cadre de la production d'O2 (
1). On y 
présente un programme 0D récemment conçu pour ce type de problèmes, ZDPlasKin, débuggé 
et testé dans l'argon et l'oxygène, puis utilisé dans un mélange He/O2/NO, dans le cadre d'une 
collaboration avec les expérimentateurs du LPGP. 
Le troisième chapitre, uniquement théorique, développe la théorie de l'émission Auger, ou 
émission secondaire par impact d'ions lents, de métastables lents, ou encore l'éjection multi-
étape, exposés dans [Hag54]. 
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Le quatrième chapitre reprend les résultats du précédent pour y ajouter un champ électrique. 
Nous verrons quelles approximations sont faites, et quels sont les effets prépondérants. A la fin 
de ce chapitre, nous verrons l'impact de ce calcul sur la courbe de Paschen, et on appliquera 
cette émission secondaire renforcée à la simulation 2D d'une MHCD d'argon, afin d'en étudier 
l'impact sur la caractéristique courant-tension. 
Enfin, le cinquième chapitre est l'étude de cette émission secondaire appliquée à une surface 
diélectrique, en se basant sur les résultats connus pour le MgO qui nous servirons de cas de 
référence. On procèdera ensuite à l'adaptation de ces résultats à une surface de polyéthylène, en 
tentant de la décrire moyennant plusieurs simplifications, notamment concernant les pièges à 
électrons. Nous verrons à la fin de ce chapitre la confrontation de ces résultats avec les résultats 
expérimentaux les plus récents concernant les DBD, ainsi que l'implémentation de nos calculs 
dans une simulation complète du phénomène de décharge partielle. 
La thèse se termine bien entendu par une conclusion générale ainsi qu'une discussion sur les 























Après les phases solide, liquide et gazeuse, le plasma (ou gaz ionisé) est généralement appelé 
le quatrième état de la matière. Pour l'expliquer en une phrase, on peut dire que c'est un gaz 
dans lequel la quantité d'électrons et d'ions présents ne peut plus être négligée. Cette 
description lapidaire recouvre en réalité des types de plasmas extrêmement divers, si 
différenciés qu'en fait chaque plasma particulier représente un domaine de spécialisation très 
pointu. 
Et c'est peut-être cette disparité qui fait que la non-célébrité du plasma est un paradoxe. En 
effet, pour la majorité de nos contemporains, on ne sait pas ce qu'est un plasma, ou on le 
confond avec le plasma sanguin. Pourtant, s'il est un consensus au sein de la communauté du 
plasma, c'est que 99,9% de la matière connue dans l'univers est sous forme de plasma. 
Pourquoi une si mauvaise vulgarisation, alors ? Pour la simple raison que sur Terre, nous 
n'avons quasiment aucune connaissance empirique évidente des plasmas, hormis la foudre et 
les aurores boréales, qui ne sont que rarement décrites comme des plasmas. 
Pourtant, passées les hautes couches atmosphériques, on rencontre la magnétosphère, puis le 
vide interstellaire, la couronne solaire, les étoiles, le vide intergalactique, qui tous sont sous 
forme de gaz ionisé. Car comme on l'a dit plus haut, la définition du plasma est vaste, mais 
peut être regroupée dans deux paramètres : ne, la densité électronique et Te, la température 









 (noyaux stellaires et tokamaks pour la fusion 
thermonucléaire) et de quelques centaines de Kelvins (espaces interstellaires) à des dizaines de 
millions de Kelvins (noyau des étoiles et tokamaks). Entre ces valeurs extrêmes, toutes les 
combinaisons sont possibles, correspondant à de multiples domaines, tous les plasmas naturels 
et astrophysiques, les plasmas industriels (réacteurs pour le traitement de surface, 
l'implantation, la dépollution, la stérilisation, etc...), l'interaction laser-plasma, les plasmas d'arc 
pour la soudure ou le découpage, les plasmas pour application optique (néons, lampes UV, 
écrans plasmas...), etc..., chaque groupe se divisant ensuite en sous-groupes plus spécialisés 
encore. De nos jours, l'application la plus médiatiquement connue des plasmas est certainement 
le fameux écran plasma, tandis que les applications les plus répandues (au sens de leur 
omniprésence dans notre mode de vie post-industriel) sont le tube au néon et la gravure des 
microprocesseurs. 
Cette multiplicité de formes et d'applications fait du domaine très général des plasmas un 
domaine de recherche inépuisable en ce qu'il englobe quasiment toute la physique connue, de 
la mécanique quantique à la physique statistique, de la mécanique des fluides à la physique du 
solide, de la chimie à l'électromagnétisme, de la thermodynamique à la physique nucléaire. 
Historiquement, l'étude des plasmas débute au XVII
e
 siècle avec la découverte des décharges 
entre deux électrodes chargées par triboélectricité. Mais c'est à l'orée du XX
e
 siècle qu'elle 
prend réellement son essor, avec l'avènement de la mécanique quantique et l'achèvement alors 
tout récent de la théorie de l'électromagnétisme. On peut donc dire que la recherche concernant 
les plasmas est active depuis plus d'un siècle, avec une montée en puissance des dernières 
cinquante années et le développement considérable des technologies de pointe. 
Il existe des dizaines de plasmas différents, dont la classification évolue à chaque nouvelle 
découverte et dont les frontières restent flottantes, mais le domaine roi, car historiquement le 
17 
 
premier moyen d'étudier les plasmas, est la décharge dans un gaz entre deux électrodes 
chargées. C'est le moyen le plus simple d'aborder la physique des plasmas et d'en comprendre 
les mécanismes fondamentaux. Le principe de base pour former un plasma est de fournir 
suffisamment d'énergie au gaz pour pouvoir ioniser ses espèces neutres, donc créer des paires 
électrons-ions. Cet apport énergétique peut se faire sous de nombreuses formes, émission de 
microonde, d'ondes radiofréquence, champ magnétique, faisceau d'électrons, éclairage par une 
source de photons énergétiques (laser ou non), etc... Mais le domaine de décharge qui nous 
intéresse est celui où c'est un champ électrique constant (régime continu) appliqué entre deux 
électrodes qui va donner l'énergie nécessaire à la formation et au maintien du plasma. 
Dans un gaz neutre, des phénomènes d'ionisation ont lieu en permanence (grâce au 
rayonnement cosmique, par exemple), mais la recombinaison est trop rapide pour que les 
paires électrons-ions formées soient en quantité non négligeables. En revanche, quand ce gaz 
neutre est dans un champ suffisamment important entre deux électrodes et qu'une paire 
électron-ion se forme, au lieu de se recombiner, l'électron va être accéléré par le champ vers 
l'anode et l'ion vers la cathode. Suivant l'intensité du champ et le libre parcours moyen dans le 
gaz, l'électron va pouvoir acquérir assez d'énergie cinétique pour qu'à une collision donnée 
avec un neutre, il l'ionise et qu'un second électron soit ainsi libéré dans le gaz (et un second 
ion). Le même processus se produit pour cette paire d'électrons qui vont à leur tour ioniser 
d'autres neutres, etc..., jusqu'à ce que tous les électrons formés ainsi arrivent à l'anode. C'est ce 
que l'on appelle l'avalanche électronique, et le nombre d'électrons libérés par un électron de 
départ est appelé la multiplication.  
Une fois que l'avalanche électronique est arrivée à l'anode et que les ions sont neutralisés à la 
cathode, si rien d'autre ne se passe, tout recommence à zéro. On parle de décharge non-
autoentretenue. Pour que la décharge s'entretienne, il faut fournir de nouveaux électrons au gaz, 
sans attendre les ionisations dues aux rayons cosmiques. Cette source d'électron peut être 
extérieure, ou déclenchée depuis l'extérieur (éclairage UV, par exemple), mais cela concerne 
d'autres types de décharges que nous laisserons de côté dans ce travail. Dans les décharges que 
nous allons étudier, ce qui permet de réalimenter le gaz en électrons est l'émission électronique 
à la cathode. 
L'émission électronique, terme vague, recouvre plusieurs mécanismes d'émission d'électrons 
qui peuvent être activés par le champ, la température, par l'impact de photons, d'ions ou de 
métastables. Le cas classique est l'émission secondaire par impact ionique. Les ions produits en 
volume et arrivant à la cathode sont neutralisées et cette neutralisation s'accompagne de 
l'émission depuis la cathode d'un électron secondaire avec une probabilité  dépendant de la 
nature de l'ion ainsi que de celle de la surface cathodique. Le gaz est donc réalimenté en 
électrons qui à nouveau vont être accélérés vers l'anode et déclencher des ionisations dans le 






Fig. 1.1 : Schéma des deux processus principaux régissant les décharges dans les gaz entre deux 
électrodes. Un premier électron (rouge) frappe un neutre du gaz (N) qui est ionisé, perd un électron et 
devient ion (noir +), etc... Quand un ion arrive à la cathode, un électron de celle-ci sort le neutraliser et 
un autre électron récupère l'excédent d'énergie et s'échappe dans le gaz. E est le champ électrique, d la 
distance interélectrode. 
 
Bien entendu, ce schéma est simplifié et ne montre pas la chimie complexe qui peut jouer un 
rôle important dans le volume, ni les effets thermiques, ni les différentes géométries possibles, 
ni les phénomènes susceptibles de modifier l'état des parois (dépôt de couche mince, gravure, 
chauffage). Cependant il permet de mettre en lumière la dynamique d'une décharge classique, 
que nous allons complexifier peu à peu. 
 
2) Les hautes pressions dans les microdécharges 
Dans l'éventail des plasmas possibles que nous avons vu plus haut, ceux qui nous intéressent 
ici sont les plasmas froids, froids dans le sens où la température des électrons (la moyenne de 
leur distribution énergétique, généralement de l'ordre de quelques eV, donc quelques 10
4
 K) est 
bien supérieure à celle des ions, que l'on considère en équilibre thermique avec le gaz neutre 
(de l'ordre de quelques centaines de Kelvin). Dans notre cas, on parle aussi de plasma froid où 
la température du gaz reste généralement inférieure à 1000 K, par opposition aux plasmas d'arc 
dans lesquels l'énergie déposée est telle que les effets thermiques augmentent considérablement 
cette température. L'intérêt des plasmas froids est qu'ils permettent d'obtenir une grande 
quantité d'espèces réactives pour des applications allant du traitement de surface à la 
production de lumière en passant par la dépollution. 
Or ces applications nécessitent une basse (≤ 10 torr) ou très basse pression (≤ 10 mtorr) pour 
un bon fonctionnement. Créer un plasma froid, stable et à haute pression présente donc un 
immense intérêt, d'un point de vue expérimental et industriel. En effet, travailler à pression 
atmosphérique signifie ne plus avoir besoin de systèmes de pompage coûteux, ni d'enceintes 
étanches, etc... Mais augmenter la pression, pour un plasma, revient à favoriser les phénomènes 
conduisant à l'instabilité de la décharge, puisque l'ionisation n'est plus compensée par la 
diffusion, ce qui mène à une transition à l'arc. 
Les méthodes pour parvenir à ce domaine de pression tout en maintenant la stabilité de la 
décharge (et sa basse température) sont diverses, mais s'appuient en majorité sur le paramètre 
d'échelle p.d, pression fois distance, issu de la courbe de Paschen que nous verrons plus loin. 
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Cela signifie que pour une pression qui augmente, la distance entre les électrodes doit diminuer 
pour conserver les propriétés du plasma. En l'espèce, s'il faut appliquer une tension constante 
d'environ 300 V pour obtenir un plasma froid et stable dans de l'argon à une pression de 10 torr 
entre deux électrodes écartées d'un centimètre, on obtiendra un plasma froid et stable à pression 
atmosphérique pour la même tension si les électrodes sont séparées d'environ 130 m. On parle 
alors de microdécharges. 
Nous allons étudier plus en profondeur ces microdécharges, et en particulier les 
microdécharges à cathode creuse (MHCD) [SES97] et les décharges entretenues par 
microcathode (MCSD) [SS99]. Il existe d'autres dispositifs permettant d'obtenir des plasmas 
froids à pression atmosphérique sans recourir à des géométries microscopiques, et les 
décharges à barrière diélectrique (DBD) en sont un bon exemple [KEE99]. Leur physique est 
différente, et nous n'entrerons pas dans les détails dans le cadre de ce travail, mais deux cas 
particuliers de DBD retiendrons notre attention : les éléments d'affichage plasma (PDP) 
[Boe03] et les décharges partielles dans les isolants [DF92], [Mor05]. 
Le point commun de ces différents dispositifs est la haute pression de leur gaz, et c'est 
justement ce passage aux hautes pressions qui fait apparaître des problèmes inédits. Parmi eux, 
on peut citer le fait que la simulation fluide des effets thermiques semble atteindre ses limites 
dans le cas des hautes pressions, du fait d'approximations trop lourdes sur les conditions aux 
abords de la cathode. La cinétique chimique dans des mélanges gazeux complexes, qui sera 
l'objet de notre attention au second chapitre, paraît elle aussi nécessiter des améliorations du 
fait des hautes pressions. La stabilité des microdécharges est encore mal comprise et, dans les 
éventuels phénomènes de déstabilisation, l'émission secondaire à la paroi, que nous étudierons 
aux troisième et quatrième chapitres, pourrait être influencée par les forts champs électriques 
induits par la haute pression. Cette émission secondaire est aussi présente dans le cas des DBD, 
mais il s'avère qu'elle n'est bien connue que dans le cas du MgO (matériau utilisé dans les 
PDP), et que rien n'a été fait dans le cadre des polymères, à l'intérieur desquels on observe des 
décharges partielles à haute pression et fort champ. L'émission secondaire depuis un 
diélectrique sera l'objet du cinquième et dernier chapitre. 
Nous allons à présent regarder ces différents types de décharges plus en détail, afin de mieux 
cerner les phénomènes à comprendre et ainsi définir le cadre de travail de cette thèse. 
 
B) CINETIQUE CHIMIQUE DE LA PRODUCTION D'O2(1) 
 
La production du singulet delta de l'oxygène O2(
1) est un domaine de recherche très actif 
depuis quelques années. Cette espèce réactive est en effet nécessaire au fonctionnement des 
lasers de puissance I2/O2 ([NDK01]-[VIK03]-[CVK05]-[RLK05]-[HNS05] ainsi que les 
références du prochain paragraphe), et son potentiel cytotoxique [Kri79] en fait un excellent 
candidat pour les applications biologiques [SBL10]. Le grand intérêt du singulet delta est que 
son énergie d'excitation est relativement faible (0,98eV) et donc ne nécessite pas des conditions 
extrêmes pour être formé, sa durée de vie est très longue (plus d'une heure [NON00]) et il est 
extrêmement résistant au quenching (désexcitation) lors de collisions avec d'autres molécules 
ou avec une paroi [GFG95]. Ce que l'on cherche à atteindre est bien évidemment une 
production au rendement le plus élevé pour des dispositifs et des coûts énergétiques aussi 
limités que possible. 
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Le principal général de production en phase gazeuse
1
 est un dépôt d'énergie dans un flux 
d'oxygène (pur ou dans un mélange plus ou moins complexe incluant un gaz noble) afin d'y 
produire le singulet delta qui est ensuite acheminé grâce à une post-décharge vers le dispositif 
d'utilisation proprement dit (cavité du laser ou surface à traiter). Ce dépôt d'énergie peut se 
faire de différentes manières, entre autres par un faisceau d'électrons [IKK03], par une 
décharge radiofréquence ou micro-onde [SF94]-[STF00]-[FIK00], par le procédé d'avalanche 
contrôlée, qui est une méthode hybride dans laquelle de courts pulses de tension sont appliqués 
au gaz et une tension constante est appliquée entre chaque pulse [Hil00] ou encore par une 
décharge luminescente [TGJ90]. 
Hormis pour le faisceau d'électron, toutes ces techniques fonctionnent à basse pression 
(quelques torrs). Le faisceau d'électron est utilisé à pression atmosphérique, mais à l'instar des 
autres méthodes, le rendement de singulet delta (le rapport entre la densité d'O2(
1) sur la 
densité d'espèces excitées ou dissociées d'O2), de l'ordre de quelques pourcents, semble 
difficilement améliorable. Récemment, il s'est avéré qu'une autre technique pouvait être utilisée 
à pression atmosphérique et permettant un rendement du même ordre, mais susceptible de 
connaître un grand développement : la décharge entretenue par microcathode (MCSD) 
[BLMaiaa07]-[BLMapl07]. L'avantage de cette méthode est son fonctionnement d'une grande 
stabilité même à pression atmosphérique, pour des volumes macroscopiques (un centimètre de 
diamètre environ pour la décharge et le tube de post-décharge) et des tensions appliquées 
relativement faibles (quelques centaines de volts). 
La MCSD, dont la découverte a été effectuée par Stark et Schoenbach [SS99], s'appuie sur 
deux éléments : la microdécharge à cathode creuse (MHCD) [SES97] et une seconde anode qui 
va tirer la décharge hors du trou de la MHCD. 
 
1) MHCD 
La microdécharge à cathode creuse, proposée par Schoenbach et al. [SES97], est un sandwich 
composé d'une cathode et une anode séparées par un film diélectrique, le tout percé d'un trou 
cylindrique d'environ 200 microns de diamètre. L'épaisseur de chaque couche est d'environ une 
centaine de microns. Suivant le régime de fonctionnement (c'est-à-dire suivant le rapport pD, D 
étant le diamètre du trou, et l'intensité du courant traversant la décharge) la décharge se situera 
plutôt dans le trou ou plutôt sur la face externe de la cathode. De nombreuses variations sont 
possibles, anode bouchée, cathode bouchée (plate ou creusée en pointe), cathode formant une 
cavité (HCD, Hollow Cathode Discharge), etc... 
En fig. 1.2, la géométrie typique d'une MHCD est représentée. 
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Fig. 1.2 : A gauche, vue en coupe d'une MHCD à symétrie cylindrique autour de l'axe vertical 
central. A droite, vue dans l'axe du trou d'une MHCD (photo réalisée au LPGP, Orsay). 
 
Grâce à cette configuration, on peut créer un plasma froid hors-équilibre stable à pression 
atmosphérique. 
Les caractéristiques d'une décharge de ce type peuvent être comprises en s'appuyant sur celles 
bien connues d'une décharge luminescente (glow discharge), comme cela a été démontré 
numériquement par Bœuf et al. [BPS05]. En plaçant une résistance en série avec une décharge, 
on peut en mesurer le courant la traversant et ainsi en tracer la caractéristique courant-tension. 
On voit alors cette caractéristique peut être séparée en deux phases comme le courant 
traversant la MHCD augmente : une phase de tension croissante, puis, après une légère chute, 
une tension à peu près constante. L'explication par le modèle de la décharge luminescente 
indique que la phase de montée en tension correspond au mode abnormal, dans lequel la 
décharge est localisée dans le trou de la MHCD. Dans la décharge luminescente, cela 
correspond à une phase où toute la cathode est recouverte par le plasma, et le seul moyen 
d'augmenter le courant est d'augmenter la densité de courant, c'est-à-dire la densité 
électronique. Pour la MHCD, toute la face interne de la cathode est recouverte, puis, passé un 
certain courant, la décharge commence à se répandre sur la face externe de la cathode. Cela 
correspond au mode normal de la décharge luminescente, dans lequel c'est la surface occupée 
par la décharge qui augmente pour augmenter le courant, la densité de courant restant alors 
constante. 
Le fonctionnement de la MHCD, qui commence à être bien compris, garde toutefois quelques 
points obscurs du fait de son fonctionnement à haute pression, en particulier en termes de 
stabilité et d'interaction avec la cathode (définition du maillage de simulation à haute pression, 




La MHCD décrite plus haut est une bonne solution pour des applications à pression 
atmosphérique, mais son plus gros défaut réside dans la petitesse du volume du plasma. Une 




La MCSD est une amélioration de la MHCD. Stark et Schoenbach [SS99] ont montré qu'en 
positionnant une troisième électrode (anode) face à l'anode de la MHCD, le plasma pouvait être 
étiré hors du trou pour occuper le volume entre les deux anodes séparées d'environ un 
centimètre. On passe donc d'un plasma de très petit volume (MHCD, centaine de microns) à un 
plasma de volume macroscopique (MCSD, un centimètre). On parle de MCSD (Microcathode 
sustained discharge) car alors la décharge dans le trou peut être vue comme une microcathode, 




Fig. 1.3 : A gauche, schéma d'une MCSD. A droite, photo d'une MCSD (tirée de [Aub07]). 
 
La tension nécessaire à l'allumage de la MCSD (la différence de potentiel entre l'anode A1 de 
la MHCD et l'anode A2) est de l'ordre de la tension appliquée à la MHCD. On reste donc à des 
tensions de quelques centaines de volt, faciles à mettre en œuvre d'un point de vue 
expérimental. Un autre avantage réside dans la disparition d'une cathode réelle. La MHCD 
fonctionne comme une source d'électron indépendante de la MCSD, donc il n'y a plus de gaine 
à proprement parler, c'est ce qui permet de garder une décharge stable (à haute pression, les 
instabilités se produisent généralement dans la gaine, filamentant la décharge ou déclenchant la 
phase d'arc). 
L'autre grand intérêt de la MCSD est le fait que l'on peut l'assimiler à une colonne positive 
quasi-neutre, et que l'on peut considérer indépendamment de la MHCD uniquement vue 
comme source de courant [MSH06]-[MMH07]. La colonne positive est la zone d'une décharge 
où le champ électrique est faible, quasi-constant dans le volume (du moins le long de l'axe de 
la décharge) et où la chimie du gaz prédomine. On est dans un cas d'approximation locale, où 
l'on peut supposer toutes les variables indépendantes de la position. Dès lors, la simulation de 
ces processus dans le volume de la MCSD peut être effectuée en zéro dimension, ce qui va 
permettre de pousser plus loin l'étude de la partie chimique. 
En ce qui concerne les simulations bidimensionnelles de la MCSD, elles ont montré que ce 
champ constant le long de l'axe est compris entre 5 et 20 Td, ce qui correspond aux gammes de 
champ pour lesquelles la fraction d'énergie dépensée à créer O2(
1) est la plus grande, comme 





Fig. 1.4 : Exemple de fraction d'énergie déposée dans l'espèce O2(
1) en fonction du champ réduit 
E/N pour des mélanges O2/He (à gauche) et O2/Ar (à droite). Les proportions sont indiquées dans le 
cadre en haut à droite de chaque graphique. Calculs effectués avec BOLSIG+ [HP05]. 
 
On voit bien l'intérêt de l'utilisation de la MCSD comme moyen de déposer de l'énergie dans 
le gaz afin de produire le singulet delta de l'oxygène. En effet, une grande portion de cette 
énergie va être dépensée uniquement pour le créer, dans les conditions de champ qui sont celles 
de la MCSD. 
 
3) Post-décharge et production d'excimères 
La MCSD est le vecteur de déposition d'énergie pour la création d'O2(
1), et le flux de gaz la 
traversant est évacué vers la post-décharge. En fin de post-décharge, on récupère donc le 
mélange gazeux dans lequel l'oxygène présente de nombreux états excités ou dissociés 
(majoritairement O2(
1), O atomique et O3, nous le verrons au chapitre II). Dans cette étude, 
nous allons nous concentrer sur un mélange He/O2/NO, où les proportions sont changées afin 
d'en étudier l'impact, ainsi que le courant dans la MCSD. Les résultats expérimentaux que nous 
chercherons à reproduire numériquement ont été réalisés par Joao Santos Sousa et Vincent 
Puech de l'équipe DIREBIO (ancienne DIP) du LPGP à Orsay [SSB08]-[Sou10], résultats 
expérimentaux et comparaisons numériques ayant été réalisés dans le cadre d'un projet ANR 










Le mélange gazeux arrive par le tuyau en haut de la fig. 1.5 et traverse la MCSD dans 
laquelle ont lieu l'excitation, la dissociation et l'ionisation des molécules. Ce nouveau mélange 
sort du réacteur et la densité d'O2(
1) est mesurée par spectrométrie optique d'émission 
infrarouge puis par mesure d'absorption de VUV. Parallèlement, la densité d'ozone est aussi 
mesurée en fin de post-décharge, afin de pouvoir affiner les diagnostics. Les résultats de ces 
expériences sont reportés entre autre dans [SSB08]-[SSB09] et dans la thèse de doctorat de J. 
Santos Sousa [Sou10]. 
L'objectif de cette partie de notre travail (chapitre II) va alors consister en la définition d'un 
programme 0D facilement adaptable qui permet d'étudier la cinétique chimique extrêmement 
complexe du mélange He/O2/NO en transposant numériquement les conditions de l'expérience 
montrée ci-dessus. L'étude numérique de cette cinétique (avec ou sans NO, et dans l'hélium ou 
l'argon) est de première importance et est l'objet de nombreux travaux ([NDK01], [KS04], 
[VKK04], [HNS05], [BKL07] ou encore [BAK07]). Nous développerons notre propre 
programme (en collaboration avec S. Pancheshnyi, G. Hagelaar et L.C. Pitchford) dans l'idée 
de pousser plus loin l'étude de cette cinétique, qui s'appuie en majorité sur celle de [KS04]. 
 
C) INTERACTION PLASMA-PAROI 
La chimie en volume joue un rôle important pour le plasma dans le cas de mélanges gazeux 
complexes, mais l'interaction du plasma avec la paroi (cathode ou diélectrique) est un autre 
élément prépondérant de son comportement. Cette interface plasma/surface, dans de nombreux 
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cas, est encore mal comprise ou mal décrite du fait de sa complexité (comme toute interface de 
tout problème physique, lieu privilégié des limites de validité des hypothèses faites pour l'un ou 
l'autre milieu). 
Dans le cas de l'interaction d'un gaz ionisé avec une surface métallique ou diélectrique 
(généralement solide, parfois liquide, dans le cas des arcs en particulier), on peut grossièrement 
séparer cette interaction en deux catégories : les interactions modifiant la surface (dépôt, 
gravure, carbonisation, implantation, etc...) et les interactions influençant la décharge. La 
première catégorie n'est pas du ressort de cette thèse. C'est la seconde qui va retenir notre 
attention, sous la forme de l'émission électronique. 
On a vu en section I.A.1) que dans le cas de décharges simples entre deux électrodes, elles ne 
pouvaient être entretenues en l'absence d'émission électronique à la paroi. Or, suivant les 
conditions, cette émission peut prendre des formes très différentes. Nous allons commencer par 
dresser une liste de ces mécanismes aussi exhaustive que possible (pour les parois métalliques, 
mais de nombreux effets se retrouvent sur les diélectriques), afin de délimiter les domaines de 
fonctionnement de chacun d'entre eux. Puis nous nous pencherons à nouveau sur la MHCD 
dont nous verrons que le mécanisme d'émission électronique prépondérant à la cathode est 
l'émission secondaire par impact d'ions lents (chapitre III). Nous verrons alors que son 
fonctionnement à haute pression entraîne un champ très élevé à la paroi, ce qui, à partir 
d'observations issues d'autres types de décharges, va amener la question de l'impact de ce 
champ sur l'émission secondaire (chapitre IV). L'étape suivante consistera alors à adapter cela à 
une surface diélectrique, en partant des résultats existants sur le MgO dans le cadre de l'étude 
des PDP, pour voir le comportement de cette émission à la surface d'un polymère (chapitre V). 
 
1) Mécanismes d'émissions électronique 
L'émission d'électrons depuis une paroi peut se faire de nombreuses manières. Il faut d'abord 
distinguer les multiples mécanismes d'émission microscopiques, particule par particule, du 
coefficient d'émission globale, macroscopique, vu par le plasma. Le plus souvent, les mesures 
d'émission secondaire dans un plasma sont effectuées de manière macroscopique [PP99], en 
analysant la tension de claquage en fonction de différents paramètres, mais ne nous renseignent 
pas sur la nature et l'intensité des différents mécanismes qui peuvent se mêler. 
Viennent ensuite les différents mécanismes microscopiques proprement dits : 
Il y a tout d'abord l'émission secondaire par impact ionique. Un ion arrive à la paroi, est 
neutralisé, et cette neutralisation s'accompagne de l'émission d'un électron de la paroi avec une 
certaine probabilité N. On l'appelle aussi émission Auger par neutralisation ou émission 
potentielle [Hag54]. Cette émission se produit aussi dans le cas d'ions plusieurs fois chargés 
[BLM91]. L'émission secondaire par impact de métastable peut aussi avoir lieu, si le plasma 
contient des atomes ou des molécules excités. C'est l'émission Auger par désexcitation 
[Hag54], et dans un plasma à forte densité de métastable, ces deux émissions Auger peuvent 
être étroitement mêlées. 
Il faut noter que des processus résonants peuvent aussi neutraliser l'ion ou ioniser le 
métastable, mais sans émission d'électron secondaire. Nous verrons que ces processus 
résonants permettent de relier les deux émissions Auger vues au-dessus [Hag54]. 
Si la particule (chargée ou non) qui arrive à la surface a une énergie cinétique suffisante 
(supérieure à environ 1 keV), le choc avec le matériau, donc son ralentissement, peut mener à 
transférer son énergie cinétique à un électron de l'intérieur qui ainsi pourra sortir. C'est 
l'émission cinétique [AEP67]. C'est aussi un phénomène cinétique qui est à l'œuvre quand la 
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particule incidente est un électron. On parle alors d'émission secondaire induite par un électron 
[McK48]. 
En présence d'un champ fort (de l'ordre de 10
9
 V/m et au-delà, mais cette valeur peut baisser 
si la surface est rugueuse et présente un grand coefficient multiplicateur de champ [MLB09]), 
les électrons de la bande de conduction peuvent passer, par effet tunnel, à travers la barrière de 
potentiel qui les maintient dans le métal. C'est l'émission de champ [FN28]-[GP73]-[Jen03]. 
Si la température est élevée (à partir de quelques centaines de Kelvins au-dessus de la 
température ambiante), l'agitation thermique des électrons de la bande de conduction du métal 
peut leur suffire à franchir la barrière de potentiel. Ceci est l'émission thermoïonique [Ric21]. 
Les électrons de la bande de conduction peuvent aussi être excités par l'impact d'un photon 
sur la paroi (dont l'énergie doit donc être au minimum égale à la fonction de travail du métal, 
c'est-à-dire entre 3 et 7 eV pour la majorité des métaux). C'est le fameux effet photoélectrique, 
ou photoémission ([Fow31] par exemple). 
Enfin, dans plusieurs cas, certaines des conditions précédentes sont combinées. Il existe une 
zone, dite zone de transition, dans laquelle la température de la surface et le champ électrique 
se combinent pour émettre des électrons. C'est un mélange d'émission thermoïonique et 
d'émission de champ [MG56]-[GP73]-[Jen03]. 
Un autre exemple, sur lequel nous allons revenir, est l'émission de champ stimulée par la 
présence d'un ion [BK55]. En effet, le champ électrique induit par l'ion s'ajoute au champ 
électrique déjà présent, augmentant de ce fait l'intensité d'émission. Deux manières de 
considérer ce processus se sont développées en parallèle dans le cadre de l'étude de l'écart à la 





[BK55]-[BKG55]-[RR08]-[GP09]-[TG10], ou bien le champ est considéré de manière 
géométrique pour un seul ion approchant de la surface, abaissant le potentiel retenant les 
électrons prisonnier et améliorant l'effet tunnel [New48]-[Kis59]-[JJH98]. 
On mentionnera aussi un autre mécanisme d'émission plus exotique qui ne concerne que les 
cas d'une interface triple entre un diélectrique, un métal et le vide. On parle de point triple. 
Dans certaines géométries, si un champ est appliqué, il va s'adapter aux aspérités, pouvant 
théoriquement diverger. Cela mène à une émission électronique (par effet de champ, mais aussi 
par émission secondaire par l'impact des électrons émis par émission de champ et accélérés 
vers le diélectrique) importante ([Ber77]-[Mil95]-[Sch98]-[JLF07] pour la théorie, et [LPT95] 
pour un exemple d'application). 
On résume tous ces effets sur la fig. 1.6. Il est entendu qu'une étude exhaustive de tous ces 
procédés n'est pas un objectif de cette thèse, la plupart d'entre eux n'entrant pas en jeu dans les 
microdécharges que nous étudierons. Nous allons voir qu'en réalité seuls les trois premiers 
mécanismes attirent notre attention : les émissions Auger pour un ion simplement chargé ou un 





Fig. 1.6 : Schéma des mécanismes d'émission électronique possibles. 
 
2) Simulation de la MHCD et champ élevé 
On revient au cas des microdécharges à cathode creuse (MHCD) que nous avons vues plus 
haut. Plusieurs simulations 2D très complètes ont été effectuées dans différentes conditions 
([BPS05], [MSH06], [MBP07]), afin d'en mieux comprendre le fonctionnement. Nous allons 
reprendre ces simulations et nous concentrer ici sur le cas simple d'un plasma d'argon pur, à 
pression 200 torr, pour une configuration en sandwich (se reporter à fig. 1.2 pour une 
représentation de la MHCD, la MHCD simulée est montrée en fig. 1.7) de géométrie 
cylindrique autour de l'axe en pointillés. Le diamètre d du trou est de 200 microns. L'épaisseur 
des électrodes C et A (choisies en tungstène) est de 100 microns, tandis que le diélectrique D 
est épais de 130 microns. Dans notre simulation, l'espace devant la cathode est fermé par un 
diélectrique afin de fixer les conditions aux limites du potentiel, mais il est supposé être 
suffisamment éloigné pour ne pas influencer le plasma qui se situe majoritairement dans le 
trou. 
 




L'émission secondaire Auger (neutralisation et désexcitation) est fixée à  = 0.07 pour Ar+, 
Ar2
+
 et Ar*. Cette valeur, communément choisie pour les simulations de plasma d'argon, est 
dictée par l'ajustement des résultats numériques aux résultats expérimentaux. Nous verrons 
qu'elle n'est pas si éloignée de la valeur calculée par une méthode plus rigoureuse, mais reste 
néanmoins un choix de convenance. Mais si l'on veut améliorer notre modèle numérique de la 
MHCD, ce point va devoir être décrit plus en détail (chapitre III). 
Le modèle numérique utilisé ici se base sur une approche fluide des électrons et des ions dans 
l'approximation diffusion de dérive, couplée à l'équation de Poisson pour le potentiel [BP95]. 
Ce modèle est entièrement auto-consistant. Pour la cinétique de l'argon, on utilise une 
description à trois niveaux d'énergie : niveau fondamental, premier état excité (métastable) et 
état ionisé. A cela s'ajoutent les ions moléculaires (Ar2
+
) formés par la réaction de conversion 
des ions atomiques. Le niveau métastable permet en outre de prendre en compte l'ionisation par 
étapes (chapitre II). 
Le coefficient de réaction d'ionisation est supposé dépendre de l'énergie électronique 
moyenne, d'où l'ajout d'une équation d'énergie des électrons pour clore le système. Par ailleurs, 
le chauffage du gaz est aussi pris en compte, en ce qu'il modifie les propriétés locales du 
plasma en changeant la densité de neutres. 
Les diagnostics qui vont nous être utiles, à partir de ce modèle, sont la tension aux bornes du 
plasma, le courant le traversant, la distribution spatiale du potentiel (qui nous donnera le champ 
électrique) et la densité ionique. En fig. 1.8, on peut observer les courbes de potentiel à l'état 
stationnaire pour un plasma dans les conditions explicitées plus haut, ainsi que le champ 
électrique correspondant le long du diamètre du trou. 
 
 
Fig. 1.8 : A gauche, contours isopotentiels d'une MHCD d'argon dans les conditions exposées dans le 
texte (20 contours échelonnés de 0 à 230 V. Pression : 200 torr). A droite, la valeur du champ 
électrique correspondant, vu le long du trait vert vertical sur l'image de gauche. 
 
Lorsque l'on exploite les résultats dans ces conditions, on constate que la température reste 
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inférieure à 700K environ. Le flux de photons de haute énergie à la cathode est très faible. 
Etant donné le potentiel, les éléments lourds et les électrons ne peuvent avoir une énergie 
cinétique supérieure à 230 eV. Toutes ces conditions excluent donc l'émission thermoïonique, 
l'émission cinétique et la photoémission. 
En observant le champ électrique dans un plan perpendiculaire à la paroi, on voit qu'il atteint 
la valeur d'environ 1,5 10
7
 V/m à la surface. Cette valeur est élevée, mais en-deçà du seuil de 
l'émission de champ (10
9
 V/m). Pourtant, à de telles valeurs, il est légitime de s'interroger sur 
une possible influence de ce champ électrique sur l'unique mécanisme d'émission électronique 
jouant un rôle dans la MHCD à ces conditions : l'émission secondaire Auger. Aucun des 
mécanismes d'émission vus plus haut n'intègre un champ de cette amplitude, pas même dans le 
cadre de l'émission de champ renforcée par les ions où le champ ne joue un rôle qu'à partir de 
5 10
7
 V/m pour un facteur multiplicateur de champ  = 50. 
Dans un article de revue [PP99], Phelps et Petrovic conjecturent sur la dépendance de 
l'émission secondaire effective (vue par le plasma) en fonction du champ électrique à la 
cathode. Dans ce cas précis, le champ modifierait le comportement du gaz à proximité de la 
cathode, modifiant de ce fait l'importance relative des différents mécanismes d'émission 
secondaire possibles (Auger et photoémission) et activant en parallèle la possibilité pour les 
particules lourdes de s'ioniser en s'entrechoquant, ionisation en volume qui serait perçue 
comme une émission secondaire par le plasma. Cette démonstration reste toutefois en dehors 
de notre champ d'étude, mais laisse penser que les mécanismes d'émission eux-mêmes peuvent 
être influencés par le champ électrique dans ces ordres de grandeur. 
Or, dans le cas de la MHCD, nous nous trouvons dans un cas où manifestement, seuls les 
processus d'émission Auger (par impact ionique ou par impact de métastable) sont responsables 
de l'émission secondaire à la cathode, mais ont lieu sous un champ non-négligeable. La 
question qui vient alors à l'esprit est : peut-on négliger un tel champ électrique ? Est-il 
envisageable qu'il puisse avoir un impact sur l'émission Auger ? 
Un autre élément, qui n'a a priori rien à voir avec notre problème de MHCD, est la courbe de 
Paschen modifiée. La courbe de Paschen, initialement, est le résultat d'un calcul simple 
effectué pour une décharge plan-plan. On a vu dans la première section que deux éléments 
permettaient d'obtenir une décharge : la multiplication en volume, représentée par le coefficient 
, premier coefficient de Townsend, et l'émission secondaire à la cathode, émission d'un 
électron pour un ion y arrivant et avec une probabilité , second coefficient de Townsend. Ceci 
étant donné, l'équilibre est atteint, et la décharge est donc auto-entretenue, si pour un électron 
arrivé à l'anode, on récupère un électron depuis la cathode. Après avoir exprimé les courants 
électroniques et ioniques en tenant compte de la multiplication  et de l'émission secondaire , 
on peut écrire le critère d'autoentretien
2
 comme suit : 

 11de  (1.1) 
où d est la distance interélectrode. Maintenant, en supposant que  est constant et connaissant 










  (1.2) 
avec Vmin et pdmin dépendants du gaz et du coefficient d'émission secondaire. Cette expression 
est en fait la tension à partir de laquelle la décharge est auto-entretenue. On parle de tension de 
                                                 
2
 Pour le détail des calculs, se reporter à [Rax05] ou [Rai91]. 
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claquage. L'expression (1.2) est remarquable en cela qu'elle est universelle, la tension de 
claquage ne dépendant que du produit pression fois distance. La courbe traçant V = f(p.d) (fig. 
1.9) est la fameuse courbe de Paschen, et le produit pd est un paramètre d'échelle, comme on 
l'avait annoncé plus haut. 
 
 
Fig. 1.9 : Tension de claquage V (en volts) en fonction du produit pd (en torr.cm) pour différents gaz 
(extrait de [Rai91]). 
 
Malgré le caractère théoriquement universel de cette courbe, il a été observé qu'il n'en est rien 
dans le cas d'une distance interélectrode très petite, de l'ordre de quelques microns [Ger59], 
[TD99]. Cet écart à la loi de Paschen a été justifié théoriquement par Boyle et Kisliuk [BK55], 
en adjoignant le champ induit par un flux d'ions en provenance du gaz au champ externe 
présent entre les deux électrodes soumises à une tension. Ce supplément de champ électrique 
serait alors responsable de l'augmentation de l'émission de champ, donc de la diminution du 
champ externe nécessaire au claquage du gaz. Cette théorie s'appuie donc sur l'émission de 
champ et semble bien décrire le phénomène [RR08], en particulier quand l'émission secondaire 
par neutralisation Auger (le second coefficient de Townsend) est aussi prise en compte [GP10]. 
Pourtant, des interrogations subsistent, en particulier concernant le calcul de l'émission de 
champ renforcée par un flux d'ions, en ce qu'elle inclut des coefficients provenant de l'état du 
gaz et qui sont un paramètre ajustable en fonction des résultats expérimentaux. Ces constantes 
ad hoc ne permettent donc pas une simulation ab initio
3
 complète, et l'on se demande alors si 
d'autres mécanismes ne pourraient pas remplacer ou assister l'émission de champ. 
Car les conditions dans lesquelles l'écart à la courbe de Paschen devient visible impliquent un 
champ de l'ordre de quelques 10
7
 V/m. Nous sommes proches de nos conditions de décharges 
pour la MHCD. Et d'après les mesures expérimentales effectuées par Torres et Dhariwal 
[TD99] (graphique de gauche sur la fig. 1.10) on peut remonter au coefficient d'émission 
                                                 
3
  Ce n'est qu'à la fin de la rédaction de cette thèse que l'article [TG10], qui démontre une méthode pour ne plus 
prendre ce paramètre en compte, fut publié. 
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secondaire (si l'on suppose que l'émission électronique à la cathode est due aux impacts 
ioniques) en utilisant l'équation (1.1) et en fonction du champ électrique (on dispose de la 
courbe V = f(d)) et en prenant  tabulé [Rai91] ou en effectuant une simulation Monte-Carlo 
(connaissant la pression et le champ) pour avoir une valeur plus précise de la multiplication. Le 
résultat est sur la partie droite de la fig. 1.10.  
 
 
Fig. 1.10 : A gauche, la tension de claquage de l'air à pression atmosphérique en fonction de la 
distance interélectrode, d'après le calcul de Paschen (noir), et d'après les résultats expérimentaux de 
[Ger59] sur une cathode d'argent (bleu) et de [TD99] sur une cathode de nickel (rouge). La pente de la 
ligne verte représente la valeur moyenne du champ électrique pour la partie basse de la courbe de 
[TD99]. A droite, le coefficient d'émission secondaire en fonction du champ estimé à partir de la courbe 
expérimentale de [TD99], pour un coefficient de multiplication tabulé () (rouge) et calculé par une 
simulation Monte-Carlo (noir). La structure à rebours de  = f(E) est due à l'incertitude sur les mesures 
expérimentales données dans les articles, ainsi qu'à l'incertitude sur la numérisation de ces données 
par nos soins. 
 
On peut déduire plusieurs choses du coefficient d'émission secondaire extrait en fig. 1.10. 
Tout d'abord, il semble augmenter très fortement à partir de E = 5 10
7
 V/m, ce qui est très 
proche des valeurs de champ que nous observons dans la MHCD à haute pression. Ensuite, la 
méthode utilisée pour déterminer la multiplication dans l'espace interélectrode ne paraît pas 
avoir une importance déterminante. D'autre part, dans la partie linéaire de  extrapolé (entre 2 
et 5 10
7
 V/m), où les valeurs du champ électrique sont très faibles par rapport au champ 
nécessaire au déclenchement de l'émission de champ, on s'interroge tout de même sur l'impact 
éventuel de ce champ électrique sur l'émission Auger, d'autant que d'après [GP10], il y a une 
addition des deux types d'émission,  = (Auger) + (Emission de champ renforcée par les 
ions). Mais dans les deux régimes de décharges, l'un des deux est toujours totalement 
négligeable (à grande distance interélectrode, l'émission de champ est quasi-nulle, tandis qu'à 
très petite distance, l'émission de champ est si forte que l'émission Auger peut être négligée). Il 
est alors aussi possible que l'émission de champ renforcée par les ions masque une influence du 
champ sur l'émission Auger, ou que la transition de l'un à l'autre soit en réalité moins brutale. 
On va donc voir, au chapitre III, la théorie initiale de l'émission Auger (neutralisation, 
désexcitation et processus résonants) afin, ensuite, d'étudier les conséquences de l'ajout d'un 
champ électrique à cette théorie au chapitre IV. A notre connaissance, cette combinaison n'avait 




3) Interactions plasma-diélectrique 
Jusqu'à présent, nous avons vu des plasmas générés entre deux électrodes métalliques. Mais il 
existe tout un domaine d'étude dans lequel, schématiquement, les électrodes sont couvertes par 
une couche de diélectrique plus ou moins épaisse. Toute la dynamique du plasma va s'en 
trouver changer, en particulier du fait que le champ électrique peut pénétrer le matériau, mais 
aussi du fait du piégeage éventuel de charges en surface ou encore d'une émission secondaire 
électronique qui peut être très élevée. On notera que, outre l'émission de champ et l'émission 
par impact d'électron, que l'on observe aussi bien pour les métaux que pour les diélectriques, un 
autre processus d'émission électronique n'est possible que dans le cas des diélectriques, l'exo-
émission d'électrons. Ce concept s'appuie sur la présence d'électrons piégés proche du niveau 
du vide et de couples électron-trou (qui représentent une énergie stockée dans le matériau, 
énergie qui est libérée lors de leur recombinaison) et peut représenter une source d'émission 
électronique importante [OYH99]-[OH03]-[Tol06]. Mais ce type d'émission concernera plus 
un cas où l'on étudie l'histoire complète de la surface, puisqu'elle a une probabilité qui varie en 
fonction du temps, après que la surface est laissée au repos. On parle aussi d'émission 
électronique par relaxation. 
Le travail effectué dans le cadre du métal (chapitres III et IV) nous a permis de développer les 
outils et connaissances nécessaires au calcul de l'émission secondaire Auger depuis un métal. 
Une nouvelle étape a alors été de transposer nos résultats des métaux vers les diélectriques, 
avec comme objectif principal de prédire l'émission secondaire Auger du polyéthylène. Cet 
objectif est apparu dans le cadre du projet ANR jeune chercheur UltimatePD (dont le porteur 
de projet est S. Pancheshnyi) qui consiste en l'étude des décharges partielles dans les isolants, 
dont les conditions de décharge (dimensions et champ électrique) sont étonnamment proches 
de celles de la MHCD. 
 
a) Décharges à barrière diélectrique et PDP 
Les décharges à barrière diélectrique ont été découvertes en 1857 dans le cadre de l'étude de 
la production d'ozone [Sie57]. Le principe général des DBD est que l'une ou les deux 
électrodes sont recouvertes d'un diélectrique (verre, plexiglas, alumine, polymère, etc...). La 
grande différence avec les décharges entre électrodes métalliques réside principalement dans 
l'interaction de la décharge avec la surface du diélectrique. Et même si les expérimentations et 
applications des DBD vont bon train, il n'en va pas de même de la connaissance théorique des 
différents phénomènes d'émission électronique possibles à la surface d'un diélectrique, du fait 
des difficultés expérimentales inhérentes aux diélectriques. L'une des grandes interrogations 
concernant les DBD est le courant que l'on observe au moment du changement de polarité de la 
tension (donc à la tension nulle). 
Si l'on se place dans le cadre de l'émission Auger, cette théorie a initialement été développée 
pour les métaux [Hag54], mais a ensuite été adaptée aux semi-conducteurs [Hag61]. Nous 
verrons plus loin que semi-conducteurs et diélectriques peuvent être considérés comme 
équivalents, du point de vue de leur structure électronique, il semble alors évident que la 
théorie de l'émission Auger peut être transposée aux diélectriques. Mais il faudra attendre le 
développement tout récent de l'affichage plasma (Plasma Display Panels, PDP) pour que cela 
soit fait, et, à notre connaissance, uniquement sur le MgO (voir [Boe03] pour une revue 
détaillée sur les PDP). Et dans les DBD dans l'air à pression atmosphérique, suivant les 
conditions, lors de l'inversion de polarité on peut avoir un fort flux de métastables vers la 
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surface du diélectrique, et l'émission secondaire par désexcitation Auger serait alors un bon 
moyen d'expliquer le courant observé. 
 
b) Décharges partielles dans les isolants 
Tous les exemples de plasmas que nous avons vus jusqu'à présent sont des plasmas 
volontairement produits et contrôlés. En un mot, ils sont désirés. Mais dans plusieurs 
applications, l'apparition d'une décharge est au contraire hautement indésirable, et leur étude a 
alors pour but d'éviter leur formation, ou à tout le moins de la contrôler pour en diminuer les 
effets néfastes. Un exemple criant de ces plasmas indésirables est l'arc se formant entre les 
deux pièces du coupe-circuit d'un disjoncteur haute tension [Sar08], indésirable puisque l'arc 
court-circuite le disjoncteur. Un autre cas de décharge indésirable, et c'est celui qui nous 
intéressera ici, est la décharge partielle dans un isolant [DF92], [Mor05]. Ce problème est 
supposé être à l'origine du vieillissement interne des pièces d'isolation dans les circuits 
électriques haute tension, vieillissement qui se termine (après quelques dizaines d'années) par 
le claquage dudit isolant, court-circuitant le circuit et pouvant mener à des pannes importantes 
à grande échelle. 
Ces décharges partielles se produisent dans des microcavités internes au matériau, le plus 
souvent du polyéthylène, et les dimensions de ces cavités font que le champ peut y être très 
élevé, ce qui nous ramène à notre travail sur l'émission secondaire Auger renforcée par un 
champ électrique. Nous étudierons donc, dans le cinquième et dernier chapitre, l'adaptation aux 
diélectriques de la théorie de l'émission Auger, l'influence possible d'un champ électrique 
externe et du piégeage des électrons, pour enfin appliquer ces résultats à une surface de 


















CHAPITRE II : 










Dans ce chapitre, on montre le fonctionnement d'un programme zéro-
dimensionnel, ZDPlasKin, développé dans le but d'avoir un outil simple 
d'utilisation et facile à adapter à de nombreux problèmes de chimie. Ce 
programme intègre BOLSIG+, un solveur d'équation de Boltzmann pour les 
électrons, afin d'avoir les constantes des réactions électroniques ainsi que les 
paramètres de transport des électrons en fonction du champ dans la 
décharge. Après un test de simulation d'une colonne positive d'argon, on 
passe alors à la simulation d'un flux de gaz He/O2/NO à travers une 
décharge entretenue par une microcathode (MCSD) puis une post-décharge, 
dans le but d'étudier la cinétique de ce mélange à pression atmosphérique. 
Plusieurs hypothèses sont posées (densité électronique et tension constantes 
dans la décharge, flux laminaire). Nous verrons quels mécanismes sont à 
l'œuvre dans la production du singulet delta de l'oxygène (O2(
1g)) ainsi que 
dans sa destruction. Cette simulation donne d'excellents résultats, d'après 
leur comparaison avec les résultats expérimentaux obtenus par l'équipe du 
LPGP. Nous étudierons les différentes pistes envisageables pour améliorer 
encore ces résultats, en proposant plusieurs modifications de la cinétique 




A) PROGRAMME 0D : ZDPlasKin
 
1) Principe 
ZDPlasKin (Zero Dimensional Plasma Kinetics)
4
 ([PEH08]-[PEH08hak]-[PEH08gec]) est 
un programme 0D développé conjointement avec Sergey Pancheshnyi, Gerjan Hagelaar et 
Leanne Pitchford. L'idée sous-jacente est de disposer d'un programme adaptable, facile à 
utiliser, qui résout l'évolution temporelle de chimies complexes en approximation locale 
(densité constante dans le volume étudié, quel qu'il soit), tout en intégrant une résolution de 
l'équation de Boltzmann pour les électrons. 
Le principe de fonctionnement, schématisé en fig. 2.1 est très simple. L'utilisateur fournit le 
fichier kinet.inp (en format texte) contenant toutes les espèces incluses dans la cinétique à 
étudier, ainsi que l'ensemble des réactions de cette cinétique avec leurs taux de réactions. Ces 
taux peuvent dépendre de plusieurs paramètres (généralement la température du gaz ou des 
électrons) ou être constants, et certains (pour les réactions impliquant les électrons) 
proviennent de la résolution de l'équation de Boltzmann des électrons en utilisant BOLSIG+
5
 
[HP05]. Une fois le fichier kinet prêt, il suffit de le traiter à l'aide de l'exécutable preprocessor 
(vérifiant l'unicité de chaque espèce et réaction, ainsi que la conservation de matière et de 
charge dans chaque réaction) qui permet d'obtenir un module, zdplaskin_m.f90, dans lequel 
toute la cinétique chimique définit dans le fichier d'entrée kinet.inp a été traduite en son 
système d'équation couplées correspondantes. Il ne reste plus à l'utilisateur qu'à fournir le code 
maître, qui définit l'utilisation qui sera faite de cette cinétique (traduisant la situation physique 
étudiée), et de compiler ensemble le module créé par le preprocessor, le solveur DVODE 
(puissant solveur d'équations différentielles [BH75]-[BBH89]), BOLSIG+ et le code maître. 
On dispose dans ce cas d'un programme facile à utiliser et versatile. En effet, tous les 
paramètres peuvent être externalisés pour pouvoir les modifier à l'envi, et les changements de 
cinétiques ne nécessitent qu'un nouveau traitement par le preprocessor (moins d'une seconde) 
et une recompilation de l'ensemble. 
 
                                                 
4
 Téléchargeable gratuitement à l'adresse http://www.zdplaskin.univ-tlse.fr/ 
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Fig. 2.1 : Schéma d'utilisation de ZDPlasKin. 
 
2) Modèle physique 
On considère un ensemble de I espèces (indexées i) qui interagissent entre elles à travers un 
ensemble de J réactions. Pour les réactions chimiques (indexées j) dont la constante de réaction 
n'implique pas de passer par BOLSIG+ (la majorité des réactions électroniques), nous pouvons 
écrire la réaction j sous la forme générale (pour les réactions à deux corps) : 
cCAabBaA  '  (2.1) 
où A, B sont les réactants et C le produit, a, a', b et c les coefficients stœchiométriques. La 









 pour les réactions à trois corps). Pour le taux de réaction, on a donc : 
]].[.[ BAkR jj   (2.2) 
où les crochets représentent la densité de chaque espèce. On en déduit les termes source pour 
chaque espèce : 
jCjjBjjAj RcQRbQRaaQ .,.,).'(   (2.3) 




. A partir de là, 














où le terme de droite est la somme de chaque terme source de toutes les réactions faisant 




3) Fonctionnement du programme 
L'étape de conversion du fichier d'entrée kinet.inp par le preprocessor correspond à traduire 
l'expression générale de l'éq. (2.1) en l'expression mathématique de l'éq. (2.4). En fig. 2.2 on 




Fig. 2.2 : Exemple de fichier d'entrée kinet.inp et d'un morceau du module de sortie après 
action du preprocessor. 
 
Une fois que l'on dispose du module contenant l'expression mathématique de chaque réaction, 
on fait alors appelle au programme maître, défini par l'utilisateur. Quel que soit le cas physique 
envisagé, le principe est d'étudier l'évolution temporelle du gaz, connaissant sa composition 
initiale, le champ électrique réduit (fixe ou calculé de manière consistante, voir plus bas en 
section I.4.b) et l'ensemble de la cinétique définie plus haut. 
La durée totale que l'on cherche à simuler va être fragmentée en pas de temps plus ou moins 
courts en fonction de la brutalité de l'évolution des densités. Sur un pas de temps, on a alors en 
entrée le champ réduit, les densités de chaque espèce et la cinétique, et le module DVODE va 
déterminer de manière implicite l'évolution des densités en intégrant l'ensemble des équations 
sur ce pas de temps. La complexité de ce solveur d'équations différentielles, adapté aux 
problèmes dont l'évolution peut être brutale, est telle que Nous ne développerons pas le 
fonctionnement de solveur d’équations (basé sur des techniques standard voir [BH75]-
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[BBH89]), mais il permet de traiter l'ensemble d'équations (2.4) sur de grandes échelles de 
temps pour un temps de calcul minime
6
. 
Si la majorité des réactions chimiques a un coefficient constant ou dépendant de paramètres 
fixes (comme la température du gaz, que nous considérerons constantes dans toute la suite de 
ce travail, bien que ZDPlasKin contienne un module prenant en compte le bilan thermiques des 
réactions), les réactions impliquant les électrons sont plus complexes. 
En effet, leurs coefficients de réactions vont dépendre de la distribution énergétique des 
électrons, et il faut donc la calculer en fonction de composition évoluant du gaz. C'est pour 
cette raison que BOLSIG+ a été intégré à ZDPlasKin. A nouveau, nous ne développerons pas 
ici son fonctionnement (voir [HP05]), qu'il nous suffise de dire qu'il a été longuement et 
patiemment testé par une communauté sans cesse plus large. Les données à fournir à BOLSIG+ 
sont le champ réduit E/N, les sections efficaces tabulées des collisions électroniques avec les 
espèces lourdes (voir en particulier le projet de base de données open-source LXcat à l'adresse 
http://www.lxcat.laplace.univ-tlse.fr/) et la composition du gaz. BOLSIG+ résout alors 
l'équation de Boltzmann pour les électrons, dans l'approximation à deux termes, et les résultats 
sont la vitesse de dérive des électrons vd, leur énergie moyenne qui permet de définir leur 
température Te et l'ensemble des coefficients des réactions électroniques pour lesquelles 
l'utilisateur a donné les sections efficaces. Ces coefficients sont alors utilisés dans la cinétique 
complète dont l'évolution est calculée par DVODE. On appelle donc BOLSIG+ à chaque 
changement important dans les proportions du mélange et du champ réduit (l'importance des 
changements est définie par l'utilisateur, et cela permet d'accélérer le calcul en n'appelant pas 
BOLSIG+ à chaque pas de temps). 
Un dernier type de réaction qui demande un traitement légèrement différent est la diffusion et 
la perte aux parois. En effet, la diffusion n'est pas une réaction chimique à proprement parler, 
mais un mécanisme de perte (ou de quenching, dans le cas des pertes aux parois). On peut 
toutefois faire l'hypothèse d'une réaction chimique (en respectant l'équilibre des masses et des 
charges dans le fichier kinet) dont le coefficient serait simplement l'inverse du temps 
caractéristique de diffusion et de perte à la paroi, connaissant la pression, les dimensions de la 
décharge, la température du gaz et surtout les coefficients de diffusion des espèces considérées. 







diff  (2.5) 
Où  est la longueur caractéristique de diffusion et D le coefficient de diffusion de l'espèce. 
Pour les espèces neutres, on prendra D le coefficient de diffusion dans le gaz considéré 
(D = D0.(1/p).(Tgaz(K)/300)
0.5
, avec D0 tabulé en annexe), tandis que pour les espèces chargées, 





  (2.6) 
avec  la mobilité de l'espèce considérée et Te la température électronique. La mobilité peut 
s'exprimer à partir des conditions de température et de pression du gaz : 
                                                 
6
 Même dans le cas du mélange He/O2/NO, où nous manipulons presque 300 réactions pour une trentaine 
d'espèces, la simulation s'effectue sur une évolution de quelques centaines de millisecondes réelles en moins 









   (2.7) 
où p est la pression exprimée en torr, et la température du gaz en Kelvin. 0 est la mobilité 
standard de l'espèce considérée, dont la valeur est tabulée pour un grand nombre d'ions. Quant 
à la longueur de diffusion vue en (2.5), on prendra l'expression simplifiée dans une décharge de 




















où R en cm est le rayon de la décharge et d en cm la distance interélectrode (dans le cas de la 
MCSD, c'est donc la distance A1-A2). 
Dans le cas où l'interaction avec la paroi joue un rôle (quenching, recombinaison, etc...), on 
utilise une autre forme de constante de réaction qui va prendre en compte la diffusion et la 


















paroi  (2.9) 
où v  est la vitesse moyenne de l'espèce considérée et P sa probabilité de désactivation à la 
paroi. La probabilité d'interaction est tabulée et la vitesse moyenne est prise comme étant 
simplement la vitesse thermique. 
Nous disposons à présent de l'ensemble des éléments qui nous sont nécessaires à l'utilisation 
de ZDPlasKin. On notera que dans le cadre de cette étude, on se restreint à la MCSD et aux 
colonnes positives en général, mais ZDPlasKin a été et est utilisé dans d'autres configurations, 
en particulier les Décharges à Barrière Diélectrique (DBD) [FP09]. 
 
4) Validation et premiers tests 
 
a) Chimie à deux réactions 
Pour les premiers tests de ZDPlasKin, on va se contenter de tester une chimie relativement 
simple, celle de l'argon. L'ensemble de la cinétique de l'argon (réactions en volume et 
diffusion) est en annexe I.A, et les sections efficaces utilisées (collisions élastiques, excitation 
et ionisation) sont celles utilisées dans le package siglo, lui-même issu du travail d'A.V. Phelps 
(ces données et toutes les références sont disponibles sur le site de la banque de données 
LXcat). Pour commencer, on se place dans un cas d'école, afin de confronter ZDPlasKin à la 
théorie. On considère donc une cinétique se réduisant à une réaction d'ionisation et une réaction 














La densité électronique obéit donc à l'équation (en l'absence de variations spatiales, que l'on 








   (2.11) 
où N est la densité du gaz et où la densité d'ion Ar
+
 est égale à la densité électronique, par 















).0()(   (2.13) 
On lance la simulation pour cette cinétique, avec une pression de 100 torr et une tension 
appliquée constante de 1000V, et on vérifie bien (2.12) et (2.13), comme on peut le voir sur la 
fig. 2.3 : 
 
 
Fig. 2.3 : A gauche, l'évolution temporelle du rapport établi en équation (2.12), à droite l'évolution 
temporelle de la densité électronique comparée à l'expression (2.13). 
 
L'extrême simplicité de ce cas nous permet d'opérer une première vérification théorique 
satisfaisante. 
 
b) Etude d'une colonne positive d'argon 
Nous allons à présent augmenter étape par étape la précision du modèle de colonne positive 
de l'argon. 
 
- Circuit externe 
Afin de vérifier son comportement dans une situation plus réaliste, on commence par ajouter 
un circuit à la décharge, à savoir un générateur de tension constante Vg et une résistance R en 
série (fig. 2.4). En effet, grâce à ce circuit on peut étudier la caractéristique courant-tension (V-
I) de la décharge en modifiant la résistance pour balayer en courant sa réponse en tension. 
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Toute la difficulté réside dans la stabilité du calcul, puisque la tension aux bornes de la 
décharge influe sur la cinétique (à travers le comportement des électrons) qui va modifier le 
courant la traversant, courant défini par les contraintes du circuit. On a donc un système qui 
peut s'avérer hautement instable de par le fort couplage entre la cinétique et le circuit, nous 
définissons donc le circuit de manière semi-implicite. La tension Vp appliquée à la décharge 
s'écrit : 
iRVV gp .  (2.14) 
 
Fig. 2.4 : Schéma du circuit électrique entourant la décharge. Vg est la tension du générateur, Vp la 
tension aux bornes du plasma (dans la MCSD vue comme une colonne positive), R la résistance et i le 
courant traversant le circuit. 
 





1   (2.15) 
avec S la surface de la décharge à l'anode A2 (et considérée comme un cylindre) et je la 
densité de courant électronique dans la décharge (au pas de temps k). On sait que : 
dee .v e.n j   (2.16) 
où ne est la densité électronique et vd est la vitesse de dérive des électrons dans la décharge. 
On sait par ailleurs que : 
)/.(.. NENEv eed    (2.17) 
où e est la mobilité électronique et N la densité de neutres. En injectant (2.17) dans (2.16), 
puis (2.16) dans (2.15), on obtient : 




p NENunSReVV  (2.18) 
C'est en (2.18) que se fait le choix semi-implicite. Au lieu de considérer chaque composante 
du courant au temps k, on choisit de prendre la densité électronique ainsi que la mobilité au 
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temps k, et le champ électrique réduit au temps k+1, c'est-à-dire celui que l'on cherche à 

























On a donc l'expression qui nous permet d'exprimer le champ réduit au pas de temps (k+1) en 
fonction du champ et du courant (contenant la densité la mobilité électronique calculés par 
BOLSIG+) au pas de temps k. Il reste à présent à adapter les pas de temps de manière 
dynamique. En effet, on actualise le pas de temps à chaque itération (par défaut en 
l'augmentant petit à petit), afin de minimiser le temps de calcul, mais on doit s'assurer que les 
densités des espèces ne varient pas trop brusquement, ainsi que le champ réduit. On pose donc 
que E/E<<1. Or, en reprenant la première ligne de (2.19) et en supposant que la mobilité 













































or on fixe que la variation du champ entre deux pas de temps doit être faible, E/E =  << 1, 
et la variation de la densité électronique en fonction du temps est simplement le terme source 
des électrons, calculé par DVODE. On obtient donc une limite maximale de variation du pas de 













  (2.22) 
On dispose donc d'une simulation incorporant un circuit électrique simple. 
On reprend à présent l'argon et la cinétique à deux réactions vu en équation (2.10). A cela, on 
ajoute la diffusion des ions Ar
+
 et des électrons. Les coefficients associés à chaque réaction se 
trouvent en annexe (I.A). Les dimensions de la décharge sont fixées à d = 0,75 cm et r = 0,5 
cm, qui correspondent aux dimensions de la MCSD que nous étudierons ensuite dans le cas de 
la post-décharge. La température est fixée à 300 K, et nous négligeons (et négligerons tout au 
long de ce travail) le chauffage du gaz. 
Ensuite, on applique une tension au circuit, que l'on laisse fixe, et on fait varier la valeur R de 
la résistance en série afin de changer le courant traversant la décharge. On commence la 




). Le temps réel 
simulé est d'une seconde, ce qui est largement suffisant pour la convergence du système. Les 
valeurs de tension, courant, densités, etc..., sont moyennées entre 0,5 et 1 s. En fig. 2.5, on peut 





Fig. 2.5 : Evolution temporelle simulée de la densité électronique pour une tension générateur Vg = 
1000V, une résistance en série R = 150k  et une pression p = 100 torr. 
 
On répète l'opération pour différentes valeurs de résistance afin de balayer le courant, puis on 
réitère en changeant la pression du gaz. On obtient la dépendance du champ réduit E/N 




) en fonction du courant pour 
chaque pression. Le résultat est en fig. 2.6. 
 
 
Fig. 2.6 : Champ réduit E/N (Td) en fonction du courant i (mA) dans la décharge pour différentes 
valeurs de pression (lignes avec points). Les lignes pointillées de même couleur représentent le champ 




On trouve un champ réduit indépendant du courant, ce qui est en accord avec la théorie (p. 
195 de [Rai91]), puisqu'en regardant les valeurs des termes sources de perte pour les électrons 
et les ions, les pertes en volume (recombinaison à trois corps des ions atomiques avec les 
électrons) sont bien plus faibles que les pertes par diffusion, et ce quelle que soit la pression. 
On est donc en présence d'une décharge contrôlée par diffusion (p. 194 de [Rai91]). Dans ce 
cas, en reprenant l'équation (2.11) régissant l'évolution temporelle des électrons, en y 
adjoignant une perte par diffusion et en se plaçant à l'état stationnaire, on obtient l'équation : 
diffi Nk .  (2.23) 
Or ki , le coefficient d'ionisation, est calculé par Bolsig+ car dépendant de E/N. On a donc le 
champ réduit intervenant dans une équation ne dépendant pas de la densité électronique, donc 
indépendant du courant. Et en effet, si l'on utilise BOLSIG+ indépendamment avec les sections 
efficaces de A.V. Phelps (rapide à faire sur LXcat), on obtient le coefficient d'ionisation ki en 
fonction de E/N. Si parallèlement on calcule vdiff d'après les équations (2.5), (2.6) et (2.7) en 
utilisant la température électronique Te fournie elle aussi par BOLSIG+ en fonction de E/N, on 
peut alors obtenir la valeur du champ quand la diffusion et l'ionisation sont égales. Le résultat 
est sur la fig. 2.6. On retrouve les mêmes valeurs, le léger écart étant dû à des fluctuations 
numériques de ZDPlasKin (conflit entre schéma implicite de la chimie et semi-implicite du 
circuit) 
 
- Ions moléculaires 
On procède donc à la seconde étape de complexification du modèle de l'argon, en ajoutant les 
ions moléculaires Ar2
+





Et, outre leur diffusion légèrement différente des ions atomiques, ils forment un nouveau 
vecteur de perte des électrons par recombinaison dissociative : 
2ArAr2
reck
e   (2.25) 
Cette réaction correspond en réalité à la réaction 8 de l'annexe, mais comme nous 
n'introduirons les métastables de l'argon qu'à la prochaine et dernière étape de raffinement, on 
considère dans l'immédiat que la recombinaison dissociative donne deux atomes d'argon dans 
son état fondamental, et avec la même constante de réaction que celle de la réaction réelle. 
La grande différence avec le cas précédent est que le taux de réaction pour la recombinaison 
dissociative (perte en volume pour les électrons) est beaucoup plus élevé que la réaction à trois 
corps de recombinaison de l'ion atomique (nécessitant deux électrons et un ion atomique). C'est 





Fig. 2.7 : Champ réduit en fonction du courant dans le cas de l'introduction des ions moléculaires 
Ar2
+
 dans la cinétique. Les lignes pointillées sont les résultats précédents, pour le cas des seuls ions 
atomiques. 
 
Quelle que soit la pression, pour les faibles courants (donc faibles densité d'électrons) on est à 
nouveau dans un cas où la décharge est contrôlée par la diffusion, donc les courbes du champ 
réduit en fonction du courant tendent à se rapprocher des courbes correspondant au cas de l'ion 
atomique seul. En revanche, le champ réduit tend à augmenter quand le courant est plus fort. 
C'est là que les ions moléculaires influencent la colonne positive. En effet, quand on regarde 
les densités des espèces chargées, l'ion moléculaire est largement majoritaire, de densité 
quasiment égale à ne. Ceci est dû au fait que la réaction de conversion des ions atomiques en 
ions moléculaire (2.24) est extrêmement rapide. Le seul cas où ceci n'est pas vérifié est pour p 




) sont à peu près égales, du fait que la conversion, réaction à trois 
corps, dépend de la pression de manière quadratique, donc pour des pressions inférieures à 10 
torr, cette réaction devient négligeable. Ici, nos conclusions resteront inchangées puisqu'on 
regarde des pressions supérieures ou égales. On a donc une décharge formée majoritairement 
d'électrons et d'ions moléculaires et contrôlée par la recombinaison dissociative (2.25) dans le 
cas des courants élevés. Or, si ne  ~ n(Ar2
+
), alors le taux de réaction de cette recombinaison 
dépend de ne
2
, alors que le taux de réaction de la création d'électron ne dépend que de ne. Les 
pertes en volume augmentent donc plus vite que la création d'électrons avec le courant, donc 
un champ plus élevé est nécessaire au maintien de la décharge. 
On peut en outre voir cette limite de courant en-dessous de laquelle la décharge est contrôlée 
par la diffusion et au-dessus de laquelle c'est la recombinaison en volume qui prime. On 
regarde les taux de réaction de la diffusion (vdiff.ne) et de la recombinaison (krec.ne
2
) en fonction 
du courant, leur intersection se fait au courant limite, que l'on trace en fonction de la pression 





Fig. 2.8 : Courant limite en fonction de la pression. Sous la courbe, la décharge est contrôlée par la 
diffusion, au-dessus par la recombinaison en volume.   
 
- Métastables 
Nous abordons maintenant la dernière étape de cette étude préliminaire d'une colonne positive 
d'argon : la présence de métastables Ar*. Ces métastables sont considérés ici comme étant 
l'unique niveau métastable de l'argon à une énergie E* = 11,5 eV du fondamental. La grande 
différence qui apparaît à présent est la possibilité de l'ionisation par étape, à savoir qu'un argon 
neutre dans son état fondamental est d'abord excité par l'impact d'un électron, puis le 
métastable ainsi formé peut être ionisé par l'impact d'un second électron (cf. annexe I.A pour 















Ceci modifie fortement la dynamique de la décharge, puisqu'il faut deux électrons pour 
ioniser un atome par étape, mais leurs énergies respectives nécessaires sont de 11,5 et 4,3eV, 
inférieures aux 15,8 eV précédemment requis pour une ionisation directe. La principale 
conséquence est donc que le champ réduit va baisser, puisqu'un champ moins élevé peut suffire 
à maintenir la décharge. 






Fig. 2.9 : E/N en fonction de i, pour différentes pressions p. La cinétique de l'argon est complète (ion 
atomique et moléculaire et métastable). 
 
On constate d'abord que contrairement au cas sans métastable, le champ réduit devient 
constant pour les courants élevés et les hautes pressions. Cela s'explique par le fait qu'à courant 
suffisamment élevé, la décharge devient contrôlée par les pertes en volume (2.25), comme 
précédemment, et donc dépendant du carré de la densité électronique. Mais on peut écrire la 






   (2.27) 
On a donc un taux de création d'électrons dépendant lui aussi de ne
2
. A l'état stationnaire, on 




et donc le champ réduit ne dépend plus du courant. A l'inverse, ceci n'est pas vrai pour les 
faibles pressions (voir la courbe p = 10 torr) où le terme source est le même qu'à haute pression 
(2.27), mais comme à basse pression la diffusion est prédominante pour des courants plus 
élevés, le terme de perte ne dépend que de ne. Quand le courant augmente, ne augmente, et le 
taux de création augmente alors plus rapidement que le taux de perte, d'où la décroissance de la 
courbe E/N = f(i). 
A plus faible courant, en revanche, les pertes sont majoritairement dues à la diffusion (taux 
proportionnel à ne) tandis que le taux de création reste proportionnel à ne
2
, d'où une 
décroissance moins rapide des pertes avec un courant décroissant, et donc une augmentation du 
champ réduit nécessaire à l'entretien de la décharge. 
On constate, avec cette rapide étude de colonne positive, que ZDPlasKin, outre qu'il semble 
valider les résultats expérimentaux et théoriques bien connus de l'argon, offre un outil 
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extrêmement simple pour décortiquer la cinétique d'une décharge et l'impact des différents 
paramètres. 
 
B) APPLICATION A LA POST-DECHARGE 
 
On se tourne à présent vers la simulation d'un mélange He/O2/NO traversant une MCSD puis 
circulant dans un tube de post-décharge. Le but étant de comparer nos résultats avec les 
résultats expérimentaux produits par le LPGP (voir section I.B.3). On rappelle que ce travail est 
effectué dans l'optique de mieux comprendre la cinétique chimique de ce mélange à haute 
pression, dans le cadre des recherches d'optimisation de la production d'O2(
1). La MCSD 
semble très prometteuse à cet égard, du fait du champ réduit quasi-constant et très faible le 
long de son axe [MMH07], condition idéale pour la production du singulet delta (fig. 1.4). La 
post-décharge, quant à elle, permet de transporter le singulet relativement loin de la décharge, 
du fait de son faible coefficient de perte aux parois [GFG95]. 
On va utiliser ZDPlasKin pour simuler l'expérience représentée en fig. 1.5 du chapitre I. 
 
1) Définition du problème et hypothèses 
Pour simuler ce problème, on va recourir à un modèle de réacteur à piston (plug-flow) 
(comme pour une grande partie des travaux de l'équipe de Kushner [KS04], [BAK07]), c'est-à-
dire que l'écoulement du gaz est supposé laminaire, la densité est constante radialement, et il 
n'y a pas de mélange dans le sens de l'écoulement (une tranche de gaz donnée n'est pas affectée 
par les tranches adjacentes) et le système global est à l'état stationnaire. On va donc regarder 
l'évolution temporelle d'une tranche de gaz traversant la décharge pendant un temps donné, 
puis circulant dans le tube de post-décharge, pour obtenir les densités de singulet delta et 
d'ozone au bout du tube (ce sont les deux densités mesurées dans l'expérience). Le modèle est 
schématisé en fig. 2.10, tous les paramètres utiles sont définis plus bas. 
Les données expérimentales que l'on va utiliser sont la pression totale p, la pression partielle 
d'O2 pO2 , le flux d'hélium Q(He), le flux de NO Q(NO), la longueur du tube de post-décharge 
L, son diamètre R, la distance interanode d, la tension mesurée aux bornes de la MCSD, le 
courant électrique traversant la MCSD et le diamètre de la MCSD (estimée à l'œil nu) 2.r. 
La pression p varie entre 996 et 1050 mbar, la température du gaz Tgaz est fixe à 300K, le 
courant i imposé à la MCSD est fixé à 3 mA (sauf pour l'étude de l'influence du courant), le 
rayon r de la décharge est estimé à l'œil nu à 0,5 cm (que l'on supposera constant dans toutes 
les conditions), la distance interanode d est de 0,75 cm, la tension VA1-A2 varie entre 1000 et 
1500V, la longueur L du tube de post-décharge est de 26cm, mais il est divisé en deux moitié 
égales : pour la première moitié, le rayon du tube R1 est de 0,5 cm, et pour la deuxième moitié, 
R2 = 0,6cm. Le flux d'hélium Q(He) varie entre 1000 et 32000 sccm, la pression partielle pO2 
varie entre 3 et 32 mbar, et le flux Q(NO) varie entre 0 et 1,4 sccm. Pour chaque série de 




Fig. 2.10 : Schéma de la post-décharge telle que simulée ici, avec tous les paramètres fournis par 
l'expérience. 
 
a) Temps de résidence 
Il y a deux phases distinctes dans l'écoulement du gaz : la décharge lors de laquelle on impose 
la densité électronique et le champ réduit (nous y reviendrons plus bas), et la post-décharge, 
qui peut être vu comme le fait d'éteindre la décharge et laisser la cinétique du mélange évoluer 
sans apport d'énergie supplémentaire. Il faut donc déterminer la durée de chacune de ces 
phases. 
 
1) Temps de résidence tD dans la décharge : 
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Etant donné que le flux de chaque espèce est donné, leur somme nous donne le flux total du 
mélange Qtot. Or, pour un volume Vol donné, le temps moyen qu’une particule passe dans ce 
volume s'écrit : 
totQ
..80 Volp
tD   (2.29) 
tD, le temps de résidence dans la décharge, s'exprime en seconde avec p en torr, Vol en litre et 
Qtot en sccm. Ici, Vol sera pris comme étant le volume de la décharge .d.r
2
, c'est-à-dire que 
l'on exclut le volume du réacteur à l'extérieur de la décharge. Donc, quand tsim = tD, la tranche 
de gaz a fini de traverser la décharge et entre en phase de post-décharge. 
 
2) Temps de vol tP dans la post-décharge : 
La mesure d'O2(
1) s'effectue à une distance L=26cm du début du tube de post-décharge. La 
tranche de gaz sortant de la MCSD va donc évoluer pendant un temps tp dans la post-décharge, 
tp étant déterminé à partir du flux du gaz, la section et la longueur du tube. 
Les données expérimentales pour les flux sont en unité sccm, ce qui signifie que 2,69.10
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molécules circulent en une minute dans des conditions standards. On ramène donc ce chiffre à 
la densité totale du gaz (donnée par la pression) et ainsi on peut construire une vitesse 












  (2.30) 
Pour un flux total compris entre 2000 et 32000 sccm, on a une vitesse du gaz comprise 
environ entre 0,4 et 7,3 m/s pour la première moitié du tube, et entre 0,3 et 5 m/s pour la 
seconde moitié. A partir de là, le temps de vol dans la post-décharge est simplement la somme 

















  (2.31) 
où R1 = 0,5cm et R2=0,6cm. 
 
b) Ecoulement laminaire 
Une hypothèse nécessaire à la validité du modèle plug-flow est que l'écoulement du gaz est 
laminaire. Ceci est difficilement vérifiable expérimentalement, mais connaissant les vitesses 
d'écoulement dans les sections du tube de post-décharge, on peut estimer le nombre de 
Reynolds pour cet écoulement. Si l'on suppose de l'hélium pur, de viscosité  = 1,86.10-5 Pa.s 
et de masse volumique  = 0,169 kg/m3 (pression atmosphérique et température ambiante 
[AL76]), on obtient un nombre de Reynolds Re = .v.R/ compris environ entre 15 et 340 pour 
Qtot allant de 2000 à 32000 sccm (le rayon du tube varie très peu, la différence de Re entre la 
première et la deuxième moitié est minime). Si l'on fait l'hypothèse de l'oxygène pur ( = 
1,9.10
-5
 Pa.s et  = 1,354 kg/m3 ), on obtient 130 < Re < 2620. En partant du principe que 
l'écoulement est laminaire pour Re < 3000 => 2300, et que le mélange à la concentration 
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d'oxygène la plus élevée sera de 3%, il est raisonnable de supposer l'écoulement du mélange 
comme étant laminaire, avec une réserve dans les cas de fort flux et de haute pression partielle 
d'O2. 
 
c) Densité électronique et champ électrique fixés 
C'est l'hypothèse la plus lourde de notre modèle, effectuée pour des raisons de simplicité et de 
rapidité numérique. Expérimentalement, le courant est imposé à la MCSD. Or, étant donné le 
profil de densité électronique radiale, la densité de courant vue par une tranche de gaz 
traversant la décharge n'est pas constante, mais augmente vers le centre de la MCSD avant de 
diminuer à nouveau vers la bordure. 
Ce type de contrainte est par exemple abordé par l'équipe de Kushner ([KS04], [BAK07]) en 
fixant la puissance totale déposée dans le gaz, et en adaptant la densité de courant et la tension 
le long de la décharge pour obtenir cette puissance. L'avantage de leur simulation est qu'ils 
travaillent sur des longueurs de décharges relativement longs (entre 10 et 20 cm) contrairement 
à notre MCSD de diamètre 1 cm. Adapter la densité électronique et la tension aux bornes de la 
décharge en fonction de la distance parcourue, en respectant la contrainte du courant total fixé, 
s'avère alors bien plus difficile. En effet, les quelques tests effectués ont mené à une densité 
électronique toujours trop basse par rapport à ce qui est nécessaire pour la chimie de la 
décharge et les mesures en fin de post-décharges, ou bien des instabilités lors de mises à niveau 
trop brusques de ne, et cela pour des raisons que nous n'avons pas encore cherché à expliciter. 
D'autant que nous verrons plus loin que nos résultats s'accommodent très bien de cette 
hypothèse brutale. L'unique inconvénient (de taille) est que ne et VA1-A2 ne sont pas déterminés 
de manière consistante, donc que notre simulation ne peut se faire que si l'expérience à été 
réalisée dans ces conditions. Améliorer cette partie du modèle est une prochaine étape du 
développement de ce programme. 
En ce qui concerne notre objectif premier d'étude de la cinétique, on décide alors de fixer ne et 
VA1-A2 à partir des résultats expérimentaux. 







  (2.32) 
avec vD la vitesse de dérive des électrons et SD la surface de la décharge sur l'électrode (.r
2
). 
Nous verrons qu'en réalité cette hypothèse de densité électronique constante rend inutile la 
précision sur la largeur de la décharge. 











2121    (2.33) 
Comme ZDPlasKin dispose d'une interface avec BOLSIG+, ce dernier nous fournit la vitesse 
de dérive électronique vD connaissant le champ réduit. Et on a donc ne que l'on impose à la 
tranche de gaz entrante (on fixe t=0 quand la tranche de gaz pénètre le plasma). 
Ainsi, en reprenant l'équation (2.33), pour des tensions mesurées variant entre 1000 et 1500 V 
à des pressions de l'ordre de la pression atmosphérique, on trouve un champ réduit compris 




d) Dépôt d'énergie 
Un paramètre important dans les applications des post-décharges est l'énergie déposée par 
molécule. En effet, l'énergie transférée au mélange gazeux par l'entremise des électrons va se 
répartir dans le gaz de plusieurs manières (ionisation, dissociation, excitation, chauffage, etc...). 
On regarde donc la moyenne de l'énergie transférée au plasma durant le temps de la décharge 








  (2.34) 
avec nO2 la densité d'oxygène dans le mélange entrant et ED exprimée en eV/O2. 
 
e) Quelques valeurs 
Ci-après, sur la fig. 2.11, on peut voir les différents paramètres exprimés dans cette section en 
fonction des conditions expérimentales. Toutes les valeurs calculées ici proviennent strictement 
des mesures expérimentales dont les valeurs extrêmes sont données dans le tableau 2.1. 
 
Tableau 2.1 
Valeurs expérimentales minimum et maximum des différents paramètres du problème. 
Paramètre Min / Max Unité 
p 996 / 1050 mbar 
pO2 3 / 31 mbar 
Q(He) 2000 / 32000 sccm 
Q(NO) 0 / 1,4 sccm 
i 1 / 10 mA 






Fig. 2.11 : a) Temps de résidence dans la décharge et la post-décharge en fonction du flux total. p = 
1050mbar, p(O2) = 10mbar, i= 3mA, Q(NO) = 1.4sccm. 
b) Champ réduit en fonction du flux total pour trois pressions partielles d'O2, 3, 10 et 20mbar. p = 
1050mbar, i = 3mA, Q(NO) = 1.4sccm. 
c) Energie déposée en eV par molécule d'oxygène en fonction du flux total pour les trois mêmes 
pressions partielles d'O2. Conditions identiques à b). 
d) Vitesse de dérive des électrons en fonction du champ réduit, calcul effectué avec BOLSIG+ étant 
donné un mélange He/O2 aux trois pressions partielles vu en b) et c). 
 
On constate plusieurs choses. Le temps de résidence dans la décharge va d'une à quelques 
dizaines de milliseconde, tandis que le temps de vol dans la post-décharge est de l'ordre de 
cinquante fois plus grand. Le temps de résidence dans la décharge fixe la quantité d'énergie 
déposée dont on voit qu'elle augmente quand le flux diminue, mais cette augmentation, on le 





Le champ réduit diminue comme le flux de gaz diminue. Cela tient au fait que le temps de 
résidence augmente dans la MCSD, donc l'énergie déposée aussi, et un champ plus faible suffit 
alors à entretenir la décharge.  
Enfin, la variation de la pression d'O2 ne change manifestement que très peu la vitesse de 
dérive des électrons. 
 
2) Cinétique chimique 
Le mélange de gaz est He/O2/NO, pour un rapport d'environ 100/1/0.1. La cinétique utilisée 
dans notre simulation est reportée en totalité en annexe. Les espèces prises en compte dans ce 







. Pour l'oxygène : O2, les quatre premiers états 
vibrationnels O2(v1), O2(v2), O2(v3) et O2(v4),  les trois premiers états électroniques excités 
O2(
1), O2(
















.   
Les sections efficaces utilisées pour les réactions électroniques impliquant l'hélium, ainsi que 
pour NO, O et O3 sont toutes issues de la banque de données de L.W. Morgan [Mor] (voir le 
site de LXcat ou Kinema), tandis que les sections efficaces d'O2 proviennent de la banque de 
données de A.V. Phelps [Phe] (voir sur le site de LXcat). 
La cinétique chimique (en annexe I.B) provient en grande partie de [KS04] pour la partie 
hélium et oxygène, avec des ajouts de [Ara07] en ce qui concerne la chimie de NO. La chimie 
de l'ozone, étudiée plus en détail dans la dernière partie de ce chapitre, provient en majorité des 
travaux de Held ([HZH92], par exemple). Toutes les réactions, leurs coefficients ainsi que leurs 
références sont en annexe. 
Les espèces qui vont nous intéresser tout particulièrement sont évidemment O2(
1), mais 
aussi O3 et O atomique. En effet, nous le verrons plus loin, la production d'O2(
1) se fait dans 
la décharge majoritairement par le biais de l'excitation d'O2 dans son état fondamental par les 
électrons : 
)(OO 122  ee  (2.35) 
ainsi que dans une moindre mesure par la désexcitation de O2(
1) dans les collisions 
inélastiques avec l'ozone : 
)(OO)(OO 122
1
23   (2.36) 
Tout se passe ensuite dans la post-décharge, où O2(
1) est quenché par l'ozone : 
OO2)(OO 2
1
23   (2.37) 




2   (2.38) 
Comme O2(
1) a une très faible probabilité de quenching aux parois (P = 10-5, quand la 
probabilité de quenching des autres états excités de l'oxygène est de l'ordre de 0.02 [GFG95]), 




de contrer leur effet de destruction d'O2(
1), on rajoute au mélange initial He/O2 [BLMapl07] 
un flux de NO. En effet, NO détruit O3 très efficacement : 
223 ONOONO   (2.39) 
ainsi que O par le biais de deux réactions : 
HeNOHeONO 2   (2.40) 
22 ONOONO   (2.41) 
Le cycle reliant O2(
1), O, O3 et NO est représenté en fig. 2.12. 
 
 
Fig. 2.12 : représentation de la chimie reliant le singulet delta de l'oxygène avec O atomique, l'ozone 
et NO. 
 
On précise par ailleurs qu'étant donné leur peu d'impact sur l'ensemble de la chimie ainsi que 
du faible temps de résidence, les réactions de diffusion ne sont pas prises en compte dans le 
temps de la décharge, tandis que les pertes aux parois sont activées lors de la post-décharge. 
 
3) Comparaison Simulation/Expérience 
Nous disposons à présent de l'ensemble des éléments nécessaires à la simulation. Celle-ci 
nous donne les densités de chaque espèce en fonction du temps, ainsi que les termes sources de 
chaque réaction. 
En fig. 2.13 on a un exemple d'évolution des densités de O, O2(
1) et O3 en fonction du temps 





Fig. 2.13 : Densités d'O, O2(
1) et O3 en fonction du temps. La première ligne verticale en pointillés 
représente le temps de résidence dans la décharge, la seconde représente le bout du tube de post-
décharge où la mesure est faite. Les courbes en tirets sont pour Q(NO) = 0sccm, les courbes continues 
sont pour Q(NO) = 1.4sccm. p = 1005mbar, Q(He) = 8000sccm, p(O2) = 10mbar, i = 3mA. 
 
Déjà pour ce premier cas, on voit l'influence importante de la présence du NO dont l'impact 
n'est visible qu'à partir de quelques centaines de microsecondes pour la densité d'O2(
1), mais 
qui ensuite permet de garder une densité de singulet delta presque constante tout le long de la 
post-décharge, pendant que l'oxygène atomique et l'ozone diminuent très fortement. 
On rappelle que les espèces mesurées expérimentalement sont O2(
1) et O3, bien que des 
réflexions soient en cours pour ajouter un dispositif de mesure de l'oxygène atomique. 
 
a) Influence du flux de NO 
On va étudier l'impact de la variation du flux de NO sur la densité de singulet delta en bout de 






Fig. 2.14 : Comparaison de nos résultats de simulation (points ouverts et lignes pointillées) avec les 
résultats expérimentaux (points pleins et lignes pleines) pour les mesures du singulet delta et de l'ozone 
en fonction du flux de NO variant entre 0 et 1.4 sccm. A gauche, Q(He) = 8000 sccm et p(O2) = 10 
mbar, à droite Q(He) = 6250 sccm et p(O2) = 20 mbar. Le courant est i = 3 mA dans les deux cas. 
 
Fig. 2.15 : Idem que figure précédente, pour p = 1030 mbar, Q(He) = 25000 sccm. A gauche, p(O2) = 
10 mbar, à droite p(O2) = 20 mbar. i = 3 mA. 
 
Une première remarque est l'accord remarquable entre les résultats de la simulation et ceux de 
l'expérience. D'autant plus remarquable que toutes les hypothèses décrites plus haut pour 
définir le modèle ont été faites a priori. 
On voit que dans toutes les conditions, O2(
1) sature pour les hauts flux de NO, ce qui semble 
signifier qu'un autre mécanisme de perte du singulet (indépendant de la densité de NO) est 
devenu prépondérant dans la post-décharge. Cela s'avère être le cas en étudiant la moyenne sur 
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le temps de la post-décharge des termes sources de chaque réactions (création et perte) faisant 
intervenir O2(
1). On en montre un exemple7 en fig. 2.16. 
 
 
Fig. 2.16 : Moyenne sur le temps de la post-décharge des termes sources des réactions faisant 
intervenir O2(
1). Q(He) = 8000sccm, p(O2) = 10mbar. A gauche, Q(NO) = 0sccm, à droite Q(NO) = 
1.4sccm. Ne sont représentés que les termes sources supérieurs à 1% du terme source le plus élevé. 
O2(D)=O2 représente la réaction de perte aux parois du singulet delta. 
 
On passe d'un cas sans NO où O2(
1) est fortement quenché par O et O3, à un cas avec NO où 
la perte majoritaire du singulet est son quenching à la paroi (première réaction en haut de 
l'histogramme de droite), qui ne varie évidemment pas avec Q(NO). 
Une autre remarque concernant la comparaison simulation expérience est le fait que les 
densités simulée d'O2(
1) sont légèrement plus faibles, exceptés à Q(He) = 6250 sccm et p(O2) 
= 20 mbar, où l'on voit que la densité simulée dépasse la densité expérimentale à partir de 
Q(NO) = 0,3 sccm environ. 
Mais le problème majeur est la densité simulée d'ozone, qui est bien trop élevée par rapport 
aux mesures, surtout à faible flux de NO (jusqu'à six fois plus élevée que la densité 
expérimentale dans les cas de faible flux d'hélium). Nous reviendrons plus loin sur cet écart 
entre la densité d'O3 simulée et la densité mesurée expérimentalement. 
 
b) Influence du flux d'hélium 
On simule à présent le cas où l'on fait varier le flux d'hélium, pour trois pressions partielles 
d'oxygène différentes (fig. 2.17, fig. 2.18 et fig. 2.19). 
 
                                                 
7
 On fait le choix de montrer cette figure aussi afin de voir en détail la manière d'utiliser ZDPlasKin et la façon 




Fig. 2.17 : Densité d'O2(
1) en fonction de Q(He). p(O2) = 3 mbar, p = 1050 mbar, Q(NO) = 1.4 
sccm, i = 3 mA. 
 
Fig. 2.18 : Densité d'O2(
1) en fonction de Q(He). p(O2) = 10 mbar, p = 1050 mbar, Q(NO) = 1.4 





Fig. 2.19 : Densité d'O2(
1) en fonction de Q(He). p(O2) = 20 mbar, p = 1050 mbar, Q(NO) = 1.4 
sccm, i = 3 mA. 
 
A nouveau, l'accord entre la simulation et l'expérience est très satisfaisant, bien que certaines 
déviations soient claires. Mais la tendance est bien respectée, les ordres de grandeur sont 
identiques, et on voit bien les pics de densité pour chaque pression partielle d'O2. Ces pics 
correspondent à l'équilibre optimal entre temps de résidence dans la décharge et temps de vol 
dans la post-décharge. Pour Q(He) inférieur à la valeur du pic, le temps de résidence dans la 
décharge est grand, donc beaucoup de singulet delta est produit, mais le temps de vol dans la 
post-décharge est d'autant plus long, et la destruction importante. A l'inverse, pour des flux 
supérieurs, le temps de vol dans la post-décharge est court, donc la destruction faible, mais le 
temps de résidence dans la décharge est d'autant plus court, et donc la formation de singulet 
delta est plus faible aussi. 
Les deux grandes différences entre nos résultats et les mesures expérimentales sont la position 
du pic de densité en fonction de Q(He) (Q(He) trop faible pour les pics simulés) et des densités 
trop élevées par rapport à l'expérience quand la pression partielle d'O2 augmente. Pour la 
position, on pourrait supposer que les temps de résidence sont mal calculés, mais le pic est 
parfaitement ajusté pour p(O2) = 20 mbar. Le problème est donc à chercher dans la cinétique. 
 
c) Influence du flux d'oxygène 
En fig. 2.20, on regarde la comparaison entre simulation et expérience pour une pression 





Fig. 2.20 : Densité d'O2(
 1) en fonction de la pression partielle d'oxygène. Les conditions sont au-
dessus du cadre. 
 
A nouveau, l'accord entre les résultats de ZDPlasKin et ceux de l'expérience sont très proches. 
On voit bien la croissance de la densité d'O2(
1) avec la pression partielle d'oxygène, jusqu'à 
une phase de saturation, qui semble toutefois arriver plus tard pour la simulation. De même, les 
valeurs simulées pour les faible p(O2) sont trop basses par rapport à celles de l'expérience. 
 
d) Influence du courant 
On regarde à présent en fig. 2.21 l'influence d'une variation de courant imposée à la décharge, 





Fig. 2.21 : Densité d'O2(
1) en fonction du courant traversant la décharge. Les conditions sont au-
dessus du cadre. 
 
Une fois encore, l'accord est excellent, et on remarquera que dans ce cas, les valeurs simulées 
sont toutes à l'intérieur des barres d'erreur des mesures expérimentales. La croissance de la 
densité de singulet delta est bien respectée, quoique légèrement plus faible pour la simulation 
que pour l'expérience. 
 
e) Vérification des hypothèses 
Il est tout de même nécessaire de vérifier quelques choix effectués pour cette simulation. Plus 
particulièrement, l'incertitude sur le diamètre exact de la décharge. Ici, on l'a évaluée à l'œil nu 
comme étant large d'un centimètre, mais cela correspond donc au diamètre à l'intérieur duquel 
l'émission lumineuse est perceptible par l'œil. De manière plus approfondie, il est difficile de 
déterminer un diamètre pour la MCSD, puisque sa définition va dépendre de la définition du 
plasma. Regarde-t-on l'émission lumineuse, la densité électronique, ionique ? Pour simplifier la 
question, on fait une série de tests numériques en modifiant le rayon de la MCSD. Ces tests, 
représentés en fig. 2.22, sont effectués en faisant varier Q(NO) dans le cas Q(He) = 8000 sccm, 





Fig. 2.22 : Reproduction de la fig. 2.14 en variant le rayon r de la décharge (0,5, 0,25 et 0,05 cm). 
 
On constate que les différences sont minimes, tant pour le singulet delta que pour l'ozone. 
Cela tient en réalité au fait que le rayon de la décharge impose la densité de courant, donc la 
densité électronique. Pour un rayon plus faible à courant constant, la densité de courant donc ne 
seront plus élevés. Il y aura une production plus importante de O2(
1), mais elle sera 
contrebalancée par le temps de résidence plus court (du fait d'un volume de décharge plus 
petit). Ces deux effets se compensent, éliminant ainsi l'incertitude sur le diamètre de la 
décharge, du fait du courant fixé. En effet, l'équation (2.34) donne l'énergie déposée par 
molécule d'oxygène. Or ED dépend (entre autre) du rapport tD/S, et tD dépend linéairement de S, 
la surface correspondant au rayon r. Donc, en réalité, l'énergie déposée telle que définie ici ne 
dépend pas du rayon de la décharge (car ses autres paramètres, i, VA1-A2 et nO2 n'en dépendent 
pas) et donc la chimie reste, à peu de choses près, inchangée. 
Une autre imprécision du programme est le fait que la neutralité n'est pas assurée dans le 
mélange. En effet, la densité d'électrons est fixée, de même qu'à t = 0 on fixe une quantité 
équivalente de charges positives réparties entre les différents éléments (He, O2 et NO, en 
respectant leurs poids respectifs dans le mélange), mais ensuite on constate de légers écarts à la 
neutralité, difficiles à contenir (car il faudrait niveler "à la main" les densités d'ions après 
chaque pas de temps, et se pose alors la question de la répartition de ce nivellement entre les 
différents ions...), et dont on veut s'assurer qu'ils n'ont pas d'impacts sur les résultats. 
Cette vérification se fait de deux manières. Tout d'abord en analysant les densités de toutes 
les espèces chargées en fig. 2.23. On voit très clairement que l'ensemble de ces espèces 




, alors que nous sommes dans des 
conditions de faible flux d'hélium (Q(He) = 8000 sccm) correspondant environ au pic de 
production d'O2(
1) vu en fig. 2.18, donc une chimie très active. On a vu par ailleurs en fig. 
2.13 (les mêmes conditions), qu'à partir d'une milliseconde, avec ou sans NO, les densités 
d'O2(




. On peut donc supposer la chimie des 





Fig. 2.23 : Densité des espèces chargées au cours du temps. Q(He) = 8000 sccm, p(O2) = 10 mbar, 
les lignes continues sont dans le cas Q(NO) = 1,4 sccm, les lignes pointillées sont le cas Q(NO) = 0 
sccm. 
 




 se maintiennent durant la 
post-décharge, tandis que tous les autres ions sont neutralisées quasiment dès le début de la 
phase de post-décharge. Ceci est dû à une chimie peut-être légèrement incomplète de NO, mais 
cela nous amène au second argument. Aucune espèce chargée, hormis les électrons, n'intervient 
dans la chimie des espèces excitées qui nous intéressent. En effet, les deux vecteurs principaux 
de création et de destruction de O2(
1), O et O3 sont l'excitation ou la dissociation par impact 
électronique et le quenching entre elles, avec NO ou NO2, et parfois avec He comme troisième 
corps. Tout ceci nous fait donc conclure que cette imprécision sur la charge globale du plasma, 
ainsi que sur la chimie des ions de NO, peut être négligée. 
Une dernière remarque concerne le comportement électrique de la décharge. On étudie un 
mélange contenant de l'oxygène, qui est électronégatif, et l'on voit sur la fig. 2.23 que les ions 
O- (courbe verte, continue ou pointillée) sont en plus grand nombre que les électrons (ligne 
noire verticale) à partir d'environ 200 ns et jusqu'à la fin de la décharge. On suppose toutefois 
leur mobilité négligeable, comparée à celle des électrons, et donc le courant qu'ils transportent 
n'est pas pris en compte dans notre calcul. 
Et malgré la non-consistance de notre décharge (V et i fixés), il est intéressant de voir 
l'évolution du champ réduit en fonction des différents paramètres. Ce champ provient des 
mesures expérimentales de tension, et nous l'utilisons tel quel. On observe quatre dépendances, 
pour le champ réduit : on l'a vu sur la fig. 2.11, il augmente avec Q(He) et sature à partir de ce 
qu'on voit être le flux pour lequel on a un pic de production d'O2(
1) (fig. 2.17, fig. 2.18 et fig. 
2.19). En revanche, E/N diminue comme le courant dans la décharge augmente. Sa mesure est 
à peu près constante quand seul Q(NO) varie. Et il augmente quasiment linéairement avec la 
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pression partielle d'oxygène, doublant presque entre 3 et 31 mbar. 
D'abord, pour la variation de courant, quand on regarde le circuit de perte et de création 
d'électron lors de la décharge (fig. 2.24), en moyenne les pertes principales sont dues à 
l'attachement dissociatif avec O2 (O2 + e -> O
-
 + O) et la source de création prédominante est le 
quenching de O2(
1) par O- (O2(
1) + O- -> O3 + e). C'est donc un équilibre entre la captation 
des électrons par l'oxygène et la libération de ces électrons par le quenching du singulet. On a 
vu en fig. 2.21 que, grossièrement, la production de singulet delta croît linéairement avec le 
courant, donc avec ne. Et la densité d'O
-
 croît elle aussi linéairement avec ne. Donc la réaction 
de libération des électrons croît avec le carré de ne, tandis que la perte d'électrons ne croît que 
linéairement avec leur densité, ce qui explique que la tension diminue quand le courant 
augmente. 
 
Fig. 2.24 : Principaux termes sources de création et de perte (> 1% du terme principal en valeur 
absolue) pour les électrons. A gauche, dans les conditions de fig. 2.21 pour i = 2,5 mA. A droite, les 
mêmes conditions, pour i = 10 mA. 
 
Pour ce qui est du champ constant avec une variation de Q(NO), cela tient au fait que NO 
quenche l'ozone, qui est une des sources de création principales d'électron en l'absence de NO 
(fig. 2.25). Le NO prend donc la place de l'ozone dans le circuit de création d'électrons en les 
détachant d'O
-
. Les pertes principales sont toujours dues à l'attachement à l'oxygène, qui ne 
varie pas comme Q(NO) varie, donc les termes de pertes et de créations restent à peu près 
égaux en présence et en absence de NO, donc le champ reste constant. 
 
 
Fig. 2.25 : Principaux termes sources de création et de perte (> 1% du terme principal en valeur 
absolue) pour les électrons. A gauche, dans les conditions de fig. 2.14 pour pO2 = 10 mbar et Q(NO) = 




Le paramètre menant à une augmentation du champ très élevée reste la pression partielle 
d'oxygène (pour plus de détails sur les conclusions expérimentales, voir [Sou10]). C'est ce que 
l'on voit en comparant les termes sources à basse et haute pression partielle d'oxygène. 
L'augmentation de la pression partielle d'oxygène augmente en premier lieu le terme de perte 
d'électron par attachement, ce qui implique un champ plus élevé pour maintenir le même 
courant. 
 
4) Discussion sur ces résultats 
La première remarque est justement la remarquable proximité des résultats numériques avec 
les résultats expérimentaux, sans qu'aucune hypothèse ad hoc n'ait été faite. Toutes les 
approximations et simplifications (en particulier ne et V fixes) ont été posées avant de 
commencer les simulations. 
On a vu que pour les densités d'O2(
1) et d'O3 en fonction de Q(NO), la dépendance est bien 
respectée, surtout en ce qui concerne le singulet delta, et plus particulièrement pour les forts 
flux d'hélium (Q(He) = 25000 sccm). 
Concernant la dépendance en Q(He) pour trois p(O2) différentes, on voit bien apparaître le pic 
de production d'O2(
1), à moins de 2000 sccm de différence avec la position du pic 
expérimental, et parfaitement aligné dans le cas p(O2) = 20 mbar. En revanche, les valeurs 
restent généralement surestimées, en particulièrement pour les plus hautes pressions d'oxygène. 
La dépendance en p(O2) est elle aussi bien respectée, bien que commençant trop bas pour les 
faibles valeurs de pression d'oxygène. 
Enfin, la dépendance en courant est extrêmement proche, quoiqu'apparemment un peu plus 
faible pour les forts courants. 
Le code développé pour cette étude remplit donc son objectif, sachant que deux grands 
problèmes persistent : la non-consistance tension-courant dans la décharge (ici, les deux sont 
imposés et les résultats expérimentaux dans des conditions données sont indispensables pour la 
simulation) et une cinétique chimique sans doute incomplète ou imparfaite. En effet, la 
majorité de la cinétique utilisées ici provient de travaux numériques effectués dans des cas à 
basse ou très basse pression (quelques torr à quelques dizaines de torr dans [KS04] et 
[BAK07], par exemple), il est donc probable qu'en passant à pression atmosphérique, cette 
cinétique s'avère incomplète. 
Les constats à la suite de ces simulations sont que : 
- les tendances pour O2(
1) et O3 sont globalement bien respectées, mais 
- la densité d'ozone simulée est beaucoup trop élevée pour les faibles flux de NO, tandis que 
- O2(
1) commence à des valeurs trop basses dans les mêmes conditions. 
- La saturation d'O2(
1) en fonction de p(O2) n'est pas correctement respectée, et la densité 
d'O2(
1) pour de faibles valeurs de pression d'O2 est trop basse. 
- La dépendance en Q(He) est bien respectée pour les trois conditions de pression partielle 
d'oxygène, mais le pic de production est décalé vers les faibles Q(He), pour p(O2) = 3 et 10 
mbar, tandis que les valeurs autour du pic de production sont surestimées, quasiment deux fois 
supérieures aux valeurs expérimentales dans le cas p(O2) = 20 mbar. 
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Pour résoudre ces problèmes, d'autres résultats expérimentaux seraient nécessaires afin de 
tester différents paramètres : un réacteur plus petit pour être certain du bien-fondé de 
l'hypothèse laminaire, d'autres mesures en fonction de Q(NO) pour de très faibles flux d'hélium 
et une post-décharge plus courte afin de disposer de plus d'informations quand au mélange 
sortant de la décharge, et faire varier le tube de post-décharge (longueur et section) pour mieux 
cerner les effets dus à la post-décharge. Une mesure de la densité de O atomique serait aussi un 
bon moyen de vérifier nos résultats.  
Toutefois, et ce sera l'objet de la section suivante, grâce à la grande flexibilité de ZDPlasKin, 
on peut envisager toute une série de tests afin d'examiner plus en détail la cinétique chimique 
que l'on peut modifier à souhait. 
 
C) MODIFICATION THEORIQUE DE LA CINETIQUE 
 
Bien que les résultats de ZDPlasKin soient en accord avec les résultats expérimentaux, tous 
les problèmes soulevés dans la section B.4 laissent supposer des lacunes dans la cinétique 
utilisée. En réalité, tous nos efforts se sont concentrés sur la résolution de la densité d'O3 bien 
trop élevée pour les faibles flux de NO, car si l'on retrace les fig. 2.14 et 2.15 en échelle 





Fig. 2.26 : Reprise des fig. 2.14 et fig. 2.15 en échelle log. Le code couleur est rappelé dans le cadre 




. Les abscisses sont les flux de NO. a) Q(He) = 
8000sccm,  p(O2) = 10mbar. b) Q(He) = 6250sccm,  p(O2) = 20mbar. c) Q(He) = 25000sccm,  p(O2) = 
10mbar. d) Q(He) = 25000sccm,  p(O2) = 20mbar. 
 
On constate plusieurs choses : concernant l'expérience, certains points des courbes d'ozone 
n'apparaissent plus en échelle log (cadres a et b). Les valeurs reportées sont négatives, on se 
situe sous le seuil de précision de l'appareil de mesure. Concernant la simulation, la densité 
d'ozone commence bien trop haut aux faibles Q(NO), et chute trop rapidement dans le cas des 
faibles Q(He) (a et b), où les derniers points expérimentaux d'O3 semblent indiquer que l'ozone 




 pour les forts Q(NO)) tandis qu'elle se maintient trop au-
dessus des valeurs mesurées expérimentalement pour les forts Q(He) (c et d). Et les densités 
d'O2(
1) commencent bien trop bas pour les faibles Q(NO) dans le cas d'un faible Q(He) (a et 
b). 
La cinétique de l'ozone que l'on utilise est donc incomplète ou imparfaite (les résultats de la 
section C ont été présentées à la conférence Gaseous Electronics Conference en 2008 [SSE08], 
donc la cinétique utilisée jusque-là sera appelé chimie GEC, par opposition à la nouvelle 
chimie que l'on va proposer ici). 
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Le but premier de cette recherche prospective est de comprendre pourquoi la densité d'ozone 
est trop élevée dans notre simulation pour les faibles flux de NO et ensuite d'explorer 
différentes pistes pour mieux décrire cette densité. Plusieurs possibilités sont envisageables, 
mais l'on va rester au plus près de ce que l'on connaît déjà. 
On souligne que le but de cette courte étude n'est pas de définir une chimie exacte ou 
améliorée, mais plutôt de faire ressortir certaines incohérences ou certaines lacunes dues au 
travail à haute pression. Cela permettra de mettre en évidence les points faibles de la cinétique 
sur lesquels se pencher afin de mieux orienter les modifications à apporter à l'expérience, 
modifications qui pourront servir à confirmer ou infirmer les hypothèses proposées ici et in 
fine, améliorer la cinétique chimique de l'oxygène à pression atmosphérique. 
 
1) Perte aux parois 
La première idée est de supposer une perte aux parois pour l'ozone. D'après Itoh et al. 
[ISS04], on sait que l'ozone a une probabilité de quenching à la paroi très faible (de l'ordre de 
10
-7
), mais ces mesures ont été effectuées avec des parois métalliques, tandis que dans le cas de 
notre post-décharge, le tube est en pyrex, matériau pour lequel nous n'avons pu trouver de 
mesures expérimentales de quenching à la paroi. On va donc supposer que l'ozone est détruit à 
la paroi suivant la réaction suivante : 
23 OOO   (2.42) 
avec une probabilité PO3 que l'on va faire varier afin de voir l'effet de cette perte sur la densité 
d'ozone en fin de post-décharge. A titre d'exemple, on a en fig. 2.27 l'effet de la variation de la 
probabilité de perte aux parois de l'ozone dans le cas de la dépendance en Q(NO) pour un flux 






Fig. 2.27 : Reprise du cadre a) de la fig. 2.26. Les deux lignes épaisses sont les courbes 
expérimentales du singulet delta (rouge) et de l'ozone (bleue). Les quatre courbes de violet à noir sont 
les courbes simulées de l'ozone pour quatre probabilités de perte aux parois différentes (PO3 = 0 
correspond aux résultats de la section précédente). A titre indicatif, en pointillées de grenat à rose, les 
courbes simulées correspondantes pour O2(
1), les cas 0,02 et 1 sont superposés. Le graphique est 
centré sur les faibles flux de NO, contrairement aux graphiques précédents qui vont jusqu'à un flux de 
1,4sccm. 
 
D'après la fig. 2.27, on voit que pour une probabilité PO3 allant jusqu'à 1 (peu réaliste a 
priori), le résultat n'est pas satisfaisant. Les courbes de l'ozone diminuent, et c'est le résultat 
recherché, mais elles diminuent de manière identique pour tous les flux de NO. En revanche, 
cela s'accompagne d'une élévation des courbes correspondantes du singulet delta, et tend à les 
rapprocher des valeurs expérimentales. L'écart à flux de NO nul reste cependant trop important 
et cette perte aux parois ne permet pas de soutenir la production d'ozone à haut flux de NO, 
dont on a vu que les valeurs simulées chutaient bien trop rapidement par rapport aux résultats 
expérimentaux. 
 
2) Chimie de l'ozone à haute pression (Held et al.) 
Une seconde piste réside dans le fait que l'on utilise des cinétiques qui ont été élaborées pour 
des cas de basses et très basses pressions (comme on l'a vu dans le chapitre I, la majorité des 
travaux effectués sur la production d'O2(
1) était à basse pression), inférieures à une dizaine de 
torr. Or nous nous situons à présent à pression atmosphérique, et il nous faut alors quitter notre 
domaine d'étude pour nous tourner vers les ozoniseurs à haute pression. La chimie de l'oxygène 
y est déterminée pour la pression atmosphérique (suite à l'immense travail réalisé par Eliasson 
et Kogelschatz, en particulier, voir par exemple [EHK87]), et il est en effet apparu après 
quelques recherches qu'un ensemble de réactions concernant l'ozone n'étaient pas prises en 
compte dans notre cinétique. Ces réactions, reportées en annexe, ont été proposées par Held 
[Hel89] et utilisées entre autres par Hadj-Ziane et al. [HZH92]. Nous les utilisons telles quelles 
dans notre problème, moyennant quelques modifications que nous allons voir. La perte aux 
parois est maintenue avec PO3 = 1. 
La majorité des réactions provenant de [HZH92] n'ont aucun impact manifeste sur notre 
chimie. Elles consistent en une série de réactions de O(
1
D) avec l'ozone dont les produits de 
réaction sont différents. Les coefficients de réaction sont faibles et leur impact sur les pertes 
d'ozone se montent à un ou deux pourcents, ce qui est insuffisant. Il y a une série de réactions 
de quenching de l'ozone par les états vibrationnels de l'oxygène, mais là aussi les coefficients 
sont faibles, et leurs termes sources, après simulation, sont négligeables. Dans la liste, quelques 
réactions concernant O et O2 ont été ajoutées, dans un souci de détail, mais ces réactions, après 
analyse, se sont avérées négligeables elles aussi. Seules deux d'entre elles, en définitive, ont eu 
une influence sérieuse sur nos résultats. Une perte quadratique du singulet delta : 
32
1
2 2OO)(2O   (2.43) 
Ainsi qu'un chauffage de l'ozone par quenching du singulet : 
323
1
2 OOO)(O   (2.44) 
Ces pertes de O2(
1) vont être importantes au point de poser certains problèmes, comme on 
va le voir, mais elles vont permettre de soutenir la production d'ozone à fort flux de NO, alors 
que l'on a vu que la chimie GEC menait à une chute drastique de la densité d'ozone avec 
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l'augmentation de Q(NO). On peut voir à titre d'exemple en fig. 2.28 la modification des 
résultats après inclusion de la chimie de l'ozone, dans le même cas que précédemment (Q(He) 
= 8000sccm et p(O2) = 10mbar). 
 
Fig. 2.28 : Densités d'O2(
1) et d'ozone. En rouge et bleu, respectivement, les résultats 
expérimentaux. En grenat et bleu foncé, respectivement, les résultats numériques après inclusion de la 
chimie de l'ozone proposée par Held. A titre de comparaison, les lignes pointillées grises sont les 
résultats numériques obtenus avec la chimie GEC. 
 
On constate, sur la fig. 2.28, que la densité d'ozone démarre plus près de la densité 
expérimentale pour les faible Q(NO), et ensuite reste dans les ordres de grandeurs de 
l'expérience pour les forts Q(NO). La densité d'O2(
1), en revanche, a chuté de deux ordres de 
grandeurs, bien que respectant toujours la tendance mesurée expérimentalement. Ces 
remarques sont valables pour les autres cas (Q(He) = 25000sccm, et p(O2) = 20mbar), et après 
analyse, il ressort que c'est bien la réaction (2.43) de perte quadratique du singulet delta qui est 
à l'origine des faibles valeurs de densité d'O2(
1) et la principale source de production d'ozone 







), on va donc diminuer son coefficient afin de voir si l'on peut retrouver les 
densités de singulet delta que l'on a obtenues avec la chimie GEC tout en continuant de 
soutenir la densité d'ozone pour les forts flux de NO. 
Après plusieurs tentatives, on trouve qu'en divisant k46 par 1000, on retrouve les valeurs 
correspondants aux valeurs expérimentales pour le singulet delta, surtout pour les forts flux de 
NO. En revanche, pour les faibles flux de NO et Q(He) = 25000sccm, la densité de singulet 
reste trop basse bien que rattrapant ensuite les valeurs expérimentales. La dépendance en 
Q(NO) de l'ozone, en revanche, reste bien retranscrite. 
73 
 
Le problème reste donc entier pour les faibles flux de NO. La densité d'ozone reste toujours 
surestimée par rapport aux valeurs expérimentales, tandis que la densité de singulet est trop 
basse. 
Après une seconde analyse dans les conditions où k46 a été divisé par 1000, il apparaît que le 
quenching d'O2(
1) par chauffage de l'ozone représente une perte importante d'O2(
1) à faible 
Q(NO). Cette réaction est sujette à caution, car nous nous situons dans un cas où le chauffage 
du gaz, et a fortiori de l'ozone, est négligé, la température étant maintenue constante. En effet, 
la majorité des réactions de quenching par chauffage d'un neutre sont négligées, dans notre 
cinétique. On teste donc à nouveau notre cinétique en annulant la réaction (2.44) et l'on 
constate que la densité de singulet commence légèrement plus haut pour les faibles flux de NO. 
Mais, elle reste cependant bien trop sous-évaluée. En revanche, et cela représentera une étape 
future de ce travail, la prise en compte de la température du gaz pourrait être un moyen de 
diminuer la densité d'ozone.  En effet, plusieurs réactions de quenching de l'ozone provenant de 
Held (quenching avec O atomique, en particulier) dépendent fortement de la température du 
gaz. On peut donc supposer que ces réactions de perte de l'ozone joueront un rôle plus 
important si le gaz est plus chaud (même de quelques centaines de degrés, les quelques tests 
préliminaires que nous avons effectués montrant une chute radicale de la densité d'O3 à une 
température fixe de 600K, par exemple). 
 
3) Quenching d'O2(
1) à trois corps (Vasiljeva et al.) 
La dernière réaction de perte d'O2(
1) dont le terme source est prépondérant uniquement pour 
les faibles flux de NO est le quenching rapide d'O2(
1) à trois corps (réaction 2.38) utilisée par 
Vasiljeva et al. [VKK04]. Cette réaction fut introduite pour expliquer les pertes en volume 
dans la décharge ainsi que les pertes subies immédiatement en début de post-décharge. 
Pourtant, en la supprimant de notre cinétique, on trouve un bien meilleur accord dans la densité 
simulée de singulet delta pour les faibles flux de NO. 
La question qui se pose alors n'est pas forcément la validité de cette réaction, mais bien plutôt 
la précision de notre description de la cinétique de l'oxygène atomique. En effet, il est 
démontré expérimentalement [BKL07] qu'en recouvrant le tube de post-décharge d'HgO, on 
favorise les pertes d'oxygène atomique, et on diminue ainsi fortement le quenching à trois 
corps (2.38). Cela pose plusieurs interrogations quant à notre description en particulier des 
pertes aux parois pour O, et donc de l'intensité du quenching par lequel il est clair que les 
pertes de singulet delta sont trop élevées par rapport aux mesures expérimentales. 
Mais alors il est difficile de pousser plus loin cette investigation sans un appui expérimental 
qui confirmerait cette hypothèse. De futurs développements impliqueront certainement des 
mesures d'oxygène atomique, ce qui permettra d'en savoir plus quant à sa cinétique à haute 
pression. 
 
4) Nouvelle comparaison Expérience/Simulation 
Si à présent l'on tient compte de toutes ses modifications malgré leur caractère hypothétique 
et que nous les appliquons en cumulé, on obtient des résultats intéressants, représentés en fig. 
2.29 pour les densités d'O2(
1) et d'O3 en fonction de Q(NO). On rappelle qu'une perte aux 
parois pour l'ozone (réaction 2.42) est prise en compte (probabilité 1, très probablement 
surestimée). Tout un pan de la cinétique de l'oxygène proposée par Held a été ajouté, mais tient 
surtout dans la présence de la perte quadratique d'O2(
1) (réaction 2.43) dont on a divisé le 
coefficient de réaction par 1000. On néglige aussi le quenching d'O2(
1) par chauffage de 
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l'ozone (réaction 2.44). Et enfin on enlève le quenching rapide d'O2(
1) proposé par Vasiljeva 
et al. (réaction 2.38). 
 
 
Fig. 2.29 : Densités d'O2(
1) et d'O3 en fonction du flux de NO pour quatre conditions de flux 
d'hélium et de pression partielle d'oxygène indiqués au-dessus de chaque graphique. Cette figure est 
identique à fig. 2.26, mais ici dans le cas de la nouvelle chimie définie plus haut. A titre de 
comparaison, les lignes pointillées grises représentent les résultats obtenus avec la chimie GEC. Les 




. La légende du cadre a) vaut pour les quatre cadres. 
 
Au premier coup d'œil, on voit que l'accord entre les résultats de simulation et l'expérience est 
bien meilleur que précédemment (les résultats de la chimie GEC sont les lignes pointillées 
grises). A faible flux d'hélium, la densité de singulet delta commence aux bonnes valeurs pour 
les faibles de NO (a et b), ainsi pour les flux importants (Q(He) = 25000sccm) (c et d). La 
densité d'O2(
1) est légèrement surestimée pour les fortes pressions partielles d'O2 (p(O2) = 
20mbar, b et d). Cela tient probablement au fait que le retrait du quenching du singulet à trois 
corps est trop brutal, nous faisant sous-estimer les pertes de singulet dans le cas d'une plus forte 
pression d'oxygène. 
En ce qui concerne l'ozone, les tendances sont mieux respectées qu'avec la chimie GEC, mais 
les résultats restent tout de même fluctuant, particulièrement pour les forts Q(He) (c et d) où la 
densité d'ozone commence trop haut pour les faibles flux de NO tandis qu'ensuite elle descend 
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trop bas pour les flux de NO plus élevés. Et le problème majeur de la densité d'ozone bien trop 
élevée à faible flux de NO n'est pas réglé. 
En fig. 2.30, on a à nouveau simulé la dépendance de la densité d'O2(
1) avec le flux d'hélium 
en utilisant la nouvelle chimie. 
 
Fig. 2.30 : Densité d'O2(
1) en fonction du flux d'hélium pour trois pressions partielles d'O2 
différentes, reproduction des fig. 2.17, fig. 2.18 et fig. 2.19, mais en utilisant la nouvelle chimie 
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développée plus haut. p = 1050mbar, Q(NO) = 1,4sccm. a) p(O2) = 3mbar, b) 10mbar, c) 20mbar. Les 
lignes grises en pointillés sont les résultats obtenus avec la chimie GEC (sur les figures citées plus 
haut). 
 
De la fig. 2.30, on constate tout d'abord que la hauteur du pic de production du singulet delta 
est à présent beaucoup mieux respectée comme la pression partielle d'oxygène augmente 
(aucun changement pour p(O2) = 3mbar). En revanche, la position du pic simulé est toujours 
décalée vers les plus faibles Q(He) pour  p(O2) = 3 et 10mbar, tandis qu'il semble être décalé 
vers les plus forts Q(He) à  p(O2) = 20mbar. Ces remarques tendent à confirmer que le 
problème se situe bien dans la cinétique utilisée et non pas dans les autres hypothèses comme 
le temps de résidence, par exemple. 
En effet, pour résumé, les décalages entre la simulation et l'expérience sont les plus prononcés 
pour des flux de NO faibles et des pressions partielles d'oxygène élevées. Nous ne pouvons que 
conclure que des problèmes persistent dans la cinétique He/O2 utilisée, cinétique apparemment 




Un nouveau programme 0D, ZDPlasKin, a été développé dans le but de disposer d'un modèle 
facile d'emploi et très adaptable. Utilisé dans de plus en plus de problèmes physiques 
différents, nous avons commencé par le tester dans le cas simple d'une colonne positive d'argon 
avant de l'adapter à l'étude d'une post-décharge avec décharge entretenue par microcathode 
(MCSD) dans le but de mieux comprendre la cinétique chimique de la production d'O2(
1) à 
haute pression. 
Ce programme s'est montré robuste et précis dans ses résultats. En effet, partant du constat 
que la MCSD peut être vue comme une colonne positive à champ relativement faible (E/N < 
15 Td), on peut alors se placer dans l'approximation locale qui permet les simulations 0D. 
En se basant sur les résultats expérimentaux de Santos-Sousa et al. [SSB08] on a cherché à 
les reproduire en schématisant le dispositif par un temps de décharge pendant lequel le courant 
électronique et le champ réduit sont imposés et fixes, puis un temps de post-décharge pendant 
lequel les pertes aux parois des différentes espèces sont prises en compte. La chimie considérée 
est celle de He/O2/NO. 
Nous avons vu que les résultats de simulation sont très proches des résultats expérimentaux, 
tant dans la dépendance avec le flux de NO que le flux d'hélium, la pression partielle d'oxygène 
et le courant injecté dans la décharge. Les tendances sont bien respectées, les ordres de 
grandeur aussi. 
Malgré tout, de nombreux détails restent en suspens, en particulier la densité d'ozone en 
fonction de Q(NO). On a vu que pour les flux de NO faibles et nuls, la densité d'ozone est 
largement surestimée, puis chute trop fortement quand Q(NO) augmente. De la même manière, 
la densité de singulet delta simulée est sous-estimée par rapport aux valeurs expérimentales aux 
faibles Q(NO). 
Concernant la dépendance d'O2(
1) avec Q(He), on a vu que la tendance était bien respectée 
ainsi que les ordres de grandeur, toutefois le pic de production (dû à l'équilibre entre le temps 
de résidence dans la décharge qui définit la quantité produite et le temps de vol dans la post-
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décharge qui définit la quantité détruite) est surestimé dans le cas des plus fortes pressions 
partielles d'O2 (10 et surtout 20 mbar), et que sa position est décalée vers les faibles flux 
d'hélium pour les plus basses pressions partielles (10 et surtout 3 mbar). 
Tous ces éléments nous font supposer que la cinétique de l'oxygène est incomplète, puisque 
les écarts sont plus  grands dans les cas de fortes pressions partielles d'oxygène ainsi que de 
faible flux, voire d'absence, de NO. Plusieurs tests numériques ont alors été effectués afin de 
mieux cerner les réactions manquantes ou charnières dans notre cinétique. Un ensemble de 
réactions proposées par Held [HZH92] concernant l'ozone à pression atmosphérique ont été 
ajoutée, s'articulant autour d'une perte quadratique d'O2(
1), 2O2(
1) + O2 -> 2O3,  dont le 






) pour maintenir une densité de singulet delta 
correcte et que nous avons testé divisé par 1000. L'accord est alors meilleur, et la densité 
d'ozone, bien que toujours trop élevée aux faibles Q(NO), ne chute plus aussi vite aux forts 
flux de NO et respecte mieux la tendance mesurée expérimentalement. Il est apparu ensuite que 
le quenching du singulet delta de l'oxygène par chauffage de l'ozone représentait une autre 
perte majeure, alors que l'on fait l'hypothèse pour notre cinétique d'un chauffage du gaz 
négligeable. En retirant cette réaction, on récupère les tendances observées précédemment pour 
O2(
1) tout en gardant les densités d'ozone mieux décrites. 
Les deux autres réactions concentrant les interrogations sont la présence possible d'une perte 
aux parois de l'ozone (afin d'en diminuer la densité pour Q(NO) = 0) et le quenching à trois 
corps d'O2(
1) proposé par Vasiljeva [VKK04] La perte aux parois, d'après la littérature, est 
très faible quand cela concerne des matériaux métalliques, mais nous n'avons rien pu trouver 
concernant le pyrex dont est fait le tube de notre post-décharge. En supposant une probabilité 
de quenching à la paroi de 1, on voit que l'impact sur la densité d'ozone, même à faible flux 
d'hélium et donc à long temps de vol dans la décharge, reste somme toute restreint. Quant au 
quenching rapide d'O2(
1), on constate qu'en le supprimant de la cinétique, la densité d'O2(
1) 
en fonction de Q(NO) est bien plus proche des résultats expérimentaux, en particulier pour les 
faibles flux. 
Mais la suppression de cette réaction semble plutôt nous orienter vers une mauvaise 
description de la cinétique de l'oxygène atomique qui est, après l'ozone, l'autre grand vecteur de 
perte pour O2(
1). On en revient alors aux questions quant à la précision de la cinétique 
utilisée, et plus exactement sa validité à pression atmosphérique. 
Deux grandes pistes se dégagent alors des résultats présentés ici. 
D'un point de vue purement technique, améliorer le programme afin de simuler la décharge 
de manière consistante paraît incontournable. En effet, en l'état actuel, la simulation nécessite 
les valeurs de champ et de courant dans la décharge, ce qui signifie que les résultats 
numériques ne peuvent être obtenus qu'après les résultats expérimentaux. Implémenter le 
programme afin de déterminer le champ dans la décharge uniquement à partir du courant 
injecté, du mélange et du flux, permettrait de procéder à une étude paramétrique systématique 
qui nous donnerait le jeu de paramètres optimums (courant, pression totale, pression partielle 
d'oxygène, flux de NO, longueur et largeur du tube de post-décharge, etc...) pour maximiser la 
production d'O2(
1). 
D'un point de vue plus théorique, nous sommes toutefois dépendants de nouvelles mesures 
expérimentales qui permettraient de consolider la cinétique chimique. En effet, des soupçons se 
portent sur la pertinence de notre description de la cinétique d'O, mais il est clair que la 
cinétique de l'ozone doit être améliorée à tout prix. Des expériences dans d'autres conditions de 
pression, de pression partielle d'oxygène, de dimension du tube ainsi que des mesures de la 
densité d'oxygène atomique sont la condition sine qua non pour mieux cerner les lacunes de 
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notre cinétique et mieux étudier les propositions que l'on peut faire à partir de ZDPlasKin. Les 
variations de pression et de courant permettraient en outre de vérifier l'importance de la 
température. 
Car en l'état, si l'on tient à résoudre l'énigme de l'ozone à faible flux de NO, les possibilités ne 
sont pas légion : ou bien l'une des réactions déjà utilisées est pourvue d'un coefficient mal 
estimé, ou bien il faut trouver (définir ?) une réaction de destruction de l'ozone qui 
n'influencerait pas la densité d'oxygène atomique (par exemple de type perte quadratique de 
l'ozone), ou tout se résume à une prise en compte, de toute façon nécessaire à terme, du 










CHAPITRE III : 
THEORIE DE L'EMISSION ELECTRONIQUE 
AUGER 
 







Ce chapitre est consacré à l'exposé de la théorie de l'émission électronique 
secondaire Auger à la surface d'un métal, par impact d'un ion 
(neutralisation) ou d'un métastable (désexcitation), ainsi que les mécanismes 
résonants qui permettent de passer de l'un à l'autre sans émission d'électron. 
Hagstrum a développé cette théorie en 1954 en s'appuyant sur ses nombreux 
résultats expérimentaux. Son approche est résolument phénoménologique, et 
nous reprendrons son formalisme, la résolution exacte ab initio étant trop 
exigeante par rapport à notre objectif d'évaluer de manière simple l'impact 
d'un champ électrique. Nous allons donc voir étape par étape la construction 
théorique de la neutralisation Auger d'un ion lent arrivant à la paroi 
métallique, puis celle, similaire mais plus simple, de la désexcitation Auger 
d'un métastable lent, et enfin le fonctionnement des processus résonants et 
l'éjection multi-étape qu'ils permettent. En ce qui concerne la neutralisation 
Auger, nous discuterons brièvement de la pertinence de certaines hypothèses 
(la dépendance du mécanisme avec la distance ion/surface, en particulier) 






A) NEUTRALISATION AUGER  
 
Tout le travail qui suit a été construit autour de la théorie de l'émission Auger développée en 
détails par H.D. Hagstrum dans deux articles théoriques fleuves ([Hag54] pour les métaux, 
[Hag61] pour les semi-conducteurs), soutenus par une myriade d'articles de résultats 
expérimentaux ([Hag54exp], pour ne citer que le plus complet). Nous avons donc affaire à une 
théorie de plus d'un demi-siècle, synthétisée dans deux articles écrits à une main, et qui 
pourtant n'a jamais été égalée depuis, tant dans sa clarté que la précision et la quantité des 
détails nécessaires à sa construction, ni la simplicité de certains points critiques, qui 
normalement représentent un domaine de recherche à eux seuls. 
Le but ici n'est donc pas de remettre cette théorie en question. Nous allons d'abord l'expliciter 
(neutralisation N, désexcitation D, phénomènes résonants et fraction d'ion neutralisé par 
mécanisme Auger fN et neutralisation multi-étapes i) pour en comprendre le fonctionnement, 
puis discuter certains points restés obscurs – ou systématiquement admis sans plus 
d'explication par tous ceux qui utilisent ces résultats. Le but de cette première partie est de 
comprendre la construction de cette théorie et de définir les limites des approximations 
effectuées, en se concentrant sur les éléments sur lesquels le champ électrique (ajouté dans le 
chapitre IV) est susceptible d'avoir un impact. Les conventions utilisées sont strictement les 
mêmes que celles d'Hagstrum. 
La séquence de phénomènes qui forment la neutralisation Auger la rend complexe par 
l'intrication de ces éléments. Mais chaque phénomène pris séparément et dans un enchaînement 
linéaire font que le principe de la neutralisation Auger d’un ion à la cathode reste simple. La 
première étape (flèche 1, sur la fig. 3.1) est l’approche d’un ion (ici simplement chargé8) vers 
la cathode. La deuxième étape (flèche 2) est la sortie d’un électron de la bande de conduction, à 
travers l'interaction coulombienne de l'ion, et qui va le neutraliser. La troisième étape (flèche 3) 
est le transfert de l’énergie perdue par l’électron neutralisateur à un autre électron de la bande 
de conduction, choisi aléatoirement avec une certaine probabilité. La quatrième et dernière 
étape (flèche 4) est la sortie (avec une énergie Ek = k - 0, 0 étant la différence d'énergie entre 
le bas de la bande de conduction choisi comme zéro des énergies et le niveau du vide) ou la 
réflexion à l’intérieur du métal de cet électron excité. Quand on intègre l’ensemble de ces 
étapes, on obtient une probabilité γN d’émission d’un électron pour un ion arrivant à la cathode 
(toutes les constantes utiles sont données plus loin dans le tableau 3.1). 
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Fig. 3.1 : Principe de la neutralisation Auger en échelle d'énergie. 
 
 
Nous allons à présent décortiquer chacune de ces étapes. De manière générale, la 
neutralisation Auger (ainsi que la plupart des phénomènes d’émission d’électrons à la cathode) 
peut être vue comme l’intégrale d’un produit de deux termes : la distribution en énergie de 
l’électron excité à l'intérieur du métal multipliée par la probabilité de quitter le métal à une 







  (3.1) 
Ni est la distribution en fonction de l'énergie cinétique k de l'électron excité à l'intérieur du 
métal, et Pe est la probabilité en fonction de cette même énergie que cet électron s'échappe du 
métal9. 0 représente la hauteur totale de la barrière de potentiel à franchir, soit la somme de la 
fonction de travail  et de l'énergie de Fermi F. A l'intérieur du métal, on choisit le zéro de 
                                                 
9
  A titre indicatif, dans le cas de l'émission de champ, nous retrouvons une expression similaire, mise à part 
que l'on parle de courant d'émission et donc que Ni est remplacé par le courant d'électron incident à la surface 
depuis l'intérieur du métal. 
82 
 
l'échelle des énergies comme étant le bas de la bande de conduction. Sauf explicitement écrit, 
nous travaillerons exclusivement sur le tungstène, donc F = 6,4eV,  = 4,5eV et 0 = 10,9 eV. 
En réalité, cette expression correspond à l'intégrale de la distribution énergétique de l'électron 
secondaire sorti du métal N0 (Ek). Cette distribution énergétique est d'une grande importance 
dans les mesures expérimentales, puisque c'est cette distribution que l'on mesure lors d'un 
bombardement d'une surface avec un faisceau d'ions (c'est d'ailleurs grâce à elle que l'on peut 
remonter à la distribution énergétique des électrons de la bande de conduction, par la méthode 
de spectroscopie Auger [Hag66], [SCE83]). Toutefois, nous ne nous intéresserons que peu à sa 
forme, car dans notre cas c'est uniquement la fraction d'électrons émis qui nous importe. Nous 
y consacrerons tout de même quelques lignes, puisque cette distribution est un passage obligé 
dans l'ensemble des calculs qui vont suivre (et que la plupart du temps nous intégrons pour 
avoir directement N). 
 
1) Distribution énergétique Ni de l'électron excité 
On parle de distribution énergétique, car, on va le voir, pour une énergie cinétique k donnée, 
il y a une certaine chance d'y trouver l'électron excité. En effet, puisqu'au repos, les électrons 
du métal ont une distribution bien définie (mais difficile à définir, nous le verrons plus loin), on 
ne peut savoir quel va être celui qui neutralisera l'ion ni celui qui récupérera l'énergie dissipée. 





  (3.2) 
Pt est la probabilité que la neutralisation survienne quand l'ion, arrivant à une vitesse v0, est à 
distance s du métal. Pk est la  probabilité que, pour une interaction survenant à une distance s, 
le second électron soit excité à une énergie k. 
 
Probabilité Pt (s,v0) 
Cette probabilité provient de la résolution du hamiltonien d'interaction entre l'ion et les 
électrons du métal. Nous ne nous pencherons pas en détail sur ce calcul à la difficulté hors de 
notre propos10, mais il est à noter que le taux de transition (transition rate) en fonction de la 
distance Rt (s), qui définit l'interaction, est le point central de ce calcul. Hagstrum [Hag54] fait 
appel aux résultats précédemment établis par Cobas et Lamb [CL44], qui, loin de prendre 
toutes les complexités du système en compte, proposent une approximation exponentielle de 
bonne qualité, confirmée dans une certaine limite par les simulations très complètes de 
[HSH86] ou de [CLD98] : 
as
t eAsR
)(  (3.3) 
A et a sont des constantes tirées des résultats expérimentaux propres à chaque paire atome-
surface. A partir de ce taux de transition (que nous prendrons tel quel), on peut déterminer P0 
(s)
11
, la probabilité qu'aucune interaction ne survienne depuis une distance infinie jusqu'à la 
distance s, puis de là, Pt (s,v0) la probabilité que l'interaction se passe à la distance s, étant 
donnée v0 la vitesse de l'ion (se reporter à [Hag54] pour le détail des calculs) : 
                                                 
10
  cf. [CLD98] pour mieux apprécier la complexité réelle des récents développements des calculs concernant 
cette interaction. 
11








   (3.4) 






sm   (3.5) 
La forme des probabilités P0 et Pt est donnée en fig. 3.2. 
L'intégrale de la probabilité Pt nous donne la fraction d'ion qui sera effectivement neutralisée. 
On constate par ailleurs que lorsque la vitesse de l'ion v0 tend vers 0, sm tend vers l'infini, et 
donc l'intégrale de Pt tend vers 1. Cela signifie que plus la vitesse de l'ion est faible, plus sa 
probabilité d'être neutralisé par le processus Auger sur toute la demi-droite positive est élevée. 
En réalité, Hagstrum démontre que pour un ion He
+
 se déplaçant à une vitesse de 40eV, ∫0
∞
Ptds 
= 1-exp(-81). Donc, on peut sans risque fixer, pour les ordres de grandeur de vitesse 
correspondant à notre problème (v0 << 500eV), que cette intégrale est égale à 1. 
On postule ainsi que tous les ions arrivant à la paroi seront neutralisés à coup sûr par le 
processus Auger. Nous verrons qu'en réalité la neutralisation résonante est en compétition avec 
la neutralisation Auger, mais quoi qu'il arrive, l'ion sera neutralisé. Cette hypothèse est 




Fig. 3.2 : Probabilités P0 (s,v0) et Pt (sm,v0) (normalisée) 
 
Probabilité Pk(k,s) 
Sans se noyer dans trois pages d'un développement déjà brillamment effectué par Hagstrum, 






























Avec N la densité d'état final accessible à l'électron (donnée comme étant une fonction en 
racine carrée de l'énergie sans plus d'explication, correspondant en réalité à la densité d'états 
d'un électron libre comme nous le verrons au chapitre V), Ei' l'énergie effective d'ionisation et 
T la transformée d'Auger. L'intégrale en dénominateur représente la normalisation de Ni (on 
rappelle que Ni = ∫PtPkds, équation (3.2)). Cette normalisation est la conséquence du choix, 
effectué plus haut, de fixer l'intégrale de Pt à 1. L'ion étant neutralisé à coup sûr, cela implique 
qu'un électron et un seul est excité à l'intérieur du métal (à voir ensuite s'il s'échappe ou pas). 
En d'autres termes : ∫0
∞
Ni(k)dk=1 ce qui implique la normalisation de Pk en dénominateur, 
puisque Pt ne dépend pas d'k. 
Pk(k,s) est la probabilité d'obtenir un électron excité d'énergie k, étant donné que la 
neutralisation de l'ion s'est faite à distance s. La bande de conduction du métal étant pleine, 
l'électron ne peut être excité à une énergie inférieure à l'énergie de Fermi F, d'où la coupure de 
la probabilité Pk. 
Nous allons à présent expliciter un peu plus le sens de l'énergie effective d'ionisation et de la 
transformée Auger : 
L'énergie effective d'ionisation de l'ion correspond à l'énergie effectivement transférée à 
l'électron excitée, en tenant compte de la conservation de l'énergie. En égalisant l'énergie totale 
de l'état initial (deux électrons dans la bande de conduction + ion interagissant avec la paroi et 
subissant la répulsion coulombienne et la répulsion à très courte distance des atomes de la 
surface) avec l'énergie totale de l'état final (atome neutre lui aussi repoussé à courte distance 
par les atomes de la paroi + électron sorti du métal et évoluant dans le vide, sans contrainte), on 














Où E(N - M) est l'énergie d'interaction de l'atome neutralisé avec la paroi (répulsion par 
principe de Pauli dû à l'interpénétration des nuages électroniques, de forme supposée 
exponentielle) et E(I - M) l'énergie d'interaction de l'ion avec la paroi (interaction 
coulombienne et répulsion par le principe de Pauli). Ce potentiel effectif d'ionisation va donc 





Fig. 3.3 : Energie effective d'ionisation en fonction de la distance de l'ion, pour les cinq gaz nobles. 
 
Pour les grandes distances, l'énergie effective tend évidemment vers l'énergie d'ionisation de 
l'ion dans le vide. A courte distance, c'est la répulsion de l'atome neutre qui prend le dessus et 
explique la divergence de Ei'. Le krypton représente un cas particulier, comme on peut le voir, 
car les potentiels de répulsion de Kr
+
 et de Kr ont des constantes relativement proches (tableau 
3.1), ce qui explique que la répulsion de l'ion domine dans un premier temps (augmentant le 
potentiel effectif en valeur absolue) avant que la répulsion de l'atome neutre ne devienne 
prépondérante. 
Le second point important dans l'expression de la probabilité Pk est la transformée d'Auger. 

























Avec Nc() la distribution énergétique des électrons dans la bande de conduction. Cette 
transformation est le cœur même de la distribution en énergie Ni de l'électron excité dans le 
métal car, comme mentionné précédemment, on ne peut savoir quelle paire électron va 
participer au processus Auger. T traduit cette imprécision sous la forme d'une probabilité en 
fonction de l'énergie. En fonction de la forme de la distribution électronique dans la bande de 





Fig. 3.4 : Pour différentes distributions électroniques dans la bande de conduction (gauche), on a 
l'aspect de la transformée d'Auger respective (droite). (1) Nc constante, (2) Nc ~  , (3) Nc tirée de 
[MC39]. 
 
En reprenant l'équation (3.2) définissant Ni et en y incluant (3.4) et (3.6), on obtient les 
distributions énergétiques de l'électron excité à l'intérieur du métal montrées en fig. 3.5. 
  
 
Fig. 3.5 : Ni en fonction de l'énergie cinétique k de l'électron pour une interaction avec un ion de 
chaque gaz noble arrivant à 40eV. La distribution est coupée pour toutes les énergies inférieures à 




2) La probabilité de sortie Pe(k) 




















Où P est la probabilité angulaire d’émission de l’électron excité à une énergie k et dont le 
vecteur vitesse ferait un angle  avec la normale à la surface. c est l’angle maximal de 
franchissement de la barrière de potentiel au-delà duquel l’électron est réfléchi à l’intérieur du 
métal. En effet, dans un cas sans champ électrique dans le vide, l’électron excité voit une 
marche de potentiel à franchir, nous sommes donc dans un cas de réfraction classique : soit la 
composante normale de son énergie cinétique est supérieure à 0 et il s’échappe, soit elle est 
inférieure et il est réfléchi à l'intérieur du métal. Ceci est schématisé en fig. 3.6. 
 
 
Fig. 3.6 : Schéma énergétique de la réfraction de l'électron par la paroi du métal. 
  
La forme de P est, quant à elle, difficile à déterminer et fera partie des paramètres 
ajustables. Une première remarque concerne la dépendance en  : du fait de l’hypothèse 
jellium (isotropie du réseau métallique et hypothèse du gaz libre pour les électrons de 
conduction, hypothèse implicite dans le calcul de Hagstrum), nous sommes en symétrie 
cylindrique, donc tous les angles  sont équiprobables. La question réside dans la dépendance 
en  : Hagstrum teste deux hypothèses : 
- Isotropie :   4/1),(  kP . Le choix le plus simple. 















  plus élaboré, vient de l’hypothèse (ad hoc) 
d’étirement de la fonction d’onde de l’électron suivant l’axe métal-ion, en imposant 
2
21
/ fPP   , f étant une constante utilisée pour ajuster les résultats aux résultats 
expérimentaux. On notera ici que la valeur de f = 2,2 provient de l'ajustement des résultats 
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Fig. 3.6 bis : Représentation des différentes hypothèses de travail pour P. n représente la normale à 
la surface. 
 
La dernière contrainte imposée à P est bien entendu la normalisation à l’unité, ce qui nous 




















3) Probabilité d'émission secondaire N 
Nous disposons à présent de tous les éléments pour calculer le coefficient d’émission 





























































































Pour mener ce calcul à bien, quelques hypothèses doivent être faites, hypothèses qui 
influeront de manière plus ou moins prononcée sur le résultat : il faut fixer la forme de la 
distribution énergétique initiale Nc des électrons dans la bande conduction, la forme de P  
(isotrope ou pas, sachant que sa forme intrinsèque est quasi-impossible à mesurer 
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expérimentalement), garder la dépendance en s pour Pt (sachant qu'il faut les deux paramètres 
A et a du taux de transition) ou la ramener à la fonction de Dirac )()( mt sssP   en 
supposant que tous les événements de neutralisation ont lieu à la distance sm , et enfin définir le 
potentiel d’ionisation comme étant uniquement l’énergie d’ionisation de l’ion dans le vide Ei 
ou le potentiel effectif Ei' (qui nécessite de connaître les expressions de toutes les interactions 
particule/paroi, en particulier celles de répulsion par principe de Pauli). 
Dans le tableau 3.1 sont listées l'ensemble des constantes intervenant dans le calcul de N, 
ainsi que les valeurs utilisées (provenant toutes de [Hag54]). 
 
Tableau 3.1 
Constantes dans la neutralisation Auger, ainsi que la distance de probabilité maximale d'interaction 











4 20,2 40 83,8 131,3 
Energie d'ionisation (vide) Ei (eV) 24,59 21,56 15,76 14 12,13 













) 2  2 2 2 2 
Distance sm (éq. 3.5) sm (Å) 2,54 2,75 3,34 3,57 3,96 
Répulsion de l'ion 












) 5 5 5 5 5 
Répulsion de l'atome neutre 










) 5,6 5,6 5,6 5,6 5,6 
Potentiel effectif Ei'(sm) (eV) 23,08 20,19 14,6 12,93 11,14 
 
Ces valeurs nous permettent d'effectuer le calcul complet de N. A titre de comparaison, dans 










Calculs de coefficient d'émission secondaire N pour les ions des cinq gaz nobles arrivant à une 
vitesse v0 = 10 eV en utilisant trois combinaisons d'approximations : 
Méthode 1 : Nc = cste,  P  = cste, Pt(s)=  (s-sm) et Ei’(s) = Ei 
Méthode 2 :  Nc = cste,  P  = cste , Pt(s)=  (s-sm) et Ei’(s) = Ei'(sm) 
Méthode 3 :  Nc = cste,  P  = P ou P , Pt(s)=  (s-sm) et Ei’(s) = Ei'(sm) 
Ions N (Méthode 1) N (Méthode 2) N (Méthode 3) 
He
+ 
0.131 0.116 0.292 
Ne
+ 
0.1 0.082 0.231 
Ar
+ 
0.027 0.017 0.061 
Kr
+ 
0.013 0.0076 0.029 
Xe
+ 
0.0045 0.0019 0.0078 
 
On constate deux choses, en ce qui concerne ces résultats : le passage du potentiel d'ionisation 
dans le vide au potentiel effectif (méthode 1 à 2) diminue l'émission secondaire. Ceci est dû au 
fait qu'en s'approchant de la surface, le potentiel effectif de l'ion augmente, ce qui diminue 
l'énergie disponible pour l'électron secondaire et donc sa chance de sortie. En revanche, le 
passage d'une probabilité angulaire d'émission isotrope à une probabilité anisotrope (méthode 2 
à 3) augmente l'émission secondaire très fortement. Ceci découle simplement du fait que dans 
le cas d'une émission anisotrope, une plus grande partie de la distribution Ni de l'électron excité 
dans le métal est orientée favorablement pour franchir la barrière de potentiel. 
 
 
4) Simplification et discussion sur les différentes constantes utilisées 
Une certaine incertitude reste sur plusieurs de ces constantes, en particulier les coefficients du 
taux de transition Rt(s), ainsi que les coefficients de chaque potentiel d'interaction de la 
particule avec la paroi, qui sont le résultats d'approximations faites par Hagstrum. 
Mais, à tout le moins, ces valeurs ont le mérite d'être tabulée, ce qui ne sera pas le cas dans 
toutes les configurations, en particulier dans le cas des diélectriques (que nous étudierons en 
chapitre V). 
Il est alors nécessaire de se pencher sur l'importance des différentes approximations que l'on 
peut effectuer. En effet, si les constantes nécessaires viennent à manquer ou ne sont pas fiables, 
on ne peut éviter une simplification du calcul qui, comme on l'a vu dans le tableau 3.1, peut 
fortement influer sur le résultat. 
 
Dépendance spatiale 
Nous ne considèrerons pas cette simplification dans le chapitre suivant avec l'ajout du champ, 
mais simplifier la dépendance spatiale est, dans la majorité des cas où les valeurs manquent, 
incontournable. 
Cela consiste simplement à poser : 
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)(),( 0 mt ssvsP   (3.12) 
au lieu de l'expression (3.4) pour la probabilité Pt. On a donc l'ensemble des événements de 
neutralisation qui arrivent à la distance sm du métal. Le principal avantage de cette 
simplification est qu'au lieu de construire tout le potentiel effectif d'ionisation en fonction de s, 
on n'a alors plus besoin que de Ei'(sm). Cela revient à définir une énergie moyenne à laquelle la 
neutralisation a lieu. Pour la définir à partir de données expérimentales, il faut avoir une 
mesure de N0(k), la distribution énergétique des électrons secondaires. On a alors : 
.2)('
max
 kmi EsE  (3.13) 
où Ekmax est l'énergie maximale dans la distribution N0 et  est la fonction de travail du 
matériau. Cette expression n'est qu'approchée, puisqu'en réalité l'énergie maximale accessible 
aux électrons secondaires correspond au potentiel effectif d'ionisation le plus élevé accessible, 
c'est-à-dire pour les interactions ayant lieu à la distance ion/métal la plus élevée. Mais comme 
la probabilité d'interaction chute de manière exponentielle en s'écartant de sm, la fraction 
d'électron ayant une énergie plus élevée que Ei'(sm)-2. restera très faible
12
. 
Dans le tableau 3.3, on compare les résultats de calcul de N dans les deux cas : sans 
dépendance spatiale et avec dépendance spatiale. 
 
Tableau 3.3 
Calculs de coefficient d'émission secondaire N pour les ions des cinq gaz nobles arrivant à une 
vitesse v0 = 10 eV. Colonne du milieu : sans dépendance spatiale, comme pour le tableau 3.2. Colonne 
de droite : avec dépendance spatiale pour Pt(s). Dans les deux cas, les approximations sont celles de la 
troisième méthode : Nc = cste,  P  = P ou P , et Ei’(s) = f(s) donnée en équation 3.7. 

















On voit immédiatement que les différences sont mineures, de l'ordre de quelques pourcents 
pour les cinq atomes. On peut donc dire que cette approximation est valable, surtout dans la 
gamme de vitesses qui nous intéresse (<<1 keV). En effet, si la vitesse de l'ion est grande, il 
s'approchera plus de la surface avant d'être neutralisé, donc sm sera plus petit, donc le potentiel 
effectif plus faible, donc l'émission secondaire plus faible. Mais dans ce cas, les contributions 
aux distances différentes de sm ne pourront plus être négligées. 
Dans le reste de ce chapitre, nous garderons cette simplification, mais réintroduirons la 
dépendance spatiale dans le chapitre suivant, pour être certain de ne pas manquer le moindre 
                                                 
12
  En réalité, le point Ekmax qui détermine Ei'(sm) est choisi comme étant l'intersection de la tangente au point 
d'inflexion des hautes énergies de la distribution N0 avec l'axe des abscisses. C'est un moyen approché de ne 
garder que les électrons créés en s = sm. Voir la partie XIII, page 358 de [Hag54] pour plus de détails. 
92 
 
effet possible du champ. Dans le dernier chapitre, en revanche, l'absence de données complètes 
sur les diélectriques nous forcera à simplifier nos calculs à nouveau. Simplification ou pas, 
nous supposerons à partir de maintenant que les résultats sont équivalents. 
 
Taux de transition 
Le taux de transition Rt(s) est au cœur du calcul du coefficient d'émission secondaire. Il 
permet d'obtenir la probabilité Pt(s,v0) de neutralisation en fonction de la distance de l'ion à la 
surface et de sa vitesse d'approche, ce qui donne par la suite la distance de probabilité 
maximale d'interaction sm. D'après les calculs (anciens) de [CL44] et [She37], la forme du taux 
de transition peut être approchée assez fidèlement par le produit d'une exponentielle et d'un 
polynôme, que l'on simplifie par le produit d'une constante et d'une exponentielle étant donné 
que la majorité de l'interaction se fait dans un voisinage très proche de sm, ce qui est aussi un 
moyen de simplifier la suite des calculs. En réalité, le calcul de Rt est extrêmement complexe, 
puisqu'il s'agit de résoudre les équations du système incluant l'ion et l'ensemble des électrons 
du métal. Et, bien qu'avec les moyens informatiques actuels ces calculs soient faisables, l'idée 
qui sous-tend l'approximation exponentielle est justement de garder une forme analytique assez 
simple pour pouvoir effectuer la suite des calculs. 
La validité de l'approximation exponentielle pour Rt repose donc in fine sur ses coefficients A 
et a. Afin de les estimer, on effectue le calcul de Ei'(sm). De là, si l'on connaît la forme de Ei'(s) 
(éq. 3.4), on peut remonter à la valeur de sm. Enfin, connaissant l'expression liant sm à A, a et v0 
(éq. 3.5), on peut obtenir A en fixant a. Le choix de fixer a provient du fait que dans les calculs 
complets de mécanique quantique, la forme exponentielle apparaît clairement (partie V, page 
344 de [Hag54]), ainsi que la valeur de a. Cette valeur est en réalité variable suivant les 
conditions de l'interaction, mais dans le cas d'une interaction à basse vitesse sur du tungstène, 









 (tableau 3.1). A partir de là, les valeurs de A peuvent être estimées. 
Nous allons simplement ici regarder l'influence d'une variation sur ce couple de valeurs, sans 
se préoccuper de l'équation 3.5 qui les relie, afin de vérifier si une plus grande attention doit 
être portée sur leur précision. 
Dans un premier temps, étant donné a, on a représenté en fig. 3.7 la dépendance de N avec 





Fig. 3.7 : N en fonction du coefficient A pour les cinq gaz nobles arrivant à 10 eV sur la surface. Les 
traits verticaux correspondent à la valeur utilisée pour chaque gaz, valeurs listées dans le tableau 3.1. 
 
D'après le fig. 3.7, on constate simplement qu'une variation dans l'ordre de grandeur 
considéré n'affecte que très peu la valeur du coefficient d'émission secondaire (voire presque 
pas dans le cas du krypton et du xénon. En effet, les N correspondant à chaque ion ne varient 
que très peu sur une large gamme de A. On peut donc décider de ne plus se soucier outre 
mesure de la précision de cette constante, et nous nous contenterons d'utiliser celles données 
par Hagstrum. 
En ce qui concerne a, la gamme de valeur de 2 à 5 Å
-1
 semble être assez précise (et est fixée 
comme étant la même pour les cinq gaz rares). Ayant fait le choix de fixer a = 2 Å
-1
, on 
représente en fig. 3.8 l'évolution de N en fonction d'une variation de a autour de cette valeur, 





Fig. 3.8 : N en fonction du coefficient a pour les cinq gaz nobles arrivant à 10 eV sur la surface. Le 
trait gris vertical représente la valeur a = 2 Å
-1
 utilisée dans ce travail. 
 
A nouveau, on constate sur la fig. 3.8 que la variation de N pour des valeurs de a proches de 
2 Å
-1
 est très faibles. Passé 2,5 Å
-1
, l'émission secondaire change drastiquement, mais cela est 
dû au fait que nous n'avons pas tenu compte du lien entre A et a à travers sm. On décide donc à 
nouveau de ne pas chercher à définir ou calculer a plus précisément. 
On rappelle que dans tous les cas, la connaissance précise de la forme du taux de transition ne 
concerne que les cas où le calcul peut être effectué avec la dépendance spatiale, ce qui 
implique de connaître aussi la forme de Ei'(s). Mais comme ces valeurs sont fortement 
dépendantes du matériau et de l'ion arrivant, de nombreuses expériences seraient nécessaires 
pour avoir les valeurs manquantes, et on se contente alors de simplifier le calcul en estimant 
simplement Ei'(sm) et en ne considérant pas la dépendance spatiale. 
Toutes ces remarques sont faites dans le cadre de la neutralisation Auger, mais sont tout aussi 
valable dans le cas de la désexcitation Auger que nous verrons plus loin, étant donné que le 
choix est fait de fixer le même taux de transition pour les deux processus. 
 
Probabilité de sortie 
Le facteur f régissant la probabilité d'émission angulaire P est aussi un paramètre ajusté en 





Fig. 3.9 : N en fonction de f pour les cinq gaz nobles arrivant à 10 eV sur le tungstène. A gauche, 
pour des valeurs de f proches de la valeur utilisée f = 2,2 (symbolisée par le trait vertical gris). A 
droite, pour des valeurs bien plus grandes, pour voir le comportement de N quand f tend vers l'infini. 
 
Ce que l'on voit en fig. 3.9, c'est que pour une variation autour du coefficient utilisé dans nos 
résultats (f = 2,2), le coefficient d'émission secondaire change assez peu pour les trois atomes 
les plus lourds, tandis que la variation est plus importante pour l'hélium et le néon (sachant que 
f est déterminé à partir des résultats expérimentaux de He
+
). Dans le graphique du côté droit, on 
voit que N sature si l'on fait augmenter f de manière brutale. Augmenter f signifie en fait 
augmenter la fraction d'électron qui sera émis dans la direction qui lui permet de s'échapper, et 
diminue la fraction d'électron émise à des angles trop élevés. Donc dans le cas où f tend vers 
l'infini, toute la distribution de l'électron sera orientée avec un angle inférieur à l'angle critique 
et sortira. C'est ce qu'on voit pour l'hélium et le néon, dont les distributions Ni sont entièrement 
au-dessus d'0. Si tous les électrons sont émis avec un angle inférieur à c, ils sortiront tous, et 
donc quand f tend vers l'infini, N pour He et Ne tend vers 0,5, le maximum possible (il faut 
toujours tenir compte du fait que la moitié des électrons est émise vers la surface et l'autre 
moitié vers l'intérieur du métal). 
Pour les trois autres gaz, leur coefficient d'émission secondaire tend simplement vers 
l'intégral de Ni qui se trouve au-dessus de la barrière de potentiel, c'est-à-dire que tous les 
électrons excités à une énergie supérieure en valeur absolue à la barrière sortiront. 
On continuera donc d'utiliser f = 2,2 dans ce travail, et il sera difficile d'en dire beaucoup plus 
concernant cette émission angulaire. En effet, les mesures d'angles ne sont pas aisées, et la 
distribution angulaire des électrons émis ne reflète pas forcément l'émission angulaire à 
l'intérieur du matériau, puisqu'en toute rigueur, la probabilité de sortie va fortement dépendre 
des conditions à la surface et de l'angle d'arrivée de l'électron avec le réseau cristallin (ou non, 
dans le cas de matériau non cristallins). Autant de facteurs qui en compliquent l'analyse 
théorique, et qui justifie le choix de cette simplification. 
 
Dépendance avec la vitesse v0 de l'ion 
On a vu par ailleurs que de prendre en compte la dépendance spatiale implique de prendre en 
compte la forme de Ei'(s), et que la définition de Rt(s) permet de définir sm, la distance de 
probabilité d'interaction maximale. Par définition, la vitesse de l'ion est incluse dans sm. Elle va 
donc influer sur Ei'(sm), donc sur la valeur du coefficient d'émission secondaire. 
96 
 
En utilisant les constantes listées au tableau 3.1 et en prenant en compte la dépendance 
spatiale, on trace en fig. 3.10 la dépendance de N avec la vitesse de l'ion v0. Cette dépendance 
est comparée aux mesures expérimentales présentée dans [Hag54exp]. 
 
 
Fig. 3.10 : N en fonction de v0 (en eV). Les courbes avec carrés sont les résultats expérimentaux 
(extraits de [Hag54exp]) et les lignes simples sont les résultats du calcul théorique (éq. 3.11) avec Nc = 
cste, dépendance spatiale, Ei'(s) et P bivaluée. Les constantes utilisées sont celles du tableau 3.1. 
 
On voit que les ordres de grandeurs sont bons pour les cinq gaz nobles. La tendance est bien 
respectée pour l'hélium, le krypton et le xénon. En revanche, la courbe expérimentale du néon 
croît, tandis que la courbe théorique décroît. Ceci est dû au fait que l'éjection multi-étape n'est 
pas prise en compte dans le calcul de l'émission secondaire due à Ne
+
, ainsi qu'un éventuel 
effet cinétique qui augmenterait la valeur de l'émission secondaire. Pour l'argon et le krypton, 
les écarts sont très certainement dus à une description du potentiel effectif d'ionisation Ei'(s) 
trop imprécise. 
A partir de ces résultats, on peut toutefois grossièrement décrire la neutralisation Auger 
comme ne variant pas avec la vitesse jusqu'à des vitesses supérieures à 1 keV [She37] au-delà 
de laquelle l'émission cinétique devient largement dominante. 
Dans la suite de ce travail, si rien n'est précisé, les calculs seront effectués en fixant la vitesse 
de l'ion à 10 eV. Mais à nouveau, si la dépendance spatiale n'est pas prise en compte, tout ceci 




Distribution électronique Nc dans la bande de conduction 
La distribution énergétique des électrons de la bande de conduction est historiquement la 
raison du développement de la théorie des mécanismes Auger entre une particule et une 
surface. En effet, d'après la mesure de la distribution N0 des électrons émis, connaissant 
l'ensemble du processus, on peut remonter à la distribution électronique de la bande de 
conduction nécessaire à la connaissance des matériaux. On parle de spectroscopie par 
neutralisation ionique (INS) [Hag66], [SCE83]. 
Dans le cadre de notre étude, la distribution énergétique N0 ne nous intéresse pas réellement, 
mais plutôt son intégrale, à savoir N. Appliquée aux plasmas dans les conditions que nous 
avons vues, une telle précision n'est pas nécessaire. Toutefois, les résultats peuvent varier 
suivant la distribution Nc considérée dans le métal. 
Mais cette distribution n'étant que difficilement accessible, et pas forcément étudiée suivant le 
matériau, il est plus simple de fixer une distribution constante. Cela n'affecte d'ailleurs 
quasiment pas le résultat si, comme dans le cas de l'hélium, l'ensemble de la distribution Ni de 
l'électron excité dans le métal se trouve au-dessus de 0 et est donc susceptible de s'échapper. 
On a vu par ailleurs en fig. 3.4 que trois distributions Nc très différentes conduisaient à trois 
transformée Auger très semblables, la multiplication par la densité d'états finaux N puis par la 
probabilité de sortie Pe contribuant encore à lisser les différentes distributions. 
Tout au long de ce travail, et quel que soit le matériau considéré, nous fixerons donc une 
distribution électronique constante dans la bande de conduction (ou la bande de valence, dans 
le cas des diélectriques). 
 
B) DESEXCITATION AUGER 
 
La désexcitation Auger est mathématiquement très proche de la neutralisation Auger, quoique 
plus simple. Nous allons voir son fonctionnement et ne s'attarder que sur les différences entre 
son expression et celle de la neutralisation. 
Pour commencer, il existe deux types de désexcitation Auger : le processus avec échange 
d'électron et le processus sans échange d'électron. Le processus sans échange est simplement la 
désexcitation du métastable, son électron tombant du niveau excité vers le fondamental, et le 
transfert de son énergie à un électron de la bande de conduction du métal. Hagstrum démontra 
que comparativement au processus avec échange, la probabilité d'une désexcitation sans 




Le schéma en fig. 3.11 représente le fonctionnement de la désexcitation Auger, en échelle 
d'énergie. Au premier coup d'œil, on voit déjà la similitude avec la neutralisation Auger. Ici 
aussi, le processus se déroule en quatre étapes : premièrement, un métastable approche de la 
surface à une vitesse v0. A la distance s, un électron de la bande de conduction (électron (1)) 
tombe sur le fondamental de l'atome (deuxième étape). Ce faisant, l'énergie qu'il perd est 
transférée à l'électron (2) qui occupe le niveau excité. Il est donc éjecté de l'atome (étape trois), 
mais ne va pas nécessairement s'échapper. En effet, l'électron (1) a laissé derrière lui un trou 
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dans la bande de conduction, trou qui va attirer l'électron (1) par interaction coulombienne. La 
distance s étant petite (quelques Angströms à peine) l'électron (2) voit alors un potentiel à 
franchir qui est identique à celui que voyait l'électron excité dans le cas de la neutralisation 
Auger. Sa probabilité d'échappement Pe(k) est donc identique à celle de la neutralisation 
(quatrième étape). L'électron, s'il s'échappe, sort dans le vide avec une énergie Ek = k - 0. 
Nous avons donc une probabilité D d'émettre un électron quand un métastable approche de la 
surface du métal. 
 
 
Fig. 3.11 : Schéma de la désexcitation Auger par échange d'électron, comme expliqué dans le texte 
plus haut. 
 
2) Expression mathématique 
La composition de l'expression de D est très proche de celle de . Pour différencier les 







  (3.12) 
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0 ),('),(')(' dssPvsPN kktki   (3.13) 
Pour Pt' , on prend la même forme que pour la probabilité de neutralisation, avec le même 
taux de transition Rt(s) ainsi que les mêmes constantes A et a. On a donc la même distance de 
probabilité maximale d'interaction sm' = sm , et ainsi Pt'(s,v0) = Pt(s,v0). 
L'unique différence intervient dans la probabilité Pk'(s,k), probabilité d'obtenir l'électron 
excité à une énergie k étant donné que la désexcitation s'est produite à une distance s. Cette 



















),('  (3.14) 
avec : 
)()('  cNT   (3.15) 
La transformée d'Auger est bien plus simple pour la désexcitation, du simple fait que dans ce 
cas, il n'y a qu'un électron à choisir dans la bande de conduction. Ex'(s) représente l'énergie 
effective du métastable, donnée à partir du fondamental. De la même manière que pour la 
neutralisation, cette énergie effective provient de la conservation de l'énergie et s'écrit : 
)()()(' N-M – Em-M  E EsE xx   (3.16) 
où Ex est le niveau d'énergie du métastable dans le vide, E(m-M) est le potentiel d'interaction 
du métastable avec le métal (répulsion par principe de Pauli et Van der Waals, du fait de la 
polarisabilité du métastable) et E(N-M) le potentiel d'interaction de l'atome neutre désexcité 









    (3.17) 




Fig. 3.12 : Niveau d'énergie effectif des métastables des cinq gaz nobles en fonction de la distance à 
la paroi s. Les petits traits verticaux sur l'axe des abscisses représentent les distances sm de probabilité 
maximale d'interaction pour chaque métastable (identiques à celles de la neutralisation). 
 
Le niveau d'énergie effectif à sm de chaque métastable est plus élevé que le niveau dans le 
vide, du fait de la polarisabilité de chaque atome. L'effet se fait le plus sentir pour le xénon et le 
krypton qui, du fait de la grande taille de leur nuage électronique, sont plus sensible à 
l'approche de la surface. 
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Masse m (1,66.10
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Répulsion de l'ion Bi (10
5
 eV) 0,03 0,36 4,45 19,8 88,5 
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) 1,5 1,5 1,5 1,5 1,5 




) 57 76 230 280 410 
Niveau d'énergie effectif Ex'sm (eV) 20,4 17,31 14,43 13,81 12,52 
 
A titre d'exemple, le tableau 3.5 montre les résultats des calculs de D pour les cinq 
métastables des gaz nobles, comparés à N pour les ions correspondant. Les approximations 
concernant le potentiel d'ionisation et la probabilité angulaire d'émission sont identiques dans 
les deux cas et correspondent à la troisième méthode vue dans le tableau 3.1. 
 
Tableau 3.5 
Calculs de coefficient d'émission secondaire D pour les métastables des cinq gaz nobles arrivant à 
une vitesse v0 = 10 eV en utilisant  les approximations suivantes : Nc = cste,  P  = P ou P , Pt(s)= 
 (s-sm) et Ei’(s) = Ei'(sm) 



















La fig. 3.13 montre les formes des distributions énergétiques dans chaque cas. 
 
 
Fig. 3.13 : N0'(k) à gauche, et N0(k) à droite, dont les intégrales correspondent respectivement aux 
D et N vus dans le tableau 3.4 pour les cinq gaz nobles arrivant à une vitesse v0 = 10eV sur la surface. 
 
Les différences de forme des deux distributions énergétiques des électrons secondaires sont 
très marquées, du simple fait que les transformées d'Auger T et T' sont radicalement 
différentes. En effet, dans le cas d'une distribution Nc constante dans la bande de conduction, la 
transformée T de la neutralisation Auger sera de forme triangulaire, tandis que la transformée 
T' de la désexcitation Auger sera simplement une fonction constante sur un intervalle donné. 
Les courbures proviennent de la multiplication de cette transformée avec la distribution N 
d'états finaux, ainsi que la multiplication avec la probabilité de sortie Pe. 
Et au vu des distributions N0 dans le cas de la désexcitation et de la neutralisation, il est 
évident que l'émission secondaire par désexcitation Auger est plus élevée (surtout pour les trois 
atomes les plus lourds), puisque l'ensemble de la distribution Ni' de l'électron excité se trouve 
bien au-dessus du sommet 0 de la barrière de potentiel, ce qui n'est pas le cas de la 
neutralisation, où les distributions énergétiques dans le cas de l'argon, du krypton et du xénon 
sont coupées à 0. En effet, ce qui définit la largeur en énergie de la distribution électronique 
est la variable de la transformée d'Auger. Pour la désexcitation, c'est simplement k - Ex'(sm), si 
l'on néglige la dépendance spatiale (éq. 3.14). Par définition, la transformée d'Auger T() est 
non nulle pour 0 < < F. Dans le cas de la désexcitation, on a donc simplement la distribution 
Ni' comprise entre Ex'(sm) et Ex'(sm) + F. 
 
C) PROCESSUS RESONANTS 
 
Deux autres mécanismes sont possibles à la paroi : la neutralisation résonante pour l'ion et 
l'ionisation résonante pour le métastable. Dans ces deux cas, on ne parle pas d'émission 
secondaire puisqu'un unique électron transite de la paroi à la particule ou l'inverse et aucun 
électron n'est émis lors de ce processus, mais nous verrons dans la prochaine section que ces 
processus résonants ouvrent une dernière possibilités d'émission secondaire. 
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Sur la fig. 3.14 sont représentés les deux mécanismes. Le principe en est simple : lors de 
l'approche de l'ion, si à une distance s son niveau métastable se trouve face aux énergies des 
électrons de la bande de conduction, l'un d'eux peut passer du métal à l'ion sans perte. L'ion est 
donc neutralisé par résonance et devient un métastable. Inversement, lors de l'approche du 
métastable, si son niveau d'énergie se situe au-dessus de l'énergie de Fermi, l'électron du niveau 
excité pourra passer dans le métal sans perte. Le métastable est donc ionisé par résonance. 
On remarque que ceci est théoriquement valable pour n'importe qu'elle niveau excité de la 
particule arrivant à la surface, mais il est logique de supposer que seuls les métastables seront 
toujours représentés de manière prépondérante face à tout autre niveau excité. 
 
 
Fig. 3.14 : Les deux processus résonants : neutralisation (1) et ionisation (2). 
 
Si l'on considère à présent le zéro des énergies au niveau du vide, l'énergie du niveau 
métastable est donc -(Ei-Ex). En réalité, nous avons vu plus haut que lorsque la particule 
considérée (ion ou métastable) approche, son énergie effective est modifiée. A distance s de la 
surface, le niveau métastable se trouve donc à : 
))(')('()( sEsEs xi   (3.18) 
Dans le cas de l'ion, si ce niveau est face aux niveaux de la bande de conduction, la 
neutralisation résonante peut avoir lieu. Donc, à une distance s, la neutralisation résonante a 
lieu si : 
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  ))(')('(0 sEsE xi  (3.19) 
Dans le cas du métastable, si le niveau métastable est au-dessus du sommet de la bande de 
conduction (ou du niveau zéro de l'énergie moins la fonction de travail ), l'ionisation 
résonante peut avoir lieu. Donc, à une distance s de la surface, l'ionisation résonante a lieu si : 
))(')('( sEsE xi   (3.20) 
L'opposé de la fonction de travail - représente une limite entre les deux cas. En effet, si on 
trace la fonction (s) = - (Ei'(s) - Ex'(s)) pour chaque gaz noble (fig. 3.15), du fait de leur 
monotonie, on voit qu'il existe deux zones distinctes dans laquelle l'un des processus résonants 
peut avoir lieu et pas l'autre. Cela définit sc, la distance critique, avant laquelle (s > sc) seule la 
désexcitation résonante peut avoir lieu, et après laquelle (s < sc) seule l'ionisation résonante 
peut avoir lieu. 
 
 
Fig. 3.15 :(s) pour les cinq gaz nobles se déplaçant à v0 = 10eV, comparés à l'opposé de la fonction 
de travail du tungstène, - = 4.5eV. 
 
D'après la fig. 3.15, on constate que dans le cas des gaz nobles, seuls les ions de l'hélium et du 
néon peuvent être neutralisés par résonance, jusqu'à une distance critique respectivement 
d'environ 12 Å et 7 Å, en-dessous de laquelle seul leur métastable pourra être ionisé par 
résonance. En revanche, les métastables des trois autres (Ar, Kr et Xe) peuvent être ionisés par 
résonance à toute distance de la surface. 
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Pour terminer de décrire ces processus résonants, dans le cas d'un ion arrivant à la paroi, il est 
utile d'introduire une nouvelle probabilité P0''(s) de trouver l'ion toujours sous forme d'ion à la 
distance s. Pour l'argon, le krypton et le xénon, cette probabilité est évidemment 1 pour tout s 
puisque la neutralisation résonante leur est inaccessible. Par contre, pour l'hélium et le néon, le 
calcul de son expression est quelque peu fastidieux, mais la technique est la même que pour les 
probabilités des processus Auger. Les différences résident dans le taux de transition des 
processus résonants, Rt''(s) = A''.exp(-a''.s), dont les coefficients A'' et a'' (listés dans le tableau 
3.6) sont différents de ceux des transitions Auger, ainsi que dans le fait que la distance critique 
inverse la tendance. 
 
Tableau 3.6 
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Pour s supérieur à sc, l'ion peut être neutralisé par résonance, et donc la probabilité de trouver 
l'ion intact à distance s s'écrit : 
c
ssa
ssesP m   pour)('' ))''(''exp(0  (3.21) 
qui est une fonction décroissante quand s décroît. En revanche, pour des distances s 
inférieures à sc, l'ion ne peut plus être neutralisé par résonance, mais la fraction de métastable 
créée avant la distance critique peut à son tour être ionisée par résonance. La probabilité de 




sseesP mmc   pour)1(1)('' ))''(''exp())''(''exp(0  (3.22) 
On signale au passage une erreur dans l'expression donnée par Hagstrum, une exponentielle 





Fig. 3.16 : Probabilité P0''(s) de trouver l'ion intact à distance s de la surface, pour le néon et 
différentes vitesse v0. 
 
 
D) EJECTION MULTI-ETAPE 
 
L'existence des processus résonants, vus dans la section précédente, ouvre une dernière 
possibilité d'émission secondaire, ou plus exactement la complexifie une dernière fois. Nous 
nous intéresserons uniquement au coefficient d'éjection multi-étape lors de l'approche d'un ion, 
I. 
Nous avons vu que l'ion pouvait être neutralisé par processus Auger (avec une probabilité 
d'émission secondaire ), mais aussi par processus résonant (sans émission secondaire). Or, le 
processus résonant neutralise l'ion, mais le laisse dans son état métastable, et le métastable 
continue d'avancer vers le métal. Il peut donc être désexcité par processus Auger (avec à 
nouveau une probabilité d'émission secondaire D). Lors de l'approche d'un ion, il peut donc y 
avoir soit une neutralisation Auger avec émission d'un électron secondaire, soit une 
neutralisation résonante suivie par une désexcitation Auger avec émission d'un électron 
secondaire. La combinaison de ces deux voies d'émission secondaire nous donne . Son 
expression est : 
DNNNI ff  )1(.   (3.23) 
avec fN la probabilité d'avoir l'ion qui va effectivement subir une neutralisation Auger, et donc 
(1-fN) la probabilité que l'ion soit neutralisé par résonance puis désexcité par processus Auger. 
fN peut aussi être vu comme la fraction du faisceau d'ion (dans un cadre expérimental) qui sera 
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effectivement neutralisée par processus Auger. L'éjection multi-étape est donc une 
combinaison d'électron secondaire émis par neutralisation Auger et émis par désexcitation 
Auger. 
Nous connaissons déjà les coefficients  et D , il ne reste plus qu'à déterminer la fraction fN. 
Hagstrum, dans ce cas, décide de simplifier le problème en ne tenant plus compte de la 
dépendance spatiale des interactions, à savoir Pt(s) = (s-sm). Les processus Auger ont donc 
lieu avec une probabilité 1 à la distance sm de la surface. La fraction fN d'ion resté intact à 
distance sm est donc tout simplement P0''(sm). 
Nous avons vu plus haut que seuls les ions de l'hélium et du néon pouvaient être neutralisés 
par résonance. Et en l'absence de champ ou de quelque perturbation que ce soit, seul le néon 
engendrera une éjection multi-étape conséquente. En effet, sa distance critique se situe à 
environ 6Å, ce qui signifie que Ne
+
 peut être neutralisé par résonance jusqu'à 6Å de la surface. 
Or, la distance de probabilité maximale d'interaction Auger sm (la même pour la neutralisation 
et la désexcitation) se situe pour le néon, pour v0 = 40eV, à environ 2,5 Å. Or, d'après la figure 
23, on sait que la probabilité P0'' de trouver l'ion intact à distance s de la surface augmente une 
fois la distance critique passée. Mais dans le cas du néon, cette distance critique est 
suffisamment proche de sm pour avoir une fraction fN différente de 1. En l'espèce, pour un ion 
arrivant à 40eV, fN = P0''(sm) ~ 0.9. Cela signifie que pour un ion Ne
+
 arrivant à la paroi, 90% 
de l'électron secondaire émis provient de la neutralisation Auger, et 10% de la désexcitation 
Auger. Pour faible, cette fraction influe pourtant sur I qui sera de 0,227, légèrement supérieur 
à N égal à 0,217. Cette influence se retrouve aussi dans la distribution énergétique N0 de 
l'électron secondaire, comme on peut le voir sur la fig. 3.17. 
 
 
Fig. 3.17 : Distribution énergétique de l'électron secondaire émis par éjection multi-étape à 
partir de Ne
+




L'éjection multi-étape, dans le cas présent, est donc très faible, et n'a lieu que pour les ions 
Ne
+
. Mais nous verrons qu'en présence d'un champ, la fraction d'ion intact est susceptible de 




Nous avons vu une théorie très complète et complexe, impliquant de nombreux effets et 
nécessitant autant de connaissances quant aux valeurs les gouvernants. Il est bien entendu 
possible de raffiner cela, mais ce n'est pas notre but ici. 
La complexité développée correspond a priori aux éléments nécessaires à l'introduction d'un 
champ électrique dans le prochain chapitre, puisque la dépendance des coefficients d'émission 
secondaire avec le champ nous intéresse plus que la détermination exacte de ces valeurs en 













EMISSION AUGER RENFORCEE PAR UN 
CHAMP ELECTRIQUE 
 








Dans ce chapitre nous allons étudier les modifications à apporter à la 
théorie de l'émission secondaire que nous avons développée dans le chapitre 
dans le cas de la présence d'un champ électrique externe. Nous verrons que 
parmi les sept effets possibles du champ sur la neutralisation Auger, l'effet 
Schottky est de loin le plus conséquent, ce qui nous permet d'obtenir une 
dépendance de N avec la racine carrée du champ électrique. Par ailleurs, 
nous démontrons que la désexcitation Auger n'est que faiblement affectée par 
la présence d'un champ, et l'éjection multi-étape peut être considérée comme 
totalement inchangée par le champ dans le cas du tungstène. Nous étudions 
enfin l'application de ces résultats au calcul de la courbe de Paschen, dont 
on verra qu'ils ne suffisent pas à expliquer la courbe de Paschen modifiée. 





A) NEUTRALISATION AUGER RENFORCEE PAR LE CHAMP 
 
A présent que la théorie originelle est développée (chapitre III), il s'agit d'étudier les 
variations qu'introduirait la présence d'un champ électrique de moyenne amplitude (E~10
7
 
V/m) dans le vide. On précise que nous regarderons tout de même des valeurs de champ 
excédant 10
9
 V/m, mais uniquement dans un souci de compréhension de la dépendance de 
l'émission secondaire avec le champ, en gardant à l'esprit qu'à ces valeurs, d'autres mécanismes 
d'émission dépassent largement l'émission Auger. 
La présence d'un champ électrique dans le vide va avoir un impact sur plusieurs parties du 
processus d'émission secondaire par neutralisation Auger. On se situe toujours dans le cas 
d'une surface de tungtsène (F = 6,4 eV et  = 4,5 eV). On reprend le schéma du processus 
Auger du chapitre précédent (fig. 3.1) et on y pointe les différents endroits où un champ 
électrique externe pourrait intervenir en fig. 4.1. 
 
 
Fig. 4.1 : Schéma de la neutralisation Auger en présence d'un champ. Les sept points de a) à g) sont 
expliqués dans le texte ci-dessous. 
 
On dénombre sept effets envisageables dont on va étudier la pertinence ainsi que l'impact. 
a) Accélération de l'ion dans le champ électrique. 
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b) Modification du taux de transition de la neutralisation Rt(s,v0). 
c) Modification du potentiel effectif d'ionisation de l'ion Ei'(s). 
d) Modification de la distribution énergétique des électrons dans la bande de conduction 
Nc(). 
e) Abaissement de la fonction de travail  par effet Schottky. 
f) Modification de la probabilité angulaire d'émission P de l'électron excité dans le métal. 
g) Effet tunnel. 
 










 kkekktN dPsPvsP  (4.1) 
On reprend la construction du chapitre précédent pour voir comment s'insère chacun de ces 
éléments. 
 
1) Accélération de l'ion et modification du taux de transition 
On a vu précédemment (section III.A.1.a) que la probabilité de neutralisation Pt(s,v0) 
dépendait de la distance ion-surface s et de la vitesse de l'ion v0, et était construite à partir du 
taux de transition Rt(s). Le taux de transition est choisi de forme exponentielle (équation 3.3), 
ce que nous avons vu être une bonne approximation, et ses coefficients A et a nous donne la 
distance de probabilité maximale d'interaction sm , qui dépend elle aussi de la vitesse v0 
(équation 3.5). 
Concernant le taux de transition Rt(s), l'effet qu'un champ électrique aurait sur lui est difficile 
à évaluer sans recourir à un calcul de mécanique quantique. En effet, le hamiltonien traduisant 
la neutralisation va être perturbé par la présence du champ (abaissement de la barrière de 
potentiel entre le niveau fondamental de l'ion et les niveaux de la bande de conduction), et 
évaluer cette perturbation est très au-delà de notre étude. On se contentera donc d'estimer que 
cette variation est négligeable, en se basant sur les résultats de [CLD98] où l'on voit que pour 
un champ fort (> 10
9
 V/m), le taux de transition Rt(s) pour la neutralisation Auger garde, sauf 
pour les très petites distances, une forme exponentielle. Nous ne pousserons pas plus loin ces 
considérations, et garderons Rt(s) de la forme exprimée en équation (3.3) avec les mêmes 
coefficients A et a. 
Or, en présence d’un champ électrique, l’ion va être accéléré, sa vitesse v0 va donc augmenter 
et sm va donc diminuer. L'ion sera donc neutralisé plus près de la surface. Il suffit de résoudre 








vsv   (4.2) 
où v0 est désormais la vitesse d’entrée de l’ion dans la zone d’interaction du champ 
commençant en s0. s0 est choisie arbitrairement, comme correspondant à la distance au-delà de 
laquelle l’interaction avec la paroi (représentée par Pt) peut être considérée nulle. Dans le cadre 
de notre étude, s0 est fixée à 50 Å. 
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On peut alors remplacer v0 par v(s)dans l’expression de sm, et on réeffectue le calcul de N. On 
va donc avoir une probabilité d'interaction Pt(s,v(s)) dont le sommet va se déplacer avec 
l'accélération de l'ion, ce qui aura comme effet de déplacer l'interaction vers des énergies 
effectives Ei' plus faibles en valeur absolue, donc une émission secondaire plus faible. En 
effectuant ce calcul, et même avec une distance de départ s0 largement surévaluée (l'effet de 
l'accélération ne jouant un rôle dans l'émission secondaire que lorsque l'ion est effectivement 
dans la zone où Pt est non nulle, typiquement entre 2 et 6 Å), on trouve que l'effet est très 
faible, et n'est visible qu'à des champs électriques supérieurs à 10
9
 V/m, avec une variation 
maximale d'une dizaine de pourcents dans le cas de l'hélium, le plus légers des cinq gaz nobles. 
 
 
2) Modification du potentiel effectif d'ionisation et de la distribution électronique de la 
bande de conduction 
L'équation (3.6) nous donne la forme de la probabilité Pk(s,k) d'obtenir un électron d'énergie 
k étant donné que la neutralisation de l'ion a lieu à une distance s de la surface. Dans cette 
expression, deux éléments sont susceptibles d'être modifiés par le champ : le potentiel effectif 
d'ionisation Ei'(s) et la transformée d'Auger T construite sur la distribution énergétique Nc() 
des électrons de conduction (équation 3.8). 
En ce qui concerne la modification de Nc, elle peut avoir lieu du fait de la pénétration du 
champ dans le métal et la courbure de bande (band-bending) qui s'ensuit. Le métal étant 
conducteur, le champ est écranté. Nous supposons ici un conducteur parfait, donc un champ 
parfaitement écranté dès la surface. En réalité, il est nécessaire de tenir compte de 
l'imperfection de notre conducteur, et donc une pénétration du champ. Mais si l'on se base sur 
[Fan42] et [Str55], on voit que la longueur de pénétration typique d'un champ électrique dans 
un métal est de l'ordre de 10
-11
 m, soit un dixième d'Angström. Or nous travaillons à des 
distances de l'ordre de quelques Angströms, donc il nous paraît fondé de négliger la pénétration 
du champ (et la courbure de bande qui l'accompagne), d'autant plus que les valeurs de champ 
qui nous intéressent sont d'un à deux ordres de grandeur inférieures à celles considérées dans 
les articles cités plus haut, et qui étudient l'émission de champ. On supposera donc que Nc(), 
que nous supposons constante, reste inchangée avec la présence d'un champ. 
Le potentiel effectif, en revanche, va être affecté par le champ électrique. Nous avons vu 
(équation 3.7) que Ei'(s) est la somme des potentiels des interactions subies par l’ion arrivant et 
l’atome neutre dans son état final. Or, en présence d’un champ électrique, l’ion subit en plus le 




i   16/),(' 2  (4.3) 
Une autre manière de comprendre ce décalage en potentiel est la conservation d'énergie lors 
de la neutralisation. L'électron de la bande de conduction qui va neutraliser l'ion va en effet 
gagner une énergie cinétique eEs qui ne sera pas prise en compte dans l'énergie cinétique de 
l'ion neutralisé (on considère que la neutralisation a lieu quasi-instantanément et n'affecte pas la 
vitesse de l'ion). Cette énergie doit donc être transférée à l'électron secondaire. En résumé, ce 
dernier "voit" un ion arrivant avec une énergie potentielle supérieure en présence d'un champ 
que sans champ. 
En effectuant le calcul de N avec le décalage du potentiel d'ionisation dû au champ 
électrique, on trouve à nouveau un impact quasi-négligeable pour des champs électriques 
inférieures à 10
9
 V/m. Au-delà, la différence avec l'émission secondaire sans champ reste de 
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l'ordre de quelques pourcents. On en conclut donc que cet effet, bien que visible, reste du 
second ordre sur N. 
 
3) Influence du champ électrique sur la probabilité de sortie Pe 
Les trois dernières possibilités de modification de l'émission secondaire par le champ sont la 
modification de la probabilité angulaire d'émission P, la possibilité pour l'électron excité de 
traverser la barrière de potentiel par effet tunnel et l'abaissement de la fonction de travail par 
l'effet Schottky. 
On commence par supposer que le champ électrique n'a pas d'influence sur la probabilité 
angulaire d'émission. En effet, cette probabilité est purement interne, dépendant de la structure 
du matériau, et nous avons vu que le champ électrique peut être raisonnablement supposé 
totalement écranté. S'il ne pénètre pas la surface, il ne peut influer sur la probabilité angulaire 
d'émission. 
Concernant l'effet tunnel et l'effet Schottky, l'effet du champ peut être bien réel. 
 
Effet tunnel 
Dans le cas sans champ, l’électron excité voit une marche de potentiel à franchir, qui est le 
potentiel image le retenant à l'intérieur. Si l’on ajoute un champ électrique constant, le potentiel 
électrique -eEs ajouté au potentiel image changera cette marche en une colline de potentiel. En 
considérant (pour cette fois) le caractère ondulatoire de l’électron, la possibilité de franchir 
cette barrière par effet tunnel est alors ouverte. Pour le moment, on ne va pas considérer le 
potentiel image, mais uniquement le potentiel dû au champ électrique seul. L'électron voit donc 
une barrière de potentiel de forme triangulaire qu'il est susceptible de traverser par effet tunnel. 
Pour déterminer la valeur de la probabilité tunnel D, il faut résoudre l’équation de 
Schrödinger pour l’électron sachant que dans le métal, le potentiel qu’il subit est –0 (pour ce 
calcul, on fixe le zéro des énergies au niveau du vide) et qu’à l’extérieur il subit un potentiel –
































où W = cos
2k est la composante normale à la surface de l'énergie cinétique de l'électron. 
Gadzuk et Plummer [GP73] donnent la résolution détaillée de cette équation en égalisant les 
valeurs de m  et v  (fonctions d'onde de l'électron dans le métal et dans le vide, 
respectivement) et de leurs dérivées à l'interface métal/vide (s=0). Ce faisant, ils obtiennent D, 
la probabilité qu'un électron sorte par effet tunnel à une énergie cinétique et un angle  à la 






















































  (4.5) 
Le champ E apparaît dans l'expression de ke, et Ai, Bi, Ai' et Bi' sont les fonctions d'Airy et 
leurs dérivées. Dans la plupart des cas de ce type (c'est le cas dans [GP73], par exemple), on 
regarde uniquement l’émission de champ, à savoir le courant des électrons de conduction 
sortant d’eux-mêmes, en présence du champ extérieur13. C’est-à-dire que pour l'émission de 
champ, les électrons impliqués ont une énergie cinétique inférieure ou égale à l’énergie de 
Fermi F , la limite supérieure de la bande de conduction. Donc cela signifie que W (la 
composante de l’énergie cinétique normale à la surface) est très inférieure à 0, la hauteur de 
barrière. Cette inégalité permet à Fowler et Nordheim [FN28], par exemple, de simplifier 
l’expression ci-dessus en un produit de polynôme et d’exponentiel, bien plus facile à calculer et 
interpréter
14. Cela permet aussi d’avoir recours à la méthode WKB de résolution de l’équation 
de Schrödinger pour des formes de potentiel plus torturées. Mais WKB se base aussi sur 
l'hypothèse W << 0. Ce qui n’est pas le cas pour la neutralisation Auger, puisqu'on a vu (fig. 
3.5) qu'une part non-négligeable de la distribution énergétique de l'électron excité dans le métal 
(pour Ar, Kr et Xe) se trouvait entre l'énergie de Fermi F et le niveau du vide 0, ce qui 
explique que nous soyons obligés de conserver la forme exacte (quelque peu lourde) de la 
probabilité tunnel. 
On peut donc reconsidérer la probabilité de sortie Pe(k) (éq. 3.9). On a vu que pour sortir, la 
composante normale de l'énergie cinétique de l'électron cos² .k devait être supérieure à 0 . 
Autrement dit, cela définit un angle critique c au-delà duquel l'électron est réfléchi à l'intérieur 
du métal (d'où la limite supérieure de l'intégrale sur ). Parallèlement, on a vu en équation (3.1) 
que la limite inférieure d'intégration en énergie pour  est 0  (ce qui signifie qu'on néglige la 
partie de la distribution Ni située sous le niveau du vide). 
Or, en présence d’un champ électrique, l’effet tunnel devient possible, et ces limitations 
d’intégrales disparaissent. On va en réalité avoir trois zones pour le couple (k ,), représentées 
en fig. 4.2. 
 
                                                 
13
  le courant électronique émis par effet de champ est simplement j.D, le produit du courant électronique arrivant 
à la surface du métal depuis l'intérieur avec la probabilité de sortie par effet tunnel. 
14




Fig. 4.2 : Représentation polaire (énergie cinétique et angle à la normale) des trois domaines 
possibles pour le couple (k ,) 
 
La zone orange (k >  et < c) est l’unique domaine pris en compte pour le calcul de  en 
l’absence de champ. Les deux autres domaines, normalement exclus du calcul sans champ, sont 
désormais pris en compte du fait de l'effet tunnel. L'un d'eux est le cas d'une énergie cinétique 
k suffisante en norme mais avec un angle à la normale  trop élevé, donc une composante 
normale trop faible (zone verte, k >  et  c). L'autre correspond au cas d'une énergie 
cinétique k trop faible en norme (k < ). 
Pour inclure l’effet tunnel, on réécrit alors la probabilité de sortie en fonction de l'énergie 






 dPDEP kkke  (4.6) 
où l'on a incorporé la probabilité tunnel D qui permet de monter la limite d'intégration en 
angle jusqu'à /2 (l'intégration suivant l'angle  a déjà été effectuée). Cet agrandissement des 
limites d'intégration se retrouve de manière identique dans l'expression de N dans laquelle on 
reporte l'équation (4.6) et où la limite inférieure d'intégration sur les énergies est abaissée à 
zéro : 
kkekiN dEPN  ),()(
0

  (4.7) 
où désormais on prend en considération les énergies cinétiques k inférieures à . Les deux 
domaines supplémentaires vus sur la fig. 4.2 sont à présent couvert. Mais pour la simplicité et 
la clarté des calculs (effectués à l'aide du logiciel Matlab), il est utile de séparer N en trois 














































Les indices Hag, BE et GA correspondent respectivement au cas étudié par Hagstrum (c'est-à-
dire le coefficient N calculé dans le chapitre III), BE est le cas des basses énergies (k < ) et 
GA le cas des grands angles (k >  et  c). On note par ailleurs que dans le cas BE, il n'y a 
plus d'angle critique, puisqu'un électron à ces énergies n'est pas classiquement autorisé à sortir, 
et on suppose que sa probabilité angulaire d'émission P = 1/4 est isotrope. En outre, sa limite 
inférieure d'intégration en k est 0 pour montrer l'impact de l'effet tunnel, mais en réalité on a 
vu au chapitre précédent (équation (3.6)) que Ni était nulle pour les énergies inférieures à F, 
aucun électron ne pouvant être promu à l'intérieur de la bande de conduction pleinement 
occupée. 
Une dernière remarque concerne l'expression de Hag . Elle est en tout point identique au N de 
l'équation (4.1), car on a fixé D = 1, les électrons étant autorisés à sortir de manière classique. 
En réalité, un traitement plus pointilleux exigerait de considérer le pendant de l'effet tunnel, à 
savoir la possibilité de réflexion malgré une composante normale de k supérieure à la hauteur 
de la barrière de potentiel. Mais cette probabilité est si faible que nous ne l'avons pas ajoutée à 
des expressions déjà lourdes. 
A titre d'illustration, on voit en fig. 4.3 la comparaison entre la probabilité de sortie proposée 
par Hagstrum (éq. 3.10) et la probabilité de sortie par effet tunnel de l'équation (4.6) (somme 




Fig. 4.3 : Probabilité tunnel pour différentes valeurs de champ (éq. 4.6, uniquement les composantes 
BE et GA), comparée à la probabilité classique (courbe épaisse rouge) telle que donnée en (éq. 3.10). 
Les échelles sont : celle de gauche est pour la probabilité classique, celle de droite se rapporte aux 
probabilités tunnel. Les valeurs de champ sont échelonnées de manière logarithmique, la plus élevée 
étant 1,8 10
9
 V/m (courbe rose), puis 8,6 10
8
 V/m (courbe violette), 8 10
8
 V/m (courbe orange), etc... La 




La différence de trois à quatre ordres de grandeur entre les probabilités classique et 
quantiques (même pour des champs de l'ordre de l'émission de champ) tend à montrer que 
l'effet tunnel va être négligeable, mais il est difficile d'en anticiper l'impact au vu de la grande 
intrication dans l'expression de N. 
On effectue le calcul de N en fonction de E en ne considérant que l'effet tunnel, pour les ions 
des cinq gaz nobles approchant à une vitesse v0 de 10eV. Pour ce faire, on calcule séparément 
les trois composantes de l'équation (4.5) que l'on somme ensuite. 
On voit alors que l'effet tunnel n'a quasiment pas d'influence sur l'émission secondaire, même 
pour des champs au-delà des 10
9
 V/m. En effet, l'augmentation de N pour l'argon, par exemple, 
est d'environ 2% pour un champ variant entre 0 et 10
9




Considérons à présent le potentiel image combiné au champ électrique pour le potentiel vu à 
l’extérieur du métal par l'électron secondaire. Le potentiel image est la force de rappel que sent 
un électron qui, tentant de s’échapper de la bande de conduction, laisse derrière lui un trou qui 
agit comme une charge positive. Le potentiel (noté V(s)) à l’extérieur du métal s'écrit donc, 







  (4.9) 
Avec  la permittivité du vide. On trace ce potentiel en fig. 4.4. 
 
Fig. 4.4 : Potentiel image (courbe bleue), potentiel du champ électrique (courbe rouge), et somme des 
deux (courbe violette) correspondant à l'équation (4.9), tous trois en eV, en fonction de la distance s en 
Angströms. Le champ électrique, dans cet exemple, est de 10
9
 V/m. Les valeurs de  et smax sont 





En dérivant l'expression (4.9) on trouve que le maximum de potentiel est atteint à la distance : 
Ees 16/max   (4.10) 
et vaut : 
 4/)( 3max EesV   (4.11) 
Nous sommes donc dans le cas où, alors que précédemment le triangle de potentiel atteignait 
son sommet en s = 0 pour une valeur nulle, le sommet de la barrière a été abaissé d’une valeur -
. L'effet Schottky se comprend en réalité comme un abaissement de la fonction de travail . 




















où 0 est la fonction de travail du métal en l'absence de champ (4,5eV pour le tungstène). On 
calcule N = f(E) dans le cas de l'effet Schottky. Le résultat est tracé sur la fig. 4.5 pour les cinq 
gaz nobles, arrivant à 10eV sur la surface. 
 
 




On voit, d'après la fig. 4.5, que l'effet Schottky est loin d'être négligeable, et commence à se 
faire sentir pour des champs de l'ordre 10
7
 V/m, ce qui correspond à l'ordre de grandeur des 
champs que l'on observe dans la MHCD (fig. 1.8 du chapitre I). 
 
4) Approximation linéaire 
 
Pour mieux apprécier l'importance de l'effet Schottky, on regarde les quatre influences du 
champ sur N que nous avons vues plus haut, à savoir l'accélération de l'ion dans le potentiel du 
champ (éq. 4.2), la modification du potentiel effectif d'ionisation (éq. 4.3), l'effet tunnel
15
 (éq. 
4.8) et l'effet Schottky (éq. 4.12). Ces effets sont tracés pour l'ion Ar
+
 sur la fig. 4.6. 
 
 
Fig. 4.6 : N = f(E) en activant séparément ou ensemble les quatre effets listés plus haut dans le texte. 
En orange, l'accélération de l'ion seule, en bleu la modification du potentiel effectif d'ionisation seul, en 
noir l'effet tunnel seul et en rouge l'effet Schottky seul (courbe verte de la fig. 4.5). Pour la courbe 
violette, les trois premiers effets, que nous avons considérés comme négligeables, sont additionnés, et 
pour la courbe verte tous les effets sont activés. L'ion considéré est Ar
+
, arrivant à une vitesse v0 = 
10eV. 
 
On voit clairement que quel que soit le champ électrique, l'effet Schottky est largement 
prépondérant sur les trois autres. La situation est la même pour les quatre autres gaz nobles, 
même si certains des effets secondaire se font un peu plus ressentir (accélération de l'ion plus 
importante pour l'hélium, par exemple). Mais la conclusion reste la même : l'émission 
secondaire par neutralisation Auger est renforcée par la présence d'un champ électrique à cause 
de l'effet Schottky. 
                                                 
15
  Se reporter à l'annexe II.A afin de voir le calcul de la probabilité tunnel tenant compte de l'abaissement de la 
fonction de travail par l'effet Schottky. 
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En fig. 4.7, on peut observer la variation relative de N par rapport à N(0), la valeur du 
coefficient d'émission secondaire sans champ électrique (calculée au chapitre III). 
 
 
Fig. 4.7 : Variation relative (en %, échelle logarithmique) de N (E) par rapport à N (E=0) pour les 
cinq gaz nobles à v0 = 10eV. 
 
On constate d'après la fig. 4.7 que pour les trois atomes les plus lourds (Ar, Kr et Xe), la 





 V/m. Pour l'hélium et le néon, l'augmentation de N au seuil des 10
9
 
V/m est tout de même d'environ 10 et 30%. L'effet Schottky a donc bien un effet non 
négligeable sur le coefficient d'émission secondaire par neutralisation Auger. 
A présent, en considérant comme on vient de le voir que l'effet Schottky est le seul à jouer un 
rôle non-négligeable dans la dépendance de N avec le champ, on peut alors ramener l'effet du 
champ électrique sur N à une variation de la fonction de travail du métal, comme on l'a vu en 
équation (4.12). La fonction de travail  dépend alors de la racine carrée du champ électrique 
E. Si l'on a la dépendance de N avec la fonction de travail, N = f(), on aura une expression 
simplifiée pour la fonction N = f(E). 
En faisant varier artificiellement la fonction de travail du tungstène, on obtient la fig. 4.8. 
Cette variation est purement mathématique, puisque si l'on change de métal, donc de fonction 
de travail, on change aussi l'énergie de Fermi, la densité électronique de la bande de conduction 
et l'émission angulaire de l'électron excité dans le métal. Tous ces paramètres sont gardés tels 
quels, afin de rester dans le cas du tungstène. Les bornes de variation de  (de 2 à 5,5 eV) 
correspondent à la fourchette dans laquelle se situe la majorité des fonctions de travail des 





Fig. 4.8 : N en fonction de , la fonction de travail du métal. L'énergie de Fermi F est fixée à 6,4 eV 
(tungstène). 
 
On fait une approximation linéaire pour la dépendance de N à la fonction de travail : 
 N  (4.13) 
Les valeurs des coefficients  et  sont listés dans le tableau 4.1 pour chaque atome. 
 
Tableau 4.1 
Coefficients du fit linéaire de )( fN   
Ion  
He
+ 0.4214 0.0279 
Ne
+ 0.4219 0.0407 
Ar
+ 0.385 0.0716 
Kr
+ 0.3288 0.0678 
Xe
+ 0.2143 0.0465 
 
Et comme on sait, d'après l'équation (4.12), que Ec 0  avec 4/















On peut comparer cette expression approchée avec les résultats du calcul N = f(E) impliquant 
les quatre effets du champ sur les cinq gaz nobles en fig. 4.9. 
 
 
Fig. 4.9 : Forme approchée de N (E) (équation 4.14)(lignes pleines) comparée aux résultats du calcul 
complet (lignes pointillées et symboles) pour les cinq gaz nobles à v0 = 10eV. 
 
La forme approché de l'équation 4.14 est, d'après la fig. 4.9, une bonne approximation 
jusqu'au seuil des 10
9
 V/m, ce qui confirme que l'effet Schottky est le seul effet du premier 
ordre pour les ions des cinq gaz nobles. Au-delà de cette valeur de champ, les différences 
proviennent du décalage de potentiel Ei' qui ne peut plus être négligé, ou de l'accélération de 
l'ion pour l'hélium. Mais comme cela se situe dans une gamme de champs largement au-dessus 
de ceux qui nous préoccupent, il semble raisonnable de ne considérer que l'effet Schottky. 
Cette conclusion quant à l'effet Schottky sur un mécanisme d'émission secondaire vient se 
placer tout naturellement à côté des observations d'effet Schottky augmentant la photoémission 
[NYS03] et l'émission cinétique [AEP67]. 
 
B) DESEXCITATION AUGER RENFORCEE PAR LE CHAMP 
Nous allons à présent étudier l'influence du champ électrique sur le processus d'émission 
secondaire par désexcitation Auger d'un métastable approchant de la surface du métal. 
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Nous avons vu que la construction mathématique de ce phénomène était très proche de celle 
de la neutralisation Auger. Nous allons utiliser cette grande ressemblance pour aller au plus 
vite aux effets essentiels du champ. 
Tout d'abord, étant donné que nous sommes dans le cas d'un métastable, donc électriquement 
neutre, les effets d'accélération et de décalage du potentiel effectif n'ont pas lieu d'être (on 
néglige la polarisation de l'atome). Et comme nous avons vu que l'effet tunnel était négligeable, 
nous ne l'intégrerons pas dans le calcul. 
L'effet Schottky, quant à lui, est maintenu, puisque l'électron secondaire voit le potentiel 
extérieur au métal comme s'il était à l'intérieur du métal. La hauteur de ce potentiel étant fixée 
par la fonction de travail, l'effet Schottky vu comme diminution de cette fonction de travail doit 
être pris en compte. 
En revanche, du fait que l'électron secondaire est émis depuis le métastable, il est un nouvel 
effet qui doit être inclus à cette étude, à savoir la modification de la probabilité de sortie avec la 
distance s du métastable à la surface. On va noter cette probabilité Pe'(s,k). Pour bien saisir ce 
phénomène, on reprend la fig. 4.4 où l'on fait apparaître deux zones en fig. 4.10. 
 
 
Fig. 4.10 : Forme du potentiel vu par l'électron secondaire. (1) et (2) représentent les deux zones 
depuis lesquelles l'électron secondaire peut être émis par le métastable, suivant la distance à laquelle 
la désexcitation a lieu. 
 
Comme dans le cas de la neutralisation Auger, la désexcitation Auger se passe à une distance 
s avec une certaine probabilité Pt (s). Mais dans le cas de la désexcitation l'électron secondaire 
ne provient pas du métal mais directement du métastable. Il est donc émis à la distance s du 
métal. On rappelle que smax = )16/( Ee   (éq. 4.10). On suppose que la probabilité angulaire 
d'émission est la même que pour la neutralisation, toutefois, à présent, deux possibilités 
apparaissent : 




- s > smax. Dans ce cas, l'électron est émis au-delà du sommet du potentiel, donc comme s'il 
était déjà dans le vide. Mais il faut tenir compte de la symétrie de son émission angulaire, car il 
a une probabilité non nulle d'être émis en direction du métal avec une énergie suffisante pour 
franchir la barrière de potentiel dans l'autre sens. La symétrie de l'émission angulaire impose 
donc que la moitié des électrons est émise vers le métal et l'autre moitié vers le vide. Pour ces 
derniers, la probabilité de sortie est évidemment de 1/2 (compte tenu de la probabilité d'être 
émis dans le bon sens), puisque rien ne peut les arrêter. Pour ceux émis vers le métal, la 
probabilité qu'ils soient réfléchis vers le vide est alors de 1/2 - Pe(k). En regroupant ces deux 
termes, on a donc une probabilité de 1 - Pe(k) d'avoir un électron secondaire s'échappant vers 
le vide. 














Pour tenir compte du champ électrique dans le cas de D, on inclut donc l'effet Schottky ( 
Ec 0  avec 4/
3ec  ) et on remplace Pe (k) par Pe'(s,k) qui contient le champ 
électrique par l'intermédiaire de smax . Le résultat est représenté en fig. 4.11. 
 
 
Fig. 4.11 : D = f(E) pour les cinq gaz nobles arrivant à v0 = 10 eV sur du tungstène. 
 
Une première remarque au sujet de ce résultat concerne la variation de la probabilité de sortie 
avec la distance. En effet, on voit que cet effet devient prépondérant au-delà de 10
9
 V/m, donc 
ne nous intéressera pas dans notre étude. Pour les champs plus faibles, afin de mieux se rendre 
compte de la variation du coefficient d'émission secondaire, on trace sur la fig. 4.12 la variation 





Fig. 4.12 : Variation relative de D(E) en % pour les cinq gaz nobles à v0 = 10eV sur une cathode de 
tungstène. 
 
Au premier coup d'œil, on voit immédiatement que le champ a une influence beaucoup plus 
faible sur la désexcitation Auger que sur la neutralisation Auger. En effet, à un champ E = 10
9
 
V/m, l'augmentation de D pour l'ensemble des métastables des gaz nobles est comprise entre 5 
et 30%. 
Afin d'avoir une expression simplifiée de D(E), on reproduit le même fit linéaire que pour la 
neutralisation Auger, en supposant que l'effet Schottky est lui aussi l'effet prépondérant dans le 
cas de la désexcitation Auger.  
Munis de ces coefficients, on peut dès lors écrire (comme pour la neutralisation Auger en 





















Tableau 4.2  
Coefficients du fit linéaire de D = D(0) - '.
Métastable D(0) ' 
He* 0,346 0,0176 
Ne* 0,319 0,0189 
Ar* 0,267 0,0218 
Kr* 0,234 0,0229 
Xe* 0,206 0,0215 
 
On reproduit en fig. 4.13 les courbes du calcul complet de la fig. 4.11, auxquelles on 
superpose les courbes de l'équation (4.16). 
 
 
Fig. 4.13 : courbes approchées de EcE DD ')0()(    (lignes pleines) comparées aux courbes 
du calcul complet (lignes pointillées et symboles), pour les métastables de cinq gaz nobles arrivant à 10 
eV. 
 
Comme on pouvait le prévoir, le fit est très proche du calcul complet, puisqu'on a vu que 
l'effet de la distance d'émission sur la probabilité de sortie ne jouait un rôle qu'à partir des 
champs forts (> 10
9






En conclusion, malgré un fonctionnement très similaire à celui de la neutralisation Auger 
renforcée par le champ de par l'effet Schottky qui y joue le même rôle, la désexcitation Auger 
n'est en définitive que très peu modifiée par la présence du champ électrique. On peut 
l'interpréter comme étant le fait que les valeurs de D pour les cinq gaz nobles sont déjà très 
élevées par rapport à celles de N . Si l'on considère que la limite du coefficient d'émission est 
de 0,5, comme les valeurs de D sont déjà proches de cette valeur limite, il n'y a plus grand 
chose à gagner, même en diminuant la fonction de travail par effet Schottky. 
 
C) PROCESSUS RESONANTS ET EJECTION MULTIETAPE RENFORCES PAR 
LE CHAMP 
 
On a vu que les processus résonants (neutralisation et ionisation) permettaient de combiner 
les deux processus Auger (éq. 3.23) par l'intermédiaire de la probabilité fN que l'ion arrivant ne 
soit pas neutralisé par résonance. Le coefficient de la désexcitation Auger étant bien plus 
élevée que celui de la neutralisation, un changement drastique des processus résonants par le 
champ électrique pourraient fortement modifier cette probabilité fN et donc modifier le 
coefficient d'éjection multiétape I. Nous ne nous étendrons pas ici sur l'ensemble du calcul de 
l'influence du champ électrique sur les processus résonants et l'éjection multi-étape, développé 
en annexe II.B, et allons uniquement en regarder les résultats. 
Si l'on reprend l'augmentation de Ei'(s) due au champ, le niveau métastable de l'ion va varier 
lui aussi, et cela va affecter son alignement avec les niveaux d'énergie du métal (éq. 3.19, et éq. 
3.20 dans le cas d'un métastable). Dans le cas sans champ, on a vu que seul le néon et l'hélium 
avaient une distance critique sc (solution des deux équations précédentes) au-delà de laquelle la 
neutralisation résonante était possible et en-dessous de laquelle l'ionisation résonante était 
possible. L'existence d'une distance critique est la condition sine qua non pour avoir une 
éjection multi-étape, puisque dans le cas de l'argon, du krypton et du xénon, cette dernière leur 
est impossible. 
En présence d'un champ, comme Ei'(s) croît linéairement avec la distance (du fait du potentiel 
eEs), une distance critique apparaît pour les cinq gaz nobles, et se rapproche de la surface du 
métal comme le champ augmente. On a vu en outre que la distance critique sc est la distance à 
laquelle la probabilité P0''(s) de trouver l'ion intact, au sens de la neutralisation résonante, est la 
plus faible (éq. 3.21 et 3.22). Si à présent on redéfinit la probabilité fN en fonction de E comme 
étant l'intégrale sur la distance du produit des probabilités Pt et P0'', c'est-à-dire la somme sur 
toutes les distances de la probabilité que l'ion soit neutralisé par le processus Auger, on obtient 





Fig. 4.14 : fN, probabilité que l'ion soit intact et subisse une neutralisation Auger en fonction du 
champ électrique, pour les cinq gaz nobles arrivant à v0 = 10eV. 
 
De cette figure, on constate une chose : fN ne dépend quasiment pas du champ électrique, pour 
des valeurs de E inférieures à 10
9
 V/m. On rappelle que l'on se situe dans le cas du tungstène 
dont la fonction de travail  = 4,5 eV est élevée. Mais même dans le cas de fonctions de travail 
plus faibles pour lesquelles les valeurs de fN à faible champ sont plus basses, la variation avec 
le champ reste de l'ordre de la dizaine de pourcent. Si l'on reprend l'équation (3.23) définissant 
le coefficient d'éjection multi-étape I pour un ion arrivant à la surface, et que l'on y incorpore 
la probabilité fN dépendant de E, ainsi que N(E) (section IV.A) et D(E) (section IV.B), on a 
alors I(E). On trace cette courbe sur la fig. 4.15 pour les cinq gaz nobles sur du tungstène. 
 
 
Fig. 4.15 : I(E) pour les cinq gaz nobles arrivant sur une surface de tungstène ( = 4,5eV) surface à 




Dans le cas du tungstène, on peut conclure que l'éjection multi-étape n'est pas influencée par 
un champ électrique inférieur à 10
9





1) Influence sur la courbe de Paschen 
Nous revenons à présent à l'émission secondaire par neutralisation Auger. Nous avons vu au 
premier chapitre qu'elle était la garante du maintien d'une décharge à géométrie plan-plan dans 
les conditions classiques du calcul de Paschen, ce qui permet, en égalisant la multiplication en 
volume ainsi que cette émission à la cathode, d'obtenir la courbe de Paschen décrivant la 
dépendance de la tension de claquage avec le produit p.d (éq. 1.2). On a vu par ailleurs que la 
courbe de Paschen modifiée pouvait être décrite par la théorie de l'émission de champ 
renforcée par la présence d'un ion [BKG55], [TG10]. La fig. 1.10 montre la forme qu'aurait une 
émission électronique de type neutralisation Auger en fonction du champ, en extrapolant les 
résultats expérimentaux de [TD99]. 
Or, d'après nos calculs et au vu de la variation de N en racine carrée du champ E (éq. 4.14), 
force est de constater que la neutralisation Auger dépendant du champ (neutralisation pure, 
puisque l'on a vu que l'éjection multi-étape, dans le cas du tungstène, était uniquement 
constituée de neutralisation) ne va pas influencer la courbe de Paschen dans les mêmes 
proportions que l'émission de champ modifiée qui dépend du champ électrique de manière 
exponentielle. La dépendance de N avec le champ ne permet pas de compléter ou de proposer 
une meilleure description que celle issue de [BKG55], [JJH98], [RR08], [GP09] et [TG10]. 
 
2) Application à la MHCD 
Disposant à présent de mécanismes Auger dépendants du champ électrique à la surface 
d'impact, nous pouvons revenir à la simulation 2D de la microdécharge à cathode creuse 
(MHCD) (section I.C.2) pour voir l'influence que vont avoir ces coefficients renforcés par le 
champ. 
On rappelle que les conditions de la simulation sont un gaz d'argon à pression 200 torr. Le 
sandwich cathode/diélectrique/anode est épais de 330 m, pour un trou d'un diamètre de 
200m. On travaille dans une enceinte fermée par une épaisseur de diélectrique afin de fixer 
les conditions aux limites du potentiel électrique. Tous les diagnostics sont bien entendu 
possibles, mais ceux qui vont nous intéresser plus particulièrement seront la tension aux 
électrodes (supposée en tungstène), le courant à travers la décharge, le potentiel et donc le 
champ à la surface de la cathode, le flux de métastable arrivant à la surface de la cathode et le 
flux d'ions, qui nous donneront (connaissant le champ et l'expression de N(E) et D(E)) le flux 
d'électrons émis par la cathode. 
Pour observer les phénomènes à la surface de la cathode, on va tracer une ligne partant du 
bord de la cathode (face externe, côté diélectrique) jusqu'au contact avec le diélectrique dans le 
trou. Ceci est représenté en fig. 4.16. Tous les graphiques présentant des mesures à la surface 
auront comme abscisse la ligne fléchée rouge de la fig. 4.16, partant de 0 jusqu'à 500 m, 





Fig. 4.16 : A gauche, rappel de la vue en coupe de la MHCD. A droite, la ligne rouge définit la 
distance le long de la cathode (en m) telle qu'elle est utilisée en abscisse dans les figures suivantes. 
 
La distance entre le premier point grille de mesure et le bord de la cathode (distance entre le 
centre de chaque point grille) est xres = 5 10
-4 
cm pour la face externe (grille uniforme dans 
cette direction) et yres = 2,47 10
-4 
cm pour la partie dans le trou. Pour le coin, on prend 
simplement la diagonale formée par un rectangle de côtés xres et yres. 
Un autre point à prendre en considération pour intégrer les processus Auger renforcés par le 
champ est la rugosité de la surface. En effet, les imperfections de la surface (défauts, pics, 
etc...) forcent le potentiel à s'adapter. Les lignes de potentiel sont donc courbées à faible 
distance de la surface, ce qui augmente le champ vu à la surface. Il est communément admis 
que pour tenir compte de la rugosité de la surface, le champ est amplifié par un facteur 
multiplicateur  = 50 (voir [BKG55] et [Rai91]). 
 
Désexcitation Auger négligeable 
Ceci est un premier résultat. Bien que sachant que la désexcitation Auger variait peu avec le 
champ (à peine plus de 10% d'augmentation pour l'argon sous un champ de 10
9
 V/m), on 
pouvait supposer que les calculs précédemment effectués dans ces conditions et avec un 
coefficient faux (0,07 pour les deux processus Auger) allaient être modifiés par la correction de 
D (~0,27 pour l'argon sans champ). Il n'en est rien. 
Les simulations qui suivent ont été effectuées en gardant N constant à 0,07 et dans un cas,  D  
= 0,07 et dans l'autre  D  = 0,27. Pour le premier cas, la tension aux bornes du plasma à 
l'équilibre est de 229,8 V, dans le second cette tension est de 228,8 V, pour un courant de 
1,2mA qui varie d'à peine quelques centièmes de mA. La variation de la température est d'1,5 
K, pour une augmentation des maxima de densité électronique et ionique de moins de 10% et 
des distributions strictement inchangées. On peut donc conclure que la désexcitation Auger 
joue un rôle négligeable dans notre problème, et il n'est même pas utile d'inclure une 
dépendance quelconque avec le champ électrique (quelques tests effectués avec un coefficient 
D = 0,3 fixe, le maximum atteignable pour D (50.E) avec les champs électriques que l'on 
rencontre, montrent des variations encore plus faible par rapport au cas D = 0.27). 
Par conséquent, on se désintéresse de la variation de l'émission secondaire par désexcitation 
Auger, le flux de métastables étant trop faible par rapport au flux d'ions pour avoir un impact 
décisif. 
 
Ajout de N dépendant du champ 
On s'intéresse à présent aux conséquences induites par un coefficient de neutralisation Auger 
dépendant du champ électrique. 
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Trois séries de simulations sont réalisées à pression 200 torr. L'une avec N constant à 0.07, 
une seconde avec N dépendant du champ sans multiplicateur (d'après les calculs effectués en 
section C.1.d), et la troisième avec le même N dépendant du champ, mais avec le facteur 
multiplicateur  = 50 (pour le champ électrique à la surface). 
On note aussi qu'afin de comparer les différents cas correctement, on a relevé la valeur de N à 
0,07 pour E = 0. On a vu que pour l'argon à 10eV, la valeur de N sans champ est plutôt proche 
de 0,65, mais on a vu de même que définir précisément N était un long travail d'approximation 
et de choix de paramètres. A nouveau, le but ici n'est pas de discuter le calcul de N en lui-
même, mais bien d'observer l'influence sur la MHCD de sa dépendance avec le champ 
électrique. 
Le résultat de ces simulations est présenté en fig. 4.17, où l'on a tracé les caractéristiques 
courant-tension de la MHCD pour les trois cas. 
 
 
Fig. 4.17 : Caractéristique V-I pour une décharge d'argon à 200 torr. Les triangles noirs sont les 
points de la série N = 0,07, les ronds bleus ceux de la série N = f(E), et les carrés verts ceux de la 
série N  = f(50.E). 
 
Il y a de nombreuses observations à faire, au sujet de ces résultats. La première est que la 
forme de la caractéristique reste la même malgré l'émission secondaire dépendant du champ. 
On aurait pu attendre un aplatissement de la courbe pour les courants élevés, mais il n'en est 
rien. Une seconde remarque est le fait que l'émission secondaire fonction du champ a bien un 
impact sur la décharge, comme en témoigne les courbes bleues et vertes. Cet impact est 
substantiel quand on tient compte du facteur multiplicateur de champ. 
L'effet principal de l'ajout d'une émission secondaire fonction du champ est en réalité un 
double effet corrélé : un décalage de la caractéristique vers des courants plus élevés en même 
temps qu'un abaissement que de la tension. Cela signifie donc que pour un courant fixé, si la 
tension baisse, le champ électrique baisse aussi, mais comme l'émission secondaire est plus 
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élevée, on arrive toujours à récupérer le même courant électronique depuis la cathode. En 
d'autres termes, à courant fixé, si l'émission secondaire est plus élevée, le champ et donc la 
tension doivent être plus faible pour extraire le même courant. 
Cette observation se vérifie en étudiant le champ à la surface de la cathode pour des courants 
faibles (c'est-à-dire pour lesquels la décharge se situe encore uniquement dans le trou. Nous 
reviendrons sur ce point plus bas). On va se concentrer sur les cas N = 0,07 et N = f(50.E) pour 
lesquels les différences sont plus visibles. En fig. 4.18, on a représenté le champ le long de la 
cathode pour ces deux cas. 
 
 
Fig. 4.18 : Champ électrique à la cathode (calculé à partir du potentiel) pour deux cas : N constant à 
0,07 (courbe noire) et N dépendant de cinquante fois le champ. Au-dessus du graphique, rappel de la 
construction de l'échelle des abscisses. Le courant est le même dans les deux cas I = 0,4 mA. 
 
Il est clair, d'après la fig. 4.18, que pour un courant donné (ici 0,4 mA), le champ électrique à 
la cathode est plus faible dans le cas de l'émission secondaire dépendant du champ. Cette 
baisse du champ électrique, donc de la tension, est dans ce cas assez intuitive. Mais ceci n'est 
pas suffisant pour comprendre le décalage vers les courants plus élevé. 
Pour comprendre ce phénomène, il nous faut considérer le comportement global de la 
décharge. En effet, dans le cas de N constant, on voit sur la caractéristique V-I l'existence d'un 
point d'inflexion. Ce point correspond au courant au-delà duquel la décharge n'est plus capable 
d'extraire de courant supplémentaire depuis le trou. Elle va donc commencer à en sortir pour se 
répandre peu à peu sur la face externe de la cathode, trouvant ainsi une nouvelle surface d'où 
extraire de nouveaux électrons pour augmenter le courant. 
C'est à partir de ce point que l'on peut dire que l'introduction de N dépendant du champ 
décale la caractéristique courant-tension vers les courants plus élevés, car le point d'inflexion à 
N constant se trouve à environ 0,5 mA tandis que pour N = f(50.E), ce point se trouve aux 
environs de 0,8 mA. La décharge commence à se répandre pour des courants plus élevés, 
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puisqu'avec une émission secondaire plus élevée, elle est capable d'extraire plus de courant 
depuis le trou. 
On peut comprendre ce phénomène comme une constriction du plasma avec une émission 
secondaire plus forte. On peut le voir sur la fig. 4.19, où sont représentées les contours 
d'isodensités ioniques dans les cas N = 0,07 et N = f(50.E). On s'intéresse à trois courants, 
identiques pour chaque cas. D'après les densités ioniques, on peut voir où se situent les gaines, 
donc où se situe le plasma. Et on voit bien qu'un courant plus élevé est nécessaire pour le forcer 
à sortir du trou dans le cas de l'émission secondaire dépendant du champ. Un autre point de vue 
serait celui purement géométrique de la surface couverte par les gaines. En effet, c'est dans les 
gaines que l'émission secondaire a lieu, puisque la densité ionique y est maximale. Or, si 
l'émission secondaire est plus élevée, il est donc moins besoin de surface pour extraire le même 
courant, d'où la constriction. 




Fig. 4.19 : Comparaison des densités ioniques pour le cas N = 0,07 (ligne supérieure) and N = 
f(50.E) (ligne inférieure). Chaque colonne correspond à une valeur de courant, 0,6 mA (gauche), 1,2 
mA (milieu) et 2,1 mA (droite). L'échelle des couleurs s'étale sur dix isodensités réparties linéairement, 





Fig. 4.20 : Champ électrique à la surface de la cathode pour les cas N = 0,07 (noir) et N = f(50.E) 
(vert) pour les trois courants vus en fig. 4.19, I = 0,6, 1,2 et 2,1 mA. On rappelle que le pic à 400 m 
représente le coin de la cathode en bordure du trou, et que pour les distances inférieures, on se situe 
sur la face externe. 
 
De la fig. 4.20, on voit que lorsque la décharge se répand hors du trou sur la face externe de la 
cathode, le champ à l'intérieur du trou reste inchangé. C'est-à-dire que le maximum d'efficacité 
a été atteint quand à l'émission secondaire dans le trou. En outre, si le champ dans le trou est 
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identique, que N dépende du champ ou pas, comme la tension est inférieure dans le cas où N = 
f(E), cela signifie que la gaine est plus fine dans ce cas. On constate tout de même une 
inversion des valeurs de champ dans le trou entre les deux cas, inversion qui se produit au 
moment où la décharge commence à sortir du trou dans le cas N = f(E) (1,2mA). Avant cela, le 




Nous avons étudié l'interaction d'un plasma avec la cathode par le biais de l'émission 
secondaire par mécanisme Auger. Après avoir détaillé la théorie décrite par Hagstrum, il s'est 
agi d'introduire un champ électrique dans cette théorie. 
Cette introduction s'est faite avec de nombreuses hypothèses. En effet, nous avons négligé la 
pénétration du champ dans le métal, ainsi qu'une influence du champ sur la probabilité de 
sortie, mais surtout nous avons supposé la perturbation du taux de transition Rt(s) par le champ 
négligeable. Et des quatre autres effets que nous avons considérés, il s'avère que l'effet 




D'autre part, nous avons vu que les mêmes hypothèses appliquées à la désexcitation Auger se 
sont avérées déboucher sur une influence relativement faible du champ sur D. De même que 
les changements de probabilité dans les processus résonants peuvent être négligés, aux champs 
considérés et avec une fonction de travail de 4,5eV, et l'éjection multi-étape peut donc être 
considérée comme uniquement due à la neutralisation Auger. 
Malgré l'absence complète de mesures expérimentales d'émission Auger en présence d'un 
champ, l'effet Schottky ne semble pas aberrant, étant donné qu'il se retrouve aussi bien dans la 
photoémission [NYS03] que dans l'émission cinétique [AEP67] (les mesures pour ces deux 
mécanismes montrent bien la dépendance en la racine carré du champ). Cela tend à démontrer 
intuitivement que notre approche est justifiée. 
Bien entendu, des mesures expérimentales seraient les bienvenues, à ce point de 
développement de la théorie, pour confirmer ou infirmer notre travail. Le problème réside 
principalement dans la complexité du dispositif nécessaire à la mesure directe d'émission 
secondaire Auger, ainsi que dans le fait que ce sujet était à la mode une trentaine d'année plus 
tôt, mais n'est plus étudié aussi vigoureusement de nos jours. Et les mesures macroscopiques 
effectuées à partir de plasmas sont difficiles à détailler, du fait de l'intrication des différents 
mécanismes d'émission qui peuvent avoir lieu à la paroi. 
D'après l'émission secondaire extrapolée à partir des mesures de tension de claquage dans l'air 
à de très petites distances interélectrode [TD99], la dépendance en racine carrée du champ ne 
suffit pas pour tenir compte de la croissance exponentielle de l'émission à partir d'environ 5 10
7
 
V/m, et l'on ne peut donc proposer d'alternative à la théorie de l'émission de champ renforcée 
par les ions [BKG55], mais une correction mineure aux calculs de Go et Puhlman [GP09] qui 
proposent de sommer les émissions Auger et de champ renforcée par les ions. On peut donc 
remplacer l'émission Auger constante par une émission Auger dépendant de la racine carrée du 
champ, sachant que la croissance de l'émission e champ est si rapide que notre correction est 
négligeable. 
Nos résultats ont ensuite été appliqués à la simulation 2D d'une microdécharge à cathode 
creuse. En prenant en compte un facteur multiplicateur de champ (qui traduit la rugosité de la 
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cathode), le principal effet que l'on peut observer est l'abaissement de en tension de la 
caractéristique courant/tension, ainsi qu'un décalage vers les courants plus élevés, du fait d'une 
constriction du plasma dans le trou. Un prochain pas dans cette étude sera d'évaluer l'impact de 
cette émission secondaire renforcée par le champ sur les caractéristiques de la gaine. 
En effet, il est intéressant de voir que la décharge reste stable, même lorsqu'un coefficient 
secondaire augmentant avec le champ lui est ajouté. On aurait pu imaginer que la décharge se 
fixerait à un point de fort champ (le coin extérieur de la cathode), voire un emballement 
divergent menant à l'arc. Mais ce n'est pas le cas, et cela laisse supposer que le chauffage du 
plasma doit être pris en compte pour mieux comprendre l'impact de l'émission secondaire 
renforcée. 
Un autre mécanisme qu'il faudra prendre ne compte dans cette géométrie est l'émission de 
point triple (l'interface diélectrique-métal-vide [Ber77]-[Mil95]-[Sch98]). En effet, le champ 
électrique est plus élevé autour de cette singularité, et cela peut se combiner avec un 
abaissement de la fonction de travail ou de l'affinité du diélectrique (suivant la nature de l'un et 















Dans ce dernier chapitre, on étudie l'adaptation du formalisme de 
l'émission Auger sur un diélectrique. La grande différence avec le métal 
étant dans la présence d'un bande interdite, on verra les modifications à 
apporter à la théorie que nous avons vue au chapitre III et qui fut adaptée 
par Hagstrum aux semi-conducteurs en 1961. C'est le MgO, du fait de son 
étude poussée dans le cadre des PDP, qui nous servira de cas de référence 
dans un domaine encore peu défriché. En retrouvant les résultats théoriques 
de Motoyama et Sato dans le cas d'un MgO avec deux bandes de défauts, 
nous allons pouvoir de mieux comprendre certains aspects de la théorie qui 
n'avaient pas posé de problème dans le cas d'un métal, comme l'étape de 
renormalisation de la distribution de l'électron excité. Après avoir vu qu'un 
champ électrique n'avait que peu d'importance sur l'émission secondaire 
dans le cas du MgO (en négligeant la courbure de bande), nous passerons 
alors au polyéthylène. En décrivant sa structure de bande de manière 
extrêmement simplifiée, et avec la plupart des paramètres de notre calcul 
étant ceux utilisés pour le MgO, nous verrons le rôle que jouent les pièges à 
électrons et à trou, qui deviennent de nouvelles sources d'électron 
neutralisant, ou de nouveaux états d'énergie finaux pour l'électron 
secondaire. Malgré cela, les valeurs du coefficient de neutralisation Auger 
restent très faibles pour Ar, Kr et Xe, quel que soit le peuplement des pièges. 
Nos résultats, comparés aux dernières mesures d'émission électronique dans 
les DBD dans l'air, ne s'opposeront donc pas à la conclusion que l'émission 
secondaire Auger est négligeable face à l'émission thermoïonique des 
électrons piégés en surface, et leur incidence sur une simulation de décharge 
partielle est totalement négligeable.
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A) CONSIDERATIONS GENERALES SUR LES DIELECTRIQUES ET LEUR 
EMISSION SECONDAIRE 
 
De manière générale, on peut séparer les solides en deux grandes catégories : les métaux 
d'une part et les semi-conducteurs et diélectriques d'autre part. La différence fondamentale se 
fait dans la distribution de leurs électrons : tandis que pour les métaux, la bande de valence et 
la bande de conduction se touchent ou se recouvrent, ce n'est pas le cas des deux autres dont les 
électrons sont uniquement des électrons de valence, séparés de la bande de conduction par une 
bande interdite (ou gap) qui leur est propre. Et c'est grossièrement la hauteur de cette bande 
interdite qui différencie les semi-conducteurs des diélectriques : elle est fine pour les semi-
conducteurs (1 eV en moyenne) et large pour les diélectriques (2 eV et au-delà, pour les 
diélectriques à large bande interdite). C'est pour cette raison que les diélectriques sont isolants, 
l'énergie à fournir aux électrons de valence pour les faire monter dans la bande de conduction 
étant trop élevée. 
Tout ceci n'est bien sûr qu'une vision extrêmement simplifiée des choses, mais nous n'avons 
pas pour but ici d'approfondir la question, tant le sujet est complexe, mais d'adapter les 
résultats que nous avons exposés aux chapitres III et IV. En effet, l'émission Auger par 
neutralisation (impact ionique) ou par désexcitation (métastable) a aussi été étudiée de façon 
poussée sur les semi-conducteurs, tant théoriquement qu'expérimentalement. C'est H.D. 
Hagstrum, encore lui, qui a structuré le formalisme théorique adaptant son développement de 
l'émission Auger sur les métaux [Hag54] aux semi-conducteurs [Hag61]. Et, de même que pour 
les métaux et l'article [Hag54], en ce qui concerne l'étude de l'émission secondaire des semi-
conducteurs, l'article [Hag61] reste encore aujourd'hui la référence théorique. A nouveau, nous 
ne discuterons pas de la validité de ses calculs, tout au plus quelques remarques sur quelques 
points flous, et allons construire notre travail à partir des résultats de [Hag61]. 
Dans le cadre de l'émission secondaire Auger, le matériau roi est sans conteste le MgO, du 
fait qu'il est à présent très utilisé dans les PDP (Plasma Display Panel) et donc intéresse la 
communauté plasma qui commence à concentrer ses efforts à l'étude théorique et 
expérimentale de son émission secondaire. Celle-ci commence à être bien comprise, tant 
théoriquement [YLL01], [MS06] qu'expérimentalement [MJW99]. 
Mais en dehors du MgO, et l'on pense bien sûr aux polymères, l'interaction d'un plasma avec 
un diélectrique reste encore obscur quant à de nombreux aspects. Notre intérêt, ici, provient 
d'un projet ANR jeune chercheur UltimatePD, porté par S. Pancheshnyi, et qui a pour objectif 
de mieux comprendre les décharges partielles dans les isolants, en prenant pour cas de départ le 
polyéthylène. 
Nous procèderons donc par étapes. Premièrement, l'étude de l'émission Auger du MgO 
(calquée sur les résultats de Motoyama et Sato [MS06], eux-mêmes calqués sur [Hag61]), pour 
laquelle la littérature est suffisamment large et représentera donc le cas standard, puis, à coup 
d'approximations parfois très lourdes, nous tenterons de calquer ces résultats sur les polymères 
en se concentrant sur le mieux connu et le plus répandu d'entre eux, le polyéthylène. Toute la 
difficulté, ici, va résider dans le fait qu'au-delà de l'étude d'une interface particule chargée-
diélectrique, on se situe aussi à l'interface entre plusieurs disciplines très pointues qui n'ont pas 
la même façon d'aborder le problème. 
Le but de cette démarche est, dans un premier temps, de bien comprendre la spécificité de 
l'émission Auger sur les diélectriques (en utilisant le MgO comme cas de référence), pour 
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ensuite porter notre étude sur des matériaux dont l'émission Auger n'a, à notre connaissance, 
jamais été étudiée. L'intérêt de cette étude est double : tout d'abord, il est question d'apporter 
une confirmation ou infirmation d'un processus concernant les Décharges à Barrière 
Diélectrique (DBD). En effet, les DBD à pression atmosphérique sont des décharges en courant 
alternatif, et il a été observé que lorsque la tension aux bornes de la décharge est nulle, le 
courant, lui, ne l'est pas. On est donc en présence d'un phénomène d'émission d'électrons sans 
champ électrique.  Pour expliquer ce phénomène, plusieurs mécanismes sont envisageables : 
l'émission secondaire par impact de métastable [MRD98], l'émission spontanée par excitation 
thermique d'électrons piégés à la surface [GMB02], mais aussi l'exoémission par 
recombinaison des paires électron-trou [Tol06]. Des résultats expérimentaux récents [AAC10], 
semblent par exemple privilégier l'hypothèse d'une émission spontanée par excitation 
thermique des électrons faiblement piégés, mais ne prennent pas en compte l'éventualité des 
autres mécanismes. Notre travail sur l'émission Auger depuis un diélectrique se situe dans la 
lignée de ces travaux qui vont nous permettre de vérifier indirectement si nos résultats sont 
valides. 
L'autre but de cette étude, plus spécifique, est l'amélioration de la description théorique et 
numérique des décharges partielles dans les isolants. En effet, ces décharges peuvent être vues 
comme des cas particuliers de DBD, le gaz (de l'air, a priori) des microcavités est à pression 
atmosphérique, on est donc dans des conditions très similaires à celles qui nous concernaient 
dans le cas de la MHCD. La différence fondamentale réside dans l'interface solide-gaz, puisque 
les décharges partielles ont lieu dans les isolants. Mais, à nouveau, la description des 
mécanismes d'émission à la paroi des diélectriques en est encore à ses premiers stades. Nous 
verrons l'impact de nos calculs d'émission Auger à la paroi du polyéthylène dans une 
simulation 1D des décharges partielles [PPL10]. 
 
B) THEORIE DE L'EMISSION SECONDAIRE ADAPTEE AUX DIELECTRIQUES 
(CAS DU MGO) 
 
Comme annoncé plus haut, nous allons d'abord étudier le cas "simple" de l'émission 
secondaire du MgO. Nous allons voir qu'à partir d'approximations assez simples, on se trouve 
dans un formalisme très proche de celui développé pour les métaux (chapitre III). Et une fois 
encore, on fait appel au formalisme développé par Hagstrum et nous utiliserons à nouveau ses 
notations. 
Le MgO, en tant que diélectrique, est relativement bien connu, du fait de sa structure 
cristalline contrôlable qui lui confère une structure de bande assez stable (on verra plus loin 
que c'est loin d'être le cas pur les polymères). Pour cette étude, on fixe les valeurs utiles, 
sachant qu'elles peuvent varier suivant les conditions (histoire de l'échantillon, température, 
etc...). On a donc une bande valence d'épaisseur v = 5eV, une bande interdite d'épaisseur g = 
6,8eV (à la surface, la bande interdite étant plus large à l'intérieur du matériau) et une affinité 
électronique (ou épaisseur de la bande de conduction)  = 0,85eV. Ces valeurs sont celles 
utilisées dans [MS06] dont l'on va suivre la construction mathématique (adaptée de [Hag61]). 
Comme pour tout solide, des défauts structurels sont présents. Dans le cas du MgO, deux 
d'entre eux, suffisamment réguliers, retiennent notre attention et vont jouer un rôle important 
dans l'émission secondaire : les centres F (un ion oxygène manquant et deux électrons) et F
+
 
(un ion oxygène manquant et un électron) dont les densités varient suivant les conditions de 
dépôt de la couche de MgO. Ces défauts sont importants en ce que leurs niveaux d'énergie se 
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situent dans la bande interdite. En énergies exprimées depuis le niveau du vide, les sommets de 
leur bande sont à f = 3,8eV et f+ = 5,3eV. Leur largeur de bande, que l'on note W, est 
supposée être de 0,3eV. On représente la structure de bande du MgO en fig. 5.1. 
En valeurs normalisées, si la densité totale d'électrons dans le matériau est 1, alors la densité 
d'état dans la bande F est nF = 0,0045, celle de la bande F+ est nF+ = 0,1 et celle de la bande de 








Connaissant la structure de bande de l'oxyde de magnésium, on peut à présent en étudier 
l'émission Auger. 
 
1) Aucun défaut dans le gap 




Le phénomène de neutralisation Auger à la surface d'un diélectrique est directement adapté de 
la théorie développée par Hagstrum pour les semi-conducteurs [Hag61]. Ayant à l'esprit cette 
théorie pour les métaux, on va se pencher sur les différences apparaissant avec le changement 
de matériau. En fig. 5.2, on peut voir le schéma de principe de la neutralisation Auger à la 




fig. 5.2 : Principe de la neutralisation Auger sur un diélectrique (ou un semiconducteur). 
 
De prime abord, on constate que la seule différence visible est la présence du gap. En dehors 
de ça, on a toujours un premier électron (de la bande de valence) qui sort neutraliser l'ion, 
transfert son énergie à un second électron (toujours dans la bande de valence) qui, s'il est 
suffisamment énergétique, aura une certaine probabilité de sortie. 
Dans le principe, rien ne différencie la neutralisation Auger à la surface d'un métal ou d'un 
diélectrique. Mathématiquement, le coefficient d'émission secondaire N s'écrit toujours comme 
l'intégrale du produit de la fonction de distribution de l'électron excité dans le matériau avec la 
probabilité de sortie (équation (3.1)). 
Une première différence se trouve dans la probabilité de sortie Pe(k).  Les équations (3.9) et 
(3.10) nous en donnent l'expression pour un métal, mais, pour un semi-conducteur ou un 
diélectrique, cette probabilité va être différente. En effet, de par la structure plus anisotropique 
d'un diélectrique, la probabilité angulaire d'émission de l'électron excité à l'intérieur du 
matériau va être plus ou moins collimatée, et sa probabilité de sortie sera donc plus ou moins 
élevée. Ceci va surtout dépendre de l'orientation de la structure, mais nous n'irons pas aussi loin 
dans le détail, pour la simple raison qu'il est difficile de généraliser les propriétés d'une surface 
de polyéthylène, comme on le verra. Afin de rendre compte de l'anisotropie de cette émission, 





















où dans le cas d'un diélectrique, 0 = v + g +  , et  et  sont des constantes traduisant 
l'anisotropie de l'émission de l'électron. D'après les résultats de l'émission secondaire d'une 
surface de Ge bombardée par des ions He+, Hagstrum détermina que  = 0,248 et  = 1. 
Suivant la construction de [MS06], nous utiliserons aussi ces valeurs. A titre de comparaison, 
les deux probabilités de sortie (3.10) et (5.1) pour un même 0 sont tracées en fig. 5.3. 
 
 
fig. 5.3 : Probabilités de sortie Pe utilisées pour un métal (équations (3.9) et (3.10), courbe 
noire) et pour un diélectrique (équation (5.1), courbe rouge). 
 
On voit déjà, d'après la fig. 5.3, que la probabilité de sortie estimée pour un diélectrique est 
bien plus importante que celle d'un métal. En effet, la différence absolue est quasiment de 0,2 
pour les valeurs de k proches de , et se stabilise ensuite à 0,1 pour les énergies plus élevées. 
Sachant que la limite supérieure de Pe est 1/2, cette différence est loin d'être négligeable. 
L'autre différence fondamentale est bien sûr la présence de la bande interdite, dans laquelle 
l'électron excité ne peut pas être. Cela va donc changer la limite de définition de sa distribution 
Ni (k) dont on a vu qu'elle était nulle pour tout k < f puisque la bande de conduction est 
pleine. Dans le cas d'un diélectrique (ou d'un semi-conducteur), l'électron excité ne peut pas 
avoir une énergie inférieure à v (la bande de valence est pleine), mais elle ne peut pas non plus 
être comprise entre v et v + g (on 3.12 toujours l'énergie de l'électron k en prenant le zéro des 













0  (5.2) 
où c = v + g est la limite inférieure de la bande de conduction, ou la limite supérieure de la 
bande interdite. Les deux probabilités Pt et Pk ont des définitions identiques (se reporter au 
chapitre III). 
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Le coefficient d'émission est le fruit d'une intégration sur l'ensemble des énergies accessibles 
à l'électron secondaire, mais aussi une intégration sur la distance de l'ion à la surface. Or, nous 
avons vu que cette intégration nécessitait la connaissance du taux de transition de la 
neutralisation Rt(s,v0), ainsi que du potentiel effectif d'ionisation en fonction de la distance 
Ei'(s). Or ces valeurs sont difficiles à déterminer, et nous n'avons pu les trouver dans la 
littérature concernant le MgO. Nous procédons donc à une première approximation, qui est de 
considérer que l'ensemble des neutralisations se fait à la distance de probabilité maximale 
d'interaction, changeant donc Pt en une fonction de Dirac (s-sm). L'intégration suivant s 
disparaît, et le seul paramètre à déterminer reste Ei'(sm). Cette valeur est accessible relativement 
facilement, puisqu'elle provient de l'énergie maximale de la distribution N0 des électrons 
secondaires émis par la surface. En effet, cette énergie est atteinte si les deux électrons dans le 
matériau sont pris au sommet de la bande de valence, et on a alors : 
).(2)(' 0max vmik sEE    (5.3) 
Connaissant l'énergie maximale de la distribution électronique secondaire et la structure de 
bande du matériau, on a donc le potentiel d'ionisation effectif. Pour sm, qui comme on l'a vu en 
équation (3.5) dépend des constantes des coefficients du taux de transition et de la vitesse de 
l'ion, on fait la même approximation que Lyashenko et al. dans leur article [LBC09] sur l'étude 
de l'émission secondaire de photocathodes, à savoir que sm peut être vu comme la moyenne 
entre le diamètre di de l'ion arrivant et de la distance de plus proche voisin du matériau ann 







  (5.4) 
Pour cette étude, on reprendra les valeurs de Ei'(sm) utilisées dans [MS06] pour chaque gaz 
noble, que l'on rappelle dans le tableau (5.1), ainsi que les valeurs correspondantes de sm 
(calculées en prenant ann = 2 Å pour le MgO, cette valeur représentant une moyenne des 
valeurs proposées par [Tos80] pour différentes configurations, et les diamètres théoriques des 
atomes de chaque gaz noble [CRR67]). 
 
Tableau 5.1 
Liste des valeurs utilisées pour le potentiel effectif d'ionisation Ei'(sm) et pour la distance de 
probabilité maximale d'interaction. 
Ion Ei'(sm) (eV) sm (Å) 
He
+ 23,27 1,3 
Ne
+ 20,36 1,38 
Ar
+ 14,8 1,71 
Kr
+ 14,0 1,88 
Xe
+ 11,33 2,08 
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D'après ce que nous avons vu, les valeurs de sm que nous allons utiliser semblent très faibles, 
comparées à celle que nous avions pour le tungstène (de l'ordre de 3 Å), et cela provient du fait 
que l'hypothèse de Lyashenko est prévue pour des molécules dont le diamètre est mieux défini. 
Ne disposant pas du taux de transition des mécanismes Auger sur le MgO, nous nous 
contenterons donc de cette approximation. Il est clair, de plus, qu'à de telles distances l'énergie 
effective d'ionisation sera bien différente des valeurs du tableau 5.1, mais à nouveau, ne 
disposant pas de meilleures estimations, nous nous en contenterons. Une justification a 
posteriori est que sm n'intervient que dans le calcul de l'impact d'un champ électrique sur 
l'émission secondaire, et que cet impact est très réduit, d'après nos hypothèses. 
L'inconvénient de cette simplification spatiale est la disparition complète de la dépendance 
avec v0, la vitesse de l'ion, qui intervient dans la définition de sm. Implicitement, on considère 
alors que l'énergie cinétique de l'ion arrivant est faible, (d'après [PPU03], par exemple, on peut 
raisonnablement considérer que l'énergie des ions arrivant est inférieure à 100 eV) car il est 
manifeste que l'émission cinétique commence à jouer un rôle important dès la centaine 
d'électronvolts, comme l'ont mesuré Moon et al. [MLW99]. Il est remarquable, dans ces 
résultats, que l'émission cinétique commence très tôt, contrairement à l'émission cinétique d'un 
métal, généralement prise en compte à partir du keV. 
Ceci acquis, nous disposons de presque tous les éléments nécessaires au calcul du coefficient 
d'émission secondaire N sur le MgO. Il ne nous reste qu'une dernière approximation assez 
lourde à effectuer : la distribution électronique dans la bande de valence. En effet, son étude et 
son intégration dans le calcul de N représentent une partie conséquente de [Hag61], 
puisqu'initialement, les premières applications de l'émission Auger étaient justement l'étude de 
la distribution des électrons secondaires qui permettait de remonter à la distribution 
électronique de la bande de valence à la surface du matériau. Un exemple de calcul très 
complet peut être vu dans l'article [CKA07] où un calcul de densité d'états est effectué ab initio 
pour différentes structures du MgO et de défauts standards, puis incorporé dans le calcul de 
l'émission secondaire. 
Notre intérêt ici n'est pas de pousser la précision aussi loin. La question de l'angle de la 
trajectoire de l'ion va aussi avoir une importance, puisque dans le cas des diélectriques, même 
pour le MgO cristallin, la forte anisotropie de la structure du matériau peut mener à des 
résultats très influencés par l'angle.   
Mais nous suivrons à nouveau les choix de simplification de [MS06] et considérons donc une 
distribution uniforme des électrons dans la bande de valence, pour un impact ionique en 
incidence normale. Etant donné que la distribution Ni de l'électron excité à l'intérieur du 
diélectrique est normalisée à l'unité (un électron et un seul excité pour un ion neutralisé à 
chaque fois), la valeur de la densité d'état de la bande de valence n'a pour l'instant pas d'intérêt. 
Nous y reviendrons plus loin. 
En rassemblant tous ces éléments, on peut donc calculer l'émission secondaire par impact 
ionique sur une surface de MgO. Afin de bien voir la différence, le même calcul est effectué 
avec les mêmes approximations pour un métal dont l'énergie de Fermi est égale à v et la 
fonction de travail égale à g + . Les résultats sont listés dans le tableau 5.2. 
La première remarque est l'absence d'émission secondaire pour les trois derniers gaz nobles. 
Cela tient au simple fait que leur énergie effective d'ionisation est trop faible en comparaison 
de l'énergie à fournir même à un électron au sommet de la bande de valence pour le faire sortir. 
Ensuite, on constate une grande différence de valeurs pour l'hélium et le néon entre le MgO et 
le métal "équivalent". Cette différence se base strictement sur la probabilité de sortie bien plus 
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élevée pour le MgO (qui représente d'ailleurs la majorité de l'écart) et la présence de la bande 
interdite. En effet, bien qu'intuitivement on pourrait penser que la bande interdite diminue la 
fraction d'électron émis, en réalité il n'en est rien, du fait de la normalisation de Ni à l'unité. Si 
une partie de Ni est coupée par la bande interdite, la partie restante est augmentée par la 
normalisation, et donc, comparativement au métal, la distribution de l'électron à l'intérieur du 
matériau est plus élevée pour la partie supérieur à 0, susceptible de s'échapper. 
 
Tableau 5.2 
Valeurs du coefficient d'émission secondaire par impact ionique calculé pour MgO et pour 
un métal artificiel dont F = 5eV et  = 7,65eV. 
Ion N  




+ 0,329 0,142 
Ne
+ 0,257 0,047 
Ar
+ 0 0 
Kr
+ 0 0 
Xe
+ 0 0 
 
On souligne le côté de strict de ces deux différences de calcul, car si on les incorpore dans le 
cas du métal, lui ajoutant une bande interdite et la probabilité de sortie de l'équation (5.1), on 
retrouve les mêmes résultats. 
 
Désexcitation Auger 
La désexcitation Auger à la surface du MgO se passe exactement comme dans le cas du métal 
(voir le chapitre III), en tenant compte des mêmes changements que ceux exposés dans la 
section précédente (probabilité de sortie modifiée éq. (5.1) et coupure de la distribution 
électronique due à la bande interdite éq. (5.2)). Le tableau 5.3 contient les valeurs du niveau 
d'énergie effectif Ex'(sm) du métastable de chaque gaz noble pris à partir du fondamental. 
On dispose donc de tous les éléments nécessaires au calcul. Les résultats sont dans le tableau 









Valeurs utilisées pour le niveau d'énergie effectif du métastable des cinq gaz nobles (de [MS06]). 













Calculs de D pour le MgO (colonne centrale) comparée au même coefficient calculé pour un métal 
artificiel dont F = 5eV et  = 7,65eV. 
Métastable D (MgO) D (métal) 
He
* 0,406 0,306 
Ne
* 0,382 0,261 
Ar
* 0,276 0,099 
Kr
* 0,226 0,04 
Xe
* 0,112 0,0042 
 
A nouveau, l'émission depuis le MgO est bien plus élevée que dans le cas du métal. La 
différence de probabilité d'émission est encore le facteur dominant qui explique cette grande 
différence, mais ici la présence du gap joue un rôle important en ce que la renormalisation 
permet d'obtenir une plus grande fraction de la distribution Ni au-dessus de 0. Ceci est visible 
en particulier pour les éléments les plus lourds dont les niveaux métastables sont les plus bas 
en énergie, mais qui ont pourtant un D du même ordre de grandeur que ceux de He et Ne dans 
le cas du MgO. 
 
Processus résonants et éjection multi-étape 
On a vu dans le chapitre III que les deux processus résonants (neutralisation pour l'ion et 
ionisation pour le métastable) permettaient de combiner les deux processus Auger. Mais pour 
que cette interaction résonante ait lieu, il a été montré que le niveau d'énergie du métastable 
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devait être aligné soit avec un niveau dans le matériau occupé par un (des) électron(s) dans le 
cas de la neutralisation, ou avec un niveau capable d'en accepter dans le cas de l'ionisation. 
Or, si l'on regarde les cinq niveaux énergétiques définis à partir du tableau 5.1 et du tableau 
5.3, les niveaux métastables de chaque gaz noble se trouvent en face de la bande interdite. Or 
celle-ci ne peut pas recevoir d'électron (ionisation résonante du métastable interdite) ni 
évidemment en émettre (neutralisation résonante de l'ion interdite). 
On se trouve donc dans un cas où les processus résonants ne peuvent avoir lieu, et donc 
l'éjection multi-étape est impossible. 
L'unique cas à prendre en compte, pour les gaz nobles, est celui du xénon, dont le niveau 
fondamentale se situe en face de la bande de valence. En l'absence d'autres processus possibles, 
comme c'est le cas ici, on peut considérer que l'ion Xe
+
 sera neutralisé par résonance pour 
devenir Xe dans son état fondamental, donc sans création d'électron secondaire ni de 
métastable qui permettrait une éjection multi-étape. 
 
2) Défauts dans le gap 
Nous nous tournons à présent vers le cas où la surface de l'oxyde de magnésium présente des 
défauts. Ces défauts se traduisent dans la structure de bandes par la présence, dans la bande 
interdite, de bandes supplémentaires, comme on l'a vu plus haut. On les nommera 
indifféremment bandes F et F
+
, ou défauts F et F
+
. Nous allons voir que c'est défauts changent 
les processus Auger et résonants de manière à ce que ceux qui étaient impossibles dans le cas 
sans défaut deviennent possibles en leur présence. 
 
Neutralisation Auger et problème de normalisation 
Le principe de la neutralisation Auger est maintenu, à savoir un électron qui va neutraliser 
l'ion et un autre qui va recevoir l'énergie perdue par le premier. Mais à présent, la distribution 
électronique à l'intérieur du métal est différente. En effet, les électrons des deux niveaux de 
défaut peuvent prendre part à l'interaction, ce qui signifie que le coefficient d'émission 
secondaire des trois derniers gaz nobles, dont les potentiels effectifs d'ionisation Ei'(sm) sont 
plus faibles, va à présent être différent de zéro, puisque des électrons suffisamment 
énergétiques dans le matériau vont pouvoir sortir. 
Il y a trois bandes électroniques : la bande de valence, que l'on nommera V, la bande F
+
 et la 
bande F. Deux électrons entrent dans le processus, donc il y a six possibilités de les choisir. La 




Fig. 5.4 : Schéma de la neutralisation Auger sur une surface de MgO avec les défauts F et F+ dans la 
bande interdite. A gauche, chaque colonne représente un couple d'électrons pouvant prendre part à 
l'émission secondaire. 
 
En soit, cette nouvelle configuration électronique n'apporte pas de changement conceptuel. 
Par contre, elle fait apparaître la limite de deux hypothèses : le fait que l'ion est neutralisé à 
coup sûr sur l'ensemble de son trajet jusqu'à la surface (∫0
∞
Pt(s)ds = 1) et la normalisation à un 
de la distribution énergétique de l'électron secondaire dans le matériau (∫0
∞
Ni(k)dk = 1). Dans 
le cas du métal, nous n'avons pas porté plus d'attention que nécessaire à ces deux hypothèses, 
puisqu'aucun cas ne pouvait venir les mettre en défaut, du fait de la densité d'états continue 
dans la bande de conduction (de 0 à F), et de la densité d'états finaux continue (de F à +∞) 
directement en contact avec la bande de conduction. 
Dans le cas du MgO avec défauts, on ne peut plus appliquer strictement les mêmes règles, du 
fait de la présence de la bande interdite et de la finesse de bande des défauts. Procédons par 
l'absurde, en structurant le calcul de N sur le MgO avec défauts de la même manière que pour 




























) constante dans chacune des trois bandes. A 
partir de cette distribution, on peut calculer la transformée d'Auger T donnée en équation 3.8, 


























en prenant garde ici au fait que Nc() s'annule pour v < < F+ -W et F+ < < F -W. On 
rappelle que dans cette expression,  n'a pas réellement le sens d'une énergie, mais représente la 
moyenne des énergies des deux électrons, quand  représente l'écart de ces deux énergies à la 
moyenne. 
Le développement est quelque peu fastidieux du fait des zones d'annulation, et on ne le 
montrera pas ici dans son intégralité. Le point important qui apparaît en effectuant ce calcul est 
la prise en compte de facto des six possibilités de choisir deux électrons que l'on a vues plus 
haut. En effet, si l'on considère que les deux électrons sont dans la bande de valence, on est 
dans le cas 0 < < F/2, le premier dans la définition de T. Pour tous les  inférieures à v/2, 
l'intégrand est toujours défini et non nul, T() = nv
2
.. Mais pour des énergies comprises entre 
v/2 et v, la fonction Nc(+) s'annule pour les  supérieurs à v-, coupant donc l'intégrale à 
cette valeur. Donc T() = nv
2
.(v-. On a alors la partie de la transformée d'Auger pour les deux 














c'est-à-dire la forme triangulaire que l'on a vu dans le chapitre III en fig. 3.4, la transformée 
d'Auger correspondant à une densité d'états constante. 
On reproduit le même calcul pour les cinq possibilités restantes, par exemple le cas d'un 
électron dans la bande F et l'autre dans la bande F+. Il faut donc, pour être dans l'ensemble où 
Nc est non nulle, que - soit compris entre F+-W et F+ et que + soit compris entre F-W et 
F.  ne peut donc être compris qu'entre (F+ + F -2W)/2 et (F+ + F)/2. On est donc dans le 



































où l'on retrouve à nouveau la forme triangulaire, ici avec une pente double de la précédente. 
En réitérant ce calcul pour chaque cas, on retombe systématiquement sur ce cas de figure 
(exceptés les cas vF
+
 et vF, où le sommet du triangle est tronqué du fait de la grande différence 
de largeur entre la bande de valence et les bandes de défaut). En sommant chacun de ces 
éléments, on obtient la transformée d'Auger totale, représentée en fig. 5.5. 
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Fig. 5.5 : Forme de la transformée d'Auger T() pour la densité électronique initiale Nc() donnée en 
éq. (5.5). En haut, en échelle linéaire, où seule la composante vv est véritablement visible. En bas, en 
échelle logarithmique avec chaque composante tracée dans une couleur spécifique. Les unités en 
ordonnées sont arbitraires. 
 
Comme on l'a vu au précédent chapitre, c'est la forme de la transformée d'Auger (donnée par 
la forme de la densité d'états dans le matériau) qui va donner majoritairement sa forme à Ni, la 
distribution de l'électron excité à l'intérieur du matériau, et donc à N0, la distribution 
énergétique de l'électron secondaire. On voit, et c'est évident de par les grandes différences de 
densités électroniques entre les bandes, que la majorité de la transformée d'Auger provient du 
cas vv où les deux électrons sont dans la bande de valence. 
Or, d'après l'équation 3.6 qui définit la probabilité Pk(k,s) intervenant dans la définition de 
Ni, la variable intervenant dans la transformée d'Auger est (0+k-Ei'(s))/2. Comme dans le cas 
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du MgO on néglige la dépendance spatiale, Ei'(s) est remplacé par Ei'(sm). Le numérateur de la 












  (5.9) 
où N(k) est la densité d'états finaux (autrement dit la distribution énergétique accessible dans 
la bande de conduction), prise pour être proportionnelle à la densité d'états électroniques dans 
le vide ckkN  )( . On rappelle que le dénominateur de Ni est bien entendu sa 
normalisation, à savoir l'intégrale sur les énergies de l'équation 5.9, et l'on va voir que cette 
hypothèse ne tient plus ici. En effet, on trace le numérateur de Ni (Ni non normalisée) pour 
chaque ion des cinq gaz nobles en fig. 5.6. 
 
 
Fig. 5.6 : Ni(k) non normalisée de l'électron excité dans le matériau pour les cinq ions des gaz 
nobles. Par définition, ces distributions sont coupées pour les énergies inférieures au niveau du bas de 
la bande de conduction c (car on est dans le gap) et 0 représente le niveau du vide. L'échelle 
logarithmique des ordonnées est en unités arbitraires. 
 
Mise à part la racine carrée dans N(k), on retrouve globalement la forme que nous avons vue 
en fig. 5.5. C'est ici qu'intervient la normalisation de Ni. Si cette normalisation est naturelle 
pour l'hélium et le néon, où l'on voit que la majeure partie de la distribution Ni leur 
correspondant est au-dessus de la coupure en c, il n'en est pas de même pour les trois autres 
ions. Prenant le cas extrême du xénon. On voit que seule les composantes FF
+
 et FF (ainsi 
152 




) ont suffisamment d'énergie pour être au-dessus de 
la coupure en c. Sans renormalisation, on voit bien que l'aire sous sa distribution est bien plus 
petite que celle sous les distributions d'He ou de Ne. 
Or, si l'on procède à la renormalisation comme dans le cas des métaux (donc redimensionner 
Ni pour que son intégrale soit égale à un), on se retrouve dans un cas où, après multiplication 
par la probabilité de sortie, le coefficient d'émission secondaire du xénon est de l'ordre de ceux 
de l'hélium ou du néon, ce qui est bien entendu rigoureusement impossible comme cela a été 
vérifié expérimentalement (et comme on peut le voir par simple comparaison des potentiels 
d'ionisation). Car cela revient, en d'autres termes, à accorder un poids statistique comparable 
entre le cas où les deux électrons sont dans les bandes F et/ou F
+
 (cœur de la distribution Ni à 
l'impact de Xe
+
) et le cas où les deux électrons sont dans la bande de valence (cœur de la 
distribution Ni à l'impact de He
+
, par exemple). 
Il faut donc procéder autrement, pour tenir compte des densités différentes entre les bandes. 
C'est là que l'hypothèse de neutralisation à coup sûr de l'ion va tomber. Car pour prendre en 
compte les différents poids statistiques, on considère tout simplement chaque combinaison 
d'électron (vv, vF, vF
+
, etc...) comme une neutralisation Auger à part entière de coefficient 12 
(1 et 2 représentant les deux bandes dans lesquelles sont choisis les deux électrons), où l'ion est 
neutralisé à coup sûr et où le nombre d'électron émis suite à cette neutralisation est normalisé à 
un. Puis, on affecte à chacune de ces neutralisations une probabilité, correspondant simplement 
au rapport des densités des bandes dans lesquelles sont choisis les deux électrons sur la densité 
totale. En d'autres termes, la probabilité de tirer un électron dans une bande de densité n1 sur 
une densité électronique totale Nt , multipliée par la probabilité de tirer un électron dans une 
bande de densité n2 sur une densité électronique totale Nt. Le coefficient d'émission secondaire 
total N, dans notre cas du MgO avec deux bandes de défauts F et F
+















avec les densités d'état nv , nF+ et nF normalisées à la densité électronique totale définies en 
début de chapitre. On remarque au passage que pour ce calcul, Motoyama et Sato, dans 








F. Or il n'y a pas de raison apparente de 
considérer que les deux électrons intervenant dans le processus Auger sont différenciables, 
puisque par exemple, dans le cas vF, on peut très avoir l'électron de valence qui neutralise l'ion 
et l'électron de F qui est éjecté, ou bien l'électron F qui neutralise l'ion et l'électron de valence 
qui récupère son énergie pour sortir. C'est d'ailleurs toute l'astuce du changement de variable de 
la transformée d'Auger, qui considère uniquement la moyenne des énergies des deux électrons 
et l'écart de ces énergies à cette moyenne. Aucun des deux électrons n'a un rôle différent de 
l'autre. Quoiqu'il en soit, en considérant comme nous le faisons une indiscernabilité des deux 
électrons, l'écart relatif entre nos résultats et ceux de [MS06] reste relativement faible, donc 
nous ne reviendrons pas sur cette différence. 
Pour en revenir à la séparation des combinaisons d'électrons, il est des cas pour lesquels cette 
séparation induit la non conservation de l'hypothèse de neutralisation de l'ion à coup sûr le long 
de son approche de la paroi. En effet, par définition la somme des densités normalisées de 








 + 2nvnF+ + 
2nvnF + 2nF+nF  = 1. Le dernier terme correspond bien sûr à la somme des probabilités d'avoir 
une émission secondaire dans une combinaison électronique ou une autre. Cette somme vaut 1, 
donc l'ion, quoi qu'il arrive, est neutralisé. Mais ceci n'est plus vrai quand le potentiel 
d'ionisation effectif de l'ion est trop faible pour que toutes les combinaisons soient possibles. 
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Si l'on reprend le cas du xénon, on a vu que la combinaison vv (les deux électrons dans la 
bande de valence) lui était interdite, puisque la fraction de Ni correspondante est sous la limite 
c. Donc, pour le xénon, vv = 0, de même que vF, vF+ et F+F+. Mais il existe une différence de 
nature cruciale entre ces quatre termes : les trois premiers (vv, vF et vF
+
) sont nuls car interdits 





) est nul parce que la distribution Ni qui en découle se situe sous la limite 0 et 
ne peut donc pas sortir du matériau. Et cette différence cruciale réside dans la neutralisation de 




, l'électron excité, bien que ne pouvant s'échapper de la surface, existe et 
l'ion a donc été neutralisé. Dans les trois autres cas, l'électron excité ne peut exister, puisque 
l'intégralité de sa distribution se situerait dans la bande interdite. L'ion n'a donc pas été 
neutralisé, faute d'un vecteur d'évacuation possible de l'énergie perdue par l'électron le 





 + 2nF+nF < 1. On ne peut donc plus considérer que l'ion est neutralisé 
à coup sûr, et il faudra alors considérer d'autres phénomènes possibles, comme la neutralisation 
résonante, dans le cas du xénon, ou simplement une réflexion de l'ion. 
Nous disposons donc, pour le mécanisme de neutralisation Auger sur la surface de MgO avec 
défauts, de tous les éléments nécessaires à son calcul. Les résultats sont exposés dans le tableau 
5.5, comparé avec les fourchettes de valeurs expérimentales collectées dans [MS06]. 
 
Tableau 5.5 
Valeurs théoriques (th.) de N pour le MgO sans défauts (2
e
 colonne, reprise du tableau 5.2), pour le 
MgO avec défauts (3
e
 colonne, calcul effectué par Eismann), comparées aux résultats théoriques de 
[MS06] (4
e
 colonne) ainsi qu'aux valeurs extrêmes des mesures expérimentales (exp.) par faisceau 
d'ions répertoriées dans [MS06] (5
e
 colonne). La dernière colonne liste les références des valeurs 
expérimentales. 
Ion N (th.)(sans défaut) N (th.)(thèse) N (th.)[MS06] N (exp.) Références 
He
+ 0,329 0,3437 0,349 0,14 - 0,35 [LOK03, MLW99] 
Ne
+ 0,257 0,2813 0,287 0,06 - 0,5 [MLW99, Cho77] 
Ar
+ 0 0,0517 0,0484 0,009 - 0,06 [Cho77, LOK03] 
Kr
+ 0 0,0463 0,0371 < 0,015 [MLW99] 
Xe
+ 0 0,0024 0,00292 < 0,007 - 0,04 [MLW99, LOK03] 
 
On constate plusieurs choses, à partir de ce tableau : tout d'abord, comme on pouvait s'y 
attendre, l'émission secondaire de l'hélium et du néon ne varient que faiblement avec la 
présence des défauts. Ceci tient à leur faible densité électronique, et donc de la faible source 
d'électrons secondaires qu'ils représentent, comparés à la bande de valence. Ensuite, la 
présence de ces défauts permet aux trois autres gaz noble de générer de l'émission secondaire, 
ce qui leur était théoriquement impossible avec un gap vierge de toute bande de défaut. Et 
enfin, on voit que ces calculs théoriques sont tous (sauf le krypton, pour lequel les mesures 
expérimentales sont en nombre moindre) dans la fourchette des valeurs mesurées 
expérimentalement. Bien entendu, les résultats expérimentaux demanderont encore des 
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vérifications et des mesures plus précises, afin d'aboutir à une convergence en termes de 
conditions de réalisation, et donc de pouvoir y comparer proprement les résultats théoriques. 
Mais on peut déjà dire que les résultats mathématiques sont aux bons ordres de grandeur, et 
leur décroissance respectent la tendance du potentiel d'ionisation effectif décroissant de 
l'hélium au xénon. 
Par rapport aux résultats calculés ici, on voit l'écart avec les résultats de Motoyama et Sato. 
Cet écart est très faible pour He et Ne, de l'ordre de 10% pour Xe et d'une vingtaine de 
pourcents pour Ar et Kr. Ceci s'explique par le fait que la majorité de l'émission secondaire 
d'He et de Ne se fait pour un couple d'électrons vv, pour lequel nos méthodes sont identiques, 
tandis que pour Ar et Kr, dont l'émission secondaire est constituée en majorité de couples vF et 
vF
+
, la différence entre nos méthodes de calcul sont plus visibles. Mais nous sommes bien en 
peine de pouvoir expliquer d'où provient cette différence, ni le choix de Motoyama et Sato de 
discerner les deux électrons impliqués dans le mécanisme quand ils sont dans deux bandes 
différentes. D'autant qu'un article plus ancien [YLL01], sur lequel s'appuie [MS06], traite du 
même problème en ne supposant qu'un seul niveau de défaut, mais ne discerne pas l'électron de 
valence de l'électron de défaut. 
En ce qui concerne les résultats expérimentaux, nous faisons le choix de ne sélectionner que 
ceux issus d'expériences à faisceau d'ions. En effet, les coefficients secondaires estimés à partir 
d'une tension de claquage sont le résultat d'une démarche visant à les isoler parmi un éventail 
de mécanismes qui peut être très large et qui conduit généralement à un résultat décrivant 
l'émission secondaire effective eff, et non pas l'émission secondaire Auger N seule (se reporter 
à [PP99], pour mieux apprécier l'intrication des différents mécanismes d'émission de la paroi 
vue depuis la décharge).  
En revenant aux résultats, on voit donc que l'existence de défauts dans la structure de bandes 
peut conduire, pour des matériaux à grande bande interdite comparée au potentiel d'ionisation 
de l'ion arrivant, à une émission secondaire non nulle, voire non négligeable. Cela entraîne par 
ailleurs une neutralisation de l'ion, qui auparavant ne pouvait pas avoir lieu. 
 
Désexcitation Auger 
La présence de défauts va de la même manière modifier le coefficient d'émission secondaire 
par désexcitation Auger d'un métastable. Nous ne reviendrons pas ici sur les problèmes de 
normalisation, puisque dans le cas présent, ils n'apparaissent pas. 
La différence avec la neutralisation Auger est simplement qu'au lieu de choisir un couple 
d'électrons dans le matériau, on ne choisit qu'un seul électron (l'autre étant fourni, on l'a déjà 
vu, par le niveau excité du métastable). L'expression du coefficient d'émission secondaire D 
est donc bien plus simple : 
DFFDFFDvvD
nnn  ...    (5.11) 
où chaque Di représente la désexcitation Auger du métastable avec un électron du matériau 
dans la bande i. On remarquera que dans ce cas, la question de l'indiscernabilité des électrons 
ne se pose pas, nos résultats sont alors identiques à ceux de Motoyama et Sato. Ils sont 






Valeurs de D pour le MgO sans défauts (colonne centrale) comparée au même coefficient calculé 
pour le cas du MgO avec défauts (dernière colonne). 
Métastable D (MgO sans défaut) D (MgO avec défauts) 
He
* 0,406 0,412 
Ne
* 0,382 0,389 
Ar
* 0,276 0,292 
Kr
* 0,226 0,245 
Xe
* 0,112 0,140 
 
On constate que la présence de défauts ne modifie que faiblement le coefficient d'émission 
secondaire par désexcitation Auger D. De par les conclusions concernant la neutralisation 
Auger, et en particulier le peu de variations de N pour He et Ne, ce constat était prévisible. En 
effet, on a vu que l'émission due aux électrons de valence était largement prépondérante, du 
simple fait de la densité électronique bien supérieure dans cette bande. Or l'émission par 
désexcitation Auger est accessible pour les cinq gaz nobles même sans défaut. Leur émission 
secondaire est donc gouvernée par les électrons de valence, et la présence de bandes de défauts 
à faible densité électronique ne peut que faiblement la modifier. 
 
Ejection multi-étape 
Nous avons vu plus haut que sans défaut, seul le xénon, dont le niveau fondamental se situe à 
-11,33eV sous le niveau du vide, est face à une bande occupée du MgO, dont la bande de 
valence descend jusqu'à -12,65eV sous le vide. 
A présent, dans le cas du MgO avec défauts de structure, nous avons deux bandes comprises 
entre -3,8 et -4,1eV, et -5,3 et -5,6eV respectivement. Pour que la neutralisation résonante de 
l'ion à son niveau métastable ait lieu, il faut que ce niveau soit face à une bande occupée. Le 
niveau métastable de l'ion, si l'on considère que la neutralisation résonante a lieu à la même 
distance sm que les processus Auger, est à -(Ei'(sm)-Ex'(sm)). Pour les cinq gaz nobles, dont les 
niveaux d'ionisation et d'excitation sont donnés dans les tableaux 5.1 et 5.3, leurs niveaux 
métastables se situent (à nouveau par rapport au vide) de l'hélium au xénon, à -3,46 eV, -3,75 
eV, -3,25 eV, -4,09eV et -3,02 eV. 
On constate que seul le krypton a son niveau métastable aligné avec la bande F, 
contrairement aux quatre autres qui se trouvent face à la bande interdite, donc sans possibilité 
de neutralisation ou d'ionisation résonantes. Par ailleurs, Motoyama et Sato se sont trompés 
dans [MS06], en affirmant que c'était le néon qui seul pouvait être neutralisé par résonance. 
Formellement, son niveau métastable se trouve légèrement au-dessus du haut de la bande F. 
Mais cette erreur n'est que de peu d'importance, du fait des approximations faites sur la 
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structure de bandes du MgO, et la possibilité du décalage en distance des différents processus 
avec la vitesse de l'ion. 
Considérons alors seulement le cas du krypton. On a vu que pour l'éjection multi-étape 
(neutralisation résonante suivie d'une désexcitation Auger), on pouvait écrire : 
DNNNi ff  )1(.   (5.12) 
avec fN la fraction d'ion ne subissant pas de neutralisation résonante. On a vu que la 
détermination de cette fraction était relativement compliquée, et qu'en général fN était un 
paramètre d'ajustement par rapport à la distribution d'électrons secondaires mesurée 
expérimentalement. 
Ici, Motoyama et Sato proposent sans plus de justification que la fraction d'ions effectivement 




)1(   (5.13) 
nF étant la densité normalisée à l'intérieur de la bande F, et l'expression 5.13 représentant en 
définitive la moitié de la probabilité de choisir un électron dans cette bande. Cela revient à 
supposer que la probabilité de neutralisation résonante est équilibrée avec la probabilité que 
rien n'arrive, malgré l'alignement des niveaux métastable et de la bande F. Nous ne discuterons 
pas beaucoup plus cette approche, qui semble quelque peu réductrice. En effet, il faudrait 
envisager de manière beaucoup plus poussée les probabilités de chaque processus, comme cela 
a été fait dans [ABD92] par exemple. Le problème majeur de l'expression de cette fraction 
provient du fait que les processus Auger et résonant sont supposés arriver à la même distance 
de probabilité maximale, or ce n'est que rarement le cas, chaque mécanisme étant construit sur 
des taux de transition aux constantes différentes. 
Prenons tout de même l'expression 4.13 pour acquise. Cela nous donne un coefficient 
d'éjection multi-étape pour le krypton : i = 0,0468, pour un coefficient d'émission par 
neutralisation Auger N = 0,0463. Donc une différence de l'ordre du pourcent. Et même en 
choisissant une fraction d'ions neutralisés FN nf  )1( , on obtiendrait i = 0,0471, donc 
toujours une augmentation infime du coefficient d'éjection multi-étape. Pour cette raison, nous 
ne reviendrons pas sur ce mécanisme dans le cas présent, son amplitude étant de trop faible 
importance pour avoir un sens. Et malgré leur erreur, Motoyama et Sato parviennent à la même 
conclusion pour le néon, donc même en supposant des bandes plus larges, autorisant les 
processus résonants pour d'autres ions, l'éjection multi-étape n'en reste que très faiblement 
supérieure à la neutralisation Auger seule. 
 
3) Ajout d'un champ électrique 
Dans le cas de décharges dans des volumes microscopiques et à haute pression, comme c'est 
le cas des décharges partielles que nous verrons plus loin, il est courant d'avoir un champ 





 V/m). Nous allons tenter d'adapter les résultats du chapitre précédent aux diélectriques, 
bien que cette adaptation soit bien plus approximative. 
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Neutralisation Auger renforcée par le champ 
Comme dans le cas de la neutralisation Auger à la surface d'un métal, nous allons considérer 
les différentes modifications induites par la présence d'un champ extérieur à la surface du 
diélectrique. En réalité, nous n'allons pas développer en détail ces modifications et nous 
contenterons de souligner les approximations choisies. 
De même que pour le métal, les électrons à la surface du diélectrique, quelle que soit leur 
bande d'énergie, sont maintenus à l'intérieur par la force image résultant de la charge positive 
qu'ils laisseraient derrière eux en s'éloignant de leur position. La différence est que dans le cas 
du diélectrique, la constante diélectrique ne peut être supposée égale à celle du vide. On a alors 





Vimage   (4.14) 
où K est la constante diélectrique statique du matériau. Dans le cas de l'oxyde de magnésium, 
on prendra K = 9,7 [HCP10]. Ce potentiel image combiné au potentiel du champ extérieur 
(toujours constant), cela produit une barrière de potentiel dont le sommet est abaissé, l'effet 
Schottky (voir le chapitre précédent). On va considérer exactement le même effet dans le cas 
du diélectrique, en considérant simplement que l'affinité électronique  (équivalente à la 
fonction de travail, dans le cas de valeurs positives) est diminuée de 0
3 4/ KEe . 
L'observation de l'effet Schottky dans d'autres conditions, à savoir la photoémission de 
diélectriques en contact avec un semi-conducteur sous un champ électrique [Goo66], nous 
laisse supposer que cette hypothèse a bien un sens physique dans le cas d'une interface avec le 
vide. 
L'autre effet que nous prendrons en compte est le décalage du potentiel d'ionisation Ei'(sm). 
En effet, à distance sm, l'ion subit l'effet du champ avec une énergie e.E.sm et nous avons vu 
dans le chapitre précédent que ce potentiel modifiait le niveau effectif d'ionisation. Dans le cas 
où l'ensemble du processus Auger se passe à sm , on a donc Ei'(sm , E) = Ei'(sm) + eEsm . 
Comme nous avons vu que l'effet tunnel était de très faible amplitude pour ces ordres de 
grandeur de champ, nous le négligerons dans ce calcul, de même que l'accélération de l'ion 
dans le potentiel du champ électrique (qui suppose une modification de sm, donc une 
modification de Ei'(sm) dont nous n'avons pas déterminé l'expression exacte). 
Toutefois, l'approximation la plus brutale effectuée ici est l'absence de courbure de bande 
(band bending). Nous avons vu que l'on pouvait à raison la négliger dans le cas des métaux, 
mais le phénomène est tout autre dans le cas des diélectriques. Car en effet, le mot même 
"diélectrique", étymologiquement, signifie "qui laisse passer un champ électrique". La 
pénétration du champ dans le matériau doit donc être prise en compte, et avec elle la courbure 
des bandes de densité d'états. Le phénomène est relativement simple à comprendre dans le cas 
où deux matériaux sont mis en contact : l'équilibre des potentiels chimiques à l'interface doit 
être respecté, donc les niveaux de Fermi respectifs vont se courber pour se rencontrer, 
entraînant avec eux l'ensemble de la structure. 
Dans le cas d'une interface diélectrique-vide, il devient moins aisé de déterminer de quelle 
manière les niveaux vont s'équilibrer, jusqu'à quelle profondeur le champ électrique va pénétrer 
le matériau, etc... Mais à nouveau, l'objectif de cette thèse n'est pas d'explorer chaque domaine 
en contact avec notre sujet. 
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On se contentera donc de négliger grossièrement la courbure de bandes due à un champ 
électrique externe, ce qui représente une approximation brutale et doit être pris en compte dans 
nos résultats qui seront donc surestimés. En effet, les niveaux d'énergie en surface seront 
abaissés, ce qui revient, pour les électrons du matériau, à voir une énergie effective de l'ion 
plus faible. La courbure de bande, quelle que soit son amplitude (on suppose toujours un 
champ croissant en s'éloignant de la surface), devrait donc mener à une diminution de 
l'émission secondaire. 
On fait donc intervenir le champ électrique à travers l'effet Schottky et le décalage du 
potentiel effectif d'ionisation. On inclut toutes ces modifications dans l'expression (5.10) de N , 
et la courbe N = f(E) pour le MgO est représentée en fig. 5.7 pour les cinq gaz nobles. 
 
 
Fig. 5.7 : N(E) pour les cinq gaz nobles. 
 
A première vue, le champ électrique ne semble pas avoir d'effet visible pour des valeurs 
inférieures à 10
8
 V/m. A présent, si l'on regarde le pourcentage de variation de N par rapport à 
N(E=0), on voit que le champ a un impact minime dans le cas de l'hélium, du néon et du 
krypton (dans la limite E < 10
9
 V/m). Pour l'argon et le xénon, l'augmentation de N avec le 
champ est substantielle (une augmentation de 1000% pour le xénon à E = 7 10
8
 V/m et de 
100% pour l'argon aux mêmes valeurs). Et dans les deux cas, l'augmentation a lieu de manière 
soudaine. Ce qui se passe est assez intéressant, puisque nous sommes dans un cas où 
l'abaissement de la barrière de potentiel par effet Schottky permet à une nouvelle partie de Ni 




 pour le xénon 
et des couples vF
+
 pour  l'argon. 
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Mais cet effet ne peut qu'être qualifié d'anecdotique, puisqu'il est fortement corrélé à la 
structure du diélectrique. En effet, pour d'autres diélectriques, les fractions de Ni correspondant 
à ces couples ne seront pas forcément aussi proche du niveau de la bande de conduction du 
MgO et dans ce cas le champ électrique n'aura quasiment aucun impact sur l'émission 
secondaire. On peut toutefois envisager ce bond dans l'émission comme une manière détournée 
de déterminer la profondeur des niveaux de défauts (à l'image de la photoémission renforcée 
par le champ [NYS03]). 
 
Désexcitation Auger renforcée par le champ 
Le champ électrique est inclus de manière identique dans la désexcitation Auger à la surface 
d'un diélectrique. On ne considère donc que l'effet Schottky que nous avons vu plus haut, et la 
dépendance de la probabilité de sortie avec la distance surface-ion, comme expliqué en section 
IV.B. 
Ici, cependant, comme la dépendance en distance du processus a été négligée et qu'il est 














On inclut ces deux modifications dans l'expression (5.11) de D sur un diélectrique, et la 
courbe D = f(E) pour le MgO est représentée en fig. 5.8 pour les cinq gaz nobles. 
 
 
Fig. 5.8 : D(E) pour les cinq gaz nobles. 
 
Une première remarque est que l'on peut déjà négliger l'effet du champ sur les coefficients 
d'émission secondaire de l'hélium et du néon, tant leur croissance est faible avec le champ. En 
revanche, pour les trois autres, l'effet du champ est bien plus visible. A nouveau, si l'on regarde 
la variation de D(E) par rapport à D(E=0), on voit que le coefficient d'émission secondaire du 
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xénon a donc doublé pour un champ E d'environ 6 10
8
 V/m, tandis que le krypton et l'argon 
croissent respectivement de 30 et 20% environ. L'effet de la distance d'émission, quant à lui, 
est vu de manière similaire au métal comme ayant un impact seulement pour des champs 
électriques supérieurs au seuil d'émission de champ. 
Ici, contrairement à la neutralisation, l'effet Schottky se fait de manière continue puisque les 
trois composantes de Ni' (v, F et F
+
) se trouvent, au moins en partie, toutes au-dessus de 0 pour 
les cinq gaz nobles. Il n'y a donc pas d'effet de seuil comme pour le xénon et l'argon dans le cas 
de la neutralisation, mais bien une augmentation sans rupture de pente de la fraction de Ni au-
dessus de la barrière de potentiel ainsi que l'augmentation concomitante de la probabilité de 
sortie. 
 
Ejection multi-étape et champ électrique 
Comme nous avons vu que l'éjection multi-étape était de très faible amplitude comparée aux 
mécanismes Auger simples, nous n'analyserons pas l'effet que le champ peut avoir sur elle. En 
effet, la probabilité de neutralisation résonante (respectivement d'ionisation résonante dans le 
cas d'un métastable) est si faible qu'on peut sans risque considérer l'éjection multi-étape comme 
négligeable. D'autant que la présence du champ, en l'état, ne va pas modifier cette probabilité, 
elle rendrait uniquement possible l'éjection multi-étape pour les ions qui n'y avaient pas accès. 
Les conséquences, toutefois, sont infinitésimales. 
 
C) APPLICATION THEORIQUE AU POLYETHYLENE 
 
A présent que nous avons étudié l'émission secondaire à la surface d'un diélectrique 
relativement bien maîtrisé, le MgO, et pour lequel les mesures expérimentales d'émission sont 
toujours plus nombreuses, nous nous tournons à présent vers un diélectrique bien plus commun 
et pourtant bien moins simple à comprendre : le polyéthylène. Le travail effectué plus haut sur 
le MgO nous a servi de cas de référence que nous allons tenter de reproduire sur ce polymère 
pour lequel, à la connaissance de l'auteur, aucune recherche en émission secondaire Auger n'a 
été effectuée. Le choix du polyéthylène est dicté en majeure partie par le fait qu'il sert de base 
d'étude à partir de laquelle se fait toute la recherche des polymères associés. On part donc du 
principe qu'a priori, les résultats que nous obtenons sur le polyéthylène seront adaptables aux 
autres polymères de même catégorie, étant donné la connaissance de leurs caractéristiques. 
L'objectif général de cette étude est d'améliorer la connaissance du mécanisme de décharge 
partielle dans les isolants, cause de leur dégradation et, à très long terme, de leur claquage 
pouvant mener à de graves pannes des systèmes et réseaux électriques. On se situe donc dans le 
cas des décharges dans un gaz à pression atmosphérique, sur des distances de l'ordre de la 
dizaine ou de la centaine de microns. 
 
1) Description du polyéthylène 
La description qui suit se veut extrêmement générale et se base sur le livre [DF92] traitant du 
sujet des polymères du point de vue des décharges partielles. Le but ici est de mettre en lumière 
les approximations qui seront effectuées afin d'envisager les améliorations et raffinements à 
apporter à ce travail dans l'avenir. 
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Les polymères sont une longue chaîne carbonée où un monomère est dupliqué n fois, n, le 




. Dans le cas du polyéthylène (PE), c'est le 
monomère éthylène qui en forme la structure, comme indiqué en fig. 5.9. 
 
 
Fig. 5.9 : A gauche, l'éthylène. A droite, le schéma de structure du polyéthylène. 
 
A partir de cette structure simple, toutes les variations sont possibles. En ne gardant qu'une 
composition carbone hydrogène, des embranchements sont possibles, où à la place d'un H, c'est 
une chaîne de polyéthylène qui est fixée. La fréquence et la longueur de ces embranchements 
sont contrôlables lors de la formation du polymère et lui donneront ensuite ses caractéristiques 
mécaniques et électroniques. 
D'autres variations concernent le remplacement d'un ou plusieurs atomes de carbone ou 
d'hydrogène par d'autres éléments, les plus courants étant l'oxygène (polyester, par exemple), 
l'azote (polyamide), le chlore (PVC ou polychlorure de vinyle), le fluor 
(polytétrafluoroéthylène ou Téflon) et ensuite des éléments plus élaborés comme le groupe 
propyl (polypropylène) ou le benzène (polystyrène). Cette liste est très loin d'être exhaustive, 
mais donne une idée de la myriade de polymères existants. 
Chaque modification apportant son lot de complications, nous en resterons donc au 
polyéthylène, le plus simple. 
 
Structure et unicité des échantillons 
La grande différence apparaissant avec les polymères, par rapport aux matériaux que nous 
avons étudiés précédemment, est leur structure non-cristalline. Les chaînes de polymères 
cherchent à s'arranger entre elles pour minimiser l'énergie interne du polymère, mais cet 
arrangement peut prendre de multiples formes. Pour simplifier, on peut résumer la structure 
interne d'un polymère en deux phases : la phase semi-cristalline et la phase amorphe. Le 
rapport du volume semi-cristallin au volume total de l'échantillon est appelé taux de 
cristallinité, mais reste une caractéristique macroscopique qui ne rend pas compte de la 
complexité de chacune des phases. 
La phase amorphe, premièrement, est difficilement descriptible, du fait que les chaînes de 
polymères sont entremêlées plus ou moins au hasard. Les régions semi-cristallines, en 
revanche, sont un empilement de chaînes repliées sur elles-mêmes et parallèles entre elles, 
formant une lamelle dans laquelle la structure est répétitive, donc proche d'une structure 
cristalline. 
Les connexions entre ces deux phases sont multiples, elles peuvent être en simple contact 
physique ou partager des chaînes, des embranchements, etc... Cette structure aléatoire a pour 
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conséquence la présence de multiples cavités de toutes formes et de toutes tailles. Ces cavités 
peuvent apparaître lors de la formation du polymère, du fait d'agents chimiques étrangers ou de 
mauvais procédés de fabrication (gaz resté captif à l'intérieur), le mouvement des molécules à 
l'intérieur du matériau peut aussi entraîner l'apparition de trous, jusqu'aux cavités de l'ordre du 
nanomètre qui sont inévitables du fait des régions amorphes, mais aussi du fait de défauts à 
l'intérieur des zones semi-cristallines. Ces cavités, ensuite pourront être agrandies du fait de 
contraintes mécaniques ou électriques, ce qui modifiera les caractéristiques du polymère 
(densité, point de fusion, etc...). 
On voit qu'il n'est pas nécessaire d'aller plus loin dans les détails pour comprendre que le 
hasard occupe ici une place prépondérante, qui confère à chaque échantillon une unicité qui 
rend l'étude expérimentale des polymères très complexe. S'ajoutent à cette complexité les 
problèmes propres aux diélectriques (charge de surface, très mauvaise conduction, etc...) ainsi 
que, pour le polyéthylène par exemple, une sensibilité plus ou moins grande aux contraintes 
mécaniques et à la chaleur qui peut modifier ou dégrader l'échantillon. 
 
Structure de bande et principe des pièges 
Schématiquement, la structure de bande du polyéthylène correspond à la structure typique des 
diélectriques : une bande de valence, une bande interdite et une bande de conduction. Si l'on 
regarde plus en détail, cette description se complexifie, du fait que les électrons sont loin d'être 
équivalents entre eux. En effet, dans la bande de valence, on peut distinguer les différents types 
de liaisons covalentes dans lesquelles les électrons sont impliqués, et voir qu'en outre, la 
structure géométrique complexe induit un faible recouvrement des fonctions d'ondes 
électroniques. Les électrons sont donc fortement attachés à la liaison qu'ils assurent, mais 
suivant la géométrie locale, les énergies qui leur sont autorisées ne sont pas les mêmes. Il en 
découle que la bande de valence n'est en réalité pas un continuum de densité d'états. 
Mais la conséquence majeure du désordre structurel du polyéthylène est la présence de 
défauts de toute sorte, qui en terme de structure de bande représentent des états localisés 
autorisés pour les électrons, dont l'énergie se situe dans la bande interdite. Il s'agit des pièges, 
que l'on peut séparer en deux types : les donneurs, ou pièges à trou, qui attirent plus 
particulièrement les manques d'électron, et les receveurs, ou pièges à électrons. Les pièges à 
trou contiennent donc par défaut un ou plusieurs électrons "faciles" à retirer, et leurs niveaux 
énergétiques sont situés juste au-dessus de la bande de valence dans le gap. Les pièges à 
électrons sont, par défaut, vides d'électrons, mais représentent des niveaux autorisés dans le 
gap, juste en-dessous de la bande de conduction. La densité de pièges augmente en 
s'approchant du bas de la bande de conduction, ce qui fait que les électrons piégés ont plus de 
chance de passer d'un piège à l'autre par effet tunnel ou par bonds successifs (du fait d'un 
champ externe, d'un champ local, ou d'une élévation de température). Ceci génère donc une 
conduction (extrêmement lente) à l'intérieur du polyéthylène. En réalité, les pièges sont 
présents dans toute la bande interdite [DF92], avec une densité bien plus élevée à proximité des 
bandes de conduction et de valence. 
Il faut être prudent dans les définitions utilisées, et prendre garde à ne pas confondre la 
densité de pièges, la densité d'états électroniques et la densité d'états autorisés. La densité de 
pièges est, en quelque sorte, intrinsèque à l'échantillon considéré, et ne va pas varier en 
l'absence de toute modification externe des conditions. La densité d'états électroniques, en 
revanche, va dépendre de l'occupation des pièges, puisqu'elle représente la densité des 
électrons effectivement présent dans les pièges. Un piège à trou sans trou contiendra donc un 
électron, et un piège à électrons avec un électron piégé aussi. Cette densité d'état sera égale à la 
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densité de pièges si tous ceux-ci sont tous vides pour les pièges à trous, et tous pleins pour les 
pièges à électrons. La densité d'états autorisés, à l'inverse, représente les niveaux d'énergie 
qu'un électron provenant d'un autre niveau pourrait occuper. Une piège à électrons vide, par 
exemple, représente un état autorisé pour un électron excité de la bande de valence, ou un 
électron faiblement énergétique dans la bande de conduction. En définitive, ce qui nous 
intéresse est la densité intrinsèque de pièges, puisqu'ensuite leur remplissage sera fonction des 
conditions extérieures (champ, température, etc...) propres à l'expérience considérée. 
La détermination de la densités de pièges est ardue, du fait des différents types de piégeage, 
physique (conformation particulière) ou chimique (liaison cassée ou impureté). On peut 
toutefois supposer que les densités des pièges à trous et à électrons sont symétriques par 
rapport au centre de la bande interdite. Ensuite, il est communément admis que pour le 
polyéthylène, la profondeur des pièges (par profondeur, on entend énergie à fournir à l'électron 
piégé pour le faire passer dans la bande de conduction, et l'énergie à fournir à un électron du 
sommet de la bande de valence pour neutraliser le trou) n'excède pas 1,5eV [MQA01]. Cette 
valeur est une valeur moyenne et représente le niveau d'énergie sous la bande de conduction 
sous lequel on peut considérer les densités d'état de défaut comme négligeable. 
Dans la bande d'énergie de 1,5 eV de large au-dessus de la bande de valence et en-dessous de 
la bande de conduction, les simulations montrent que la densité de pièges peut être vue en 
première approximation comme une exponentielle [MQA01]. Mais dans un premier temps, 
nous considèrerons une densité constante de pièges à trous et à électrons. 
 
Choix des paramètres 
La structure de bande du polyéthylène est très variable, du fait des multiples conformations et 
défauts possibles, nous prendrons donc des valeurs moyennes pour chaque niveau
16
. La bande 
de valence est supposée de largeur v = 20eV. La bande interdite a une largeur g = 8,8eV et la 
bande de conduction a une affinité électronique  = 0,2eV. 
On détermine grossièrement la densité d'états dans la bande de valence comme étant la 
densité d'électrons dans une molécule d'éthylène. A raison de quatre électrons de valence par 
atome de carbone et d'un seul électron de valence pour l'hydrogène, il y a donc 2x4 + 4x1 = 12 
électrons de valence. Ces douze électrons sont contenus dans un volume Vethyl = 124,2 Å
3
. 




. Bien entendu, cette valeur est 
surestimée, puisqu'elle présuppose que le polyéthylène serait dans une conformation 
suffisamment compacte pour occuper n fois exactement le volume d'une molécule d'éthylène, 
ce que nous avons vu être rigoureusement impossible. La densité d'états dans la bande de 







Pour les pièges, où l'on considère les pièges à trou et à électron de manière symétrique, on 
reprend la densité de pièges proposée dans [MQA01], en supposant que la densité de pièges 




, et que la densité de 




. En moyennant ces deux 





. Pour simplifier les notations, on appellera la bande correspondant aux pièges à 
trous (respectivement à électrons) la bande T (respectivement E). 
On représente en fig. 5.10 les paramètres utilisées dans ce travail pour le polyéthylène. 
                                                 
16




Fig. 5.10 : A gauche, la structure de bande du polyéthylène sans les pièges. A droite, la structure des 
pièges à trou (bande du bas, appelée T) et à électron (bande du haut, appelée E). Les densités indiquées 
sont les densités volumiques et non les densités d'état. 
 
On rappelle que cette structure est extrêmement simplifiée, le but étant d'étudier de quelle 
manière on peut adapter à un polymère les résultats déjà obtenues sur la neutralisation Auger. 
On ne cherche donc pas à refléter fidèlement la réalité du matériau (dont on a entr'aperçu la 
complexité plus haut), mais bien à en retenir les composantes essentielles pour voir les 
modifications qu'elles vont induire. 
On notera en outre que tous les paramètres choisis ici correspondent à la surface du polymère. 
En effet, si l'on s'enfonce dans le volume, la structure de bande évolue et les valeurs changent. 
Une valeur communément admise est que la surface est épaisse d'un micromètre
17
. 
En ce qui concerne les pièges, en l'absence de toute contrainte extérieure, on supposera que 
les pièges à trous sont inoccupés, donc que la bande T est totalement occupée par des électrons. 
De même, les pièges à électrons sont eux aussi inoccupés, donc la bande E ne représente 
qu'une bande vide accessible, à l'instar de la bande de conduction. Nous allons voir que ceci 
modifie considérablement le fonctionnement des mécanismes Auger. 
 
2) Neutralisation Auger à la surface du polyéthylène 
A présent que notre matériau est défini, nous pouvons déterminer l'émission secondaire par 
neutralisation Auger à sa surface. 
 
                                                 
17
 Valeur proposée par L. Dissado, communication privée. 
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Sans pièges 
On applique directement ce que l'on a vu pour le MgO au cas du polyéthylène. Dans le cas du 
polyéthylène, cependant, il y a une différence majeure avec les autres matériaux étudiés jusqu'à 
maintenant : la bande de valence s'étale de -30 à -10eV sous le niveau du vide, ce qui signifie 
que les cinq gaz nobles ont leur niveau fondamental en face de la bande de valence. Cela rend 
possible la neutralisation résonante, à moins de connaître plus en détail la structure de la bande 
de valence, et en particulier les trous qui la segmentent. Ce n'est pas le cas ici, et nous nous en 
tiendrons à la première approximation d'une bande continue aux électrons uniformément 
distribués. 
Dans le cas du MgO, nous avons vu que le xénon avait son niveau fondamental en face de la 
bande de valence. Nous ferons la même hypothèse dans le cas du polyéthylène pour les cinq 
gaz nobles : si la neutralisation Auger est possible, elle a lieu prioritairement, sinon, il y a une 
probabilité que l'ion soit neutralisé par résonance ou simplement réfléchi. Dans la suite de ce 
travail, on supposera que les ions qui ne sont pas neutralisés par processus Auger sont 
neutralisés par résonance. Cette dernière hypothèse sera à réévaluer plus précisément pour les 
simulations de décharges, étant donné que ce qui nous intéresse ici est d'abord l'émission 
d'électrons. Mais l'état final de l'ion est une information nécessaire dans le cas d'une simulation 
de décharge, de même que dans un dispositif expérimental mesurant la fraction d'ions reflétés 
par la surface. Un calcul précis rendant compte exactement du poids statistique de chaque 
processus serait nécessaire, à l'image de celui effectué dans [ABD92], mais n'est pas dans le 
champ de recherche de cette thèse. 
Concernant les paramètres nécessaires au calcul de N, et plus particulièrement le potentiel 
effectif d'ionisation ainsi que la distance de probabilité maximale d'interaction, nous garderons 
les valeurs utilisées dans le cas du MgO. Ces valeurs sont dans le tableau 5.1. 
Le premier cas, sans pièges, est le plus simple. Les résultats sont listés dans le tableau 5.7. 
 
Tableau 5.7 
N calculé à la surface du polyéthylène pour les cinq gaz nobles. 












Bien entendu, la neutralisation Auger étant interdite aux trois derniers éléments sur le MgO, 
elle l'est donc aussi sur le polyéthylène dont la bande interdite est plus large. En ce qui 
concerne l'hélium et le néon, les valeurs de N restent importantes. 
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Pièges à électrons remplis 
 On inclut les bandes T et E dans la structure du polyéthylène, en les traitant de la même 
manière que les bandes F et F
+
 du MgO. En posant que les pièges à trou sont vides (donc 
remplis d'électron) et que les pièges à électron sont pleins (donc remplis d'électron aussi), leurs 
densités électroniques respectives sont alors connues, ce qui nous donne la densité électronique 
totale avec celle de la bande de valence. On a ainsi les densités normalisées nv, nT et nE, donc la 
probabilité d'occurrence de chaque couple d'électrons, comme le nécessite le calcul complet de 
N avec des défauts dans le gap, d'après l'équation (5.10). On remarquera par ailleurs que les 
niveaux des métastables de chaque gaz noble se situent tous dans la bande interdite, entre 
chaque bande de piège, donc l'éjection multi-étape n'est pas permise. 
Les résultats sont dans le tableau 5.8. 
 
Tableau 5.8 
N  calculé à la surface du polyéthylène pour les cinq gaz nobles. 
Ion N (PE sans piège) N (PE avec pièges remplis) 
He
+ 0,2429 0,2454 
Ne
+ 0,1919 0,1941 
Ar
+ 0 0,0011 
Kr
+ 0 0,001 
Xe
+ 0 0,00078 
 
Comme dans le cas du MgO, les coefficients d'émission secondaire de l'hélium et du néon ne 
sont que très peu modifiés par la présence de bandes intermédiaires, étant donné leur faible 
densité comparée à celle de la bande de valence. 
Pour les trois autres, en revanche, la neutralisation Auger est à présent permise et donne lieu à 
une émission électronique. Cette émission provient des couples d'électrons EE, ET et Ev pour 
l'argon, le krypton et le xénon, comme on peut le voir sur la fig. 5.11.qui représente la 




Fig. 5.11 : Distribution énergétique Ni de l'électron excité avant sa sortie dans le vide, pour les cinq 
gaz nobles. L'échelle des énergies est à zéro au bas de la bande de valence. Les deux traits verticaux 
gris représentent c et 0. 
 
En effet, étant donnée la structure de bande du polyéthylène et les potentiels d'ionisation de 
ces trois atomes, il n'est pas possible d'avoir une émission électronique sans que des électrons 
soient présents dans la bande E (pièges à électrons). 
 
Influence du taux de remplissage des pièges à électrons 
Considérons à présent le cas où, comme précédemment la bande T est remplie d'électrons 
(pas de trous piégés), mais où la bande E n'est remplie que partiellement. On se trouve en 
présence d'une nouvelle possibilité pour les processus Auger, à savoir que la bande de 
conduction n'est plus le seul endroit (énergétiquement parlant) où l'électron excité peut arriver. 
En effet, autant dans le chapitre précédent que dans le cas du MgO et du polyéthylène sans 
piège ou avec pièges remplis, la distribution de l'électron excité était systématiquement coupée 
pour les valeurs inférieures à c (F dans le cas d'un métal). 
Or, si la bande E est vide (aucun électron piégé) ou partiellement pleine, elle est donc capable 




Fig. 5.12 : les trois possibilités pour l'électron excité à l'intérieur du polyéthylène dont la bande E 
n'est pas totalement pleine : flèche bleue, l'électron arrive dans la bande E et est piégé, flèche brune, 
l'électron est reflété à la surface vers l'intérieur (probabilité 1-Pe) et reste dans la bande de conduction, 
flèche rouge, l'électron franchit la surface (probabilité Pe) et participe à N. 
 
Les possibilités de sortie ou de réflexion à la surface ont déjà été étudiées. La possibilité pour 
l'électron excité d'être à un niveau de piégeage est nouvelle. Théoriquement, on va traiter ce cas 
simplement comme une bande de conduction élargie, et on a l'intuition que cela va affecter le 
coefficient d'émission par le fait que le facteur de normalisation sera plus grand, donc N plus 
faible. 
Mais un problème se pose : il faut considérer la densité d'états effectivement accessibles à 
l'électron à l'intérieur de la bande, de la même manière que cette densité d'état dans la bande de 
conduction intervient dans le calcul classique du coefficient d'émission secondaire Auger. 
Nous n'y avons jusqu'ici pas prêté plus d'attention puisqu'aucun problème n'y était lié. 
L'hypothèse faite, et que nous avons utilisée ici, pour la bande de conduction est que sa densité 
d'états y est considérée comme étant celle d'un électron dans le vide. Cela peut être discuté, 
mais il est difficile de faire mieux, en réalité. Pour un électron dans le vide, le calcul des 

















où Ek est le niveau d'énergie considéré. Ceci justifie la densité d'états finaux dans la bande de 
conduction proportionnelle à la racine carrée de l'énergie de l'électron. Jusqu'à présent, 
"proportionnelle" suffisait puisque la normalisation faisait disparaître les constantes. 
Or, dans le cas d'une bande E partiellement remplie, une nouvelle bande d'états finaux 
possibles est accessible, et pour le calcul de la distribution Ni, la densité de ces états est 
nécessaire. La connaissance de cette densité est a priori impossible, à part dans le cas de la 
bande E totalement vide, où la densité d'états finaux serait simplement la dérivée de la densité 
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de pièges par rapport à l'énergie. Dans un cas où la bande E n'est pas totalement vide 
d'électrons, tout au plus une connaissance statistique de la façon dont les pièges sont occupés 
est envisageable. 
Mais ce n'est pas ici le but de ce travail. On fait donc comme hypothèse que la densité d'états 
accessibles dans la bande E est uniformément répartie en énergie sur toute la bande, et 
correspond simplement à la densité de pièges non occupés divisée par la largeur W de la bande. 
Et pour rendre compte du remplissage des pièges, on introduit une nouvelle variable r, qui 
représente le rapport nep /ntrap , où nep est la densité d'électrons piégés. On fait de r une variable, 
car le taux de remplissage des pièges dépend bien évidemment de l'histoire de l'échantillon. A-
t-il été soumis à un champ électrique, à des variations de températures, à une décharge, quelle 
est sa charge de surface, quelles sont les densités d'espèces piégés, quel est le temps écoulé 
depuis que la surface est laissée sans contrainte (exoémission, émission thermoïonique). 
Comme nous ne nous intéressons qu'au processus particule par particule, nous ne répondons 
pas à ces questions et fixons de facto ce remplissage. On a donc une densité d'états accessibles 









)(  (5.17) 
Connaissant la densité d'états dans la bande de conduction et dans la bande E, on peut écrire 




































La normalisation, ensuite, prendra en compte ces deux zones d'énergie en intégrant sur 
l'ensemble des k. Bien entendu, la partie de la distribution située sous 0 (donc la fraction 
d'électron excité dans la bande E) ne sera pas autorisée à sortir, mais comme elle intervient 
dans la normalisation, il est important de connaître son poids. 
Car, et c'est ici la nouveauté de cette approche, le peuplement des pièges à électrons peut être 
vu comme un chargement de la surface du polyéthylène. En effet, le processus Auger sur le 
polyéthylène ne conduit plus seulement à un électron secondaire émis ou reflété dans la bande 
de conduction, mais aussi à un remplissage des pièges à électrons.  
Et afin de mieux suivre l'effet de ce remplissage partiel sur la neutralisation Auger, on 
regarde trois valeurs : l'intégrale de N0, qui n'est autre que N, mais aussi gC , que l'on définit 
ainsi : 






  (5.19) 
et qui représente la fraction d'électron reflété à la surface et restant dans la bande de 








  (5.20) 
et qui représente la fraction d'électron piégé dans la bande E. 
On peut donc effectuer le calcul de l'émission secondaire N en fonction du taux de 
remplissage r de la bande E. Les résultats pour l'hélium sont représentés en fig. 5.13, pour 
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l'argon en fig. 5.14, et pour le xénon en fig. 5.15. Les résultats du néon sont très proches de 
ceux de l'hélium, de même que pour le krypton, très proche de l'argon. Leurs courbes N(r) ne 
seront donc pas montrées ici. 
 
 
Fig. 5.13 : N, gC et gE en fonction de r pour l'ion He
+




Fig. 5.14 : N, gC et gE en fonction de r pour l'ion Ar
+
 arrivant à la surface du polyéthylène. 
 
 
Fig. 5.15 : N, gC et gE en fonction de r pour l'ion Xe
+
 arrivant à la surface du polyéthylène. 
 
On constate plusieurs choses. D'abord, et ce premier constat est intuitif, lorsque la bande E est 
presque remplie d'électrons piégés (r s'approche de 1), la fraction gE d'électron qui vont la 
peupler se fait de plus en plus faible (gE tombe à 0 pour r = 1, ce qui ne se voit pas sur une 
échelle logarithmique), ce qui est cohérent avec le fait que de moins en moins d'états sont 
disponibles. 
L'autre constat est que l'effet du remplissage de la bande E sur l'émission secondaire et le 
peuplement de la bande de conduction par l'hélium est négligeable (et ce résultat est aussi 
valable pour le néon). Cela tient au fait que la majorité de l'émission se fait par des couples 
d'électrons de valence vv, et que leur distribution Ni est en grand partie au-dessus de la bande 
E. 
Pour les autres ions (Ar, Kr et Xe), plus la bande E est remplie, plus N et gC sont élevés, 
conséquence d'un nombre plus élevé d'électrons haut placés dans la structure de bande et 
disponibles pour la neutralisation Auger. Et cette dépendance est linéaire du simple fait que la 
densité normalisée nE des électrons de la bande E dépend linéairement de r, et que l'émission 
secondaire N dépend linéairement de cette densité normalisée. 
 
3) Désexcitation Auger à la surface du polyéthylène 
On reproduit strictement le même procédé que pour le MgO (éq. 5.11). Dans un premier 
temps, on montre dans le tableau 5.9 les résultats pour une surface sans piège, ainsi que pour 




D calculé à la surface du polyéthylène pour les cinq gaz nobles, dans le cas de PE sans piège 
(colonne centrale) et avec des pièges remplis (colonne de droite). 
Métastable D (PE sans piège) D (PE avec pièges remplis) 
He
* 0,3168  0,3171  
Ne
* 0,2936 0,2939 
Ar
* 0,2239 0,2243 
Kr
* 0,1625 0,1631 
Xe
* 0 0,0010 
 
Le premier constat évident, à la vue de ce tableau, est le fait que la présence ou non de pièges 
n'influe que très peu sur les résultats des quatre premiers gaz nobles. La seule différence 
sensible se voit pour le xénon, et elle se voit du fait que la désexcitation Auger lui est interdite 
sur le polyéthylène en l'absence de piège. L'effet est donc, en valeur relative, important pour le 
xénon, mais du même ordre, en valeur absolue, que pour les autres atomes. 
L'autre élément important de ce tableau est la valeur élevée de D pour les quatre premiers gaz 
nobles. Si l'on regarde à nouveau la distribution Ni' (fig. 5.16) de l'électron excité "à l'intérieur" 
du matériau (les guillemets sont là pour rappeler que bien que l'électron soit émis par le 
métastable, on suppose qu'il subit un potentiel équivalent à celui qu'il verrait depuis l'intérieur 
du matériau), on voit que l'essentiel de l'émission, comme on peut s'y attendre, provient des 
électrons de valence. Le seul cas où cela n'est pas vrai est bien entendu le xénon, où seule 




Fig. 5.16 : Distribution énergétique Ni' de l'électron excité avant sa sortie dans le vide, pour les cinq 
gaz nobles. L'échelle des énergies est à zéro au bas de la bande de valence. 
 
Etant donné la faible variation qu'induit la présence d'électrons piégés sur le coefficient 
d'émission secondaire par désexcitation Auger, nous n'explorerons pas plus avant la 
dépendance de celui-ci avec le remplissage de la bande E. Cette étude aurait son intérêt pour le 
xénon et d'autres éléments à plus faible niveau d'excitation, mais étant donné leurs faibles 
valeurs d'émission, nous allons voir qu'il n'est pas nécessaire de pousser cette investigation plus 




1) Impact de métastables dans les DBD dans l'air 
Comme nous l'avons expliqué plus haut, les décharges à barrière diélectriques sont un autre 
moyen d'entretenir un plasma froid à pression atmosphérique. 
Sans entrer dans les détails d'un vaste domaine d'étude, l'un des éléments cruciaux pour la 
compréhension des résultats expérimentaux et pour une meilleure description numérique de ce 
système est le mécanisme d'émission électronique à la paroi. En effet, en tension alternative, 
lorsque la tension appliquée s'inverse (donc devient nulle), on continue à observer un courant. 
Ce courant est donc le résultat d'un phénomène d'émission électronique à la paroi. Cette 
émission peut être générée de plusieurs manières possibles (étant données les conditions de 
décharges) : neutralisation Auger, désexcitation Auger, excitation thermique et émission 
spontanée des électrons piégés en surface, exoémission par recombinaison des paires 
électron/trou et émission Auger interne (l'énergie de la recombinaison des paires, si elle n'est 
pas émise sous forme de lumière, est transmise à un autre électron qui sera susceptible de 
s'échapper). 
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Les simulations tablant sur la neutralisation Auger, dans le cas de l'azote (donc un potentiel 
d'ionisation de l'ordre de celui de l'argon), prévoient un coefficient N ~ 0,01 [SM00]. Or on a 
vu plus haut que N pour l'argon sur une surface de polyéthylène totalement chargé est au 
maximum dix fois inférieur à cette valeur. L'article [GMB02] démontre d'une autre manière 
que ce mécanisme ne peut être envisagé. 
Restent la désexcitation Auger, l'émission thermique des électrons piégés et l'exoémission. 
D'après les simulations plus récentes ([GMB02] et les références qu'il indique) le flux de 
diazote métastable peut être relativement important à la surface, dans certaines conditions de 
fréquence. Mais, là encore, le coefficient D nécessaire pour expliquer à lui seul le courant 
observé (iobservé = e.D.métastables) est bien plus élevé que ne le montrent nos calculs. Dans le cas 
de N2(A
3u) dont le niveau d'énergie par rapport au fondamental est d'environ 6,2 eV, notre 
méthode de calcul donne un coefficient D pour une surface de polyéthylène totalement chargé 
d'environ 1,3 10
-4
. Cette valeur est infime, alors qu'on se situe dans un cas extrêmement 
favorable d'un diélectrique totalement chargé (ce qui n'est que rarement le cas), à la densité 
d'électrons probablement surestimée, et à la bande interdite plus petite que celle des 
diélectriques utilisées dans ces applications, généralement l'alumine au gap d'une largeur 
d'environ 9,5 eV [Mar04]. 
Or, il se trouve que de récentes expériences [AAC10] ont montré la validité de l'hypothèse 
d'émission thermique des électrons piégés, ce qui, sans confirmer nos résultats, tend à 
confirmer qu'ils ne sont pas aberrants, du moins en ce qui concerne la désexcitation Auger. La 
question concernant l'exoémission électronique par recombinaison des paires électron/trou 
reste toutefois ouverte, et peut représenter une piste future pour développer notre théorie. En 
effet, on a vu que dans le cas du polyéthylène, la présence des pièges ouvrait une nouvelle 
possibilité, qui est de charger la surface par le processus de neutralisation Auger. Il est tout à 
fait envisageable qu'ensuite, cette charge soit relaxée (recombinaison électron/trou) par 
émission lumineuse, ou par exoémission d'électrons. 
 
2) Neutralisation Auger dans les décharges partielles dans les isolants 
Une sorte de cas particulier des DBD est la décharge partielle dans une microcavité d'un 
isolant. Dans tous les circuits électriques et électroniques, les isolants sont nécessaires et sont 
généralement faits d'un polymère quelconque. Le polyéthylène en est le plus simple et le plus 
répandu. 
Lors de la fabrication du polymère, la formation de microcavités, bien que de mieux en mieux 
contrôlée, est inévitable. Le gaz qu'elles contiennent est généralement de l'air. Une fois installé 
dans un circuit électrique, ce polymère va être soumis à des contraintes électriques plus ou 
moins grandes. Le modèle standard de vieillissement dans des diélectrique prévoit que la 
présence d'un champ électrique va entraîner une ionisation dans le gaz de la cavité. Cette 
ionisation déclenche une avalanche électronique qui, à force de répétition, va commencer à 
creuser le matériau. En dernière extrémité, au bout d'un temps très long (de l'ordre de quelques 
dizaines d'années), un trou en structure arborescente va se former à l'intérieur de l'isolant, 
jusqu'à ce que les pièces de circuit à isoler l'une de l'autre ne soient plus séparées que par le 
gaz. C'est le claquage de l'isolant, aux conséquences parfois dévastatrices à l'échelle des 
réseaux électriques nationaux. 
La compréhension de ces décharges partielles nécessite de nombreux éléments issus de 
l'étude des diélectriques, des polymères, de leur mode de conduction, ainsi que l'étude des gaz 
et des décharges dans de faibles volumes, et enfin l'interaction de ces décharges avec une 
surface diélectrique. Les travaux sur les décharge partielles ont déjà apporté des résultats 
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substantiels [Mor05], mais leur étude doit continuer, du fait de dimensions toujours plus petites 
et de contraintes toujours plus fortes sur les matériaux. 
Pour ce faire, dans le cadre d'un projet ANR jeune chercheur (UltimatePD, dont le porteur de 
projet est Sergey Pancheshnyi), une simulation 1D comprenant l'interface électrode-
diélectrique, le mouvement des électrons et des trous dans l'épaisseur du diélectrique, 
l'interface diélectrique-gaz, la cinétique chimique et quelques éléments de physique du gaz, et 
l'équivalent jusqu'à la seconde électrode, a été développé [PPL10]. 
Dans cette simulation, l'interface de l'isolant avec le gaz est importante, en ce que c'est là que 
les électrons circulant dans l'isolant sont relâchés (ou non) dans le gaz, alimentant la décharge 
partielle. 
La question de l'émission secondaire à cette surface est fondamentale pour comprendre le 
fonctionnement de ces décharges partielles. Nous nous situons donc dans un cas où l'isolant est 





) et le gaz est l'air, dont l'ion positif le plus présent est N2
+
 avec un potentiel 
d'ionisation d'environ 15 eV, proche de l'argon. Etant donné ces conditions, en reprenant la fig. 





. De même pour le peuplement de la bande de conduction ou de la bande E, 
avec des coefficients gC et gE très faibles. 
Force est donc de conclure, à ce stade, que la neutralisation Auger, amenant à une émission 
secondaire ou à la promotion d'un électron de valence dans la bande de conduction ou la bande 
E, est totalement négligeable. Par contre la neutralisation résonante avec un électron de valence 
est, elle, extrêmement favorable, dans ces conditions, et sera retenue comme le principal 
élément de l'interaction de la décharge avec la surface isolante. 
Ces premiers résultats, difficiles à vérifier directement par l'expérience, nous ouvrent 
plusieurs pistes pour améliorer cette théorie. L'exoémission par recombinaison des paires 
électron/trou mérite d'être étudiée plus avant, pour être éventuellement incorporé à notre calcul, 
de même que l'impact du champ électrique, que nous avons négligé après nos calculs sur le 
MgO, mais qui nécessite une bien meilleure description afin de valider notre hypothèse, ou au 
contraire de reprendre l'impact du champ dans l'émission secondaire d'un diélectrique à large 
bande interdite. On peut aussi envisager d'inclure la température dans notre définition de la 
surface, puisqu'elle est un des paramètres qui influencent le peuplement des pièges, ainsi que la 
hauteur de la fonction de travail. Enfin, comme les effets cinétiques sont mesurés à partir 
d'environ 100 eV dans le cas du MgO [MLW99], il est possible que leur prise en compte 




Nous avons étudié l'application des processus Auger à une surface diélectrique. Dans un 
premier temps, le MgO, dont l'étude dans le cadre de l'amélioration des PDP commence à 
prendre de l'ampleur, a servi de cas de référence. 
Le passage d'une surface métallique à une surface diélectrique (mais ces résultats s'appliquent 
aussi aux semi-conducteurs) implique plusieurs modifications théoriques. Tout d'abord, la 
présence d'une bande interdite entraîne une coupure de la distribution Ni de l'électron excité 
dans le matériau, du fait que l'électron ne peut pas exister dans cette bande. Ensuite, nous avons 
vu que la probabilité de sortie était modifiée elle aussi, entraînant une émission secondaire plus 
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importante que pour un métal qui aurait une bande de conduction de hauteur égale à la bande 
de valence et une fonction de travail couvrant la bande interdite et la bande de conduction du 
diélectrique. 
Mais la grande différence provient de la présence de défauts de structures, qui font apparaître 
des bandes électroniques intermédiaires dans le gap. Grâce à elle, les ions qui normalement ne 
peuvent pas engendrer d'émission secondaire par leur potentiel d'ionisation trop faible sont 
alors capables d'extraire des électrons de la surface. 
Les calculs ont été effectués en procédant à des simplifications assez lourdes. La probabilité 
de sortie provient de l'ajustement des résultats théoriques d'Hagstrum sur le germanium et a été 
gardée telle quelle pour le MgO, ainsi que pour le polyéthylène. La dépendance spatiale est 
négligée aussi, du fait de la mauvaise connaissance du potentiel d'interaction de l'ion avec la 
paroi diélectrique. On utilise alors les potentiels effectifs d'ionisation à la distance sm, estimée 
de manière brutale elle aussi. 
Dans un second temps, partant de ce cas de référence, nous avons ajouté un champ électrique 
à cette théorie. Il est clair que son influence ne se fait sentir que pour les ions à faible potentiel 
d'ionisation, puisque l'effet Schottky (le seul effet majeur appliqué ici) n'est sensible que dans 
le cas où l'émission secondaire est extrêmement faible. L'hypothèse majeure que nous avons 
faite ici est de négliger la courbure de bande induite par la présence d'un champ électrique 
externe. Cette hypothèse est difficile à tester, et des calculs plus approfondis seraient 
nécessaires pour obtenir a minima l'ordre de grandeur de cet effet. 
En fixant la structure de bande du polyéthylène, nous avons alors pu y adapter ces calculs. 
Nous avons vu que le polyéthylène (et les autres polymères isolants avec lui) est difficile à 
décrire en détail, tant physiquement que du point de vue de la structure de bande. Mais un 
premier pas a été fait dans l'étude théorique de l'émission secondaire à sa surface, en faisant des 
approximations drastiques : surface lisse, bande de valence continue et densité d'état constante, 
pièges uniformément distribués et à la densité constante. 
Les pièges se sont avérés être une modification majeure dans l'approche de l'émission Auger 
à la surface du polyéthylène. En effet, ils peuvent à la fois représenter une source nouvelle 
d'électrons (et donc permettre l'émission secondaire aux ions à faible potentiel d'ionisation) et, 
pour la bande de pièges à électrons, une nouvelle bande d'énergie dans laquelle l'électron peut 
exister. On diminue ainsi l'énergie de coupure de la distribution Ni. Mais pour décrire 
correctement l'excitation d'un électron vers la bande E, il faut définir plus précisément la 
densité d'état de la bande de conduction et de la bande E. Pour ce faire, et à nouveau dans un 
souci de simplicité, nous avons supposé que les états vacants étaient simplement la différence 
de densité entre la densité de pièges et la densité d'électrons piégés (en introduisant le taux de 
remplissage r), et que ces états étaient uniformément répartis tout le long de la bande E. 
On a ainsi pu étudier l'influence du taux de remplissage de la bande de piège sur le coefficient 
d'émission secondaire, mais aussi sur le peuplement de ladite bande. En effet, on ne se trouve 
plus ici en présence d'un mécanisme d'émission secondaire pur (accompagné d'une réflexion 
dans la bande de conduction), mais d'un mécanisme hybride entre émission secondaire et 
chargement de la surface par peuplement des pièges à électrons. Et on a pu voir que le taux de 
remplissage permettait d'augmenter l'émission secondaire, ainsi que le peuplement des pièges 
pour les ions de faible potentiel d'ionisation, tandis qu'en s'approchant du remplissage complet 
des pièges, leur peuplement, évidemment, tendait vers zéro. 
Que ce soit dans le cas des DBD dans l'air ou l'azote à pression atmosphérique ou encore le 
cas des décharges partielles dans les isolants, nos résultats n'ont pas eu le moindre impact 
détectable, du fait des valeurs d'émission secondaire extrêmement faibles, même dans le cas 
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d'une surface totalement chargée. Mais, dans le cas des DBD dans l'air, en supposant nos 
hypothèses valables, nous pouvons à présent affirmer que l'émission électronique par 
désexcitation Auger des métastables n'est pas le mécanisme responsable du courant observé à 
l'inversion de polarité, étant donné les très faibles valeurs de D que nous avons déterminées. 
Il est clair, toutefois, que toute cette démarche concernant l'émission secondaire à la surface 
du polyéthylène n'est qu'une première étape afin de mieux cerner les points d'achoppements de 
cette théorie. Et ces points se sont avérés nombreux. Le premier point est, évidemment, 
l'absence de mesures expérimentales à laquelle confronter nos résultats. La plus grande 
avancée à retirer de mesures directes d'émission secondaire serait la détermination de la 
probabilité de sortie Pe pour le polyéthylène. On a vu que cette probabilité jouait un rôle 
prépondérant dans le calcul de l'émission secondaire, et nous avons fait le choix d'utiliser celle 
du MgO, elle-même provenant des expériences sur le germanium, mais il semble 
incontournable, à terme, de la définir précisément pour le polyéthylène. 
Les autres points sont uniquement théoriques et peuvent être résumés en un besoin de 
formalisme plus avancé en ce qui concerne la surface du polyéthylène. Parmi les hypothèses 
que nous avons faites, la quantification des probabilités de processus Auger et de neutralisation 
résonante est très importante, car ces deux mécanismes sont en compétition, et leur 
détermination est nécessaire afin d'estimer la probabilité que l'ion soit réfléchi. 
Une meilleure définition de la structure de la bande de valence est par ailleurs elle aussi 
nécessaire, étant que seule une partie de cette bande a accès au processus Auger, de par sa 
profondeur et les énergies d'ionisation entrant en jeu. Supposer une densité d'états constante 
dans la bande de valence est commode, mais une distribution augmentant en s'approchant de la 
limite supérieure de la bande, ce qui est certainement le cas, augmenterait alors la production 
d'électrons secondaires. 
Une dernière avancée envisageable est la prise en compte des effets cinétiques. En effet, alors 
que dans le cas des métaux, l'émission cinétique prend le pas sur l'émission Auger à partir d'un 
keV environ, ce seuil est abaissé à la centaine d'eV, voire quelques dizaines d'eV dans le cas du 
MgO. Il serait intéressant de prendre ceci en compte dans notre calcul d'émission secondaire à 
la surface du polyéthylène, afin d'avoir une description de l'émission dépendant de la vitesse 
d'impact de l'ion (ou du métastable). 
Enfin, inclure la température de la surface et une probabilité de recombinaison des paires 


























On a vu tout au long de ce travail quelques-uns des changements majeurs qu'induit le passage 
aux hautes pressions dans les microdécharges. L'idée sous-jacente à cette démarche est 
d'améliorer les modèles numériques utilisés au LAPLACE de Toulouse. En effet, quand on 
cherche à décrire des microdécharges à haute pression, deux points d'achoppements 
apparaissent et nécessitent une description plus précise : tout d'abord la cinétique chimique 
gouvernant l'évolution d'un mélange gazeux. A haute pression, il s'avère que les cinétiques 
utilisées (généralement optimisées pour des modèles basse pression) sont incomplètes et qu'une 
compréhension plus fine des phénomènes les influant est de rigueur. Après la cinétique, on 
s'intéresse à l'émission secondaire d'électrons à depuis la cathode. Etant donné les champs 
électriques que l'on observe à la surface de la cathode d'une microdécharge à cathode creuse, 
on s'interroge quant à une possible influence de ce champ sur l'émission Auger par impact 
d'ions et de métastables. Parallèlement, cette dépendance de l'émission secondaire avec le 
champ électrique se retrouve dans le problème de la tension de claquage dans des cas de haute 
pression et de très petites distances interélectrode (quelques microns et inférieures), pour 
laquelle le modèle standard (équilibre atteint entre la multiplication en volume d'électrons et le 
remplacement des ions à la cathode par une émission secondaire fixe) ne peut décrire l'écart 
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observé à la courbe de Paschen. Pour formaliser la dépendance de l'émission secondaire Auger 
avec le champ électrique, nous avons repris la théorie développée par Hagstrum. Cette même 
théorie a ensuite été appliquée aux diélectriques, en étudiant les cas du MgO et du 
polyéthylène. Comme nous ne disposions pas de la même quantité d'informations pour décrire 
le polyéthylène que celle que nous avions pour le métal ou même le MgO, nous avons posé des 
hypothèses strictes, mais nos résultats dans ce cadre représentent une première étape indiquant 
la marche à suivre à l'avenir. 
Le second chapitre concernait la cinétique chimique en volume. Pour l'étudier, nous avons 
développé (en collaboration avec S. Pancheshnyi, G. Hagelaar et L.C. Pitchford) un nouveau 
programme zéro-dimensionnel, ZDPlasKin, afin de traiter la chimie dans l'approximation 
locale en tenant compte du comportement particulier des électrons via Bolsig+. ZDPlasKin a 
montré sa robustesse et sa facilité d'utilisation lors des premiers tests de colonne positive dans 
l'argon, qui se sont avérés concluants. Cela a permis de passer à l'étape suivante : la 
modélisation de la production d'O2(
1) dans une post-décharge après le passage du mélange 
gazeux He/O2/NO dans une décharge entretenue par microcathode (MCSD), le tout à pression 
atmosphérique. La MCSD est alors vue comme une colonne positive de champ faible (E/N < 
15 Td), d'où la validité de l'approximation locale. 
Comparés aux résultats expérimentaux obtenus par J. Santos Sousa et V. Puech au LPGP 
[SSB08], [JJE08]-[Sou10] dans le cadre de l'ANR, nos premiers résultats numériques se sont 
montrés très prometteurs, tant dans la mesure du singulet delta que dans la mesure de l'ozone, 
et ce malgré deux hypothèses très lourdes dans notre simulation, les caractéristiques électriques 
de la décharge fixées par avance, et le chauffage du gaz négligé. Et l'accord entre la simulation 
et l'expérience (tendances et ordres de grandeur) a été observé en faisant varier le flux de NO, 
le flux d'hélium, la pression partielle d'oxygène, ou encore le courant injecté dans la décharge. 
Malgré ces bons résultats, de nombreux détails restent en suspens, en particulier dans la 
simulation de la densité d'ozone pour les faibles flux de NO. En effet, cette densité est 
largement surestimée dans nos calculs, puis chute trop rapidement quand Q(NO) augmente. De 
la même manière, la densité de singulet delta simulée est sous-estimée par rapport aux valeurs 
expérimentales aux faibles Q(NO). Les deux sont liés par la quenching de O2(
1) par O3. 
Concernant la dépendance d'O2(
1) avec Q(He), on a vu que la tendance était bien respectée 
ainsi que les ordres de grandeur, mais que le pic de production est surestimé dans le cas des 
plus fortes pressions partielles d'O2 (10 et surtout 20 mbar), et que sa position est décalée vers 
les faibles flux d'hélium pour les plus basses pressions partielles (10 et surtout 3 mbar). 
Tous ces éléments pointent vers le fait que la cinétique de l'oxygène que nous utilisons est 
incomplète. Plusieurs tests numériques nous ont permis de dégager plusieurs possibilités 
d'amélioration de cette cinétique, et l'accord entre les nouveaux résultats numériques et les 
résultats expérimentaux fut alors bien meilleur, malgré un écart toujours important entre les 
densités d'ozone simulée et mesurée. Quatre réactions ont retenu notre attention : deux 
réactions provenant de la cinétique de l'ozone à haute pression et proposées par Held et al. 
[HZH92], une réaction de perte aux parois [ISS04] pour l'ozone (dont nous avons augmenté la 
probabilité de quenching artificiellement) et le quenching rapide du singulet delta avec O et 
He, proposée par Vasiljeva et al [VKK04]. Pour les réactions de Held, le chauffage de l'ozone 
par quenching du singulet a été négligé, tandis que la perte quadratique du singulet a permis 
d'obtenir une meilleure description de la densité d'ozone à fort Q(NO). La perte aux parois de 
l'ozone n'a eu qu'un effet restreint, même pour les faibles Q(He). Et le quenching rapide à trois 
corps a permis, en le supprimant, de mieux décrire la densité d'O2(
1) à faible Q(NO). 
Tous ces résultats nous orientent vers différentes voies à suivre pour améliorer notre modèle : 
la prise en compte, pour commencer, du comportement de la décharge de manière consistante 
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afin de ne plus dépendre des mesures expérimentales pour pouvoir effectuer nos calculs dans 
différentes conditions, et ainsi envisager une étude paramétrique en vue d'augmenter l'efficacité 
de la production d'O2(
1) dans ce dispositif. D'un point de vue théorique, l'amélioration de 
notre cinétique est incontournable, et s'appuiera sur trois points : une campagne de mesures 
expérimentales plus étendue (tester différentes longueurs et largeurs pour le tube de post-
décharge, mettre en place une mesure de O atomique, varier la pression totale, etc...) permettra 
de vérifier plusieurs de nos hypothèses, une recherche plus exhaustive des cinétiques déjà 
proposées dans d'autres applications à pression atmosphérique permettra de combler les 
lacunes de la nôtre en ce qui concerne l'ozone, et enfin la prise en compte du chauffage du gaz 
dans notre modèle, ce qui pourrait être un autre grand vecteur de perte par dissociation. 
 
Les troisième et quatrième chapitres étaient dédiés à l'étude des mécanismes d'émission 
Auger à la surface d'un métal, afin de mieux modéliser le comportement de la microdécharge à 
cathode creuse (MHCD) à haute pression, en prenant en compte le champ électrique élevé que 
l'on mesure à la cathode, de l'ordre de 10
7
 V/m, proche du champ observé dans les décharges à 
distance interélectrode microscopique dans le cas de l'écart à la courbe de Paschen. 
La théorie de l'émission secondaire Auger par impact ionique, de métastable, et par éjection 
multi-étape s'est avérée une construction mathématique complexe (que nous n'avons vu que 
d'un point de vue classique, et non pas quantique), mais compartimentée, ce qui nous a permis 
d'y introduire le champ électrique assez rigoureusement. Cette introduction s'est faite par le 
biais de plusieurs effets raisonnablement envisageables, dont quelques-uns ont été négligés a 
priori (la perturbation du taux de transition par le champ, par exemple). Des quatre effets que 
nous avons retenus, seul l'effet Schottky a été vu comme non-négligeable, dominant largement 
les trois autres pour des champs électrique inférieurs à E = 10
9 
V/m. L'effet Schottky 
correspondant à un abaissement de la fonction de travail du métal en racine carrée du champ, 
par une approximation linéaire, nous avons pu voir que les coefficients d'émission secondaire 
Auger (neutralisation et désexcitation) dépendent linéairement de cette racine carrée du champ 
électrique (l'éjection multi-étape n'est pas affectée par la présence d'un champ électrique dans 
le cas du tungstène, d'après nos calculs). Cette dépendance se retrouve dans les mesures 
d'émission cinétique et de photoémission avec champ électrique, ce qui nous conforte dans nos 
conclusions. 
Ce résultat, toutefois, ne permet pas de modifier sensiblement les théories d'émission de 
champ renforcée par la présence d'un ion et qui permettent de retrouver l'écart à la courbe de 
Paschen mesuré dans les expériences de microdécharges plan-plan dans l'air. On peut pourtant 
envisager une légère amélioration de la description du coefficient d'émission secondaire 
proposé par Go et Puhlman [GP09] en remplaçant le coefficient constant par notre coefficient 
N dépendant de la racine du champ électrique. 
Ce coefficient dépendant du champ a ensuite été appliqué à la simulation 2D de la MHCD et, 
en prenant en compte un facteur multiplicateur de champ traduisant la rugosité de la cathode, le 
principal effet que l'on a pu observer était l'abaissement en tension de la caractéristique 
courant/tension, ainsi qu'un décalage vers les courants plus élevés, du fait d'une constriction du 
plasma dans le trou. Ceci correspond à un allongement du régime abnormal de la décharge, 
dans lequel une augmentation du courant se traduit par une augmentation de l'émission 
secondaire à la cathode, avant d'être un étalement sur une surface plus étendue de la cathode. 
 
La dernière pierre de cette édifice, au cinquième chapitre, est l'adaptation de nos calculs 
d'émission secondaire depuis un métal sur les diélectriques. Le MgO, dont les résultats 
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théoriques et expérimentaux concernant son émission Auger sont en augmentation du fait de 
l'étude poussé des PDP, nous a servi de cas de référence. Le passage d'un métal à un 
diélectrique implique plusieurs modifications, particulièrement à cause de la présence d'une 
bande interdite et d'une probabilité de sortie plus élevée, et une simplification théorique 
drastique du fait des connaissances très parcellaires de la structure de bande des diélectriques. 
En reproduisant le calcul de N sur le MgO et en y ajoutant nos résultats avec un champ 
électrique, on a vu que ce dernier n'avait que peu d'influence, en ne prenant en compte que 
l'effet Schottky et en négligeant la courbure de bande due à la pénétration du champ dans le 
matériau.   
Mais l'objectif de ce calcul était d'étudier le comportement d'un polymère (ici, le 
polyéthylène) soumis à un bombardement d'ions lents. Nous avons fait le choix de maintenir 
toutes les hypothèses posées précédemment et d'effectuer le calcul de l'émission secondaire 
Auger de la même manière sur le polyéthylène que sur le MgO, en gardant tous les paramètres 
identiques (probabilité de sortie, énergie effective d'ionisation, etc...). Nous avons décrit la 
structure de bande du polyéthylène de la manière la plus simple qui soit, surface lisse, bande 
valence continue aux électrons uniformément distribués en énergie et pièges à électrons 
uniformément distribués aussi. 
Ce sont les pièges, justement, qui ont été la modification majeure apportée à notre théorie, 
puisque les pièges à électrons deviennent un niveau initial et final possible pour l'électron 
excité, niveau auparavant interdit dans le cas d'une bande interdite sans défaut. L'émission 
secondaire calculée en fonction du peuplement de ces pièges ne varie toutefois que très peu, 
que ce soit dans le cas de la neutralisation ou dans le cas de la désexcitation. Toutefois, à 
l'instar du MgO, les ions à faible énergie d'ionisation peuvent déclencher une émission 
secondaire quand les pièges sont peuplés, ce qui leur est interdit dans le cas d'un gap sans 
électrons piégés. 
D'après nos calculs, il s'avère donc que les métastables dans une DBD d'azote ou d'air à 
pression atmosphérique ne sont responsables, par leur désexcitation Auger, que d'une fraction 
négligeable de l'émission électronique observée à l'inversion de polarité. Leur grande densité 
laissait à penser qu'ils pouvaient être la source de ce courant à tension nulle, mais, si nos 
calculs sont exacts, au moins en ordre de grandeur, l'explication de ce courant non nulle est à 
chercher ailleurs, très probablement l'émission thermique ou l'exoémission. De même, les 
valeurs que nous avons calculées pour l'émission secondaire sont si basses que l'on peut 
conclure à leur impact négligeable dans le cadre des décharges partielles. 
Ce travail sur le polyéthylène a permis de mettre en lumière de nombreuses voies à explorer 
dans ce domaine afin d'avoir une théorie bien plus solide. La voie expérimentale, pour 
commencer, étape nécessaire si l'on veut avoir la moindre idée des ordres de grandeur de 
l'émission secondaire du polyéthylène. La voie théorique, ensuite, qui nécessitera une 
augmentation importante dans la précision de notre description du polyéthylène et des 
mécanismes d'émission. Pour commencer, l'ajout de processus cinétiques susceptibles de 
renforcer l'émission secondaire, ainsi que l'ajout d'une possible exo-émission, par laquelle les 
paires électron/trou créés dans le cas d'un peuplement de la bande de conduction ou des pièges 
à électrons pourraient se recombiner, permettant d'émettre un autre électron. Il faudra ensuite 
mieux décrire la distribution de la densité d'états dans la bande de valence, ainsi que les 
coupures d'énergie dans cette même bande et revoir la description de la distribution des pièges. 
L'ajout de la température de la surface pourrait aussi être un élément important en ce qu'elle 
modifierait tous ces paramètres de la structure de bande. En ce qui concerne le champ 
électrique à la paroi, notre description était assez sommaire et mérite une étude plus 
approfondie, en particulier en ce qui concerne la courbure de bande. Cet effet serait par contre 
la cause d'une diminution de l'émission secondaire, puisque l'énergie des électrons serait 
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abaissée, et par conséquent l'énergie d'ionisation de l'ion serait vue comme plus faible. La prise 
en compte du champ induit par les électrons piégés en surface serait par ailleurs une autre 
amélioration à envisager. Enfin, étant donné la profondeur de la bande de valence dans le cas 
du polyéthylène, la détermination de l'importance relative des processus Auger et résonants 
(qui passe par une détermination de leurs taux de transition respectifs) ne peut pas être laissée 
de côté. 
 
Cette thèse, ouverte sur différents sujets généralement abordés séparément, a permis une 
meilleure compréhension théorique de la cinétique chimique, ainsi qu'une amélioration de la 
description phénoménologique des processus d'émission secondaire Auger en présence d'un 
champ électrique et sur une surface diélectrique. Ces travaux devront être poursuivis, sans 
doute séparément à nouveau, pour répondre à toutes les questions que nous avons ouvertes, et 
aborder les autres questions que soulève le passage aux hautes pressions : pertinence des lois 
d'échelle, description fluide de la température, et la combinaison de plusieurs mécanismes 

























I.A) Cinétique de l'argon 
Les coefficients sont en cm
3
/s ou en cm
6
/s (réactions à deux ou trois corps). 
n° Réaction  Coefficient Réf. 
1 e + Ar  Ar+ + 2e Bolsig+ [Phe] 
2 e + Ar  Ar* + e Bolsig+ [Phe] 
3 e + Ar
*  Ar+ + 2e Bolsig+ [Phe] 
4 e + Ar
*
  Ar + e Bolsig+ [Phe] 
5 Ar
+







 +2Ar  Ar2
+












8 e + Ar2
+
























/Vs) et diffusion (cm
2
/s) des espèces chargées et excitées de l'argon. 
Espèce Constante Conditions Réf. note 
Ar
+ 
 = 1,52  
p = 760 Torr, Tg = 273,16 K 
[EPM76] p.196 à faible champ réduit 
(E/N  0) 
[EPM76] p.198 Ar2
+ 
 = 1,83 
Ar
* 






I.B) Cinétique He/O2/NO 
 
A nouveau, les coefficients sont en cm
3
/s (réactions à deux corps) ou en cm
6
/s (réactions à 
trois corps). Tg la température du gaz, et Te la température électronique, sont toujours 






Réaction Coefficient Réf. 
réactions électron–hélium 
1 e + He  He(1) + e Bolsig+ [Mor] 
2 e + He  He(2) + e Bolsig+ [Mor] 
3 e + He  He+ + 2e Bolsig+ [Mor] 
4 e + He(1)  He + e Bolsig+ [Mor] 
5 e + He(2)  He + e Bolsig+ [Mor] 
6 e + He2
+




7 e + O2  O2(v1) + e Bolsig+ [Phe] 
8 e + O2  O2(v2) + e Bolsig+ [Phe] 
9 e + O2  O2(v3) + e Bolsig+ [Phe] 
10 e + O2  O2(v4) + e Bolsig+ [Phe] 
11 e + O2  O2(D) + e Bolsig+ [Phe] 
12 e + O2  O2(S) + e Bolsig+ [Phe] 
13 e + O2  O2(C) + e Bolsig+ [Phe] 
14 e + O2  O + O + e Bolsig+ [Phe] 
15 e + O2  O(1D) + O + e Bolsig+ [Phe] 
16 e + O2  O2
+
 + 2e Bolsig+ [Phe] 
17 e + O2  O
-
 + O Bolsig+ [Phe] 
18 e + O2(v1)  O2 + e Bolsig+ [Phe] 
19 e + O2(v1)  O2(D) + e Bolsig+ [Phe] 
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20 e + O2(v1)  O2(S) + e Bolsig+ [Phe] 
21 e + O2(v1)  2O + e Bolsig+ [Phe] 
22 e + O2(v1)  O(1D) + O + e Bolsig+ [Phe] 
23 e + O2(v1)  O2
+
 + 2e Bolsig+ [Phe] 
24 e + O2(v1)  O
-
 + O Bolsig+ [Phe] 
25 e + O2(v2)  O2 + e Bolsig+ [Phe] 
26 e + O2(v3)  O2 + e Bolsig+ [Phe] 
27 e + O2(v4)  O2 + e Bolsig+ [Phe] 
28 e + O2(D)  O2 + e Bolsig+ [Phe] 
29 e + O2(D)  O2(v1) + e Bolsig+ [Phe] 
30 e + O2(D)  O2(S) + e Bolsig+ [Phe] 
31 e + O2(D)  2O + e Bolsig+ [Phe] 
32 e + O2(D)  O(1D) + O + e Bolsig+ [Phe] 
33 e + O2(D)  O2
+
 + 2e Bolsig+ [Phe] 
34 e + O2(S)  O2 + e Bolsig+ [Phe] 
35 e + O2(S)  O2(v1) + e Bolsig+ [Phe] 
36 e + O2(S)  O2(D) + e Bolsig+ [Phe] 
37 e + O2(C)  O2 + e Bolsig+ [Phe] 
38 e + O2
+





39 e + O3  O2
-
 + O Bolsig+ [Mor] 
40 e + O3  O
-
 + O2 Bolsig+ [Mor] 
Réactions électron–NOX 
41 e + NO  NO+ 2e Bolsig+ [Mor] 
42 e + NO
+





43 e + NO
+





44 e + NO2
+














45 He(2)  He(1) 6,0 10
7 [KS04] 
46 He2(1)  He + He 1,0 10
6 [KS04] 
47 2He(1)  He + He+ + e 2,5 10
-10 [KS04] 
48 He(1) + He(2)  He + He+ + e 5,0 10
-10 [KS04] 
49 He(1) + He2(1)  He2
+
 + He + e 5,0 10
-10 [KS04] 
50 He(1) + 2He  He2(1) + He 4,0 10
-34 [KS04] 
51 He(2) + He  He(1) + He 3,5 10
-11 [KS04] 
52 He(2) + He(2)  He + He+ + e 2,5 10
-10 [KS04] 
53 He(2) + He2(1)  He2
+
 + He + e 5,0 10
-10 [KS04] 
54 He2(1) + He  2He + He(1) 2,5 10
-14 [KS04] 
55 He2(1) + He2(1)  He2
+
 + 2He + e 2,5 10
-10 [KS04] 




 + 2He  He2
+
 + He 6,5 10
-32 [KS04] 
helium–oxygen reactions 















61 He + O(1D)  O + He 1,0 10
-13 
[KS04] 
62 He(1) + O2  O2
+





63 He(1) + O2(S)  O2
+















66 He(1) + O3  O2
+







 + O2  O2
+







 + O2  O
+







 + O2(D)  O2
+







 + O2(D)  O
+



























































 + O3  O
+














Réactions N-NOx et hélium-NO 






















































90 O2 + O + O(1D)  O2 + O2 9,94 10
-33 
[KS04] 





























96 O2 + O
-















99 O2(D) + O2
-










101 O2(D) + O + He  O2 + O + He 6,3 10
-33 
[VKK04] 
102 O2(D) + O
-

























107 O2(S) + O
-
















































































































 + O3  O3
-





123 O + O + He  O2 + He 1,0 10
-33 
[KS04] 
124 O + O + He  O2(D) + He 9,88 10
-35 
[KS04] 




















129 O + O(1D)  O + O 8,0 10
-12 
[KS04] 
130 O + O
+
 + O2  O2
+







131 O + O
-



















134 O(1D) + O(1D) + O2  O2 + O2 5,0 10
-33 
[KS04] 





 + O3  O2
+














 + O3  O3
-







 + O3  O2
-










































Cinétique complémentaire O / O2 / O3 (de Held) 
145 O(1D) + O3  O2(v1) + O2(v1) 2,7 10
-10 
[HZH92] 
146 O(1D) + O3  O2 + O2(D) 2,5 10
-10 
[HZH92] 
147 O(1D) + O3  O2(D) + O2(D) 2,5 10
-10 
[HZH92] 
148 O(1D) + O3  O2 + O2(S) 4,0 10
-11 
[HZH92] 
149 O(1D) + O3  O + O + O2(v1) 2,7 10
-10 
[HZH92] 
150 O(1D) + O3  O + O3 2,5 10
-10 
[HZH92] 




















155 O + O(1D) + O2  O2 + O2 9,94 10
-33 
[HZH92] 
156 O + O + O2(D)  O2 + O2(D) 7,4 10
-33 
[HZH92] 
157 O + O + O2(D)  O + O3 6,0 10
-34 
[HZH92] 










160 O2(v1) + O3  O + O2 + O2 2,8 10
-15 
[HZH92] 
161 O2(v2) + O3  O + O2 + O2 2,8 10
-15 
[HZH92] 
162 O2(v3) + O3  O + O2 + O2 2,8 10
-15 
[HZH92] 
163 O2(v4) + O3  O + O2 + O2 2,8 10
-15 
[HZH92] 





165 O2 + O(1D) + O(1D)  O2 + O2 5,0 10
-33 
[HZH92] 





167 O2 + O2 + O3  O + O2 + O2 + O2 5,0 10
-54 
[HZH92] 
168 O2 + O2(D) + O2(D)  O3 + O3 1,0 10
-31 
[HZH92] 











171 N + O2
+
  NO+ + O 1,2 10
-10 
[Ara07] 
172 N + O2
-


















































182 N + O
-






183 NO + O2(D)  O2 + NO 8,5 10
-17 
[Ara07] 
184 NO + O2(S)  O2(D) + NO 4,0 10
-14 
[Ara07] 
185 NO + O2
+
  NO+ + O2 4,5 10
-10 
[Ara07] 
186 NO + O + He  NO2 + He 1,0 10
-31 
[Ara07] 





188 NO + O + O2(D)  NO2 + O2(D) 1,0 10
-31 
[Ara07] 
189 NO + O + O  NO2 + O 1,0 10
-31 
[Ara07] 
190 NO + O(1D)  NO + O 1,7 10
-10 
[Ara07] 
191 NO + O
-





192 NO + O
-
 + O2  NO2
-
 + O2 1,0 10
-29 
[Ara07] 


















 + O2 6,6 10
-10 
[Ara07] 
196 NO2 + O  NO + O2 1,0 10
-10 
[Ara07] 
197 NO2 + O(1D)  NO + O2 2,8 10
-10 
[Ara07] 
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Pertes au paroi 
On suppose que la probabilité de neutralisation des espèces chargées à la paroi est de 1. 
 
# Réaction (avec la paroi) Probabilité P Réf. 
204 e  e(perdu) 1  
205 He(1)  He 1 [GFG95] 
206 He(2)  He 1 [GFG95] 
207 O2(v1)  O2 0,02 [GFG95] 
208 O2(v2)  O2 0,02 [GFG95] 
209 O2(v3)  O2 0,02 [GFG95] 
210 O2(v4)  O2 0,02 [GFG95] 





212 O2(S)  O2 0,02 [GFG95] 
213 O2(C)  O2 0,02 [GFG95] 
214 
O  O(adsorbé) 
suivi par recombinaison manuelle 
0,02 [GFG95] 




  O(adsorbé)+ 














suivi par neutralisation manuelle 
1  
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O3  O2 + O 
Réaction hypothétique 







II.A) Calcul de l'effet tunnel avec l'effet Schottky 
Si l'on tient compte de l'effet Schottky et que l'on veut la probabilité tunnel, il faut alors 
résoudre l'équation (4.4) pour un potentiel de forme parabolique à l'extérieur du métal. Cette 
résolution exacte est impossible. Dans l’ensemble des articles traitant du sujet, on utilise 
l’approximation WKB, qui revient à intégrer le nombre d’onde de l’électron dans la partie où 
l’électron n’a classiquement pas le droit d’être. Mais cette approximation, on le rappelle, n’est 
valable que lorsque W << 0  (ici, 0  est le sommet de la parabole), c’est-à-dire dans la 
majorité des cas d’émission de champ. Or, nous sommes dans un cas où rien n’indique à 
l’avance quel va être l’écart entre W et 0, puisque on va intégrer une fonction étalée sur une 
gamme d’énergie. 
Pour contourner ce problème sans compliquer les calculs par une résolution numérique de 
l’équation de Schrödinger, on va simplement approcher le profil de potentiel par un rectangle 
accolé à un triangle (lignes vertes de la fig. II.A.1). 
 
 
Fig. II.A.1 : simplification (vert) du potentiel réel (violet). 
 
La largeur du pic de potentiel est à peu près respectée (et vu le peu d’importance de l’effet 
tunnel sur N, on s’en tiendra là) et surtout cela reproduit l’abaissement de la barrière. Pour la 
probabilité tunnel, on multiplie simplement celle du rectangle (issue du calcul bien connu de 
tout cours d’introduction à la mécanique quantique) Drect à celle du triangle calculée 



















où  4/300 FeV   le nouveau sommet de la barrière, L la largeur du rectangle (égale 
à Fe 16/ ) et 20 /)(2 kVm   . La nouvelle probabilité D' que l'on utilise dans le cas 
de l'effet tunnel prenant en compte l'effet Schottky est alors : 
)().()(' WDWDWD rect  (4.A.2) 
avec D(W) définit en équation (4.5). 
 
II.B) Détails du calcul de l'éjection multiétape renforcée par le champ électrique 
 
Processus résonants modifiés par le champ électrique 
Nous avons vu au chapitre III que ce qui définissait les processus résonants était le 
positionnement du niveau métastable effectif par rapport à l'énergie de Fermi (équations 3.19 et 
3.20). Or, nous avons vu aussi que l'ajout d'un champ électrique décalait le potentiel effectif 
d'ionisation (éq. 4.2). Il faut donc tenir compte de ce champ dans l'étude du niveau métastable. 
Les équations 3.19 et 3.20 se réécrivent alors : 
  ))(')('(0 sEeEssE xi  (4.B.1) 
))(')('( sEeEssE xi   (4.B.2) 
On fait remarquer ici que l'effet Schottky ne diminue pas la fonction de travail, dans ce calcul, 
puisqu'il s'agit de comparer le niveau d'énergie du métastable et l'énergie de Fermi du métal 
dont on a vu qu'elle ne variait pas avec le champ (puisqu'il ne pénètre pas le métal). 
On a vu en fig. 3.15 du chapitre III que seuls les niveaux métastables de l'hélium et du néon 
croisaient le niveau de l'énergie de Fermi du tungstène, ouvrant la possibilité de la 
neutralisation résonante jusqu'à cette intersection. A titre d'exemple, on montre en fig. II.A.2 






Fig. II.A.2 : (s) = -(Ei'(s) + eEs -Ex'(s)) pour les cinq gaz nobles avec un champ E = 4.10
8
 V/m. Les 
flèches montrent les distances critiques sc pour chaque atome. 
 
On voit clairement qu'à présent, en présence d'un champ électrique, une distance critique sc 
est apparue pour tous les gaz nobles, même les trois (Ar, Kr et Xe) qui précédemment n'en 
avaient pas. Cela signifie que désormais tous les ions peuvent être neutralisés par résonance 
(pour s > sc). On constate de plus que les distances critiques de l'hélium et du néon ont diminué 
(environ 7 et 5 Å sous un champ de 4.10
8
 V/m contre sc(He) = 12 et sc(Ne) = 7 Å dans le cas 
sans champ). Le champ électrique diminue donc la distance jusqu'à laquelle les ions vont 
pouvoir être neutralisés par résonance, augmentant donc la probabilité de trouver un métastable 
à la place d'un ion à la distance sm. 
En systématisant ce que l'on vient de voir, on peut résoudre numériquement l'équation 
implicite : 
 ))(')(' cxcci sEeEssE  (4.B.3) 






Fig. II.A.3 : Distance critique sc en fonction du champ E pour les cinq gaz nobles. 
 
On rappelle que la distance de probabilité maximale d'interaction Auger sm (la même pour la 
neutralisation et la désexcitation) se situe entre 3 et 5 Å. On voit donc que quand le champ 
augmente, la distance critique sc diminue, jusqu'à se trouver très proche de sm , voire inférieure. 
Si l'on reprend à présent la probabilité P0''(s), probabilité de trouver l'ion intact en s, donnée 
en équations (3.21) et (3.22), on peut y ajouter le champ électrique par l'intermédiaire de sc (E). 
La fig. II.A.4 montre l'évolution de P0''(s) pour le néon avec un champ croissant. 
 
 





 V/m)). La courbe noire la plus haute est P0''(s) en l'absence de champ. Quand le 
champ croît, sc diminue (la pointe la plus basse de chaque courbe), donc la courbe s'allonge. L'ordre 
est donc, pour les premières, noir, rouge, vert, bleu, violet, jaune, etc... jusqu'à la courbe orange pour 
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laquelle le champ est le plus élevé. A titre de comparaison, la probabilité de neutralisation Auger Pt(s) 
a été ajoutée. 
 
On voit sur la fig. II.A.4 que quand le champ augmente, sc diminue, donc la probabilité d'être 
neutralisé par résonance augmente comme on se rapproche de la surface, donc la probabilité de 
trouver l'ion tel quel diminue. Puis, passé sc, la probabilité de trouver l'ion tel quel raugmente, 
puisque les métastables formés par neutralisation résonante peuvent à leur tour être ionisés par 
résonance. 
Comparé à la probabilité d'être neutralisé par effet Auger, la probabilité de trouver l'ion tel 
quel est de un partout où Pt (s) est non nul, pour les premières valeurs du champ. Mais pour des 
valeurs de champ plus élevées, il commence à y avoir une zone de plus en plus grande dans 
laquelle Pt est non nul, mais P0''(s) est quasiment nul. Cela signifie que dans cette zone, le 
mécanisme Auger prépondérant sera donc la désexcitation Auger, puisque tous les ions ou 
presque ont été convertis en métastables. Les mécanismes résonants sont donc bien influencés 
par le champ électrique, ce qui va modifier le coefficient d'éjection multiétape I. 
 
Ejection multiétape renforcée par le champ 
On a vu que le coefficient d'éjection multiétape était une combinaison de neutralisation Auger 
et de désexcitation Auger par le truchement des processus résonants. Les deux processus Auger 
sont pondérés par fN, la probabilité de trouver l'ion intact à la distance de probabilité maximale 
d'interaction Auger. fN, définit par Hagstrum, est simplement P0''(sm). En toute rigueur, si l'on 
souhaite conserver correctement la dépendance spatiale des différents mécanismes, il faut 
définir fN de manière plus précise. 
On a vu que la probabilité d'être neutralisé par processus Auger était de 1, une fois intégrée 
sur l'ensemble des distances (cette remarque est la même pour la désexcitation). Or, si l'on 
considère que dans le cas de l'éjection multiétape, les processus résonants mettent les deux 
mécanismes Auger en compétition tout le long du trajet de l'atome (ion ou métastable), il faut 
reconsidérer la probabilité de trouver l'ion intact (et partant, la probabilité de trouver l'ion sous 





0 )('').( dssPsPf tN  (4.B.4) 
à savoir l'intégrale de la probabilité pour l'ion de subir une neutralisation Auger à distance s 
de la surface (qui suppose que l'ion subisse effectivement cette neutralisation, avec une 
probabilité Pt(s), mais aussi que l'ion soit toujours un ion à la distance s, avec une probabilité 
P0''(s)). Dans ce cas, fN représente mieux la fraction d'ion qui subit la neutralisation Auger. 
Connaissant Pt(s) (équation (4)), P0''(s) (équations (3.21) et (3.22)), et en y incluant sc(E) 





Fig. II.A.5 : fN, fraction d'ion subissant une neutralisation Auger sur tout le parcours de l'atome, pour 
les cinq gaz nobles arrivant à v0 = 10eV. 
 
Il semble clair, au vu des valeurs de fN (proche de 1 jusqu'à un champ de 10
9
 V/m pour les 
cinq gaz nobles) que la majorité des ions subira la neutralisation Auger, même en présence d'un 
champ électrique. On notera par ailleurs que notre définition de fN ne permet pas de retrouver 
les valeurs estimées expérimentalement par Hagstrum pour le néon à des champs faibles. 
Il est difficile d'estimer la variation qu'induira cette faible dépendance de fN avec le champ 
électrique (pour une fonction de travail  = 4,5 eV, on le rappelle, ce qui est élevé, les 
fonctions de travail les plus élevées pour un métal se situant aux alentours de 5,5 eV) étant 
donné les grandes différences qui existent entre N et D. 
Comme à présent nous disposons de tous les éléments nécessaires à son calcul, on peut à 
présent estimer l'impact du champ électrique sur le coefficient d'émission secondaire par 
éjection multiétape  : 
)()).(1()().()( EEfEEfE DNNNI    (4.B.5) 
Il n'est plus qu'à calculer chacun de ces termes. La section IV.A nous a fourni N (E), la 
section IV.B nous a permis d'avoir D (E), et nous venons juste de calculer fN(E). En combinant 





Fig. II.A.6 : I(E) pour les cinq gaz nobles arrivant sur la surface à v0 = 10eV.  = 4,5eV. Les lignes 
pointillées représentent  (E) pour les mêmes conditions. 
 
Ces résultats ne semblent pas concluants, car on voit bien que la différence ne devient 
sensible que pour des champs supérieurs à la limite d'émission de champ, donc en dehors de 
notre domaine d'étude. Pour mieux comprendre la construction de ce coefficient d'émission 
multiétape, il est utile de regarder la répartition des deux processus Auger pondérés par la 
fraction fN (E), montrée en fig. II.A.7 uniquement pour le néon. 
 
 
Fig. II.A.7 : répartition des différents termes composants I (E) (ligne rouge et étoiles rouges) pour le 
néon : fN(E).(E) (ligne bleue) et (1-fN (E)).D(E) (ligne violette). A titre comparatif, (E) (ligne 




On peut déjà constater que le peu de différence entre I et N , même à fort champ, cache le 
fait que pour un champ supérieur à 3 10
9
 V/m (on se situe là dans un cadre purement 
théorique), la désexcitation Auger représente la moitié de l'éjection multiétape. En d'autre 
termes, pour un ion Ne
+
 approchant d'une cathode de tungstène à la vitesse v0 = 10eV sous un 
champ E = 3 10
9
 V/m, on aura une probabilité I ~ 0,4 de recevoir un électron en retour, et dans 
le cas d'un faisceau d'ions, la moitié des électrons secondaires auront été émis par neutralisation 
Auger de l'ion, et l'autre moitié par désexcitation Auger de Ne
*
 après que Ne
+
 aura été 
neutralisé par résonance. 
Un meilleur moyen de voir ce qui se passe est de regarder la distribution électronique des 
électrons secondaires. Car en effet, si par définition I est donné en équation (4.B.5), comme fN 
ne dépend pas de l'énergie de l'électron secondaire, on peut alors écrire pour la distribution 
électronique N0I de l'électron émis par éjection multiétape : 
),(')).(1(),().(),( 000 kNkNkI EENEfEENEfEEN   (4.B.6) 
où N0I (E,Ek) est la distribution énergétique de l'électron secondaire dû à l'éjection multiétape, 
N0 (E,Ek) la distribution énergétique de l'électron secondaire dû à la neutralisation Auger et 
N0'(E,Ek) la distribution énergétique de l'électron secondaire dû à la désexcitation Auger. 
Comme on a vu en fig. 3.13 les différences qui existaient entre les deux du fait de transformées 
Auger différentes, on va voir en fig. II.A.8 comment la distribution énergétique de l'électron 
multiétape combine les deux. 
 
 
Fig. II.A.8 : A gauche en haut, la distribution énergétique de l'électron multiétape, à droite en haut, 
la composante due à la neutralisation Auger, à droite en bas, la composante due à la désexcitation 
Auger. L'échelle verticale est en unités arbitraires, mais est la même pour les trois graphiques. A 
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gauche en bas, les quatre valeurs du champ électriques choisies pour ces courbes. L'ion considéré est 
Ne
+
 à v0 = 10eV sur une cathode W. 
 
La distribution énergétique N0I de l'électron émis par éjection multiétape prend peu à peu la 
forme de la distribution due à la désexcitation Auger, tandis que l'amplitude de celle due à la 
neutralisation Auger diminue peu à peu. Et nous avons regardé le comportement de l'éjection 
multiétape en fonction du champ pour un ion Ne
+
, dont la fraction de neutralisation Auger est 
celle qui diminue le plus rapidement avec le champ (fig. II.A.5). 
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