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33
Extreme hydrological events, such as floods, storms and droughts may have serious economic and 34 social consequences. Frequency analysis (FA) procedures are commonly used for the analysis and 35 prediction of such extreme events. Relating the magnitude of extreme events to their frequency of 36 occurrence, through the use of probability distributions, is the principal aim of FA [Chow et al., 37 1988] . 38
Generally, several correlated characteristics are required to correctly describe hydrological events. 39
For instance, floods are described by their volume, peak and duration (e.g., Yue et al. [1999] ; 40 Ouarda et al. [2000] ; Shiau [2003] ; Zhang and Singh [2006] and Chebana and Ouarda [2010] ). All 41 aspects of univariate FA have already been studied extensively, see e.g. Cunnane [1987] and Rao 42 and Hamed [2000] . On the other hand, multivariate FA has recently attracted increasing attention 43 and the importance of jointly considering all variables characterizing an event was clearly pointed 44 out. Justifications for adopting the multivariate framework to treat extreme events were discussed in 45 several studies (see Chebana and Ouarda [2010] for a summary). For instance, single-variable 46 hydrological FA can only provide limited assessment of extreme events whereas the joint study of 47 statistical tools. Let 1 2 , ,..., and [Massé, 2009] ) is a generalization of the sample mean (1). Given a depth function, the α-depth-162 trimmed-mean can be considered as the sample mean computed from the The use of the % α trimmed-mean as a robust estimator in the univariate framework in hydrology 175 was discussed by Ouarda and Ashkar [1998] . 176 Component-wise median: As a direct extension of the univariate median and similarly to the 177 multivariate arithmetic mean, the component-wise median n CM is defined as: 178 ( ) Depth medians: The following three location parameters are based on depth functions. The labels of 181 these medians are directly taken from their respective depth functions, Tukey, Oja and Liu, given in 182 the appendix. Any other depth function could also be used to define a location median but the above 183 are the most studied in the literature. 184 We consider the set d E R ⊆ of points that maximize the considered depth function. The depth 185 median is the centeroïd of the polygon composed by the set of points maximizing the selected depth 186 function [Massé and Plante, 2003] . Generally, E is a convex and compact set [Leon and Massé, 187 1993 ]. Tukey and Oja medians have suitable properties whereas those of Liu median are not studied. 188
The set E corresponding to Tukey median is convex since the half-space depth function is quasi-189 concave . Tukey median is then defined as the center of mass of E 190 [Massé and Plante, 2003] . For the Oja median, if n is even, then the set E is a single element 191 according to Oja and Niinimaa [1985] . 192 Spatial median: The spatial median is defined as [Massé and Plante, 2003] : ϕ over a set A.
195
In the bivariate case, a numerical study by Massé and Plante [2003] compared all the above 196 mentioned location estimators. The spatial median (6) stands as the best location parameter in terms 197 of robustness and accuracy, followed by Oja and Tukey medians. In a second group, we find the Liu 198 and the component-wise medians in terms of robustness. Trimmed means (for α = 0.05, 0.10 with 199
Tukey and Liu depths) are in a third group, followed finally by the sample mean. Overall, medians 200 were shown to be more robust location parameters than means. Note that except for the Liu and Oja 201 medians, all the above location parameters are computable in higher dimensions, though sometimes 202 under approximations. 203
Scale parameters
204
Scale parameters are useful to measure the dispersion of a distribution or a sample. The scale and 205 location parameters appear in almost all probability distributions employed in hydrology since these 206 distributions should contain at least two parameters. We present two types of multivariate scale 207 parameters: matrix-valued and scalar-valued. 208 α-trimmed sample dispersion matrix: Given a center-outward ranking of data derived from a given 209 depth function, we first define a general weighted scale matrix [Liu et al., 1999] . The corresponding 210 definition is similar to that of n DL (given in (3)), except that we replace ( ) n t ξ by the function ( ) n S t 211 defined on the space 
For 1 α = , we define DS n as the zeros matrix and for α = 0, it coincides with the usual covariance 222 matrix. 223
Note that the matrix form of scale enables an easy comparison of dispersion between dimensions 224 and can reveal more information. However, a matrix is not effective for measuring the overall 225 dispersion of the distribution (e.g. [Liu et al., 1999] 
Skewness
239
Skewness can be defined as a measure of departure from symmetry. Skewness evaluation is 240 important in hydrology since generally univariate distributions are not symmetric and are one-side 241 heavily-tailed [Helsel et al., 2002] . In the multivariate case, there are several types of symmetry, 242 such as: spherical, elliptical, antipodal and angular. Depth-based tools are presented in this section to 243 empirically evaluate each type of symmetry. In the following, we present the definition of each 244 symmetry as well as how it can be evaluated. The definitions are taken from Liu et al. [1999] and 245
Serfling [2006] . All the following types of symmetry have a common feature: the distribution of a 246 centered random vector X c − is invariant under a given transformation and all of them reduce to the 247 usual univariate symmetry. 248
Spherical symmetry: "The distribution of the random variable X is said to be spherically symmetric 249 about the point c if the distributions of ( -) X c and ( -) X c U are identical, for any orthonormal 250 matrix U." Recall that a matrix U is orthonormal if and only if UU'= U'U = I where U' is the 251 transpose of the matrix U and I is the identity matrix. This kind of symmetry represents a rotation of 252 X about c. The probability density function of X, when it exists, is then of the form 253 ( ) then proceed on the basis of the transformed data as in spherical symmetry by evaluating Sph(p) on 270 the transformed set. We finally plot the function Sph(p) on the transformed data set. The 271 interpretation of the curves associated to the elliptical skewness is similar to that of the spherical 272
skewness. 273
Antipodal symmetry: "The distribution of the random variable X is said to be antipodally symmetric 274 about the point c (if such a point exists) if the distributions of ( )
This symmetry is also called reflective or diagonal and represents the most direct extension of the 276 usual univariate symmetry. The probability density function f in this case is such that 277
Given a depth function and a location parameter µ , we consider the reflection of the p The topic of hypothesis testing is beyond the scope of the present study. 311
Kurtosis
312
Peakedness and tailweight evaluations are important in hydrology as the focus is often on extreme 313 events and the tail of the distribution. These concepts are related to kurtosis which is a measure of 314 the overall spread relative to the spread in the tails. Measuring kurtosis is important in water 315 sciences since extreme events occur in the tail of the distribution (univariate or multivariate) with 316 non negligible probability. Kurtosis is generally defined as a ratio of two scale measures, i.e. scale of 317 the whole data and scale of the central part [Bickel and Lehmann, 1979] . We present in this section a 318 number of tools that quantify multivariate kurtosis. The reader is referred to Liu et al. [1999] and 319
Wang and Serfling [2005] for more details. 320
Lorenz curve of Mahalanobis distance: Given a non-singular scale matrix S n , such as the one given 321 in (8) or simply the covariance matrix, and a given depth function for which n ν is the deepest point,
322
we introduce the real-valued functions: 323
where 325
We define
formulation of L and each of them represents a ratio of the central variability to the total variability. 328
The functions given in (11) Increasing values of ( )
indicate that the probability mass is greater in the center than in the tails. 367
It is important to mention that, unlike kurtosis measures discussed in the above sub-sections, the 368 quantile-based measure requires some prior knowledge about the distribution of the sample to 369 interpret the obtained curves. 370
Outlier detection
371
Identifying outliers is an important statistical step to analyze data sets as indicated, for instance, by 372 Barnett and Lewis [1978] in the univariate as well as in the multivariate settings. Outlier detection in 373 hydrologic data is a common problem which has received considerable attention in the univariate 374 framework. 375
In the multivariate setting, outlyingness functions are defined and employed to detect outliers. 376
Values of these functions usually range in the interval [0, 1]. They measure outlyingness of a certain 377 point with respect to the entire sample. An outlyingness value near 1 indicates high outlyingness, 378
and inversely a value near 0 indicates centrality. In order to determine whether an observation is an 379 outlier or not, it is required to define a threshold, i.e. the minimum outlyingness value from which a 380 datum is considered to be an outlier. In the following we present the most promising and recently 381 developed outlying functions, based on depth functions and given in Dang and Serfling [2010] . 382
Outlyingness: A depth outlyingness is a transformation of a depth function for a given distribution 
, , 1 , 
Spatial Mahalanobis: 
The following example is illustrated in Dang and Serfling [2010] . By putting δ = 0.1, the ratio of and that the variable X is standard normally 415 distributed, then the threshold given in (21) is given more explicitly as: 416 
Applications
423
In the following, the notions and methods introduced in Section 2 are applied to two real-world 424 hydrological data sets. The first one is given in details whereas in the second one, we focus on 425 outlier detection. All the methods presented in Section 2 are implemented in the Matlab environment 426 The corresponding values are given in Table 2 . Generally, all location parameters are located in the 462 center of the sample. We observe that locations based on the mean are slightly influenced by the 463 extreme values of the sample, for instance, in the series (Q, D). This result is in agreement with the 464 study by Massé and Plante [2003] where the authors recommend, on the basis of accuracy and 465 robustness, the use of spatial median followed by Oja and Tukey medians. 466
Scale parameters 467
The α-trimmed dispersion matrix, given in (8), is easily computed for any multivariate setting. 468
Corresponding values associated to each series are presented in Table 3 by D is included in both Q and V because they are evaluated on D. This is in concordance with 481 matrix dispersion given in Table 3 . These findings, both with matrices and scalars, confirm what was 482 previously revealed from bagplots and contour plots in Figure 1 . 483
Skewness measures 484
The measures of the four kinds of symmetry, presented in Section 2.4, are applied on each one of the 485 three series. that all the three series are heavy-tailed. However, fan plots indicate again that (Q, V) is the most 511 peaked series (Figure 5d ). As explained in Section 2.5, quantile-based curves, provided in Figure 5e , 512 do not reveal indications concerning kurtosis for the studied series since they require some 513 information regarding the generating distribution. 514
Overall, we conclude that (Q, V) is the most peaked series and that the L * -based kurtosis measure 515 seems to be the best option since it is simple, distribution-free and able to distinguish between 516 kurtosis of distributions. Therefore, the appropriate distribution candidates should be heavy-tailed as 517 expected. 518 519
Outlier detection 520
We evaluated spatial and both depth-based Mahalanobis and Tukey outlyingness functions for the 521 three series. The results are presented in Table 4 
Magpie case study 535
The data series related to the second case study consists in daily natural streamflow measurements 536 from the Magpie station (reference number 073503). This station is located at the discharge of the 537
Magpie Lake in the Côte-Nord region in the province of Québec, Canada. Data are available from 538 1979 to 2004. In this case study we focus on outlier detection for the flood peak Q and the flood 539 volume V series. The corresponding Tukey depth and the outlyingness values are reported in Table  540 5. 541
To obtain the threshold that the outlyingness of an outlier exceeds, we considered δ = 0.15 as the peaks: the first one is characterised by a high magnitude while the second one is smaller and occurs 563 later in the summer. This year was particular with a very cold winter and a large amount of snow on 564 the ground until early May. In conclusion, the flows of the above detected years seem unusual but 565 are actually observed and do not correspond to incorrect measurements or changes over time in the 566 circumstances under which the data were collected. Hence, these observations should be kept and 567 employed for further analysis. However, it is recommended to use robust statistical methods to avoid 568 sensitivity of the obtained results to outliers. 569
The Tukey median and the arithmetic mean are evaluated. We observe that the median corresponds 570 to the year 1980 with Q = 847.72 and V = 2216.22. The bivariate mean vector is (Q = 859.15, V = 571 2138.70). After removing any of the above outliers, the mean changes significantly whereas the 572 median remains the same. For instance, the mean becomes (835.25, 2067.89) after removing the 573 1981 outlier. This result illustrates the effect of the detected outliers on the mean which is not the 574 case for the median. Since the detected outliers represent actual observations, it is not advised to 575 remove them. In that case, the median is recommended as a location measure. For further analysis, 576 robust methods and measures are recommended for this data set. 577
Conclusions
578
The techniques and methods presented in the present paper constitute the first step in a multivariate 579 frequency analysis. In the present paper, several features of the sample are treated, such as location, 580 scale, skewness, kurtosis and outlier detection. The methods discussed in the present paper are 581 superior to the classical multivariate methods based on moments, the assumption of normality, and 582 componentwise techniques. These recent methods, mainly based on the notion of depth function, are 583 moment-free, not normally-based and affine invariant (if the depth function is). This preliminary 584 step of the analysis is useful for the modeling of hydrological variables and for risk evaluation. It 585 allows to screen the data, to guide the selection of the appropriate model and to make comparisons 586 of multivariate samples. The methods discussed in the present paper were applied to flood data from 587 the Ashuapmushuan and Magpie data sets in the province of Québec, Canada. These methods can 588 also be adapted and applied to other hydrometeorelogical variables such as storms, heat waves and 589
draughts. 590
The findings related to the first case study of the Ashuapmushuan basin show that there are no 591 outliers and the data are likely to be elliptically symmetric and heavy-tailed. Therefore, the 592 appropriate multivariate distribution should be in a class with similar features. The second case 593 study of the Magpie station contains a number of outliers which are checked to be real observed 594 data. Therefore, they cannot be removed from the sample and robust methods should be adopted for 595 further analysis. 596
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The empirical half-space depth function is defined by replacing the probability function P(H) by the 757 proportion of sample observations falling into a half-space H. An illustration based on a simple 758 example is given in Figure 6 . The depth value of θ is the minimum number of observations falling 759 in the half-spaces (here 2) divided by the sample size 9. Note that θ does not belong to the sample. 
( , ) 1 , ,..., for Depth functions are applied in several fields such as in econometric and social studies [Caplin and 788 Nalebuff, 1991a; b; . Liu and Singh [1993] and Liu [1995] θ which is equal to as 2 divided by the sample size.
