Abstract-The use of the optimal control model (OCM) of the human pilot as a design tool is discussed. A novel procedure for the assignment and selection of model parameters in the absence of experimental data is proposed. A technique for partitioning a weakly coupled, multiaxis task into approximate state-uncoupled, single-axis tasks is introduced. The resulting modeling technique is utilized in the design and analysis of an aircraft flight-director system. This flight-director design technique differs from previous related work using the OCM in that considerable effort is devoted to ensuring that the OCM-designed director exhibits the desirable frequency-domain characteristics associated with experimentally verified classical designs (e.g., K/s "effective vehicle" characteristics, noninteracting controls, etc.). The implications of the technique in the design of automatic flight control systems which employ the human pilot as a performance assessor and failure detector are briefly discussed.
I. INTRODUCTION T HE PAST decade has witnessed the increasing utiliza-
tion of the optimal control model (OCM) of the human operator in the analysis of human performance and behavior in man-machine systems [1] - [3] . The use of the OCM as a design tool has progressed also, albeit more slowly [4] - [7] . This is attributable to the difficult problem of selecting OCM index of performance weighting coefficients and noise covariances in the absence of corroborative experimental data, especially in the case of multioutput systems.
In this paper consideration is given to the utility of the OCM as a control-display design tool with particular emphasis on its use in the design of aircraft flight directors. We will first simplify the model, and then, focusing attention on single-axis (control) tasks, we will discuss an "equivalent time-constant" method to relate the "maximum allowable deviations" of pilot control rates to the rates of change of vehicle outputs. Hypothetical performance-workload trade-offs will be employed to uniquely specify the desired equivalent time constants and observation noises (or task attention parameters). Finally, an open-loop eigenanalysis technique will allow us to partition weakly coupled multiaxis tasks into constituent single-axis tasks for the purpose of selecting index of performance weighting coefficients.
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II. PILOT MODELING: SINGLE-AXIS (CONTROL), SINGLE-OUTPUT TASKS
Before beginning a discussion of the modeling technique, a very brief review of the OCM is in order. A detailed discussion of the model is beyond the scope of this paper since a wealth of pertinent information exists in the literature, both in terms of theory and application [1] - [3] . Fig. 1 is a general block diagram representation of the OCM. For the purposes of the analysis technique to be described, the OCM will be completely specified when the following parameters have been selected: 1) the time delay T; 2) the noise-to-signal ratio for each control, pj; 3) the noise-tosignal ratio for each observed variable, pi; and 4) the weighting coefficients in the index of performance.
For the sake of simplicity, we will set T = 0.2 s and p, = 0.0001 (-40 dB) and will not allow them to vary in the analyses to follow. An expression for the noise-to-signal ratios for the observed variables will be given as 0.01 i aC/2dn (1) where pi noise-to-signal ratio for the i th observed variable.
ac attention parameter, whose value is assumed to be proportional to the amount of attention the pilot is allocating to the control task.
dn number of explicitly displayed variables.
In keeping with the established structure of the OCM, we assume the pilot can perceive the first derivative of an explicitly displayed variable but not higher derivatives. The collection of explicitly displayed variables and their firsttime derivatives will be referred to as observed variables. Although analytical methods for including the effect of visual indifference thresholds and nonuniform attention allocation exist [3] , for expediency none will be utilized in the technique to be described. The appearance of the factor 1/2dn in the denominator of (1) stems from the assumption that the entire control task attention (ac) is distributed evenly over all the observed variables (2dn in number). Thus, selection of ac is equivalent to selection of pi, and the former will be a fundamental parameter in our analyses.
Values of the weighting coefficients of the index of performance will be based on reciprocals of "maximum allowable deviations" of the respective variables [8] chosen U.S. Government work not protected by U.S. copyright. by what will be termed an "effective time-constant" method.
Single-axis tasks will be considered first. Fig. 2 
The transfer function representing the system dynamics has been shown as a ratio of polynomials. Pure-time delays that might be included in a vehicle description to account for the phase effects of high-frequency dynamics or to model delays inherent in the implementation of digital control laws can be incorporated through appropriate Pade approximations. We will assign an arbitrary maximum allowable deviation to the time rate of change of the error, 
Relating the maximum allowable deviations of vehicle output and pilot control variables to reciprocal powers of T is justified by the pilot/vehicle bandwidth considerations which will be discussed.
Unlike 0M, the value of 8M in (3) will not be arbitrary but will be found using (3) Using (3) and relation (4) and the algebraic expression in s shown in Fig. 2 , we propose the following:
[IITnI l+ I bn-I /T n-2 + -+ Ibil + lboIT] gm K[IIT n-2 + T a-/n-3 + ***+ IaI+IaOmI,T (5) We do not mean to imply here that the integrals and derivatives of 0 and 3 actually achieve their maximum values simultaneously. Rather we allow the numerator and denominator of (5) to contain a weighted sum of the maximum values of the dependent and control input variables, respectively. As (5) indicates, the weighting factors are governed by the system dynamics. The right side of (5) can be interpreted as the maximum value of 8(t) that the pilot is willing to generate in a tracking task, given an internal model of the system dynamics and a desired maximum value of pitch rate, 0(t). Thus, given the vehicle dynamics and values for 0M and T, the analyst can find 3M. This, in turn, will allow definition of the weighting coefficients in the index of performance, now denoted JT a,.
An inspection of (2) and (5) suggests that T essentially determines the bandwidth of the pilot-vehicle system. For physically realizable systems, gM/0M will be approximately proportional to powers of (I/T). Thus, as (I/T) is allowed to increase (decrease), 6Ml/M increases (decreases) and the quadratic performance index allows more (less) control activity in minimizing tracking error. Furthermore, with ac fixed at some nominal value aco, changes in JT a brought about by changes in T reflect variations in quadratic performance relative to variations in the maximum allowable deviations appearing in (2) . Following Hess [9] , we will assume that these variations can be used to quantify the relative acceptability of the task demands from the pilot's point of view. On the other hand, with T fixed at some nominal value To, changes in JTO a, brought about by changes in aC, reflect only variations in quadratic performance.
We now assert that with ac fixed at some aco, selection of T by the analyst should parallel a hypothetical "performance-workload" trade-off made by the pilot between his desire to maximize closed-loop disturbance suppression or command following capabilities (maximize 1/T) and his desire to maximize task acceptability (minimize JT a ). As will be shown, these criteria cannot be simultaneously met; that is, a trade-off must be undertaken. Likewise, with T fixed at some To, selection of a, should parallel a hypothetical "performance-workload" trade-off between the pilot's desire to maximize closed-loop system performance (minimize JTO a ) and his desire to minimize "attentional demand" (minimize ac).
In [10] , a simple technique was introduced to allow the analyst to accomplish the hypothetical trade-off which it is assumed the pilot makes by first selecting a domain of 1/T containing the reciprocal of the pilot's time delay, T (i.e., (l/aT) < 1/T < (a/T), where a > 1.0). The operating point is then defined as the "knee" of the jT a versus log (I/T) curve, i.e., the value of T where aUT,a0O (JT/a,a,O Jar,acO) a log (I/T) log (a/T) -log (Il/at) (6) Here, n1 is a constant, nominally unity, which can be used to reflect manipulator characteristics, much like an efficiency factor. This procedure defines the operating point indicated in Fig. 3 . It is important to emphasize that the ordinate in Fig. 3 
Here, 'rd is a constant, nominally unity, which can be used to reflect general display characteristics, again, much like an efficiency factor. The value of ac corresponding to the operating point defined by (7)- (9) is shown in Fig. 4 [10] and those to be discussed here, a = 4, a = 0.1, and B = 0.5. Fig. 5 shows the OCM transfer function and remnant power spectral density which was generated by the technique just described compared with experimental values taken from [1] . The OCM results also compare very well with those of [1] . The controlled element dynamics were K/s. The analysis technique and experimental comparisons are discussed in further detail in [10] . These results indicate that for many engineering applications, this OCM technique yields acceptable models of the human pilot in single-axis, single-variable tracking tasks. [11] . Equation (10) (3)- (5), we write the algebraic relation XM =IXU/MUI|uM/Tin±+ MqXu/MUI0M±+ lgIMTin. Here, with Tin specified, XiM can be thought of as the maximum allowable deviation in longitudinal acceleration that the pilot will allow, given an internal model of the vehicle dynamics and a maximum allowable deviation of pitch rate, AM. Now, Tut can be introduced by specifying XM = XMTout XM XMTout = XM(Tout). (12) As defined in [10] proceed to the determination of Tin and a,.
As (11) and (12) (14) and plotting its value versus log(l/Tin) in a manner completely analogous to that shown in Fig. 3 . Note that P is not the actual index of performance governing the OCM; it is a metric that allows us to select Tin, based on inner-loop performance when the inner and outer loops are closed in the OCM via (13) . Depending on the quality of the initial estimate for Tin and a, some iteration on T.ut may be necessary. Finally, the attention parameter ac is selected in a manner identical to that used in the single-variable tasks.
As was the case with the previous tasks, the arbitrary value of OM has no effect on the procedure used to determine Tin, Tout, and aC.
The technique for selecting index -of -performance weighting coefficients outlined here differs from that often employed in OCM design work, in which the maximum allowable deviations are chosen on the basis of task requirements. Such requirements are often obtained from pilot questionnaires, as in [12] . If this avenue is not available, the designer must simply rely upon intuition and past experience. In such cases, the method proposed here offers what the author believes to be a preferable alternative. Fig. 8 shows a comparison between the OCM performance predictions using the model parameter selection technique just described and those from the experiments of [13] . These experiments did not include pilot describing function measurements. However, a necessary condition for the validity of any model of the human operator is that the "circulatory" or effective pilot-vehicle-display transfer function exhibit (K/s)e-TeS characteristics in the region of crossover [14] . Fig. 9 shows the circulatory transfer function obtained by opening the loop of section we will introduce a technique for partitioning a weakly coupled, multiaxis task into approximate stateuncoupled, single-axis tasks which can be analyzed using the techniques described in the preceding sections. We will use the uncoupled approximations for the design of flight directors and to yield index of performance weighting coefficients for the analysis of the coupled system.
To discuss the partitioning scheme, let us consider the two-axis (control) manual control task shown in Fig. 10 . Here, the human operator is to control the vertical and rotational motion of a large beam through two ideal actuation devices, which instantaneously apply forces f, and f2 to the beam as shown in Fig. 10 . The task consists of main--(kL2±+ k2L2 )o-(c,L±2 +c2LL2) +2f2-L3fl+ Sm. (15) To allow the human operator inputs fi and f2 to appear in the eigenanalysis, we will augment (15) Here, TN is chosen so the bandwidths of the control "outputs" fi are consistent with those of the human operator, typically TN = 0.1 s. In this example, k1 = k2= 3000 lbf/ft, cl= C2= 150 lbf-s/ft, LI = 5 ft, L2= 7 ft, L3= 1 ft, m = 100 slugs, and J = 2500 lbf/s2. Equations (15) -60x5-3X6 +8f (17) (17) . Fig. 12 shows the corresponding force and moment polygons [11] for the x-force and pitching moment equations for modes 1 [11] has been used in these diagrams. As Fig. 11 indicates, the motion is coupled, i.e., each mode is characterized by contributions from and x.
We now wish to show that, for the purposes of determining a set of weighting coefficients for the OCM index of performance, this manual control problem can be partitioned into two approximate state-uncoupled systems. First, the phasor diagrams for each of the modes 3 and 4 in An optimal control model of the human operator can now be designed for each of the uncoupled systems of (18) and (19) using the effective time-constant technique previously outlined. Only an estimate of the covariances of w1 and w2 need be supplied, along with a specification of the spectral characteristics of the disturbances sf and am. In this latter case, an additional state equation will be added to each of (18) and (19) to describe the disturbance filters. These filters were chosen with a bandwidth of 0.25 rad/s and root-mean-square (rms) intensities a, = 1000 lbf, a6 = 1000 ft-lbf. The covariances of w1 and w2 were chosen so that a, = , and a= a8. Table I lists the pertinent model parameters. Fig. 13 shows the open-loop transfer functions (product of human operator transfer function and beam system transfer function) which resulted when the OCM effective time-constant method was applied to each of the uncou- pled systems described by (18) and (19) . It should be noted that, although the uncoupled systems were used to obtain the operator transfer function, the complete coupled system (17) was used in calculating the beam transfer functions x(s)/lf(s) and O(s)/f2(s).
Just as in Fig. 9 , Fig. 13 shows that the human operator and beam combination exhibits (K/s)e -,s characteristics. Again, these characteristics are a necessary condition for the validity of any single-axis tracking model of the human operator. As mentioned previously, one of the purposes of the approximation technique was to allow selection of the OCM index of performance weighting coefficients for the complete coupled task. We write the index of performance for the complete task as a composite of the indices for the 472 \ uncoupled tasks as JO-J, + YJ2, (20) where J, and J2 are given in Table I . The parameter -y is a factor to be used as a relative weighting adjustment between the two indices J1 and J2. This weighting is necessary since XM and fIM in J, and OM and f2M in J2 were chosen through relations like those of (3) where arbitrary values of XM and 0M are selected and used to calculate XM and OM, The selection of y is accomplished by finding the value that minimizes [2(aJ/aai )2]1/2, where a1 is the fraction of attention devoted to the ith observed variable, and the subscript p denotes the projection of the gradient aJ/aai onto the plane defined by Eai = ac. Simply stated, this procedure selects the value of -y that makes uniform attention allocation to the observed variables the optimum strategy. Here, -y 100 minimized the projected gradient.
Finally, the attention parameter ac was selected in exactly the same manner as for the single-axis tasks, with a value of a = 1.0 meeting the criteria of (8) and (9) . Note that no assumptions regarding uncoupled motion are involved in selection -y and ac.
Comparing the average power in the OCM control forces (f, and f2) associated with the four observed variables x, k, 9, 9 for the system of (17) reveals that the average power in f, due to the model utilizing 9 and a (a control crosscoupling) is 12 dB below the average power in f, due to the model utilizing x and x; conversely, the average power in f2 due to the model utilizing x and x (a control cross-coupling) is 13 dB below the average power in f2 due to the model utilizing 9 and 0. This indicates self-consistency in that the coupled formulation reflects the control-output relations derived from the phasor diagrams for modes 3 and 4 in Fig. 11. Finally, Fig. 14 shows the circulatory transfer functions for the complete problem.
The technique just discussed will next be employed in the design of a flight director for a multiaxis, multioutput system, that is, a light utility helicopter engaged in an instrument flight rules (IFR) landing approach task.
A. A Helicopter Control-Display Design P-roblem A flight director system is one in which the various displayed and/or sensed variables used by the pilot in performing a given task are combined into one instrument, forming a single-axis compensatory tracking task for each control available to the pilot. Perhaps the first device which could be called a flight director was the Sperry Zero Reader [16] , developed over 30 years ago. In the intervening years it has been demonstrated that a flight director and the laws that govern the movement of the display elements that constitute the director can significantly reduce the pilot's workload. Indeed, in certain demanding tasks such as the approach and landing of a vertical/short takeoff and landing (V/STOL) aircraft, a well-designed director can be a necessity.
Obviously, flight-director design is not a new topic, and design techniques using analytical pilot models have been in existence for a number of years [17] - [20] . Each of the existing techniques possesses some limitation, however. The classical designs [17] tend to be somewhat artful and the modern approaches [18] - [20] often do not meet empirically derived pilot-centered requirements.
It is pertinent at this point to summarize the requirements central to the design of acceptable flight-director systems. These can be grouped as 1) guidance and control requirements, and 2) pilot-centered requirements [17] . The first set simply requires adequate closed-loop performance when the pilot uses the director. Adequate performance implies acceptable command following, disturbance regulation, stability, and damping. Of course, these requirements are fundamental to the closed-loop flight-control problem and would hold whether the controller is automatic or human. The second set relates to the fact that the controller is human and for this discussion can be condensed as follows: 1) director-vehicle K/s-like characteristics over as large a frequency range as possible, 2) minimum coupling between the directors for each control, and 3) frequency separation of controls. This last requirement arises from the importance of reducing display scanning between directors associated with a single major mode of motion and is usually interpreted as allowing no more than one primary control for each major mode, e.g., one primary control for longitudinal motion and one primary control for lateral motion. It is these last three requirements which often are not met by application of the OCM to director design.
The beam control problem discussed in the preceding section serves as a usef-ul example of a-technique which can lead to a flight-director design that meets both sets of requirements just outlined. Indeed, a set of laws which could serve as the basis of a "director" for that task has already been formulated although they have not been referred to as such. Considering the uncoupled system, the operator transfer functions generated by the OCM for the These signals would constitute a candidate director system for the beam-leveling task in that all of the requirements just enumerated appear to be satisfied. First, acceptable guidance and control characteristics are ensured since those in (21) Fig. 13 . Minimum coupling between directors is analytically predicted by the low crosscoupling power discussed previously. Frequency separation of control is probably not a factor here since only two director signals are involved in the entire system and display scanning workload would not be a problem.
We will now consider a final example which demonstrates the utility of the technique just developed: the design of a flight-director system for use in a UH-1H helicopter on a -6°glide slope, constant-speed landing approach. Both longitudinal and lateral motion will be considered. Only the highlights of the design procedure will be discussed since the details of the technique have already been described in detail in this and previous sections. In the following material, we will consider the longitudinal and lateral degrees of freedom of the helicopter to be uncoupled. The entire coupled longitudinal and lateral system is, of course, amenable to the partitioning scheme just outlined; however, for the sake of convenient tutorial presentation, we will assume these two major modes to be uncoupled.
The piloting task consists of minimizing glide slope and localizer deviations (path errors) while maintaining a 60-knot ground speed in the presence of vertical and horizontal turbulence. It is assumed that the following variables are displayed to the pilot: groundspeed error, pitch and roll attitude, and glide slope and localizer deviations. The vehicle under consideration has no artificial augmentation but is assumed to possess automatic turn coordination for the lateral mode. Thus, three controls are available to the pilot: longitudinal cyclic pitch 8E (fore and aft movement of the center stick); collective pitch, Sc (vertical movement For reasons similar to those given below (13) , attitude variables do not appear in (23 ac collective pitch control motion from trim position measured at pilot's hand (in).
The observed variables consist of 6, q, u, 6, h, and h. Fig. 15 shows the phasor diagrams for the five longitudi- plished with an attention parameter ac only 55 percent of that for the raw data case. Fig. 21 shows the predicted pilot transfer functions and control power spectra when using the directors. Ideally, one would like the transfer functions to exhibit pure-gain characteristics across a large frequency range centered at the crossover frequency wc. While the Sc(s)/dc(s) function does so, the low-frequency characteristics of the cyclic flight-director-vehicle combination cause a rise in lowfrequency amplitude for SE(s)/dE(s). The average power in BE due to the model utilizing dc and dc (a control cross-coupling) is 17 dB below the average power in 3E due to the model utilizing dE and dE. Likewise, the average power in (c due to the model utilizing dE and dE (a control cross-coupling) is 22 dB below the average power in (c due to the model utilizing dc and dc. Thus, the OCM predicts that the criterion for noninteracting controls has been met. Fig. 21 indicates that, in the regions of crossover, the power spectrum for the collective is some 10 to 15 dB greater than that for the cyclic. The implications of this final result will be discussed after the lateral director is presented.
C. Lateral System
Only the results of the lateral cyclic director design will be discussed here. As mentioned previously, it was assumed that tail rotor collective input Sp was automatically The white noise was added to account for the fact that exact turn coordination is rarely possible. Equation (28) was incorporated into the lateral equations and the tail rotor collective input SP, which provides the turn coordina- [22] . The simulator included full nonlinear vehicle equations of motion and the same avionics hardware as used in the flight test. Prior to simulator evaluation, the flight-director laws were modified by washing out the low-frequency pitch and roll attitude variables 0 and to avoid possible "standoff" errors in the director logic. A stand-off error occurs when the low-frequency portion of two or more of the variables contributing to a director command effectively cancel each other. In addition, the director laws were simplified by omitting the high-frequency first-order lags in the directors, which occur at 15 rad/s and 11 rad/s ((27) and (31) 
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The flight test was conducted under instrument flight rules with the evaluation pilot denied out-the-window information. Although the director was designed for a nominal -6D glide slope, actual flight tests were conducted at -30, -6, and -9°approaches. For these three approach angles and a nominal airspeed of 60 knots, the director received an average Cooper-Harper numerical rating of 3.3 on the scale shown in Fig. 24 . Overall tracking performance was quite satisfactory, although the pilot noted that the sensitivity of the longitudinal director dE was too large.
The only real surprise in the preliminary evaluation was the necessity for the three gain changes just mentioned. The fact that the original values resulted in low-amplitude oscillations in outer-loop variables is felt to be attributable to the following. 1) The model-based design did not include the attitude washouts. The washouts prevent maintenance of trim pitch and roll attitudes with concomitant deviations in the associated outer-loop variables. 2 The flight-director design technique discussed here can also provide a useful methodology for the design of automatic systems which may involve manual backup or optional manual control. The idea is simply to drive the servo-actuators for each control with the corresponding flight-director signal. The utility of such a scheme was demonstrated in [23] and has several desirable features. First, since the flight director has been designed to suit the capabilities of the lowest bandwidth system component (i.e., the human pilot), the possibility of servo ratesaturation, etc., is minimized when the aircraft is under automatic control. Second, the automatic system will "fly" the vehicle in a manner similar to the human pilot. This is an important consideration for the human pilot who must act as a failure detector and performance monitor for the automatic system. Finally, as the example of the previous section demonstrates, considering the flight-director laws as candidate automatic control laws allows the designer to selectively automate certain axes while leaving others subject to manual control.
(34)
