Abstract. Problems and solutions related to the introduction of finite set formers and basic operations on sets in a Logic Programming language are discussed. In particular it is shown that a good solution is to begin with a CLP-scheme whose signature Σ is endowed with two functional symbols: ∅ for the empty set and with for the set construction symbol , using the symbols ∈, ∈, =, = as constraint predicate symbols. The axioms of the selected set theory are described, along with the corresponding algebraic interpretation and the constraint satisfiability algorithm. Other usual set operators (such as ⊆, ∪, etc.) are shown to be definable in the extended language. Also, such an approach turns out to be well suited to accommodate for intensional set formers, providing the language is endowed with some form of negation.
Introduction
Aiming at extending a logic programming language with the addition of set manipulation capabilities, it is necessary to decide first what kind of objects and which operations on them the language should provide. Possible choices are, for instance:
-(finite) extensional sets, such as {t 0 , . . . , t n }; -(finite) intensional sets, such as {x ∈ S : ϕ}; -predicate symbols =, ∈, ⊆, ⊂; -operators (by the way of functional/predicative symbols) ∪, ∩,\.
Other similar objects such as hyper-sets (i.e. non well founded sets) or multi-sets [10] are not explicitly considered in this paper. Furthermore, it is important to decide which logic language has to be extended. In particular, we can choose between:
-Horn Clauses Language with SLD-resolution [9] ; -Constraint Logic Programming [6] .
Throughout the introduction we will not be too formal. Our aim here is to give an informal overview of the problem to an interested reader with some knowledge of logic Programming and of sets.
As a starting point we analyze the problem of representing extensional sets. At least two alternative solutions are viable:
i. {t 0 , . . . , t n } is represented as union of singletons, i.e. {t 0 } ∪ . . . ∪ {t n }; ii. {t 0 , . . . , t n } is represented as a list, i.e. (. . . (∅ with t n ) . . .) with t 0 .
In i three functional symbols are needed: ∅, of arity 0, {.}, of arity 1, and ∪, of arity 2. In a non trivial set theory (such as ZF), ∪ must be Associative In ii only two functional symbols are needed: ∅, of arity 0, and with, of arity 2. Again in a significant set theory, with must exhibit a Right permutativity property (i. However, notice that the unification problem for set terms would be NP-complete [5] (no matter which representation has been choosen).
In this paper, as well as in [3, 5] , we have choosen approach ii. This is mainly motivated by the simpler (in the sense of number of independent solutions) unification problems characterizable with the latter approach.
Assuming the set representation approach ii, we could define a logic programming language, based on HCL with resolution but with the additional capability of performing the unification between set terms taking into account the properties of with described above.
The following basic predicates for set manipulation are then definable in the language 1 :
The resulting language (i.e. HCL + extensional set terms + set unification) is powerful though simple. Nevertheless, the following two issues (at least) cannot be resolved adequately:
-effectiveness: if, for instance, the resolution algorithm is applied to the goal ←⊆ (A, ∅ with a) then an infinite SLD-tree is generated trying to compute the (sound) answers A → ∅, A → ∅ with a, A → ∅ with a with a, . . . . To solve the problem one could add the literal X ∈ Z to the body of the second clause defining ⊆ (see footnote 1); -expressive power: other basic set-operations, such as ∈, =, ∩, ⊂, \ cannot be defined unless some form of negation is introduced in the language (thus introducing also a number of well-known new problems).
Actually, having the definition of ∈ and (or) =, would suffice to solve these problems. In particular it is now possible to define the remaining set operations (set predicates are used infixed):
where a negative information is needed to define iff:
Hence the problem is that of introducing ∈ and = into the HC language with set unification; if we want to avoid the drawbacks of full negation, the most elegant way to do it is introducing them as constraints.
Notice that ∈ and = can be easily defined one in terms of the other:
Therefore, the simplest language able to deal with extensional sets in the desired way is a CLP-like language equipped with the proper handling of the constraint = (for set unification) and = (or alternatively ∈).
A hybrid solution based on this approach is described in [3, 5] . In that paper, ∈ and = are treated as constraints; on the other hand ∈ e = are built in the language and their treatment is introduced directly into the resolution algorithm (for the sake of a more precise completeness result). The resolution step does not differ too much from the logic one of the CLP-scheme [6] . The main drawback there is the non-uniformity of treatment between ∈ and = and their negative counterparts.
In this paper we try to obviate these difficulties starting from a real CLP-Schema containing ∈, =, ∈, and = in the set of constraint predicative symbols.
Section 2 presents the language, its interpretation and its logical axiomatization. The satisfiability algorithm is described in section 3. A solution for the problem of introducing intensional sets is presented in section 4. In section 5 some future directions of the work are shown.
The language
Standard CLP notations and results [6] are assumed. As noticed in the previous section, we would like to have a CLP language able to deal with extensional set terms together with standard Herbrand terms. Therefore, we introduce into the signature Σ two particular functional symbols:
-with, binary, and -∅, nullary.
with will be used infixed, left associative: for example the term ∅withcwith (∅ with b with a) with a will denote the set {a, {a, b}, c} (in this particular case we assume that a, b, and c belong to Σ).
If other functional symbols (i.e. a and b) are in Σ, we would like to write terms of the form (a with ∅) with b. Such a term will be interpreted as a 'coloured' set, i.e. a set based on an object different from ∅ (in this case a). Two sets will be considered equal if (and only if) they have the same elements and they are based on the same 'seed'. Furthermore we fix Π C = {∈, ∈, =, =}.
Interpretation
First of all we must define the interpretation domain A (a single sort is sufficient for our purpose). Let us consider U H , the Herbrand universe on Σ = {∅, with, . . .}. Fixed an ordering on U H , let ≡ be the finest equivalence relation on U H built with the right absorption and right permutativity property. Suppose we are able to choose a canonical representative for each equivalence class; then A = {t : t ∈ U H ∧ t is canonical }. Constructively, let < Σ be an order relation on Σ, we extend it to terms in reverse lexicographic order (in particular r with t < s with u holds if t < u or t = s and r < s).
A ground term t is said to be canonical if:
-it is a constant, or -each its subterm is canonical and, furthermore, for each subterm of t of the form s with u with v, u < v holds.
We define the function τ mapping each term in its canonical representation, in the following way:
Now we are ready to define the interpretation functions. I A f is defined
s with t) = T rue if and only if I
), for π in {=, ∈, =, ∈}. I A will be then inductively extended to first order formulas in the usual way.
Such an interpretation is clearly solution compact (in fact each element a ∈ A is uniquely definable by the finite constraint C = {X = a} -no limit elements occur in A).
The theory
We are looking for a set theory T such that A and T correspond [6] . In what follows, free variables are intended to be universally quantified.
Remarks: since ∅ ∈ Σ, (U) states, in particular, the existence of an object which does not contain any element: the emptyset; (W) describes the behaviour of the functional symbol with, the set constructor; the less axiom (L) states the existence of the set x \ {y}; the extensionality axiom (E) shows how to decide if two sets can be considered equal; finally regularity axiom (R) assures that membership cannot form cycles.
Such a theory departs from the 'standard one' in two aspects:
-Presence of ur-elements. By (U) each term with a main functional symbol different from with is a set lacking in elements. In particular it is possible to introduce by definition the predicate ur (x) ↔ ∀y (y ∈ x) in the theory. -Each term t has a kernel associated with it; if ur (t) then t is also its kernel, otherwise the kernel is the seed on which the set term is based. We may then define, by induction, for each term x:
It is easy to derive the following properties in the theory:
-(x with y) with z = (x with z) with y (permutativity), -(x with y) with y = x with y (absorption): (by using (W) and (E)); -Let (E*) be the formula v with x = w with y ↔ (ker (v) = ker (w) ∧ ∀z (z ∈ v with x ↔ z ∈ w with y)). (E*) holds in T , if v, w, x, y are Σ-terms.
Standard equality axioms are assumed, together with the following freeness schemes of axioms:
stands for a term different from x, with main functor different from with, in which x appears); 4. t[x] ∈ x, and ker (x) = t[x]: they are needed to enforce (R) for 'sets' containing terms built not only with ∅, with, and variables.
In section 3.5 we will show that T is satisfaction complete. Furthermore the following lemma holds: 
In order to show (a) we will prove the claim: if τ (s)
, by structural induction on the ground term s.
-s is a constant: τ (s) = s. This implies that t = τ (t) = s and (by equality) we have
. This means that t has the form f (t 1 , . . . , t n ) and for each i τ (t i ) A = τ (s i ). By induction hypothesis, for each i ∈ {1, . . . , n} we have T (s i = t i ). Then T (s 1 = t 1 ∧· · ·∧s n = t n ), and, by equality,
then t has the form kwith{t 0 , . . . , t n }, where τ (t) = τ (k)with{τ (t j 0 ), . . . , τ (t j p )}, (p ≤ n) and, moreover, τ (h) A = τ (k) and for each r ∈ {0, . . . , p}, τ (s i r ) A = τ (t j r ). By induction hypothesis and equality we have: T (h with {s i 0 , . . . , s ip } = k with{t j 0 , . . . , t jp }) . By means of absorption and permutativity properties proved in the theory, the desired result follows. -s is a constant: τ (s) = s: by the first freeness axiom;
. . , τ (r n )) and there exists i such that τ (s i ) A = τ (r i ). By the first freeness axiom in the former and by the second freeness axiom and induction hypothesis in the second, we can get the proof.
-s is h with {s 0 , . . . , s m }:
. . , τ (t j p )} and (i) τ (h)
A = τ (k) or (ii) there exists l 1 such that τ (s i l 1 ) does not appear in {τ (t j 0 ), . . . , τ (t j p )}, or (iii) there exists l 2 such that τ (t j l 2 ) does not appear in {τ (t j 0 ), . . . , τ (t jn )}. By induction hypothesis and (E) the result holds.
This is sufficient for (b); (b) and (W) implies (d). 2 3 Satisfiability algorithm
An atomic constraint is a (Π C , Σ)-atom or the predicative constant False; a constraint is a finite set of atomic constraint. Given a constraint C, let
-each C π is a finite set of atomic constraints over predicate symbol π; -C = , C = are respectively composed by atomic constraints not involving the symbol ker at all, and involving it at least once; -C F is empty or {False}.
We will refer to a non-variable term with main functor different from with as a nucleo.
The constraint solver is an algorithm which verifies the solvability in the structure (which implies satisfiability of the theory because of lemma 1) of a generic conjunction of (Π C , Σ)-atoms. The initial constraint is successively transformed into an equisatisfiable disjunctive normal form; each disjunct is in a simplified form for which the satisfiability is guaranteed.
Here below we describe the actions taken by the algorithm on the different components of the constraint C.
Constraint ∈
We eliminate all membership atomic constraints by replacing them with adequate equality atomic constraints:
case c of 1. t ∈ s and s is a nucleo: return {False}; 2. t ∈ X and X is a variable: return {X = N with t} ∪ member(C ), N new variable; 3. t ∈ v with w: select non-deterministically from:
(a) return member({t ∈ v} ∪ C ) (b) return {t = w} ∪ member(C ).
Constraint =
A constraint C = is said in canonical form if C = = {X 1 = t 1 , . . . , X n = t n } and each variable X i does not occur in C \ {X i = t i }. An equality atomic constraint X = t of C is said to be in canonical form if X does not appear either in t or in C \ {X = t}:
function unify(C) if C = is in canonical form then return C else choose c (not in canonical form) in C = ; let C = C \ {c} case c of 1. X = X: return unify(C ); 2. t = X, t ∈ V: return unify({X = t} ∪ C ); 3. X = t, t is a nucleo and X occurs in t: return {False}; 4. X = t with t n with . . . with t 0 and X occurs in t 0 or . . . or in t n , or t is a nucleo and X occurs in t: return {False};
5. X = X with t n with . . . with t 0 and X does not occur in t 0 . . . t n : return unify({X = N with t n with . . . with t 0 } ∪ C ), N new variable; 6. X = t, X does not occur in t: return unify(C σ)∪{X = t}, where σ = {X → t}; 7. f (t 1 , . . . , t n ) = g(s 1 , . . . , s m ) , f different from g: return {False}; 8. f (t 1 , . . . , t n ) = f (s 1 , . . . , s n ) 
Constraint ∈
An atomic constraint t ∈ X is said to be in canonical form if X is a variable and X does not occur in t. A constraint C ∈ is said to be in canonical form if every element is: (t 1 , . . . , t n ), f different from with: return notmember(C ) 3. t ∈ X, X variable occurring in t: return notmember(C ).
We first deal with the constraints in C = , those in which ker does not appear. An atomic constraint in X = t in C = is said to be in canonical form if X is a variable not occurring in t. A constraint C = is said to be in canonical form if all its elements are:
4. X = X, X variable: return {False}; 5. t = X and t is not a variable: return notequal({X = t} ∪ C ); 6. X = t, t is a nucleo and X occur in t, or t is h with t n . . . with t 1 , h nucleo or variable, and X occurs in t 1 or . . . or in t n : return notequal(C ); 7. X = X with t n . . . with t 0 select non-deterministically i in {0, . . . , n}:
return {t i ∈ X} ∪ notequal(C ); 8. r withs = twithu: select non-deterministically one of the three following actions (X denotes a new variable): (a) return {X ∈ r with s, X ∈ t with u} ∪ notequal(C ) (b) return {X ∈ t with u, X ∈ r with s} ∪ notequal(C ) (c) if Σ ⊃ {∅, with, ker} then return notequal(C ∪ {ker(r) = ker(t)}) 3 .
A few words about constraints involving the functional symbol ker are in order. We require explicitly that they can not be introduced by the user but only by the step 8-(c) of the function notequal. Moreover,we fix their canonical form either as: (t 1 , . . . , t n )) = t, f different from with and t has not the form
return kernel analyzer({ker (t) = f (t 1 , . . . , t n )} ∪ C ); 5. ker (X) = ker (X), X is a variable: return {False}.
The function kernel sat tests the satisfiability of the constraint C = in pre-normalized form. It is ensured whenever the signature contains an infinite number of constant symbols, or at least a functional symbol of arity greater than 0, distinct from with and ker that C = has solutions (if these are the cases, we are able to construct an infinity of different kernels). If the signature contains only a finite number of constant symbols, more than ∅, then satisfiability has to be checked.
function kernel sat(C)
if Σ is infinite or ∃g ∈ Σ s.t. arity(g) > 0 or C is the empty constraint then return true else (Σ = {with, ker , ∅, a 1 , a 2 , . . . , a n }, n > 1)
Consider the non-oriented graph of vertixes V and edges E s.t.
The satisfiability function
A constraint C is in canonical form either if it is 'False' or its components C = , C ∈ , C = , C = are in canonical form, and C ∈ is empty.
The function rank, defined as:
} if x has the form s with t returns the 'depth' of a ground set. The function find, defined as:
if t coincides with x ∅ if t is ∅ {1 + n : n ∈ find (x, y)} ∪ find (x, s) if t has the form s with y returns the set of 'depth' in which a given element x occurs in the set t.
These two functions will be used in the following proposition to find a suitable A-solution of atomical constraints. 
Lemma 2. Let C be a constraint in canonical form different from {False}.
Then C is A-solvable and T -satisfiable. Proof: To start we assume that C = is empty; successively we will show how to extend the proof to the general case. Let C = C = ∪ C ∈ ∪ C = , and let C π in canonical form for each π in {=, ∈, =}. C = takes the form {X 1 = t 1 , . . . , X m = t m } and ∀i = 1, . . . , m X i appears uniquely in X i = t i and X i ∈ V ars(t i ). Let us define 
with and ∅ are the only functional symbols in t},
with and ∅ are the only functional symbols in t, and t is not a variable}. Lets = max({size(t) : (t ∈ X) ∈ C ∈ θ 2 }∪{size(t) : (X = t) ∈ C = θ 2 }) and let V 1 , . . . , V k the variables occurring in C = θ 2 ∪ C ∈ θ 2 but not in C I = ∪ C I ∈ . Let θ 3 = {V 1 → ∅(with∅)s +1 , . . . , V k → ∅(with∅)s +k } and let r =s + k + 1.
It is straightforward to prove that A |= ∀(C ∈ \ C I ∈ )θ 2 θ 3 and A |= ∀(C = \ C I = )θ 2 θ 3 . Let R 1 , . . . , R j be the variables occurring in C I ∈ ∪C I = . Let n 1 , . . . , n j be auxiliary variables. Build an integer disequation system E in the following way:
1. E = {n i >r : ∀i ∈ {1, . . . , j}} ∪ {n i 1 = n i 2 : ∀i 1 , i 2 ∈ {1, . . . , j}, i 1 = i 2 }. 2. For each atomical constraint (R i 1 = t) ∈ C I = : E = E ∪ {n i 1 = n i 2 + c : ∀i 2 = i 1 , ∀c ∈ find (R i 2 , t)} 3. For each atomical constraint (t = R i 1 ) ∈ C I ∈ : E = E ∪ {n i 1 = n i 2 + c + 1 : ∀i 2 = i 1 , ∀c ∈ find (R i 2 , t)} To solve the problem of finding a solution for E is trivial (it is sufficient to choose arbitrarily big solutions satisfying the constraints). Let {n 1 = n 1 , . . . , n j =n j } be a solution, define θ 4 = {R i → ∅(with∅)n i : ∀i ∈ {1, . . . , k}}. Furthermore, let θ 5 = {X → ∅ : X appears in Cθ 1 θ 2 θ 3 θ 4 }, and let θ = θ 1 θ 2 θ 3 θ 4 θ 5 ; Cθ is a ground constraint. Let us show that A |= Cθ. By (R) we get rank (s) = rank (t) → s = t; if C = is not empty, the function kernel sat automatically supplies the elements to be used as kernels in the sets used to define the θ i s substitutions. Then C is A-solvable. By lemma 1, C is T -satisfiable. 2
The canonical form algorithm is performed by the following (nondeterministic) function:
step(C) = kernel analyzer(notequal(notmember(unify(member(C))))).
