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الملخص 
نقدم في هذه الورقة مقاربة لتحديد اللغة تلقائيا. هذه الطريقة ترتب النصوص الواردة في مدونة نصوص متعددة اللغات استنادا 
عـى لغاتهم باسـتخدام ن-غرام لتمثيل النصوص و خوارزمية ssalCtnA لتصنيفهـا. لتقييم الخوارزمية المقترحة نقوم بالعديد من 
التجارب  مستعملين مدونة مكونة من نصوص مكتوبة بثلاث لغات مختلفة (العربية، الإنجليزية والفرنسية) و مقاييس التباين جيب 
التمام، الإقليدية و مانهاتن وعدة قيم لـ ن.
 الكلمات المفتاحية:  تحديد اللغة، التجميع، نص متعدد اللغات، ن-غرام،  ssalCtnA
ssalCtnA [3] لتحديد لغـات   النصـوص  لمدونـة  متعـددة 
اللغات ترتكز عى ام لتمثيل النصوص بدلا عن الكلمات.
الفقـرة  2  تقـدم  وتشرح التحديـد  الآلي  للغـات، 
وتخصص الفقـرة 3 للمنهجيـة المتبعـة ومراحلهـا. في الفقـرة 
4 نقيم ونناقش النتائج التـي تـم الحصـول عليهـا. وأخيرا في 
الفقرة 5  نقدم الاستنتاجات.
2 ـ التعرف الآلي على اللغة
تحديـد اللغـة هو ربط وحـدة نصية يفترض أنهـا أحادية 
اللغة مع لغتها. 
التعـرف الآلي عـى اللغـة ممكن جـدا لأن جميـع اللغات 
ليست عشوائية حيث تمتلك كلها انتظاما في استخدام الحروف 
و تسلسـلها، كـما أن أبجدية كل لغة فريدة مـن نوعها أو مميزة 
جدا لها [4].
أثبتـت الإحصائيات أنه بالنسـبة لكل لغـة، عدد ظهور 
تسلسـل إثنان، ثلاثة، أربعة أو خمسـة حروف مستقر و يختلف 
مـن لغـة إلى أخرى. عى سـبيل المثال : باللغـة الانجليزية ، في 
أي نص ، تواتر الحرف  «E» حوالي 31 ٪، تواتر الحرف «U» 
حوالي 3 ٪، و تواتر الحرف «Z» يقترب من 1،0 ٪. لتسلسلين 
لحرفـين (2-غـرام) نجـد عى سـبيل المثال أن احتـمال وجود 
1 ـ مقدمة
أولت البحوث في السـنوات الأخيرة الكثير من الاهتمام 
لمعالجة البيانات النصية وخصوصـا البيانات  متعددة اللغات 
وهذا لعدة أسـباب نذكـر منهـا : تزايـد مجموعة البيانات عى 
شـبكة  الاتصال وتوزيعها عالميـا،  تطوير البنيـة  التحتيـة 
للاتصالات  والانترنـت،  زيادة في عـدد  الأشـخاص 
المتصلين بالشبكة العالمية والذين لغتهم الأم ليست الإنجليزية 
[1]، مما  أدى إلى الحاجة الماسة لتنظيم و معالجة كميات ضخمة 
من البيانات. المعالجة اليدوية لهذه  البيانات (الخبراء، الأنظمة 
المرتكـزة عـى المعارف) مكلفة للغايـة في الوقـت  والأفـراد، 
كـما أنهـا ليسـت مرنة وتعميمهـا إلى ميادين أخرى مسـتحيلة 
عمليا، لذلـك نحاول تطويرأسـاليب آليـة [2]، واحدة مـن 
المسـائل  الرئيسـية التي  أثـيرت  في  جميـع  تطبيقات المعالجـة 
الآلية للوثائق الرقمية لمـا نريد معالجة الأسـلوب اللغوي هي 
تعدد اللغات.
أيـة معالجة لنص لغوي تعتمـد اعتـمادا كليا عـى لغتـه، 
لذا فمن الضروري في سـياق متعـدد اللغات أن تكون أدوات 
البحث قادرة عى التعرف آليا عى لغات الوثائق أو النصوص 
التي تتعامل معها. 
نقـترح في هـذا المقـال دراسـة فَعًًَُ الية خوارزمية التجميع
المجلة العربية الدولية للمعلوماتية، المجلد الثاني، العدد الرابع، 3102م03
التركيبـة «HT» في اللغة الإنجليزية مرتفع نسـبيا، أما باللغتين 
الاسـبانية والبرتغالية فإن احتمال وجودها يقترب من الصفر. 
كذلـك احتمال وجود «ZS» باللغـة الهنغارية والبولندية كبير. 
التركيبة «NOIT» تميز الفرنسـية والإنجليزية [4]. استنادا إلى 
هـذه الاحتـمالات لظهور الحروف وتسلسـلها يمكننا تصميم 
خوارزمية قادرة عى تحديد لغة أي نص.
يمكن نمييز نوعين من الطرق: الطريقة اللغوية، وطريقة 
الاحتمالات والإحصاء.
الطريقة اللغوية تتطلب إنشاء موارد لغوية و معرفة لغوية 
مسـبقة كما أن تعميمها لتصنيف اللغات في تصنيف النصوص 
غير أكيد.
تسـتخدم الطريقـة الإحصائيـة الاحتـمالات والمعـارف 
المحصلـة آليا من مدونة نصوص ممثلة للغة. الهدف هو التقاط 
بعـض أنـماط و قواعـد اللغـات باسـتخدام نـماذج إحصائيـة 
أواحتماليـة و ربطهـا بـتردد أو احتـمال ظهـور، كما أنهـا تعمم 
مـن تحديـد اللغة إلى تصنيف النصـوص.  تلعب هذه المعارف 
التجريبية دور المعارف اللغوية، والتحديد هو حساب احتمالية 
انتماء نص معين إلى لغات مختلفة اعتمادا عى الأنماط و القواعد 
الملاحظة.
 لقـد تم تطوير عدة أدوات لتصنيف النصوص اسـتنادا 
الى لغات كل منها [5]، [6]، [7]، لكن جميعها تعتمد الطريقة 
المشرف عليها، إذ تؤخذ عينة من كل نموذج لغة، وتقدرمعلمات 
نمـوذج التنبؤ وتصنف النصوص وفقا لتشـابهها مع نصوص 
مجموعـة  التلقـين. ولكن التلقـين المشرف عليه  يشـوبه عيب 
رئيـي هـو أن اللغات التـي لا ترد في مجموعـة التلقين لن يتم 
تحديدها وسيتم تصنيفها في فئات أخرى بشكل اعتباطي.
نقـترح في هـذا العمـل طريقـة تعتمـد عـى ن-غـرام 
كخاصيات، تقوم بتجميع النصوص المتشـابهة معا وتكتشـف 
عدد اللغات بشكل غير مشرف عليه تماما.
3 ـ المنهجية المتبعة
في  هذ ه  ا لفقـر ة  نصف  منهجيتنـا  ا لتـي  نسـتخد م 
فيها طريقـة تمثيـل النصـوص القائمـة عـى ن ـ غـرام، حيث  
نكّون مصفوفة «نصـوص  ـ  ألفـاظ»  يتـم  اسـتعمالها  مـن 
قبل الخوارزمية ssalCtnA لتجميع النصوص المتشـابهة معا. 
سـندرس هذه  التركيبة في العديـد  مـن  التجارب باسـتخدام 
مقاييـس التباين  جيـب التمام،  الإقليديـة ومانهاتن وعدة قيم 
لـ ن.
3 . 1 المدونة
التجارب التي أجريناها تستند عى مدونة متعددة اللغات 
تتألف من وثائق أو نصوص جمعت من مصادر مختلفة:
ـ اللغـة العربيـة: مدونـة (1) ACC، 514 نص في شـكل 
LMX.
ـ اللغة الإنجليزية: مدونة (2) MDE، 404 نص في شكل 
LMTH، ومن مدونة رويترز(3) 361 مقال في شـكل 
.LMGS
ـ اللغـة الفرنسـية: مدونة (4)PUD، 951 نص في شـكل
LMTH.  
أزلنا جميع العلامـات مـن كل نص مثـل : >..... >eltit 
.... >etad< ،>rohtua/< ...... >rohtua< ،>eltit /< 
etad/<<.... إلخ.
 أخذنـا فقط جـزء النص الـذي كتبه المؤلـف. في خطوة 
أولى،  حولنا الحروف الكبـيرة إلى  حـروف  صغيرة بالنسـبة 
لنصـوص اللغـة الإنجليزية واللغة الفرنسـية، ثـم قمنا بإزالة 
الأرقـام و حـروف الترقـِين لـكل النصـوص مثـل النقطـة، 
الفاصلـة، علامة التعجب، علامة الاسـتفهام... الخ، و أيضا 
التشكيل بالنسبة لنصوص اللغة العربية لأن هذه الرموز ليس 
لها تأثيرعى نتائج التجميـع. حفظـت نصـوص المدونة بترميز 
8-FTU ممـا يتيح لنا التعامل مع مسـتندات تسـتخدم حروف 
مكتوبة بلغات مختلفة.
//:ptth .)ACC( ,tcejorp cibarA yraropmetnoC fo suproC )1(
mth.hcraeser/afital/cire/ku.ca.sdeel.pmoc.www
.dcm-eriahc.www//:ptth .)MDE( aerA evitarebileD dlroW )2(
.lmth.mde_tejorp/dcm-ota/ac.maqu
(3) رويترز -87512 : مدونة مقالات أخبار باللغة الإنجليزية مقترحة 
من طرف وكالة رويترز.
-ota/ac.maqu.dcm-eriahc.www//:ptth .)puD( tcejorP sisselpuD  )4(
.lmth.pud_tejorp/dcm
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3 . 2 تمثيل  النصوص المرتكز على ن-غرام
 قـدم  مصطلـح  «ن-غرام» مـن  قبـل  [8] في  8491، 
ومنـذ ذلـك الحين اسـتخدمت «ن-غـرام»  في عـدة مجالات، 
مثـل أنظمة التعـرف الآلي عـى الـكلام بقيـم نموذجيـة لـ ن 
تساوي 3 أو4. وتستخدم أيضا حاليا في أنظمة المعالجة الآلية 
لللغـة في ميدان البحث عـن المعلومات.  من تطبيقات نموذج 
«ن-غرام» فهرسة مدونات ذات أحجام كبيرة [9]. 
يمكن لـ ن-غرام أن تشـير عى حد سـواء إلى «ن-غرام 
حـروف»  أو  «ن-غـرام  كلـمات».  في  هذا النمـوذج  يتـم 
تمثيل النصـوص بمتجهات الـ ن-غـرام عوضا عن متجهات 
الألفاظ، عناصرها تواترات الـ ن-غرام في النصوص المطابقة 
لها.
ن-غـرام هو سلسـلة ن ألفـاظ متتالية. بالنسـبة لأي نص، 
مجموعـة الـ ن-غـرام التي يمكن اسـتخراجها هـي النتيجة التي 
نحصـل عليها عـن طريق تحريك خلال النص نافـذة متكونة من 
ن مربعـات [01]، وتتم هـذه الحركة عى مراحل، مرحلة واحدة 
تقابل حرف واحد لكل «ن-غرام حروف»، وكلمة لكل «ن-غرام 
كلمات»، ثم نحسب تواترات الـ ن-غرام المتحصل عليها. 
التقنيات التي تعتمد عى الـ ن-غرام لها عدة مزايا، فهي 
تلتقط تلقائيـا جذور الكلـمات الأكثر شـيوعا [21]، وتعمل 
بشـكل مسـتقل عـن اللغـات [6] كـما أنهـا لا تأبـه بالأخطاء 
الإملائية والتشوهات الناجمة عن استعمال الماسحات الضوئية 
[31] ولاتحتـاج  لإزالـة كلمات التوقـف أو اللجوء إلى عملية 
التجذير [41] التي تعمل عى تحسين أداء الطرق التي ترتكزعى 
الكلمات. 
في هذا العمل، استعملنا الـ «ن-غرام حروف» حيث أن 
ن-غـرام هو سلسـلة ن حروف متتالية. للإشـارة، إننا  لسـنا 
بحاجة لإجـراء أي  معالجة لغوية لنصوص مدونتنا (من مزايا 
تقنيـات الـ ن-غرام).  في التجارب التي قمنا بها أخذنا ن=2، 
3، 4 و 5، وبذلـك شـكلنا المصفوفـة jiN المتكونـة من أعداد 
ظهـور الـ ن-غرام  i في النـصj  حيث أن كل الـ ن-غرامات 
لا تحتوي عى فضاءات وتنتمي بشكل أكيد إلى مؤشر اللغات 
العربية،الإنجليزيـة، الفرنسـية، الإسـبانية والايطالية المكّون 
مسبقا. (انظر الجدول 1)
marg-n  : 1 mhtiroglA
od txet hcae rof )1(
od marg-n hcae rof  )2(
 eht evomer  neht )ecapS( "" a sniatnoc marg-n eht fi   )3(
marg-n
 rof kcehc neht xedni eht ot sgnoleb marg-n eht fi esle   )4(
-roc hcihw ,smarg-neht fo rotcev labolg eht ni yrtne na
 i erehw jiN xob eht tnemercni ,marg-n siht ot sdnopser
 eht si j dna rotcev labolg eht ni marg-n eht fo knar eht si
rebmun txet
 ni marg-n iht ot gnidnopserroc yrtne wen a etaerc esle  )5(
 sdnopserroc i erehw jiN ot 1 tceffa dna rotcev labolg eht
rebmun txet eht ot j dna marg-n tsal eht ot
fidne )6(
fidne )7(
rofdne )8(
rofdne )9(
الجدولرقم (1) عدد الوحدات اللغوية في المدونة (ن-غرام)
عدد الوحدات اللغوية  (ن-غرام) عدد النصوص في المدونة
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تقليص حجم المصفوفة 
لا يوجـد دليـل عى أن عددا كبيرا جـدا من الألفاظ (في 
المصفوفة) ضروري لتحسين الآداء [51]، هذا راجع ربما إلى أن 
الألفاظ مرتبطة ببعضها و إلى كيفية إدارة مختلف الخوارزميات 
لهذه الإرتباطات. 
نحـن نعلـم أن تقليص الحجم باسـتخدام تـردِد الوثيقة 
فـوري، و أن آداء هـذه الطريقـة يسـاوي الطـرق المعروفـة 
الأخرى عى الرغم من بساطتها [61]، ويتطلب هذا إزالة الـ 
ن-غرامات التي تظهر في نصوص عددها أصغر من عتبة معينة.
في تجاربنـا قمنا بإزالة الــ ن-غرامات التي تظهر في نص 
واحد فقط (العتبة المختارة هي 1) مما يؤدي إلى تقليص حجم 
المصفوفة بصورة كبيرة. (انظر الجدول 2)
الجدول رقم (2) عدد الوحدات اللغوية (ن-غرام) في المدونة 
بعد التقليص
العدد الأولي للوحدات اللغوية
 (ن-غرام)
عدد الوحدات اللغوية بعد 
التقليص (ن-غرام)
5 4 3 2 5 4 3 2
1068 0137 6814 8701 53751 85831 5836 7431
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لحسـاب  تواتـر  كل  ن-غـرام  مسـتخرج،  نسـتعمل 
ت.ل.ع.ت.و(تـردد اللفظـة، عكِس تـردد الوثيقة) ƒdi.ƒt
حيث :  
التي يتـم تطبيعها لتصحيح تأثير أطـوال النصوص عى 
النحو التالي :
      حيث :
اللفظة kt  هي htk  ن-غرام في النص jd.
n  هو عدد الـ ن-غرامات المستخرجة.
jd ,kt)ccO)   هو عدد ظهور kt  في jd.
cod_rbN هـو مجموع النصـوص في المدونة و_rbN
kt)cod)  هـو عـدد النصوص من هـذه المجموعةالتي يظهر 
فيها kt مرة واحدة عى الأقل.
   يصبح كل نص ممثلا من طرف متجهه :
)jnw,... , j2w , j1w( = jd
3 . 3 تجميع النصوص المتعددة اللغات
عدة طرق للتجميع طبقت عى الوثائق النصية[01]. بما أن 
النمل الحقيقي يمتلك مجموعة متنوعة من السلوكيات (جماعية 
أو فرديـة) فهـو يوحي بحلـول مثيرة جـدا للاهتمام لكثير من 
المسائل بما في ذلك التجميع. لقد تم إجراء دراسة مبكرة في هذا 
المجال من قبل [71] حيث أن مجموعات النمل (الإصطناعي) 
تتحرك بشكل عشوائي عى شبكة ثنائية الأبعاد و هي قادرة عى 
نقل الكائنات لجمعها. استغلت هذه الأعمال من طرف [81] 
لتطبيقها في تجميع الكائنات البسيطة.
طورت فيما بعد خوارزمية «FL» [81]  من قبل [3]  إلى 
خوارزمية مسـماة  ssalCtnA مستخدمة نفس مبادئ «FL» 
مع إضافة تحسينات. في «FL» يمكن لكل خلية من الشبكة أن 
تحتـوي عى كائن واحد فقط،  وتمثل مجموعة من الكائنات فئة 
معينـة. في ssalCtnA يمكن أن توضع العديد من الكائنات 
في خلية واحدة مما يشـكل كومة، في هذه الحالة تتوافق الكومة 
مع الفئة، وتكّون مجموعة الأكوام الموجودة في الشبكة تقسيما. 
الخوارزمية ssalCtnA هجـين  بـين  خوارزميـة  النمـل 
الاصطناعـي وخوارزميـة ك-معـدل، هذا التهجين يتمثل في 
تهيئة الخوارزمية ك-معدل بالتقيسم الذي تم الحصول عليه من 
خلال تجميع الكائنات من طرف النمل. الخوارزمية ssalCtnA 
أسرع تقاربا من  FL.
الشـبكة G مربعة الشكل، يتم تحديد حجمها آليا بدلالة 
عـدد الكائنات المـراد علاجها، إذا كان N عـدد الكائنات، G 
تحـوي L خلية في كل جانـب بحيث :  2N L=، تضمن هذه 
الصيغة أن يكون عدد الخلايا يساوي عى الأقل عدد الكائنات، 
a{   بشـكل 
1
في البدايـة يوضـع النمل A،  }Aa ,. . . ,
عشوائي عى الشـبكة مع التحقـق مـن  أن الخليـة لا يمكـن 
أن تستوعب إلا نملة واحدة،  ويجهز بقدرة نقل )ia(c ، بذاكرة 
بحجـم)ia(m ، بسرعة  )ia(v  وبصبر(ia)p مع العلم أن T هو 
عدد حركات كل نملة.
)G dirG(stnA :stnA 2 mhtiroglA
od T ot 1 = t rof )1(
od A ot 1 = k rof  )2(
tna rehtona yb deipucconu llec eno no ka tna eht evoM )3(
neht ka taht llec emas eht no jT stcejbo fo tol a si ereht fi )4(
 ]iT stcejbo fo tol a[ io tcejbo na gniyrrac si ka tna eht fi )5(
neht
 eht no tna eht yb deirrac ]iT elip eht[ io tcejbo eht ecalp )6(
 ])jT ,iT( dp[ )jT ,io( dp ytilibaborp eht gniwollof jT elip
 elip eht fo ralimissid tsom eht io tcejbo eht pu kciP esle )7(
 eht ro dehcaer si tna eht fo )ka(c yticapac eht litnu  jT
)jT( pp ytilibaborp eht yb ]ytpme si elip
fidne)8(
fidne )9(
rofdne )01(
G dirg eht nruter rofdne )11(
بحيـث  ε  عـدد  موجـب  صغـير  (5-01)|jT|   عـدد 
الكائنات في الكومـة و 1k معلمـة حقيقية موجبـة للتحكم في 
شكل كثافة(jT)pp  عندما يكون 2 > | jT|.
مقاربة لتحديد اللغات تلقائيًا (بدون إشراف) في مدونة نصوص متعددة اللغات 33
الجـدول رقـم (3) يلخـص النتائـج المتحصـل عليهـا 
باستخدام 150 نملة و 1000 تكرار تعاقبي.
ـ مقياس التباين جيب تمام :
ـ مقياس التباين الإقليدي :
ـ مقياس التباين مانهاتن :
الجدول رقم (3)  نتائج التجميع لقيم ن (ن=2، 3، 4، 5)
مانهاتن الإقليدية جيب التمام القياس
5 4 3 2 5 4 3 2 5 4 3 2 ن-غرام
عدد
611 71 91 711 901 42 24 911 581 59 701 791 الأكوام
4 ـ تحديد اللغات
في هذه المرحلة نسمي كل مجموعة (بعد عملية التجميع) 
طبقا لللغة السائدة في كل كومة من الشبكة، عى النحو التالي :
ـ لـكل كومة نحدد  الـ ن- غرامات التي تظهر عى الأقل مرة 
واحدة في نصوص هذه الكومة.
ـ نحسب لكل كومة النسـب المئوية للغات الموجودة فيها عى 
النحو التالي :
ـ لـكل ن- غرام، نجتاز مؤشر اللغات العربية،الإنجليزية، 
الفرنسـية، الإسـبانية والايطالية المكّون مسـبقا ثم نشير 
إلى اللغة التـي يظهر فيها هـذا الـ ن- غـرام  بتزايد عداد 
مطابق.
ـ  لكل لغة نقسـم  العداد المطابق عى  العدد  الإجمـالي 
لألفاظ هذه  الكومة.
ـ في نهاية هـذه المرحلـة نحدد نسـب النصـوص لكل لغـة 
موجودة  في هذه  الكومة.
 بحيث  2k معلمة حقيقية موجبة للتحكم في شكل كثافة 
)jT ,io(dp عندما يكون : )jT(g*d > )jg ,ix(d
يقـدر التشـابه بين الكائنـات بدلالة تحسـب التباين بين 
متجهات هذه النصوص. 
أقصى تباين بين كائنين من المجموعة O هو :
متوسط التباين بين كائنين من المجموعة O هو :
أقصى تباين بين كائنات كومة jT و مركزثقلها jg هو :
متوسط التباين بين كائنات كومة jT و مركز ثقلها jg هو :
ssalCtnA : 3 mhtiroglA
sessalc N fo gnitsisnoc noititrap laitini eht 0P tel)1(
od ssalCtnAT ot 1 = t rof )2(
 rep elip eno( 1-tP noititrap eht morf G dirg eht ezilaitini )3(
)ssalc
)G( stnA  ‘ G )4(
’G dirg eht ot detaicossa ’P noititrap eht tcurtsnoc )5(
)’P( snaem-K  tP )6(
rofdne )7(
ssalCtnATP noititrap eht nruter )8(
الثنائيـة (1k، 2k)=(1.0، 1.0)  تعطينا أقـل عدد من 
الفئات التي يبدو أنها أفضل خيار لتهيئة خوارزمية ك-معدل. 
الكائنات io  هي متجهات الـ ن-غرام المطابقة لكل نص.
اختبرنـا لـكل قيمـة لــ ن : (ن=2، 4،3، 5) ، مقاييـس 
التباين الثلاثة: جيب التمام، الإقليدية و مانهاتن. 
المجلة العربية الدولية للمعلوماتية، المجلد الثاني، العدد الرابع، 3102م43
ـ نسمي كل كومة باسم اللغة السائدة فيها.
ـ إذا وجدنا أكواما لها نفس التسميات،  ندمجها في مجموعة واحدة 
حتى الحصول عى أصغرعدد من الفئات وبتسميات مختلفة.
نتحصل عى ثلاث فئات لغات : العربية، الإنجليزية وا
لفرنسية.  انظر الجداول 4، 5، 6. 
نلا حظ  أ ن  ا لنسـب  ا لمئو ية  للغا ت  ا لإ سـبا نية 
والإيطالية ليست منعدمة، و يفسرهذا بوجود ن- غرامات في 
نصوص إنجليزية و فرنسـية من مدونتنا والتي تنتمي أيضا إلى 
مؤشر الإسـبانية و الإيطالية،  هذا راجع أيضا إلى وجود كلمة 
أو أكثـر مـن هذه اللغـات مدرجة في النصـوص الإنجليزيـة 
والفرنسية.
أحيانا النصوص العربية تحتوي عى كلمة لاتينية أو أكثر 
خاصة الكلمات الإنجليزية، والنصوص الفرنسـية تحتوي عى 
كلمات إنجليزية أيضا.
                                الجدول رقم (4) فئة «العربية»
مانهاتن الإقليدية جيب التمام القياس
5 4 3 2 5 4 3 2 5 4 3 2 ن-غرام
74 2 9 68 32 8 9 75 36 42 93 96 عدد الأكوام
99 6 764 445 64 341 014 133 502 231 332 312 عدد النصوص
النصوص العربية  النسبة  
47.35 05 06.24 88.83 98.25 56.63 97.92 35.16 18.05 95.34 50.14 75.35 (٪)
النصوص الفرنسية  (٪)
67.32 77.72 68.22 78.61 62.82 94.82 31.72 37.31 41.72 47.22 93.52 07.61 النسبة
النصوص الإنجليزية
80.01 11.11 27.32 55.23 97.5 82.31 08.72 08.81 89.6 60.11 24.02 02.12 النسبة (٪)
النصوص الإسبانية
65.5 55.5 02.4 66.6 25.6 52.01 40.6 78.2 08.5 35.1 24.5 10.5 النسبة (٪)
النصوص الإيطالية
38.6 55.5 06.6 20.5 25.6 03.11 12.9 40.3 42.9 22.7 07.7 05.3 النسبة (٪)
 الجدول رقم (5) فئة «الإنجليزية»
مانهاتن الإقليدية جيب التمام القياس
5 4 3 2 5 4 3 2 5 4 3 2 ن-غرام
71 1 1 3 11 2 1 16 51 71 76 721 عدد الأكوام
72 3 61 42 42 13 7 392 04 18 153 014 عدد النصوص
النصوص العربية
09.4 0.0 13.52 55.01 30.3 52.12 14.92 89.6 22.7 53.81 08.41 53.21 النسبة (٪)
النصوص الفرنسية 
65.12 22.22 15.12 29.31 03.52 78.62 74.62 26.42 29.02 93.32 65.43 55.32 النسبة  (٪)
النصوص الإنجليزية
71.14 44.44 46.13 67.34 69.15 40.13 92.53 69.15 22.74 70.03 43.53 78.05 النسبة (٪)
النصوص الإسبانية
46.71 11.11 68.8 42.42 78.7 52.11 49.2 12.01 01 16.1 15.5 75.7 النسبة (٪)
النصوص الإيطالية
07.41 22.22 56.21 5.7 18.11 85.9 88.5 12.6 26.41 89.11 67.9 56.5 النسبة (٪)
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الجدول رقم (6) فئة «الفرنسية»
مانهاتن الإقليدية جيب التمام القياس
5 4 3 2 5 4 3 2 5 4 3 2 ن-غرام
25 41 9 82 57 41 23 1 701 45 1 1 عدد الأكوام
105 626 351 26 255 934 312 2 073 273 22 3 عدد النصوص
النصوص العربية  النسبة  
50.6 03.02 84.81 63.2 31.81 50.91 51 0.0 03.11 59.71 92 0.0 (٪)
النصوص الفرنسية  
65.66 07.73 52.83 64.14 89.05 31.34 63.93 05 74.85 37.14 93 57 النسبة (٪)
النصوص الإنجليزية
04.01 46.31 18.72 09.24 78.01 49.81 57.92 03 63.21 92.71 22 5.21 النسبة (٪)
النصوص الإسبانية
32.8 65.61 89.4 23.5 73.8 38.01 80.5 02 64.8 03.1 4 5.21 النسبة (٪)
النصوص الإيطالية
47.8 77.11 54.01 39.7 36.11 30.8 87.01 0.0 93.9 19.9 6 0.0 النسبة (٪)
5 ـ التقييم
لتقييم و مقارنة نتائج التجميع المتحصل عليها استخدمنا 
ف-قياس التي تعتمد عى قياسي الإسترداد و الدقة.
kiN عدد نصوص الفئة i الموجودة في المجموعة kC.
يتم حساب ف- قياس (P)F)) عى النحو التالي :
عادة β = 1.
التقسيم P الذي يعتبر أكثر ملاءمة و الذي يتوافق بشكل 
أفضل مع النتائج المنتظره هو الذي يرتبط بأعى قيم ف- قياس.
يظهـر لنـا الجـدول7  قيم ف- قيـاس، زمن اسـتخراج 
ن-غرام و زمن التجميع لكل نتيجة.
الجدول رقم (7)  ف-قياس و زمن التنفيذ
مانهاتن الإقليدية جيب التمام القياس
5 4 3 2 5 4 3 2 5 4 3 2 ن-غرام
زمن استخراج ن-غرام 
251 402 402 442 251 402 402 442 251 402 402 442 (بالثواني)
 زمن التجميع
16 99 56 82 362 582 031 45 004 304 272 94 (بالثواني)
59.64 04.04 82.04 93.44 85.94 36.04 90.44 56.84 18.15 54.74 53.44 17.15 ف- قياس(٪)
iC
ki
N
= eRllac(i,k)N
k
ki
N
= rPnoisice(i,k)N
  حيـث N هـو عدد النصـوص، i عدد الفئـات المصنفة 
مسبقا، k عدد المجموعات المتحصل عليها في عملية التجميع، 
iCN عدد نصوص الفئة kN ،i عدد نصوص المجموعة kC، و 
36م2013 ،عبارلا ددعلا ،نياثلا دلجلما ،ةيتامولعملل ةيلودلا ةيبرعلا ةلجلما
 لماعتـسا دنع رغصأ نوـكي عـيمجتلا نـمز نأ ظـحلان
 لضفأ .ن ميق ديازتب  ديازتي هنأ اضيأ ظحلانو ،نتانهام سايقم
 اهيلع لوـصلحا متي جـئاتنلا لضفأ لياـتلابو ساـيق -ف مـيق
 لضفأ يطعي مماتلا بيج سايق مومعلا ىعو ،5=ن و 2=ن ـل
.جئاتنلا
ةتمالخا ـ 6
 ادج نكملما نم هنأ تبثي ةقرولا هذه في مدقلما لمعلا نإ
 فديه هنأ ماك ،اهيلع فشرم يرغ ةقيرطب ايلآ ةغللا ىع فرعتلا
 ىع ةقبطلما تاينقتلاو اهيلع فشرم يرغلا بيلاسلأا زيزعت لىإ
.تاغللا ةددعتم ةنودم في صوصنلا تاغل ديدحتل فينصتلا
خب يقيقلحا لمنلا كولس ةاكامح  ىعزكترت ةقيرط انمدق
 .ءايـشلأا بيترتو عجم ىع هتردقو ةيدرفلاو ةيعمالجا هصئاص
 ينـجه يـه ةـقرولا هذـه في ةـمدقلما AntClass ةيمزراولخا
 ،لدعم-ك ةـيمزراوخو يـعانطصلاا لـمنلا ةـيمزراوخ ينـب
 مدختـست ماـنيب تاـئفلا نع ثحبلل لىولأا لمعتـست ثـيح
 ةيئاوـشعلا قرطلل مزلاـلما فينصتلا ءاـطخأ حيحصتل ةيناثلا
 جاـتتح لا اـنهأ ةقيرطلا هذه زيمتت ماـك .)يـعانطصلاا لمنلا(
 ماـبروأ ،) ليوأ ميـسقت ، تاـئفلا ددع( ةقبـسم تامولعم لىا
 نم ةيربك ةيمك ةـلجاعم ىع ةرداق يهو ،تماـلعم لىإ جاـتتحلا
.ةيئرم اهجئاتنو ،ةعسرب تانايبلا
 ةـيهملأا غـلاب رـمأ نـيابتلا سـبباقم راـيتخا نأ اـنكردأ
 ينفلتمخ ينـسايقل  نـكمي  عـقاولا  في  ،عـيمجتلا  ةـيلمع  في
.ينتفلتمخ ينتجيتن لىإ ايدؤي نأ
 ةقيرطلا هذه ءادآ ةـيفيك برتخنـس ،ةيلبقتـسلما لماعلأا في
 في صوـصنلا ددـع يرثأت اضيأ برتخنـس  ،ىرـخأ تاـغل ىع
 زيمتت يتلا ةيبرعلا ةغللا  قدأ ةفصب سردنـس اننأ ماك  ،ةنودلما
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تاحلطصلما
ةبراقم Approach
ةنودم Corpus
 مارغ-ن N-gram
نيابتلا سايقم Distance measure
مماتلا بيج Cosine
ةيديلقلإا Euclidean
نتانهام Manhattan
ةغللا ديدتح Language identification
عيمجتلا  Clustering
 ةيصنلا تانايبلا Textual Data
تاغللا ةددعتم  تانايبلا Multilingual Textual Data
ةيلآ بيلاسأ Automatic Methods
 ةيمقرلا قئاثولل ةيللآا ةلجاعلما Automatic processing of digi-
tal documents
روهظ Occurence
رتاوت Frequency
 ةيوغللا ةقيرطلا Linguistic method
ءاصحلإاو تلاماتحلاا ةقيرط  Probabilistic and statistical
method
ةيوغل دراوم Linguistic resources
تمالعم Parameters
  هيلع فشرلما ينقلتلا Supervised learning
ةيصاخ Attribute
ظافلأ Terms
تاملاعلا Tags
فرح مارغ-ن Character n-gram
ةملك مارغ-ن Word n-gram
فقوتلا تمالك Stop-Words
ريذجتلا ةيلمع Stemming process
ةيوغل ةلجاعم Linguistic processing
ءاضف Space
مجلحا صيلقت Dimension reduction
ةقيثولا ِددرت Document frequency
ةبتع Treshold
عيبطت Normalization
عيمجتلا Clustering
ةعوممج Cluster
 يقيقلحا لمنلا Real ants
يعانطصلاا لمنلا Artificial ants
تايكولسلا Behaviors
تانئاكلا Objects
 ةموك Pile
ةكبشلا Grid
ميسقت Partition
ينجته Hybridization
ينجه Hybrid
  شرؤم Index
ديازت Incrementing
دادع Counter
 يعانطصلاا لمنلا ةيمزراوخ Artificial ants algorithm
لدعم-ك ةيمزراوخ K-Means algorithm
براقت Convergence
 لقن ةردق ِِCarrying capacity
برص Patience
ةفاثك Density
تاهجتم Vectors
لقثلازكرم Center of gravity
يبقاعت راركت Iteration
سايق-ف F-measure
دادترسلإا Recall
ةقدلا Precision
 جارختسلإا نمز Extacting time
عيمجتلا نمز Clustering time
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مقاربة لتحديد اللغات تلقائيًا (بدون إشراف) في مدونة نصوص متعددة اللغات 93
د. عبد المالك أمين 
متحصل عى شهادة في الهندسة في 
علوم الحاسوب و ماجستير في العلوم 
الحاسوبية. تحصل عى درجة الدكتوراه 
في علوم الحاسوب من جامعة سيدي 
بلعباس  ـالجزائر بالتعاون مع جامعة 
 جوزيـف فورييه بغرونوبل ـ فرنسـا.
الدكتـور أمـين أسـتاذ بقسـم الرياضيات وعلوم الحاسـوب ـ 
جامعـة  د. الطاهـر مولاي ـ  سـعـيـدة، الجزائـر، يشرف عى 
عدة طلاب دكتوراه، ماسـتر و ماجسـتير. كـما عمل كمحكم 
لعدة مؤتمرات ومجلات.  لديه العديد من المنشـورات في مجال 
التنقي�ب ع�ن البيان�ات و التنقي�ب ع�ن النصوِص. وتشـمل 
اهتماماته البحثية التنقيب عن البيانات، التنقيب عن النصوِص 
، المكانز ، التصنيف، التجميع، الشـبكات العصبية، وأساليب 
المحاكاة البيولوجية الأمثل.
الدكتـور أمين يشرف عى مخـبر «إدارة المعرفة والبيانات 
المعقـدة» (eDoCeG yrotarobaL) ويـشرف أيضـا عـى 
قسم الرياضيات وعلوم الحاسوب بجامعة  د. الطاهر مولاي 
ـ سعـيـدة. 
