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SUMMARIES 
An expository account is given of Gauss's contri- 
butions to the statistical theory of estimation. 
These are known generally under the name of least 
squares, although this gives little idea of their 
scope. The magnitude of Gauss's results is discussed 
in relation to modern theoretical statistics and to 
the analysis of data in modern experimental science. 
The logical aspects are emphasized in the light of 
current work in the area of estimation. 
On donne dans cet article un r&sum& de la 
contribution de Gauss a la thgorie statistique de 
l'estimation. Cette contribution est connue sous 
le nom de thgorie des moindres carres. Ce nom 
malheureusement ne reflete pas toute l'etendue de 
cette theorie. On discute l'importance des resultats 
de Gauss relativement aux statistiques thgoriques 
modernes et a l'analyse des don&es de la science 
exp&-imentale moderne. On en degage les aspects 
logiques a la lumikre de ce qui se fait actuellement 
dans le domaine de l'estimation statisque. 
It is entirely appropriate for the Royal Society of Canada 
to have a symposium honouring Gauss's contributions to the 
various areas of science and mathematics. This may help to 
bring mathematics and the applications of mathematics back 
together again, as they seem to have been drifting apart, as well 
as to bring mathematics generally in closer touch with science. 
However, it is of equal importance to the advance of science 
and mathematics to study in the original, or as close to the 
original as possible, the advances made in the past by the great 
scientists and mathematicians. To quote R. A. Fisher [1959], 
"More attention to the History of Science is needed, as much by 
scientists as by historians, . . . and this should mean a deliberate 
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attempt to understand the thoughts of the great masters of the 
past, to see in what circumstances or intellectual milieu their 
ideas were framed, where they took the wrong turning or stopped 
short on the right track. A sense of the continuity and 
progressive and cumulative character of an advancing science is 
the best prophylactic I can suggest against the manic-depressive 
alternations of the cult of vogue". Fisher's point is equally 
applicable to modern statistics. As will be seen, it is 
important to study at first hand the statistical concepts and 
methods of Gauss and the problems they were intended to solve. 
Gauss's contributions to statistics may be classed under 
the general heading of least squares, although this gives little 
indication of their scope or impact. His first exposition of 
least squares was given in 1809 when he was 31, but these ideas 
must have been formulated much earlier, apparently first when 
he was 17. In Book 2, Section 3 of his book on planetary 
orbits [Gauss 18091, he discussed the estimation of the six 
constants or parameters that determine the elliptical orbit 
on the basis of n > 6 observations. He began it in article 175 
with: "To this end let us leave our special problem, and enter 
upon a very general discussion and one of the most fruitful in 
every application of the calculus to natural philosophy" [Davis 
1963, 2531. His second exposition [Gauss 1821, 1823, 18261 was 
presented in a series of three lengthy papers to the Royal 
Society of Gijttingen. Here he introduced the subject as 
follows "The problem is certainly the most important which the 
application of mathematics to natural philosophy presents" 
[Trotter 1958, 321. In spite of the importance he obviously 
attributed to the subject, as evidenced by the above quotations, 
he appeared not to have returned to it in later years, at least 
in print, although he continued lecturing on it. 
It is not my purpose in this paper to trace back ideas to 
ascribe priorities. Debates on priorities often involve 
highly subjective interpretations regarding the exact time that 
a given idea had crystallized. Also, it is the development of 
the subject that is important. For instance, there was 
considerable controversy between Legendre and Gauss over 
priority in the discovery of least squares. Legendre published 
first, in 1805, and was responsible for the name "least squares". 
However, it was Gauss, not Legendre, who developed the method 
into a statistical tool, embedding it into a statistical frame- 
work, involving the probabilistic treatment of observational 
errors, and thus set the famous linear model ((2) of Section 5) 
on its modern course. For example, consider the following 
quotations from Fisher. "Gauss, moreover, approached the problem 
of statistical estimation in an empirical spirit, raising the 
question of the estimation not only of probabilities, but of 
other quantitative parameters. He perceived the aptness for 
this purpose of the Method of Maximum Likelihood, although he 
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attempted to derive and justify this method from the principle 
of inverse probability... Gauss, further, perfected the 
systematic fitting of regression formulae, simple and multiple, 
by the method of least squares..." [Fisher 1970, 21-221. Also: 
"The right way had been demonstrated many years ago by Gauss, 
and his method only lacked for completeness the refinement of 
the use of 'Student's' distribution appropriate for samples of 
rather small numbers of observations" [Fisher 1973, 881. In 
addition to this, Gauss's work on "recursive least squares" 
estimation, or "recursive updating" (Section 13) has only 
recently been noticed (or sometimes rediscovered) and applied; 
it now forms the basis of recursive approaches to time series 
analysis. These recursive methods have had a profound effect 
011, and applications to, data processing during the last decade, 
including the problem of orbit and trajectory estimation for 
the Apollo Mission [Young 1974, 2101. To quote Young: I'... one 
wonders whether Gauss could have envisaged that a development 
of his simple approach to the analysis of observations would, 
160 years later, contribute so much to the success of man's 
first extra-terrestial journey". The interesting point is that 
it is not so much a development of Gauss's simple approach as is 
apparently thought. For, as noted above and presented in 
Section 13, the method of recursive least squares estimation 
had been developed by Gauss essentially in its entirety for 
the linear model (2). Gauss thus took a large step both in the 
foundations and in the practical application of statistics, 
bringing them, in one important sphere, almost up to the present. 
Indeed, as I hope to indicate, in some respects he was ahead 
of our present time. All modern developments are not necessarily 
in a positive direction. 
But, however close to modern thought Gauss may have come in 
mathematical statistics, he is considerably more advanced in 
the treatment of data in some fields of experimental science. 
For instance, I understand that in some fields of biology, such 
as radiation biology, the reporting of measures of the variability 
of the data, such as the standard error of the estimates, is 
only beginning to be encouraged by the journals. Other branches 
of biology have not advanced this far. In virology, in those 
cases where the fitting of curves is crucial, they seem statisti- 
cally far less advanced than Gauss [cf. Gauss 1824, in particu- 
lar) although, curiously, their mathematical models can be 
somewhat sophisticated [Kalbfleisch & Sprott 19741. Lest the 
so-called "hard" sciences of physics and chemistry think that 
the same does not apply to them, let me give examples from my 
own experience. A chemistry Ph.D. candidate, after fitting 
straight lines by eye and extrapolating them to intersect with 
deadly accuracy on the y axis, was asked why he had not used an 
objective method of fitting such as least squares. He answered 
that he had. He said he had used a very large sheet of graph 
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paper and the squares were very small indeed! Also, a physicist 
once asked me how it was possible to fit a line to data that 
were as unstable as his. The alleged instability manifested 
itself in the variety of straight lines resulting from joining 
the points two at a time, a procedure which, as can well be 
imagined, may well yield an interesting variety of discordant 
lines even if a straight line is a good fit. In these cases 
at least, the method of least squares has not had its desired 
impact! 
The following sections outline the essential scientific and 
logical aspects of least squares as developed by Gauss, with 
their relations, where appropriate, to modern treatments and 
developments. 
Some terminology. A distinction is often made between the 
terms "standard deviation" and "standard error". The standard 
error is merely the standard deviation of an estimate, such as 
for instance, the standard deviation of the mean. The use of 
the term "standard deviation" is usually restricted to the 
original observations. Since this is a distinction of no real 
importance in what follows, these two terms may be used inter- 
changeably. The variance is the square of the standard deviation. 
The symbol E stands for the expectation or average, the 
equivalent of the symbol < > used in physics. 
1. Gauss's first approach to least squares is contained in his 
book Theoria Motus Corprum Coelestium, and occurs during his 
discussion of the calculation of planetary orbits on the basis 
of any number of observations. It was necessary to estimate 
the k unknown constants 01, 0 2' ,.. Bk that determine the orbit, 
called unknown "parameters" in statistics, on the basis of 
n > k observations y 1' Y2' **a, Y,,. It is not possible to 
observe the B's; it is only possible to observe functions of 
them, si = Ci(el, e2, . . . . ek). If the S's could be observed 
without error, i.e. yl 2 5., then 5 . . . ...< would be known 
1 1 11 
numerically. It would then be necessary only to select any k 
of the 5,...5,, and solve them for Bl...ek. Any k would suffice; 
that is, the equations Si = Si(el...Ok) must be consistent, so 
that the remaining n - k equations would be satisfied identical 
However, it is not possible in practice to observe the 6's 
without error. The equations connecting the y's and S's are 
yi = Si + ei where ei is an observational error. The equations 
'i = 5, are now inconsistent. Every subset of k equations 
'i = Si could yield different values for Ol...ek and in each 
case the remaining subset of II - k equations might not be 
satisfied. Such a procedure, besides yielding many different 
Y. 
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values for 0. 
1' 
makes use of only k of the observations and 
ignores the others. The problem is to use all n observations 
to obtain an “optimal” estimate 6 i of the 8., 1 taking into 
account the uncertainty which necessarily arises because of the 
observational errors e. , 
1 
This is the problem referred to b) 
Gauss as “the most important which the application of mathematics 
to natural philosophy presents .I’ This uncertainty is an 
objective ingredient of the problem which cannot be diminished 
statistically. Of course it could be diminished experimentally 
by taking more accurate observations using more refined 
i 11s t rument s . But complete certainty is obtainable only when 
the errors ei are reduced to zero; then the equations are 
consistent as stated previously, and the estimate will be the 
true value, Bi = ei. “And since”, to quote Gauss, “this cannot 
in the nature of things, happen, every system of values of 
the unknown quantities el, 8 
2’ 
etc. must be regarded as possible, 
which gives the values of the functions y1 - cl, y,, - c2 etc., 
L 
within the limits of the possible errors of observation; this, 
however, is not to be understood to imply that each one of these 
systems would possess an equal degree of probability”. [Davis 
1963, 2541 ._ He then proceeded to obtain the most probable 
system el, e2, . . . ek. 
2. If the observations yi are assumed to be equally precise 
and independent, and if the probability of an error e. is 
1 
f(ei) de., 
1 
then by definition the probability of all the observed 
errors is 
R = f(el) f(e,) . . . f(e,) = f(Y1-C1) f(Y2-S,) . . . f(YIl-SIl) 
Assuming that all values of el, ..,, Bk are a priori equally 
probable, the probability of the numerical values 8 i given the 
observations yi is f(Bl...Bklyl...yIl) = k f(y,-i:,) f(y,-S2) . . . 
f(YIl-5n) = kQ. This is a special case of Bayes’ theorem connecting 
probabilities, 
Pr(81y) = c Pr(yle) Pr(0) 
where Pr(AIB) means the probability of obtaining the value A 
when the value B is known (i.e. has been observed). Here, Pr (e) 
is assumed to be constant (the uniform distribution), and C is 
a normalizing constant so that the probabilities integrate to 
unity. 
The most probable set of values 6,, 6,, . . . 6, corresponds 
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to the maximum of R and is given by the equations 
Cl) i 
a log f(ei) aei 
i=l 
ae 
i a7 = j 
lf(y 15 ) 
a si 
ii 
f'(yi-Si) ae = 0 j=l,...,k. 
j 
3. Knowledge of the analytical form of f is required for an 
explicit solution 8. To obtain this, Gauss assumed that the 
most probable value of a quantity 5 is the arithmetic mean 
y = (y, + y2 + . . . + y,)/n of its observed values. Putting 
k = 1, 51 = 52 = . . . = 5, = 61 the equations (1) become 
1 
f'(Yi - '1) 
f(Y. 1 
- (jl) = 0. 
The solution must be 01 = 7, so that for all values of n, 
c 
f' (Yi - r) 
: 0. 
f (Yi - Y) 
Noting that Sl must be a maximum, and not a minimum, leads to 
f(z) = ke -h2z2 , 
(c.f. Aczel 1976, 47-48; 106-109) for details. Modern notation 
takes h2 = l/20', and then k = 114s u so that f is a probability 
distribtution: 
12 -yz 
f(z) = 1 e "‘ . 
J2aa 
In this form o is the standard deviation of z. This is the 
classical normal or Gaussian distribution of errors. Throughout 
his development, Gauss used h, calling it the "precision". In 
what follows we will replace this with cr, calling it the 
standard deviation. 
4. Using the normal distribution in the preceding, we obtain 
i-2 = (- 
Gc?” e 
~~(Yi-‘i)’ 
, 
which is a maximum when 
Q = C(yi - si)' 
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is a minimum. Thus the most probable values iI, 62 . . . of 
el, cl2 . . . correspond to the values that minimize the sum of 
squares Q of the differences between the observed values yi and 
the calculated values <,, assuming the yi are all equally precise. 
This is the principle of least squares and the resulting 
estimates Bi are the least squares estimates. As stated by 
Gauss : “This principle, which is extremely useful in all 
application of mathematics to natural science, should be 
considered as an axiom, on the same basis as the principle which 
makes us take the arithmetic mean of the observed values of a 
single quantity as the most likely value for this quantity”. 
Gauss then took into account differences in precision of 
the yi’s, and generalized the result to weighted least squares 
Q = 14 (yi - Si)'. 
a. 1 
5. The theory was developed more explicitly when the 5, are 
k 
linear functions, si = 1 x. .8., 
j=l 11 I 
the xij being assumed known 
without error. Then the equations yi = ci + ei become 
( 2 a )  ‘i = j i,xijej + ei, 
i = 1, 2, . . . , II, 
or, in matrix notation, 
C2bl y = X0 + e 
where X is the (II x k) matrix (xi j), and y, 0, and e are column 
vectors. This is the famous Gauss linear model discussed in all 
modern statistics texts, often under the name of linear regression. 
The sum of squares to be minimized is then 
II k 
Q  = 1 (Yi - ,I Xijej12 = (Y - xw(Y - xe) 
i=l j=l 
in matrix notation. The least squares equations are 
X’XG = X’y, 
where X’ is the transpose of X (obtained by interchanging rows 
and columns). This gives the classical least squares estimate 
6 = (x1x)-l X’y . 
,. 
If xfxe - x’y = P, the least squares equations yielding 8 are 
P = 0. Then 
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8 = (x1x)-l (P + X'y) = A -1 P + e^, 
so that 
fli = laij pj + ii, 
. . 
where a lJ is the (i,j) element of A -1 . 
Gauss reduced the quadratic form in the exponent of the 
normal distribution Q = (y - Xe)l(y - X9) to a sum of squares 
of the form Q = ldti a.2 
1 
+ a constant independent of the e's, 
where the ~1's are linear functions of the 0's. From this it 
follows that the o's are independent normal random variables 
with mean 0, and the standard error of OL i is a/dii. From this 
he showed that she 8's are normally distributed about the most 
probable value 0 and that the standard error of 8. is - 1 
aJar'. From the above expression for Bi it is apparent that 
this standard error can be obtained as the coefficient of pi 
in the algebraic solution of the equations AB - X'y = P. The 
mathematical details of Gauss's solution can be obtained from 
Seal [1967]. 
The logical interpretation of the result is that the 
evidence about 0 i contained in the observations yl, y 2’ ea.9 Y, 
is equivalent to ii with, to paraphrase Gauss, the same degree 
of accuracy to be assigned to the value Gi as if it had been 
found by a direct observation, the accuracy of which would be 7 
I/Jail times the accuracy of the original observations (that is, - 
a standard error of Ja" a), (cf. Davis 1963, 263). 
6. There are several noteworthy points about the above develop- 
ment. 
(1) Although Legendre also considered y = X0 + e, according to 
Seal [1967] Gauss's was the first statistical treatment of this 
model, that is, one in which the probability distribution of 
the errors ei was explicitly considered. As described previously, 
this entailed the use of Bayes' theorem, which is merely an 
expression of the addition and multiplication rules of probability. 
This procedure dates back to Bayes [1763]; Bayes used it to 
estimate the probability p of success when x successes have been 
observed in II independent trials of an event. Bayes also 
assumed a uniform prior distribution, so that all values of 
p are equally probable. 
(2) There has been much controversy surrounding the above use 
of Bayes' theorem. The controversy centres around the validity 
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of assuming that any two values of 0 are equally probable (or 
indeed assuming any other probability distribution for 0) when 
nothing is known about 0. That is, can prior ignorance of 8 
be made the basis on which to postulate an explicit probability 
distribution f(e), thus implying precise and informative state- 
ments about 8? It is beyond the scope of this paper to dwell 
on this and related controversies, which are very much alive 
today. It is perhaps sufficient to quote Seal [1967] concerning 
the above development of least squares by Gauss: "Now that 
uniform prior probability distributions are fashionable once 
again this theorem has become a text book item". (Actually, 
uniform prior probability distributions now seem to be going 
out of fashion again, in favour of "proper" priors reflecting 
the prior degree of subjective belief about 0). 
It is of interest to note, however, that Gauss did not give 
his results a "Bayesian" interpretation. He did not speak of 
probabilities or precision of the unknown parameter 8, as would 
be directly obtainable from the normal distribution of B derived 
in Section 5. In fact he gave the results a standard modern 
"frequency" interpretation when he spoke of the precision of 
the estimate 8, as cited at the end of Section 5. 
(3) Quite apart from the controversial use of Bayes' theorem, 
Gauss's calculations have become standard. Much of modern 
regression and experimental design, which forms the basis of 
much of modern statistics, depends on the decomposition of Q 
into sums of squares. His procedure, in particular, for solving 
the least squares equation is still the standard method for 
desk calculators, 
(4) The method of estimation given by equations (1) is to-day 
called maximum likelihood, and is the most widely used general 
estimation procedure. (See Edwards [1974] for a history of 
maximum likelihood.) This method was firmly established on its 
own footing, without reference to prior probabilities and Bayes' 
theorem, by R. A. Fisher in the 1920's and later. Gauss derived 
least squares as a special case of maximum likelihood, appropri- 
ate when the distribution is normal, or equivalently, when the 
arithmetic mean is the "best" estimate of location. When the 
distribution is not normal many examples have been given showing 
that the above reasoning will not produce least squares, but 
the general method of maximum likelihood is still applicable. 
Perhaps the most famous and extreme of these examples is that 
in which the errors have the Cauchy distribution, 
f(e) = $ _1_5. , e=y-e. 
l+e 
This is a symmetric bell-shaped curve, much like the normal 
distribution in shape, but with thicker tails decreasing to zero 
much more slowly. This difference has serious consequences, one 
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of which is that the arithmetic mean y is almost the worst 
possible estimate of 8, being equivalent to a single observation 
in accuracy. In such cases least squares would thus fail to 
produce a good estimate, whereas maximum likelihood usually 
will. Given Gauss's ability to generalize and see all the 
ramifications of a problem, it is perhaps surprising that he 
did not relax the assumption about the supremacy of 7 and 
investigate such possibilities. This would have led him to 
develop the method of maximum likelihood (1) more fully in 
addition to, or even instead of, least squares. The reason he 
did not do so may be because continuous distributions, other 
than normal, did not arise experimentally at that time. More 
probably it was because he later abandoned the above approach 
altogether for a "distribution free" procedure, making no 
assumption about f(e) other than a zero mean and finite 
standard deviation. As he stated in a letter to Bessel 
[Plackett 1972, 2471, it did not seem to him so important to 
determine that value of an unknown parameter for which the 
probability is largest, although still infinitely small. (A 
continuous distribution f(e) assigns zero probability to every 
specific value of 0). It seemed more appropriate to him to 
use an approach that mitigates as much as possible the injurious 
effects of the observational errors. This led to his second 
approach to least squares, as discussed next. 
7. Gauss's second approach to least squares is contained in a 
lengthy paper, "Theoria Combinationis Observationurn Erroribus 
Minimus Obnoxiae" (Part I [1812], Part 2 [1823], Supplement 
[18261), which was given to the Royal Society of GUttingen in 
three parts. A French translation, authorized and approved by 
Gauss, was given by J. Bertrand. In this paper he abandoned 
the previous "inferential" treatment, involving, as he put it 
in the above-cited letter to Bessel "metaphysics", for a 
"decision theoretic" treatment, 
He began Part 1 by comparing the problem of estimating an 
unknown parameter to a game in which there is a loss to fear and 
no hope for gain. Each error committed is considered to be a 
loss that one suffers. The relative undesirability of such a 
game is measured by the expected loss, that is, by the sum of 
the products of the various possible losses by their respective 
probabilities. He took as convenient, though arbitrary, the 
loss to be proportional to the square of the error committed. 
These ideas, some of which were also put forward by 
Laplace [Stigler 19751, are formalized in modern Decision Theory. 
In Decision Theory there is a loss function, the expected loss 
is the risk function, and the purpose is to minimize the risk. 
In the present case the loss function is the squared error 
((3 - i)Z, and the risk function is the mean square error E(B - e^)2. 
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8. Before introducing the problem of least squares, Gauss began 
Part 1 with a lengthy discussion of many statistical items 
involving properties of means, variances, propagation of error, 
etc. most of which are now regarded as standard. Noteworthy 
among the results is the inequality for any symmetric unimodal 
distribution, with its mode (and mean) at 9, 
Pr(lx - 81 > xcr) 5 1 - X/J?, (X < 2/J?), 
5 4/9x2, (X 2 2/fi), 
Use of this inequality with X = 2 shows that there is at least 
an 89% chance that x lies within two standard deviations of 0. 
Alternatively, for any observed value of x, an 89% interval for 
0 would be at most x + 20. 
9. Returning to least Lquares, the model is the Gauss linear 
model (2a) of Section 5: y i= ; i = 1, 2, . . . . II, 
j=l 
xijej+ei 
where the y's are the observations, the x's as before are assumed 
known without error and e's are independent random observational 
errors with mean 0 and standard deviation u. Although Gauss 
did not use matrix notation or properties, the procedures are 
considerably simplified and shortened by doing so. In matrix 
notation the model is (2b): y = X8 + e. 
To estimate 8, Gauss restricted consideration to estimates 
I1 
6, that are linear functions of the observations, gi = 1 Cijyj, 
or in matrix notation, 6 = cy, 
j=l 
such that CX = Ik, where Ik is 
the (k x k) identity matrix. 
The condition CX = Ik may be termed the condition of "error 
consistency". This distinguishes it from the more usual statis- 
tical criterion of Fisher-consistency. The purpose of consistency 
criteria in general is to identify the parameter being estimated. 
That is, we require 8 to estimate 8 and not some other function 
g(e). For example, the sample standard deviation s = Jil(xi-x) 
2 
estimates the theoretical or population standard deviation c 
and not, for instance, the precision l/u; similarly,Al/a is 
estimated by l/s and not by s. 
CXB + Ce, so that Ce = 6 - Cxe. 
In the present case e = Cy = 
If 0 is to coincide with the 
true value 0 in the favourable case of perfectly exact observa- 
tions (e = 0), then we must have CX = Ik. To quote Gauss, "if 
k is smaller than 11, each unknown 81, e2, etc. can be expressed 
as a function of yl, y 2' etc. in an infinity of ways; they would 
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coincide if (contrary to hypothesis) the observations were 
perfectly exact" [Trotter 1957, 371. See also Bertrand [lSSS, 
1972, 2551. Any sensible estimate must reflect this, and the 
term error-consistency seems appropriate to describe this 
property. 
10. If hi is the estimate when Oi is the true value, an error 
of e i - Bi is committed. Assume, as described in Section 7, 
that this entails a loss which is proportional to the square of 
the error, (ii - Bi)2. Then the problem is to find, among all 
linear error-consistent estimates Gi, the one that minimizes the 
average loss, E(ii - Bi)2, that is, the one with minimum mean 
square error. 
Gauss's famous theorem on least squares states: 
Among all linear error-consistent estimates, the least 
squares estimate has minimum mean square error. 
Proof: The estimates are of the form 0 = Cy, where CX = Ik, as 
discussed in Section 9, so that 6. is the i'th element of the 
vector Cy. The required mean squires, E(6. - oil23 are the 
diagonal elements of the matrix E(8" - B)(ii- 0)'. 
this matrix is CCta2. Let A = X1X and B = A-lx'; 
Using CX = Ik, 
since cx = Ik, 
it follows that (C- B)B' = 0, so that CC' = BB' + (C - B)(C - B)'. 
Since the diagonal elements are sums of squares,_it follows 
they are minimized by taking C = B. This gives 0 = CY = By = 
A-lX'y = (X'X)-lX1y, which is the least squares estimate 
(cf. Section 5). Further, the mean square errors of the com- 
ponents of i are the diagonal elements of CC1a2 = A-$XAcy2 = 
A-lo2 . This gives the same estimates and standard errors as 
obtained previously in Section 5. 
11. In_Part 2 Gauss expressed the parameter 8 as B = G - A -1 X'e, 
where 0 is the least squares estimate of 8. This follows from 
e^ = ,&'y = A -' xf (xe + e). In addition to producing the mean 
square errors or standard errors given previously, he obtained 
from this the covariance between two gi, gj as a ijo , the (i,j) 
element of A-lo2 
he showed that &e 
although he did not give it a name. From this 
least squares estimate of a linear function 
CL = +ei, or, in matrix notation, c1 = g'B, is the same linear ,. n 
function of the least squares estimates, a = g'0, with standard 
error o = dcgigj aij o = Jg'A-1 go. This extends the domain a 
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of application of least squares to all linear functions of the 
parameters. As stated by Seal [1967], this result was thought 
to be new as recently as 1938 [David and Neyman 19381, where it 
was described as a generalization of Markov’s theorem. (cf. 
Section 18). 
It may be of some interest to statisticians to note that 
A 
the above expression 0 = 0 - A -1 X’e explicitly expresses 0 as a 
function of the random variable e. Although Gauss made no 
further use of this other than the above, it is a short step 
(one would think) to regard 8 itself as a random variable, about 
which probability statements could thus be made without the 
controversial use of a prior distribution and Bayes’ theorem as 
discussed in Section 2 and 6. This leads to the present day 
concepts of fiducial probability [Fisher 19731 and structural 
probability [Fraser 19681 about which however there is also 
much controversy. 
12. Gauss then derived some results, now standard, concerning 
the sum of squared deviations, given in Section 5 as 
Q = (y - X0) t (y - X0) in matrix notation. The least squares 
estimates are cbtained by minimizing Q. The resulting minimum 
is Qm = (y - xe)f(y - X8), which is shown to be Qm = y’ (y - X8), 
the formula usually used on desk calculators. III modern 
terminology, Qm is called the residual or error sum of squares. 
Let the component O1 of the vector 0 be fixed and let the 
components 8 2, iTI etc. be free to vary. Then Q can take on a 
relative minimum Q,. then 
10 -4llsJa 11 
Gauss showed that if (Qr - Q$ _< c2 
1 C=CU e1 
/a, wherea 
of 6 
e1 
is the standard error 
the usual 
~1 = &ei = 
least squares estimate of B1. Also, if 
g’e is fixed, and the 0’s otherwise allowed to vary, 
the corresponding relative minimum Q, is such tliat (Q, 
implies ICI - Gl _< c Jg’A-lg = toe/o from Section 11. 
- \j _< c2 
111 
particular, setting c = u gives the result that IQr - QJ _< 02 
implies ju - &I 5 o a’ Gauss did not appear to make use of these 
results, but they form the basis of modern tests of significance 
in regression. In fact, to test the significance of specific 
values of a subset of the B’s, the standard procedure is to 
calculate the corresponding (Or - QJ/Qm. Under the linear 
model with normal errors e i this is proportional to an F ratio, 
the numerical value of which determines the significance level. 
This gives rise to the widely used procedure of the analysis of 
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variance in regression and the concommitant F tests. 
13. Gauss also showed how to update an estimate in the light 
of an additional observation. Suppose, in particular, that an 
additional observation y n+l becomes available, for which the 
vector of x-values is x = (x 
n+l 1’ Xn+l 2’ “” Xn+l k I. 
He 
derived the following formulae. The least squares estimate 8* 
based on all (n+l) observations is 
,. 
(j* = fJ - 
Mb6 - Y,+$ 
l+w , 
where M = A-lx’ , w = xA-‘xl = xM (which is a scalar quantity), 
and 8 is the least squares estimate based on the original n 
observations. The covariance matrix of 8* is 
AdO2 = (A-l - F;) 02, 
the diagonal elements of which give the squares of the standard 
errors of the 8: *; the new residual or minimum sum of squares is 
These formulae allow a new observation to be incorporated 
without having to recalculate the estimate, its standard error, 
and the resulting minimum sum of squares, from the complete set 
of least squares equations. That is, the results 6, A 
-1 
, and 
of the computations already performed on the original n 
Qm 
observations can be used in the above relatively simple 
computations to obtain the revised quantities 0*, A*-l, and Q* 
based on all (n+l) observations. 
m 
The above forms the basis of recursive least squares estima- 
tion, discussed briefly at the beginning of the paper. If the 
observations occur sequentially in time, then after having at 
least k observations, sp that A 
-1 can be calculated initially, 
the resulting estimate ~3 can be continually and easily updated 
as each subsequent observation is obtained; no further matrix 
inversion is required. Also, the corresponding updated 
covariance matrix and minimum sum of squares are obtained. Note 
that a direct (non-recursive) application of least squares would 
require recalculating and inverting A for each new observation. 
These results were obtained by Young [1974, equation II], who 
atributed them to Plackett [1950]. Plackett considered the 
general case in which the additional observations occurred in 
sets of s > 1, and cited Gauss as having given the necessary 
formulae for s = 1, as presented above. 
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14. The last sections of Part 2 deal with the estimation of 
the quantity o which occurs in all of the preceding formulae. 
Gauss noted that4 Qm' n must necessarily underestimate u since 
Qm is less than the true value Q. He showed that E(QJ = 
(n - k)a ', and so recommended 0 = JQm(n - k) as the appropriate 
estimate for 0. He also calculated the standard error of the 
estimate, and noted that when the e's are normally distributed, 
this standard error becomes the standard error of the sum of 
(n - k) independent errors e.. This is related to the modern 
1 
distributional results connected with normal regression theory, 
in which the errors e i are assumed to have a normal distribution. 
15. The Supplement deals with least squares estimation when 
there are restrictions on the parameters. Specifically, Gauss 
assumed X = In so that there are n parameters Si = 8., 11 
1 
observations yi = ci + ei, and r linear restrictions 
jJfijej = 0, i = 1, 2, . . . . r, or F0 = 0 in matrix notation; 
if the restrictions are non-linear, they can be approximated by 
linear ones. Then among linear functions, the estimate 
a = lgiei* is the minimum mean square error estimate of 
a = Cgiei if Bi* are the least square estimates of the Bi 
subject $0 the linear restrictions Fe = 0. Further, the estimate 
ofaiso=JQ,l'. 
These methods and results can easily handle the situation 
y = X8 + e of the preceding sections under the restrictions 
Fe = 0. This forms the basis for the analysis of variance 
arising today in the Design of Experiments. 
16. Other contributions of Gauss occur in several papers: 
Gauss [1803-1809, 1816, 1823, 18241. 
In the second of these [1816] he determined the maximum 
likelihood estimate h of the precision h = 1/;/2a of a normal 
distribution. He set up a 50% probability interval for the 
probable error, .6744897a, using a normal approximation to the 
distribution of Sk = l/eik/. The paper is of particular interest 
in showing that the estimate obtained using k = 2 is the most 
precise (i.e. yields the smallest 50% interval). He calculated 
that using S 2' 100 observed errors ei will yield the same 
precision (i.e. 50% probability intervals of the same width) as 
114 observed errors using Sl, 109 using S3, 103 using S4, 178 
using S 5 and 251 using S6. 
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Fisher [1920] rediscovered these facts and went on to 
isolate the property of sufficiency, whereby S 2 can be said to 
contain all of the sample information about o in a normal 
distribution. In fhe same situation (Sections 1 to 6) the least 
squares estimate, 8, which is the maximum likelihood estimate, 
is sufficient for 0 and so contains all the sample information 
about 0. 
The last [1824] of the above papers is of interest as an 
example of weighted least squares; the standard deviations o. 
of the ei were taken to be proportional to the square root ' 
of the time elapsed between observations in a problem of 
determining longitude by means of a chronometer. 
17. Some differences in generality between the two approaches 
to least squares, the "inferential" of Sections 2 to 5 and the 
"decision theoretic" of Sections 7 to 15, are worth noting. The 
former is more restrictive in requiring a normal distribution, 
but is wider in scope in allowing consideration of any functions 
Si = Si('l, e2, .-a, ok). The later is more general in allowing 
any distribution (with mean 0 and finite a). But the penalty 
for this freedom is the limitation to (approximately) linear 
functions. Gauss emphasized this linearity requirement, saying 
that the observational errors are assumed sufficiently small 
that their squares and higher powers can be ignored. His 
applications were in the fields of astronomy and geodetic 
measurements in surveying where this condition is satisfied, 
the measurements being quite precise. 
18. The usual modern presentation of least squares differs from 
Gauss's in two unfortunate respects: 
(1) The condition CX = Ik is interpreted to imply that 
a 
Gauss was seeking unbiased estimates, E(B) = 8. That is, the 
sls obtained by indefinitely repeating the given experiment 
should average out to the true value 8. 
(2) It is usually referred to as the Gauss-Markov theory. 
Dealing with the second point first, it seems that Markov 
produced little if anything new concerning least squares (cf. 
Plackett [1949], Seal [1967]), except possibly the introduction 
of unbiasedness as the requirement mentioned in point (1) 
above. His name became associated with the theory apparently 
only because his 1912 proof was thought by Neyman [1934] to be 
original [Seal 19671, although in the discussion of Neyman's 
paper Fisher pointed out the priority of Gauss. 
Returning to point (l), since CX = Ik implies unbiasedness, 
(E(i) = E(Cy) - EC(XB + e) = 0) the least squares estimate is 
certainly unbiased. But the requirement of unbiasedness is 
H?1 5 Gauss’s contributions to statistics 199 
unreasonable. Hopefully, it is well known by now that the 
requirement of unbiasedness can lead to estimates that necessarily 
have impossible values. For example, suppose items such as 
electron tubes fail according to a Poisson process at a rate 
A; that 3 failures have been observed in one unit of time; then 
the unique unbiased estimate of 9 = exp(-4X), which is the 
probability that the lifetime of a given tube will exceed 4 
units of time, is -27. Since a probability must be between 0 
and 1, presumably any sensible estimate of it should also be be- 
tween 0 and 1, and so the above estimate is absurd. Further, since 
there is no other unbiased estimate, this absurdity is solely 
the result of requiring unbiasedness. Such examples are not 
uncommon. 
Another difficulty with the property of unbiasedness is the 
lack of functional invariance; if 0 is unbiased for 8, then g (0) 
will not be unbiased for g(8), unless g(e) is linear. For 
instance, although s2 
unbiased for 02, 
= --& l(xi-x)2 is widely advertised as 
. it is seldom emphasized that s is not unbiased 
for CT. And, from a practical point of view, o, being a measure 
of precision, 2 is of more interest than o . 
Barnard [1963] has discussed unbiasedness and least squares. 
He has given alternative conditions involving boundedness of the 
mean square error rather than unbiasedness, and which are 
applicable more generally to models where error consistency is 
not applicable. 
19. The idea of unbiasedness seems remote from Gauss’s theory 
which, as cited earlier, is couched in terms of errors of 
observations and true values. However, since he required 
linearity (Sections 9, 17) it turns out coincidentally that his 
least squares estimates are unbiased. But, as illustrated in 
Sections 14 and 16, he had no qualms about using obviously 
sensible but biased estimates such as s for CT and l/s for l/u. 
Modern texts, however, usually present unbiasedness as the 
foremost essential property of any estimate, and then go on to 
generalize least squares to the theory of minimum variance 
unbiased estimation. Since the mean square error is the 
variance when the estimate is unbiased, this could be regarded 
as a generalization of least squares. But, whereas for the 
reasons stated above, Gauss’s theory is of great practical 
interest, the practical utility of general minimum variance 
unbiased estimation is less obvious and does not appear to be 
the appropriate development from least squares. 
20. The appropriate development from and generalization of 
least squares would appear to be the theory of maximum likelihood 
estimation, referred to in Section 6, Point (4). Here the two 
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aims of Gauss that gave rise to his two approaches (Sections 4 
and 7) are in a sense reconciled [Fisher 1936, 2491. Rather 
than maximizing probabilities of 0 all of which are infinitely 
small, as objected to by Gauss (Section 6), maximum likelihood 
maximizes a new measure of precision or uncertainty called mathe- 
matical likelihood which is not infinitely small; in addition, 
it minimizes, at least asymptotically, the mean square error. 
As pointed out previously, under the conditions of normality of 
Section 4 maximum likelihood is least squares; and so when 
the functions are linear, it minimizes the mean square error 
exactly. Such an approach leads to considerations of consistency 
(Section 9), efficiency, sufficiency (Section 16), likelihood 
and related concepts [Fisher 19731, rather than unbiasedness 
and variance. 
Another development attracting increasing attention recently 
is the analysis of the Gauss linear model (2) where the errors 
ei can have any specific error distribution; they need not even 
be independent. This relates to recent developments in statisti- 
cal inference involving "ancillary statistics" and "conditional 
inference". The methods are essentially those of Fisher [1973, 
165-1691. The mathematical and logical details for the general 
model (2) can be found in Barnard and Sprott [1977], and also, 
from a somewhat different standpoint, in Fraser [1968]. 
A measure of the breadth of Gauss's work is seen by the fact 
that it has led in our time on the one hand to the work of 
R. A. Fisher and his followers on the Design of Experiments, 
Fisher [1966], and the general Theory of Statistical Inference, 
Fisher [1973]; on the other hand they have led to the work of 
A. Wald and his followers on Statistical Decision Theory, Wald 
[1971]. Fisher's Experimental Design exploits to the full the 
properties of the Gauss linear model and least squares. Together 
with his general theory of Statistical Inference they form an 
extremely interesting logical framework of experimentation and 
uncertain inference that has had immense practical use. There 
is controversy surrounding these areas and many issues remain 
open. Certainly, Inference and Decision are not mutually 
exclusive; some people confuse the two, and others in fact 
claim there is no distinction to be made. But, whereas Fisher's 
methods halve had, and are increasingly having, an impact on all 
areas involving experimentation and data, the practical impact. 
of Decision Theory is less dramatic. It is of interest to note 
in this regard that, although Gauss gave least squares a decision 
theoretic foundation, he appears not to have interpreted the 
results as decisions, but more as inferences. He ascribed 
standard errors to his estimates, thus indicating a degree of 
uncertainty, whereas decisions are "all or nothing". 
As a summary of Gauss's own contributions from the point of 
view of theoretical statistics, Seal [1967] states: "It is 
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perhaps desirable at this point to remind readers how the modern 
treatment of the univariate linear model differs from that of 
Gauss. Reference to such texts as Kendall and Stuart(1961), 
Morgenstern (1964), Rao (1965), Schmetterer (1956), and Wilks 
(1962), all of which contain a chapter devoted to the linear 
model, shows that the real advance lies in the generalization 
of the concept of a submodel obtained by deleting one or more 
terms of the model and the distributional theory developed to 
test whether the discarded terms are significantly different 
from zero." Probably, as cited earlier [Fisher 1973, 881, 
the advances appear to lie more in the exact distributional 
theory. As noted in Section 12, Gauss came close to the 
essentials involved in dealing with a submodel and the basis 
for the associated test of significance. Gauss's work together 
with the exact distributional theory consitute the modern theory 
of statistical regression. 
The cumulative impression obtained on reading Gauss's work 
on least squares is that, similar to R. A. Fisher in our time, 
he had the rare combination of mathematical and logical depth 
together with a feeling for data, in advance of most of today's 
standards. 
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