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a b s t r a c t
Via He’s semi-inverse method, a variational principle is established for coupled nonlinear
Schrödinger equationswith variable coefficients and high nonlinearity. The result obtained
includes the ones known from the open literature as special cases.
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1. Introduction
Nonlinear Schrödinger equations reveal a lot of interesting physical phenomena. For instance, the coupled nonlinear
Schrödinger equations describe the interaction between two waves of different frequencies or the same frequency but
belonging to two different polarizations. They have been studied intensively by many authors with various kinds of
methods [1–12].
In this paper, we consider the following coupled nonlinear Schrödinger equations with variable coefficients and high
nonlinearity:
iΦt + a1tmΦxx + b1tn|Φ|2Φ + c1|Φ|4Φ = KΨ
iΨt + a2tmΨxx + b2tn|Ψ |2Ψ + c2|Ψ |4Ψ = KΦ, (1)
whereΦ = Φ(x, t),Ψ = Ψ (x, t) are complex functions of x and t, ai, bi, ci (i = 1, 2) are constant parameters and K is the
coupling constant.
Substituting Φ(x, t) = u1(x, t) + iv1(x, t),Ψ (x, t) = u2(x, t) + iv2(x, t), where ui(x, t) and vi(x, t) (i = 1, 2) are real
functions of x and t , we get the following differential equations for u1, v1, u2 and v2:
−∂v1
∂t
+ a1tm ∂
2u1
∂x2
+ b1tnu1(u21 + v21)+ c1u1(u21 + v21)2 = Ku2, (2a)
∂u1
∂t
+ a1tm ∂
2v1
∂x2
+ b1tnv1(u21 + v21)+ c1v1(u21 + v21)2 = Kv2, (2b)
−∂v2
∂t
+ a2tm ∂
2u2
∂x2
+ b2tnu2(u22 + v22)+ c2u2(u22 + v22)2 = Ku1, (2c)
∂u2
∂t
+ a2tm ∂
2v2
∂x2
+ b2tnv2(u22 + v22)+ c2v2(u22 + v22)2 = Kv1. (2d)
The aim of this paper is to establish a variational formulation for the general system, Eqs. (2a)–(2d), by the semi-inverse
method [3,13–15].
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2. A variational principle from He’s semi-inverse method
In order to search for a variational principle for the systems (2a)–(2d), we construct a trial functional in the form
J(u1, v1, u2, v2) =
∫∫
Ldxdt, (3)
where L is an unknown function of u1, v1, u2, v2 and/or their derivatives.
There are various approaches used to construct the trial functional [3,13–18]. Among them, we chose the following one:
L = v1 ∂u1
∂t
− a1
2
tm

∂v1
∂x
2
+ b1
4
tn(v41 + 2u21v21)+
c1
6
(v61 + 3u41v21 + 3u21v41)− Kv1v2 + F(u1, u2, v2), (4)
where F is an unknown function of u1, u2, v2 and/or their derivatives. The advantage of the above trial functional lies in the
fact that the stationary condition with respect to v1 is Eq. (2b).
Now the calculation of the variation of Eq. (3) with respect u1 results in the following Euler–Lagrange equation:
− ∂v1
∂t
+ b1tnu1v21 + 2c1u31v21 + c1u1v41 +
δF
δu1
= 0, (5)
where δF/δu1, called He’s variational differential with respect to u1, is defined as [3]
δF
δu1
= ∂F
∂u1
− ∂
∂t

∂F
∂u1t

− ∂
∂x

∂F
∂u1x

+ ∂
2
∂t2

∂F
∂u1tt

+ ∂
2
∂x2

∂F
∂u1xx

+ · · · .
We search for an F such that Eq. (5) turns out to be Eq. (2a). We, therefore, set
δF
δu1
= ∂v1
∂t
− b1tnu1v21 − 2c1u31v21 − c1u1v41 = a1tm
∂2u1
∂x2
+ b1tnu31 + c1u51 − Ku2, (6)
from which the unknown F can be determined as
F = −1
2
a1tm

∂u1
∂x
2
+ 1
4
b1tnu41 +
1
6
u61 − Ku1u2 + F1(u2, v2), (7)
where F1 is a newly introduced unknown function of u2, v2 and/or their derivatives. The Lagrangian, Eq. (4), is updated as
L = v1 ∂u1
∂t
− a1
2
tm

∂u1
∂x
2
+

∂v1
∂x
2
+ b1
4
tn(u21 + v21)2 +
c1
6
(u21 + v21)3 − K(u1u2 + v1v2)+ F1. (8)
Now the stationary condition with respect to u2 is
− Ku1 + δF1
δu2
= 0. (9)
We set
δF1
δu2
= Ku1 = −∂v2
∂t
+ a2tm ∂
2u2
∂x2
+ b2tnu2(u22 + v22)+ c2u2(u22 + v22)2 (10)
in Eq. (9), and then Eq. (9) turns out to be Eq. (2c). From Eq. (10), the unknown F1 can be identified as
F1 = −u2 ∂v2
∂t
− a2
2
tm

∂u2
∂x
2
+ b2
4
tn(u42 + 2u22v22)+
c2
6
u2(u62 + 3u42v22 + 3u22v42)+ F2(v2), (11)
where F2 is an unknown function of v2 and/or its derivatives.
The Lagrangian can be further updated as
L = v1 ∂u1
∂t
− a1
2
tm

∂u1
∂x
2
+

∂v1
∂x
2
+ b1
4
tn(u21 + v21)2 +
c1
6
(u21 + v21)3 − K(u1u2 + v1v2)
− u2 ∂v2
∂t
− a2
2
tm

∂u2
∂x
2
+ b2
4
tn(u42 + 2u22v22)+
c2
6
u2(u62 + 3u42v22 + 3u22v42)+ F2(v2). (12)
The Euler equation with respect v2 is
− Kv1 + ∂u2
∂t
+ b2tnu22v2 + c2(u42v2 + 2u22v32)+
δF2
δv2
= 0, (13)
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Eq. (13) should be equivalent to Eq. (2d), so we set
δF2
δv2
= Kv1 − ∂u2
∂t
− b2tnu22v2 − c2(u42v2 + 2u22v32) = a2tm
∂2v2
∂x2
+ b2tnv32 + c2v52 . (14)
We, therefore, can identify F2 easily; it is
F2 = −a2tm

∂v2
∂x
2
+ b2
4
tnv42 +
1
6
c2v62 . (15)
Now we obtain the following needed Lagrangian:
L = v1 ∂u1
∂t
− a1
2
tm

∂u1
∂x
2
+

∂v1
∂x
2
+ b1
4
tn(u21 + v21)2 +
c1
6
(u21 + v21)3 − K(u1u2 + v1v2)
− u2 ∂v2
∂t
− a2
2
tm

∂u2
∂x
2
+

∂v2
∂x
2
+ b2
4
tn(u22 + v22)2 +
c2
6
(u22 + v22)3. (16)
Substituting u1 = Φ+Φ∗2 , v1 = iΦ
∗−Φ
2 , u2 = Ψ+Ψ
∗
2 , v2 = iΨ
∗−Ψ
2 , where Φ
∗ = u1 − iv1,Ψ ∗ = u2 − iv2, we can get the
Lagrangian Eq. (16) in terms ofΦ and Ψ as follows:
L = i
4
[
Φ∗ − Φ ∂Φ
∂t
+ ∂Φ
∗
∂t

+ (Ψ ∗ + Ψ )

∂Ψ
∂t
− ∂Ψ
∗
∂t
]
− 1
2
tm

a1
∂Φ∂x
2 + a2 ∂Ψ∂x
2

+ 1
4
tn(b1|Φ|4 + b2|Ψ |4)+ 16 (c1|Φ|
6 + c2|Ψ |6)− K2 (ΦΨ
∗ + Φ∗Ψ ). (17)
Finally we obtain the variational principle in terms ofΦ and Ψ , namely,
J(Φ,Ψ ) =
∫∫ 
i
4
[
(Φ∗ − Φ)

∂Φ
∂t
+ ∂Φ
∗
∂t

+ (Ψ ∗ + Ψ )

∂Ψ
∂t
− ∂Ψ
∗
∂t
]
− 1
2
tm

a1
∂Φ∂x
2 + a2 ∂Ψ∂x
2

+ 1
4
tn

b1|Φ|4 + b2|Ψ |4
+ 1
6

c1|Φ|6 + c2|Ψ |6
− K
2

ΦΨ ∗ + Φ∗Ψ dxdt. (18)
3. Discussion and conclusion
Eq. (18) can be reduced to the result obtained by Xu [5] if the parameters are chosen properly. Other special cases can
also be deduced from Eq. (18).
For the single Schrödinger equation,
iΦt + a1tmΦxx + b1tn|Φ|2Φ + c1|Φ|4Φ = 0. (19)
By a similar procedure, the variational principle for Eq. (19) can be obtained as follows:
J(Φ) =
∫∫ 
i
4
[
Φ∗ − Φ ∂Φ
∂t
+ ∂Φ
∗
∂t
]
− a1
2
tm
∂Φ∂x
2 + b14 tn|Φ|4 + c16 |Φ|6

dxdt. (20)
Remark. Some special cases can be deduced from Eq. (20).
Case 1. m = n = 0; Eq. (20) reduces to the result obtained by Yao and Chang [6].
Case 2. c1 = 0; Eq. (20) corresponds to the result obtained by He [3].
Case 3. m = n = 0, a1 = 1, c1 = 0; Eq. (19) reduces to iΦt + Φxx + b1|Φ|2Φ = 0, which is discussed by Ozis and
Yildirim [7].
With the application of the Ritz method, the solitary solutions and the periodic solutions can be obtained, as is illustrated
in [19–22] in detail. Another effective method is the exp-function method [23–26] which is relatively new and can achieve
the same purpose. A method combining the exp-function method and the semi-inverse method was suggested by Liu in
[27].
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