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a b s t r a c t
Free surface flows are pervasive in engineering and biomedical applications. In many
interesting cases—particularly when small length scales are involved—surface forces
(capillarity) dominate the flow dynamics. In these cases, computing the flow together with
the shape of the surfaces, requires specialized solution techniques. This article investigates
the capabilities of an operator splitting/finite elements method at handling accurately
incompressible viscous flow with free surfaces at low capillary numbers. The test case
of flow in the downstream section of a slot coater is used for three reasons: (1) it is an
established benchmark; (2) it represents an idealized, yet industrially relevant flow; (3)
high-fidelity results obtained with monolithic algorithms are available in literature. The
flow and free surface shape attained with the new operator splitting scheme agree very
satisfactorily with the results obtained with monolithic solvers. Because of its inherent
computational simplicity, the new operator splitting scheme is attractive for large-scale
simulations, three-dimensional flows, and flows of complex fluids.
Published by Elsevier B.V.
1. Introduction
The numerical simulation of free surface flows has many applications in science and engineering. Examples include
coating flows, ink-jet printing and polymer processing. In these applications, the dynamics of the free surface flow is
dominated by the competition of surface tension and viscous forces. Strong capillary pressure changes, occur at curved
free surfaces; these shape-dependent terms occur in the momentum balance equation through the boundary conditions,
and couple the equations of the flow and domain shape very tightly, making their numerical solution difficult [8,9,15].
To date, only fully-coupled algorithms have been shown to be stable and/or accurate when capillary forces dominate—
see, e.g., [8,15]. However, these approaches require the solution of a large system of coupled nonlinear algebraic equations,
which can become cost-ineffective, particularly for three-dimensional flows.
In this paper, we describe a partitioned algorithm, based on an operator splitting technique, which can be used to solve
free surface flows at low capillary numbers, which imply strong capillary effects. The operator splitting technique [2,10]
allows us to decouple the nonlinearities of the problem and then treat them independently using suitable numerical solvers,
convenient space approximations and different time steps.
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Fig. 1. Sketch of the flow domain in the downstream section of a slot coater.
A careful choice of the methods used to solve each substep is crucial in order to achieve the desired accuracy. The main
features of our approach are the following.
(1) The advection steps are solved using a wave-like equation method. This approach has proved to handle successfully
both structured and unstructured meshes, and it appears to be less dissipative than the usual method of characteristics,
or those based on upwinding [2,4,5,11].
(2) Generalized Stokes problems precede and follow the advection steps, in order to ensure that the velocity field is
divergence-free and smooth out the solution. These substeps can be solved via conjugate gradient methods, see e.g. [2].
(3) The time step for each subproblem can be chosen independently and, in particular, a smaller time step is chosen for the
advection steps.
This methodology was used in [4] to study Hopf bifurcation for a flow down an inclined plane. In the present article, we
show that our splitting algorithm succeeds in computing, with very good accuracy, the steady flow of a Newtonian fluid in
a slot coater at capillary number Ca = 0.1 (conventional partitioned algorithms fail at Ca . 1 in this problem [15]). The
steady profile of the free surface is virtually identical to that computed in Ref. [12] with a monolithic method (and tested
against the pioneering work of [14] that introduced fully-coupled ALE-FEM methods).
The paper is organized as follows. In Section 2 we present the mathematical formulation of the problem, while the time
and space discretizations are described in Section 3. Numerical experiments are discussed in Section 4.
2. Mathematical formulation
In the downstreamsection of a slot coater, an incompressible viscous fluid occupies the two-dimensional time-dependent
region of space Ω(t) whose boundary is given by ∂Ω(t) = Γ0 ∪ Γ1(t) ∪ Γ (t), as shown in Fig. 1. The portion Γ0 of the
boundary is fixed, while Γ (t) and Γ1(t) are free surfaces, meaning that they depend on time, and their location is not given
a priori.
Let us consider a Cartesian frame of reference (O, x1, x2), as shown in Fig. 1. We assume that the free surface Γ (t) admits
a Cartesian representation at each instant of time so that it can be described by the time-dependent function η(x1, t). This
allows us to write
Γ (t) = {x = (x1, x2) ∈ R2 : x1 ∈ (0, L), x2 = η(x1, t)}, (1)
Γ1(t) = {x = (x1, x2) ∈ R2 : x1 = L, x2 ∈ (0, η(L, t))}. (2)
We remark that Γ1(t) is a vertical segment of variable length.
The fluid flow is modeled by the Navier–Stokes equations
∇ · u = 0 in Ω(t)× (0, T )
%[∂tu+ (u · ∇)u] = ∇ · σ + f in Ω(t)× (0, T ), (3)
where u = (u1, u2) is the velocity of the fluid, % is the fluid density, σ is the stress tensor defined as σ = −pI + 2µD(u),
where p is the pressure, µ is the viscosity and D(u) = (∇u + (∇u)t)/2 is the rate-of-strain tensor, where the superscript
t means transpose, and f is the external force density. Here ∂t denotes the partial derivative with respect to time, while
∇ = (∂1, ∂2) is the gradient with respect to the spatial variables.
At Γ0 we prescribe the velocity of the fluid, while on Γ1(t)we prescribe zero stress, leading to the conditions
u = g0 on Γ0 × (0, T ), σn = 0 on Γ1(t)× (0, T ), (4)
where g0 is a given function of x and t .
Remark 1. Several choices are available for the boundary condition at the outlet section Γ1(t). A common choice is to
assume fully developed flow, namely n ·∇u = 0, as in [12]. In this paper, we use the zero stress condition because it is easier
to implement and it leads to similar results as the fully developed flow condition if, at the discrete level, one considers that
capillary forces do not act on the corner point at the intersection between Γ (t) and Γ1(t).
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The free boundary Γ (t) represents the interface between the fluid and the external ambient, and it is made of fluid
particles. In order to ensure that the fluid particles do not cross the surface, we need the following kinematic condition
∂tη + u1∂1η − u2 = 0 on Γ (t)× (0, T ), with η(0, t) = H. (5)
An additional condition is needed to establish the balance of stress
σn = sH(η(x1, t))n on Γ (t)× (0, T ), (6)
where n = (−∂1η, 1)/
√
1+ |∂1η|2 is the outward unit normal vector, s is the surface tension (which is assumed to be
positive and constant), andH(η(x1, t)) = ∂21η/(1+ |∂1η|2)3/2 is the curvature.
To complete the formulation of the problem, initial conditions should be prescribed for the velocity of the fluid and the
shape of the domain:
u(x, 0) = u0(x) with ∇ · u0 = 0, η(x1, 0) = η0(x1). (7)
In order to write the variational formulation of the problem (3)–(7) we introduce the following functional spaces:
Vg0(Ω(t)) = {v|v ∈ (H1(Ω(t)))2, v = g0 on Γ0}, (8)
V0(Ω(t)) = {v|v ∈ (H1(Ω(t)))2, v = 0 on Γ0}, (9)
SH = {φ|φ ∈ H1(0, L), φ(0) = H}, (10)
S0 = {φ|φ ∈ H1(0, L), φ(0) = 0}. (11)
Now, we multiply equations (3) 1, (3) 2 and (5) by the test functions q ∈ L2(Ω(t)), v ∈ V0(Ω(t)) and φ ∈ S0, respectively
(we use the notation ϕ(t) to denote the function x → ϕ(x, t)). The resulting equations are integrated over Ω(t) to obtain
the variational formulation of (3)–(7):
For a.e.t > 0, find u(t) ∈ Vg0(Ω(t)), p(t) ∈ L2(Ω(t)), η(t) ∈ SH such that
%
∫
Ω(t)
∂tu · v dx+ %
∫
Ω(t)
(u · ∇)u · v dx+ 2µ
∫
Ω(t)
D(u) : D(v) dx
−
∫
Ω(t)
p∇ · v dx =
∫
Ω(t)
f · v dx+ s
∫
Γ (t)
H(η(x1, t))n · v dΓ (t), ∀v ∈ V0(Ω(t)),∫
Ω(t)
q∇ · u dx = 0, ∀q ∈ L2(Ω(t)),∫ L
0
∂tηφ dx1 +
∫ L
0
(u1|Γ (t)∂1η − u2|Γ (t))φ dx1 = 0, ∀φ ∈ S0,
u(x, 0) = u0(x), with ∇ · u0 = 0, and η(x1, 0) = η0(x1). (12)
Remark 2. Rather than imposing a contact angle between Γ0 and Γ (t), we choose to pin the free surface to mimic the
effect of a sharp corner on a surface. At a sharp corner (radius of∼ 25µm), a liquid can move by a small amount and adjust
within a broad range of angles to assume its equilibrium value. This is how contact lines are pinned in practice. Indeed, the
velocity field has a discontinuity at the contact line, which induces infinite velocity gradients (and hence stress), see e.g. Fig.
16 in [12]. However, this phenomenon occurs in several well-known problems in computational fluid-dynamics, such as
the wall-driven flow in a square cavity. In the cavity flow, the solution loses regularity at the corners and, strictly speaking,
the solution is not in H1. Nevertheless, numerical experiments show that the H1−theory can be successfully applied for the
numerical solution of the flow problem [2,7].
Remark 3. The choice of SH and S0 given by (10) and (11) is justified by the following integrations by parts:
s
∫
Γ (t)
H(η)v1n1 dΓ (t) = −s
∫ L
0
(1+ |∂1η|2)−1/2∂1v1 dx1, (13)
s
∫
Γ (t)
H(η)v2n2 dΓ (t) = −s
∫ L
0
∂1η(1+ |∂1η|2)−1/2∂1v2 dx1. (14)
Here the x1-differentiation on η is transferred on the two components of the test function v. Both (13) and (14) assume that
v · τ = 0 at Γ1(t) ∩ Γ (t), where τ = (1, ∂1η)/
√
1+ |∂1η|2.
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Fig. 2. At maps the the current domainΩ(t) into the reference domain Ω̂ .
Problem (12) is defined on the domainΩ(t)which changes in time and is not known a priori. Therefore we are going to
reformulate problem (12) into a fixed reference domain.
Let (At)t∈(0,T ) be a family of mappings which, at each time t ∈ (0, T ), map the current domainΩ(t) onto the reference
domain Ω̂ = (0, L)× (0,H) defined by
At : Ω(t) ⊂ R2 → Ω̂ ⊂ R2
x = (x1, x2)→ ξ = (ξ1, ξ2) = At(x) =

ξ1 = x1
ξ2 = H
η(x1, t)
x2,
(15)
as sketched in Fig. 2. We observe that Γ (t) is mapped into
Γˆ = {ξ = (ξ1, ξ2) ∈ R2|ξ1 ∈ (0, L), ξ2 = H}, (16)
while Γ1(t) becomes
Γˆ1 = {ξ = (ξ1, ξ2) ∈ R2|ξ1 = L, ξ2 ∈ (0,H)}. (17)
The Jacobian matrix J of this transformation and its determinant J are given by
J = J(η) =
 1 0− ξ2
η(ξ1, t)
∂1η(ξ1, t)
H
η(ξ1, t)
 , J = J(η) = H
η(ξ1, t)
. (18)
It is clear that this transformation is well defined as long as η(ξ1, t) > 0 or, in other words, as long as the free surface
does not touch the bottom. Let f = f (x, t) be a function defined onΩ(t) and fˆ = fˆ (ξ, t) = f (A−1t (ξ), t) the corresponding
function defined on Ω̂ . Due to the change of variables, we have∫
Ω(t)
f (x, t) dx =
∫
Ω̂
fˆ (ξ, t)J dξ. (19)
Moreover, it follows from the chain rule that
∂t f = ∂t fˆ −w · ∇̂ fˆ , (20)
where ∇̂ = J−t∇ and the domain velocityw is given by
w(ξ, t) = ∂tξ = ξ2
η(ξ1, t)
∂tη(ξ1, t)e2
= ξ2
η(ξ1, t)
[u2(ξ1, η(ξ1, t), t)− u1(ξ1, η(ξ1, t), t)∂1η(ξ1, t)] e2. (21)
The last step is a consequence of the kinematic condition (5) and we used the notation e2 = (0, 1).
Using (19) and (20), problem (12) becomes:
For a.e.t > 0, find uˆ(t) ∈ Vg0(Ω̂), pˆ(t) ∈ L2(Ω̂), η(t) ∈ SH , such that
%
∫
Ω̂
∂t uˆ · vˆJ(η) dξ − %
∫
Ω̂
(w · ∇̂)uˆ · vˆJ(η) dξ + %
∫
Ω̂
(uˆ · ∇̂)uˆ · vˆJ(η) dξ
+ 2µ
∫
Ω̂
Dˆ(uˆ) : Dˆ(vˆ)J(η) dξ −
∫
Ω̂
pˆ∇ˆ · vˆJ(η) dξ =
∫
Ω̂
fˆ · vˆJ(η) dξ
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+ s
∫ L
0
H(η)
(
vˆ2(ξ1,H)− vˆ1(ξ1,H)∂1η
)
dξ1, ∀vˆ ∈ V0(Ω̂),∫
Ω̂
qˆ∇̂ · uˆJ(η) dξ = 0, ∀qˆ ∈ L2(Ω̂),∫ L
0
∂tηφ dξ1 +
∫ L
0
(uˆ1(ξ1,H, t)∂1η − uˆ2(ξ1,H, t))φ dξ1 = 0, ∀φ ∈ S0,
uˆ(ξ, 0) = uˆ0(ξ), with ∇̂ · uˆ0 = 0, and η(ξ1, 0) = η0(ξ1). (22)
Here we used the notation Dˆ(uˆ) = (∇̂uˆ+ (∇̂uˆ)t)/2.
3. Time and space discretizations
The numerical solution of problem (21) contains three main difficulties: (a) the incompressibility condition and the
related unknown pressure, (b) an advection term associated to the velocity of the fluid, (c) an advection term associated
to the velocity of the domain. The difficulty associated with the unknown location of the free boundary has been removed
through the transformation defined by (15). A time discretization by operator splitting allows to decouple the difficulties
of the problem and to treat each of them with an appropriate method. Moreover it makes it possible to update the location
of the free boundary as a sub-step, avoiding costly sub-iterations between the location of the free surface and the solution
of the Navier–Stokes equations. Among the many possible versions, we advocate a very simple operator splitting method
which is first-order accurate [10]. The low order accuracy is compensated, actually, by easy implementation and less cost in
computational time.
Let ∆t be the time discretization step and tn = n∆t , uˆn = uˆ(tn), pˆn = pˆ(tn), ηn = η(tn). For n ≥ 0, uˆn and ηn being
known, the scheme consists of solving the following problems.
(1) Find uˆn+1/5 ∈ Vg0(Ω̂) and pˆn+1/5 ∈ L2(Ω̂) such that
%
∫
Ω̂
uˆn+1/5 − uˆn
∆t
· vˆJ(ηn) dξ + µ
∫
Ω̂
Dˆ(uˆn+1/5) : Dˆ(vˆ)J(ηn) dξ
− ∫
Ω̂
pˆn+1/5∇̂ · vˆJ(ηn) dξ = ∫
Ω̂
fˆ
n+1 · vˆ J(ηn) dξ
+ s ∫ L0 H(ηn) (vˆ2(ξ1,H)− vˆ1(ξ1,H)∂1ηn) dξ1, ∀vˆ ∈ V0(Ω̂),∫
Ω̂
qˆ∇̂ · uˆn+1/5J(ηn) dξ = 0, ∀qˆ ∈ L2(Ω̂).
(23)
(2) Find uˆn+2/5 ∈ V (Ω̂) via the solution of the following pure advection problem in Ω̂ × (tn, tn+1)
∫
Ω̂
∂t uˆ · vˆJ(ηn) dξ +
∫
Ω̂
(uˆn+1/5 · ∇̂)uˆ · vˆJ(ηn) dξ = 0, ∀vˆ ∈ V̂ n+1/5,−,
uˆ(tn) = uˆn+1/5,
uˆ(t) = uˆn+1/5 on ∂Ω̂n+1/5,− × (tn, tn+1),
(24)
and then set uˆn+2/5 = uˆ(tn+1). The functional spaces introduced here are defined as follows
V (Ω̂) = {v|v ∈ (H1(Ω̂))2},
V̂ n+1/5,− = {v|v ∈ (H1(Ω̂))2, v = 0 on ∂Ω̂n+1/5,−},
∂Ω̂n+1/5,− = {ξ|ξ ∈ ∂Ω̂, uˆn+1/5(ξ) · nˆ(ξ) < 0}.
(3) Find uˆn+3/5 ∈ Vg0(Ω̂) and pˆn+3/5 ∈ L2(Ω̂) such that
%
∫
Ω̂
uˆn+3/5 − uˆn+2/5
∆t
· vˆJ(ηn) dξ + µ
∫
Ω̂
Dˆ(uˆn+3/5) : Dˆ(vˆ)J(ηn) dξ
− ∫
Ω̂
pˆn+3/5∇̂ · vˆJ(ηn) dξ = 0, ∀vˆ ∈ V0(Ω̂),∫
Ω̂
qˆ∇̂ · uˆn+3/5J(ηn) dξ = 0, ∀qˆ ∈ L2(Ω̂).
(25)
(4) Find uˆn+4/5 ∈ V (Ω̂) via the solution of the following pure advection problem in Ω̂ × (tn, tn+1)
∫
Ω̂
∂t uˆ · vˆJ(ηn) dξ −
∫
Ω̂
(wn+3/5 · ∇̂)uˆ · vˆJ(ηn) dξ = 0, ∀vˆ ∈ Ŵ n+3/5,+,
uˆ(tn) = uˆn+3/5,
uˆ(t) = uˆn+3/5 on ∂Ω̂n+3/5,+ × (tn, tn+1),
(26)
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and then set uˆn+4/5 = uˆ(tn+1) and pˆn+4/5 = pˆn+1/5 + pˆn+3/5. Here
wn+3/5(ξ) = ξ2
ηn(ξ1)
[
uˆn+3/52 (ξ1,H)− uˆn+3/51 (ξ1,H)∂1ηn(ξ1)
]
e2, (27)
and
Ŵ n+3/5,+ = {v|v ∈ (H1(Ω̂))2, v = 0 on ∂Ω̂n+3/5,+},
∂Ω̂n+3/5,+ = {ξ|ξ ∈ ∂Ω̂,wn+3/5(ξ) · nˆ(ξ) > 0}.
(5) Find the new position of the free surface ηn+1 ∈ SH by solving the following problem in (0, L)× (tn, tn+1)
∫ L
0
∂tηφ dξ1 +
∫ L
0
(uˆn+4/51 (ξ1,H)∂1η − uˆn+4/52 (ξ1,H))φ dξ1 = 0, ∀φ ∈ S0,
η(ξ1, tn) = ηn(ξ1).
(28)
The new physical domainΩn+1 is obtained from the reference domain Ω̂ through the mappingA−1tn+1 defined as:
A−1
tn+1 : Ω̂ ⊂ R2 → Ωn+1 ⊂ R2
ξ = (ξ1, ξ2)→ x = (x1, x2) =

x1 = ξ1
x2 = η
n+1(ξ1)
H
ξ2.
(29)
The velocity un+1 and the pressure pn+1 defined on the new domainΩn+1 are obtained as follows
un+1(x1, x2) = uˆn+4/5(x1,Hx2/ηn+1(x1)),
pn+1(x1, x2) = pˆn+4/5(x1,Hx2/ηn+1(x1)),
(30)
where (x1, x2) ∈ Ωn+1.
We remark that in (23)–(26) ∇̂ = J−t(ηn)∇ and that, indeed, it is much easier to solve the sub-problems (23)–(25) in
their equivalent formulation in the physical domain Ωn (which is fixed from the way the problem was split). Moreover,
problems (23) and (25) can be significantly simplified by noticing that
µ
∫
Ω(t)
D(u) : D(v) dx = µ
2
∫
Ω(t)
∇u : ∇v dx+ µ
2
∫
Ω(t)
(∇u)t : ∇v dx, (31)
and then evaluating the last integral in (31) at the previous fractional step. Problems (23)-(25) are thenmodified as follows.
(1) Find un+1/5 ∈ Vg0(Ωn) and pn+1/5 ∈ L2(Ωn) such that
%
∫
Ωn
un+1/5 − un
∆t
· v dx+ µ
2
∫
Ωn
∇un+1/5 : ∇v dx−
∫
Ωn
pn+1/5∇ · v dx
= s
∫
Γ n
H(ηn)n · v dΓ n +
∫
Ωn
fn+1 · v dx− µ
2
∫
Ωn
(∇un)t : ∇v dx, ∀v ∈ V0(Ωn),∫
Ωn
q∇ · un+1/5 dx = 0, ∀q ∈ L2(Ωn).
(32)
(2) Find un+2/5 ∈ V (Ωn) via the solution of the following pure advection problem inΩn × (tn, tn+1)
∫
Ωn
∂tu · v dx+
∫
Ωn
(un+1/5 · ∇)u · v dx = 0, ∀v ∈ V n+1/5,−,
u(tn) = un+1/5,
u(t) = un+1/5 on ∂Ωn+1/5,− × (tn, tn+1),
(33)
and then set un+2/5 = u(tn+1). The functional spaces introduced here are defined as follows
V (Ωn) = {v|v ∈ (H1(Ωn))2},
V n+1/5,− = {v|v ∈ (H1(Ωn))2, v = 0 on ∂Ωn+1/5,−},
∂Ωn+1/5,− = {x|x ∈ ∂Ωn,un+1/5(x) · n(x) < 0}.
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(3) Find un+3/5 ∈ Vg0(Ωn) and pn+3/5 ∈ L2(Ωn) such that
%
∫
Ωn
un+3/5 − un+2/5
∆t
· v dx+ µ
2
∫
Ωn
∇un+3/5 : ∇v dx−
∫
Ωn
pn+3/5∇ · v dx
= −µ
2
∫
Ωn
(∇un+2/5)t : ∇v dx, ∀v ∈ V0(Ωn),∫
Ωn
q∇ · un+3/5 dx = 0, ∀q ∈ L2(Ωn).
(34)
Then we define uˆn+3/5 by uˆn+3/5(ξ1, ξ2) = un+3/5(ξ1, ηn(ξ1)ξ2/H); uˆn+3/5 is needed to solve problem (26).
At each time step, the subproblems (32)–(34) are solved in the domainΩn which is clearly non-polygonal because of the
curved portion Γ n of the boundary. To approximate velocity and pressure we use here an isoparametric version (discussed
in, e.g., [2], Chapter 5) of the Bercovier–Pironneau finite elements method, also known as the P1 − iso − P2 and P1 finite
elements approximation. This approximation was introduced in [1] and further discussed in, e.g., [3,4,6,13].
The backward Euler’s method has been used to derive the time discretization in (32) and (34). These problems can be
seen as a ‘‘generalized’’ discrete Stokes problem for which efficient solution methods already exist, as shown in, e.g., [2].
In order to solve the advection step (33) we use a wave-like equation method [2,5,11]: this approach preserves the
hyperbolic nature of advection, it introduces low numerical dissipation and it is easy to implement. In particular, we use
here a second order accurate time discretization scheme which is discussed in, e.g., [2], Chapter 6, and [11].
We again use thewave-like equation approach to solve the transport problem (26).We observe that (26) does not contain
x1 differentiation of uˆ and therefore the problem reduces to the solution of a family (infinite for the continuous problem,
finite for the discrete ones) of transport problems in one space dimension along the vertical direction. Then for ξ1 ∈ (0, L),
each component of uˆ is the solution of a transport problem of the following form:
∂ϕ
∂t
− aξ2 ∂ϕ
∂ξ2
= 0 on (0,H)× (tn, tn+1),
ϕ(tn) = ϕ0,
ϕ(H, t) = b if a > 0, t ∈ (tn, tn+1),
(35)
with a and b constant with respect to ξ2 and t . The solution of this problem is discussed in [4].
4. Numerical experiments
We apply the method discussed in Sections 2 and 3 to the numerical simulation of the flow in the downstream section of
a slot coater. The basic action of coating is to replace the gas at the surface of a solid substrate by a layer of liquid. Here the
substrate is represented by a rigid plane which is translating along the horizontal direction at a fixed velocity u = (1, 0), as
sketched in Fig. 1. The flow of the fluid, initially at rest in the region above this plane, is driven by a constant inlet flow rate
and it is subject to capillary forces due to the surface tension at the free boundary Γ (t).
The initial configuration of the fluid domain is the rectangle (L0, L) × (0,H), with L0 = −2, L = 8 and H = 1 and an
example of the triangulation of the reference domain is reported in Fig. 3. The location of the inlet and outlet sections—which
are synthetic boundaries—has been chosen far enough from the interesting region of the flow, that moving such boundaries
further outward does not affect the flow solution [12]. The inlet velocity profile is given by
u(L0, x2, t) = U(x2, t)e2 =
(
3(1− 2Q )x22 − 2(2− 3Q )x2 + 1
)
e2, (36)
where Q is the flow rate per unit of width. The inlet velocity profile for Q = 0.3 is shown in Fig. 4.
We solve the nonstationary problem andwe follow the evolution of the system to a stationary state, which is determined
by the following condition
‖un − un−1‖L2(Ωn)
‖un‖L2(Ωn)
< 10−7. (37)
In our numerical experiments, the boundary condition in (4) has the following form
g0 =

0 for L0 ≤ x1 ≤ 0, x2 = H
(U(x2, t), 0) for x1 = L0, 0 ≤ x2 ≤ H
(1, 0) for L0 ≤ x1 ≤ L, x2 = 0.
(38)
The values used for density, viscosity, surface tension and flow rate are % = 1, µ = 1, s = 10 and Q = 0.3, respectively.
An indicator of the relative effect of viscous forces versus surface tension acting at the free surface, is the capillary number,
defined as Ca = µV/σ , where V is a characteristic velocity. Choosing V = 1 as the velocity of the translating plane, the
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Fig. 3. Pressure mesh in the initial configuration of the flow domain.
Fig. 4. Inlet velocity profile corresponding to Q = 0.3.
Fig. 5. Time evolution of the profile of the free surface for % = 1, µ = 1, s = 10, Q = 0.3.
capillary number for the case considered here is Ca = 0.1, which indicates that the interfacial forces due to the surface
tension are stronger than the viscous forces in the flow.
The time evolution of the free surface profile is sketched in Fig. 5, while the streamlines of the flow at various instants
of time, more precisely t = 0.25, 0.75, 1.5, 2, 3.5, 10.25, are portrayed in Fig. 6. The system reaches a steady state, and the
steady profile of the free surface is represented by the solid line in Fig. 7. In the same picture, we compare our steady profile
with the steady profile computedwith amonolithic algorithm [12] (and tested against earlier results, e.g., [14]) for the same
values of the parameters. The agreement between the results is very satisfactory.
The results presented here have been obtained for hp = 1/80, hv = 1/160, ∆t = 5 × 10−4 and τ = ∆t/5, where hp
and hv are the size of the meshes used for pressure and velocity,∆t is the time step and τ is the time sub-step used for the
advection sub-problems. The results of these simulations have been tested with hp = 1/120, hv = 1/240,∆t = 2.5× 10−4
and τ = ∆t/5, and we obtained essentially the same steady free surface profile.
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Fig. 6. Streamlines computed for t = 0.25, 0.75, 1.5, 2, 3.5, 10.25.
Fig. 7. Comparison between the steady profile of the free surface computed with a monolithic algorithm [12] (crosses) and the profile obtained with the
splitting algorithm described in this paper (solid line) for Q = 0.3 and Ca = 0.1—i.e., % = 1, µ = 1, s = 10.
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