Most current model reference adaptive control methods rely on parametric adaptive elements, in which the number of parameters of the adaptive element are fixed a-priori, often through expert judgment. Examples of such adaptive elements are the commonly used Radial Basis Function Neural Networks (RBF-NN) with centers allocated a priori based on the expected operating domain. If the system operates outside of the expected operating domain, such adaptive elements can become non-effective, thus rendering the adaptive controller only semi-global in nature. This paper investigates two classes of nonparametric adaptive elements, that is, adaptive elements whose number of parameters grow in response to data. This includes RBF adaptive elements with centers that are allocated dynamically as the system evolves using a Kernel linear independence test, and Gaussian Processes based adaptive elements which generalize the notion of Gaussian Distribution to function approximation. We show that these nonparametric adaptive elements result in good closed loop performance without requiring any prior knowledge about the domain of the uncertainty. These results indicate that the use of such nonparametric adaptive elements can improve the global stability properties adaptive controllers.
I. Introduction
Model Reference Adaptive Control (MRAC) has been widely used for control of nonlinear systems in presence of significant modeling uncertainties [1] [2] [3] [4] [5] [6] [7] . Several authors have explored adaptive flight vehicle control (see e.g. [8] [9] [10] [11] ). In several such adaptive control problems very little is known about the system uncertainty. A popular method for handling system uncertainties about which limited information is available is to employ universal approximators such as Neural Networks (NNs). Since they were first proposed as adaptive elements by Sanner and Slotine 12 , Radial Basis Function (RBF)-NNs have emerged as perhaps the most widely used universal-approximator adaptive elements [13] [14] [15] [16] [17] [18] [19] [20] [21] . Lewis et al. derived Single Hidden Layer (SHL) NN based adaptive laws 15, 22 , which were further generalized by other authors 10, 11, 23, 24 . However, RBF-NN have maintained their popularity partly because of their linear-in-the-parameter structure. However, the accuracy of a representation using RBFs is heavily dependent on the location of RBF centers. Several adaptive control approaches using RBF-NN rely on distributing the RBF centers over an estimated domain of system operation. Since the output of an RBF diminishes exponentially fast away from its center, this restricts RBF-NN based neuroadaptive controllers to be only locally valid. Particularly, if external commands drive the system outside of the estimated domain of operation, the RBF-NN can become ineffective. This renders the adaptive controller only semi-global in nature. To counter this, authors have also explored RBF center tuning laws that attempt to move the centers to minimize instantaneous tracking errors (see e.g. [21, 25, 26] ). However, tracking error based update laws are often rank-1, which means that if the centers were all initialized at zero, they would move together in the same direction. Furthermore, little insight is available about the convergence properties of centers that are tuned using instantaneous tracking error. Others have proposed heuristic techniques for pruning "irrelevant" nodes, however, these techniques typically assume that the domain of operation of the adaptive controller remain bounded 12, 27 . Yet another open problem in using RBF-NN is that it is not clear how many RBFs should be chosen for a particular adaptive control problem, and expert judgment is often employed. In this paper, we approach the problem by appealing to the theory of Reproducing Kernel Hilbert Spaces (RKHS) 28, 29 , and the theory of Bayesian nonparametric probabilistic models.
In machine learning literature authors have been exploring nonparametric models for regression problems for which little prior information is available. The idea behind nonparametric models and associated regression methods is that the number of parameters are not fixed a priori, rather parameters grow in response to data. Leveraging the powerful framework of RKHS, authors have developed kernel filtering methods that allocate radial basis functions based on example input output pairs using RBF kernels 30, 31 . Gaussian Processes are another example of Bayesian nonparametric models for regression where the unknown function is assumed to be drawn from a normal distribution with a mean and covariance matrix that is updated using Bayesian inference 30, 32, 33 . These methods hold great promise for adaptive control, as they can overcome the limitations of fixed-parameter RBF-NN. There does not seem however, to be much work done in utilizing nonparametric Kernel methods and Bayesian nonparameteric models in direct MRAC control for lifting the assumption of bounded basis of operation.
In order to bring kernel methods and adaptive control together, we introduced the Budgeted Kernel Restructuring-Concurrent Learning adaptive control algorithm 34 . In BKR-CL RBF centers are allocated along the trajectory of the system. The key contribution of that work was to show that kernel based nonparametric models can be implemented in an MRAC framework on a budget. Particularly we showed that when using RBF-NN nonparametric models in a direct adaptive control framework, one can limit the maximum number of RBFs allowable, but keep updating a dictionary of centers in response to the data. In this paper we explore this concept further and extend the theory of BKR-CL MRAC to non-square systems (in which number of inputs is less than the number of states). We also explore Gaussian Process (GP) based regression models in the framework of MRAC, leading to the GP-MRAC algorithm. Murray-Smith et al have explored Gaussian processes in the context of dual adaptive control 35, 36 , the main difference here is that we use GPs in the MRAC framework which is a direct adaptive control framework and requires that (budgeted) GP inference be performed online. The introduction of GPs as models of uncertainty allows great flexibility in the types of uncertainties that can be handled. In particular, traditional MRAC treats the uncertainty as a smooth deterministic function. In GP-MRAC on the other hand it is assumed that the uncertainty is modeled by a GP, that is, it is completely specified by a mean and a covariance function. This probabilistic model of uncertainty is motivated from the notion that a smooth deterministic function representation of the uncertainty may not always be valid; particularly in presence of noise, servo chattering, wind-related disturbances, and other stochastic effects. Corresponding to the uncertainty, the adaptive element is also modeled as a GP, output of which is a draw from a normal distribution whose posterior mean and covariance are updated using Bayesian inference 32, 37 . An intentionally simple and online implementable algorithm for maintaining an online dictionary of data points for posterior inference on a budget is also developed for GP-MRAC.
Section II provides an introduction to approximate model inversion based MRAC, and explores further the limitations of RBF-NN adaptive elements with preallocated centers. In Section III we describe BKR-CL adaptive controllers. In Section IV GP-MRAC adaptive controllers are introduced. The performance of both BKR-CL and GP-MRAC adaptive controllers is evaluated using numerical simulations. The paper is concluded in Section V.
II. Approximate Model Inversion based Model Reference Adaptive Control
AMI-MRAC is an MRAC method that allows the design of adaptive controllers for a general class of nonlinear plants for which an approximate inversion model exists. This method of adaptive control is flexible, and has been widely used for flight vehicle control. 8, 25, 38 
T ∈ R n be the known state vector, with x 1 (t) ∈ R n 2 and x 2 (t) ∈ R n 2 , let δ(t) ∈ R l denote the control input, and consider the following multiple-input nonlinear uncertain dynamical systemẋ
(1)
where the function f (0, 0) = 0, is assumed to be unknown, and assumed to be globally Lipschitz.
For the purpose of this paper it is assumed that n 2 ≥ l. This assumption can be restrictive for over actuated systems, in this case, it may be relaxed by using matrix inverse and pseudoinverse approaches, constrained control allocation, pseudocontrols, or daisy chaining (see e.g. [39] [40] [41] ), to reduce the dimension of the control input vector. It is further assumed that δ(t) is limited to the class of admissible control inputs consisting of measurable functions and x(t) is available for full state feedback. These conditions ensure the existence and uniqueness of the solution to (1) . Furthermore, a condition on controllability of f with respect to δ must also be assumed.
In AMI-MRAC a pseudo-control input (desired acceleration) is designed ν(t) ∈ R n 2 that can be used to find the control input δ such that the system states track the output of a reference model. Let z = (x, δ), if the exact system model f (z) in (1) is available and invertible, for a given ν(t), δ(t) can be found by inverting the system dynamics. However, since the exact system model is usually not available or not invertible, we let ν be the output of an approximate inversion modelf which satisfies the following assumption Assumption 1. The approximate inversion model ν =f (x, δ) is continuous with respect to δ ∈ R l , and
Assumption 1 guarantees the existence of an approximate inversion operatorf −1 : R n+n 2 → R l such that for every unique pair (x, ν) ∈ R n+n 2 a unique control command δ ∈ R l can be assigned 42
The use of an approximate inversion model results in a model error of the forṁ
where ∆ is the modeling error given by:
Note that if the control assignment function (the mapping between control inputs to states) were known and invertible with respect to δ, then an inversion model can be chosen such that the modeling error is only a function of the state x. A reference model can be designed that characterizes the desired response of the systemẋ
where f rm (x rm (t), r(t)) denote the reference model dynamics, which are assumed to be continuously differentiable in x rm for all x rm ∈ D x ⊂ R n . The command r(t) is assumed to be bounded and piecewise continuous, furthermore, f rm is assumed to be such that x rm is bounded for a bounded reference input. The pseudo-control input ν consisting of a linear feedback part ν pd = [K 1 , K 2 ]e with K 1 ∈ R n 2 ×n 2 and K 2 ∈ R n 2 ×n 2 , a linear feedforward part ν rm =ẋ 2rm , and an adaptive part ν ad (z) is chosen to have the following form 8, 11, 38 
Defining the tracking error e(t) = x rm (t) − x(t), and using (3) the tracking error dynamics can be written asė
Letting A = 0
T where 0 ∈ R n 2 ×n 2 , I 1 ∈ R n 2 ×n 2 , and I 2 ∈ R n 2 ×n 2 are the zero and identity matrices, and using (6) we have the following tracking error dynamics that contain a term linear in eė
The baseline full state feedback controller ν pd is chosen to make A Hurwitz. Hence for any positive definite matrix Q ∈ R n×n , a positive definite solution P ∈ R n×n exists to the Lyapunov equation
Note that with the formulation presented here the existence of a fixed point solution to ν ad = ∆(., ν ad ) needs to be assumed 18 , sufficient conditions are available for its existence 42 .
A. Limitations of Radial Basis Function Neural Networks with Preallocated Centers
Upon examining the tracking error dynamics equation (8) we see that since A is designed to be Hurwitz, and since the equation contains a term linear in e, if ν ad (z) − ∆(z) remains bounded, the tracking error will also remain bounded. In order to achieve this, the output of adaptive element ν ad is adjusted so as to dominate or cancel the uncertainty ∆. If sufficient prior knowledge of the uncertainty is available, it may be possible to represent the uncertainty as an unknown linear combination of known nonlinear basis functions. For this widely studied case, the adaptive element can be chosen as a parameterized combination of the known basis functions, with the parameters updated using an adaptive law. Global convergence of the tracking error dynamics to zero can be established if the parameters are updated based on the instantaneous tracking error (see e.g. [1, 3, 4] ). Furthermore, stronger results of exponential stability of the zero solution of the closed loop tracking error and the parameter error dynamics are available for the case of structured uncertainty. 43, 44 The focus of this paper is on the more general class of uncertainties for which the basis functions for the uncertainty are not known due to limited prior knowledge. Traditionally, this case has been handled by using universal function approximators as adaptive elements. One of the most commonly used approximatros are Gaussian Radial Basis Function Neural Networks (RBF-NN) (see e.g. [12, [15] [16] [17] [18] [19] [20] ). When RBF-NN are used as adaptive elements, the adaptive part of the control law (6) can be represented using a linear combination of RBF kernels:
where W ∈ R q×n 2 and σ(z) = [1, σ 2 (z), σ 3 (z), ....., σ q (z)] T is a q dimensional vector of radial basis functions. For i = 2, 3..., q let c i denote the RBF centroid and µ i denote the RBF widths, then for each i the radial basis functions are given as
Appealing to the universal approximation property of Radial Basis Function Neural Networks 45 we have that, given a fixed number of radial basis functions q, there exists ideal parameters W * ∈ R q×n 2 and a vector˜ ∈ R n such that the following approximation holds for all
Furthermore¯ = sup z∈D ˜ (z) can be made arbitrarily small by increasing the number of radial basis functions distributed over D.
Typical implementations of adaptive controllers using RBF-NN in the literature rely on estimating the operating domain D of the system and preallocating the centers c i of a predetermined number of RBFs over that domain. Figure 1 shows a one dimensional RBF centered at 1 and with a width of 2. From the figure we see that the function decays exponentially as we move away from the center. Therefore, if z(t) evolves far away from the centers c i we see that elements of σ(z) will be very close to zero. Increasing the width of the RBF helps by flattening the function, however, the fact is that the system states must remain close to the location of RBF centers if the RBF-NN is to be effective. This means that in order for the adaptive element to be effective and any stability results to hold, it must be assumed that the uncertainty ∆(z) evolves only over the compact domain over which the centers have been distributed. This indicates that the adaptive element will only be effective only within D, which is a major limitation of RBF-NN based adaptive controllers with preallocated centers.
When RBF-NN are used as adaptive elements, it is well known that the following adaptive law with the σ-modification term guarantees uniform ultimate boundedness of the tracking error and adaptive
In the above adaptive law, Γ W denotes a positive definite learning rate matrix, and κ denotes the gain for the σ-modification term. Note that when RBF-NN are used as adaptive elements, one cannot in general guarantee that the tracking error will asymptotically approach zero due to the presence of nonzero approximation error˜ (z) in (12) . Furthermore, note that this adaptive law does not in general guarantee that the adaptive parameters W (t) approach and stay bounded within a compact neighborhood of the ideal parameters W * . A condition on Persistency of Excitation (PE) of the system states is often required to guarantee the convergence of the adaptive parameters to their ideal values 4,15,46 . Kingravi et al. showed that location of centers also affects the amount of excitation that is "visible" to the adaptive law (13) 47 . The results in that paper showed that even if x(t) is exciting, if the system evolves away from where the centers are, σ(x(t)) need not be exciting.Therefore, preallocating RBF centers can result in severe limitations on adaptive control.
So in summary, two major limitations of RBF-NN with preallocated centers can be identified:
The RBF-NN can be ineffective outside of the estimated operating domain D over which the centers have been preallocated. This makes the adaptive controller only locally effective.
Limitation 2 It is difficult to guarantee the convergence of the parameters to their ideal values when adaptive laws such as (13) are used. The problem is further exacerbated by the fact that the amount of excitation "visible" to the adaptive element may diminish if the system evolves outside of the estimated operating domain over which the centers have been preallocated.
In this paper, these limitations are addressed by introducing nonparametric models as adaptive elements.
B. Nonparametric Models in Regression
In regression, nonparametric models refer to a class of regression models in which the number of parameters are not fixed a priori. Rather, the number of parameters grow with the data. Nonparametric models are designed to overcome local approximation properties of popular universal approximators, including RBFs. Gaussian Processes (GP) based models are an example of a well studied nonparametric models in regression (see e.g. [37] ), particularly in the field of geographical surveying, where it is often known as kriging. In recent years there has been great interest in developing nonparametric models by exploiting the theory of Reproducing Kernel Hilbert Spaces (RKHS). 48 Regression methods employing such models are often known as kernel filtering methods 30 . Several similarities between GP regression methods and kernel filtering methods are becoming apparent through a RKHS interpretation of GP regression 32, 37 . The main differences come from the underlying philosophy of modeling the function to be learned. Particularly, in GPs, functions are viewed as draws from a Gaussian process completely specified by a mean and a covariance function, and in kernel based methods, they are viewed as linear combinations of an ever growing basis.
The main benefit of using these nonparametric adaptive elements is that little to no prior knowledge of the operating domain of the uncertainty is required, and the centers need not be preallocated. Rather, insights from RKHS theory are used to allocate the RBF centers and to grow the number of RBF kernels used in response to how the system evolves online. This is fundamentally different than tuning the location of a fixed number of RBF centers based on the instantaneous tracking error (as is done in [21, 25] ). Particularly since these center update laws are rank-1, and are not guaranteed to move the centers to ensure their relevance. Furthermore, we alleviate Limitation 2 by using insights from concurrent learning adaptive control 43 and GP regression 32, 37 to ensure that the adaptive element best captures the uncertainty. It should be noted that traditionally nonparametric models have been used for offline supervised learning and regression problems. In these situations, the data set size is often fixed a priori, therefore, nonparametric regression models as studied in [30, 37] are not conducive to ensuring that computations are completed in real-time. In order to ensure real-time feasibility, we enforce an additional restriction that the number of maximum allowable parameters at any instant of time be limited (this number is referred to as the "budget"). Once the budget is reached, any new parameters are added by removing older (possibly irrelevant) parameters.
III. Kernel Linear Independence Test based Nonparametric Adaptive Elements
A kernel on D ⊂ R n is any continuous, symmetric positive-semidefinite function of the form k : D × D → R. A kernel can be thought of as a measure of how different two points in the state space are. Mercer's Theorem implies that there exists an RKHS H (of functions) and a mapping ψ :
where ·, · H is an inner product on H. For a given kernel function, the mapping ψ(x) ∈ H does not have to be unique, and is often unknown. However, since ψ is implicit, it does not need to be known for most machine learning algorithms, which exploit the nonlinearity of the mapping to create nonlinear algorithms from linear ones 30, 49 . The key strength of a kernel in an RKHS comes from their reproducing property, which states f (·), k(·, x) H = f (x) 37, 50 . Further discussion of Kernels can be found in [30, 37, 47] , for the purpose of this paper, it is sufficient to note that RBFs are examples of bounded reproducing kernels. Traditionally, when a new data point is encountered, kernel methods place an RBF centered at that point 30 . If used in online adaptive control settings, this approach would mean that the number of kernels, and hence the number of parameters would grow unbounded as the system evolves. To counter this, Kingravi et al. proposed the Budgeted Kernel Restructuring -Concurrent Learning (BKR-CL) adaptive control algorithm 47 . In BKR-CL, the kernel linear independence test used by Nguyen-Tuong et al. 51 is used to determine whether the current data point should be added to an online maintained dictionary of RBF centers
, where l is the current size of the dictionary, and N D is the upper limit on the number of points (the budget). A new center c l+1 is inserted into the dictionary if it cannot be approximated in the feature space H by the current set of centers. This test is performed using
Update dictionary by storing the new point c l+1 , and recalculating γ's for each of the points else Update dictionary by deleting the point with the minimal γ, and then recalculate γ's for each of the points end if end if where the a i denote the coefficients of the linear independence. Unraveling the above equation in terms of (14) shows that the coefficients a i can be determined by minimizing γ, which yields the optimal coefficient vectorâ l = K −1 lk l , where K l = k(C l , C l ) is the kernel matrix (a kernel distance matrix evaluated pairwise between points) for the dictionary dataset C l , andk l = k(C l , c l+1 ) is the kernel vector. After substituting the optimal valueâ l into (15) yields
The BKR algorithm is summarized in Algorithm 1. Further details, including efficient ways of implementing this algorithm are available in [51] .
In summary, Algorithm 1 provides a method to allocate centers online. Particularly, it allows the adaptive controller to begin by starting with one center at zero, and then manage a dictionary of centers as state measurement become available. Note that until the budget is reached, every time a center is added, the number of parameters increases. Once the budget it reached, the algorithm adds new centers by removing old centers. This is fundamentally different from gradient based update laws for RBF centers such as those in [21, 25] . These laws attempt to move the centers to minimize the instantaneous tracking error e and are rank-1. Hence, for these laws, if all the centers are initialized to 0, they will all move in the same direction together.
A. The BKR-CL Algorithm
The BKR-CL algorithm uses the BKR algorithm 1 to maintain an online dictionary of centers, and uses the Concurrent Learning (CL) algorithm developed by Chowdhary et al. 43, 52 to ensure that the adaptive weights approach the ideal values as required by the approximation property (see (12) ). The combined algorithm guarantees that the dictionary of centers best represents the current operating domain and the weights approach a compact set around their ideal values.
In CL, online recorded data is used concurrently with instantaneous data to improve weight convergence. Chowdhary et al. have shown that the performance of CL can be related to the minimum singular value of the matrix containing the recorded data, and proposed a singular value maximizing algorithm for recording data online 52 . In context of BKR-CL, the data points recorded should also correspond with the data points chosen as RBF centers. In the following, we describe an online data recording algorithm (Algorithm 2) that selects, records, and removes data points to achieve this 34 . Note that Algorithm 1 picks the centers discretely; therefore, there always exists an interval [t k , t k+1 ] where k ∈ N where the centers are fixed. This discrete update of the centers introduces switching in the closed loop system. Let σ k (z) denote the value of σ given by this particular set of centers, denote by W k * the ideal set of weights for these centers and by σ k the radial basis function for these centers.
Let p ∈ N denote the subscript of the last point stored. For a stored data pointz j , let σ k j ∈ R n denote σ k (z j ). We will let S t = [z 1 , . . . ,z p ] denote the matrix containing the recorded information in the history stack at time t, then Z t = [σ k 1 , . . . , σ k p ] is the matrix containing the output of the RBF function for the current set of RBF centers. The p-th column of Z t will be denoted by Z t (:, p). It is assumed that the maximum allowable number of recorded data points is limited due to memory or processing power considerations. Therefore, we will require that Z t has a maximum ofp ∈ N columns; clearly, in order to be able to satisfy rank(Z t ) = l, p ≥ l. For the j-th data point, the associated model error ∆(z j ) is assumed to be stored in the array∆(:, j) = ∆(z j ). The uncertainty of the system is estimated by estimatingż j for the j th recorded data point using optimal fixed point optimal smoothing and solving equation (4) 
The history stack is populated using an algorithm that aims to maximize the minimum singular value of the symmetric matrix Ω = p j=1 σ k (z j )σ k T (z j ). Thus any data point linearly independent of the data stored in the history stack is included in the history stack. At the initial time t = 0 and k = 0, the algorithm begins by setting Z t (:, 1) = σ 0 (z(t 0 )). The algorithm then selects sufficiently different points for storage; a point is considered sufficiently different if it is linearly independent of the points in the history stack, or if it is sufficiently different in the sense of the Euclidean norm of the last point stored. Furthermore, if Algorithm 1 updates the dictionary by adding a center, then this point is also added to the history stack (if the maximum allowable size of the history stack is not reached), so the rank of Z t is maintained. If the number of stored points exceeds the maximum allowable number, the algorithm seeks to incorporate new data points in manner that the minimum singular value of Z t is increased; the current data point is added to the history stack only if swapping it with an old point increases the singular value.
The BKR-CL adaptive control algorithm combines Algorithm 1 (BKR) and the online data recording algorithm (Algorithm 2). It is summarized in Algorithm 3.
Note that in BKR-CL the number and location of RBFs change as the dictionary of centers is updated. Therefore, between switches in the NN approximation, the tracking error dynamics are given by the following switching differential equatioṅ
The NN approximation error of (12) for the k th system can be rewritten as
For the j th recorded data point let j (t) = W T (t)σ(z j ) − ∆(z j ). Also, let p be the number of recorded data points σ(z j ) in the matrix Z = [σ(z 1 ), ...., σ(z p )], such that rank(Z) = l. Then, the weight are update using the following switching law:
The following theorem was proven in 34 for square systems, it is extended here for systems of the form 1. Furthermore, assumptions requiring the system to stay within the bounded domain D are removed. Theorem 1. Consider the system in (1), the control law of (6) , and the output of the adaptive element given by 10 with l denoting the number of RBFs used. At t = 0 assume that l = 1 and
Algorithm 2 Singular Value Maximizing Algorithm for Recording Data Points
Require:
≥ or a new center added by Algorithm 1 without replacing an old center then p = p + 1 S t (:, p) = z(t); {store∆(:, p) =ẋ 2 − ν(t)} else if new center added by Algorithm 1 by replacing an old center then if old center was found in S t then overwrite old center in the history stack with new center set p equal to the location of the data point replaced in the history stack end if end if
the dictionary of RBF centers is maintained using Algorithm 1. Furthermore, assume that the Algorithm 2 is used to record data online. Then, the switching weight update law in (19) ensures that the tracking error e of (17) and the RBF-NN weight errorsW k ∈ Rl of (18) are bounded.
Proof. Consider the tracking error dynamics given by (17) and the update law of (19) . Since
z). Then the NN approximation error is now given by (18). WithW
Therefore over [t k , t k+1 ], the weight dynamics are given by the following switching systeṁ
Algorithm 3 The Budgeted Kernel Restructuring -Concurrent Learning (BKR-CL) adaptive control algorithm while new measurements are available do obtain measurement x(t) call Algorithm 1 to determine whether or not to add x(t) to the dictionary of centers call Algorithm 2 to determine whether or not to add x(t) to the history stack for concurrent learning update weights using (19) calculate pseudo control ν using (6) and the control input using (2) end while
Consider the family of positive definite functions V k = 
where
being the number of RBFs in the network), and Ω
Note that since Algorithm 2 guarantees that only sufficiently different points are added to the history stack then due to Micchelli's theorem 53 , Ω k is guaranteed to be positive definite. Hence if e > 2C 1 /λ min (Q) and W k > C 3 /λ min (Ω k ), we haveV (e,W k ) < 0. Hence the set Π k = {(e,W k ) : e + W k ≤ 2C 1 /λ min (Q) + C 2 /λ min (Ω k )} is positively invariant for the k th system. Let S = {(t 1 , 1), (t 2 , 2), . . . } be an arbitrary switching sequence with finite switches in finite time (note that this is always guaranteed due to the discrete nature of Algorithm 1). The sequence denotes that a system S k was active between t k and t k+1 . Suppose at time t k+1 , the system switches from S k to S k+1 . Then e(t k ) = e(t k+1 ) andW k+1 =W k + ∆W k * , where ∆W k * = W k * − W (k+1) * . SinceV k (e,W k ) is guaranteed to be negative definite outside of a compact interval, it follows that e(t k ) andW k (t k ) are guaranteed to be bounded. Therefore, e(t k+1 ) andW k+1 (t k+1 ) are also bounded and sinceV k+1 (e,W k+1 ) is guaranteed to be negative definite outside of a compact set, e(t) andW k+1 (t) are also bounded. Furthermore, over every interval [t k , t k+1 ], they will approach the positively invariant set Π k+1 or stay bounded within Π k+1 if inside. Remark 1. Note that BKR-CL along with the assumption that rank(Z) = l guarantees that the weights stay bounded in a compact neighborhood of their ideal values without requiring any additional damping terms such as σ modification 2 or e modification 3 (even in the presence of noise). Due to Micchelli's theorem 53 , as long as the history stack matrix Z k contains l different points, rank(Z) = l. Furthermore, since the BKR-CL algorithms also stores the states for which centers are added, it can be shown that the the rank condition will be met even in the first few time steps when one begins with no a-priori recorded data points in the history stack.
Remark 2. Note that the result does not assume that the domain of the uncertainty (operating domain) is compact. This assumption is not required since the RBF centers are guaranteed to be close to where the system is operating due to the nature of BKR-CL (Algorithm 3). Therefore, the result is global in that sense.
B. Application to Trajectory Tracking in Presence of Wingrock Dynamics
Modern highly swept-back or delta wing fighter aircraft are susceptible to lightly damped oscillations in roll angle known as "Wing Rock". Wing rock often occurs at conditions commonly encountered at landing 54 ; making precision control in presence of wing rock critical for safe landing. In this section we use concurrent learning control to track a sequence of roll commands in the presence of wing rock dynamics. Let φ denote the roll attitude of an aircraft, p denote the roll rate, δ a denote the aileron control input, then a model for wing rock dynamics is 55
, and L δa = 3. The parameters for wing rock motion are adapted from 56 , they are W * 1 = 0.2314, W * 2 = 0.6918, W * 3 = −0.6245, W * 4 = 0.0095, W * 5 = 0.0214. In addition to these parameters, a trim error is introduced by setting W * 0 = 0.8. The ideal parameter vector W * is assumed to be unknown. The chosen inversion model has the form ν = 1 L δa δ a . This choice results in the modeling uncertainty of (4) to be given by ∆(x). The adaptive controller uses the control law of (6). The linear gain K of the control law is given by [1.2, 1.2]. A second order reference model with natural frequency of 1 rad/sec and damping ratio of 0.5 is chosen, and the learning rate is set to Γ W = 1. The simulation uses a time-step of 0.05 sec. The BKR-CL adaptive controller uses Algorithms 1, 2, and the update law of 19. The adaptive controller without BKR-CL uses the parameter update law of (13) augmented with σ modification 2 . When BKR-CL was not used, the centers were distributed uniformly between −1 and 1. In both cases, the maximum number of centers was limited to 12. Figure 2 compares the tracking performance of the BKR-CL and the σ modification based controller with uniformly distributed weights. We observer that the BKR-CL controller outperforms the σ modification controller with preallocated centers. This is further illustrated by Figure 3 which depicts the tracking errors. In Figure 4 the difference between the evolution of weights between BKR-CL and the σ modification controller can be seen. Figure 5 shows that the NN output when using BKR-CL better matches the uncertainty. Furthermore, we see that when the σ modification algorithm with uniformly allocated centers is used, the uncertainty approximation improves when the system starts evolving within the range over which the centers were distributed. Particularly, note that in Figure 6 shows the trajectory of the system in the phase plane. The figure shows where the centers were placed when BKR-CL was not used. It can be seen that the system starts initially outside of the range over which the centers were allocated. The fact that the output of the adaptive element does not match the uncertainty highlights the impact of placement centers. In contrast, in Figure 6 we see that the BKR-CL algorithm allocates the centers along the path that the system takes in the phase plane. Note that when BKR-CL is used, the centers are all initialized at zero. The fact that the algorithm figures out an allocation of the centers hints at the fact that the adaptive element does not suffer from local validity.
IV. Adaptive Control using Gaussian Process Regression
Consider the uncertainty ∆(z) in (4) . Traditionally in MRAC, it has been assumed that the uncertainty is a (smooth) deterministic function. Here we offer an alternate view of modeling the uncertainty ∆(z) as a Gaussian Process (GP). A GP is defined as a collection of random variables, any finite subset of which has a joint Gaussian distribution 37 with mean m(x) and covariance k(x(t ), x(t). GPs can be thought of as a distribution over functions. This probabilistic model of uncertainty is motivated from the notion that a smooth deterministic function representation of the uncertainty may not always be valid; particularly in presence of noise, servo chattering, turbulence, and other non-smooth effects. For the sake of clarity of exposition, we will assume that ∆(z) ∈ R, extension to multidimensional case is straight forward. Note also that z ∈ R +δ as before. Hence, the uncertainty ∆(z) here is completely specified by its mean function m(x) = E(∆(z)) and its covariance function
, where z is the value that the variable z takes at some time t . We will use the notation:
The notion of representing the uncertainty as probability distribution can be very powerful due to its inherent ability to incorporate process noise. Consequently, it is assumed that the measurements are corrupted with Gaussian white noise of variance ω 2 n .
A. GP Regression
In Bayesian GP regression, we begin by assuming that the data can be modeled by using a GP prior and use Bayes law to update the posterior estimate of the probability distribution. For the prior, we assume a zero mean normal distribution. Note that this is not restrictive, since the posterior mean will be updated based on the data. As data become available, the state measurements are stored in a matrix Z, and the noisy output (y = ∆ + ) is stored in the vector y. Note that both Z and y grow in size as data becomes available. Let z i+1 be the state measurement at measurement instant i + 1, and let Z and y i contain measurements up to i. Let K(Z, Z) denote the kernel matrix, such Figure 4 . Evolution of adaptive weights when using BKR-CL and σ modification with preallocated centers. Note that for σ modification with preallocated centers, the weights evolve in an oscillatory manner when system evolves away from the range over which the centers were allocated. Figure 5 . Comparison of online estimate of uncertainty by the RBF-NN and the actual uncertainty when using BKR-CL and σ modification with preallocated centers. Note that the estimate of uncertainty improves when using σ modification with preallocated centers when the system starts evolving within the range over which the centers were allocated. On the other hand, since BKR-CL allocates centers along the way, the adaptation performance is uniformly good.
that K l,m = k(Z l , Z m ), where Z l and Z m are the l th and m th columns of Z respectivelly. Hence, K(Z, Z) ∈ R i×i . Letk ∈ R i denote the kernel vector corresponding to the i + 1 th measurement, such thatk l = k(Z l , z i ). Then, the joint distribution of the data available up to i and z i under the prior distribution is given as follows:
The posterior distribution can be obtained by conditioning the joint Gaussian prior distribution over the observation z. Therefore, it is possible to predict y i+1 given the measurements Z, y i and z i+1 as follows
where analytical expressions for the mean and covariance can be derived using Bayes law and properties of Gaussian distributions 37
and
An important insight is obtained here through the representer theorem 28, 29, 37, 57 , using which it can be shown that the predictive mean function can be represented by a finite combination of kernel functions. That is, Figure 6 . Plot of centers allocated by BKR-CL and the uniformly distributed centers for σ modification with preallocated centers. The trajectory of the system in the phase plane is also plotted. It can be seen that the BKR-CL algorithm selects centers along the way. Since the number and location of centers (and hence parameters) is not fixed a priori, the BKR-CL is an example of adaptive control using a nonparametric adaptive element (on a budget).
and α = [K(Z, Z) + ω 2
n I] −1 y i . This is important because it states that our best guess for the predictive mean can be formed using only the available information even when the actual mean need not be restricted to be a finite combination of bases (since it is a function).
Note that due to Mercer's theorem and the presence of the positive definite matrix ω 2 n I, the matrix inversion in (26) and (27) is well defined. Several numerical techniques are available for increasing the accuracy and speed of computing [K(Z, Z) + ω 2 n I] −1 (see e.g. [37] ). However, since both Z and y grow with data, the inversion can become computationally intractable. This is less of a problem for traditional GP regression applications, which include regression problems with finite learning samples, such as supervised machine learning. However, in an online setting, the finiteness of the samples cannot be guaranteed. Several techniques exist for approximating larger data sets 37 , however, they are either computationally intensive or more suited for batch applications. Therefore, in order to extend GP regression to MRAC, an online implementable method to restrict the number of data points stored for inference is needed. In the following section we present an intentionally simple and online implementable algorithm for this purpose and incorporate it with MRAC to form GP-MRAC.
B. GP nonparametric model based MRAC
Since, the uncertainty is modeled as a GP, it is fair to let the output of the adaptive element also be a draw from a normal distribution with meanm(z) and covariance k(z, z ):
Algorithm 4 The Gaussian Process -Model Reference Adaptive Control (GP-MRAC) algorithm while new measurements are available do
if maximum number of points to be stored (p max ) reached then
) draw the output of the adaptive element from a normal distribution ν ad ∼ N (m(z(t)), cov(z(t))) calculate pseudo control ν using (6) and the control input using (2) end while It follows that ifm(z) is close to m(z) then ν ad − ∆ must be bounded. Note that this is the best we can hope for, since we have assumed ∆(z) to be random variable. This lends to an adaptive control algorithm in which we form online an estimate of the mean m(z) using available measurements and express the covariance using a kernel function, such as the RBF. Using notation from Section A and using the RBF as the kernel function, we havek(Z, z i+1 ) l = exp
. Note that we are not restricted to RBFs however, and any valid kernel functions can be used 37 .
In order to ensure the online feasibility of performing prediction with GP, it would be beneficial to restrict the number of data points that are stored for posterior inference. That is, it would be beneficial to restrict the maximum size of Z. A simple way to achieve this is to store only points that are sufficiently different from the last point stored. The covariance function is one measure that allows us to tell how different two points are. Particularly, note that if z i = z i+1 then k(z i , z i+1 ) = 1. Noting this, we propose a simple algorithm for performing GP regression using a sparse representation of the data. Particularly, let p max be the maximum number of points to be stored (the budget), and let z i be the last point stored, then a measurement z(t) is selected for storage if k(z i , z(t)) < γ, and 0 < γ < 1. The variable γ is a design variable that can be tuned to determine how "different" two stored points are. Once the maximum number of points are stored, the next point to be stored replaces the last stored point and so on. The mean is updated using expressions similar to (26) and (27) (see Algorithm 4) .
The Gaussian Process -Model Reference Adaptive Control (GP-MRAC) algorithm is depicted in Algorithm 4. In that algorithm, z i denotes the last point stored, and Z denotes the matrix containing the recorded data. When a measurement becomes available, its kernel function with the last data point stored is computed as k(z i , z(t)). If k(z i , z(t)) < γ then the point is stored for posterior inference. Along with storing z(t), we also need to store an estimate of the model error ∆, this can be achieved by noting that ∆(z) =ẋ 2 (t) − ν(t). When measurements ofẋ 2 (t) are not explicitly available or are noisy, an estimateẋ 2 can be used. Note that since we can handle noise explicitly when performing posterior inference using GPs, the estimate can be formed using well known linear filtering techniques 58 .
C. Application to Trajectory Tracking in Presence of Wingrock Dynamics
The GP-MRAC approach is applied for the problem of trajectory tracking control in presence of wingrock dynamics (see Section B. The inverting controller of 6 is used in the framework of the GP-MRAC algorithm (Algorithm 4). The gain for the linear part of control law (ν pd ) is given by [1.2, 1.2]. A second order reference model with natural frequency of 1 rad/sec and damping ratio of 0.5 is chosen. The simulation uses a time-step of 0.05 sec. The maximum number of points to be stored (p max ) was set to 100, and points were selected for storage if k(z i , z(t)) < γ = 0.98. State measurements were corrupted with Gaussian white noise of variance 0.01. Figure 7 compares the system states and the reference model when using GP-MRAC and RBF-MRAC with σ modification and uniformly distributed centers over [−1, 1] . It can be observed that GP-MRAC performs better, especially when tracking the command inθ. Note the presence of noise in the state measurements. Figure 8 further compares the tracking error for both the controllers. It can be seen that the performance of GP-MRAC contains less oscillations. Note that compared with Figure 3 from Section B the performance of the RBF MRAC with preallocated centers is worst because the reference model drives the system out of the range over which the centers were preallocated ([−1, 1]). Figure 9 compares the output of the GP adaptive element updated using GP − M RAC and the RBF-NN adaptive element with preallocated centers updated with (13) . While the GP adaptive element output is almost indistinguishable from the uncertainty in presence of measurement noise, the RBF with preallocated centers does not fare as well. One reason for this is that the reference model drives the system out of the range over which the centers were preallocated. These results show that the GP adaptive element updated using Algorithm 4 is successful in capturing the uncertainty without requiring any prior domain knowledge about the uncertainty. 
V. Conclusion
In this paper the benefits of using nonparametric models as adaptive elements in the framework of Model Reference Adaptive Control (MRAC) were demonstrated. Numerical simulations and theoretical analysis were used to demonstrate and discuss local validity of popular RBF-NN adaptive elements with preallocated centers, particularly when external commands drive the system out of the range over which the centers were allocated. RBF adaptive elements with number of basis and the location of centers that are allocated dynamically as the system evolves using a Kernel linear independence test were developed in the framework of MRAC. The Budgeted Kernel Restructuring-Concurrent Learning algorithm was described and validated through a trajectory tracking simulation in presence of unknown wingrock dynamics. Gaussian Processes (GP) based adaptive elements which generalize the notion of Gaussian Distribution to function approximation were also developed. The GP-MRAC adaptive control algorithm was validated for adaptive control problems with measurement noise. We showed that nonparametric adaptive elements result in good closed loop performance without requiring much prior knowledge about the domain of the uncertainty. These results indicate that nonparametric adaptive elements can improve the global stability properties adaptive controllers by alleviating local applicability issues related with RBF-NN with preallocated centers. Figure 9 . Comparison of the adaptive element output and the actual uncertainty. We note that the approximation when using RBF MRAC with uniformly distributed centers is significantly worse than the GP approximation and worse than RBF approximation in Figure 5 because the reference commands drive the system out of the range over which the centers were distributed.
