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1. Stereo, motion and structure 
Using a calibrated stereo pair is a common and practical solution to obtain reliable 3-D 
reconstructions. In its simpler formulation, once the stereo rig is calibrated, the depth of 
points in the image is estimated by applying triangulation (Trucco & Verri, 1998). In order to 
obtain accurate depth estimates, the cameras are usually separated from each other by a 
significant baseline thus creating widely spaced observations of the same object. The 
disadvantage of this configuration though, is that having a wide baseline makes the 
matching of features between pairs of views a more challenging problem. 
On the other hand, the task of computing temporal tracks from single camera sequences is 
relatively easier since the images are closely spaced in time. As a drawback, disparities may 
be insufficient to obtain a reliable depth estimation and, as a result, longer sequences are 
needed to infer the 3-D structure. Particularly, in the case of non-rigid structure, a sufficient 
overall rigid motion is necessary to allow the algorithms to estimate the reconstruction 
parameters correctly. 
Hence, a question of relevant interest is the feasibility of an approach that efficiently fuses 
the positive aspects of both methods. The problem of recovering 3-D structure using a 
stereo-rig moving in time or a stereo rig looking at a moving object has been defined for the 
rigid case as the stereo-motion problem (Waxman & Duncan, 1998; Dornaika & Chung, 
1999; Stein & Shashua 1998; Mandelbaum et al., 1999). Ho and Chung (Ho & Chung, 2000) 
were the first to formulate this problem within the factorization scenario. Following a 
similar direction, we introduce a multi-camera motion model that is able to deal with a time-
varying shape and we present a linear solution based on the factorization framework that is 
subsequently optimized with a non-linear procedure. 
Schematically, the chapter is structured as follows. The inference of 3-D structure from an 
image sequence (single camera case) is introduced in Section 2, focusing particularly on the 
case of a deforming body. The next section will show how the presented framework, based 
on a factorization solution of the problem, can be consistently extended to the case of 
multiple cameras viewing a deforming body and a linear solution to the problem will be as 
well provided. Section 3 introduces a non-linear optimization strategy to refine the linear 
solution obtained with the previous method and Section 4 will validate the presented 
approaches with experimental tests on synthetic and real deforming bodies. Finally we 
present further considerations over the presented framework and its future extensions. 
Source: Scene Reconstruction, Pose Estimation and Tracking, Book edited by: Rustam Stolkin,
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2. Background: the monocular case 
2.1 Rigid factorization 
Tomasi and Kanade's factorization algorithm (Tomasi & Kanade, 1992) for rigid structure 
provides a maximum likelihood estimate for affine structure and motion under the 
assumption of isotropic Gaussian noise. The key idea is to gather the 2-D image coordinates 
of a set of P points tracked throughout F frames into a measurement matrix W2F x P.
Assuming affine viewing conditions, the measurement matrix can be expressed analytically 
as a product of two matrices: W = M S where M is a 2F x 3 motion matrix which expresses 
the pose of the camera and S is the 3 x P shape matrix which contains 3-D locations of the 
reconstructed scene points. Therefore the rank of the measurement matrix is constrained to 
be r  3. This constraint can be easily imposed by taking the Singular Value Decomposition 
of the measurement matrix and truncating it to rank 3: SVD(W) = U2F x 3 D3x3 V3xP = M2F x 3
S3xP. In this way the image measurement matrix can be factorized into its motion and shape 
components. 
2.2 Non-Rigid motion: the single camera case 
Tomasi and Kanade's factorization algorithm has recently been extended to the case of non-
rigid deformable 3-D structure (Bregler et al., 2000). Here, a model is needed to express the 
deformations of the 3-D shape in a compact way. The chosen model is a simple linear model 
where the 3-D shape of any specific configuration of a non-rigid object is approximated by a 
linear combination of a set of D basis-shapes which represent the D principal modes of 
deformation of the object for P points. A perfectly rigid object would correspond to the 
situation where D=1. Each basis-shape (S1 S2 … SD) is a 3 x P matrix which contains the 3-D 
locations of P object points for that particular mode of deformation. The 3-D shape of any 
configuration can then be expressed as a linear combination of the basis-shapes Si:
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where li are the deformation weights. If we assume a scaled orthographic projection model 
for the camera, the coordinates of the 2-D image points observed at each frame i are related 
to the coordinates of the 3-D points according to the following equation:  
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is a 2 x 3 matrix which contains the first and second rows of the camera rotation matrix and 
Ti contains the first two components of the camera translation vector. Weak perspective is a 
good approximation when the depth variation within the object is small compared to its 
distance to the camera. The weak perspective scaling (f/Zavg) is implicitly encoded in the li
coefficients. We may eliminate the translation vector Ti by registering image points to the 
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centroid in each frame. In this way, the 3-D coordinate system will be centred at the centroid 
of the shape S. If the same P points can be tracked throughout an image sequence we may 
stack them into a 2F x P measurement matrix W and we may write:  
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Since M is a 2F x 3D matrix and S is a 3D x P matrix, the rank of W when no noise is present 
must be at most 3D. Note that, in relation to rigid factorization, in the non-rigid case the 
rank is incremented by three with every new mode of deformation. The goal of factorization 
algorithms is to exploit this rank constraint to recover the 3-D pose, and shape (basis-shapes 
and deformation coefficients) of the object from the correspondence points stored in W.
2.3 Non-rigid factorization 
The rank constraint on the measurement matrix W can be easily imposed by truncating the 
SVD of W to rank 3D. This will factor W into a motion matrix M
~
 and a shape matrix S
~ .
However, the result of the factorization of W is not unique since any invertible 3D x 3D
matrix Q can be inserted in the decomposition leading to the alternative factorization 
)
~
)(
~
(= 1SQQMW − . The focal problem is to find a transformation matrix Q that imposes the 
replicated block structure on the motion matrix M
~
 shown in (4) and that removes the affine 
ambiguity upgrading the reconstruction to a metric one. Whereas in the rigid case the 
problem of computing the transformation matrix Q to upgrade the reconstruction to a 
metric one can be solved linearly (Tomasi & Kanade, 1992), in the non-rigid case imposing 
the appropriate repetitive structure to the motion matrix M
~
 results in a non-linear problem. 
It is important to note that while the block structure is not required if we only wish to 
determine image point motion, it is crucial for the recovery of 3-D shape and motion.  
Most of the model-free approaches to non-rigid factorization are based either on closed-
form solutions (Xiao et al., 2004), assuming prior knowledge over the  structure of the basis 
shapes, or iterative non-linear optimisation techniques (Brand, 2005; Del Bue et al., 2007; 
Torresani et al., 2001), which require an appropriate initialisation in order to converge. 
3. The stereo camera case 
The main contribution we present here is to extend the non-rigid factorization methods to 
the case of a stereo rig, where the two cameras remain fixed relative to each other 
throughout the sequence. However, the same framework could be used in the case of 3 or 
more cameras. Torresani et al. (Torresani et al., 2001) first introduced the factorization 
problem for the multiple camera case but they did not provide an algorithm or any 
experimental results. 
3.1 The stereo motion model 
When two cameras are viewing the same scene, the measurement matrix W will contain the 
image measurements from the left and right cameras resulting in a 4F x P  matrix where F is 
the number of frames and P the number of points. Assuming that not only the single-frame 
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tracks but also the stereo correspondences are known we may write the measurement 
matrix W as:  
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where for each frame i the stereo correspondences are: 
[ ]LiPLiLi wwW 1=     [ ]RiPRiRi wwW 1=  (6) 
Note that, since we assume that the cameras are synchronized, at each time step i the left 
and right cameras are observing the same 3-D structure and this results in the additional 
constraint that the structure matrix S and the deformation coefficients lid are shared by left 
and right camera. The measurement matrix W can be factored into a motion matrix M and a 
structure matrix S which take the following form:  
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where RL and RR are the rotation components for the left and right cameras.  Once more, we 
have eliminated the translation for both cameras by registering image points to the centroid 
in each frame. Note that the assumption that the deformation coefficients are the same for 
the left and right sequences relies on the fact that the weak perspective scaling f/Zavg must 
be the same for both cameras. This assumption is generally true in a symmetric stereo setup 
where f and Zavg are usually the same for both cameras. 
It is also possible to express the stereo motion matrix M by including explicitly the 
assumption that a fixed stereo rig is being used. In this case the rotation pair for the left and 
right cameras can be expressed in terms of the matrix that encodes their relative orientation 
matrix Rrel such that: RR = Rrel RL. The motion matrix M in equation (6) can be consequently 
expressed as: 
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3.2 Non-rigid stereo factorization 
Once more the rank of the measurement matrix W is at most 3D since M is a 4F x 3D matrix 
and S is a 3D x P matrix, where P is the number of points. Assuming that the single frame 
tracks and the stereo correspondences are all known, the measurement matrix W may be 
factorized into the product of a motion matrix M and a shape matrix S by truncating the 
SVD of W to rank 3D (see section 2.3): 
S
M
M
WWSVD
R
L
~
~
~
=
~
)( »¼
º
«¬
ª
=
 (9) 
3.3 Computing the transformation matrix Q
The result of the factorization is not unique since )
~
)(
~
(=
~ 1SQQMW −  would give an equivalent 
factorization. We proceed to apply the metric constraint by correcting each 4F x 3 vertical 
block in M
~
 independently. Note that in this case we have used five constraints per frame: 2 
orthogonality constraints (one from each camera) and 3 equal norm constraints (computed 
from rows 2i-1, 2i, 2i+2F-1, 2i+2F of the motion matrix M
~
 where i is a generic frame). Each 
vertical block will then be corrected as:
ddd QMM
~ˆ ← . The overall transformation Q is a 
block diagonal matrix such that: 
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The shape matrix will be corrected with the inverse of the block-diagonal transformation: 
SQS
~ˆ 1−← .
3.4 Factorization of the motion matrix M
In the stereo case we factorize each 4 x 3D sub-block of the motion matrix (which contains 
left and right measurements for each frame i) into its truncated 2 x 3 rotation matrices L
iR
and R
iR  and the deformation weights lid using an orthonormal decomposition. The structure 
of the sub-blocks can be expressed as: 
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The approach used to estimate the rotation components for the left and right cameras use 
the orthogonality constraints on each block of the motion matrix. Since now we have 4 rows 
per frame, we arrange the motion sub-blocks such that: 
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where TL
i
L
i
L
i rrr ][= 61  is a column vector which contains the coefficients of the left rotation 
matrix L
iR  and similarly for 
R
ir . Post-multiplying the rearranged matrix Mi by the 2D unity 
vector Tc 1][1=   gives a column vector ai:
cMa ii =  (13) 
which may be rearranged into a 4 x 3 matrix Ai with analytic form:  
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where
iDi llk ++1= . Since RL and RR are orthonormal matrices, the following equation is 
satisfied:  
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Therefore, a linear least-squares fit can be obtained for the rotation matrices RL and RR and 
the weights lid can be subsequently estimated by rearranging the sub-block matrix Mi in a 
different way from equation (11):  
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where ( ) ( ) TTR
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L
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ª= . The configuration weights for each frame i are then derived 
exploiting the orthonormality of Ri since:  
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The linear estimation can be furthermore refined by using a regularization scheme similar to 
the one used by Brand  in his  flexible factorization algorithm (Brand, 2001) which enforces 
the deformations in S
~
 being as small as possible relative to the mean shape. The idea here is 
that most of the image point motion should be explained by the rigid component. This is 
similar to the shape regularization used by other authors (Torresani et al. 2001; Aanæs & 
Kahl, 2002). 
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So far we have presented an extension of non-rigid factorization methods to the case of a 
stereo camera pair. In particular our algorithm follows the approach by Brand (Brand, 2001). 
While this new method improves the quality of the 3-D reconstructions with respect to those 
using a monocular sequence, it still performs a partial upgrade of the motion and 3-D 
structure matrices since Q is computed initially as a block diagonal matrix and then 
corrected with Brand's  flexible factorization. In order to obtain a solution which completely 
respects the structure of equation (7), we will now describe a non-linear optimization 
scheme which renders the appropriate structure to the motion matrix, allowing to 
disambiguate between the motion and shape parameters. 
4. Stereo non-linear optimization 
4.1 The non-rigid cost function 
The goal is to estimate the motion parameters Ri, the relative orientation between cameras 
Rrel, the 3-D basis shapes Sd and the deformation weights lid such that the distance between 
the measured image points wij and the reprojection of the estimated 3-D points is minimised. 
However, the coordinates in W are extracted by a measurement process and, therefore, they 
are affected by noise or by a certain degree of uncertainty nij. The measured coordinates wij
for the left and right camera at frame i can be expressed in terms of the exact measurements 
xij such that:  
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The projection equation for a 3-D point j in image frame i is given by:  
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where xij are the image coordinates of the point for the left and right cameras and Si is the 
3D x 1 parameterisation of the shape basis for a deformable point j such that:  
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with the 3-vector Sdj defining the d basis component for point j.
Following equation (18), the uncertainty over the measurements is obtained from the 
residual given by nij = wij - xij. This residual is generally referred to as the reprojection error 
of the image coordinates in the literature and it expresses the difference between the image 
coordinates given the estimated model parameters and the measured data. Hence, it is 
possible to recast the problem of estimating the non-rigid structure and motion parameters 
by minimizing the norm of the reprojection error of all the points in all the frames such that:  
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Note that the error is a sum of FP quadratic cost functions. Assuming the noise can be 
modelled with a Gaussian distribution, the minimization of equation (21) provides a true 
Maximum Likelihood (ML) estimate of the parameters. 
The definition of this non-rigid cost function could rise two major criticisms. First, the 
number of parameters can increase dramatically with the number of frames composing the 
scene and the complexity of the modelled object. This may render the minimization of 
equation (21) computationally unfeasible given the size of the parameter space. Second, the 
high non-linearity of the cost function is likely to produce multiple minima which would 
result in a difficult convergence to the global minimum of the function. The solution 
proposed is a reformulation of bundle-adjustment techniques for deformable structure from 
motion which we describe in the following sections. 
4.2 A bundle-adjustment approach to deformable modelling 
The non-linear optimization of the cost function in (21) is achieved using a Levenberg-
Marquardt (Levenberg, 1944; Marquardt 1963; Moré, 1977) iterative minimization scheme 
modified to take advantage of the sparse block structure of the matrices involved. This 
method is generically termed bundle-adjustment in the computer vision (Triggs et al. 2000) 
and photogrammetry (Atkinson, 1996) communities and it is a standard procedure 
successfully applied to numerous 3-D reconstruction tasks (Hartley & Zisserman, 2000). Our 
main contribution here is an analysis of its applicability to the non-rigid modelling 
framework.
In the next section, we will review the concepts involved in bundle-adjustment (Levenberg-
Marquardt minimization and sparse computation) and reformulate the factorization 
framework as a non-linear, large-scale minimization problem. 
4.3 Levenberg-Marquardt minimization 
Levenberg-Marquardt methods use a mixture of Gauss-Newton and gradient descent 
minimization schemes switching from the first to the second when the estimated Hessian of 
the cost function is close to being singular. An algorithm with mixed behaviors usually 
obtains a higher rate of success in finding the correct minimum than other approaches. 
Other similar second-order or quasi-Newton algorithms may be used to minimize the cost 
function. However, Levenberg-Marquardt techniques have been studied and tested 
thoroughly in many Computer Vision applications (Hartley & Zisserman, 2000) and they 
have been found to deliver satisfactory results. Examples are mostly given for classical 
inference problems in Computer Vision such as fundamental matrix computation (Bartoli & 
Sturm, 2004), camera calibration (Pollefeys, 1999), and 3-D sparse reconstruction (Guilbert et 
al., 2004). However second-order methods have been successfully applied to less 
conventional geometric problems such as model-based face reconstruction (Fua, 2000), 
mosaicing (McLauchlan & Jaenicke, 2002)  and reconstruction of curves (Berthilsson, 2001). 
Most of the computational burden of iterative second-order methods is represented by the 
Gauss-Newton descent step, each iteration of which requires the calculation of the inverse of 
the Hessian of the cost function C. Specifically to the deformable factorization case, C can be 
Non-rigid Stereo-motion 251
expressed in terms of the N-vector Θ  containing the model parameters such that 
,,,(= 1 lFl ΘΘΘ  TSPSRFR ),,,,, 11 ΘΘΘΘ  , where liΘ , RiΘ  and SjΘ  represent 
respectively the parameters for the configuration weights, orthographic cameras and 3-D 
basis shapes for each view and each point. Hence, the cost function C can be written as a 
sum of squared residuals:  
2
,
,
=)( ij
PF
ji
nC ¦Θ
 (22) 
where the residual for each frame and each point can be expressed as a 2FP x 1 vector n such 
that TT
FP
T nnn ][= 11 . At each iteration t of the algorithm, an update tΔ  is computed in order 
to descend to the minimum of the cost function such that the new set of parameters is given 
by ttt Δ+ΘΘ + =1 . By dropping the iteration index t for notation clarity, it is necessary to 
express the generic increment Δ  in the model parameters as a second order Taylor 
expansion assuming local linearities in the cost function such that:  
ΔΔ+Δ+Θ≈Δ+Θ HgCC TT
2
1
)()(  (23) 
where nJg T=  is the N x 1 gradient vector and H is the N x N Hessian matrix that can be 
approximated as JJH T=  (Gauss-Newton approximation of the Hessian matrix; see (Triggs 
et al. 2000) for details) with 
Θ∂
∂n
J =  representing the 2FP x N Jacobian matrix in the model 
parameters. In order to find the increment Δ , the minimum of the quadratic function 
ΔΔ+Δ Hge TT
2
1
=  is computed by imposing 0=
Δ∂
∂e . Thus, the expression of the Gauss-
Newton descent step can be finally expressed as:  
gH −Δ =  (24) 
Levenberg-Marquardt algorithms differ from a pure Gauss-Newton method since they 
apply a  damping term to equation (24) obtaining:  
gIH −Δ+ =)( λ  (25) 
The added term Iλ  has a twofold effect in the minimization. Firstly, by modifying the 
parameter λ , it is possible to control the behavior of the algorithm that can switch between 
first order (for high values of λ ) and second order (low λ ) iterations. Secondly, Iλ  makes 
the solution of (17) numerically stable by forcing that IH λ+  is a full-rank matrix and thus 
properly invertible. 
4.4 Sparse structure of the Jacobian 
Solving for the normal equations in equation (22) is a problem of complexity O(N3) and this 
step has to be repeated at each iteration. In order to render the computation feasible as the 
number of parameters increases, it is possible to exploit the sparse structure of the Jacobian 
J. Motion components (configuration weights and camera parameters) are unrelated 
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between different views and, similarly, structure components are unrelated between 
different point trajectories. As a result, the Jacobian matrix contains a large number of 
entries for which the partial derivatives are zero.  
It is possible to solve for the increment Δ  in (25) efficiently by calculating the inverse of H
using the sparse structure of J. Standard approaches for sparse computation are described in  
(Hartley & Zisserman, 2000) and (Triggs et al. 2000). Notice that, again, this property is valid 
for any rigid and non-rigid factorization model, since the sparseness relation is given by the 
independency between motion parameters (for each frame) and 3-D structure (for each 
point) in the multi-view cost function and thus independent of the chosen model. 
4.5 Proposed implementation 
The cost function of a deformable object presents more degrees of freedom than in the rigid 
case, which could lead to the existence of multiple local minima for the motion, deformation 
and structure components. It is possible to reduce the chance of falling into local minima by 
carefully designing the algorithm with respect to the following two aspects: initialisation 
and model parameterisation. 
The camera matrices Ri are parameterised using unit quaternions (Horn 1987) giving a total 
of 4 x F rotation parameters, where F is the total number of frames. Quaternions ensure that 
there are no strong singularities and that the orthonormality of the rotation matrices is 
preserved by merely enforcing the normality of the 4-vector. This would not be the case 
with the Euler angle or the rotation matrix parameterisations, where orthonormality of the 
rotations is more complex to preserve. The quaternion normalization is directly enforced in 
the cost function by dividing the quaternion with its norm. Indeed, in an initial 
implementation the 3-D pose was parameterised using the 6 entries of the rotation matrices 
Ri and Rrel, however the use of quaternions led to improved convergence and to much better 
results for the rotation parameters and the 3-D pose. 
The method proposed by Bar-Itzhack (Bar-Itzhack, 2000) in an attitude control context is 
used to obtain the quaternions from the set of rotation matrices Ri. The algorithm has the 
main advantage of yieldieng the closest quaternion representation if the constraints of 
matrix orthonormality are not exactly satisfied. This eventuality usually appears during the 
initialisation of the non-linear optimization scheme after the first computation of the 
corrective transform Q. Schematically, the method first defines the matrix B given the 
singular elements {rmn} belonging to a generic 3 x 3 rotation matrix Ri:
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The algorithm then follows with the following three steps:   
• Compute the eigenvalues of B.
• Find the largest eigenvalue 
maxλ .
• Extract the eigenvector of B which corresponds to 
maxλ .
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The given eigenvector is the closest quaternion to the matrix R. In the case of an exact 
orthonormal matrix we would obtain 1=maxλ . Finally, the structure is parameterised with 
the (3 x D) x P coordinates of the Sd shape bases and the D x F deformation weights lid.
The linear method proposed in the previous section is used to obtain an initial estimation of 
the model parameters. The initial estimate for the constant relative orientation Rrel between 
the left and right cameras is estimated from the camera matrices RL and RR using a least 
squares estimation.  If the internal and external calibration of the stereo rig were known in 
advance after a process of calibration or self-calibration, an alternative initialisation could be 
computed by recovering the 3-D structure and performing Principal Component Analysis 
(PCA) on the data to obtain an initial estimate for the basis shapes and the coefficients. 
However, our choice was to use an initialisation that does not require a pre-calibration of 
the cameras. 
5. Experimental results 
This section shows the performance of the proposed stereo-motion algorithms. Firstly, 
synthetic stereo sequences are generated under different Gaussian noise and deformation 
conditions to assess the validity of the method. A further synthetic test using a computer 
graphic (CG) generated face model will show the behaviour of the configuration weights 
and motion components when the object in the stereo sequence is static (only deforming). 
We then carry out some real experiments where the object underwent only a small amount 
of rigid motion (apart from the deformations) and we will show the improvement of the 
method by comparing the output of the monocular factorization and the stereo algorithms. 
Non-linear optimization will follow the computed linear solutions. 
5.1 Experiments with a synthetic non-rigid cube 
A set of deformable points is randomly sampled inside a cube of 50 x 50 x 50 units. A 
minimal overall rigid motion is introduced to avoid possible ambiguities arising from a 
completely static object. The 3-D structure computed at each frame is then projected with 2 
orthographic cameras displaced by a baseline of 20 units and relatively rotated by 30 
degrees about the y-axis. Finally, different levels of Gaussian noise (ǔ = 0.5, 1, 1.5, 2) are 
added to the measurements obtained by the stereo pair. Notice that the setup is constructed 
in such way that the overall rigid motion is not enough to reconstruct the sequences using 
monocular factorization followed by bundle adjustment. We performed a test and we 
obtained a relative 3-D reconstruction error of 50% resulting in a meaningless 
reconstruction.
The results show the plots for the relative 3-D error, rotation error and reprojection error 
tested over 25 trials with a 3-D shape deforming with different numbers of basis shapes (see 
Fig. 1) and different degrees of non-rigidity (see Fig. 2) defined as 
nonrigidrigid SSratio =
.
Notice in this case a higher reconstruction error of the relative 3-D structure compared to the 
monocular case with higher degrees of deformation. 
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Figure 1. Relative 3-D error (%), r.m.s. rotation error (degrees) and 2-D reprojection error for 
the synthetic experiments with a stereo pair for different basis shapes D = 2 …5 and 
increasing levels of Gaussian noise. The ratio of non rigidity is fixed to 40% for all the trials. 
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Figure 2. Relative 3-D error (%), r.m.s. rotation error (in degrees) and 2-D reprojection error 
for the synthetic experiments for different ratios of deformation (10%, 40%, 80%, 100%) and 
increasing levels of Gaussian noise. 
5.2 Synthetic experiments with a CG generated face 
In this section we have generated a sequence using a synthetic face model originally 
developed by (Parke & Waters, 1996). This is a 3-D model which encodes 18 different 
muscles of the face. Animating the face model to generate facial expressions is achieved by 
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actuating on the different facial muscles. In particular we have used a sequence where the 
head did not perform any rigid motion, only deformations a situation where, clearly, 
monocular algorithms would fail to compute the correct 3-D shape and motion. The 
sequence was 125 frames long. The model deforms between frames 1 and 50, remains static 
and rigid until frame 100 and deforms once again between frames 100 and 125.  
           
Figure 3. Front, side and top views of the 3-D synthetic face for frame 20. The first column 
shows the shape ground truth while the following two columns present the 3-D 
reconstructions for the linear and bundle adjustment algorithms. Deformations are present 
mainly in the mouth region. Notice that the face does not perform rigid motion for the 
whole sequence. 
Figure 4. Front, side and top views of the 3-D synthetic face for frame 70. The first column 
shows the shape ground truth while the following two columns present the 3-D 
reconstructions for the linear and bundle adjustment algorithms. The shape is completely 
static in this frame. 
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Figure 5. Front, side and top views of the 3-D synthetic face for frame 125. The first column 
shows the shape ground truth while the following two columns present the 3-D 
reconstructions for the linear and bundle adjustment algorithms. Deformations are localized 
in the mouth and cheek regions. 
Once the model was generated we projected synthetically 160 points evenly distributed on 
the face, onto a pair of stereo cameras. The geometry of the cameras was such that both 
optical axes were lying on the XZ plane and each pointing inwards by 15 degrees. Therefore 
the relative orientation of the cameras about the Y axis was 30 degrees and 0 about the X and 
Z axes. The camera model used to project the points was a projective model however, the 
viewing conditions were such that the relief of the scene was small compared to the overall 
depth
We show in the following figures the comparisons between three key frames of the synthetic 
sequence providing the 3-D ground truth and the 3-D reconstructions for the linear and 
bundle adjustment algorithms. Fig. 3 presents a deformation localised in the mouth region 
at frame 20. A first visual inspection shows that the result obtained by the bundle 
adjustment has a qualitative advantage over the stereo linear algorithm. While the general 
mean shape is close to the ground truth, only the optimised solution with bundle 
adjustment can model properly the deformations. Frame 70 (see Fig. 4) shows the synthetic 
face (ground truth) with no deformations appearing. The static pose of the shape permits to 
compare the 3-D depth reconstructed by the algorithms. Compared to the ground truth, the 
shape obtained by the stereo algorithm shows a good frontal reconstruction but the 
estimation of the relief is not satisfactory (see side and top views). The non-linear solution 
obtains a depth estimate qualitatively closer to the ground truth. Finally Fig. 5 presents the 
reconstruction obtained for frame 125 where the synthetic face shows consistent 
deformations in the cheeks and mouth area. The stereo algorithm obtains a reasonable mean 
3-D shape but it fails in capturing the deformations appearing in the ground truth. 
Fig. 6 shows the results for the estimated rotation angles and configuration weights before 
and after the non-linear optimization step. The results after bundle adjustment describe 
fairly accurately the geometry of the cameras and the deformation of the face. In particular, 
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the stereo setup was such that there was no rigid motion of the face (only deformation), the 
optical axes of the left and right cameras lay on the XZ plane and the relative rotation of the 
cameras about the Y axis was constant and equal to 30 degrees. In this case we have ground 
truth values for the relative orientation of the cameras since the sequence was generated 
synthetically. Notice how the values obtained for the rotation angles before bundle 
adjustment -- left -- exhibit some problems around frames 10 and 115, when the 
deformations are occurring. After the bundle adjustment step the relative rotation about the 
Y axis is estimated with a final result of 27 degrees resulting in a 3 degrees error given the 
ground truth. The relative orientations about the X and Z axes are correctly estimated to 0 
degrees -- notice that the graphs for the left and right angles are superimposed. 
 Once more, the estimated values for the deformation weights after bundle adjustment have 
larger values than before the optimization. This explains the fact that the model succeeds to 
explain the non-rigid deformations accurately. Interestingly, the coefficients remain constant 
between frames 50 and 110, when no deformations were occurring. 
       (A) STEREO ALGORITHM                                              (B) BUNDLE ADJUSTMENT 
Figure 6. Values obtained for the rigid component (top), deformation weights (middle) and 
rotation angles (bottom) before (A) and after bundle adjustment (B) for the synthetic 
sequence 
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5.3 Experiments with real data: comparison with the monocular solution 
In this section we compare the performance of our stereo factorization algorithm -- before 
the non-linear optimization -- with Brand's single camera non-rigid factorization method. 
We present some experimental results obtained with real image sequences taken with a pair 
of synchronized Fire-i digital cameras with 4,65mm built in lenses. The stereo setup was 
such that the baseline was 20cm and the relative orientation of the cameras was around 30 
degrees. Two sequences of a human face undergoing rigid motion and flexible deformations 
were used: the SMILE sequence (82 frames), where the deformation was due to the subject 
smiling and the EYEBROW (115 frames) sequence where the subject was raising and 
lowering the eyebrows. Fig. 7 shows 3 frames chosen from the sequences taken with the left 
and right cameras. 
         
a) SMILE sequence: left view          b) EYEBROW sequence: left view 
            
c) SMILE sequence: right view           d) EYEBROW sequence: right view 
Figure 7. Three images from the left (a) and right (c) views of the SMILE sequence and left 
(b) and right (d) views of the EYEBROW sequence 
In order to simplify the temporal and stereo matching the subject had some markers placed 
on relevant points of the face such as along the eyebrows, the chin and the lips. A simple 
colour model of the markers using HSV components provided the representation used to 
track each marker throughout the left and right sequences respectively. The stereo matching 
was initialized by hand in the first image pair and then the temporal tracks were used to 
update the stereo matches. 
Fig. 8 shows front, side and top views of the 3-D reconstructions obtained for the SMILE 
sequence. First we applied the single camera factorization algorithm developed by Brand to 
the left and right monocular sequences. We then applied the proposed stereo algorithm to 
the stereo sequence. In all cases the number of tracked points was P=31 and the chosen 
number of basis shapes was heuristically fixed to D=5. 
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a) Left camera   b) Right camera c) Stereo 
Figure 8. SMILE sequence: Front, side and top views (above, middle, bottom) of the 3-D 
model for the a) left camera, b) right camera and c) stereo setup for D=5
     
a) Left camera   b) Right camera c) Stereo 
Figure 9. EYEBROW sequence: Front, side and top views (above, middle, bottom) of the 3-D 
model for the a) left camera, b) right camera and c) stereo setup sequences for D=5
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Frame 16            Frame 58            Frame 81               Frame 16         Frame 58         Frame 81 
(A) STEREO ALGORITHM     (B) BUNDLE ADJUSTMENT 
Figure 10. Front, side and top views of the reconstructed face for the SMILE sequence using 
the stereo algorithm (left) and after bundle adjustment (right). Reconstructions are shown 
for frames 16, 56 and 81 of the sequence 
Fig. 8c shows how the stereo reconstruction provides improved results. The reconstructions 
obtained using singularly the information from the left and right sequences have worse 
depth estimates that can be noticed especially in the side and top views. The reconstructed 
face is strongly asymmetric especially in the mouth region and the points on the forehead 
are almost belonging to a plane. Differently, after merging the data from both sequences in 
the stereo algorithm, we obtained a symmetric shape and a satisfactory curvature of the 
forehead.
Fig. 10(A) shows the front, side and top views of the 3-D reconstructions obtained for frames 
16, 58 and 81 of the SMILE sequence. While the 3-D shape appears to be well reconstructed, 
the deformations are not entirely well modelled. Note how the smile on frame 58 is not well 
captured. This was caused by the final flexible factorization step proposed by Brand. We 
found that while this regularization step is essential to obtain good estimates for the rotation 
parameters it fails to capture the full deformations in the model. This is due to the fact that 
the assumption is that the deformations should be small relative to the mean shape so that 
most of the image motion is explained by the rigid component which results in a poor 
description of the deformations. However, we will see in the following paragraphs that the 
bundle adjustment step resolves the ambiguity between motion and shape parameters and 
succeeds in modelling the non-rigid deformations. 
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Fig. 9 shows the 3-D reconstructions obtained for the EYEBROW sequence. Once more, the 
single camera factorization algorithm was applied to the left and right sequences and the 
stereo algorithm was then applied to the stereo sequence. In this sequence the 3-D model 
obtained using stereo factorization is significantly better than the ones obtained with the left 
and right sequences. In fact, the left and right reconstructions have very poor quality, 
particularly the depth estimates. The points belonging to the nose, mouth and chin are 
almost planar (see side view) while the ones on the forehead have a particularly wrong 
depth estimate (see top view). Note that there was less rigid motion in this sequence and 
therefore the single camera factorization algorithm is not capable of recovering correct 3-D 
information whereas the stereo algorithm provides a good deformable model. 
5.4 Experiments with real data: results after non-linear optimization 
In this section we show the results obtained after the final non-linear optimization step. Fig. 
10(B) shows the front, side and top views of the 3-D reconstructions before and after the 
bundle adjustment step for three frames of the SMILE sequence. The initial estimate is 
shown on the left and the results after bundle adjustment are shown on the right. While the 
initial estimate recovers the correct 3-D shape, the deformations on the face are not well 
modelled. However, bundle adjustment succeeds to capture the flexible structure -- notice 
how the upper lip is curved first and then straightened. 
Fig. 11 shows the results obtained for the estimated motion parameters and configuration 
weights using the initial stereo factorization method and the improved results after bundle 
adjustment. The bottom graphs show the rotation angles about the X, Y and Z axes 
recovered for each frame of the sequence for the left and right cameras (up to an overall 
rotation). The recovered angles for the left and right camera after bundle adjustment reflect 
very well the geometry of the stereo camera setup. This was such that both optical axes lay 
approximately on the XZ plane -- therefore there was no relative rotation between the 
cameras about the X and Z axes -- and the relative rotation about the Y axis was about 15 
degrees. Note that these values are not ground truth and only approximate as they were not 
measured accurately. Also note that the rotation matrices for the right camera are calculated 
as RR= Rrel RL where Rrel  is the estimated relative orientation.  Fig. 11(B) shows how the 
estimates of the rotations about the X and Z axes (in blue and green) for the left and right 
views are close to being zero. The relative rotation between left and right cameras about the 
Y axis (in red) is closer to 15 degrees after bundle adjustment than before. 
Fig. 11 also shows the evolution throughout the sequence of the values of the configuration 
weights associated with the mean component (top) and the 4 modes of deformation 
(middle). The values appear to be larger after bundle adjustment confirming that the non-
linear optimization step has achieved to model the deformations of the face. It is also 
interesting to note how the first mode of deformation experiences a big change starting 
around frame 40 until frame 75. This coincides with the moment where the subject started 
and finished the smile expression. 
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    (A) STEREO ALGORITHM        (B) BUNDLE ADJUSTMENT 
Figure 11. Values obtained for the rigid component (top), deformation weights (middle) and 
rotation angles (bottom) before (A) and after bundle adjustment (B) for the SMILE sequence 
6. Summary 
A stereo-motion approach has been presented with the aim to reconstruct the 3-D shape of a 
deformable object using image sequences extracted from a stereo-pair. As a result, the non-
rigid factorization framework has been accordingly updated to accommodate the constraint 
that trajectories in the left and right camera refer to the same 3-D object. 
By construction, the method fuses naturally the advantages of motion and stereo 
approaches. A global solution for the time varying motion and 3-D structure is obtained 
from the image tracks without any prior calibration of the stereo pairs. Widely separated 
stereo views allow a more reliable estimation of motion and deformation parameters even in 
the absence of rigid motion of the object. 
Additionally, non-linear optimization, as presented in the previous chapter, is performed to 
obtain the correct replicated structure in M. Results show a relevant improvement in the 
motion and structure estimates and thus the optimization stage is strongly recommended to 
obtain a correct solution. 
The main assumption of our method is that the cameras must be synchronized and stereo 
matches be available. Synchronization can be enforced using the method presented in 
(Tresadern & Reid, 2003) but nowadays it is common to obtain synchronized video from 
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stereo cameras. Stereo matching could be tackled by extending current techniques (Ho & 
Chung, 2000; Oliveira et al., 2005} to deal with the non-rigid case. 
Finally, notice that the solution for a stereo pair is trivially extendable to the case of multiple 
cameras both for the linear and non-linear approach. Moreover, the constraint over the fix 
baseline can be loosened to permit freely moving cameras; in this case the stereo-motion 
model needs to include parameters for the weak perspective scaling for each camera. This 
will allow to solve for a general multi camera system modelling non-rigid shapes from 
uncalibrated data. 
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