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Since its inception as a recognized sub-discipline, empirical software engineering (ESE) has been 
plagued with data quality issues, and in recent years this has led to an increasing number of 
questions being raised about the accuracy and reliability of the models that have been derived 
from ESE data.  This general ‘data quality problem’ has been compounded by an imbalance in 
the addressing of data quality issues in the field; noise, outliers and incompleteness have been 
given the most attention to the near neglect of other challenges. 
The research reported in this thesis first proposes a taxonomy of data quality challenges based on 
a survey of prior literature, in order to broaden the concept of data quality in ESE so that all of its 
relevant dimensions are considered. The survey identified eleven distinct data quality issues that 
were classified into three major classes to form the taxonomy. The first class is Accuracy, which 
refers to all properties of a dataset that can result in the development of inaccurate prediction 
systems. The second class is Relevance. This refers to the characteristics of a dataset such that 
models derived from that dataset are not applicable to another dataset. The third class is 
Provenance, which comprises factors that prevent or limit access to data, thus raising trust issues 
and hindering the replication of software engineering experiments. 
A targeted systematic literature review that investigates the treatment of data quality is then 
reported. This addresses three perspectives of data quality in terms of the practices reported in the 
literature: data collection, data pre-processing and data quality identification. The findings 
indicate that consideration of data quality is an unsystematic endeavour in the empirical software 
engineering community, as just 11% of the 282 papers reviewed indicated some level of 
consideration of all three perspectives.  
Thirteen publicly available effort estimation datasets that have been analysed in ESE studies are 
then benchmarked against the quality dimensions proposed in the taxonomy. The rationale for 
this is twofold: first, it provides a holistic assessment of the quality of many of the datasets 
commonly used in the field; and second, it enables an initial evaluation of the utility of the 
taxonomy as a benchmarking mechanism. Multiple data quality issues in addition to the three 
most often noted (noise, outliers, incompleteness) are identified among these datasets. The 
benchmarking also reveals inconsistent reporting associated with ESE datasets, as the same 
properties about datasets are sometimes reported differently. A data collection and submission 
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template is therefore proposed, to proactively enhance the recording of high-quality data, and to 
provide a transparent means of assessing the quality of existing datasets. 
Both the data quality taxonomy and the benchmarking of effort datasets identified timeliness as 
one of the neglected data quality challenges. Two time-aware model-building approaches are 
therefore applied to the software effort estimation problem. The first uses Time-Aware Sequential 
Accumulation (TASA), where projects are ordered according to their completion date and are 
then used to build models that estimate the effort of projects in a subsequent period (typically the 
next year). The second approach uses a Time-Aware Moving Window (TAMW), which modifies 
the TASA approach in that old projects are removed from the training set. These time-aware 
models are constructed for five datasets, four from the public domain and one proprietary. Model 
performance is evaluated using three unbiased accuracy measures, and these outcomes are 
compared with those obtained from three baseline models: mean, median and leave-one-out cross 
validation (LOO). The vast majority of the time-aware models are more accurate than their 
associated mean and median baseline models. Although it can be expected that the optimistic 
LOO models will be superior to the time-aware models, there are several instances where the 
time-aware models are in fact more accurate than the LOO baselines. Perhaps more importantly, 
this analysis reveals that the form and nature of the two sets of models – time-aware and non-
time-aware – are different. This establishes that it is both feasible and important to develop effort 
estimation models that take the timing of projects into consideration.  
The research then proceeds to consider whether the processes underlying three effort estimation 
datasets have remained stationary over time. A Gaussian kernel estimator is used to generate non-
uniform weights that are then applied to the datasets. This approach ensures that more recently 
completed projects are weighted more than older projects, reflecting their relatively greater 
importance (due to assumed higher relevance) to the prediction models. Weighted regression 
models are built using the non-uniform weightings (local models) and are compared with 
uniformly weighted models (global models), where no weightings are applied. The results 
indicate that, when the underlying process is non-stationary, uniform (global) models are more 
accurate than non-uniform (local) models over time. In addition, the accuracy of the models for 
non-stationary datasets is found to be worse than that obtained for the models of stationary 
datasets. A further finding indicates that, across time, the stationarity or otherwise of a dataset is 
dependent on the extent of its heterogeneity. Finally, this study also confirms the importance of 
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Chapter 1. Introduction 
This chapter introduces the research conducted for and reported in this thesis. Section 1.1 
presents the background and motivation for the work and its emphasis on data quality in 
empirical software engineering. High-level research objectives are outlined in Section 1.2. 
Section 1.3 presents the contributions that this thesis makes to empirical software engineering 
(ESE) research and the publications that have arisen as a result of the research conducted for 
this thesis. The structure of the thesis is presented in Section 1.4. 
1.1 Background and Motivation 
Software products are found in many devices and contexts today, from toys, medical 
equipment, aircraft and nuclear plants to not-for-profits, businesses and governments. In some 
instances the very survival of individuals, groups and organizations is reliant on software. It is 
important, therefore, that software systems are delivered on time, at a reasonable cost, and to a 
level of quality to satisfy their intended purposes. While there have been many successes, the 
software industry has faced challenges in meeting these objectives; it has been established that 
the development of many – some evidence suggests most – software systems run over budget 
and are delivered late (El Emam and Koru, 2008; Jørgensen and Moløkken-Østvold, 2006; 
Moløkken and Jørgensen, 2003). The most frequently cited underlying causes of overruns, 
and in some cases the cancellation of software projects, have been attributed to three broad 
classes of inadequacies: technical, managerial and commercial (Charette, 2005; Jones, 1995). 
In a survey of 250 large software projects, Jones (2004) found poor project management to be 
the number one cause of project cost overruns, schedule slippages and project cancellation. 
Decision-making by managers during those software development and maintenance projects 
is enhanced by the use of empirical data – as long as it is of sufficiently high quality. The 
absence of historical data (Jones, 1995), or the use of poor quality data in decision-making, 
will impede project managers in their ability to successfully deliver in software projects.  
1.1.1 The Challenge of Software Metrics Data Collection 
In order to provide data of sufficient quality to support the activities of software development 
and maintenance, a comprehensive programme enabling the timely collection of software 
metrics is required. Software metrics are quantitative measures that characterize the state or 
status of software projects, products and processes (Fenton and Neil, 2000).  Metrics data 
collection activities typically include measuring key aspects of the software itself, perhaps in 
the form of source code (lines of code, code complexity), and/or aspects of the effort 
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expended in software development and the number of defects found in software (Fenton and 
Neil, 2000). According to the measurement goals that underpin them, metrics are designed 
and used to measure a diverse set of product, process and resource characteristics, including 
system size, code complexity, software quality, development schedule, developer effort and 
user satisfaction (Mazinanian et al., 2012). Use of such measures should help to ensure that 
the software process is planned, monitored and controlled, resulting in a finished product that 
satisfies its end-users. The collected metrics can also serve as historical data that are 
representative of the characteristics of projects, products and processes in a software 
organization. In turn, this data can be used to inform the development of models to predict 
future project parameters. The use of software metrics is generally accepted as a means of 
supporting rational decision making during software development and maintenance 
(Mazinanian et al., 2012; Schalken and van Vliet, 2008), towards achieving broader 
organizational goals of higher productivity and improved software quality (Daskalantonakis, 
1992). Such goals are only attainable, however, if that data is of sufficiently high quality. 
The quality of software engineering data has been questioned due to problems attributed to 
data collection (Bettenburg et al., 2008; Hall and Fenton, 1997; Johnson and Disney, 1999; 
Staron et al., 2009),  which is known to adversely affect its trustworthiness – other studies 
have noted that practitioners have expressed doubts about the accuracy of data presented by 
software project managers (Hall and Fenton, 1997; Umarji and Seaman, 2009). The quality of 
data used in empirical software engineering can thus be improved at the collection stage 
(Scott and Johnson, 2007; Umarji and Seaman, 2009). Automated data collection has been 
advocated consistently by a number of researchers (Paulish and Carleton, 1994; Iversen and 
Mathiassen, 2000; Scott and Johnson, 2007; Coman et al., 2009) as a way of improving the 
quality of data. However, this can have its own challenges; a survey by (Umarji and Seaman, 
2009) at a large multinational organization employing more than 600 software developers 
identified data collection as one of the barriers to the adoption of software metrics. This was 
due to a lack of flexibility in the  automated tool, meaning that it could not be tailored to 
support the collection of different types of metrics, forcing project managers to collect new 
measures using separate spreadsheets (Umarji and Seaman, 2009). However, a well-defined 
automated tool can ameliorate the effort required in manual data collection and the perceived 
inflexibility of tools, as demonstrated by the adoption at Ericsson of an automated metrics 
framework developed by Staron et al. (2009) based on the information model of the ISO/IEC 
15939 standard.  
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The technical nature of software engineering (SE) also contributes to data quality issues, as 
those who submit or provide data to improve the practice of SE might not necessarily be SE 
professionals and so could submit data without understanding its implications (Bettenburg et 
al., 2008). These submitters, lacking domain knowledge, might not even be in a position to 
check the validity of the data they submit. For example, bug reports are often submitted by 
users who are unlikely to be in a position to assess the quality or veracity of their reports, 
and/or they may not be aware of other reports that have reported the same or similar issues 
(Bettenburg et al., 2008). Yet we use metrics such as numbers of bug reports, sometimes 
without question, in our quality modelling.  
1.1.2 Implications of Data Quality Issues 
In empirical software engineering multiple data quality issues, including noise, outliers, 
inconsistencies, missing data values and duplicate values, are known to plague software 
engineering datasets (Khoshgoftaar and Van Hulse, 2008; Liebchen et al., 2007; Seo and Bae, 
2013; Shepperd et al., 2013). These problems may lead to erroneous effort estimation and 
defect prediction. There is, however, a more general consequence of data quality problems in 
ESE research – they contribute to what is referred to as conclusion instability in software 
prediction models. Conclusion instability has been defined as a situation where results of one 
experiment are invalid in another setting (Menzies and Shepperd, 2012). There are numerous 
cases of conclusion instability in empirical software engineering research. Data pre-
processing, which is a prevalent practice in ESE, can employ one or more diverse techniques 
(Dejaeger et al., 2012; Kocaguneli et al., 2012) which can cause distortion in the data 
analysed (De Veaux and Hand, 2005). This could contribute to conclusion instability, as it 
could lead to researchers using different versions of a dataset for experiments, thus preventing 
the valid comparison of their results. It is therefore essential that pre-processing steps are well 
documented, or even better, that the pre-processed data are made available for other 
researchers to use in replication studies (Menzies and Shepperd, 2012). In addition to 
documenting and making available pre-processed data, ESE research and practice will benefit 
if it becomes routine practice for datasets in general to be made available to other researchers; 
several studies have noted the limitations of current practice (Bosu and MacDonell, 2013a; 
Mair et al., 2005; Robles, 2010) wherein analyses cannot be replicated due to commercial 
sensitivity clauses, obscuring the transparency of software engineering prediction systems. 
Of course, data quality problems do not occur only in software engineering – similar 
problems are prevalent in other industry sectors, such as commerce, health and finance. 
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Nearly twenty years ago Redman (1998) provided a general commentary on the effects that 
poor data quality can have on an organization: 
 At the operational level it creates unsatisfied customers, contributes to increased cost of 
operations and results in reduced morale among employees. 
 At the tactical level it leads to poor decision making as it adversely affects the implementation 
of data warehouses. Poor data quality also makes it increasingly difficult to reengineer the 
business of the organization. It can also lead to trust issues between internal units of the 
organization. 
 It affects the development and implementation of strategy at the strategic level of the 
organization due to the difficulty in making rational decisions supported by accurate data 
(Redman, 1998).  
Pipino et al. (2002) responded to the data quality challenge in information systems by 
proposing an approach for the development of “usable data quality metrics” to aid 
organizations in assessing the quality of their data. The approach relied on the subjective 
opinions of stakeholders of data such as data collectors, custodians and consumers usually 
gathered through the completion of questionnaires. The data quality assessment was 
successfully evaluated in consumer goods and financial sector organizations (Pipino et al., 
2002). 
While the Pipino et al. (2002) study sought to assess data quality across multiple dimensions 
in information systems, in ESE data quality has received limited, narrowly focused attention 
(Liebchen and Shepperd, 2008). Though several quality problems may exist in software 
engineering datasets (Bosu and MacDonell, 2013a; Shepperd et al., 2013), in most studies 
very few of these are actually considered (Liebchen et al., 2007; Liebchen and Shepperd, 
2008; Seo and Bae, 2013; Van Hulse and Khoshgoftaar, 2008). One of the aims of the 
research reported here is to give these problems greater visibility, and to encourage the 
holistic assessment of datasets in order to determine which (if any) data quality issues are 
present, so that remedies can be instituted to ensure the robustness of any prediction models 
built from these datasets. The work reported in this thesis thus considers data quality in 
software engineering across multiple dimensions. Moreover, this thesis reports a holistic data 
quality assessment of thirteen effort estimation datasets in order to provide insights into the 
presence of multiple data quality issues in software engineering datasets. 
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Turning attention from the general to the specific, many studies conducted in other domains 
have identified the timeliness of data as an important dimension of data quality (Batini et al., 
2009; De Amicis and Batini, 2005; De Veaux and Hand, 2005; Scannapieco et al., 2004). In 
particular, it is contended that models developed using old data – acknowledging that ‘old’ is 
a relative and variable concept – might not be able to accurately predict aspects of a current 
situation. However, timeliness of data has, to date, received very limited attention in software 
engineering; the predominant practice when constructing and/or reporting datasets is to leave 
out timing information, and only a few studies have considered time in software engineering 
models (Amasaki and Lokan, 2013; Lokan and Mendes, 2014). The need to consider project 
timings and their start and/or completion dates should be imperative to software engineering 
considering it is a dynamic discipline that has seen the introduction and adoption (and 
abandonment) of numerous methodologies, techniques and tools in the development and 
maintenance of software. Changes in project characteristics over time will affect the data that 
is collected, and so questions should naturally arise in terms of whether that data should be 
used to build models to estimate effort and predict defects of future projects. The research 
reported in this thesis therefore constructs effort estimation models that take into 
consideration the timing of project start and/or completion dates, in order to evaluate the 
utility of including timing information in effort estimation and to inform the community’s 
understanding regarding the stationarity of process in software engineering. 
1.1.3 Data Sources in Software Engineering Prediction Systems 
In empirical software engineering the data that serves as input to estimation or prediction 
models comes from two main sources. Figure 1 depicts a simplified illustration of the 
software engineering modelling process with an emphasis on the source of input data.  For 
instance, in order to estimate the effort and schedule for software projects, stakeholders such 
as project managers and developers will likely consider factors such as the size of the 
software to be developed, the number of developers involved, and the complexity of the 
system in context. All such factors will be measured, or estimated if necessary based on the 
information available at the time, and will inform initial estimates to guide project execution. 
This is referred to in Figure 1 as the real-world estimated parameters indicated on the left-
hand side of the vertical dashed line. These estimates of project parameters can then be fed 
into a model if the organization has experience in using such initial estimates as a means of 
developing predictions for its projects. The careful management of the errors associated with 
















      Figure 1. Input data for modelling in empirical software engineering 
 
Initial estimates can be supplemented or in some cases supplanted with up-to-date data 
collected as a project progresses, in line with the completion of some early project phases. 
The prior-phase effort estimation studies of (Ferrucci et al., 2014; MacDonell and Shepperd, 
2003) have demonstrated the effectiveness of using early phase data to estimate the effort of 
subsequent phases of software projects. In addition, secondary data, such as those curated by 
the International Software Benchmarking Standards Group (ISBSG) and the PROMISE 
repositories, have been used extensively in the development of software engineering 
estimation models.  This data is usually split into two subsets: training data, which is used in 
building the models, and test data, which is used to evaluate model performance, as also 
illustrated in Figure 1. The research reported in this thesis employs data drawn from a range 
of secondary sources.  
1.2 Research Objectives 
The research objectives for this thesis are as follows: 
1.  To characterize the data quality issues that affect empirical software engineering datasets 
so that software engineering researchers and practitioners are informed of the potential 
challenges they may encounter during the development of effort estimation and defect 
prediction models. 
2. To investigate the reporting of data quality practice in empirical software engineering from 
three perspectives: data collection, data pre-processing and the identification of data quality 
issues. This is to enable an assessment of the extent to which researchers consider the topic of 
data quality and the mechanisms that are being used to address it. 
Predictions 
Training Data        +             Test Data 
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Model 
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3. To provide a means of holistically assessing the quality of software engineering datasets 
from multiple dimensions, and to comprehensively assess the quality of the most frequently 
employed ESE datasets to determine their suitability for predictive model-building. 
4. To assess the impact of timing information in the form of project start and/or completion 
dates on software effort estimation. Considering the fact that software engineering is a 
dynamic discipline, this study seeks to assess whether the consideration of time in effort 
estimation modelling leads to improved predictions. 
5. To conduct stationarity analysis of software engineering datasets. This should enable the 
determination of whether the software engineering process underlying a given dataset is 
stationary over time, and whether stationarity of datasets has an effect on the accuracy of 
effort prediction models. 
1.3 Contributions and Publications 
This thesis contributes to software engineering research and practice in the following ways: 
1. The development of a taxonomy of data quality challenges in empirical software 
engineering describing the data quality issues prevalent in software engineering datasets 
(Chapter 2). 
2.  A targeted systematic literature review that details the extent of reported practice under 
three broad classes of data quality issues in empirical software engineering (Chapter 3). 
3.  A benchmarking assessment of thirteen widely used software effort estimation datasets 
according to the elements of the previously developed taxonomy (Chapter 4). 
4.  The application of two time-aware approaches to software effort estimation in order to 
evaluate the impact of the consideration of time in effort modelling (Chapter 5 and Chapter 
6). 
5.  The application of a kernel estimator method to detect the stationarity (or non-stationarity) 
of the processes underlying software engineering datasets (Chapter 7). 
The following publications have resulted from the work presented in this thesis: 
1.  Bosu, M. F. and MacDonell, S. G. (2013). A Taxonomy of Data Quality Challenges in 
Empirical Software Engineering. In Proceedings of the 22nd Australasian Software 
Engineering Conference (ASWEC 2013). pp. 96-106. (Awarded Best Research Paper) 
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2. Bosu, M. F. and MacDonell, S. G. (2013). Data quality in empirical software engineering: a 
targeted review. In Proceedings of the 17th International Conference on Evaluation and 
Assessment in Software Engineering (EASE 2013). pp. 171-176. 
Three further publications, addressing the benchmarking, time-aware analyses, and 
stationarity analysis are currently planned or in preparation. 
1.4 Thesis Structure 
This thesis consists of eight chapters. 
Chapter 1 introduces the work by discussing the need for data quality research in empirical 
software engineering. The research objectives are outlined; and the research contributions and 
publications resulting from this research are described. 
Chapter 2 classifies the breadth of data quality issues identified in existing research in 
empirical software engineering into a taxonomy of data quality challenges.  
Chapter 3 reviews related work and reports a targeted systematic literature review that 
addresses the extent of reported data quality practice by empirical software engineering 
researchers.  
Chapter 4 presents the benchmarking of thirteen software engineering datasets against the 
multiple quality dimensions of the data quality taxonomy proposed in Chapter 2.  
Chapter 5 provides detailed descriptions of the datasets used in the time-aware effort 
estimation analysis along with information regarding each dataset’s partitioning and pre-
processing. It also presents the two algorithms used in the development of the time-aware 
effort estimation models as well as the resulting estimation equations developed for each 
dataset and/or its partition. 
Chapter 6 presents the analysis and results of the time-aware effort estimation modelling. The 
stability of effort estimation models over time is also assessed.   
Chapter 7 conducts stationarity analysis of software engineering datasets in order to detect 
whether models over time are stationary or uniform. The Chapter also considers whether 




The thesis concludes in Chapter 8 with a reflection on how the work reported here contributes 
to empirical software engineering research and practice. The limitations of the thesis and 















































Chapter 2. A Taxonomy of Data Quality Challenges in 
Empirical Software Engineering 
This chapter reports the development of a taxonomy of data quality challenges in empirical 
software engineering based primarily on a comprehensive review of prior research in ESE, but 
also informed by considerations of data quality in other disciplines. Section 2.1 presents the 
background to data quality issues in ESE and motivates the need for a taxonomy that 
represents, as far as is possible, all such data quality issues in ESE. Section 2.2 presents the 
taxonomy itself, beginning with a broad classification of the data quality challenges derived 
from the empirical software engineering literature. The constituent elements are then derived 
from each major class. In Section 2.3 a discussion of the taxonomy is presented in relation to 
its implications for research, and the Chapter summary is presented in Section 2.4. 
2.1 Background and Motivation 
Measurement data are used to support many aspects of software development and 
management, but effort estimation and defect classification are particularly prevalent uses of 
such data. The empirical software engineering (ESE) community is unfortunately not immune 
to studies that have used questionable or poor quality measurement data in model-building 
(Van Hulse et al., 2006; Johnson and Disney, 1999; Liebchen et al., 2006; Liebchen and 
Shepperd, 2005). Quality is defined here as being "fit for purpose" (Crosby, 1979) and there is 
the need for ESE data to be of high quality – to be fit for the modelling task at hand, be it for 
classification or prediction.  
A study conducted by (Bobrowski et al., 1998) presented what they described as a software 
engineering view of data quality, comprising three perspectives: data quality metrics, data 
testing and data quality requirements. Their work considered quality in terms of the data used 
or accessed by software systems. In contrast, in this Chapter a taxonomy is proposed that 
addresses quality from the point of view of the data used in modelling phenomena concerned 
with the software process or product. Of course, data quality problems are not limited to the 
software engineering domain, and the taxonomy has been informed by relevant work in other 
disciplines.  Du and Zhou (2012), for instance, created a taxonomy of data quality problems for 
online financial data and proposed an ontology-based framework to improve the quality of 
online-financial data. Three elements of their framework (unreliable data, inconsistent 
representation and missing data) (Du and Zhou, 2012) can be mapped to three elements of the 
accuracy class of the taxonomy that follows (in Section 2.2.1). 
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The taxonomy is intended to be useful to both researchers and practitioners by bringing to the 
attention of the entire ESE community the potential problems that can exist in the datasets we 
work with, or that are derived from our work, along with some current treatments or solutions. 
As the taxonomy captures the major data quality challenges that affect ESE datasets, empirical 
software engineering researchers and practitioners alike can benchmark their own data quality 
assessment against it, to identify any potential sources of error or unsuitability for modelling 
and management. Considering the fact that ESE researchers work predominantly with 
secondary data it is essential to be aware of the nature of the data that exists, especially in the 
public domain. The quality of ESE datasets cannot be taken for granted, as data collected even 
by highly mature organizations can have issues. This is evident in the discovery by Gray et al. 
(2011) of several data quality problems with the NASA Metrics Data Program (MDP) datasets 
that are used widely for defect prediction research. The issues evident in these datasets are 
several, and include redundant data, inconsistencies, constant attribute values, missing values 
and noise.  Shepperd et al. (2013) proceeded further to compare two versions of a NASA 
dataset (one in the PROMISE repository and the other in the MDP repository) with respect to 
the data instances and their attributes, and discovered that they differed in several respects. 
They proposed an algorithm that could be used to clean this data of multiple data quality 
issues. 
In a more general commentary Liebchen and Shepperd (2008) bemoan the lack of interest by 
the software engineering community in addressing the issue of data quality. They looked in 
depth at the data quality dimension of accuracy, where accuracy was defined as the absence of 
noise. They were surprised by the few studies in ESE that had considered data quality 
explicitly (Liebchen and Shepperd, 2008). Due in part to this lack of interest there have been 
many instances where models have been built without any form of pre-processing or quality 
checks on the data. Thus, while much attention has been given to the development of 
prediction systems, the same cannot be said regarding the quality of the data used in generating 
those systems. This study therefore set out to identify all of the data quality issues associated 
with the collection and use of ESE datasets. The goal is to raise the visibility of the diverse 
data quality issues that can arise in ESE, in the hope that this could contribute to improvements 
in both the quality of ESE research and the practice of software engineering. 
The taxonomy presented here captures many challenges associated with data typically used in 
ESE modelling. Although some of the elements of the taxonomy might not be peculiar to ESE 
datasets, to the best of our knowledge they have not been addressed sufficiently in other 
domains to enable ESE researchers to readily borrow solutions developed in those domains. 
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2.2 Data Quality Taxonomy 
A range of quality issues have been identified by surveying a decade of recent literature on 
data quality in ESE. These issues have been grouped into three main classes in the proposed 
taxonomy. First is the group of characteristics of data that mean the observations are not fit for 
model-building (Accuracy); second are dataset characteristics that lead to concerns about the 
suitability of applying one model to another dataset (Relevance); and third is a set of factors 
that limit data accessibility and trust (Provenance). The intention is to use this taxonomy to 
bring to the attention of the wider ESE community the challenges associated with data used in 
modelling and the techniques that have been proposed to identify and/or resolve some of these 


















                                          Figure 2.Taxonomy of Data Quality in ESE 
 
It is beyond the scope of this chapter to provide a detailed review of all of the relevant 
individual studies due to their number, as well as the fact that some of the studies grouped 
under the individual elements of the taxonomy have similar themes. Rather, a representative 
set of studies that serves to illustrate the elements of the taxonomy are presented. All studies 
reviewed have been considered in the Discussion, however (in Section 2.3). 
2.2.1 Accuracy 
The Oxford English Dictionary defines accuracy as the state of being accurate; precision or 
exactness resulting from care; hence precision …exactness, correctness. In ESE, accuracy as it 
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relates to data means the correctness of the data or the absence of noise (Liebchen and 
Shepperd, 2008). Data accuracy is essential to ESE research in particular but also to the 
broader discipline of software engineering practice, since researchers rely on data to design 
and create classification and prediction models to improve the practice of software 
engineering. If there are underlying quality problems with the inputs to a model, then the 
resultant model cannot be expected to provide outcomes that software practitioners will use. 
2.2.1.1 Noise 
Noise – erroneous data – has been identified in several software measurement datasets 
(Johnson and Disney, 1999; Khoshgoftaar and Van Hulse, 2005; Liebchen and Shepperd, 
2005) and the ESE community has responded with a number of studies that seek to address the 
incidence and effects of noise. Liebchen et al. (2006) conducted classification experiments to 
assess the effect of noise on the accuracy of predictions and to evaluate the robustness of 
techniques for handling noise in ESE datasets. Three noise correction techniques were 
employed: robust algorithms, filtering, and polishing. Their results demonstrated that polishing 
is a more effective classification algorithm as compared to robust algorithms and filtering.  
Khoshgoftaar et al. applied several noise detection and correction procedures to ESE datasets 
across a range of studies (Folleco et al., 2008; Hulse et al., 2006; Khoshgoftaar and Van Hulse, 
2005; Khoshgoftaar and Rebours, 2004), with varying degrees of success. Noise detection 
techniques including Bayesian multiple imputation, a clustering-based noise detection 
approach using the k-means algorithm, an Ensemble-Partition filter, a technique to detect noise 
“relative to an attribute of interest (AOI)”, rule-based noise detection and Closest List Noise 
Identification were applied to various ESE datasets. 
Variations in noise characteristics mean that it is difficult to settle on a technique that can be 
said to be a best fit for all noise types. Furthermore, while the removal of noisy instances or the 
application of robust algorithms has been shown to improve model performance (Catal et al., 
2011; Folleco et al., 2008; Khoshgoftaar and Rebours, 2007), these various studies also 
highlight the relative immaturity of the community’s work on noise detection and correction, 
in that all manner of filters and algorithms are being tried with little clear dominance of any 
particular approach. 
2.2.1.2 Outliers 
Outliers have been noted as a frequent phenomenon in software measurement data (Buglione 
and Gencel, 2008; Johnson and Disney, 1999; Liebchen et al., 2006), arising frequently as a 
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consequence of the skewed distributions that often result from metric data collection efforts. 
An outlier is defined as an extreme observation which falls beyond the normal pattern of data 
distribution (Moore and McCabe, 1999). The discovery of outliers in data is potentially 
indicative of measurement errors or other problems in data collection (Johnson and Disney, 
1999). Outliers might also be data points that are inappropriate for a specific modelling task.  
In this Chapter, the adopted definition of an outlier is attributed to (Yoon and Bae, 2010) who 
define an outlier as a project instance with one or more abnormal attributes. Yoon and Bae 
(2010) proposed a pattern-based outlier detection method that identifies abnormal attributes in 
software project data and which relies on the existence of normal or typical relationships 
between attributes, which they termed a data association pattern (DAP). The pattern-based 
outlier detection method follows a three step process: first, hierarchical clustering is applied to 
discretize the numerical attributes of software project data; second, DAPs are mined to identify 
frequent patterns that meet a certain minimum confidence threshold; and third, the software 
project data is matched with the DAPs to identify any abnormal attributes. One of the 
objectives of identifying the abnormal attributes is to facilitate root cause analysis so as to 
prevent reoccurrences in the future. The Yoon and Bae (2010) study is significant in the sense 
that the abnormality of outliers is determined and acted upon relative to other data, in contrast 
to many studies that classify all outliers as noise and simply remove them. Although pattern-
based outlier detection holds some promise, the ESE research community does not have 
underlying theories that tell us what patterns to expect, and at times we may be vulnerable to 
the use of heterogeneous datasets that mask patterns relevant to particular subsets. 
Statistical analysis is also commonly used to identify outliers (Bibi et al., 2008; Finnie et al., 
1997). Three mechanisms have been frequently employed to deal with outliers (or not) in ESE. 
First is a do-nothing approach that leaves the outlier instance in the dataset - this could be due 
to the fact that removal of the instance might mean the model would not be statistically 
significant. This in itself is not a sound reason for ongoing inclusion and this approach is not 
recommended. Second, and the predominant practice, is the removal of outliers with the 
justification being that they are extreme observations. Again this is not ideal as outliers may 
well be valid, albeit unusual, observations. Third, robust algorithms such as least-median 
squares regression (Morasca, 2009) and Bayesian nets, which are resistant to outliers, have 
been employed to mitigate the above two situations (Seo et al., 2008).  For instance, Lavazza 
and Morasca (2012) used a generalized robust regression method in order not to discard too 
many data points due to outliers, because as much as 57% of the data points in one of their 
datasets were determined to be outliers from a Least Squares perspective. Outliers have been a 
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constant source of problems in the analysis of ESE data (Morasca, 2009). In some cases, 
outliers are due to corrupted data, while they may be the result of highly unlikely 
circumstances in other cases. Outliers may significantly bias regression coefficients when 
using standard least squares regression methods. In order to prevent this condition, 
Abrahamsson et al. (2007) also employed robust regression techniques when they performed 
iterative effort prediction. Another approach that could be used to address outliers is to allow 
the outlier instance(s) to remain in the dataset but to model the data as two (or more) distinct 
distributions.  
Such an approach was appropriate in the study of commits in source control repositories 
reported by Hindle et al. (2008). Although large commits are often considered as outliers, the 
authors demonstrated that in several of the case study systems used they were critical to the 
resulting software architecture. In short, outliers may or may not be problematic in any given 
case, and therefore analysis is needed to confirm their existence, the cause of their existence, 
and their potential effect on any models generated.  Blanket discarding of unusual data points 
is ill-advised. 
2.2.1.3 Incompleteness 
It is widely acknowledged that software engineering measurement datasets are often affected 
by missing values (Buglione and Gencel, 2008; Chen and Cheng, 2006; Liebchen et al., 2006; 
Liebchen and Shepperd, 2005). Bakır et al., (2010) identified the related phenomenon of 
‘missingness’ in the datasets they used to study the effect of data homogeneity on software cost 
estimation in the embedded systems domain. The Oxford English Dictionary defines missing 
(of a thing) as not able to be found because  it is not in its expected place, or a thing that is 
needed in order to complete a series, provide continuity, or gain complete knowledge. 
Incompleteness encompasses a broader definition.  The Oxford English Dictionary defines it as 
not having all the necessary or appropriate parts. It is also defined as not having everything that 
it should have; not finished or complete. Incompleteness thus incorporates missing; and it is 
relevant to ESE in that small datasets might mean a model is not statistically significant, or 
lacks sufficient statistical power. 
Imputation is one of the procedures that have been used to deal with the problem of 
missingness. Imputation techniques generate plausible values that serve as replacement for 
missing values. In assessing the effectiveness of three imputation techniques (Bayesian 
multiple imputation, k-nearest neighbour imputation, and mean imputation)  Khoshgoftaar and 
Van Hulse (2008) conducted experiments on two software engineering datasets. They 
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specifically applied these techniques to missingness that affects multiple variables. Their 
experimental results demonstrated that, in that instance, the performance of Bayesian multiple 
imputation was far better than the other techniques evaluated.  
Multinomial logistic regression (MLR) was employed by Sentas and Angelis (2006) in 
imputing categorical missing values in the ISBSG repository.  A range of experimental settings 
comprising several percentage levels of missing data were then used to compare MLR with 
other imputation techniques including; listwise deletion (LD), mean imputation (MI), 
expectation maximization (EM) and regression imputation (RI). In this case MLR was found to 
provide superior performance. Bayesian multiple imputation and regression imputation were 
found to be better noise-resistant imputation techniques according to a comparative analysis of 
five imputation techniques reported by Van Hulse and Khoshgoftaar (2008). The existence of 
noise in software engineering datasets has been shown to adversely affect the performance of 
imputation techniques (Khoshgoftaar et al., 2006; Khoshgoftaar and Hulse, 2008) and as such 
imputation techniques that are robust to noise are a welcome support to software engineering 
researchers and practitioners. 
Two embedded strategies (missing data toleration and missing data imputation) to address 
missing data when using naïve Bayes and EM (Expectation Maximization) algorithms for 
software effort prediction were proposed by Zhang et al. (2011). The missing data toleration 
strategy simply ignores missing values and makes use of existing data values of software 
projects for prediction. Its strength lies in its low computational complexity requirements. The 
missing data imputation strategy uses existing values of attributes to estimate missing values. 
Experimental results drawn from their analyses of the ISBSG and CSBSG datasets 
demonstrated that both strategies outperformed classic imputation techniques. 
Imputation techniques are a useful solution to the problem of missingness when the problem is 
not extensive.  Moreover, researchers and practitioners must still adopt the most appropriate 
imputation techniques to resolve the varied conditions they might encounter, such as 
incomplete numerical or categorical values; class or attribute missing values; and single or 
multiple missing attributes. Assessing the strengths of a range of imputation techniques under 
various conditions should enable researchers and practitioners to use the most suitable 






Inconsistency is defined as a lack of harmony between different parts or elements; instances 
that are self-contradictory, or lacking in agreement when agreement is expected. In software 
engineering datasets it is essential that data values match the variables against which they have 
been recorded and can be clearly explained. Data must be appropriately recorded so as to 
ensure the integrity of any derived models. 
Inconsistencies have been noted in prior studies of software measurement data (Chen and 
Cheng, 2006; Van Hulse et al., 2006; Tan et al., 2009). Tan et al., (2009) discovered 
inconsistencies when they studied a dataset said to represent productivity trends in incremental 
and iterative software development. These inconsistencies included size and effort values that 
differ from one document to another. Therefore, they had to rework the reports and refer to the 
development team to resolve these mismatches, in order to arrive at an appropriate dataset.  
Chen and Cheng (2006) identified inconsistencies, in the form of unexplained questionable and 
null values, in a NASA dataset employed in a discretization study intending to aid data 
accuracy. In their productivity analysis of a large industrial dataset (Liebchen and Shepperd, 
2005) found that size was recorded using different measures; lines of code (LOC), function 
points (FP), and in some instances these two (LOC and FP) measures were recorded together, 
which made it difficult to compare projects in terms of this attribute. In their sensitivity 
analysis of data quality meta-data, (Fernández-diego et al., 2010) discovered Lines of Code 
(LOC) measures that could not be explained. The affected projects were therefore removed. 
Inexperienced measurers were identified as contributors of poor data quality in the form of 
inconsistencies (Cuadrado-Gallego et al., 2010), especially during the data collection stage due 
to their lack of understanding of software project metrics. It is important for software engineers 
to be trained in all aspects of data collection so that the quality of the data can be assured. 
Bettenburg et al. (2008) used a survey and a machine learning algorithm to predict the quality 
of bug reports. Problems identified within bug reports included language ambiguity due to the 
use of unstructured text, long textual descriptions and the use of non-technical language. 
(Other data quality problems related to the existence of duplicate bug reports and/or missing 
information in the reports.) In their earlier study of software cost modelling, Zhihao et al. 
(2005) encountered duplicate and implausible records in one of the datasets which was 




Consistency in the meaning of data labels and recorded data values is another factor essential 
to good quality data. As a community we use terms that we assume are collectively understood 
– for instance, if we record ‘design effort’ we all have a sense of what that means, but the exact 
meaning might vary from project to project, context to context, organization to organization. 
As such this will remain at best an assumption unless/until we have an ontology of issues that 
might better support shared understanding. In the meantime ESE researchers and practitioners 
should ensure that the variables and values in datasets are easy to explain (and are explained), 
and should put in place mechanisms (e.g. variable definitions, range-checking for values) to 
resolve problems associated with the recording and interpretation of data. 
2.2.1.5 Redundancy 
Redundant and duplicate data in ESE datasets (Bettenburg et al., 2008; Gray et al., 2011) might 
lead to misleading results and can also detrimentally affect the performance of classifiers. Anh 
et al. (2011) identified redundant data in the stakeholder name and nickname fields in their 
study of human factors for predicting issue lead time in open source projects.  Prifti et al. 
(2011) found that in their analysis of the Firefox bug repository there were 748 bugs that had 
been assigned to multiple groups after they applied a method that detected duplicates through 
local references.  If effort modelling is based on such data then clearly there is scope for over-
estimation of the actual effort required.  Moreover, the building of classification models using 
data mining methods will be slowed by the additional processing needed to parse and consider 
the redundant entries/values. 
Another facet of redundancy that can lead to modelling problems is input data item 
dependence, or more generally, multicollinearity. Chidamber et al. (1998) discovered that 
certain object-oriented metrics (Response for a Class, Weighted Methods per Class and 
Coupling Between Object Classes) were strongly correlated and so suggested that a subset be 
used in a linear regression model, otherwise the results generated could be unstable and more 
difficult to interpret. The results obtained by El Emam et al. (2001), when they studied the 
confounding effects of size on the validity of object-oriented design metrics, confirmed that 
several of the metrics are highly correlated with class size.  
Several ESE datasets, along with many automated data collection tools and environments, 
contain numerous measures. It is important that researchers and practitioners check for, and 




The Oxford English Dictionary defines relevance, the second major class of quality attributes, 
as the quality or fact of being relevant – bearing upon, connected with, pertinent to, the matter 
in hand. In the context of ESE, relevance refers to having and using appropriate data to 
develop a model, normally for the purpose of classification or prediction. For instance, it 
would be inappropriate to use data collected from real-time systems development to build a 
model to predict development effort for banking systems. Relevance highlights the importance 
of the characteristics of the data being used in modelling, and an extensive body of literature 
has considered in particular the utility of single company datasets or multi-organization 
datasets in this regard. 
2.2.2.1 Heterogeneity 
Models generated from heterogeneous multi-organization datasets have been employed in 
estimating effort or predicting defects of software projects in a single company in a growing 
body of research (Bettenburg et al., 2008; Kocaguneli and Menzies, 2011; Mendes et al., 2007; 
Menzies et al., 2011; Turhan et al., 2009; Zhihao et al., 2005). In spite of the extensive 
attention given to this issue, results to date have been inconclusive as to whether single 
organization datasets are superior to those representing multiple organizations. Kocaguneli et 
al. (2010) proposed the use of relevancy filtering so that organizations that lack historical data 
can supplement their software cost estimation with relevant data from other projects or 
organizations, as this approach was found to be effective as compared to using the data without 
any relevancy filtering. 
In contrast, Bakır et al. (2010) studied the effect of data homogeneity on software cost 
estimation in the embedded systems domain and observed that all models performed better 
when they were trained on cross-domain datasets than when trained on just the within-domain 
(embedded software) datasets. The conclusion drawn was that cross-domain datasets should be 
used for model development in embedded software cost estimation.  
It is worth noting here that the single-company/multi-organization distinction may be in itself 
an over-simplification, as some single organizations – particularly those that develop bespoke 





2.2.2.2 Amount of Data 
The amount of data available for model building contributes to the likely statistical 
significance of generated models and so is another factor of relevance in terms of goal 
attainment. Small datasets are an acknowledged problem in ESE as they do not lend 
themselves to the generalization of results. The range of suitable analysis techniques is also 
constrained (Bennett et al., 1999; Hall, 2007) as some approaches assume the availability of a 
certain volume of data.  Naturally, this issue is particularly pertinent to organizations that are 
just beginning a measurement programme, or that embark on projects that are substantially 
different to those undertaken in the past. In order to prevent the ‘wholesale’ removal of several 
records in a dataset in order to have substantial amount of a dataset for software development 
effort modelling, Deng and MacDonell (2008) employed an approach that systematically 
addressed the formalisation of datasets and employed ‘domain-informed refinement’ that led to  
retaining a large amount of the dataset drawn from the ISBSG repository. 
Data pre-processing can also affect the amount of data available for modelling. A dataset might 
initially comprise a large number of data points, but the application of stratification schemes or 
feature set selection strategies could result in data (sub)sets with too few data points to support 
significance testing. It is imperative that researchers ensure that the pre-processing of datasets 
does not produce data subsets that are then used to support the questionable generalization of 
results, because the datasets are too small and/or because the modelling methods employed are 
not appropriate for the number of data instances. 
Bakır et al. (2010) assessed the effect of training dataset size on the performance of software 
cost estimation models. Due to inconsistencies in the results achieved for the various datasets, 
it was concluded that the model performance is not only influenced by the size of the dataset 
but also the quality of the dataset. Scarcity of data was noted as a great challenge to software 
engineering by Abrahamsson et al. (2007) because it has serious implications for the validation 
and generalization of models. The leave-one-out (LOO) cross-validation procedure, often 
employed as a remedy to the limited dataset size problem, was therefore used when they 
Abrahamsson et al. (2007)  iteratively predicted development effort using an incremental 
approach. Naive Bayes and Random forest algorithms have also been proposed to increase the 
performance of prediction models based on small datasets and large datasets, respectively 





The timeliness or currency of data is another issue of potential concern in regard to relevance, 
although it has received only limited attention to date in the ESE research literature. A survey 
of the datasets employed in software effort modelling reported by Mair et al. (2005) in 2005 
noted that many studies relied on datasets collected decades earlier. A perusal of ESE 
conference and journal publications today reveals on-going use of these datasets. The 
characteristics of datasets should be constantly reviewed to ensure that changes in context and 
operation do not significantly reduce the relevance of the data to contemporary settings – or at 
least to the setting of research interest. While there is nothing inherently ‘wrong’ with the 
datasets in themselves, questions might well be asked about the appropriateness of the data in 
the context of present-day software development practice.  If the intent is to build models for 
current use then data collected more recently would generally be preferable, other issues 
notwithstanding. 
Timeliness has an additional impact in the context of real software development in that data are 
accumulated over time, as activities and projects are completed. MacDonell and Shepperd 
(2010) demonstrated empirically that failure to take the temporal nature of data accumulation 
into account leads to unreliable estimates of development effort. While much ESE research 
utilizes ‘complete’ datasets this typically represents an artificial scenario. Moreover, few such 
datasets comprise records of time.  This is a characteristic that needs to be included in future 
data collection endeavours if the data are to be used in good faith – which leads usefully into 
the third class of quality issues. 
2.2.3 Provenance 
The Oxford English Dictionary defines provenance as the fact of coming from some particular 
source or quarter; origin, derivation. The existence of provenance information has been used in 
the determination of the historical chain of ownership of important objects of value (mostly art 
work and literature) (Tan, 2007). Assurance of provenance, while especially significant for 
such valuable objects, is also important in relation to results generated by digital systems and 
other scientific applications. Information regarding provenance establishes the audit trail, 
providing the supporting evidence for scientific results and in turn, can directly influence the 
extent of trustworthiness associated with such results. Because of the reasons enumerated, the 
value placed on the provenance of digital systems and scientific applications is usually said to 
be the same as the results they generate (Tan, 2007). 
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Considered broadly, provenance is related to the issue of experimental replication. Replication 
is – or at least should be – important (Shull et al., 2008) in empirical software engineering (as it 
is in other empirical fields) in that it enables the community to build cumulative knowledge 
concerning which results or observations can be relied upon under different conditions. Shull 
et al. (2008) advocated the production of good and consistent documentation for all ESE 
experiments in order to facilitate easy replication. This echoes remarks made previously by 
Wieczorek (2002) who indicated that a negligible number of  empirical software engineering 
studies were replicated, and surprisingly the use of even the same datasets across multiple 
studies continued to yield results that were not comparable in most cases, due to differences in 
the employed experimental designs. She contended that the diverse reporting formats of studies 
in the ESE domain meant that replication and results comparison was a challenge (Wieczorek, 
2002).  
While this observation was made in 2002 the problem has persisted: in their replicated study of 
cross-company and single-company effort models using the ISBSG database (Lokan and 
Mendes, 2006) noted that they were unable to employ the same experimental procedure used 
previously because the procedure had not been fully documented. Provenance systems have 
the potential to support such replication as well as to provide transparency regarding any 
discrepancies in the results obtained from a replicated study and an original study. 
2.2.3.1 Commercial Sensitivity 
Commercial sensitivity is one of several constraints on provenance in ESE. Organizations that 
hold data that they believe gives them competitive advantage might not be willing to release 
the data to independent researchers, for fear of proprietary data becoming accessible to 
competitors. Similarly, they may be reluctant to release data if they believe it could be used to 
portray them in an unfavourable light. Even if researchers are able to have access to such data, 
they are often required to sign non-disclosure agreements which prevent them from publishing 
the data with their results (Liebchen and Shepperd, 2005; Mair et al., 2005), thus rendering 
such studies non-replicable.  
The COCOMO-II data used in the pruning experiments of (Zhihao et al., 2005) was not 
published due to confidentiality agreements which also prevented the researchers from 
discussing the tasks that constituted the projects as well as where the projects were undertaken. 
While such precautions do lend some protection to the organization(s) involved, it has a 
consequent effect of limiting what can be learnt from the data analysis. 
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In order to resolve the commercial sensitivity problem and promote the sharing of data Peters 
et al. (2013) proposed the CLIFF+MORPH algorithm that anonymized data without 
substantially degrading its use in software defect prediction. This algorithm was applied to 
good effect on ten defect datasets from the PROMISE repository. 
2.2.3.2 Accessibility 
In the defect prediction study of Turhan et al. (2009), they found it difficult to access failure 
logs because several large teams of contractors were working on projects for a single 
organization – NASA – and each viewed the failure logs as critical to their competitive 
advantage. The authors note that acquisition of even coarse-grained information was only 
attained after several years of negotiation. When finally provided, the data were highly 
sanitized by NASA to the extent that the research team was not able to have information 
concerning project or module names. Robles (2010) assessed the possibility of replicating 
experiments reported in papers published in the proceedings of the Mining Software 
Repositories Workshop/Conference between 2004 and 2009. It was discovered that only six 
out of 154 experimental papers were replicable because the data and scripts used in the other 
148 original studies were not accessible. 
To the best of our knowledge, the only work on provenance in the ESE domain is the Davies et 
al. (2011) study that considered the provenance of software entities by employing anchored 
signature matching in order to identify the provenance of source code that exists in Java 
archives. This method was demonstrated successfully using a case study of a proprietary e-
commerce application obtained from the repository of the Maven2 Java library. Determination 
of the provenance of the source code in this case was made possible by the accessibility of the 
Maven2 library. In keeping with the intent of this chapter it could be asserted that the 
provenance of data about the source code – perhaps captured in the form of metrics or 
metadata – is as important as the provenance of the source code itself.  More recently, 
Shepperd et al. (2013) found significant differences in two versions of the NASA MDP 
datasets that are in two separate repositories, and so recommended the recording of provenance 
regarding the datasets that are used in ESE experiments.  
As noted above, Mair et al. (2005) investigated the nature and type of datasets being used to 
develop and evaluate software project effort prediction systems. They noted at that time (2005) 
that only about 60% of all datasets were in the public domain. While significant growth in 
open source development over the last decade has increased the availability of empirical data, 
its utility for ESE is variable given the diversity of systems and development practices, and 
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there are also questions over its general credibility as a basis for model-building. In addition, 
the open source model of development (or any particular model, for that matter) may not map 
well to other contexts. 
Contribution to generally accessible repositories such as those provided by the ISBSG 
(www.isbsg.org) and PROMISE (http://openscience.us), with relevant provenance information, 
should be encouraged so that more data is made available to support ESE research and 
software engineering practice. If academia and industry are able to collaborate effectively this 
should increase the availability of datasets in the public domain, contributing to the replication 
of studies and to practice improvement. 
2.2.3.3 Trustworthiness 
The SE field is known for innovative work that proposes new tools, models, techniques and so 
on, but we are often far from rigorous when it comes to the evaluation of those proposals. 
Glass et al. (2002) analysed the software engineering literature prior to 2002 and concluded 
that SE was narrow in its research approach, with the "Formulate" approach being the 
dominant practice and relatively few studies conducting evaluation as a core research activity. 
Similar outcomes have been found in more recent reviews (Clear and MacDonell, 2011). The 
extent to which research results hold beyond the often limited evaluations conducted and/or 
reported is therefore unknown. While this clearly applies to tools, techniques and methods, it is 
equally applicable to prediction and classification models. Catal and Diri (2009b) performed 
several experiments to assess researchers’ claims that their fault prediction models provided 
the highest performance, however when public datasets were used in assessing some of the 
models, the results were not as strong as had been claimed by their proponents. This may 
reflect problems with the models themselves; or it may again signal the extent to which models 
are tied to the underlying data. 
Limited access means that ESE researchers are generally ‘at arm’s length’ from the data 
source, and consequently are left with little option but to work principally with secondary data. 
Researchers therefore rely heavily on the people and systems used to collect and verify that 
data. Greater adoption of provenance systems should provide data users with relevant 
knowledge about the origins of the data, and may influence the trust that can and should be 
placed on that data. It should also enable both data providers and data users to track any 
changes that the data has undergone (for instance, whether the data has been masked, 
anonymized or transformed in pre-processing), information that is vital to ensuring that models 




In compiling the content of this Chapter 57 papers that had addressed data quality in some way 
(listed in Appendix A) were reviewed, and 74 data quality issues considered in these papers 
were identified. Figure 3 shows the distribution of these studies in terms of the three classes in 
the taxonomy. The total number of data quality issues is more than the number of papers 
because some papers addressed multiple issues. It is quite evident that issues of accuracy have 
received the most attention (at 65%), followed by relevance (with 23%) and provenance (with 
just 12%). 
 
Figure 3. Distribution of Data Quality issues considered in ESE studies. 
A breakdown of studies that considered accuracy issues is presented in Figure 4. Noise and 
incompleteness have received the most attention, with each being considered in 27% of the 
studies reviewed in the accuracy class. Outliers followed in third position with 21%, then 
inconsistency with 17%, and finally redundancy which featured in 8% of the studies in this 
group. Note that even though data inconsistency was identified as an issue in some studies, 
mostly in relation to data pre-processing, it was not a main theme in any of the studies, unlike 
noise, incompleteness and outliers. 
 
Figure 4. Distribution of elements of accuracy. 
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Relevance was the second most important class of the taxonomy in terms of issue coverage. A 
breakdown of the elements of relevance is presented in Figure 5. Heterogeneity has received 
the most attention at 47% of studies reviewed in this class, a not unexpected result as there is 
still contention about whether to build models with cross-company datasets or single-company 
datasets. The size of the dataset used in modelling followed with 41% coverage. Size of 
datasets is seen as a particular challenge in empirical software engineering because most of the 
datasets are small and so do not lend themselves readily to modelling, a situation further 
exacerbated when some of the data has to be discarded due to other data quality problems such 
as missingness.   
 
Figure 5. Distribution of elements of relevance. 
Few studies considered the timeliness of the data used (12%). This situation is rather 
discouraging, considering the fact that many of the datasets, especially those in the public 
domain, are relatively old. The dynamic nature of software development practice demands new 
data to reflect current work practices. 
The class of provenance was the least frequently addressed of those considered in the 
taxonomy. The distribution of the constituent elements of provenance is shown in Figure 6.  
 
Figure 6 .Distribution of elements of provenance. 
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Commercial sensitivity and accessibility were highlighted by approximately 45% each of the 
studies reviewed in the provenance class, and only 10% addressed the issue of trustworthiness. 
Figures 4 to 6 depict the contributions of the constituent elements to their respective class of 
the taxonomy. In Figure 7, the contribution of each individual element to the taxonomy as a 
whole is shown.  
 
Figure 7. Distribution of individual elements of the taxonomy. 
Noise and incompleteness each contributed approximately 18% to the total issue coverage as 
classified by the taxonomy. Outliers made up 14%, inconsistency 11% and redundancy 5%.  
Heterogeneity contributed 11%, amount of data 9% and timeliness 3%.  Commercial 
sensitivity and accessibility contributed 5% each and trustworthiness only made a 1% 
contribution. These results and their representation in Figure 7 illustrate the diversity and 
uneven consideration – let alone treatment – of the data quality challenges relevant to ESE 
research and practice. 
Through the review it became clear that one of the reasons contributing to the weaknesses 
identified in ESE datasets is the inadequate reporting of data collection procedures – there 
seems to be no standard expectation that the data collection process be described (let alone the 
data be included), and so it is a minority practice in ESE research papers (Bosu and 
MacDonell, 2013b). Even in the few papers in which collection procedures are reported, 
problems associated with data collection are generally not covered, making it difficult for ESE 
researchers to have a clear understanding of the causes of any data quality issues. The 
necessary but unquestioning use of secondary data has thus contributed to the inadequacy of 
efforts towards the resolution of data quality problems. The most appropriate solution to these 




In this Chapter relevant literature has been reviewed to identify the major data quality issues in 
ESE, in order to generate awareness and understanding of the quality challenges (and current 
solutions) in ESE research and practice. Issues grouped under the class of accuracy have 
received the most attention from the research community, whilst provenance issues have 
received the least. 
The potential of provenance to assure data quality has not been exploited in ESE. Adopted 
sensibly and systematically, provenance should increase the reputation and trustworthiness of 
the data that is used in modelling, which will consequently result in higher quality models.  
Another finding revealed in the development of the taxonomy is the minimal consideration 
given to the issue of data timeliness by the software engineering community (second-lowest 
only to trustworthiness). Given that software engineering is such a dynamic discipline it was 
expected that time-related properties of projects would be given critical attention, and that 
more models would consider the timing of projects and their activities, but this is not reflected 
in the taxonomy presented here. This may well be a consequence of the fact that projects 
records kept in repositories typically do not include project start and/or completion dates. 
Although data quality has been considered from several perspectives in ESE, as yet we do not 
have sufficient evidence on how it influences the practice of software engineering, as almost 
all the studies considered here are drawn from academic institutions – more extensive 
collaboration with industry is essential in order to understand and then improve data quality 
management in practice. No single study evaluated all the aspects of the taxonomy, indicating 
that the treatment of data quality is not a holistic endeavour in ESE. Genuine practice 










Chapter 3. Literature Review 
This chapter reviews the relevant literature that informs and underpins the original work 
presented in this thesis. Section 3.1 presents a deliberately general and broad assessment of 
data quality issues in ESE. First, data quality issues are identified by the use of several 
methods, informed by the type of quality issue under investigation. Techniques are then 
suggested that are intended to resolve these issues, with a view to informing the improvement 
of the quality of datasets used in software engineering modelling. 
The chapter then addresses a more specific quality issue, informed by the findings of the 
taxonomy development process. As was noted in the previous chapter, software engineering is 
known to be a fast paced discipline responding frequently to change, and as such it would 
seem to be important to take into consideration the timing of software development and 
maintenance projects in the construction of models designed for classification and prediction. 
In Section 3.2, effort estimation studies that have considered the use of time are presented. 
Section 3.3 presents evidence that reveals how issues of data quality have been treated in 
software engineering research. A targeted systematic literature review addresses how three 
elements – data collection, data pre-processing and data quality identification – are reported in 
the software engineering literature.  
The chapter is then concluded with a summary in Section 3.4.  
3.1 Prior Research on Data Quality in ESE 
Data is at the core of the practice of ESE and, as such, its potential value to the discipline 
cannot be overemphasized. Most researchers use secondary data in ESE modelling (Mair et 
al., 2005; Shepperd et al., 2014), and it is therefore critical that those responsible for 
collecting the data are well trained and are also made aware of the potential problems that 
could arise in the composition of datasets, so that better processes can be employed in 
generating reliable data. At a minimum, if the processes used are documented to help assure 
secondary users of how the data was collected, this should lift the confidence that can be 
placed on the data and the outcomes of its analysis. The challenges faced by those collecting 
and utilizing empirical software engineering datasets have seen increasing recognition in 
recent times (Bosu and MacDonell, 2013a; Liebchen and Shepperd, 2008; Shepperd et al., 




Rodriguez et al. (2012) used a position paper to classify ESE repositories and the data quality 
problems that are faced by researchers when using these sources. The repositories were 
classified into five main groups based on: the type of information stored; public or private 
availability of the dataset; existence of single project or multi-project data; type of content; 
and the format of data storage. In noting the challenges that these sources posed to (primarily 
machine learning) researchers the authors referred to difficulties in data extraction, the 
insufficient provision of information to support replication, and a range of data quality 
problems including outliers, missing values, redundant observations, overlapping classes, data 
shift over time, unbalanced distributions, measurement variability and model accuracy 
variability (Rodriguez et al., 2012). The classification of datasets by their distinct properties 
and the acknowledgement of data quality problems is a positive initiative. The research 
reported in this thesis is intended to further enhance data quality in ESE by providing a 
transparent and consistent means of collection and evaluation that could lead to the use of 
high(er) quality data in software engineering experiments. 
In a more recent publication, Valverde et al. (2014) proposed a Data Quality model which 
comprised data quality dimensions, data quality factors, data quality metrics, and their inter-
relationships. Data quality dimensions refer to a broad classification of data quality issues; 
data quality factors refer to the set of characteristics that makes up a particular dimension; 
and data quality metrics are the set of measures that are used in assessing the factors in each 
dimension. The model is intended to support the identification and assessment of quality 
problems associated with the collection of data from software engineering experiments 
(Valverde et al., 2014). The authors evaluated the model on two controlled experiments 
(which compared the effort of developing a web application either by employing a Model-
Driven Development approach or a more traditional development approach where code is 
manually generated). A total of 46 people were involved in the two experiments. The 
application of the data quality model successfully led to the identification of quality problems 
in the data collected from the two experiments. While the Valverde et al. (2014) study bears 
some similarity to the data collection and submission template proposed in the present 
research (Section 4.6), as it encourages quality assessment at the collection stage, it differs in 
the sense that it considers only the elements of quality that this research considers under the 
Accuracy class of Section 2.2.1. The data quality taxonomy has established that the 
challenges faced in ESE are more numerous and more diverse than those captured under the 
Accuracy class. Furthermore, their data quality assessment results in a Boolean answer: ‘Yes 
– the presence of a data quality problem’ or ‘No – the absence of a data quality problem’. The 
31 
 
data quality assessment undertaken in this present research goes beyond the provision of a 
mere “yes” or “no” answer as it also indicates the extent of a problem in a particular dataset. 
Finally, their proposed approach does not support independent verification of the data quality 
issues at stake as it provides only the result of the data quality assessment, whereas the data 
collection and submission template proposed in this present research provides a 
comprehensive means of verifying any data collected and all assessments undertaken, with a 
view to facilitating replication. Such efforts should go some way to addressing quality 
problems at the data collection stage, which should be beneficial in terms of early 
intervention. As noted above, however, empirical software engineering researchers often work 
with secondary data, and therefore it is similarly important to identify the quality challenges 
associated with secondary data, a point that is addressed in the present research (in Chapter 4). 
A quite recent systematic mapping by Rosli et al. (2013) identified the data quality problem as 
an issue and discussed prior assessment techniques as applied to software engineering 
datasets. Although ten different data quality problems were identified, nine of them belong to 
the Accuracy class of the data quality taxonomy (Bosu and MacDonell, 2013a). This again 
signals the sometimes narrow conceptualization of data quality in software engineering, as it 
is mostly seen from the perspective of accuracy.  Thus the present research adopts a broader 
conceptualizations, and the proposed data collection and submission template should enable 
users to capture other aspects of data quality in ESE which have hitherto been largely ignored. 
Gencel et al. (2009) attributed the problem of inconsistent results when software effort 
estimation models are developed using benchmark repositories to two factors: 
1. The lack of common standards and vocabulary. 
2. The differences in definitions and categories of attributes of the different 
repositories. 
The authors went on to propose a mechanism for improving the classification of attributes by 
adapting the parametric estimation method that is used in civil engineering and two software 
engineering standards (ISO 12182 and ISO 14143-5). The parametric estimating method 
relies on the use of a classification database of past projects’ parameters to estimate new 
project parameters. The ISO 12182 standard consists of definitions of software application 
types and the ISO 14143-5 standard is the grouping of software applications into classes 
based on the functional properties of the software. The authors assert that the consistent use of 
terminology and definitions should lead to better quality ESE data. To date the proposal has 
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been untested. In adherence to this suggestion by Gencel et al. (2009), the use of the data 
collection and submission template proposed in this thesis should offer a consistent and 
comprehensive approach for evaluating the quality of data for software engineering 
experiments. In a subsequent study Cheikhi and Abran (2013) surveyed the PROMISE and 
ISBSG repositories with the objective of making it easier for researchers to understand the 
data in them, and thus use it in modelling more quickly. The datasets were classified 
according to the types of studies in which they could be used, such as effort estimation, defect 
prediction, and so on. Properties of the datasets, including the name of the dataset; whether 
attributes have been described; the source/donor of the dataset; the year dataset was made 
available in a repository; and the mode of accessibility of the dataset (such as public or 
private) were established for each of the data files in the repositories. These factors form part 
of the Provenance requirement of the data quality taxonomy (Section 2.2).  
The Experience® Database uses data quality rating rules developed by the Finnish Software 
Measurement Association, FiSMA, in order to evaluate the data submitted to the repository 
(Forselius, 2008). The ISBSG (www.isbsg.org) also applies data quality ratings as a 
mechanism for indicating the quality of its data: 
“This field contains an ISBSG rating code of A, B, C or D applied to the project data by the 
ISBSG quality reviewers to denote the following: 
A= The data submitted was assessed as being sound with nothing being identified that might 
affect its integrity. 
B= The submission appears fundamentally sound but there are some factors which could 
affect the integrity of the submitted data. 
C= Due to significant data not being provided, it was not possible to assess the integrity of the 
submitted data. 
D= Due to one factor or a combination of factors, little credibility should be given to the 
submitted data.” 
How those heuristics are operationalized, however, is not known. As such the quality rating 
has been said to be a proxy for completeness of data (Liebchen and Shepperd, 2008). The 
FiSMA rules are publicly available (Forselius, 2008) and anyone interested can apply them to 
evaluate the quality of data. The rules are designed to ensure that attributes of interest are 
explicitly described so that all the three levels of stakeholders (customer company project 
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management staff, project manager and repository manager) in the data collection process 
have the same understanding of data requirements. The FiSMA rules categorize attributes into 
three classes for which metrics are recorded for each attribute (Forselius, 2008). The first 
class is the ‘basic’ attributes of projects such as size, measured in function points, effort, 
measured in person-hours, and duration, computed from the start date and end date of a 
project. The second class comprises attributes that are used to determine the context for which 
projects were developed, such as programming language, platform type, type of projects and 
type of business of the customer organization. The third class of attributes are associated with 
productivity factors of software projects, such as the use of automated tools, customer 
participation, experience level of developers and project managers and so on. 
 
There are mandatory attributes (size of software, effort, start date, end date, status, existence 
of basic classifiers, situation coefficient) for which if any attribute value is missing the data is 
rejected outright (Forselius, 2008). In determining the quality rating of a project, scores are 
assigned to each attribute and the scores for all the attributes are aggregated to arrive at the 
final score for a project. The quality of the content of an attribute value impacts on the score 
assigned to an attribute. The maximum score possible for a project is 100. In all, seven quality 
levels are possible upon evaluation of the data. Six of the quality levels are acceptable and 
mean that records are stored in the Experience® database, with the highest data quality level 
having a score of 90 or above indicated as “AAA”, and “D” being the lowest quality project 
stored in the database with a score that lies between 40 and 49. Projects that evaluate to “X” 
are rejected and not stored in the database.  Below are the quality ratings of projects that are 
assigned based on FiSMA rules evaluation by the repository manager: 
 
 AAA  Highest quality 90+ 
 AA   Excellent       80-89 
 A   Very good       70-79 
 B   Good     60-69 
 C   Satisfactory    50-59 
 D   Acceptable    40-49 
 X   Rejected            -39 
FiSMA provides several documents that aid in the determination of the scores of the 
individual attributes – this is said to ensure that the process of evaluating the quality of 
projects is repeatable and can independently be carried out by all stakeholders.  Application of 
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this process of data evaluation is said to have contributed to the increased quality of this 
repository as compared to the ISBSG repository (Forselius, 2008). Project Managers that are 
responsible for data collection are also able to self-evaluate the quality of their data prior to 
submitting it to the Experience® Database. In spite of these provisions, some researchers have 
identified quality issues with this dataset. Kitchenham and Kansala (1993) took issue with the 
use of the function point measure given correlations among its elements. Outliers, missing 
and unexplained values have also led to the removal of data from this dataset prior to analysis 
(Maxwell and Forselius, 2000; Premraj et al., 2005). Though these problems are 
acknowledged by (Forselius, 2008), it is claimed that the Experience®  dataset is improving 
in quality upon every new release, due to ongoing enhancement of the rules applied in the 
collection of the data. Data that does not satisfy the minimum quality requirements are 
rejected, and so it has been asserted that the Experience® Database therefore contains high 
quality data (Forselius, 2008). To indirectly illustrate this focus on quality the FiSMA rules 
were applied to the ISBSG dataset in 2008, and it was found that more than 1000 projects in 
the ISBSG repository would have been rejected from inclusion if assessed against the FiSMA 
criteria (Forselius, 2008). 
 
The adoption of quality rules in the Experience® Database, and quality ratings in the ISBSG 
Repository, are to be commended in terms of contributing to improved data collection 
practices. There are, however, other datasets that have been used in many more ESE studies 
due to their wider public availability. While this open availability is positive in terms of 
facilitating research, the software engineering community has limited knowledge of how the 
data were collected or of any quality checks that were applied to them (see Section 3.3 for 
further details) – particularly when researchers do not return to the original source of the data. 
This motivated the provision of the comprehensive set of data assessment procedures 
described in Section 4.3. 
3.2 Prior Research on Time-related Effort Estimation 
Though numerous software effort estimation models have been proposed (Jørgensen and 
Shepperd, 2007), the number of studies that consider the relevance of time in effort estimation 
is negligible. Those conducted to date are now considered in order to provide a foundation for 
the empirical work reported in later chapters of this thesis. 
In an investigation of the (in)stability of model estimation residuals over time,  Kitchenham et 
al. (2002) sorted a set of projects by start date and split their dataset into four partitions based 
35 
 
on project age. Their results confirmed that the associated effort estimation models changed 
over time, with the model coefficient values varying over the four time periods considered. 
Moreover, the performance of the models, as measured by Adjusted R-squared, decreased 
over time, implying that a single model built for the entire dataset would likely be optimistic 
in terms of predictive accuracy over later projects. Due to this finding the authors proposed 
the use of moving windows in ESE modelling – although their study did not execute such an 
approach.  Maxwell (2002), on the other hand, used time in two different approaches to effort 
estimation. First, project timing (as in the start year of each project) was used as an 
explanatory variable in model construction, resulting in a very accurate model as measured by 
Adjusted R-squared. Second, project timing was used to chronologically split a dataset into 
training and test subsets, where the training set comprised of data from projects that were 
started on or before 1991. Effort estimation models were built using this subset and were 
compared with models built using the entire dataset. The results indicated that some of the 
values of the models’ coefficients remained the same while a number of others differed; again 
implying that time is relevant to software effort estimation model development. As a result 
Maxwell (2002) recommended the use of the last five to ten years of project data for model 
development. These two studies (Kitchenham et al., 2002; Maxwell, 2002) could be said to be 
pioneers in giving attention to the potential use of time in software effort estimation. 
In their study of analogy-based effort estimation (Auer and Biffl, 2004; Auer et al., 2006) 
used the order of project identifiers in a dataset as a proxy for time in developing models 
based on a growing portfolio of projects. Although this served their purpose, by enabling 
them to detect volatility associated with project feature dimensions and how it affects the 
accuracy and reliability of effort estimation across time, it is impossible to verify whether 
arrangement of the projects in this way actually represents the chronological order in which 
the projects were completed, particularly as the ordering of the Kitchenham dataset based on 
project completion differs from that presented according to the ordering of project identifiers 
(Song et al., 2013). 
Five machine learning algorithms (Multilayer Perceptron (MLP), Regression trees (RT), k-
nearest neighbour (kNN), Bagging + MLP and Bagging + RT) were applied by (Song et al., 
2013) to assess the impact of tuning parameters on software effort estimation across different 
time periods. The results were inconsistent, as some of the algorithms were more sensitive to 
different parameter values. This reinforces the importance of considering the stability and 
sensitivity of models developed when taking time into account.  
36 
 
A series of studies investigating time-based effort estimation has been conducted by Lokan 
and Mendes ( Lokan and Mendes, 2008; Lokan and Mendes, 2009a; Lokan and Mendes, 
2009b). Chronological splitting was applied to the ISBSG 10 (http://www.isbsg.org) dataset 
to assess the effect of using cross-company data to estimate the effort of single-company 
projects (Lokan and Mendes, 2008). Models were assessed against two benchmarks; leave-
one-out cross-validation and leave-two-out cross-validation. Chronological splitting was 
performed by using the start date of the project to be predicted. There was no difference in the 
results of the cross-company and single company models when evaluated using absolute 
residuals. The use of z values as an accuracy measure, however, led to a finding that the cross-
company models and the two cross-validation models performed better than the single-
company models. (In addition to being an interesting finding this indirectly indicates the 
problems that can arise when choosing accuracy measures in evaluating effort estimation 
models.) Lokan and Mendes (2009a) also compared further types of chronological splitting in 
software effort estimation: project-by-project and date-based. The results indicated that 
neither approach is superior when applied to effort estimation. Using later split dates provided 
better prediction models than early split dates, leading the researchers to recommended the 
use of date-based splits in forming training and testing sets. This approach has been used in 
this present research where the year of project completion has been employed in splitting the 
projects into training and testing sets. 
Lokan and Mendes (2009b) then applied a moving window of the most recently completed 
projects to new projects in their effort estimation studies. They found significant improvement 
in the accuracy of the moving window models.  MacDonell and Shepperd (2010) used two 
time-based methods – sequential accumulation of projects over time and a constant moving 
window of size five – on a proprietary dataset and obtained improved results over managers’ 
estimates, especially for the moving window approach compared to a LOO approach. The 
moving window model overestimates the actual effort by 7% whilst the more optimistic LOO 
model rather underestimates the actual effort by 17%.  
Amasaki (2012) replicated the moving window approach of Lokan and Mendes (2009b) on 
two publicly available datasets: Kitchenham and Maxwell. The windowing approach was 
found to be better for both datasets as compared to using all the available data in building 
effort estimation models, though the estimation for the Maxwell dataset was better than that 
for the Kitchenham dataset. This may imply that the accuracy of a moving window approach 
is dependent on the characteristics of the dataset under consideration. 
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Two further studies explored the use of duration-based moving windows on the accuracy of 
effort estimation (Lokan and Mendes, 2012, 2014). The first study used only the ISBSG 10 
dataset whilst the second study replicated the first study by including a new dataset (the so-
called ‘Finnish’ dataset). For the ISBSG dataset, the accuracy of effort estimation improved 
for windows of longer duration whilst for shorter duration windows, the results were not 
significantly different. Fixed-size windows were found to provide better estimates than 
duration-based windows. For the Finnish dataset, neither the duration-based windows nor the 
fixed-size windows provided any improvement in effort estimation accuracy. While these two 
studies further reinforce the need to consider time in effort estimation they also add evidence 
to the phenomenon of conclusion instability, given the mixed results achieved across variants 
of data sets, approaches and accuracy indicators. 
Finally, transfer learning was evaluated using analogy-based effort estimation (Kocaguneli et 
al., 2014) with one of the objectives being to assess the utility of using old data in the models 
developed for new projects. Two datasets (COCOMO81 and NASA93) were each split into 
two to represent different time periods. The results indicated that, if using an instance transfer 
learner, a substantial number of older observations was transferred across time, leading the 
authors to advise against the discarding of old data in effort estimation.  In light of this result 
the present research builds effort estimation models by both accumulating projects over time 
and discarding old project records, so that the effect of each approach can be assessed. 
The empirical work reported in subsequent chapters of this thesis is intended to add to the 
body of research on time-aware software effort estimation in that it addresses prior result 
inconsistency – some studies have noted improvements in estimation outcomes, while in 
others the results were either mixed or negative in terms of working with time information. 
This present research also employs five datasets to increase the potential for result 
generalization – the maximum number of datasets used in prior studies is two, with most 
studies using just one dataset. The research generally follows the two modelling approaches 
used by MacDonell and Shepperd (2010), except that the moving window approach 
employed, and presented in Section 5.1, is dynamic as compared to the fixed window size 
used in MacDonell and Shepperd (2010) and earlier similar studies. The time-aware effort 
estimation analyses presented in this thesis (Chapter 5) also present a more granular means of 




3.3 Data Quality Practices as reported in the Empirical Software 
Engineering Literature 
This section presents a literature review concerned with the reporting of three elements of 
data quality in empirical software engineering: data collection; data pre-processing and data 
quality issue identification or assessment. According to the goals of evidence based software 
engineering, as espoused by Kitchenham et al. (2004), there is a growing opportunity to 
incorporate the best research results into industrial practice, to enhance effective decision 
making during software development and maintenance so as to ensure that the delivered 
software is acceptable and provides value to its end-users. Such goals will only be achieved, 
however, if the evidence is collected, aggregated and presented in a systematic way, and is of 
the highest quality. With this overall intent in mind, this literature review followed the 
methodology of a systematic literature review, although the duration of the review is limited 
to the period covering January 2007 to December 2014. The aim of the review was to identify 
evidence of data collection reporting, data pre-processing and data quality issue identification 
in ESE studies. The results of the review are also reported with a particular emphasis on 
whether there are associations between these three elements of data quality. It is hoped that 
this review could be useful to both practitioners and researchers: practitioners should be 
informed of the state of research and be conversant with (and may then help prevent) the 
problems that have plagued ESE datasets; and it offers researchers the opportunity to know 
the extent of research with respect to data quality and to identify gaps for further research. 
The protocol for the search, study inclusion, data extraction and evaluation of studies are 
presented as follows.  
3.3.1 Inclusion Criteria and Research Questions 
Studies included in the review must have been designed to estimate, predict or model some 
aspect of software engineering phenomena, such as effort/cost estimation and defect 
prediction. In addition, studies introducing measurement programmes or systems are also 
included, as are studies analysing or evaluating some aspect of ESE datasets or data quality. 
Studies that provided comment on previous research are excluded along with comparative 
studies that did not validate their results using ESE datasets. Similarly, studies that used only 
artificial datasets as well as studies based on expert judgement are excluded. 
This review sought to answer the following primary research questions RQ1-RQ7: 
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 RQ1: Do ESE researchers assess the quality of datasets prior to their use in modelling? 
 RQ2: What is the dominant data quality issue? 
 RQ3: How often are datasets pre-processed prior to modelling? 
 RQ4: Are data collection procedures reported in ESE papers? 
 RQ5: Is data collection reporting associated with data pre-processing? 
 RQ6: Is data collection reporting associated with data quality issue identification? 
 RQ7: Is data pre-processing associated with data quality issue identification? 
A secondary question RQ8 was derived based on the extracted central theme of the papers 
with a view to ascertaining whether this might be associated with consideration of the three 
major elements of data quality (data collection reporting, data pre-processing and data quality 
issue identification): 
 RQ8: Is a study’s research theme associated with the three elements of quality under 
consideration? 
3.3.2 Search Strategy 
Papers were searched manually by reading titles and abstracts of all issues of papers from 
selected journals and conferences, an approach proposed by (Jørgensen and Shepperd, 2007) 
as being appropriate when seeking coverage completeness. Table 1 shows the total numbers 
of papers selected from each journal or conference. 
These potential candidates were read thoroughly to decide whether or not to include them in 
the review. The search settled on a total of 282 studies. The choice of publication venues 
considered in the review was based on previous studies (Catal and Diri, 2009a; Jørgensen and 
Shepperd, 2007;  Kitchenham, 2010; Liebchen and Shepperd, 2008; Mair et al., 2005) that 
found that most relevant ESE studies appeared in these journals and conferences. The review 






                                 Table 1. Journal/Conference Papers in Review 
Journal/Conference Number 
Empirical Software Engineering 35 
Journal of Systems and Software 25 
Information and Software Technology 27 
IEEE Transactions on Software 
Engineering 
26 
Software Quality Journal  14 
IEEE Software 4 
Total from Journals 131 
International Symposium on 
Empirical Software Engineering and 
Measurement (ESEM) 
73 
International Workshop/Conference on 
Predictor Models in Software Engineering 
(PROMISE) 
65 
International Conference on Evaluation 
and Assessment in Software Engineering 
(EASE) 
13 
Total from Conferences 151 
Grand Total 282 
 
3.3.3 Classification of Papers 
In order to answer the research questions, the studies are classified according to several 
categories: whether data collection procedures were reported, whether data were pre-
processed, and whether data quality was assessed or identified prior to use in modelling. The 
central theme of each study was also noted (being one of effort estimation, software quality 
(commonly, but not exclusively, defect prediction), measurement programme/system, and 
data quality). In addition the studies are categorized into two groups according to the 
accessibility of the datasets used (being public or private). Any dataset that any researcher can 
have access to, be it in a repository or reported in a published paper or that can be extracted 
from a version control system or some other source is termed public. Private datasets refer to 
all such datasets that a researcher cannot easily access to replicate a study.  
3.3.4 Review Process Threats to Validity 
The major threat to the validity of the review arises from the chance that relevant and 
important studies have been missed, bringing the results into question. This may have 
occurred due to the limited number of years covered by the study, the limited number of 
publication venues considered, and the conscious or accidental exclusion of relevant studies. 
Although this study considered papers published only between 2007 and 2014, the selected 
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venues are based on previous studies (Catal and Diri, 2009a; Jørgensen and Shepperd, 2007; 
Kitchenham, 2010; Liebchen and Shepperd, 2008; Mair et al., 2005) in order to source from 
the most important outlets for empirical software engineering papers. The adoption of the 
(Jørgensen and Shepperd, 2007) approach, requiring an issue-by-issue manual search, should 
increase the potential of including all studies that satisfied the inclusion criteria.  A total of 
282 papers were identified as being relevant and, while this number is limited by the 
constraints imposed in adopting a targeted approach, it is believed that this volume of studies 
has sufficient breadth, depth and currency to provide a reasonable and up-to-date assessment 
of the research community’s consideration and treatment of ESE data quality. The techniques, 
datasets and modes of reporting empirical software engineering research have not changed 
dramatically from the past (i.e., before 2007 in terms of this review), and it is our contention 
that the findings reflect current or recent industry and research practice in dealing with issues 
of ESE data quality. It is worth noting that executing the data extraction process was also 
time-intensive, because the information that was sought was not systematically presented in 
most of the papers. 
Some of the papers under consideration used multiple datasets in which, for instance, data 
collection reporting was provided in regard to some of the datasets but not others. In such a 
situation the study is classified as having reported data collection, because it is deemed that 
the researcher(s) were aware of the need to report such information. (In fact there were very 
few studies that had this issue.) The same approach to classification has been applied to the 
other elements of pre-processing and data quality issue identification. 
3.3.5 Review Results 
As noted above, a total of 282 papers were evaluated, comprising 131 journal papers and 151 
papers drawn from conference proceedings. Figure 8 illustrates the number of selected papers 
published per year in the review. The majority of studies in the review used only public 




Figure 8. Number of papers per year 
 
Figure 9 shows the numbers of studies that reported on each of the three data quality elements 
under consideration here. The reporting of data collection procedures was particularly 
prominent in 2013, though it is not the year with the most published papers. In contrast, 2009 
was a year in which low numbers of studies addressed data quality in any way. The year 2008 
saw the highest number of papers published that reported on both data pre-processing and 
data quality issues.  
 
Figure 9. Data quality reporting trends 
 
A visual interpretation of Figure 9 implies, among other things, that the more that pre-
processing was addressed, the more data quality issues were also identified. This could mean 
that the objective of pre-processing is to identify data quality problems. There seems to be no 
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two elements being considered, according to Figure 9. Each of these potential associations is 
investigated in the sections that follow. 
3.3.6 Data Quality Assessment 
 RQ1: Do ESE researchers assess the quality of datasets prior to their use in 
modelling? 
More than half of the reviewed studies (157 of 282, or 56%) did not report on the quality of 
the datasets being used; rather, the data was used as obtained for the chosen modelling task. 
The remaining studies (125, or 44%) raised possible issues of dataset quality, highlighting the 
quality challenges encountered and in some cases describing the steps taken to resolve them. 
Sixty-four (64) of the papers that highlighted issues of data quality consist of at least one 
dataset from either the PROMISE and/or the International Software Benchmarking Standards 
Group (ISBSG) repositories. The PROMISE and ISBSG repositories have become two of the 
most widely used sources of datasets in empirical software engineering studies in the last 
decade. What is also encouraging is that more and more software engineering studies are 
employing more than one dataset in the evaluation of models. That said, the more recent 
consideration of datasets drawn from open source software repositories is on the rise. There 
are data quality challenges associated with all of these sources, as detailed in some of the 
studies covered for this review. While it is incumbent upon researchers to use secondary data 
judiciously, it is clear from the above that in many studies (more than half, for the studies 
considered here) data quality is not given any explicit attention. Thus it would be ideal if 
repositories are populated as far as possible with clean, validated data to reduce the effort 
expended by researchers in addressing quality issues (if indeed they can) and also to improve 
the reliability of models generated from the data. 
3.3.7 Dominant Data Quality Issue 
 RQ2: What is the dominant data quality issue? 
The most frequently identified data quality issues are missingness (incompleteness) and 
outliers, these being noted in 38% and 28% of studies, respectively. This might be due to the 
fact that there are techniques that easily detect missingness and outliers as compared to, for 
instance, noise. Another reason might be that these are the predominant problems with 




Figure 10. Distribution of Data Quality Issues 
Figure 10 depicts the distribution of data quality issues identified in the reviewed studies. 
Noise/accuracy (14%), data quality metadata (9%), inconsistency (6%) and redundancy (5%) 
comprise the remainder of the distribution. Data quality metadata is noted only in relation to 
use of the ISBSG repository, so for this to constitute 9% of the reported data quality issues 
gives credence to the importance of the ISBSG repository in the empirical software 
engineering research community. 
3.3.8 Frequency of Dataset Pre-processing 
 RQ3: How often are datasets pre-processed prior to modelling? 
Pre-processing is reported to be a relatively common practice, with 67% of the reviewed 
studies noting some form of pre-processing of the data prior to its use.  The form of pre-
processing varied widely and included: 1) the removal of outliers and/or missing data; 2) the 
selection (subset selection) and possible reduction of features through the application of 
techniques such as principal component analysis, curvilinear component analysis, filtering, 
log filtering, stepwise subset selection, and row and column pruning; 3) normalization of 
datasets; 4) oversampling and undersampling to balance datasets; 5) transformation of data 
distributions through the application of log transform, square root transform and lognormal 
distributions to address skew and kurtosis; and 6) discretization of continuous data into 
discrete data bins to enable the use of particular analysis methods.  
It can be deduced from the above that software engineering datasets are frequently not in a 
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consequence of data loss or error – to be appropriate for specific analysis and modelling 
methods.  
3.3.9 Reporting of Data Collection Procedures 
 RQ4: Are data collection procedures reported in ESE papers? 
In total 130 studies (representing 46% of those reviewed) reported on their data collection 
procedures, although the extent of the description varied substantially, particularly in respect 
to whether the collection procedure could be replicated.  The remaining studies (54%) did not 
describe how the datasets used in those studies were collected. Most studies that did not report 
on their data collection procedures used data from the PROMISE and ISBSG repositories; in 
these cases a description of the attributes or variables being used in the modelling was 
normally (though not universally) provided. 
A total of 89 studies extracted data from version control systems (CVS), defect tracking 
systems, configuration management systems, source code repositories, issue tracking systems 
and the like. Of these studies, 75 reported their data collection procedures, representing 58% 
of all studies that reported their data collection in the review. Data collection reporting 
therefore appears to be a majority practice for studies that extract data from version control 
systems or similar. 
Software engineering data can be collected in a variety of ways; through surveys and 
interviews, from measurement systems, and extracted from repositories. In turn these data sets 
are sometimes hosted in repositories such as PROMISE, ISBSG, CSBSG or Tukutuku to 
enable their use by both researchers and practitioners. For instance, construction of the 
Tukutuku database of web project effort estimation data (Mendes and Mosley, 2008) was 
initiated when the authors conducted two surveys to determine the most important metrics for 
web development projects, and the outcomes of these surveys were then validated by two 
industrial case studies. This then resulted in the development of web entry forms used to 
gather metrics from web companies across the globe. The ISBSG database also provides 
forms for organizations that wish to submit data, and a similar process has been adopted by 
the CSBSG repository (Yang et al., 2008). Data  used in effort estimation are known to be 
collected from a variety of other sources such as engineering lab books, manufacturing logs, 
project files and from the documentation of project processes, as was undertaken by Berlin et 
al. (2009). Since the data were collected by the researchers at the end of projects it had to be 
supported by written evidence from project personnel, and some of this evidence was simply 
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recollections of what transpired during the projects. While the attempt to provide evidence to 
make the data credible is laudable, it would be better for the processes to be documented 
during the projects themselves, since recollections at the end of projects could be misleading.  
In this respect measurement systems, such as PROM and Hackystat  (di Bella et al., 2013; 
Scott and Johnson, 2007), which collect project data relating to developer activities 
automatically, without requiring developers to submit the data themselves, are a potentially 
important step forward in the collecting software engineering data. The widespread adoption 
of such systems has the potential of increasing the credibility associated with software 
engineering datasets.  
Data collection reporting for studies utilizing a CVS typically includes information about the 
tool that was used to extract the data, the name of the system or repository from which the 
data was drawn, and the metrics or variables extracted. Shin and Williams (2013), for 
instance, used a commercial tool Understand C++ to extract code churn metrics about 
Firefox files from a CVS repository. A challenge with extracting data from version control 
systems and the like is that, due to the diverse metrics that might be required for each 
particular analysis, researchers have to write separate scripts or purchase different tools to 
support such data extraction and analysis, especially as some of the tools are programming 
language dependent. At present, there are no universal tools to resolve this problem. 
3.3.10 Data Collection Reporting and Data Pre-processing 
 RQ5: Is data collection reporting associated with data pre-processing? 
The objective in this instance is to determine if there is an association between the reporting 
of data collection procedures and the pre-processing of data. This essentially reflects an 
assumption that interest in or awareness of the processes needed to collect data might lead to 
recognition of the need to pre-process the data prior to modelling. A Chi-square test of 
independence was conducted to establish this based on the data depicted in Table 2. The null 
hypothesis and the alternate hypothesis are given as follows: 
Ho: Data collection reporting is independent of data pre-processing. 










Data Collection reported 82 48 
No report on Data Collection 106 46 
 
A statistical significance level of 0.05 and degrees of freedom of 1 were used. A Chi-square 
value of 1.40 and a p-value of 0.24 were obtained.  In light of this result, with the p-value 
greater than 0.05 (0.24 > 0.05), the null hypothesis is accepted.  It is therefore concluded that 
there is no association between the reporting of data collection procedures and the pre-
processing of data. 
 
3.3.11 Data Collection Reporting and Data Quality Issue Identification 
 RQ6: Is data collection reporting associated with data quality issue identification? 
In order to determine whether studies that reported on data collection also identified data 
quality issues in their datasets, a further Chi-square test of independence was conducted, using 
the data shown in Table 3. The null hypothesis and the alternate hypothesis are: 
Ho: Data collection reporting is independent of data quality issue identification. 
Ha: Data collection reporting is associated with data quality issue identification. 
A significance level of 0.05 and degrees of freedom of 1 were once again used. A Chi-square 
value of 15.98 and a p-value of 0.000064 were obtained.  Since the p-value is less than 0.05 
(0.000064 < 0.05), the null hypothesis is rejected and the alternate accepted, concluding that 
there is a statistically significant association between data collection reporting and data 
quality issue identification. 







Data Collection reported 41 89 




3.3.12 Data Pre-processing and Data Quality Issue Identification 
 RQ7: Is data pre-processing associated with data quality issue identification? 
In order to establish whether there is a relationship between studies that pre-processed data 
and the identification of data quality issues in these papers, we conducted another Chi-square 
test of independence based on the data in Table 4, to address the following hypotheses: 
Ho: Data pre-processing is independent of data quality issue identification. 
Ha: Data pre-processing is associated with data quality issue identification. 







Data Pre-processed 103 85 
No Data Pre-processing 22 72 
 
A significance level of 0.05 and degrees of freedom of 1 were applied. A Chi-square value of 
25.01 and a p-value of 0.000001 were obtained.  Since the p-value is less than 0.05 (0.000001 
< 0.05), the null hypothesis is rejected and the alternate hypothesis accepted, concluding that 
there is a statistically significant association between data pre-processing and data quality 
issue identification. This confirms the result determined visually from Figure 9. 
3.3.13 Theme of Study and Elements of Quality 
 RQ8: Is a study’s research theme associated with the three elements of quality 
under consideration? 
Four classes have been derived for the central theme of the studies reviewed. The Data 
Quality class encompassed papers that have their major theme as assessing or improving the 
quality of ESE datasets. For instance, studies that introduced imputation techniques or noise 
handling techniques were included under this theme. All papers that estimated effort, 
schedule, duration and size were grouped under Effort Estimation. Studies that introduced 
measurement programs or systems were grouped under Measurement Programme/System. 
Papers that addressed the improvement of software quality, via defect prediction, fault 
estimation and the like, were all grouped under Software Quality. The number of papers in 
each theme class is shown in Table 5. 
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                                         Table 5. Classification by Theme of Papers 
Theme of Paper Number 
Data Quality 18 
Effort Estimation 110 
Measurement Programme/System 4 
Software Quality 149 
Multiple 1 
 
None of the eighteen papers whose central theme is Data Quality reported how the data to be 
analysed was collected. Sixteen of these papers applied pre-processing methods before 
assessing the quality of the data: five papers addressed missingness and another five, outliers; 
one addressed noise; three papers dealt with several quality issues (Gray et al., 2011; 
Rodriguez et al., 2014; Shepperd et al., 2013); two considered the treatment of duplicate data;  
one employed the use of metadata quality criteria from the ISBSG repository; and another 
paper considered the privacy of data or commercial sensitivity used in empirical software 
engineering research (Peters et al., 2013). 
Only twenty-seven of the 110 papers (or 25%) on Effort Estimation or similar reported their 
data collection procedures, meaning 83 studies provided no information regarding how the 
data was collected. Of those papers that did not report, 65 used datasets drawn primarily from 
the PROMISE and ISBSG repositories. The datasets in these two repositories are secondary 
data, accounting to at least some degree for the fact that researchers do not report how the 
data was acquired. That said, the wide availability of such data from third party sources does 
not absolve the researcher of their responsibility to consider and take account of the reliability 
of its acquisition. While some documentation is provided concerning data collection for some 
elements of these repositories it is neither comprehensive nor consistent. Eighty-four (84) of 
the 110 Effort Estimation papers (76%) carried out some form of pre-processing of the data 
prior to its use for modelling, and again the majority of these studies utilized data drawn from 
the PROMISE and ISBSG repositories – this provides ample evidence that researchers are 
aware of the unsuitability of the ‘raw’ data – that is, as provided or extracted – for modelling, 
and as such changes are required to adapt them for the task at hand. Seventy-two (72) of the 
Effort Estimation papers (65%) raised at least one issue of concern regarding the quality of 
the datasets, implying that around two-thirds of researchers working on this theme are aware 




Just four papers addressed Measurement Programmes/Systems. All four reported insights 
related to data collection procedures. One indicated some level of pre-processing, primarily 
because it reported on a measurement system that incorporated both data collection and 
analysis, and two of the four studies raised issues of data quality. 
A total of 149 papers are classified under the theme of Software Quality. Ninety-nine (99) of 
these studies (66%) reported on their data collection procedures. Eighty-seven (87) studies 
(58%) performed pre-processing of the data, but only 33 studies (22%) raised concerns about 
issues of data quality.  All but two of the 99 papers that reported on their data collection 
procedures extracted data from version control systems, defect tracking systems, issue 
tracking systems, configuration management systems, source code repositories or similar. 
Seventy-seven (77) of these 99 studies did not raise any data quality concerns regarding their 
datasets – this could be attributed to an assumption that, since the researchers extracted the 
data themselves, they assumed it to be correct. This is, however, contrary to the quality 
problem expressed by Mizuno et al. (2007) regarding the difficulty of keeping track of all 
faults in version control systems.  In general it appears that data quality consideration is a 
minority practice among studies that utilize data from source code repositories, version 
control systems and so on. 
One paper was classified as having multiple themes as it addressed both effort estimation and 
defect prediction (Menzies et al., 2013). It used data from the PROMISE repository and did 
not report on any of the three quality factors being considered in this chapter. 
3.4 Discussion of Data Quality Reporting 
Just 31 studies, equating to around 11% of those reviewed, reported on all three factors of 
data quality that comprise the themes of this targeted study. Fewer than half of the studies 
(44%) reported any consideration of data quality, confirming the Liebchen and Shepperd 
(2008) finding that data quality consideration is a minority practice in the ESE research 
community. The majority of the studies that highlighted issues of data quality used datasets 
drawn from the PROMISE and ISBSG repositories, signifying that there is a degree of 
acknowledgement among researchers of the data quality challenges that can arise with the use 
of publicly accessible repositories. While data incompleteness was the most frequently 
identified quality issue in ESE datasets, most studies did not address the cause(s) of 
incompleteness (or at least this was not discussed). Awareness of the cause of incompleteness 
is the first step to reducing its occurrence. Knowing the cause has the potential to lead to the 
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development of suitable preventative measures as well as the use of appropriate imputation 
techniques to ameliorate this situation. 
Several pre-processing techniques are applied regularly to the datasets employed in ESE 
studies. About two-thirds of the papers reviewed (67%) reported some form of pre-processing 
being applied to the data. The reasons for pre-processing were either to improve the general 
quality of the datasets or to transform the data into an appropriate format to suit the 
parameters of the modelling task at hand. 
Data collection reporting was a minority practice among the studies reviewed here. For those 
that did report on data collection procedures, most tended to describe how the data was 
collected, but not the challenges or problems associated with data collection, making it 
difficult to attribute data quality issues to data collection. Data collection reporting is a 
predominant practice in studies that extracted data from version control systems, issue 
tracking systems and so on. In contrast, there was no data collection reporting in the studies 
that used the PROMISE and ISBSG repositories – this can perhaps be attributed to the fact 
that these ESE researchers are working with secondary data and as such are not directly 
involved in the data collection process.  
This review found no association between the reporting of data collection procedures and 
studies that pre-processed the dataset(s). In contrast, data collection reporting is associated 
with the reporting of data quality issues in the papers under review. The review also identified 
an association between data pre-processing and papers that identified data quality issues. 
3.5 Summary 
This chapter has reviewed the relevant literature by presenting work that has considered data 
quality in general as a challenge to the quality of models built in ESE. Several data quality 
issues that arise in relation to ESE datasets were identified and in some cases remedies were 
provided. Previous studies have typically identified and addressed a subset of problems 
associated with datasets. 
The few studies that have considered time in effort estimation modelling have also been 
reviewed, and their conclusion instability was noted: while some studies found the use of 
time-based information to improve effort estimation other results found the contrary. Some of 
these studies used project dates to partition projects into training and testing sets, while the 
duration of projects was also considered in model development. Moving windows, a method 
which considers the most recently completed projects in model development, have also been 
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proposed. While all these approaches have highlighted the importance of time in model 
development, these approaches are typically static, and as such this thesis employs a dynamic 
process to the moving window approach (in the chapters that follow). 
Finally, the chapter reports the details of a targeted systematic literature review that was 
conducted to provide evidence regarding the reporting of data quality practice in the ESE 
literature. The review focused on the reporting of data collection, data pre-processing and data 
quality identification or assessment. Though the review followed a systematic procedure, it 
was restricted to a defined period, between January 2007 and December 2014, and a selected 
range of journals and conference proceedings. The search identified a total of 282 papers 
(listed in Appendix B) that were each assessed for the three quality elements. This review 
revealed that data pre-processing has received considerable attention in the ESE research 
community. The same cannot be said, however, regarding data collection procedures and the 
identification of data quality issues; both aspects need to be given greater attention. Problems 
encountered during data collection and use need to be reported to stimulate research into 
finding ways to address these problems. The fact that more than a third of the studies 
reviewed (36%) employed private datasets is also of concern; this signals that there is still a 
substantial number of studies that cannot be replicated to help improve the practice of 
software engineering. This is problematic in that replication is a key requirement of sound 
science. Increasing the public availability of datasets that have also been enhanced through 
improved collection, cleaning and transformation procedures will lead to more reliable 











Chapter 4. Quality Benchmarking of Software Effort 
Prediction Datasets 
4.1 Introduction 
The challenges associated with the collection and use of empirical software engineering 
(ESE) datasets have been documented in several recent publications (Gray et al., 2012; 
Liebchen and Shepperd, 2008; Peters et al., 2013). Problems such as noise, outliers and 
missingness (or incompleteness) have been given particular attention by the ESE research 
community, both in terms of their detection and their resolution (Buglione and Gencel, 2008; 
Khoshgoftaar and Van Hulse, 2005; Liebchen and Shepperd, 2008; Liebchen and Shepperd, 
2005; Van Hulse and Khoshgoftaar, 2011), while other problems such as timeliness, 
provenance, inconsistency and commercial sensitivity have been largely overlooked. The 
recently proposed taxonomy (Bosu and MacDonell, 2013a) which was the subject of Chapter 
2 of this thesis identified a number of distinct data quality challenges exhibited in respect of 
ESE datasets. This Chapter applies the taxonomy to some ‘classic’ datasets, found primarily 
in the PROMISE1 repository, that have been widely used in studies of software effort 
estimation2. These datasets have been deliberately selected because they are easily accessible 
and (so) are frequently used in ESE models. The aim is to benchmark these datasets against 
the elements of the taxonomy with the goal of evaluating their quality. This objective is to 
highlight any areas of general concern for the overall collection of datasets and also indicate 
specific shortcomings for each dataset. Another objective is to gain some insight into the 
utility of the taxonomy as a benchmarking mechanism. In providing a benchmark of this 
nature, researchers and practitioners will be able compare the quality of new datasets with 
these classic alternatives. This should lead to more informed decisions as to whether or not to 
use a given dataset in ESE models. 
Although a range of techniques have been proposed to identify or assess the various quality 
characteristics of ESE datasets there is no single ‘front-runner’ technique for any of the data 
quality issues in the taxonomy. As a result this study employ what are considered to be among 
the best practice technique(s) (described in Section 4.4) with a view to assessing the quality of 
these widely used datasets. It is hoped that researchers and practitioners would then use 
                                                 
1 http://openscience.us/repo/ 
2 While “estimation” and “prediction” have slightly differing meanings, in that the latter explicitly refers to the forecasting of 
a future occurrence, the two terms are used interchangeably here given that many studies actually utilize secondary data 
sets collected in the past in their analyses (and so, strictly speaking, are analyses of estimation rather than prediction). 
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appropriate techniques, such as these, in assessing the quality of their own datasets, and to in 
fact develop or utilize new and better methods of data collection; in the meantime, however, 
the objective of this benchmarking exercise is to illustrate and so promote an holistic 
assessment of data quality prior to modelling.  
To the best of our knowledge this is the first study in ESE that has sought to holistically 
assess the state of quality of a number of commonly used datasets; most prior studies have 
addressed a limited range of issues, or quality concerns associated with one, perhaps two, 
datasets. It is also the first study to explicitly advocate the use of a non-proprietary template to 
guide the collection and submission of datasets, in order to ensure that their quality across 
multiple relevant dimensions is made clearly ‘visible’. 
The rest of the chapter is organized as follows. Section 4.2 describes the datasets selected for 
assessment. Section 4.3 presents the best practice methods used in assessing the quality of the 
datasets. The discussion of the results of this assessment is presented in Section 4.4. Section 
4.5 presents the inconsistencies in the reporting of information concerning software 
engineering datasets. Section 4.6 proposes a template that should aid in the collection and 
submission of datasets in the future. Finally, the summary of the Chapter is presented in 
Section 4.7. 
4.2 Dataset Description 
The thirteen datasets used in the quality benchmarking exercise in this Chapter have all been 
used previously in ESE research (Amasaki, 2012; Miyazaki et al., 1994; Prabhakar and Dutta, 
2013; Shepperd and Schofield, 1997). The choice of datasets is informed by a prior study 
reported in 2005 (Mair et al., 2005) that identified nine of the datasets as being among those 
most widely used in software effort estimation, noting that the COCOMO81, Desharnais, 
Kemerer and Albrecht datasets were the most widely used of all.  The China dataset, although 
comparatively new (being made available in the PROMISE repository in 2010), has also been 
included in this assessment because it consists of 499 records – a large number relative to 
most other publicly available software engineering datasets. All the datasets assessed in this 
Chapter have recently been used together in a number of individual studies by (Kocaguneli et 
al., 2013; Kocaguneli et al., 2014; Kocaguneli and Menzies, 2013), thus emphasizing their 
continuing utility to effort estimation studies. An introduction to each of the datasets is 
provided in this Section (in alphabetical order of the commonly used dataset name). Twelve 
of the datasets have been drawn from the PROMISE repository. (Note that two datasets, 
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Desharnais3 and the Finnish datasets, were available at a previous instance of the PROMISE 
repository but are no longer accessible.) This study also uses the International Software 
Benchmarking Standards Group (www.isbsg.org) release 9 dataset, herein referred to as 
ISBSG9. All of the datasets contain information reflecting some measure(s) of system 
size/scope and of development effort and, as such, these attributes are not emphasized in the 
description of the datasets. Information concerning the period in which projects were 
undertaken are stated in the description of datasets where it is known. The number of 
attributes varies greatly for the datasets – the Telecom dataset consists of only four attributes 
whilst the ISBSG9 dataset is made up of 99 attributes. This is noteworthy as it demonstrates 
the diversity of datasets and the non-uniformity in the properties collected by different 
software organizations. In counting the number of attributes, project or record identifiers are 
also included. While the number of attributes in each dataset varies from just a few variables 
up to 27 attributes (for Maxwell) and 99 attributes (for ISBSG9), typically only a small 
number are used in effort modelling. 
It is worth noting that the XBC dataset, which is analysed in the chapters that follow, is not 
considered in the present Chapter because it is a proprietary dataset. The benchmarking 
analysis has been designed to consider only commonly used publicly available datasets in 
order to facilitate replication and validation. 
 
The Albrecht dataset (Albrecht and Gaffney, 1983) comprises 24 records collected from 
projects undertaken in the 1970s at IBM Data Processing Services. The systems themselves 
were developed using the COBOL, PL/I and DMS programming languages. System size and 
complexity were measured using the function point approach proposed by Albrecht (Albrecht, 
1979).  
The China dataset comprises 499 projects characterized by 19 attributes. Among these the 
function point measures proposed by Albrecht (Albrecht, 1979) are again used to quantify 
system size. It is difficult to provide any further information concerning this dataset – papers 
that have used this data have provided no background information (Kocaguneli et al., 2012; 
Prabhakar and Dutta, 2013). (An email was also sent to Professor Tim Menzies, who has 
oversight of the PROMISE repository, and he confirmed that he had no background 
information on the China dataset and that he received the data in April 2010 without any 
further details.) 
                                                 




COCOMO81, proposed by Barry Boehm (Boehm, 1981), is a software sizing model that has 
been widely used in the estimation of cost, effort and schedules for software development 
projects (Huang et al., 2008).  The COCOMO81 calibration dataset used in the assessment 
conducted in this chapter is made up of 63 records. It has 19 attributes including fifteen cost 
drivers that are determined based on the characteristics of the proposed application. The size 
attribute of the COCOMO81 dataset is measured (or is estimated) in lines of code (LOC). 
The Desharnais dataset was collected by Jean-Marc Desharnais from ten organizations in 
Canada. The projects in this dataset were undertaken between 1983 and 1988.  The dataset 
consists of 81 records and twelve attributes, with size measured in function points. In most 
studies that employ this dataset, 77 of the 81 records are used because of missing data in four 
records (Shepperd and Schofield, 1997). In this study the version that is used in any particular 
analysis is described as part of the analysis. 
The International Software Benchmarking Standards Group dataset (ISBSG9) consists of 
software development and enhancement project data collected over several years, while the 
current larger version of the dataset, Release 13, includes project records collected from 32 
countries and across 7 different industry types (www.isbsg.org). The stated purpose of the 
ISBSG in compiling the dataset is to aid the software industry in estimating aspects of their 
projects such as their size, effort, duration and speed of delivery. The dataset is also said to be 
useful for benchmarking of projects – so that an organization might compare itself to ‘best 
practice’ as represented in the dataset – as well as in the effective planning and management 
of software projects via software productivity improvements, team size planning and project 
risk management. The dataset is available for a fee for commercial organizations. The current 
release of the dataset is made up of 6,760 projects, while the version that is used in this study 
is release 9 which comprises 3024 projects with 99 attributes. The size measures used for 
most of the projects are based on IFPUG function points, but other size measures include 
NESMA FPs, COSMIC-FP, Mark II FPs, LOC, Dreger and ‘Backfired’. That said, for 
reasons discussed later in the chapter, researchers often use a subset of the data for modelling, 
after applying several filters in order to arrive at the data of interest. 
The Finnish dataset was collected from nine firms in Finland by the TIEKE organization. 
Initially 40 records were collected, but missing values in some of the attributes of two projects 
(Kitchenham and Kansala, 1993) meant that their data were removed, leaving 38 records for 
analysis. This dataset consists of nine attributes, with size measured in function points. 
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The Kemerer dataset (Kemerer, 1987) was collected from an American Computer and 
Consulting firm that developed data processing software. The data was collected in 1985 and 
the oldest project at that time was started in 1981, with most of the projects starting in 1983. 
The projects were said to be medium to large in size based on source lines of code (measured 
in KSLOC). The dataset is made up of 15 projects with eight attributes.  
The Kitchenham dataset (Kitchenham et al., 2002) was collected from American-based 
multinational Computer Sciences Corporation (CSC). This dataset contains information 
related to 145 software development and maintenance projects that CSC undertook for several 
clients. There are 10 attributes considered and the size attribute was measured in function 
points. The attributes also include start date and estimated completion dates, and the projects 
were undertaken between 1994 and 1999. 
The Maxwell dataset was collected from a Finnish commercial bank. It is made up of 62 
projects represented by 27 attributes (Maxwell, 2002). There are twenty-two categorical 
attributes that were asserted to have an influence on software productivity. The size attribute 
was again measured in function points. The start years of projects were between 1985 and 
1993.  
The Miyazaki94 dataset was collected by Fujitsu’s Large Systems Users Group (Miyazaki et 
al., 1994). The data was obtained from 48 COBOL systems developed in 20 different 
organizations and across multiple departments within those organizations. There are nine 
attributes for each project/system; the size attribute was measured in the number of COBOL 
source lines of code (in thousands). 
The NASA93 dataset was collected by NASA from five of its development centers 
(Kocaguneli et al., 2012; Minku and Yao, 2013). It comprises 93 projects undertaken between 
1971 and 1987. The dataset consists of 24 attributes of which 15 are cost drivers, as the 
approach is based on that used in COCOMO81. The size attribute was measured in 
(estimated) lines of code. 
The SDR dataset was collected from five software organizations in Turkey and is based on 
the COCOMO II format, having 22 of its 25 attributes as cost drivers (Kocaguneli et al., 
2012; Minku and Yao, 2013). There are twelve projects in this dataset and the size attribute 
was measured in (estimated) lines of code. 
The Telecom dataset (Shepperd and Schofield, 1997) consists of data on 18 software 
enhancement projects that were undertaken on a United Kingdom telecommunications 
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product. The version of the dataset used in this study comprises four attributes. Having said 
that, only the number of files attribute is used in effort estimation since the other three 
attributes are not available at the time that estimation would occur. 
4.3 Dataset Quality Assessment Approach 
This section discusses the methods and techniques that have been applied to the selected 
datasets in order to evaluate them against the taxonomy of Chapter 2 (Bosu and MacDonell, 
2013a). The intention is not to develop or promote any particular data quality assessment 
techniques; rather, the objective is to use known methods to establish the extent to which the 
data quality challenges identified in the taxonomy may be found in real, widely used datasets. 
This is important as it has been found previously in Chapter 3 (Bosu and MacDonell, 2013b) 
that data quality assessment is generally not reported in ESE publications. Thus, there is a 
tendency to simply adopt datasets for analysis without consideration – or perhaps even 
awareness – of their quality. 
In the analysis that follows, most of the available variables and records in each dataset are 
considered, with the exception of the ISBSG9 dataset where subsets of attributes and records 
are used.  While the ISBSG9 dataset includes 99 attributes, many records have missing values 
for a number of these characteristics (due to their not being applicable to a given project, or 
not being provided by the submitting organization). Therefore, a subset of the attributes 
(Functional Size, Summary Work Effort, Development Type, Development Platform and 
Language Type) are used in the determination of noise, whilst the (continuous) Functional 
Size and Summary Work Effort variables are considered in determining outliers. The 
independent variables selected are known from previous studies to have some degree of 
influence on effort (Letchmunan et al., 2010; Lokan and Mendes, 2009; Seo et al., 2008). 
Deng and MacDonell (2008) highlighted seven reasons why it might not be possible to use 
the entire ISBSG dataset for effort estimation, as follows: 
 Some variables are not normalized into atomic values. 
 Inconsistent recording of variable values 
 There are too many distinct levels for some variables 
 The contexts for some variable values are not discrete 
 Some variables are derived from other variables 
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 Some variables are not relevant for effort estimation 
 Some numerical variables have many missing values. 
The formalization of the ISBSG release 9 dataset by Deng and MacDonell (2008), with the 
objective of retaining as many data points and attributes as possible for software project effort 
prediction, resulted in the identification of twelve usable predictor variables. All of the 
attributes used here in the assessment of noise and in outlier identification were among those 
twelve variables. The total number of records retained by the same formalization was 2862 
out of the 3024 records in the ISBSG database. This number in fact represents a substantial 
proportion of those available, as most studies use fewer than 800 records for modelling. The 
quality assessment under the three classes of the taxonomy is presented next. 
Accuracy 
This taxonomy class considers noise, outliers, inconsistency, incompleteness and redundancy, 
each of which is now addressed in turn. 
Noise has been acknowledged as being difficult to determine in respect of ESE datasets 
(Liebchen et al., 2007), especially when they are used as a secondary source. Since it is 
difficult to be certain about noise in a dataset, the assessments undertaken in this study should 
be interpreted as a guide to the potential state of the datasets, rather than definitive statements 
that a dataset is noisy or otherwise. Even indicative noise assessments such as these are 
necessary, however, so that researchers and estimators are made aware of the nature of the 
datasets they are using, and if pre-processing might be beneficial in improving the quality of 
the data (and hence any models developed using that data). Following prior research two 
different approaches are employed in determining noise for the thirteen datasets selected here. 
The first approach is to examine whether any formulas used in deriving data are correct or 
violated the relational integrity constraint (Shepperd et al., 2013a), which are the stated 
rules/formulas or the expected outcome of a computation. The second technique utilizes data 
classification, where incorrect classification represents a proxy for noisy instances in the data, 
as implemented by Liebchen et al. (2007). This study employs decision tree (C4.5 algorithm) 
available as part of the Weka data mining toolbox to classify the datasets. The effort attribute 
is discretized because it is a continuous variable, is set as the class for all of the datasets. 
Preliminary analyses indicated that most of the datasets could be split into four classes or less, 
therefore the discretized effort attribute values are divided into four classes for all of the 
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datasets.  The classifier is then applied to the datasets using 5-fold cross validation. The 
percentages of the effort class that are incorrectly classified are deemed noisy.  
Prior to the application of the classifier, pre-processing is applied to some of the datasets. 
Project identifier attributes are removed from most of the datasets (China, Desharnais, 
Finnish, Kitchenham, Miyazaki94, NASA93, SDR and Telecom). As most studies that 
analyse the Desharnais datasets use the version with 77 projects the classifier is also applied 
to this version in this study. One outlier project was removed from the Kitchenham dataset. 
The prod, lnsize and lneff attributes are removed from the Finnish dataset because they are 
derived attributes that might destabilize the classification (since they are strongly correlated 
with the size and effort attributes). Blanks and zeros (0s) are removed from the selected 
attributes of the ISBSG9 dataset that is used in this study, leaving the remaining 1570 records 
for classification. 
Boxplots are generated using the R statistical tool to determine outliers in the datasets under 
consideration. The plots include the Effort attribute for all thirteen datasets as the target 
outcome variable of interest in software project effort estimation. In general, categorical 
variables and other attributes that have limited ranges of values are omitted from the plots, as 
follows: 
 The FPAdj and AdjFP of the Albrecht dataset are not included in the boxplot because 
there is a transformation relation between them and the RawFPcounts. 
 In the China dataset, the Resource and Dev_Type attributes are removed because they 
are categorical variables. N_effort is also excluded as it is a transformation of the 
Effort attribute. 
 The LOC and Effort attributes are those plotted for the COCOMO81 dataset because 
the other attributes are the cost drivers that are assigned according to a fixed range of 
values in relation to the application’s characteristics. 
 In the Desharnais dataset, TeamExp and ManagerExp are not plotted because they 
contain discrete values that range from 1 to 4 and 1 to 7, respectively. YearEnd is 
removed because it represents project completion date (and so is not known in 
advance).  The Ajustment and PointsAjust attributes have a relation with the 
PointsNonAjust and as such PointsNonAjust is plotted because it has not been 
subjected to any transformation. 
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 The hw (hardware type), at (application type) and co (function point contribution of 
each type) attributes in the Finnish dataset were not plotted because they are limited 
range categorical variables. The lnsize and lneff are the log transformations of size and 
effort respectively and as such they are not also plotted since our primary interest lies 
with original values or attributes (although it is worth noting that the log 
transformation is a valid pre-processing technique that is often a sensible choice in the 
case of highly skewed data distributions). The project delivery rate, prod is also not 
plotted because it is a derived attribute based on the effort and size attributes. 
 Size and Effort are the only attributes plotted for the ISBSG9 dataset due to the 
categorical nature and/or high proportion of missing values for many of the other 
characteristics (noted previously in this section). Note also that the Size and Effort 
records themselves contained several 0s and blanks and these are removed (leaving a 
total of 2407 records) before the boxplots are generated. It is worth noting that the 
number of records used in the boxplots is higher than that used in the determination of 
noisy records because five attributes are considered in finding the noisy instances 
whilst only two attributes are considered in the generation of the boxplots. 
 In the Kemerer dataset, Language and Hardware are categorical values and as such 
are not plotted. AdjFP, which is a transformation of the RAWFP, is also not included 
on the boxplot. 
 In the Kitchenham dataset, the Start_Date and Estimate_CDate attributes are not 
plotted because they represent dates rather than numeric values.  The Client, Type and 
Method attributes are categorical and so they are also not plotted. 
 In the Maxwell dataset, the Duration, Size and Effort are the only attributes plotted 
because Syear represents the start year of projects and the other attributes are 
categorical variables. 
 All the attributes of the Miyazaki94 and Telecom datasets are plotted. 
 Only the LOC and Effort attributes are plotted for the NASA93 and SDR datasets 
because the other attributes are either categorical or have limited ranges of values. 
In determining inconsistency original source information is sought about the data and 
variables so that it could be used in assessing the extent to which data might have ‘moved’ 
from its original state, or where questionable and/or repeated values had been included or 
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introduced. Most ESE researchers work with secondary data for which it is necessary to 
ensure that data to be used in modelling is as close to ‘ground truth’ as possible. Furthermore, 
if summary statistics are routinely provided with datasets this would enable users to easily 
check whether the data is likely to be true to the original, as these computations can be 
quickly performed on other versions of the data (similar to calculating a checksum). More 
generally, information that accompanies the data in the form of metadata, which explains the 
relevant details of the attributes and values of a dataset, would seem to be increasingly 
necessary as it further supports verification of the dataset. The proposed template in Section 
4.6 is one attempt at promoting the inclusion of such metadata. 
Incompleteness is relatively easy to determine as some of the datasets actually state the 
number of records with missing values. In addition, missing values are represented uniformly 
as “?” or null values in some of the fields (and such indicators are evident in most ESE 
datasets).  However, when missing values are represented – inappropriately – with zeros (0s), 
then domain knowledge or metadata is required to interpret such instances correctly. 
While the taxonomy considers duplicates and multicollinearity in datasets under the subject of 
redundancy, in this benchmarking exercise only duplicates are sought, because there is no 
intention at this point to build estimation models with the datasets. The advanced filter feature 
in Microsoft Excel is used to identify duplicate records. In any case, multicollinearity would 
be an issue only if certain, related variables are included in a given model. Though 
multicollinearity is not being given specific attention in this chapter, it is suggested that ESE 
researchers should routinely examine the correlations among independent variables once they 
have decided to develop prediction models. This should enable them to avoid introducing the 
destabilizing effects of multicollinearity in their models. 
Relevance 
The second of the three classes in the taxonomy considers the amount of data, its 
heterogeneity and its timeliness. 
A straightforward indication of the amount of data in each dataset is determined by simply 
counting the number of records; in some cases this information is helpfully stated in the 
metadata that accompanies datasets. Dataset size is an important consideration in terms of 
having a sufficient number of records to satisfy the assumptions of the various modelling and 
analysis methods that are used in effort prediction. In assessing heterogeneity, information on 
whether the data had been collected from multiple organizations or from a single organization 
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is also sought from dataset metadata. Heterogeneity also relates to other factors, however, 
such as the different types of application that constitute the projects. Information on the 
heterogeneity of datasets is also extracted from prior publications that had used these datasets. 
If a new dataset is donated to a repository and has yet to be reported in a publication, 
however, current submission practice and the limited prior reporting of data quality 
characteristics mean that it might be difficult for a researcher or practitioner to know the state 
of the data with respect to heterogeneity based on its origin. In considering heterogeneity 
alongside the amount of data, while a single dataset may seem sufficiently large in absolute 
terms, if it is heterogeneous then the size of the data subsets becomes another important 
consideration. 
In order to benchmark the timeliness of the datasets, the recording of projects start and/or 
completion dates are determined. Three criteria are used in determining the era of a dataset 
from which its general age could be computed:  
1. Where start and/or completion dates have been recorded in a dataset – the date (year) of the 
dataset is listed as the range of the earliest project and the latest project recorded. For 
instance, if the projects in a dataset were noted to have been undertaken between 1998 and 
2006, then ‘1998-2006’ is recorded as the year for the dataset.   
2. Where start and/or completion dates are not recorded in a dataset, but where there are 
publications that stated the period in which projects were conducted, the range of the years as 
indicated in 1 above was used to represent the year of the dataset. 
3. Where start and/or completion dates are not recorded in a dataset nor stated in a 
publication, the year of the first publication that referred to the dataset is used as the year of 
the dataset. 
Provenance  
This third class in the taxonomy considers the issues of commercial sensitivity, accessibility 
and trustworthiness. 
In order to assess whether datasets faced commercial sensitivity issues, information is sought 
that might indicate dataset, variable, record or data item anonymization or transformation.  
Commercial sensitivity information could also be indicated as part of the metadata that is 
embedded in a dataset or is provided in a separate document. Since all of the datasets studied 
here are in public repositories, all of them are deemed to be accessible. In regard to 
trustworthiness, this study sought any documentation that would provide detailed 
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information about how and when the datasets were collected, with the intention that the data 
generation procedure could be checked and/or replicated. Though this detailed information is 
generally not available, for some of the datasets there is contact information about the donors 
of the datasets. The results of the evaluation of the thirteen datasets against the quality criteria 
in the taxonomy are presented in the next section. 
4.4 Data Quality Assessment Results 
4.4.1 Accuracy Results 
In applying the first criterion used in noise determination – that is, revisiting any formulas 
that were used in generating specific attribute values of a dataset – the analysis presented in 
this chapter suggests that all such formulations were correct, thus implying the absence of 
noise in the thirteen datasets. However, applying the classification approach with the C4.5 
algorithm, where incorrect classification is used as a proxy for noise, yielded incorrect 
classification rates of between 1.5% and 50.0%  for the datasets under consideration (as 
shown in Table 6). Overall, the results in Table 6 indicate that larger datasets tend to be less 
noisy and vice versa for smaller datasets. Although the largest dataset, ISBSG9, contains the 
smallest proportion of noisy instances, there is not an entirely consistent relationship, as the 
smallest dataset does not contain the highest proportion of noisy instances.  The three smallest 
datasets (SDR, Kemerer and Telecom) all returned better results than the Finnish dataset, 
which contains about three times the number of records of SDR and about twice the number 
of records of Kemerer. Depending on the percentage of the dataset that is incorrectly 
classified, a researcher might decide to investigate the dataset further which could result in the 
dataset either being used or discarded if it would not result in a consistently accurate 
predictive model.  


































































































































Outliers are evident for at least one variable in all of the datasets, a finding that is consistent 
with prior literature on this issue that has noted that outliers are a common phenomenon in 
empirical software engineering datasets (Buglione and Gencel, 2008; Liebchen and Shepperd, 
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2005). In particular there are outliers in the distributions of effort values for all thirteen 
datasets considered, shown in Figures 11 - 23. (Note that, for clarity, the boxplots are depicted 
using different scales.) 
 
Figure 11. Boxplots of Albrecht dataset showing outliers 
 





















Figure 16. Boxplots of Kemerer dataset showing outliers 
 

























Figure 21. Boxplots of NASA93 dataset showing outliers 
 
 
Figure 22. Boxplots of SDR dataset showing outliers 
 
 




The proportion of outliers in the untransformed Effort attribute of the respective datasets is 
shown in Table 7, and it falls between 3% (Finnish) and 17% (SDR). The identification of 
outliers is important in terms of the reliability of any models generated from a dataset. 
Researchers and practitioners need to determine the reasons for the incidence of outliers and 
also employ suitable methods of dealing with the outliers.  





























































































































































While not an uncommon practice, it is not appropriate for the outliers to simply be discarded 
with the only reason being that they are considered noisy, without establishing the reasons 
why those values resulted or how their inclusion or exclusion might affect models generated. 
Finally, the presence of outliers might also influence the selection of modelling methods (as 
some, such as robust regression, are more resilient to outlier observations than others). 
The Desharnais and ISBSG9 datasets had issues with inconsistency. In regard to the 
Desharnais dataset, questions have been raised over an inconsistency issue due to the 
swapping of two variables’ labels (PointsNonAjust and PointsAjust, which happened to be 
recorded in French and so may have contributed to this occurrence). In the ISBSG9 dataset, 
inconsistency has been observed in terms of functional size being measured with different 
units of measurement (NESMA FPs, IFPUG FPs, COSMIC-FFP FPs, Mark II FPs, Backfired, 
Dreger, Automated, LOC, and Retrofitted). In addition, implementation date values are not 
recorded in a uniform format. In the other datasets, there is no evidence of inconsistency 
issues, as shown in Table 8. As a general comment, inconsistency is a challenge to determine 
because the information needed is not found in most of these datasets. The provision of 




























































































































































































































Incompleteness was evident in five of the thirteen datasets, which had missing values for 
some of their attributes, whilst the others exhibited no missing data points, as shown in Table 
9. Approximately 21% of values in the Inquiry attribute of the Albrecht dataset are missing.  







































































































































Though several 0’s are in some of the fields in the China dataset, this study computed 
missingness in this dataset using the absence of a value (that is, a blank field) and this resulted 
in a value of 0.2% missingness for the Effort attribute. This may not be a true reflection of 
incompleteness in this case, since it is difficult to be certain of the meaning of attributes in the 
China dataset because of lack of provenance or background information.  Five percent (5%) 
of values in the Desharnais dataset are missing and these are associated with the TeamExp 
and ManagerExp attributes. The Kitchenham dataset had missing values in two attributes, 
about 10% of values in the Project.Type attribute are missing whilst 2% of the 
Estimated.completion.date attribute are missing. The extent of missingness of selected 
attributes of the large ISBSG9 dataset is also presented in Table 10.  
Table 10. The extent of missing values in selected ISBSG9 attributes 
Attribute Extent of Missing values 
Summary Work Effort 0.5% 
Functional Size 19.0% 
Development Type 0.0% 
Development Platform 27.0% 




An attribute (Effort Implement) of the ISBSG dataset that is not of particular importance to 
this study was randomly selected and assessed for missingness, and it was established that 
close to 85% of the values are missing. This confirms the Deng and MacDonell (2008) study 
that contended that it would be difficult to conduct software project effort estimation using all 
the data points in the ISBSG database. 
It has also been observed that the presentation of missing values is not uniform, and the 
datasets represented them differently. For instance, in the Kitchenham dataset, it is presented 
with “?”, a “0” is used in the Albrecht dataset, “-1” in the Desharnais dataset, and a blank in 
the China dataset. In the ISBSG, missing values are presented as both blanks and 0s. 
Understanding missing data points in these datasets would therefore require domain 
knowledge. There is no redundant data identified in any of the datasets using the method 
discussed in Section 4.3 (Note that redundant data points are more prevalent, however, in 
defect datasets that utilize items such as bug reports.) 
4.4.2 Relevance Results 
The amount of data in the datasets varied markedly, between 12 and 3024 records (shown in 
Table 11). Four of the datasets comprised fewer than 30 records, which raises a question over 
whether they could support conclusions with sufficient statistical power if these datasets are to 
be used in model development (Kitchenham et al., 2002). Moreover, in experiments where 
splitting of datasets is required (perhaps due to project diversity), this may result in subsets 
that are too small to be useful in modelling. 






































































































































Heterogeneity is difficult to determine from the datasets directly, with the ISBSG9 and SDR 
datasets being exceptions. Although there is no direct evidence provided in or with the other 
datasets themselves to indicate whether data was sourced from a single company or multiple 
organizations, this information is often derived from publications that had used these datasets 
previously. Five of the datasets were collected from multiple organizations (as shown in Table 
12), seven were sourced from single organizations, while there is no evidence either from the 
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dataset itself or publications to indicate the heterogeneity status of one dataset – the China 
dataset. It is worth noting that, although a dataset may be classified as multi-organization, 
there is the potential for it to contain a significant number of records that belong to a single 
organization (and an example considered here is the ISBSG dataset that uses a unique (though 
not visible) ID to identify individual organizations). The identification of all the single 
organizations and the total number of records that belong to each would provide an overview 
of one of the aspects (number of organizations) of data diversity introduced by MacDonell 
and Shepperd (2007) in their study that compared local and global software estimation 
models. It would also facilitate further single-company and cross-company analyses. 










































































































































































It should be noted, however, that the single/multiple organization distinction is a rather 
simplistic one in terms of being the dominant source of heterogeneity. If we take the 
Kitchenham dataset used here, for instance, while it was sourced from a single organization 
(being CSC) the actual projects themselves were undertaken for a wide variety of clients, 
whose specific contexts, in terms of technologies used, development methods employed and 
so on, might mean that other sources of heterogeneity are far more influential in affecting the 
values for certain data items. Similarly, while the NASA93 projects were indeed all developed 
for NASA – a single ‘organization’ – five distinct development centers were involved in that 
work. 
The ISBSG9 dataset has been noted as comprising substantial heterogeneity based on the 
Language Type and Business Area Type attributes. Figure 24 shows the distribution of 
Language Type in the ISBSG9 dataset. Most of the projects in this dataset (1543) were 




Figure 24. The distribution of Language Type in the ISBSG9 dataset 
The projects were developed across 98 different business area types. However, showing all of 
these would be impractical and have no real information value.  In order to demonstrate  
heterogeneity due to business area type, this study employed the rules proposed by Deng and 
MacDonell (2008) in the formalization of the ISBSG dataset that consolidated the different 
business area types into 13 different groups. Figure 25 shows the distribution of these 
consolidated Business Area Types, with seven projects for Health being the smallest group 
and 636 belonging to the rather meaningless class Unspecified. 
 
Figure 25. The distribution of consolidated Business Area Type in the ISBSG9 dataset 
 
In considering the criteria for determining data timeliness, only five of the thirteen datasets 
contained timing information related to the start date and/or completion date of projects 
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Table 13. Results of Timeliness Assessment 
Dataset Timeliness 
Dates Year 
Albrecht No 1974-1979 
China No 2011(P) 
Cocomo81
4
 No 1981(P) 
Desharnais Yes 1982-1988 
 Finnish No 1997(P) 
ISBSG9 Yes 1989-2004 
Kemerer No 1981-1985 
Kitchenham Yes 1994-1998 
Maxwell Yes 1993 
Miyazaki94 No 1994(P) 
NASA93 Yes 1971-1987 
SDR No 2000s 
Telecom No 1997(P) 
                                                         *P-based on when dataset was first published 
 
Timing information for two further datasets (Albrecht and Kemerer) was derived based on 
associated publications that provided the start dates and completion dates of the projects (as 
per the second criteria of Section 4.3). The timing information for a third dataset (SDR), 
which was also derived based on the second criterion, only specified that the projects were 
carried out in the 2000s. Information regarding timing for the remaining datasets (China, 
Cocomo81, Finnish, Miyazaki94 and Telecom) was based on the third criterion of Section 4.3 
– the year the dataset was first used in a publication. The results of the assessment of 
timeliness are shown in Table 13. Given the large size of the ISBSG9 dataset, Figure 26 
depicts the distribution of projects in that set according to their implementation date. Some 
ISBSG9 projects specified the implementation date as a range, such as the 1998-2000 class 
shown in Figure 26. Date information was also not routinely collected as part of the ISBSG 
approach until after 2003, hence the “prior to Feb-2004” class. 
The dynamic nature of software engineering practice would seem to justify that the start and 
completion dates of projects should be routinely recorded in ESE datasets. This would 
facilitate analysis related to timeliness, meaning that, for instance, the ESE community would 
be able to examine longitudinal issues such as productivity variance over time. It would also 
support the investigation of whether the use of older datasets is still relevant to modern day 
software engineering practice. 
                                                 
4 This study used the COCOMO81 dataset available in the PROMISE repository since it is the 
one most readily accessible and so is the one most frequently used in other empirical studies. 
It should be noted, however, that the primary data in the “Software Engineering Economics” 
book by Boehm does in fact include timing information similar to that available in the 




Figure 26. Yearly distribution of projects in the ISBSG9 dataset 
 
4.4.3 Provenance Results 
Commercial sensitivity was generally difficult to determine in any definitive sense as no 
information had been provided regarding portions of the data being hidden or anonymized. 
The ISBSG9 dataset was the only one that explicitly reflected the issue of commercial 
sensitivity in the field description document that was provided with the dataset (and as 
implemented through the randomizing of project IDs and the removal of any relationship 
between projects and organizations). That said, for eight of the datasets (excepting Albrecht, 
COCOMO81, Kitchenham, NASA93 and SDR) there is no information relating to the names 
of the organizations that collected and/or donated the data.  The results of the commercial 
sensitivity benchmarking evaluation are shown in Table 14.  









































































































































































































Since the thirteen datasets under consideration here are in a public repository, all are deemed 
to be accessible. In contrast, datasets such as the Experience Database and Tukutuku (Mendes 
et al., 2008), that have been used in some ESE studies, are not in the public domain and so 
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(Abrahamsson et al., 2011; Lee et al., 2012) that have been used in previous ESE studies but 
have not been considered here. 
Only five of the datasets (Albrecht, Desharnais, ISBSG9, NASA93 and SDR) provided any 
sort of provenance information (as shown in Table 15) – although this is considered to be a 
minimal set as it might not lead to the successful reproduction of such data (as it was mostly 
oriented to recording the contact/donor information for datasets).  
 
































































































































































ISBSG uses a questionnaire to collect data (www.isbsg.org) which might be useful in 
enabling a more reliable and repeatable process of data collection. The questionnaire provides 
sections for collecting detailed information from data submitters – though the ISBSG keeps 
this information confidential. Information concerning the project process, comprising all the 
activities that took place during a project and the technology used for a particular project, are 
also recorded.  The work effort expended by the people involved in a project is also recorded 
although no personal information is collected. Detailed information about the software 
product or application created and the functional size of the software are also recorded.  Data 
concerning the entire project is recorded when a project is completed. Organizations that use 
the ISBSG questionnaire for collecting data about their projects can develop procedures for 
auditing the data collection process, which could lead in principle to an increase in the 
trustworthiness of the data collected. 
4.5 Inconsistent Reporting Regarding ESE datasets 
In conducting the above analysis it became apparent that it is not uncommon to find 
inconsistency in the reporting of ESE datasets – such as different studies reporting different 
numbers of attributes for the same dataset, differences in record numbers, and different names 
for the same dataset and/or the variables in it. The routine provision of provenance 
information, coupled with the use of the template proposed in Section 4.6, could address some 
of these problems. A number of examples are provided here – note that the intent is not to 
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claim one source to necessarily be ‘more correct’ than another, but to simply highlight the 
prevalence of inconsistent reporting. 
Azzeh et al. (2010) reported the number of attributes in the Albrecht dataset to be seven, 
although this is contrary to the dataset in the PROMISE repository which contains eight 
attributes and as per the original dataset shown in the first publication that used the Albrecht 
dataset.  Two studies (Chiu, 2009; Reddy and Raju, 2009) reported the COCOMO dataset to 
consist of 17 effort drivers which is contrary to both what was reported by Nguyen et al. 
(2008) and the dataset that is in the PROMISE Repository (which consists of 17 attributes in 
total of which 15 are cost or effort drivers). Tosun et al. (2009)  reported the Desharnais 
dataset to consist of ten features, although the dataset used in this study is made up of eleven 
attributes, in line with what was reported in Desharnais’ thesis (Desharnais, 1988) and also by 
Li et al. (2009). 
Banker et al. (1994) reported the number of records in the Kemerer dataset to be 17 which is 
contrary to the 15 this study sourced from the PROMISE repository and as also noted by other 
researchers (Shepperd and Schofield, 1997). Hsu and Huang (2007) reported the number of 
features of the Kemerer dataset to be six, though seven was originally reported. Though the 
Finnish dataset used in this study is made up of 38 records, which is the same as has been 
previously reported (Shepperd and Schofield, 1997), it was reported by (Kitchenham and 
Kansala, 1993) as consisting of 40 projects.  
Though several publications refer to the Kitchenham dataset as CSC (Amasaki et al., 2011; 
Amasaki, 2012; Keung and Kitchenham, 2008), the PROMISE repository refers to it as the 
Kitchenham dataset (as also used in this study). The Finnish dataset has been variously known 
as the Laturi, STTF and initial Experience dataset (MacDonell and Shepperd, 2007). Clearly it 
becomes challenging to identify a dataset if it is referred to using different names and the 
appropriate provenance information has not been kept. 
Though the Desharnais dataset was collected from ten different organizations, some studies 
refer to it as coming from a Canadian software house, giving the impression that it is a single-
company dataset (Tosun et al., 2009), which could lead to it being used wrongly in 
comparisons of single-company and multi-company analyses. 
Based on the examples presented here, and the issues that arose in the benchmarking exercise, 
this study propose a template in the following section that could be used to accompany the 
collection and submission of datasets to public repositories with the objective of ensuring that 
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such datasets are collected, submitted and used in an informed and consistent manner by ESE 
researchers and practitioners. 
4.6 Dataset Collection and Submission 
Advances in science typically rely on replication – the construction of a compelling body of 
consistent evidence through a series of independent tests. Such tests are only possible, 
however, when sufficient detail is provided to enable faithful replications to be conducted. In 
this respect the provision of ESE datasets for research needs to be augmented by provenance 
information, so that researchers can readily verify the data they intend to use in modelling; or, 
they can make an informed decision not to use certain data in modelling. The template in 
Table 16 is intended to address this need, by providing a means through which the nature and 
origin of an ESE dataset will be more transparent to its users. Adoption of this template (or 
something similar of this form) should also provide support for the explicit identification (and 
perhaps the resolution) of data quality issues, as far more information about datasets will be 
provided than has typically been the case to date. Finally, it should also enable researchers 
and data collectors to adapt and improve the methods they use in collecting data, as they will 
be more aware of the challenges that can arise in relation to data quality. The overall objective 
of the template is to provide a uniform record to support data collection, submission and use. 
In a related study Mair et al. (2005) collected and reported information relating to ESE 
datasets from research papers published up until 2004. The information collected included 
dataset name, version, public availability, contact person, start and completion date, 
nationality, number of organizations, application domain (business sector), number of 
projects, project type, number of features, and missing values. Another study by MacDonell 
and Shepperd (2007) also classified datasets used in effort modelling according to the 
following criteria: data quality, including collection and verification, completeness and 
whether the submission of data had been incentivized in any way; and data diversity, 
including countries of origin, organizations of origin, and the targeted application domains. 
The template proposed below contains some but not all of the properties collected by these 
studies, in line with their different objectives. The intent of the Mair et al. (2005) study was to 
assess and characterize the types of datasets that were used in software project effort 
estimation. MacDonell and Shepperd (2007) evaluated a group of datasets in the context of 




Table 16. Template for dataset collection/submission 
Data Quality Challenge Parameters/Information 
Noise 1. Formulas used in generating derived attributes 
2. Number and proportion of records correctly/incorrectly classified 
3. Method/tool used to assess noise 
Outliers 1. Attributes with outliers 
2. Identifiers of records with outliers 
3. Number and proportion of outliers 
4. Method/tool used to identify outliers 
Inconsistency 1. Total number of attributes/variables 
2. Detailed explanation of attributes and their measurement 
3. Range of values for each attribute 
4. Summary statistics for each attribute 
Incompleteness 1. Attributes with incomplete data 
2. Identifiers of records with missing values 
3. Total missing data points for each attribute 
4. Number and proportion of incompleteness 
5. Reasons for incompleteness 
Redundancy If any redundant data exists in a dataset – what are the reasons? 
Amount of Data 1. Total number of records 
Heterogeneity 1. Number (and name where possible) of organizations/groups that 
contributed data 
2. If heterogeneous – number of projects from each organization/group 
3. If heterogeneous – identifiers of projects in each group 
4. Type of industries that will use the software for each project 
Timeliness 1. Start date of project 
2. Completion date of project 
3. Distribution of project effort over time  
Commercial Sensitivity 1. Attributes that have been pre-processed or removed because of need for 
anonymity 
2. Reasons for commercial sensitivity 
Accessibility List of problems encountered during data collection 
Provenance 1. Organization(s) from which data were collected. 
2. Organization that collected the data 
3. Contact details of person responsible for data collection 
4. Purpose of data collection 
5. Software development methodology used for each project 
6. Data collection method 
7. Data pre-processing techniques 
8. Contributor(s) or Donors of dataset 
9. Date of collection 
10. Name of dataset 
11. Version 
 
In contrast, the goal of the template is to ensure that detailed information is provided with all 
datasets so that users can more readily assess the quality of the data as well as to increase the 
trust that is associated with various datasets. It is also intended as a means of providing 
uniform guidance in terms of which data should be collected, and submitted to repositories 
where possible.  
Contributors of datasets, who provide information concerning noise, outliers, inconsistency, 
incompleteness, redundancy and the total number of records as stipulated by the template, are 
also providing users of datasets with an opportunity to verify the correctness of those datasets.  
Where a discrepancy exists in dataset versions, users will be able to contact the right person to 
remedy this, using the information that fully addresses the dataset’s provenance. This should 
help to support more extensive replication of ESE data analyses. 
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The provision of heterogeneity information should mean that the number and (possibly 
anonymized) identity of the organizations that contributed to a dataset are known. It should 
also provide information about factors that might be used to group projects, such as the type 
of application developed or the industry sector(s) that is meant to use the application. 
Information concerning relevant application and industries types is useful for organizations in 
benchmarking their datasets for similar applications and industries. Provision of timing 
information ensures that start dates and completion dates are recorded for projects. This 
would enable the derivation of the duration of projects and would also offer the opportunity to 
model effort prediction over time. 
Mair et al. (2005) noted that much of the data used in empirical software engineering studies 
was at that time not publicly available. If commercial sensitivity can be more effectively 
managed this would offer the ESE community the opportunity to address issues that will 
make it more attractive (or at least more acceptable) for more organizations to make their data 
available for research. While the availability of repositories such as the ISBSG, PROMISE 
and those comprising numerous open source projects might have been expected to lead to 
greater openness and more publicly available datasets for use in ESE studies, the review of 
empirical software engineering papers published between January 2007 and December 2014 
presented in Section 3.3 of this research found that more than a third (36%) of the datasets 
used are not in the public domain confirming earlier results (Bosu and MacDonell, 2013b; 
Mair et al., 2005). 
The problems encountered during data collection, if known and reported, should inform more 
justified use of the resulting data, as well as the potential development of better data 
collection methods. Inclusion of provenance information would provide the detail necessary 
to enable the replication of a data collection process. Where there is information that is not 
clear about a given dataset, the relevant contact information of the dataset collector would be 
available. More generally, use of the template should help to ensure that organizations that are 
submitting high quality data are known and their data collection methods and procedures 
could then be adopted by others to improve the general state of ESE data. 
Though the adoption of the template might increase the workload of software engineering 
professionals involved in data collection, it is contended here that most of the required 
information is already available; it is simply not being recorded at present. In order to 
continue to improve empirical software engineering as an evidenced-based discipline, more 
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effort along the lines just described should be exerted in supporting the transparent collection 
and sharing of high-quality data. 
4.7 Summary 
In this chapter a range of data quality assessment techniques were applied to thirteen widely 
used ESE datasets with the objective of benchmarking them against the taxonomy proposed 
by Bosu and MacDonell (2013a). The overall result of this exercise is shown in the Appendix 
C. It is evident that these datasets do not contain sufficient information to enable researchers 
to identify any inconsistencies, commercial sensitivities and their provenance. Timing 
information was also not provided in most cases with these datasets. Considering the fact that 
software engineering is a dynamic discipline it would seem to be imperative that timing 
information, such as the beginning and completion dates of projects, is provided with ESE 
datasets. This would enable researchers and practitioners to build models over time, thus 
supporting assessments of the impact of the adoption of new development techniques, for 
instance. It was also challenging to determine whether datasets were collected from a single 
organization or multiple organizations in several cases. Since there is still a degree of 
contention about the superiority of models generated with either dataset type, it would be 
appropriate if this information was included with datasets that are provided for modelling.  
Techniques have been developed by the empirical software engineering research community 
to address challenges such as outliers, incompleteness and, to some extent, noise in datasets. 
Aspects of data quality that have received far less attention from the community are 
commercial sensitivity, inconsistency and provenance. Use of the template proposed in 
Section 4.6 would address this lack of attention, providing a transparent means of collecting, 
submitting and assessing the quality of a dataset. Another important factor that has received 









Chapter 5. Time-Aware Software Effort Estimation Models 
This chapter specifically considers the quality dimension referred to in prior chapters as 
‘timeliness’, by developing effort estimation models that explicitly take into consideration the 
time of project start and/completion. Since its inception (in name, at least) in 1968, software 
engineering has been acknowledged as a dynamic discipline, and one that has undergone 
frequent changes in practice. In such a dynamic context it would seem logical to assert that 
software effort estimation (SEE) modelling should take into account the occurrence of 
projects over time. That is, we should build models for future projects based only on data 
from completed projects; and we should prefer data from recent similar projects over data 
from older similar projects. Research in SEE modelling, however, generally ignores these 
recommendations. The research methodology followed in building time-aware effort 
estimation models in this Chapter is presented in Section 5.1. Section 5.2 presents the 
description of the datasets used in the effort estimation modelling as well as the regression 
equations for each of the dataset and/or its subsets. Finally, the Chapter is summarized in 
Section 5.3. 
5.1 Research Methodology 
This Section presents the method applied to the datasets used in this study. Specifically, it 
discusses how groupings of data are formed, how atypical and influential projects are handled, 
and how regression models are developed. 
5.1.1 Data Grouping 
For each of the datasets used in this study an attempt is first made to work with the entire 
dataset, before consideration is given to splitting the data into more homogeneous subsets 
with a view to developing models for each partition. Though data heterogeneity has been 
noted as an issue of concern when working with data coming from different organizations it is 
also known that software engineering data, even when it is drawn from a single organization, 
may reflect diverse application and/or project types. This would be especially likely if the 
organization developed bespoke systems for many clients. Thus, the division of datasets into 
homogeneous subsets is intended to enable the identification of whether specific partitions of 
the data exhibit trends that are different from those evident for other partitions or across the 
entire dataset. Such data partition is only considered where there is sufficient number of 
records to enable model development. Partitions are typically based on factors such as the 
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type of application, the type of project being developed and/or the unit or department 
responsible for development. 
The above information is used to ensure a degree of uniformity when considering projects 
developed or completed in a specific year, in that models are developed for projects that come 
from similar distributions – there is no reason to expect that the development of life-critical 
hardware-embedded software components should be modelled from data collected from the 
provision of small offline reporting systems, for instance. These partitions are formed by 
relying on the visualization of boxplots and the use of Mann-Whitney tests to assess whether 
observations belong to the same distribution. A significance level of 0.05 is used for the 
Mann-Whitney tests, so groupings that have p-value greater than 0.05 are considered to 
belong to the same distribution. Use of these partitions or groupings will ensure that models 
are developed for datasets that as far as possible share similar characteristics. 
5.1.2 Treatment of Atypical Projects 
Atypical projects are a known phenomenon in empirical software engineering datasets 
(Buglione and Gencel, 2008; Liebchen et al., 2006). These projects, which might present as 
outliers or extreme observations with respect to general distributions, are identified and 
appropriate treatments are applied, as outlined in this Section. Size and Effort are the two 
principal continuous variables in most effort datasets. Boxplots of these variables are created 
for all datasets (and any derived partitions) with a view to identifying projects that are 
significantly different from other observations in the datasets. In this Chapter, data that fall 
outside the whiskers of the distributions of the data, as revealed in the respective dataset 
boxplots, are considered as outliers and are not used in model building. There are occasions 
where some of the outliers on the boxplots of Size and Effort refer to the same project(s); in 
such a situation the number of outliers removed is less than the total combined number of 
outliers from the two boxplots for the dataset in question. Influential projects are also 
identified using the Cook’s distance measure. Maxwell (2002) proposed the permanent 
removal of projects with a Cook’s distance value greater than 3 x 4/N where N is the number 
of projects in the training set. Projects with a Cook’s distance value greater than 4/N but less 
than 3 x 4/N are temporarily removed. The model is subsequently rebuilt using the reduced 
dataset and, if the performance of the model as measured by the adjusted R-squared value is 
higher, then these projects are permanently removed. Such an approach has precedence in the 
research literature, having been used in related work by Lokan and Mendes (2009a) and 
Amasaki (2012).  
86 
 
As a general comment, wholesale removal of atypical or outlier observations without due 
consideration is not supported – just because particular observations do not fit a general 
distribution does not in itself mean they should be discarded. However, and as noted above, 
there would be some justification for their removal if they were to be considered to represent 
projects that are fundamentally different to others in some important way. Where possible, the 
decision to include or discard atypical observations is based on the latter. However, as all of 
the datasets being used in this study are secondary datasets, there is no additional 
documentation to determine the reasons for the existence of exceptional observations. Seo and 
Bae (2013) developed effort estimation models with and without outlier elimination on a 
number of datasets and concluded that outlier elimination improves effort estimation where 
the characteristics of the data are similar. In this study too, models are developed based on 
similarities in the distribution of datasets, and as such, in the absence of other information, the 
Seo and Bae (2013) approach is justified.  
In the treatment of the respective datasets used in this study other exceptional data points that 
prevent sound analysis are identified and any remedies applied are discussed in the Section 
that considers the individual datasets and their groupings. 
5.1.3 Effort Estimation Model Development 
In software effort estimation modelling, as in many other fields, the (secondary) dataset is 
usually split into two, forming a larger training set and a smaller test set. Models are built 
using the training set and performance of the models is evaluated on the test set. This study 
follows a similar approach; the specifics of how the training and test sets are formed are 
described in the analysis procedure section. All models in this study are developed using the 
statistical package R, version 3.0.2. The Shapiro-Wilk test of normality is first applied to the 
numeric variables in the training sets. All such variables that fail the normality test are 
logarithm transformed, meaning that in the associated models developed, log(effort) would be 
the dependent variable and log(size) one of the explanatory variables. The estimated (natural 
log) effort values are back-transformed to unscaled values prior to the computation of any 
accuracy measures. All models are developed using linear regression, considered to be a 
baseline modelling approach in effort estimation (Jørgensen and Shepperd, 2007). In order to 
address the diverse nature of each of the datasets being used in this study, especially in regard 
to the number of variables, specific linear regression models as applied to each dataset (or 
partition) are discussed in the respective sections. 
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It should also be noted that the models developed in this study are all well-formed models. 
That is, the degrees of freedom are considered whereby a training set is formed only when the 
number of projects is at least two plus the number of explanatory variables being used for 
model construction. 
Analysis Procedure 
The following procedures are applied to all datasets modelled in this study:  
Analysis 1: Time-Aware Sequential Accumulation (TASA) of Projects 
1. For each dataset with timing information, select the first year in which projects were 
completed as the training set – if the first year of projects comprises fewer than the number of 
observations needed to build a well-formed model, add the next year(s) of projects until the 
minimum requirement for a well-formed model is satisfied. The subsequent year of projects is 
used as the test set. 
2. Check for normality in the distributions of the training data – if data follow a normal 
distribution go to Step 3 else 
2.1. Apply the appropriate transformation to make the data normal and recheck normality for 
verification as above. 
3. Build a regression model using the training data (the form of the regression model will be 
specific to each dataset). 
4. Apply the model obtained in Step 3 to predict the values in the test set. 
5. Calculate the accuracy measures (see below) for the prediction model. 
6. Add the test year’s data to the training set and the subsequent year’s data becomes the new 
test set. 
7. Repeat Steps 2 to 6 through to the estimation of the last year of projects. 
Analysis 2: Time-Aware Moving Window (TAMW) 
This algorithm applies a Moving Window to the dataset used in Analysis 1 whilst at the same 
time considering the longevity of the projects in the training set.  
1. For each dataset used in Analysis 1, drop the oldest year’s projects. 
2. The “new” oldest year’s projects now become the first year of projects; apply Step 1 of 
Analysis 1. 
3. Apply Steps 2-7 from Analysis 1. 
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4. Remove the oldest year’s projects from the remaining data. 
5. Repeat Steps 2 to 4 until there is only one year of projects in the training set or until there is 
not enough data in the training set to build a well-formed model. 
Baseline Models 
Three baseline models are developed for each dataset or data subset (partition) used in this 
study, and their performance is compared with that of the Time-Aware Sequential 
Accumulation (TASA) and Time-Aware Moving Window (TAMW) models. The baseline 
models are leave-one-out holdout (LOO – note that the ‘one’ in this case refers to all projects 
in one test year rather than a single project, except in the case of the XBC dataset where the 
‘one’ is in line with the default meaning of a single observation), the mean and the median of 
the training set data. In building the leave-one-out holdout baseline the training set for the 
model comprises the entire dataset with the exception of the projects from the year to be 
predicted. Following the method of forming training sets, as detailed in the Analysis 1 and 
Analysis 2 algorithms, the mean and median effort values are calculated over the training data 
for the years prior to that being estimated and become the effort estimates for the projects in 
the test set. The LOO holdout is a popular benchmark for estimation models in general whilst 
the mean and median have also seen some use in prior benchmarking of software effort 
estimation models (Lokan and Mendes, 2014; MacDonell and Shepperd, 2010). 
Measures of Accuracy 
Three carefully chosen accuracy measures are used to evaluate the performance of the various 
effort prediction models: relative error, mean squared error and total absolute error. Note that 
in all three cases lower values are preferable. Note also that the present research has 
intentionally avoided using the deprecated measures MMRE and pred (Kitchenham et al., 
2001; Shepperd and MacDonell, 2012).  
Relative Error (RE) 
The relative error is computed using the following equation: 
RE = variance(residuals)/variance(test data) 
The relative error measure accounts for the variability in data and as such it is robust to outlier 
data points. Values equal to or greater than 1 indicate that the model is performing no better 
than the prediction of a constant value  (Whigham et al., 2015), while values approaching zero 
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indicate an increasingly accurate prediction. (RE is not computed where the test set consists of 
just one project because it is not possible to find the variance of a single value.) 
Mean Squared Error (MSE) 
MSE is defined as: 
                                               MSE =  
1 
𝑛
∑ (𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒)2𝑛𝑖=1  
where n is the total number of test data points, actual is the recorded effort used in developing 
the project and estimate is the effort predicted by the model. 
The MSE measures the general quality of the prediction model across all data points and 
accounts for projects of varying size. It can be susceptible to outliers; however, if a data set is 
largely free of outliers it can provide a useful indication of a model’s overall accuracy. The 
MSE is also not computed if the test set is made up of just one project, because the MSE will 
simply be equal to the square of the absolute error.  
Total Absolute Error (TAE) 
 TAE is defined as: 




The TAE measure provides software organizations with an indication of the magnitude of 
their effort estimation error in real terms, such as the total number of person-hours or the total 
number of person-months, and reflects a view that any error – whether due to an under-
estimate or an over-estimate – is undesirable. It is worth noting that, where the test set 
consists of a single project, TAE is effectively the absolute error (AE) which is given by the 
equation AE = absolute (actual-estimate). 
5.1.4 Research Questions 
The effort estimation models developed in this thesis are used in addressing the following 
research questions. 
RQ9: Is it feasible to develop accurate effort estimation models that are also time-aware? 
RQ10: Are the parameters and coefficients of time-aware models stable or volatile? 
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RQ11: Which of the two time-aware modelling approaches, if either, is superior in terms of 
accuracy? 
RQ12: Do time-aware models differ from those built using a leave-one-out approach in terms 
of structure and accuracy? 
5.2 Dataset Preparation, Pre-processing and Initial Analysis 
This analysis considers five datasets, including four drawn from the PROMISE Repository: 
NASA93, Kitchenham, Maxwell and Desharnais. An additional proprietary dataset, referred 
to as the XBC dataset to ensure confidentiality for the source organization, is also analysed. 
These datasets are analysed with respect to timeliness because they are among the few 
datasets to include timing information, concerning when projects were started and/or were 
completed. A detailed description of each dataset, and any pre-processing required in their 
preparation, is provided in this section. Note that we did not utilise the ISBSG dataset in this 
particular analysis because it has previously been used in several time-based effort estimation 
studies (Lokan and Mendes, 2009a; Lokan and Mendes, 2009b; Amasaki and Lokan, 2013; 
Lokan and Mendes, 2012, 2014) and as such its utility in this respect has already been 
demonstrated. 
NASA93 Dataset 
The NASA93 dataset was collected by NASA from five of its development centers and it 
collectively represents fourteen different application types. The entire dataset comprises 93 
projects (hence its name) undertaken between 1971 and 1987. According to Lum et al. (2006), 
projects were completed in the years indicated in the version of the dataset that is available 
from the PROMISE Repository http://openscience.us/repo/. There is no information in the 
dataset as to when projects were started; however, the completion dates alone provide some of 
the information needed in order to build models of effort for subsequent years’ projects. Even 
when projects have already started, a model based on completed projects from the year before 
or prior could be used to update early or current estimates. The dataset is structured according 
to the Constructive Cost Model (COCOMO81) format developed by Barry Boehm (Boehm, 
1981). It comprises 24 attributes of which 15 are the mandatory effort multipliers. Table 17 
and Table 18 describe the effort multipliers and the ranges of applicable values for each, 
respectively. The values of the effort multipliers were obtained from regression analysis of the 
original COCOMO81 data. The other attributes of relevance are size, measured in thousands 
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of lines of code (KLOC), and effort, measured in person-months (where one person-month is 
equivalent to 152 person-hours).  
      Table 17. Definitions of COCOMO81 effort multipliers 
 
Increase these to 
decrease effort 
 acap: analyst capability 
 pcap: programmer capability 
 aexp: application experience 
modp: modern programming practices 
   tool: use of software tools 
  vexp: virtual machine experience 
   lexp: programming language experience 
 sced: required development schedule  
 
 
Decrease these to 
decrease effort 
data: data base size 
turn: computer turnaround Time 
 virt: virtual machine volatility 
 stor: main memory constraint 
time: execution Time constraint 
 rely: required software reliability 
 cplx: product complexity 
      Source: (Boehm, 1981)  
            Table 18. Ranges of values for the COCOMO 81effort multipliers 





























































































The computation of effort for COCOMO81 projects is given by Equation (1). 
𝑒𝑓𝑓𝑜𝑟𝑡(𝑝𝑒𝑟𝑠𝑜𝑛𝑚𝑜𝑛𝑡ℎ𝑠) = 𝑎 ∗ (𝐾𝐿𝑂𝐶𝑏) ∗ (∏ 𝐸𝑀𝐽𝑗 )       (1) 
where KLOC is size measured in thousand lines of code and EM represents effort multipliers. 
COCOMO81 projects are classified into three development modes that each require the use of 
certain parameter values in the model: the values of a and b are domain-specific values 
dependent on the mode of the project being developed, as represented in Table 19. 
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Table 19. Standard COCOMO81 development modes 
Mode a b Explanation 
Organic 3.2 1.05 Projects from relatively small software teams 
develop software in a highly familiar, in-house 
environment. 
Embedded 2.8 1.2 Projects operating within (is embedded in) a 
strongly coupled complex of hardware, software, 
regulations, and operational procedures. 
Semi-Detached 3.0 1.12 An intermediary mode between organic and 
embedded. 
Source: (Menzies et al., 2006) 
Boxplots of the distributions of effort and size (KLOC) against the years in which projects 
were completed are shown in Figures 27 and 29. (Note that data for the projects undertaken 
between 1971 and 1976 are not depicted in the boxplots because those records consist of just 
one or two observations per year.) 
 
Figure 27. Boxplots of NASA93 dataset Effort values grouped by year 
 
In order to enable clearer interpretation of Figure 27, the effort values have been logarithm 




Figure 28. Boxplots of NASA93 dataset log(Effort) values grouped by year 
 
 
Figure 29. Boxplots of NASA93 dataset Size values grouped by year 
 
Subsets of NASA93 Datasets 
Preliminary analysis indicates that, due to the diversity of projects in the dataset (as is partly 
evident in the boxplots of effort and size of Figures 27 and Figure 29), it was neither feasible 
nor sensible to build time-aware models for the entire dataset. The following procedures were 
therefore applied to the NASA93 dataset to yield four subsets or partitions that each contained 
a sufficient number of records to enable well-formed model development.  
Subset 1: NASA82 
The boxplots shown in Figures 27 and 29 provide visual indications of the distribution of the 
NASA93 dataset. A Mann-Whitney test was performed to identify similarities and differences 
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in the projects grouped by year. The results confirm that the projects developed in the year 
1982 and beyond belonged to the same distribution (as circled in the boxplots of Figures 27 
and 29), and so this formed one of the subsets used for model-building. This subset is herein 
referred to as NASA82, and its associated boxplots for the distributions of effort against year 
and size against year are presented in Figures 30 and 31. 
 
Figure 30. Boxplots of NASA82 Effort values grouped by year 
 
 
Figure 31. Boxplots of NASA82 Size values grouped by year 
 
The NASA82 dataset consists of 43 projects and includes eleven of the fourteen application 
types found in the main dataset, as shown in Table 20. Three outlier projects that are outside 
the distributions of all the other projects in this subset, as evident in Figure 30 and Figure 31, 





Table 20. Distribution of Application Types of NASA82 
Application Type Total 
Application_ground 2 
Avionics 3 
Avionics monitoring 8 
Batch data processing 1 
Communications 1 
Data capture 1 
Mission planning 11 
Monitor_control 8 




A project with a project delivery rate (i.e., effort divided by size) greater than 89 has also been 
removed because it is considered to be very different from the other projects – at 89, this 
project delivery rate is three times higher than the project with the next highest project 
delivery rate, and almost twelve times higher than the mean project delivery rate of this 
subset. The remaining 39 projects enable the development of models to predict the effort of 
projects undertaken between 1985 and 1987. Table 21 contains the summary statistics of the 
continuous variables size (KLOC) and effort for the 39 projects. 
Table 21. Summary statistics of Size and Effort of NASA82 
Statistics KLOC Effort 
Minimum 3.00 12.00 
Maximum 100.00 703.00 
Average 31.46 174.90 
Standard Deviation 28.02 172.76 
Median 19.30 90.00 
Number of Projects 39 
 
The average project size of 31.46 KLOC is influenced by two projects with size of 100 
KLOC. Of the 39 projects 24 have size values less than the average; as such, the median size 
value of 19.30 KLOC provides a more appropriate indicator of the typical size of the projects 
in the NASA82 subset. Similarly, the average effort of 174.90 person-months is also 
influenced by high effort values for a few projects, a phenomenon also reflected in the large 
standard deviation of 172.76. The median effort of 90 person-months a more suitable 
reflection of likely effort for a project in the NASA82 subset. 
The dataset includes instances of all three COCOMO project modes; six are embedded 
projects, one is an organic project and 36 are semidetached projects. The projects in this 
distribution come from three of the five NASA development centers, as indicated in Table 22. 
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Table 22. Distribution of NASA82 projects across centers 





Subset 2: Center 2 
This dataset initially consists of 37 projects developed at NASA Center 2, comprising ten of 
the fourteen application types found in the main dataset. Table 23 depicts the mix of 
application types and Table 24 shows the summary statistics of the continuous variables, size 
(KLOC) and effort. The projects consist of 32 semidetached and 5 embedded types. This 
dataset is herein referred to as Center 2. 
Table 23. Distribution of Center 2 Application Types 
Application Type Total 
Avionics 4 
Avionics monitoring 13 
Batch data processing 2 
Communications 1 
Data capture 3 
Mission planning 1 
Monitor_control 8 




Table 24. Summary statistics of Size and Effort of Center 2 
Statistics KLOC Effort 
Minimum 0.90 8.40 
Maximum 90.00 480.00 
Average 22.67 120.89 
Standard Deviation 22.34 125.86 
Median 15.00 62.00 
Number of Projects 33 
 
The average values for size and effort are again heavily influenced by a small number of very 
large projects relative to the others in the data subset. In fact, the heterogeneity is such that 
both the average and median values for effort are not useful as indicators of central tendency 
for that project attribute. Mann-Whitney analyses indicated that the three projects developed 
in the year 1980 belonged to a different distribution and so these observations are not used in 
our analyses. In addition, an outlier project (developed in 1979 and evident in the boxplots of 




Figure 32. Boxplot of Center 2 Effort values grouped by year 
 
Figure 33. Boxplot of Center 2 Size values grouped by year 
 
Subset 3: Center 5 
This dataset comprises 39 projects developed at NASA Center 5, across eight of the fourteen 
application types found in the main dataset. Table 25 shows the mix of application types and 
Table 26 depicts the summary statistics of the two continuous variables. The projects include 
23 semidetached, 13 embedded and 3 organic types. This dataset is referred to as Center 5. 
Table 25. Distribution of Center 5 Application Types 
Application Type Total 
Application_ground 2 
Avionics 5 
Avionics monitoring 17 
Mission planning 7 









Table 26. Summary statistics of Size and Effort of Center 5 
Statistics KLOC Effort 
Minimum 11.40 72.00 
Maximum 352.00 2460.00 
Average 126.48 756.49 
Standard Deviation 94.65 633.71 
Median 98.00 571.40 
Number of Projects 31 
 
Though Mann-Whitney analysis identified the data of Center 5 as belonging to the same 
distribution this could be confounded by the small number of data points (Mundry and 
Fischer, 1998) in some of the project development years. A visual analysis of the boxplots 
(Figure 34) suggests that the three projects in the 1980 year group may be different from the 
others and so all three projects have been removed, in addition to two outlier projects from 
1977 as per Figures 34 and Figure 35.  
 
Figure 34. Boxplot of Effort of Center 5 grouped by year 
 
Two projects with size values greater than effort (since these are the only projects with this 
characteristic in the entire NASA93 dataset) and a project with a project delivery rate greater 
than 89 were removed, leaving a total of 31 records for model development. The influence of 
these eight data points was also evident in the figures reported in Table 26, leveraging the 




Figure 35. Boxplot of Size of Center 5 grouped by year 
 
 
Subset 4: Semidetached Applications 
This dataset consists of 69 projects from the NASA93 dataset. All of the projects in this 
subset are of the semi-detached mode (see Table 19) according to the COCOMO81 
classification. The data consists of twelve of the fourteen application types found in the main 
dataset. This subset is herein referred to as Semidetached. The projects were developed at four 
of the five centres of NASA and the distribution is shown in Table 27.  
Table 27. Distribution of Semidetached projects at NASA development centers 






Table 28 depicts the mix of application types and Table 29 shows the summary statistics of 
the continuous variables effort and size.  
Table 28. Distribution of Semidetached Application Types 
Application Type Total 
Application_ground 2 
Avionics monitoring 24 
Batch data processing 2 
Communications 1 
Data capture 3 
Launch processing 1 
Mission planning 18 
Monitor_control 8 
Operating system 2 





This subset includes 37 projects (of 69) that have size values less than the average of 37.81 
KLOC. Taken in conjunction with a standard deviation of 37.80 KLOC, the median value of 
20 KLOC is a more likely representation of size for a project in the Semidetached subset. 
The average effort of 164.97 person-months is greatly influenced by four projects with effort 
values greater than or equal to 400 person-months, including one project with the maximum 
effort value of 750 person-months. The median of 94.40 person-months is therefore a more 
typical characterization of the effort required for a Semidetached project. 
Table 29. Summary statistics of Size and Effort of Semidetached Application Types 
Statistics KLOC Effort 
Minimum 0.90 8.40 
Maximum 151.00 750.00 
Average 37.81 164.97 
Standard Deviation 37.80 160.70 
Median 20.00 94.40 
Number of Projects 54 
 
Mann-Whitney analysis along with visual inspection of the boxplots indicated the projects 
from 1979 and beyond as belonging to the same distribution, and as such the projects from 
between 1974 and 1978 have been removed from the dataset used in the analyses.  
 
Figure 36. Boxplot of Effort of NASA93 Semidetached Applications grouped by year 
 
Also, the five outlier projects that are evident on Figure 36 and Figure 37 have also been 
removed. In addition, a project with a size value greater than its effort value has also been 




Figure 37. Boxplot of size of NASA93 Semidetached grouped by year 
 
Developing Effort Estimation Models – Subsets of NASA93 
In estimating effort for projects completed in a given year, Equation 1, the COCOMO81 
equation for effort estimation, is used. 
  𝑒𝑓𝑓𝑜𝑟𝑡(𝑝𝑒𝑟𝑠𝑜𝑛𝑚𝑜𝑛𝑡ℎ𝑠) = 𝑎 ∗ (𝐾𝐿𝑂𝐶𝑏) ∗ (∏ 𝐸𝑀𝐽𝑗 )                              (1).  
In order to develop a regression model as per numerous COCOMO81 effort estimation 
studies (e.g., (Chen et al., 2005; Menzies et al., 2006; Nguyen et al., 2008)), Equation (1) is 
linearized by logarithmic transformation, as indicated in Equation (2). 
  ln(𝑒𝑓𝑓𝑜𝑟𝑡) = ln(𝑎) + 𝑏 ∗ ln(𝐾𝐿𝑂𝐶) + ln( 𝐸𝑀1 ) + ⋯   (2) 
Backward stepwise regression is applied in order to support the inclusion or exclusion of 
variables, as previous studies (Chen et al., 2005; Singh et al., 2013) have established that not 
all the effort multipliers of the NASA93 COCOMO81 format dataset are influential in model 
building.  
Kitchenham Dataset 
The Kitchenham dataset (Kitchenham et al., 2002) was collected from the American-based 
multinational company Computer Sciences Corporation (CSC). This dataset contains 
information about 145 software development and maintenance projects that CSC undertook 
for several clients. There are 10 attributes considered, the size attribute was measured in 
function points, and effort was measured in person-hours. The attributes also include start date 
and estimated completion dates, and the projects were undertaken between 1994 and 1999. 
The attributes useful for effort modelling are the size attribute and the application type 
attribute. Following prior work this study uses 105 records related to projects developed for 
so-called ‘client 2’ (Amasaki, 2012). 
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As this dataset includes information about the actual start date of projects and their duration in 
days, these values are used to compute each project’s completion date. Training sets are 
formed based on the years in which projects were completed, as was done for the subsets of 
the NASA93 dataset. Composition of the test data sets follows a slightly different process, 
however, because of the availability of actual start dates: a test set consists of projects 
completed in the subsequent year and started after the date the last project in the training set 
was completed. This dataset consists of 67 perfective maintenance projects and 38 
development projects. The boxplots of the Kitchenham dataset depict the distributions of the 
data across years in Figure 38 and Figure 39. 
 
Figure 38. Boxplots of effort of Kitchenham Dataset grouped by year of project 
completion 
 
The boxplots of Figure 38 and Figure 39 indicate three outliers which have subsequently been 
removed, and as such 102 records are used for modelling. This dataset is herein referred to as 
Kitchenham for the purposes of this study. Mann-Whitney analysis identified the data as 
belonging to the same distribution. Summary statistics of the Kitchenham dataset are shown 




Figure 39. Boxplots of size of Kitchenham Dataset grouped by year completion 
 
There is a large difference between the minimum and maximum size values shown in Table 
30. The average size of 355.12 adjusted function point (AFPs) also differs markedly from the 
median value of 245.37 AFPs, indicating a degree of heterogeneity in projects with respect to 
their size. Similar observations can be made regarding the values for development effort, 
where the median value is smaller than the average value. 
Table 30. Summary statistics of Size and Effort of Kitchenham 
Statistics SIZE Effort 
Minimum 30.00 219.00 
Maximum 1362.11 8656.00 
Average 355.12 2212.17 
Standard Deviation 308.88 1992.15 
Median 245.37 1570.50 
Number of Projects 102 
 
Preliminary analysis indicated that there is sufficient data for building models with the subset 
of perfective maintenance projects. This subset is herein referred to as Perfective. The 
boxplots of the perfective maintenance projects are shown in Figure 40 and Figure 41. 
 





Figure 41. Boxplots of size of Perfective Dataset grouped by year of completion 
The boxplots of Figure 40 and Figure 41 depicted five projects that are outside of the 
distributions and these have been removed prior to model development. The Mann-Whitney 
analysis identified the data as belonging to a single distribution. The summary statistics of the 
perfective maintenance projects are shown in Table 31. 
While there appears to be a degree of right-hand skewing in the effort and size values for the 
perfective maintenance projects the effect is not as great as was evident for the entire dataset. 
The mean and median values for each are closer, suggesting that the higher values for each 
attribute are having less effect in terms of leverage. 
Table 31. Summary statistics of Size and Effort of Kitchenham 
Statistics SIZE Effort 
Minimum 30.00 219.00 
Maximum 862.00 6607.00 
Average 283.82 1926.57 
Standard Deviation 218.94 1638.74 
Median 226.25 1426.5 
Number of Projects 62 
 
 
Developing Effort Estimation Models – Kitchenham Dataset and Subset 
The linear regression model indicated in Equation (3) is used to develop models for the 
Kitchenham dataset, whilst Equation 4 is used for the Perfective dataset. 
ln(effort) = ln(size) + type                                                (3) 
type is treated as a dummy variable in this equation with the development type being the 
reference attribute. 





The Maxwell dataset, collected from a Finnish commercial bank, is made up of 62 projects 
with 27 attributes (Maxwell, 2002). The size attribute was measured in function points. This 
dataset enables the estimation of project effort measured in person-hours. The start years of 
projects were recorded as occurring between 1985 and 1993. The Maxwell dataset has both 
actual start and completion dates and, as such, the training and test sets were formed in the 
same manner as described for the Kitchenham dataset. Four projects that used a graphical user 
interface (GUI) (and so different from the other 58 projects) were not used in the analysis, in 
line with the same decision taken in a previous study (Amasaki, 2012). The boxplots of the 
Maxwell dataset depict the distributions of the data across years as shown in Figure 42 and 
Figure 43.  An outlier project (according to Figure 42) was also not included in the analysis, 
leaving a useable dataset of 57 projects. Boxplots and Mann-Whitney analysis both indicated 
that the data belonged to the same distribution. This dataset is herein referred to as Maxwell. 
 
Figure 42. Boxplot of effort of Maxwell Dataset grouped by year of completion 
 
 





The summary statistics of size and effort for the Maxwell dataset are shown in Table 32. 
Again there is evidence of a positive skew in the distributions, pulling the average size from a 
median value of 371 AFPs to a mean of 607.04 AFPs. The average effort value of 7456.23 
person-hours is similarly being strongly influenced by projects with effort approaching the 
maximum value of 39479 person-hours. 
Table 32. Summary statistics of Size and Effort of Maxwell 
Statistics Size Effort 
Minimum 48.00 583.00 
Maximum 3643.00 39479.00 
Average 607.04 7456.23 
Standard Deviation 715.95 7943.81 
Median 371.00 5100.00 
Number of Projects 57 
 
 
Subset: Transpro Dataset 
The transaction processing application dataset, referred to as Transpro, is a subset of the 
Maxwell dataset. The boxplots of Figure 44 and Figure 45 showed one outlier which, once 
discarded, left a useable dataset of 26 projects. A Mann-Whitney analysis identified the 
Transpro dataset as belonging to the same distribution. 
 
Figure 44. Boxplot of effort of the Transaction Processing Applications of the 





Figure 45. Boxplot of size of the Transaction Processing Applications of the 
            Maxwell Dataset grouped by year 
 
The summary statistics of size and effort of the Transpro dataset are shown in Table 33. Not 
unexpectedly we note again the differences between the median and average values and the 
high standard deviation values relative to the means. 
Table 33. Summary statistics of Size and Effort of Transpro 
Statistics SIZE Effort 
Minimum 59.00 845.00 
Maximum 2482.00 37286.00 
Average 534.50 7643.96 
Standard Deviation 557.04 8148.27 
Median 359.50 5339.00 
Number of Projects 26 
 
Subset: Custserve Dataset 
The customer service application dataset is a further subset of the Maxwell dataset. According 
to the boxplots of Figure 46 and Figure 47 and the associated Mann-Whitney analysis the 






Figure 46. Boxplot of effort of the Customer Service Applications of the Maxwell 
       Dataset grouped by year 
 
 
       Figure 47. Boxplot of size of the Customer Service Applications of the Maxwell  
       Dataset grouped by year 
 
The summary statistics for size and effort for the Custserve dataset are shown in Table 34. 
The same phenomenon of positive skew is evident in these figures, due in large part to a small 
number of (comparatively) very large, high-effort projects in the data subset. 
Table 34. Summary statistics for Size and Effort of Custserve 
Statistics Size Effort 
Minimum 48.00 583.00 
Maximum 3643.00 39479.00 
Average 874.17 9824.44 
Standard Deviation 1006.22 9555.48 
Median 491 7784.00 
Number of Projects 18 
 
Developing Effort Estimation Models – Maxwell Dataset and Subsets 
A backward stepwise regression model is developed for the Maxwell dataset and the Transpro 
and Custserve subsets using Equation (5). Maxwell (2002) identified the relevance of the 
explanatory variables in two separate models of nearly equal performance. Both models 
contain the size variable. In one model requirement volatility (T08), quality of requirements 
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(T09) and staff tool skill (T14) are also included. In the second model the explanatory 
variables in addition to size are requirement volatility (T08) and quality of requirements 
(T09).  Amasaki (2012) used the second model in his comparative study. In this study, all 
three explanatory variables from the two models are used in a stepwise regression, because 
the models are being built using an incremental number of training data and so the variables 
of importance may vary from one model to the next. 
ln(𝑒𝑓𝑓𝑜𝑟𝑡) = ln(𝑠𝑖𝑧𝑒) + 𝑇08 + 𝑇09 + 𝑇14                                        (5) 
 
Desharnais Dataset 
The Desharnais dataset was collected from ten organizations in Canada by Jean-Marc 
Desharnais. The projects in this dataset were undertaken between 1983 and 1988.  The dataset 
consists of 81 records and twelve attributes, including size measured in function points and 
effort measured in person-hours. In most studies that employ this dataset, 77 of the 81 records 
are used because of missing data in four records (Shepperd and Schofield, 1997). In this 
study, the version with the 77 projects is therefore also used. The boxplots of Figure 48 and 
Figure 49 indicate eight outliers which have subsequently been removed, and as such 69 
records are used for modelling. The Desharnais dataset, like the NASA93 dataset, contains 
only the year of project completion and, as such, the training and test data sets are formed in 
the same way as for the subsets of NASA93 dataset (i.e., by using the year of project 
completion). According to the boxplots of Figure 48 and Figure 49 and the associated Mann-
Whitney analysis the Desharnais dataset forms a single distribution. 
 




Figure 49. Boxplot of Size of Desharnais dataset grouped by year 
 
Some evidence of positive skewing is apparent in the summary statistics for size and effort in 
the Desharnais dataset (see Table 35), although the differences between the mean and median 
values and the smaller standard deviation values imply that this issue is not as pronounced as 
in other datasets. 
Table 35. Summary statistics of Size and Effort of Desharnais 
Statistics Size Effort 
Minimum 62.00 546.00 
Maximum 698.00 9520.00 
Average 253.72 3699.35 
Standard Deviation 151.58 2301.86 
Median 214.00 3192.00 
Number of Projects 69 
 
Subset: Adv.Cobol Dataset 
This dataset is a subset of the Desharnais dataset comprising only projects that were 
developed using a programming language termed ‘Advanced Cobol’ in the original dataset. It 
is made up of 23 projects that are identified in the Desharnais dataset as “category 2” under 
the language attribute. It is herein referred to as the Adv.Cobol dataset. The boxplots of 
Figure 50 and Figure 51 show the distribution of this dataset. A Mann-Whitney analysis 




Figure 50. Boxplot of Effort of the Advanced Cobol Applications of the Desharnais 
      Dataset grouped by year 
 
 
Figure 51. Boxplot of Size of the Advanced COBOL Applications of the Desharnais 
     Dataset grouped by year 
 
Table 36 shows the summary statistics of size and effort for the Advanced Cobol dataset. As 
was evident for its parent set there is some evidence of leverage points being influential in 
regard to the mean values – in fact, the skewing may be more severe for this subset than for 
the larger Desharnais dataset. 
Table 36. Summary statistics of Size and Effort of Adv. Cobol 
Statistics Size Effort 
Minimum 62.00 1155.00 
Maximum 688.00 14973.00 
Average 279.91 5095.39 
Standard Deviation 194.23 4123.56 
Median 197.00 3437.00 





Developing Effort Estimation Models – Desharnais Dataset and Subsets 
Though there are twelve attributes in the Desharnais dataset, analysis carried out by 
Desharnais himself (Desharnais, 1988) identified the size and language attributes as those that 
are influential in a regression model. Kitchenham and Mendes (2009) supported Desharnais’ 
claim by proposing the use of the language attribute as a dummy variable. This approach has 
been adopted in this study for the models developed for this dataset, as shown in Equation (6). 
ln(𝑒𝑓𝑓𝑜𝑟𝑡) = ln(𝑠𝑖𝑧𝑒) + 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒                                       (6) 
This study used the adjusted function point as the most complete size attribute (rather than the 
raw function point count) and treated the three-value language attribute as a dummy variable, 
with the reference dummy value being the Basic Cobol projects indicated as “1” in the 
Desharnais dataset. The Adv.Cobol dataset uses only size as an explanatory variable in model 
development, as shown in Equation (7). 
ln(𝑒𝑓𝑓𝑜𝑟𝑡) = ln(𝑠𝑖𝑧𝑒)                                       (7) 
XBC Dataset 
The XBC dataset characterises the development of sixteen test systems built using the C and 
C++ programming languages, for deployment in either a runtime environment or a Unix-
based non-runtime environment. The projects follow a waterfall approach with data recorded 
as labour hours for ten different process phases; Project planning, Requirement specification, 
Training/Learning, Design specification and documentation, Implementation, Test and test 
specification, Release, installation and Manuals, Maintenance and Process assurance. Records 
were kept for time spent on project management, and the total labour hours for each project 
were also noted. In this dataset, two manager’s estimates were also stored against the above 
mentioned phases for each project: an original estimate, which refers to the initial estimate of 
the project manager, and a current estimate, a revised estimate which at any point in time is 
the most up-to-date estimate. Counts of the number of requirements and the commented lines 
of code (CLOC) were recorded to provide (early and later) indicators of the size of the 
projects. Other project information recorded included a project identifier and a name for each 
project, as well as the names of the project managers involved. Project completion dates and 
their durations, in weeks, were available. Models built for this dataset followed the same 
procedure as that used for the NASA93 and Desharnais datasets when employing the project 
completion dates. All sixteen projects were undertaken within a 22 month period, between 
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October, 1999 and August, 2001. Figure 52 is the boxplot of the XBC dataset showing the 
original effort estimate and the actual effort of the projects. 
 
Figure 52. Boxplot of XBC Dataset showing Original Effort Estimate and the Actual 
Effort    
        
Table 37 shows summary statistics for the original effort estimate of the managers of the 
projects and the actual recorded effort. The high mean and standard deviation values for both 
indicate the existence of a few projects with comparatively high effort values; however, the 
entire set of sixteen projects is used for model development in order to follow the approach 
used by MacDonell and Shepperd (2010) and also as evidence by Figure 52, there are no 
obvious atypical projects.  
Table 37. Summary statistics of Original Effort Estimate and Actual Effort of XBC 
Statistics Original Effort Actual Effort 
Minimum 512 511 
Maximum 7742 7734 
Average 3079.94 2843.48 
Standard Deviation 2407.24 2345.62 
Median 2059 2113 
Number of Projects 16 
 
Developing Effort Estimation Models – XBC Dataset 
Preliminary analysis identified the managers’ original effort estimate (org_effort) and the 
number of requirements as potential explanatory variables in a linear regression model to 
estimate the total actual effort (total_effort). Subsequent correlation analysis led to the use of 
only the managers’ original estimate, with a correlation coefficient of 0.83 with total effort. 
Equation (8) is therefore used to estimate the effort for this dataset. 




In this Chapter, two time-aware approaches for software effort estimation have been 
presented. A detailed description of each of the five datasets used in the time-aware analysis, 
the results of which are presented in Chapter 6, has also been presented. The methods 
employed in the preparation of the datasets, such as the grouping of the datasets into 
appropriate subsets/partitions, as well as the methods used in the treatment of atypical 
projects, were also discussed. The effort estimation models developed for each dataset and/or 
its subset(s) were also presented. Three accuracy measures used to evaluate the models were 
also discussed, along with three baseline models against which the time-aware models are 



















Chapter 6. Time-Aware Analysis 
Analysis results for each of the dataset and subset groupings described in Chapter 5 are now 
presented in turn.  The analysis and outcomes are presented in detail in the initial sections, 
whereas this detail is then taken as read for the latter sections (to avoid unnecessary repetition 
and so aid readability). 
6.1 Results of Time-Aware Effort Estimation Models 
6.1.1 NASA93 Subsets 
In this Section the results are presented for the models developed for the four NASA93 
subsets. For each of the datasets, both time-aware models (TASA and TAMW) are developed. 
Results of the baseline models are also presented for comparison. 
Table 38 shows the results of the TASA models and those of their associated baseline models. 
The first column in Table 38 shows the names of the datasets; the second column represents 
the years for which effort estimation models have been developed; the third, fourth and fifth 
columns, respectively, show the RE, MSE and TAE accuracy measures of the TASA model;  
the sixth and seventh columns shows the MSE and TAE accuracy measures of the mean 
baseline model; the eighth and ninth columns show the MSE and TAE accuracy measures of 
the median baseline model; and the tenth, eleventh and twelfth columns show the RE, MSE 
and TAE accuracy measures of the LOO baseline model. 
The highlighted results in Table 38 (and subsequent tables) indicate large prediction errors in 
terms of project effort – certainly too large to support the use of these models in practice. 
Manual inspection of the NASA82 and Semidetached datasets revealed that the effort 
multipliers of the training data used in developing the models to predict the highlighted 
projects are quite different from those of the projects being estimated. In order to test whether 
the values of the effort multipliers could be the reason for the large errors in the performance 
measures the effort multiplier values of all the highlighted test projects were changed to those 
for one of the projects in their respective training set. The changing of the effort multipliers 
resulted in an improved relative error of 0.03 for the prediction of the 1986 projects of the 
NASA82 subset. The semidetached projects also achieved relative errors of 0.53 and 0.31 for 
the 1984 and 1986 projects, respectively. This improvement in the results highlights the 
importance of the effort multipliers in effort prediction for this dataset. 
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Results of TASA Models for the NASA93 subsets 
The results are not consistent across all three accuracy measures – as they do not demonstrate 
the same trends in terms of improvement with time-awareness or otherwise. Center 2 consists 
of just one model and as such its result is not discussed in terms of Analysis 1 (see Section 
5.1).  The MSE and TAE accuracy measures improved with time-awareness for the other 
three datasets that make up the subset of NASA93 analysis. In terms of relative error, 
accuracy worsened with time-awareness for NASA82 and the semidetached datasets. The 
TASA model was generally better than the mean and median baseline models, an exception 
being for the Center 5 model that predicts the 1983 projects. In this case the median baseline 
is better than the TASA model in terms of the MSE and TAE accuracy measures. According 
to Table 38, The LOO baseline model is better than the TASA model in three cases when all 
three accuracy measures are used. In the other two cases the results are the same between the 
two models because the same data split has been used in both the training and test data. 
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 1985 0.06 2136.52 243 23379.11 848 15042.17 679 0.03 727.14 126 
1986 1718 3.4E+07 18151 21869.07 1069 17308.00 878 296582 5.74E+09 222728 














1983     - - 302 104517.30 323 4173.16 65             - - 298 
1984 0.12 6256.95 278 373915.10 2277 157077.70 1329 0.07 5577 197 









1984 8E+05 6.1E+09 174344 14195.20 571 6762.66 362 0.26 1787.99 157 
1985 0.02 199.98 64 14193.28 656 9131.47 461 0.01 115.03 51 
1986 849.9 1.7E+07 13996 18708.20 960 17275.24 702 908.79 908.79 1.84E+07 
1987 0.19 75.92 17 13952.85 236 2319.41 104 0.19 75.92 17 
         “-” means the accuracy measure could not be computed 
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Results of TAMW Models for the NASA93 Datasets 
Table 39 reports the results of the TAMW models and those of their related baseline models. 
The TAMW models are better than the mean baseline models when compared using the MSE 
and TAE accuracy measures in all cases. The median baseline is worse than the TAMW 
models in all but one case – the same case as that discussed in the previous subsection. The 
LOO baseline model is better than the TAMW model in one case, while in the four other 





































1983      - - 302 127160.30 357 14786.56 122         - - 188 
1984 0.12 6256.94 278 373915.10 2277 157077.66 1329 0.07 5577.00 197 
1985      - - 8 439100.30 663 187489.00 433        - - 8 








 1986 1.60 8353.57 926 18112.20 931 16870.50 738 0.36 10799.31 553 
1986* 2738.12 5.35E+07 22513 19643.25 998 17308.00 878 2486.47 4.87E+07 21588 
1987 0.20 72.17 16 14949.96 244 4250.00 130 0.20 72.17 16 
1987* 0.19 85.47 17 11823.45 217 1943.44 88 0.19 85.47 17 
      *  represents the number of additional Time-Aware Moving Window models built for a particular year 
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Results of TASA and TAMW Models for NASA93 Subsets 
The results of the TASA model and the TAMW model are shown in Table 40. It is only 
possible to compare the projects developed in 1987 for the NASA82 dataset, as there is not 
enough data to build models to predict projects from early years upon the removal of the 
projects from 1982 when building the TAMW models. The TAMW model result is only 
better than the TASA model in terms of relative error. In terms of the accuracy measures of 
mean squared error and total absolute error, the TASA model results are better.  
The same results were obtained for the Center 2 dataset in terms of all three accuracy 
measures for the TASA model and the TAMW model in the prediction of 1987 projects, as 
indicated in Table 24. The coincident results of these two analyses are attributable to the fact 
that there was only one more record in the training set of the TASA model than in that of the 
TAMW model, and its removal had minimal effect on the TAMW model.  










2 1985 0.06 2136.52 243      -       -     - 
1986 1717.8 3.38E+07 18151      -        -     - 














1983     - - 302      - -  302 
1984 





1985     -      -  12      -      -  8 










1984 7.56E+05 6.06E+09 174344      -      -    - 
1985 0.02 199.98 64      -      -    - 
1986 849.93 1.72E+07 13996 1.6 8353.57 926 
1986* 849.93 1.72E+07 13996 2738.1 5.35E+07 22513 
1987 0.19 75.92 17 0.2 72.17 16 
1987* 0.19 75.92 17 0.19 85.47 17 
 
Identical results were obtained for Center 5 in predicting projects developed in 1983 and 1984 
for the TASA model and the TAMW model when old projects were removed. The results of 
the TAMW models in predicting projects developed in 1985 are both better than the TASA 
models. When the two TAMW models are themselves compared, the result is better for the 
model that used more recent projects in model development. 
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The semidetached dataset results for the TAMW model, when older projects were removed 
from the training set, is better in terms of the accuracy measures of MSE and TAE in 
predicting projects developed in 1987 as compared to the TASA model. The outcome is 
worse, however, when the relative error accuracy measure is used. The second TAMW model 
result is the same as the TASA model result when the accuracy measures of relative error and 
total absolute error are used; however when MSE is used the TAMW model is worse.  
In order to formally assess whether one of the two time-aware models resulted in more 
accurate effort predictions a two-tailed paired samples Wilcoxon test was applied. The p-
value results are 1 (due mainly to the ties), 0.5839 and 0.5839 for RE, MSE and TAE, 
respectively. These results indicate that the differences in prediction accuracy for the two 
models are not statistically significant when they are compared across all three accuracy 
measures. Therefore, for this dataset, it is concluded that either time-aware approach could be 
used to develop effort estimation models. 
NASA93 Subsets Model Analysis  
All of the models developed for both the TASA and TAMW approaches across the NASA93 
subsets include size as an independent variable. Beyond that, the composition of variables in 
the effort estimation models and their coefficients are quite dynamic, as the models differ 
from one time period to the other.  The coefficient values of the TASA and TAMW models 
are shown in Table 41 and Table 43, respectively, to demonstrate the evolution of the models 
from one year to the next. The leave-one-out coefficient values of the corresponding TASA 
and TAMW models are also shown in Table 42 and Table 44. The LOO coefficients are 
presented so as to be able to assess whether the use of a LOO process provides a more stable 
model as compared with the original (TASA and TAMW) models. The corresponding 
analysis of the leave-one-out baseline models is to facilitate the addressing of the twelfth 
research question which compares the time-aware models with the LOO baseline models in 
terms of structure and accuracy. 
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Table 41. Coefficients of TASA Models of NASA93 Datasets 








-14.39 16.14 2.68 -9.24 -13.77 6.85 -2.49 2.71 2.39   -3.76 6.89 
       
0.92 
 
                0.98 
1986 23.05 -21.32 21.05 -3.35 11.22   17.92 13.59     -4.95 -11.64   15.19         1.05 0.98 




































-5.10   92.98 4.09 2.97 -183.52 -1.35 -45.54 95.08 -84.87 1.73 -0.92 127.32           1.09 0.98 
1985 4.31   -24.27 4.29   7.34 -0.76     23.68 -3.90   -10.70 4.69 -2.1 -14 8.29   1.06 0.98 
1986 3.50   -17.15 3.59   5.98 -0.91 1.08   16.83 -2.17   -9.68 2.04 -2.6 -10 3.91   1.07 0.97 
1987 





















Table 42. LOO Coefficients of TASA Models of NASA93 Datasets 
Dataset Year Intercept b rely data cplx Time Stor virt turn acap aexp pcap vexp lexp modp Too
l 








 1985 -500.08 448.00 0.97 152.80  2.04 -1.29 98.72 -161.00   -4.49 3.57   2.98 -7.02       0.98 0.98 
1986 1.67   0.97 5.93   2.33 -17.80   2.83   -4.82 4.05   2.33 -6.54       1.01 0.96 
1987 
























0   1.18 0.95 
1984 1.01         4.79 -1.62 1.41   5.64     -6.59           1.19 0.94 









1984 1.48   0.98    1.93 -1.33 -1.76 3.02 1.10 0.87       -0.85 0.92 -3.78   1.06 0.98 
1985 1.50     1.10   2.73 -1.24   1.38 2.28 -1.28 0.71 -3.33   -1.57   -1.60   1.05 0.97 
 
 
1986 3.54   -17.30 3.56   6.01 -0.90 1.06   17.04 -2.16   -9.61 2.05 -2.56 
-
10.2
0 4.14   1.07 0.97 
 




Table 43. Coefficients of TAMW Models of NASA93 Datasets 
Dataset Year Intercept b rely data cplx Time Stor virt turn Acap aexp pcap vexp lexp modp tool sced b*ln(loc) loc Adj.R-Squared 
NASA82 1987 -10.76 11.09       2.71 -1.29 4.29   3.16 -3.75 2.84   -3.85         1.01 0.98 












-3.20         6.61 -8.53 2.16 2.14 5.34 -42.98 10.06 -30.66 -40.71   -2.1 -18   1.18 0.95 
1984 1.01         4.79 -1.62 1.41   5.64     -6.59           1.19 0.94 
1985 3.98   -3.56 3.32     12.03   2.79 2.11 27.11   18.44 -9.16 2.39 2.21 -18   1.1 0.89 
1985* -1.88         5.20 -6.85 1.97 1.82 4.09 -38.58 8.56 -29.48 -33.87   -1.9 -21   1 0.93 








 1986 1.84   7.09 -4.23 -4.39   -0.68   9.18   -3.76               1.05 0.97 
1987 1.43   1.87       -1.06 -2.95 6.36       -6.55           1.05 0.97 
1986* -1.20   22.20 -3.63 12.26   18.84 14.01     -5.49 -12.24   15.82         1.09 0.98 
1987* 1.52   1.14 2.58   1.75 -1.38 4.13 -1.65     1.19             1.06 0.98 
1987** 1.58 




Table 44. LOO Coefficients of TAMW Models of NASA93 Datasets 
Dataset Year Intercept b rely data cplx Time Stor virt turn Acap aexp pcap vexp lexp modp tool sced b*ln(loc) loc Adj.R-
Squared 
NASA82 1987 -10.76 11.09       2.71 -1.29 4.29   3.16 -3.75 2.84   -3.85         1.01 0.98 









1983 -2.36        6.04 -7.70 2.16 1.79 5.17 -39.60 9.44 -29.40 -35.60   -1.76 -16.80   1.09 0.94 
1984 1.01         4.79 -1.62 1.41   5.64     -6.59           1.19 0.94 
1985 3.98   -3.56 3.32     12.03   2.79 2.11 27.11   18.44 -9.16 2.39 2.21 -18.00   1.10 0.89 
1985* -1.88         5.20 -6.85 1.97 1.82 4.07 -38.60 8.56 -29.5 -33.9   -1.93 -20.90   1.00 0.93 










2.41     
-
2.62 3.79   -1.24 -1.79 7.13 1.45                 1.04 0.98 
1987 1.43   1.87       -1.06 -2.95 6.36       -6.55           1.05 0.97 
1986* 
-1.02   22.04 
-
3.59 11.99   18.55 13.90     -5.15 -12.00   15.60         1.06 0.98 
1987* 1.52   1.14 2.58   1.75 -1.38 4.13 -1.65     1.19             1.06 0.98 
1987** 1.58 
  1.31     2.48 
-
14.02 7.20     -3.68 3.67   -3.55 -2.60       1.03 0.98 
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The three TASA models of NASA82 as shown in Table 41 have the following explanatory 
variables in common; required software reliability (rely), database size (data), main memory 
constraint (stor), virtual machine volatility (virt) and programmer capability (pcap). These 
three models differ in several other explanatory variables resulting in each model being 
unique. The TAMW model (Table 43) developed for NASA82 shares three explanatory 
variables in common with the TASA model shown in Table 41; main memory constraint 
(stor), virtual machine volatility (virt) and programmer capability (pcap). It can be seen from 
Table 41 that Analyst capability (acap), which was not part of any of the TASA models, 
becomes part of this TAMW model. 
One model each was built to represent the TASA model and the TAMW model of Center 2. 
Table 41 and Table 43 indicate that these models share all explanatory variables in common, 
with the exception of virtual machine volatility (virt) variable which is part of the TASA 
model only. 
Virtual machine volatility (virt) and analyst capability (acap) are the only explanatory 
variables that are common to all the three TASA model built for Center 5. Besides these, the 
three models differ in the type and number of explanatory variables that constitute each model 
as shown in Table 41.  
The first set of TAMW models built for Center 5 has main memory constraint (stor), analyst 
capability (acap) and virtual machine experience (vexp) in common for all the three models in 
this set. Table 43 indicates that the models vary in the type and number of explanatory 
variables besides the common ones. 
The second set of TAMW models for Center 5, built when projects from the two oldest years 
were excluded from the model, includes the same three common explanatory variables 
identified in the first TAMW model as well as eight additional explanatory variables, as 
shown in Table 43.  
The third and final set of TAMW models built for Center 5, when projects from the three 
oldest years were excluded, includes two explanatory variables; main memory constraint 
(stor) and virtual machine capability (vexp) that are common to all the TAMW models. The 
execution time constraint (time), computer turnaround time (turn), application experience 
(aexp), programmer capability (pcap) and programming language experience (lexp) are 
retained from the second TAMW model in addition to four other variables. 
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Four TASA models are built for the semidetached projects. Database size (data), execution 
time constraint (time), main memory constraint (stor), analyst capability (acap), application 
experience (aexp) and virtual machine experience (vexp) are the common explanatory 
variables for these models as shown in Table 41. These models differ in the other explanatory 
variables that constitute each of the four models as is indicated in Table 43.  
Three different sets of TAMW models are developed for the semidetached projects. The first 
set comprises of two models when all projects from one year are removed. The common 
explanatory variables for these models are required software reliability (rely), main memory 
constraint (stor) and computer turnaround time (turn) whilst they differ in other variables 
shown in Table 43.  
The second instance of TAMW estimation also comprises two models when all projects from 
the two oldest years are removed. The common explanatory variables for these models are 
required software reliability (rely), database size (data), main memory constraint (stor), virtual 
machine volatility (virt) and programmer capability (pcap).  
The third and final model set consists of just one model that predicts projects developed in 
1987 when all projects from the three oldest years are removed from the training set. This 
model shares the following variables in common with the second TAMW model that also 
predicts projects developed in 1987; required software reliability (rely), execution time 
constraint (time), main memory constraint (stor), virtual machine volatility (virt), and 
programmer capability (pcap). There are only two explanatory variables (required software 
reliability (rely) and main memory constraint (stor)) that are common to all the TAMW 
models for the Semidetached dataset. 
There is no consistent pattern as to decreases or increases in the values of the coefficients of 
the time-aware models developed for the NASA93 datasets, as shown in Table 41 and Table 
43. The values of the coefficients in most cases changed from one time period to another for 
all the datasets that constitute NASA93. It is evident in Table 41 and Table 42 that the 
explanatory variables change from one period to the next, with very few models having 
elements in common. That aside, all the predictive models developed for the NASA93 
datasets can be termed good, as the Adjusted R-Squared values fell between 0.89 and 0.98. 
Considering the LOO baseline models of Table 42, the number of explanatory variables 
differs from one time period to the next. The coefficient values for common explanatory 
variables across periods differ substantially in some cases, whilst in other cases they are 
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marginally different. The numbers of explanatory variables and the coefficient values of the 
TASA models, as shown in Table 41, differ from those of their corresponding LOO baseline 
models, shown in Table 42. Thus it can be concluded that the TASA models differ from the 
LOO baseline models in terms of structure. In terms of accuracy, however, using the Adjusted 
R-square measure it appears that the models are close to equivalent. For the TAMW models 
(Table 43) and their corresponding leave-one-out models (Table 44), it can be observed that 
several of the results are the same both in terms of number of explanatory variables and 
values of the coefficients. This is because the same splits of data are used in the development 
of the models, and particularly when models are developed for the last year of projects in a 
particular data partition. 
6.1.2 Kitchenham Dataset 
The results obtained by applying the algorithms of Analyses 1 and 2 (Section 5.1) to the 
Kitchenham dataset are presented and discussed in this section. Although initially the 
Kitchenham dataset was partitioned into three subsets, comprising of the main set 
(Kitchenham dataset), the developments projects, and the perfective maintenance projects, the 
development projects are excluded from this discussion because the models built were not of 
sufficiently high quality – the Adjusted R-squared value was less than 0.60 for most of the 
models. 
Results of TASA Models for the Kitchenham Dataset 
The TASA model of the Kitchenham dataset produced improved predictions over time when 
measured using the relative error accuracy measure as shown in Table 45, an outcome also 
evident for the perfective maintenance subset. However, for the entire dataset, there is no 
general trend when the MSE and TAE accuracy measures are used. The perfective 
maintenance dataset result is consistent across all three measures as the results improved with 
the consideration of time. 
The TASA model results are better than the mean baseline and median baseline results for 
both the MSE and TAE accuracy measures. The LOO baseline is better than the TASA model 
in two cases and worse in three cases when the RE measure is used. In terms of MSE, the 
LOO baseline is better than the TASA model in four cases and worse in just one case. In three 





Results of TAMW Models for the Kitchenham Dataset 
The removal of old projects from the main Kitchenham dataset leads to improved prediction 
accuracy when all three accuracy measures are used, as shown in Table 46. For the perfective 
maintenance models, the results improved for the first TAMW model and then remain the 
same for the next two models when measured with the relative error accuracy measure. The 
results worsened with time when the MSE measure is used for this dataset and for TAE 
measure it worsened for the first TAMW model developed to predict projects developed in 
1998 and improved for the second TAMW model to predict the same year. All of the TAMW 
models are better than the mean and median baselines. The baseline LOO result is better than 
the TAMW model in just one case, the results are the same for three other cases, and in the 
remaining two cases the LOO result is worse. 
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Datasets Year RE MSE TAE MSE TAE MSE TAE RE MSE TAE 
Main 
Kitchenham 
1996 0.82 197913.20 4279 452983.70 6831 240423.30 4326 1.94 654532.70 6052 
1997 0.49 1577076.00 8621 2715698.00 11757 3483812.00 15153 0.54 1461601.00 7721 




1997 0.60 271519.50 2804 380019.00 4635 967326.30 7591 0.70 239350.00 2829 




    Table 46. Result of Kitchenham TAMW model and its baselines 







Dataset year RE MSE TAE MSE TAE MSE TAE RE MSE TAE 
Main 
Kitchenham 
1997 0.61 1815036.00 8883 2646388.00 11719 3397412.00 14837 0.53 1370921.00 7753 
1998 0.24 398408.60 2609 1734085.00 6049 2221521.00 6051 0.26 491124.40 2790 
1998* 0.23 398378.80 2379 2010491.00 6642 1823451.00 5807 0.23 400975.50 2452 
 
Perfective 
1997 0.61 225417.70 2174 364900.10 4347 919162.70 7436 0.72 257847.40 3466 
1998 0.22 383948.10 2317 1939598.00 5808 2434041.00 6189 0.22 391916.70 2240 




Table 47 depicts the results of the models developed for the Kitchenham datasets using the 
TASA and TAMW algorithms. Comparing the two models based on the chosen accuracy 
measures reveals that the TASA model is better than the TAMW model for all three accuracy 
measures when predicting projects developed in 1997 for the main dataset. 










0.82 197913.20 4279 - - 
        
- 
1997 0.49 1577076.00 8621 0.61 1815036.00 8883 
1998 0.24 453069.80 2710 0.24 398408.60 2609 






e 1997 0.60 271519.50 2804 0.61 225417.70 2174 
1998 0.23 419952.00 2686 0.22 383948.10 2317 
1998* 0.23 419952.00 2686 0.22 390823.60 2213 
 
The TAMW model is better for the two models in the main dataset when the MSE and TAE 
measures are compared. In terms of the  relative error measure, the results is the same for the 
first TAMW model and TASA model for predicting projects developed in 1998, whilst the 
second TAMW model for 1998 is better than the TASA model.  
A two-tailed paired samples Wilcoxon test was again applied in order to determine whether 
one of the two time-aware approaches led to better effort predictions. The p-value results are 
1, 0.437 and 0.0938 for RE, MSE and TAE, respectively. This indicates that the two models 
are not significantly different from each other when they were compared, across all three 
accuracy measures. Therefore for this dataset, either of the time-aware approaches could be 
used to develop effort estimation models. 
Kitchenham Model Analysis 
The evolution of the models developed for the Kitchenham datasets is presented in this 
section for the TASA and the TAMW models. The TASA models for the main Kitchenham 
dataset have a constant or intercept value that starts at 4.07 for the first model and decreases 
to 3.01 for the last model. The value of the size coefficient increases from 0.62 to 0.81, as 
shown in Table 48. The value of the type coefficient (perfective) increases from -0.80 to -
0.14. The TASA models built for the Perfective partition follow the same pattern as evident 
for the main Kitchenham dataset, with a decrease in the intercept value and an increase in the 
value of the size coefficient as time passes and data is accumulated. 
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               Table 48. Coefficients of Time-Aware Models of Kitchenham Dataset 




1996 4.07 0.62 -0.80 0.78 
1997 3.04 0.78 -0.16 0.63 
1998 3.01 0.81 -0.14 0.66 
Perfective 1997 2.75 0.80          - 0.60 
1998 2.52 0.86          - 0.68   
                      *P represents perfective maintenance project type 
 
The change in the coefficient values of the corresponding LOO models, shown in Table 49, is 
smaller from one period to the other as compared to the original models in Table 48. The 
LOO models are more compact and more stable. The Adjusted R-squared values are also 
generally better for the LOO models; thus for this dataset the LOO models differ from the 
TASA models in terms of both model structure and accuracy.   
               Table 49. LOO Coefficients of Time-Aware Models of Kitchenham Dataset 




1996 2.69 0.87 -0.09 0.71 
1997 2.51 0.86 0.07 0.71 
1998 3.02 0.78 -0.05 0.64 
Perfective 1997 2.13 0.94  0.82 
1998 2.48 0.88  0.71 
 
The first TAMW models for the Kitchenham dataset have an intercept value that increased 
from 3.11 to 3.23, and the value of the size coefficient also increased in those models, from 
0.74 to 0.77. However the value of the perfective type coefficient decreased and reversed the 
direction of its effect, from 0.04 to -0.10, as shown in Table 50. The second TAMW model 
for the main dataset only estimates projects developed in 1998. The intercept value is 3.59, 
which is an increase from the previous model value, the value of the size coefficient is 0.77 
which is the same as in the previous model, and the coefficients of the application type is -
0.39, which is a decrease from the value of the first TAMW model. 
There is a decreasing trend in the intercept values of the TAMW models developed for the 
perfective maintenance projects as shown in Table 50. There is an increasing trend in the 
value of the size coefficient of the TAMW models of the perfective maintenance projects for 
the three models developed. 
The Adjusted R-squared values for all the models developed for this dataset are between 0.60 
and 0.81. The model coefficients do not differ to any substantial extent, especially in the 
models produced to estimate projects developed in 1997 and 1998, as shown in Table 48 and 
Table 50. The models are quite stable with regard to the passing of time; the TASA and 
TAMW models are quite similar when the model coefficients are considered. 
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Table 50. Coefficients of Time-Aware Moving Window Models of Kitchenham Dataset 




1997 3.11 0.74 0.04 0.64 
1998 3.23 0.77 -0.10 0.66 
1998* 3.59 0.77 -0.39 0.74 
Perfective 1997 2.82 0.81   0.68 
1998 2.67 0.85   0.81 
1998* 2.49 0.89   0.74 
                      *P represents perfective type 
 
The changes in coefficient values of the LOO Time-Aware Moving Window models of Table 
51 are smaller from one period to the other and, when compared to the original TAMW 
models of Table 50, the LOO models are more stable. The Adjusted R-squared values are 
again generally higher for the LOO models.  
Table 51. LOO Coefficients of Time-Aware Moving Window Models of Kitchenham 
Dataset 




1997 2.53 0.86 0.16 0.78 
1998 3.27 0.73 0.09 0.57 
1998* 3.61 0.72 -0.11 0.62 
Perfective 1997 2.55 0.89  0.85 
1998 2.64 0.86  0.82 
1998* 2.49 0.89  0.79 
 
Overall, when considering the two forms of time-aware models and their LOO baseline 
counterparts, the differences in coefficient values from one period to the next are always 
smaller for the LOO models than for their corresponding time-aware models, and in most 
cases the adjusted R-squared values are also higher for the LOO models. These results 
collectively indicate that the LOO models differ from the time-aware models in both structure 
and accuracy. 
6.1.3 Maxwell Dataset 
The results obtained from the TASA and TAMW modelling of the Maxwell dataset are 
presented in this section and are also considered in relation to the associated baseline models.  
This dataset is partitioned into three subsets. The ‘main’ Maxwell dataset refers to the entire 
dataset; the Transpro dataset refers to the transaction processing applications of the Maxwell 
dataset; and Custserve refers to the customer service applications of the Maxwell dataset. The 
use of ‘Maxwell dataset’ with no distinction refers to all three partitions. In the results 
presented for this dataset only the TAE accuracy measure is used because most of the test data 
sets consisted of just one data point (meaning that RE and MSE would be meaningless). 
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Results of TASA Models for the Maxwell Dataset 
Results obtained from the TASA modelling of the main Maxwell dataset did not show any 
general trend. The accuracy measures improved for the two years following the prediction of 
the 1989 projects and then worsened for 1992 estimation and improved again for the effort 
estimation of the 1993 projects.  The results of the Transpro and Custserve dataset analyses, 
however, improved with the consideration of time for the TAE accuracy measure, as shown in 
Table 52. The TASA model is better than all of the mean and median baseline model results.  
When compared to the LOO baseline models the results are more variable: the TASA model 
is better than its equivalent LOO baseline result in five cases, but in four cases the LOO 













Datasets Year RE MSE TAE MSE TAE MSE TAE RE MSE TAE 
Maxwell 
1989 2.45 - 7920 27137711 20221 2927398 5154 5.1 9290847 9395 
1990 0.04 - 315 42529266 13041 13047053 7221 0.19 49467.61 435 
1991 - - 632 - 5408 - 3400 - - 549 
1992 - - 3000 - 4947 - 2778 - - 2700 
1993 - - 375 - 6099 - 4255 - - 383 
Transpro 
1991 - - 1502 - 4186 - 2469 - - 1077 
1992 - - 761 - 1013 - 876 - - 973 
1993 - - 182 - 7296 - 6339 - - 200 
Custserve 
1992 - - 3937 - 6743 - 6133 - - 1908 




Result of TAMW Models for the Maxwell Dataset 
The TAMW models’ results are better than the mean baseline in 20 of 21 cases, as shown in 
Table 53. The median baseline models are similarly worse than the TAMW models in 18 
cases whilst the median is better in only three cases. Comparing the LOO baseline models 
with the TAMW models, the LOO baseline is better in 11 cases, worse in 7 cases, and the two 
models are equivalent in three cases.  
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Datasets Year RE MSE TAE MSE TAE MSE TAE RE MSE TAE 
Maxwell 
1990 0.002 221936.7 942 30788116 11095 13047053 7221 0.17 53292.98 453 
1991 - - 616 - 4750 - 3400 - - 617 
*1991 - - 398 - 4783 - 3657 - - 845 
**1991 - - 612 - 4813 - 4887 - - 670 
1992 - - 3270 - 4437 - 2778 - - 2698 
*1992 - - 3929 - 4574 - 3521 - - 2677 
**1992 - - 2019 - 4535 - 4084 - - 2001 
***1992 - - 684 - 4607 - 2499 - - 1381 
1993 - - 332 - 5689 - 3984 - - 397 
*1993 - - 426 - 5858 - 4345 - - 460 
**1993 - - 1035 - 5995 - 4688 - - 674 
***1993 - - 678 - 6587 - 4434 - - 640 
****1993 - - 1053 - 7042 - 4434 - - 684 
Transpro 
1992 - - 1213 - 82 - 915 - - 480 
1993 - - 2719 - 7411 - 5297 - - 1206 
*1993 - - 1127 - 9536 - 7170 - - 1072 
**1993 - - 750 - 11112 - 7865 - - 781 
Custserve 
1992 - - 4660 - 5911 - 6133 - - 2008 
1994 - - 2388 - 3089 - 2995 - - 2388 
*1994 - - 600 - 2792 - 2678 - - 600 
**1994 - - 53 - 3749 - 2995 - - 53 
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The TASA models and TAMW models are then compared using the TAE accuracy measure. 
In six cases the TAMW models are better while the TASA models are better in seven cases 
for the main Maxwell dataset, as shown in Table 54. The TASA models are better than the 
TAMW models for all the models developed for the Transpro dataset. The TASA models for 
the Custserve datasets are better in two cases and in the other two cases the TAMW models 
are better, as shown in Table 54. 
In order to determine if one of the two modelling approaches led to better effort predictions a 
two-tailed paired samples Wilcoxon test was applied. The p-value result is 0.357. This result 
indicates that the two models are not significantly different from each other when compared 
using the TAE accuracy measure. Therefore for this dataset, either of the time-aware 
modelling approaches could be used to develop effort estimation models. 





Datasets Year RE MSE TAE RE MSE TAE 
Maxwell 
1989 2.45 6133545.2 7920           -        -      - 
1990 0.04 25333.3 315 0.002 221936.7 942 
1991 - - 632 - - 616 
 1991* - - 632 - - 398 
1991** - - 632 - - 612 
1992 - - 3000 - - 3270 
1992* - - 3000 - - 3929 
1992** - - 3000 - - 2019 
1992*** - - 3000 - - 684 
1993 - - 375 - - 332 
1993* - - 375 - - 426 
1993** - - 375 - - 1035 
1993*** - - 375 - - 678 
1993**** - - 375 - - 1053 
Transpro 
1991 - - 
1502 
- - 
            
- 
1992 - - 761 - - 1213 
1993 - - 182 - - 2719 
1993* - - 182 - - 1127 
1993** - - 182 - - 750 
Custserve 
1992 - - 3937 - - 4660 
1994 - - 2372 - - 2388 
1994* - - 2372 - - 600 







Maxwell Dataset Model Analysis 
The evolution of the models over time is now discussed for the main Maxwell dataset and its 
partitions, the Transpro and the Custserve dataset.  The TASA model for the main Maxwell 
dataset initially contains the explanatory variables size and requirements volatility (T08) for 
the models developed to predict projects between 1989 and 1991, as shown in Table 55. The 
models built to estimate effort for projects developed between 1992 and 1994 include the 
quality of requirements (T09) and the staff tool skills (T14) explanatory variables, in addition 
to the explanatory variables used in the earlier models. There is a general increasing trend in 
the intercept values for this dataset except for the model that predicts the 1993 projects (where 
a decrease in intercept value is recorded). There is a decreasing trend in the value of the 
requirements volatility coefficient until the last model where a slight increase in value is 
evident. There are no consistent trends in the coefficient values of the size, quality of 
requirements and staff tool skills explanatory variables. The TASA model of the Transpro 
dataset consists of size, T08 and T09 for all four models. There is an increasing trend in the 
intercept values and a decreasing trend for the other three explanatory variables, as shown in 
Table 55.  The first TASA model of the Custserve dataset consists of the same explanatory 
variables as for the Transpro dataset, whilst the T09 explanatory is not included in the second 
model.  There is no obvious trend in any of the explanatory variables of the Custserve dataset. 
 Table 55. Coefficients of Time-Aware Models of Maxwell Dataset 
Dataset 





1989 -2.62 0.92 1.26     0.97 
1990 -0.93 1.06 0.73     0.65 
1991 0.69 0.88 0.63     0.69 
1992 1.97 0.81 0.28 0.30 -0.18 0.77 
1993 1.85 0.82 0.22 0.34 -0.13 0.77 
1994 2.31 0.77 0.23 0.28 -0.14 0.75 
 
Transpro 1991 -5.84 1.45 0.53 0.89   0.73 
1992 -1.59 0.96 0.34 0.75   0.72 
1993 -0.65 0.86 0.34 0.68   0.79 
1994 0.98 0.76 0.31 0.46   0.82 
 
Custserve 1992 3.51 0.76 0.39 -0.34   0.73 
1994 0.49 0.96 0.54     0.76 
 
The LOO analysis of the TASA models, depicted in Table 56, shows that each of the three 
dataset partitions has the same number of explanatory variables, exhibiting more stability as 
compared to the original TASA models of Table 55 (where only the Transpro partition shared 
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this characteristic).  The Adjusted R-squared values of the models of Table 56 are mostly 
higher than those of Table 55, indicating that both the structure and the accuracy of the 
models generally differ. 
Table 56. LOO Coefficients of TASA of Maxwell Dataset 
Dataset 





1989 1.64 0.80 0.21 0.39 -0.09 0.83 
1990 1.98 0.80 0.22 0.30 -0.11 0.82 
1991 1.89 0.82 0.22 0.30 -0.11 0.76 
1992 1.92 0.81 0.25 0.32 -0.15 0.82 
1993 1.63 0.85 0.22 0.35 -0.12 0.81 
1994 2.31 0.77 0.23 0.28 -0.14 0.75 
 
Transpro 1991 -0.30 0.75 0.34 0.73  0.85 
1992 -0.19 0.82 0.32 0.62  0.83 
1993 -0.58 0.85 0.33 0.68  0.82 
1994 -0.05 0.80 0.33 0.62  0.83 
 
Custserve 1992 2.25 0.89 0.25   0.74 
1994 0.49 0.96 0.54   0.76 
 
Five TAMW models are developed for the Maxwell dataset. These models vary from time 
period to time period in terms of the number of explanatory variables that constitute each 
model. For each of the TAMW models, the intercept values and the explanatory variables did 
not exhibit any general trends (as shown in Table 57).  
The intercept values for the TAMW models for the Transpro dataset exhibit a decreasing 
trend as shown in Table 57; however there is no general pattern for the explanatory variables. 
Most of the TAMW models consist of the same explanatory variables as their corresponding 
TASA models.  
With the exception of the common explanatory variable of size, the TAMW models for the 
Custserve dataset differ in the explanatory variables that constitute each model, as shown in 
Table 57. The first set of TAMW models for the Custserve dataset is made up of two models 
comprising of the 1992 model and 1994 model and their intercept values are nearly the same 
so as the coefficient values of the size explanatory variable. The second set of TAMW 
estimation for this dataset is made up of two models and there is a large variation in the 
intercept values between the 1992 model and the 1994 model. There is only one explanatory 
variable (T09) that is common in addition to size whilst they differ in two other explanatory 
variables (T08 and T14). 
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Table 57. Coefficients of TAMW Models of Maxwell Dataset 
Dataset Year Intercept size T08 T09 T14 Adj. R-Squared 
Main Maxwell 
set 
1990 -7.70 1.92 1.18 -0.34 0.42 0.65 
1991 0.52 0.93 0.61     0.66 
1992 3.37 0.80 0.30   -0.25 0.70 
1993 2.10 0.82 0.23 0.26 -0.13 0.70 
1994 2.37 0.77 0.23 0.27 -0.14 0.74 
1991* -0.83 1.11 0.70     0.66 
1992* 3.45 0.83 0.31   -0.31 0.72 
1993* 1.99 0.84 0.17 0.30 -0.12 0.72 
1994* 2.27 0.78 0.19 0.30 -0.13 0.75 
1991** 1.59 1.33 
-
0.08 0.19 -0.18 0.99 
1992** 1.33 0.84   0.62 -0.12 0.86 
1993** 1.49 0.86   0.47   0.82 
1994** 1.28 0.81 0.14 0.45   0.82 
1992*** 1.85 0.88   0.26   0.97 
1993*** 1.65 0.92   0.30   0.88 
1994*** 1.41 0.84 0.10 0.39   0.87 
1993**** 1.73 0.85   0.42   0.81 
1994**** 0.58 0.79 0.18 0.58   0.86 
  
Transpro 
1992 3.14 0.54 
-
0.42 1.07 -0.23 0.96 
1993 2.93 0.52 
-
0.29 1.00 -0.17 0.91 
1994 0.55 0.78 0.32 0.53   0.87 
1993* 2.07 0.64 0.26 0.48   0.95 
1994* 1.40 0.72 0.33 0.42   0.90 
1993** 1.52 0.62 0.39 0.51   0.99 
1994** 1.48 0.73 0.31 0.39   0.91 
1994** 1.27 0.73 0.55 0.27   0.94 
 
Custserve 1992 3.40 0.80 0.42   -0.37 0.72 
1994 3.50 0.84       0.64 
1992* 7.97 1.87 1.37 -2.41 -1.16 0.99 
1994* 0.50 0.81   0.72   0.87 
1994** -0.24 0.93   0.68   0.94 
 
Though there are some variations in the number of the explanatory variables that constitute 
each of the models across time, there are also a number of models that share common 
explanatory variables. Since the intercept values and the values of the coefficients across time 
for the models in most cases did not vary much, coupled with the fact that there are a number 
of variables that are in common across the various time periods, these models could be 




Table 58. LOO Coefficients of TAMW Models of Maxwell Dataset 
Dataset Year Intercept size T08 T09 T14 Adj. R-Squared 
Main Maxwell 
set 
1990 2.04 0.80 0.22 0.29 -0.11 0.81 
1991 1.75 0.81 0.23 0.35 -0.11 0.79 
1992 1.99 0.81 0.25 0.31 -0.14 0.81 
1993 1.68 0.85 0.21 0.34 -0.12 0.80 
1994 2.37 0.77 0.23 0.27 -0.14 0.74 
1991* 0.82 0.82 0.22 0.48  0.82 
1992* 1.92 0.82 0.22 0.33 -0.15 0.84 
1993* 1.64 0.86 0.18 0.37 -0.12 0.83 
1994* 2.27 0.78 0.19 0.30 -0.13 0.75 
1991** 0.13 0.80 0.19 0.68  0.89 
1992** 1.26 0.81 0.17 0.49 -0.10 0.89 
1993** 1.18 0.86 0.11 0.44  0.85 
1994** 1.28 0.81 0.14 0.45  0.82 
1992*** 1.31 0.83 0.15 0.38  0.90 
1993*** 1.62 0.93 0.29   0.91 
1994*** 1.41 0.84 0.10 0.39  0.87 
1993**** 1.66 0.95  0.27  0.90 
1994**** 0.58 0.79 0.18 0.58  0.86 
 
Transpro 1992 1.13 0.77 0.27 0.43  0.86 
1993 0.53 0.80  0.80  0.89 
1994 0.55 0.78 0.32 0.53  0.87 
1993* 1.99 0.65 0.27 0.47  0.95 
1994* 1.40 0.72 0.33 0.42  0.90 
1993** 1.58 0.62 0.39 0.51  0.99 
1994** 1.48 0.73 0.31 0.39  0.91 
1994** 1.27 0.73 0.55 0.27  0.94 
 
Custserve 1992 2.39 0.88 0.24   0.74 
1994 3.50 0.84    0.64 
1992* 0.55 0.69  1.27 -0.43 0.96 
1994* 0.50 0.81  0.72  0.87 
1994** -0.24 0.93  0.68  0.94 
 
The Adjusted R-squared for all the models developed ranged between 0.64 and 0.99, with 
several of them being more than 0.80, which means that most of the models developed for this 
dataset could be termed as accurate. 
The LOO TAMW models shown in Table 58 reveal mixed outcomes in regard to model 
stability. With the exception of the Transpro models that have common explanatory variables 
for all the models, the other two partitions differ in their explanatory variables. The changes in 
value of the model coefficients are in most cases smaller when compared to their 
corresponding original models of Table 57. Some of the Adjusted R-squared values differ 
from those shown in Table 57 while there are also cases where they are the same because the 
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same split of data is used in developing the models. The structure of the models differs for the 
main dataset and the Custserve partitions, whilst that of the Transpro partition is similar to the 
original model. The accuracy of the models also differs with the LOO TAMW models being 
more accurate in the majority of cases. 
6.1.4 Desharnais Dataset 
The results of the models developed for the Desharnais dataset are discussed in this section. 
As described previously, there is sufficient data in the dataset to enable models to be built 
using the main Desharnais dataset and a subset of projects developed using the Advanced 
Cobol programming language. 
Results of TASA Models for the Desharnais Dataset 
The results in terms of RE for the Desharnais dataset did not display any particular pattern of 
improvement or otherwise for the models that considered the timing of projects, as shown in 
Table 59. In contrast, the MSE and TAE accuracy measures did improve when models 
accommodated timing data. In regard to the Advanced Cobol applications it is not possible to 
compare their performance using RE because the dataset of projects developed in 1988 
consisted of just one observation. The TAE measure improved over time for the Advanced 
Cobol applications – albeit for just the one observation – as shown in Table 59. The TASA 
models for the Desharnais dataset are better than all the corresponding mean and median 
baseline models.  
The LOO baseline model results are the same as those for the TASA model in three cases, 
whilst in one case the LOO baseline is better than the TASA model, when the RE accuracy 
measure is used.  Comparing the LOO baseline model with the TASA model using MSE, the 
results are the same in one case; the TASA model is better in 2 cases; and in one case the 
LOO result is better. The LOO and the TASA model results are the same in two cases when 
the TAE accuracy measure is used; the LOO baseline model is better than the TASA model in 
























s 1986 0.65 4953914.00 39911 6832828.00 53059 7108570.00 51475 0.42 3021167.00 32390 
1987 0.71 837535.20 7267 2758936.00 16339 1848889.00 13269 0.71 845649.30 7216 









l 1987 0.13 1393103.00 6515 12740356.00 22666 10554705.00 14763 0.13 1476594.00 6605 
1988             - - 1205 - 2928 - 4613 
             
- - 1205 
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Results of TAMW Models for the Desharnais Dataset 
The Desharnais TAMW models are better than all the mean and median baseline models 
when compared using the MSE and TAE accuracy measures, as shown in Table 60.  The 
LOO baseline model is better than the TAMW model in 2 cases, worse in three cases and the 
same in 5 cases when the RE accuracy measure is used.  Assessing the LOO baseline results 
with the TAMW model results using MSE, the results are the same in four of the model 
comparisons; LOO is better in two instances, and worse in four other cases. For the TAE 
comparisons, the LOO baseline model is better than the TAMW model in five of the model 

























1986 0.67 4964416 40727 6813461 54191 6834930 53001 0.42 2977611 32489 
1987 0.77 914156.4 7473 2897755 16717 1937540 13636 0.78 919317 7411 
*1987 0.69 816717.2 7153 2996917 16979 2012430 13930 0.7 830724.9 7139 
**1987 0.69 846571.1 8348 3011343 17016 1937540 13636 0.66 798345.5 7666 
1988 0.02 153573.1 1182 7831220 12146 7465226 11658 0.02 153573.1 1182 
*1988 0.01 134684.7 1293 6821894 55358 7492765 11739 0.01 134684.7 1293 
**1988 0.008 102903.6 1394 7837584 12151 7533265 11819 0.008 102903.6 1394 









l 1987 0.13 1372071 6388 13496122 23802 10475372 14977 0.13 1455870 6483 
*1987 0.13 1364820 6251 15980012 26792 10408172 1873 0.14 1445600 6310 
1988 - - 1015 - 2961 - 4613 - - 1015 
*1988 - - 1102 - 2410 - 4501 - - 1101 




For the main Desharnais dataset, the TAMW models are better than their corresponding 
TASA models for all of the accuracy measures in three of the model pairs that were compared 
(Table 61). The TASA model is also superior in three of the comparisons for all three 
accuracy measures. The results are the same for one of the models in terms of RE, and the 
TASA model is better in terms of MSE and TAE accuracy for the same model. The TAMW 
model is better than the TASA model when the RE accuracy measure is used for one model. 
In considering the results for the Adv.Cobol dataset, the TAMW models are better than the 
TASA models in terms of the MSE and TAE accuracy measures for all the models developed, 
whilst the result is the same for two models in terms of RE. 
















1986 0.65 4953913.7 39911 0.67 4964415.7 40727 
1987 0.71 837535.2 7267 0.77 914156.4 7473 
*1987 0.71 837535.2 7267 0.69 816717.2 7153 
**1987 0.71 837535.2 7267 0.69 846571.1 8348 
1988 0.02 196984.4 1326 0.02 153573.1 1182 
*1988 0.02 196984.4 1326 0.01 134684.7 1293 
**1988 0.02 196984.4 1326 0.01 102903.6 1394 










1987 0.13 1393102.6 6515 0.13 1372071 6388 
*1987 0.13 1393102.6 6515 0.13 1364820 6251 
1988             - - 1205 
              
- - 1015 
*1988             - - 1205              - - 1102 
**1988             - - 1205              - - 525 
 
To assess whether one of the two modelling methods led to more accurate predictions of 
effort, a two-tailed paired samples Wilcoxon test was applied. The p-value results are 0.6704, 
0.1465 and 1 for RE, MSE and TAE, respectively. These results indicate that the two models 
are not significantly different from each other when compared with the three accuracy 
measures used here. Therefore for this dataset, either of the time-aware approaches could be 
used to develop effort estimation models. 
Desharnais Dataset Model Analysis  
The evolution of the models developed for the Desharnais dataset is discussed in this Section 
in relation to how the coefficients of the explanatory variables change with time. The value of 
the intercept for the TASA model developed for the main Desharnais dataset decreased in 




projects, and then is almost steady for the model that predicts the 1988 projects, as shown in 
Table 62. The value of the size coefficient exhibited the same pattern as the intercept over 
time. The two language explanatory variables exhibited the same pattern as both coefficients’ 
values increased over time.  The evolution of the TASA models for the Adv.Cobol dataset is 
very steady: the values for the intercepts and the values of the size coefficients, respectively, 
are nearly equal for the two models developed for this dataset (as shown in Table 62). 
Table 62. Coefficients of TASA Models of Desharnais Dataset 





1986 5.65 0.50 -0.50 -1.66 0.68 
1987 3.78 0.82 -0.04 -1.49 0.74 
1988 3.89 0.80 -0.04 -1.44 0.74 
Adv. 
Cobol 
1987 2.66 1.03     0.84 
1988 2.62 1.04     0.83 
 
Though the coefficients’ values of the LOO baseline of the TASA models (Table 63) differ 
from those in the corresponding original models (Table 62), the difference is minimal. The 
Adjusted R-squared values are either the same or higher for the LOO baseline models. Thus it 
could be concluded that there is slight difference in both the structure and accuracy of the two 
sets of models. 
Table 63. LOO Coefficients of TASA Models of Desharnais Dataset 





1986 4.86 0.64 -0.25 -1.52 0.76 
1987 3.77 0.83 -0.04 -1.48 0.79 
1988 3.89 0.80 -0.04 -1.44 0.74 
Adv. 
Cobol 
1987 2.73 1.02   0.85 
1988 2.62 1.04   0.83 
 
The first TAMW model developed for this dataset exhibits the same trend as the TASA model 
with regard to the evolution of the model, and the model coefficient values do not differ 
greatly from the TASA model coefficients values, as shown in Table 64. The second and third 
TAMW predictions consist of two models that estimate effort for projects developed in 1987 
and 1988, respectively, and the trend of the model coefficient values are similar to the two 
models discussed previously. The last TAMW model developed estimates only for projects 
developed in 1988 and the coefficients increased slightly when compared to the earlier models 
when estimating the same 1988 projects. 
Similar levels of stability in the values of the coefficients are exhibited by the two TAMW 




model that estimates projects developed in 1988. The coefficient values do not differ in 
magnitude from the models discussed previously. 
The models built for the Desharnais datasets are stable over time since the coefficients are 
quiet stable and there exist minimum differences between models from one period to another. 
Even when recent projects only are used in estimation the models still remained stable. All of 
the models built have Adjusted R-squared values of between 0.60 and 0.88 and as such could 
be termed as fairly accurate models.  
Table 64. Coefficients of TAMW Models of Desharnais Dataset 







0.51 -0.55 -1.71 0.71 
1987 3.67 0.85 -0.05 -1.50 0.76 
1988 3.81 0.82 -0.05 -1.45 0.75 
1987* 3.59 0.85 0.001 -1.37 0.74 
1988* 3.78 0.82 
-
0.002 -1.35 0.74 
1987** 2.91 0.96 0.17 -1.12 0.88 
1988** 3.65 0.83 0.10 -1.24 0.85 
1988*** 4.76 0.62 
-
0.007 -1.06 0.60 
Adv. 
Cobol 
1987 2.74 1.02     0.84 
1988 2.96 0.98     0.83 
1987* 3.01 0.98     0.84 
1988* 3.37 0.92     0.86 
1988** 3.32 0.92     0.75 
 
The coefficient values of the LOO baseline of the TAMW models (Table 65) are almost the 
same as those in the original models (Table 64), and in the few cases that there are differences 
they are very small. For the main Desharnais partition the accuracy is better for the LOO 
models, whilst the accuracy of the models is the same for the Adv.Cobol partition. Thus the 










Table 65. LOO Coefficients of TAMW Models of Desharnais Dataset 





1986 4.81 0.65 -0.27 -1.55 0.78 
1987 3.67 0.85 -0.05 -1.48 0.80 
1988 - - - - - 
1987* 3.61 0.85 0.002 -1.40 0.79 
1988* - - - - - 
1987** 3.13 0.92 0.13 -1.24 0.90 
1988** - - - - - 
1988*** 4.75 0.61 
-
0.007 -1.06 0.60 
Adv. 
Cobol 
1987 2.81 1.01   0.84 
1988 2.96 0.98   0.83 
1987* 3.08 0.97   0.85 
1988* 3.37 0.92   0.86 
1988** 3.32 0.91   0.75 
 
 
6.1.5 XBC Dataset 
The results obtained from the modelling of the XBC dataset are presented in this section. 
Because the projects are completed just weeks or months apart the test sets comprise one 
project in all cases – the next project in time sequence – and so the absolute error is computed 
for each test project while RE and MSE are not computed (see Table 66).  
Results of TASA Models for the XBC Dataset 
The results obtained when applying the TASA models to the XBC dataset are shown in Table 
66. These results are achieved through a slight modification to the way the test set is formed 
when compared to the Analysis 1 procedure described in Section 5.1.3. The initial training set 
was formed from Project 1 to Project 5 whilst Project 6 is used as the test data. The training 
data is subsequently increased by the addition of the current test data point (Project 6) and 
then Project 7 becomes the new test data ‘set’. This procedure is repeated until Project 16 is 
estimated. This modification to the Analysis 1 procedure is needed because, unlike the 
previous four datasets, all sixteen projects in the XBC dataset were started and completed 
within a two-year period and as such it is neither feasible nor sensible to accumulate the 








                                   Table 66. Results of XBC TASA Model 
ProjectID AE LOO Mean Median 
6 1421 890 1341 2190 
7 1786 807 2483 2588 
8 391 330 331 838 
9 188 213 969 1099 
10 4133 3428 5890 6072 
11 2000 1994 4852 5204 
12 838 1064 2438 2812 
13 85 104 2388 1938 
14 305 250 1276 883 
15 845 839 1077 356 
16 62 62 1811 2816 
TAE 12054 9981 24856 26796 
 
In Table 66 the ProjectID is the identifier of the project being estimated, and AE is absolute 
error of estimating the effort of the identified project.  The values for LOO, Mean and Median 
are the results of applying the three baseline models. TAE is the aggregation of the absolute 
error values across all of the projects estimated, that is, from Project 6 to Project 16 in the 
XBC dataset. It is evident from Table 66 that the TASA models are generally more accurate 
than the mean and median models, and are certainly more accurate over the sample of 
projects, while the aggregated LOO error is better than that for the TASA models. That said, 
three individual TASA predictions are more accurate than their LOO counterparts. 
Results of TAMW Models for the XBC Dataset 
MacDonell and Shepperd (2010) applied a time-aware moving window approach to this same 
dataset and found the results to be encouraging. In this study, as already indicated in Sections 
3.2 and 5.1.3, the moving window approach is slightly modified to make it more dynamic, as 
specified by the algorithm of the Analysis 2 procedure (see Section 5.1.3). It is, in fact, a 
hybrid between the TASA approach and the moving window method, in the sense that, as 
older projects are eliminated from the training set, the training set used to predict a target 
project includes all the remaining data prior to the project being estimated, and this procedure 
is repeated until all projects in the set have been estimated or when there is no longer enough 
data to build a well-formed model. 
The results obtained for the TAMW models for XBC are shown across Table 67 and Table 68 
(as there is not enough space to fit the contents of the two tables into one). The ‘First’ heading 
indicates that the oldest completed project in the dataset has been removed from the training 




‘Third’ indicate the three oldest project have been removed, and so on. The absolute error 
accuracy measures of the TAMW models and the three baseline models are shown in Table 
67 and Table 68.  
The TAE accuracy measure results of the TAMW models, as shown in Table 67 and Table 
68, indicate that the these models are better than all three baseline models when between one 
and four older projects are not used as part of the training set. This result also applies to when 
the ten oldest projects are not part of the training set. Beyond these results, the LOO baseline 
model is better than the TAMW models; however, the TAMW model is better than both the 




        Table 67. Results of XBC TAMW Models 
ProjectID First LOO Mean Median Second LOO Mean Median Third LOO Mean Median Fourth LOO Mean Median Fifth LOO Mean Median 
7 758 807 2745 3556                                 
8 275 331 171 130 71 331 428 838                         
9 235 212 827 680 470 212 1037 1099 553 212 1338 1518                 
10 2331 3428 6028 6412 610 3428 5863 6072 966 3428 5636 5653 1301 3428 5330 5234         
11 586 1994 4909 5622 1937 1994 4681 5204 1663 1994 4382 4785 1631 1994 3992 4657 2104 1994 3834 4530 
12 408 1064 2445 3231 1039 1064 2188 2812 950 1064 1861 2684 888 1064 1449 2557 877 1064 1222 1874 
13 138 104 2400 1811 52 104 2654 1939 10 104 2968 2066 26 104 3355 2749 125 104 3576 3432 
14 466 250 1272 464 685 250 1485 883 724 250 1744 1011 746 250 2054 1138 607 250 2201 1821 
15 1150 839 1066 63 1408 839 1253 356 1424 839 1477 775 1429 839 1741 902 1293 839 1848 1030 
16 755 62 1826 2847 1113 62 1660 2816 1059 62 1462 2428 1051 62 1233 2041 998 62 1153 2301 
TAE 7102 9091 23689 24816 7385 8284 21249 22019 7349 7953 20868 20920 7072 7741 19154 19278 6004 4313 13834 14988 
 
         Table 68. Results of XBC TAMW Models (contd) 
ProjectID Sixth LOO Mean Median Seventh LOO Mean Median Eight LOO Mean Median Ninth LOO Mean Median Tenth LOO Mean Median 
12 730 1064 955 1191                                 
13 178 104 3827 4027 177 104 3906 4623                         
14 547 250 2353 2504 561 250 2327 1870 516 250 2784 3695                 
15 1215 839 1950 1167 1221 839 1887 63 1160 839 2211 1739 1280 839 2802 3587         
16 875 62 1082 2816 820 62 1165 2847 764 62 920 2816 791 62 481 1023 211 820 1215 2816 





Result of XBC Dataset TASA Model and TAMW Model 
In comparing the results of the TASA model with the TAMW models for the XBC dataset, the 
RE and TAE accuracy measures are applied, and the results are shown in Table 69. Models were 
built and used to estimate all projects that remained after the formation of the training set in order 
to use the RE accuracy measure to assess the models of the XBC dataset. The projects that form 
the test data for which RE is applied is indicated in Table 69 as “Range of Projects”. 
Table 69. Result of XBC Dataset TASA Model and TAMW Window Model 
 TASA  TAMW 
Range of projects RE TAE/AE RE TAE/AE 
7-16 0.32 10633   0.14 7102 
8-16 0.30 8847 0.08 7385 
9-16 0.32 8456 0.09 7349 
10-16 0.36 8268 0.12 7072 
11-16 0.15 4135 0.08 6004 
12-16 0.09 2135 0.07 3545 
13-16 0.07 1297 0.12 2779 
14-16 0.08 1212 0.04 2440 
15-16 0.10 907 0.03 2071 
16 - 62 - 211 
 
In using the RE accuracy measure, the results indicate that the TAMW models are better than the 
TASA models except in just one case, where Projects 13 to 16 are estimated. This result is 
illustrated in the plot of Figure 53. In addition it is worth noting that the RE results for both time-
aware models are relatively good as the worst result is still less than 0.40. 
 




Application of the TAE accuracy measure resulted in the TASA models being better than the 
TAMW models in six cases – the latter models in the analysis – whilst in the other four cases the 
TAMW models are better. This result is shown in Figure 54. 
 
Figure 54. Total Absolute Error of XBC for TASA and TAMW 
 
In order to assess whether one of the two time-aware modelling methods led to more accurate 
predictions of effort a two-tailed paired samples Wilcoxon test was again applied. The p-value 
results are 0.0195 and 0.6953 for RE and TAE, respectively. These results indicate that, if using 
the RE accuracy measure, the two modelling approaches are significantly different and, as such, 
the TAMW model would be the preferred approach for building effort estimation models with the 
XBC dataset. However, if assessing models using the TAE accuracy measure there is no 
significant difference between the models – either of the two approaches could be recommended 
for model development. 
XBC Dataset Model Analysis  
The intercept value of the various TASA models falls between 0.54 and 2.52, and the increase or 
decrease from one model to another is small in most cases. The value of the coefficient for the 
project managers’ estimate (Ototal) explanatory variable generally increases over the two-year 
period, from 0.61 to 0.91, although the change in value from one model to the next is generally 
negligible (shown in Table 70). The adjusted R-squared falls between 0.44 and 0.76 for all of the 
models, signifying that the performance of the initial models is not strong whilst the latter half 





Table 70. Coefficients of TASA Models of XBC Dataset 
ProjectID Intercept Ototal Adj.R-Squared 
6 2.52 0.61 0.44 
7 2.27 0.66 0.45 
8 1.74 0.74 0.55 
9 1.83 0.74 0.55 
10 1.75 0.75 0.56 
11 0.95 0.86 0.65 
12 0.64 0.91 0.71 
13 0.54 0.92 0.74 
14 0.66 0.91 0.76 
15 0.65 0.91 0.76 
16 0.71 0.90 0.75 
 
For the XBC dataset it is evident from Table 71 that the differences in the model coefficient 
values from one LOO model to the next are smaller than those shown in Table 70. The Adjusted 
R-squared values of the LOO baseline models are also higher than those shown for the original 
TASA models. The LOO baseline models are therefore more stable and more accurate than the 
original TASA models. 
Table 71. LOO Coefficients of TASA Models of XBC Dataset 
ProjectID Intercept Ototal Adj.R-Squared 
6 0.67 0.9 0.78 
7 0.77 0.89 0.76 
8 0.63 0.9 0.77 
9 0.78 0.89 0.76 
10 1.01 0.85 0.75 
11 0.91 0.87 0.74 
12 0.81 0.88 0.75 
13 0.56 0.91 0.74 
14 0.72 0.9 0.77 
15 0.66 0.9 0.78 
16 0.71 0.9 0.75 
 
The results of the examination of the evolution of the TAMW models are shown in Table 72 and 
Table 73. Though there is no general trend with respect to the evolution of the intercept values 
and the coefficient values of the project managers’ estimate explanatory variable (Ototal), the 
changes in value from one model to the next tends to occur gradually. This indicates that the 







Table 72. Coefficients of TAMW Models of XBC Dataset 































7 0.61 0.91 0.30             
8 0.14 0.98 0.57 -0.28 1.07 0.92          
9 0.14 0.98 0.58 -0.28 1.06 0.92 0.38 0.98 0.90       
10 0.07 0.99 0.59 -0.38 1.07 0.89 0.03 1.02 0.84 0.42 0.97 0.62    
11 -0.56 1.08 0.74 -0.52 1.09 0.93 -0.26 1.06 0.91 -0.23 1.05 0.83 -1.29 1.18 0.94 
12 -0.46 1.06 0.80 -0.22 1.05 0.94 0.06 1.01 0.93 0.25 0.99 0.87 -0.67 1.10 0.94 
13 -0.4 1.05 0.82 -0.07 1.03 0.95 0.21 0.99 0.93 0.44 0.96 0.88 -0.48 1.07 0.94 
14 -0.18 1.03 0.83 0.01 1.02 0.95 0.23 0.99 0.94 0.37 0.97 0.92 -0.03 1.02 0.96 
15 -0.18 1.02 0.83 0.00 1.01 0.94 0.19 0.99 0.93 0.26 0.98 0.9 -0.15 1.03 0.95 
16 -0.05 1.00 0.81 0.15 0.99 0.91 0.32 0.97 0.89 0.34 0.96 0.85 -0.12 1.02 0.9 
 
Table 73. Coefficients of TAMW Models of XBC Dataset (contd) 































12 -0.95 1.13 0.96             
13 -0.80 1.11 0.96 -0.82 1.11 0.96          
14 -0.11 1.02 0.97 -0.13 1.03 0.97 -0.24 1.04 0.96       
15 -0.24 1.04 0.96 -0.25 1.04 0.95 -0.39 1.05 0.95 -0.03 1.01 0.95    
16 -0.22 1.03 0.91 -0.19 1.02 0.91 -0.41 1.04 0.91 -0.18 1.02 0.89 0.29 0.95 0.90 
 
The LOO TAMW models are even more compact with respect to the evolution of intercept 
values and the project managers’ estimate explanatory variable as the changes in values from one 
model to the next is even smaller as shown in Table 74 and Table 75. Apart from the first LOO 
TAMW model (Table 74) where the initial four models are better than the original TAMW 
models (Table 72), in most cases the original models, it is evidently clear that in most cases the 
accuracy of the original TAMW models (Table 72 and Table 73) are more accurate than their 
LOO TAMW (Table 74 and Table 75) counterparts as measured by Adjusted R-squared. 
The headings in the first row of Table 74 and Table 75 have the same meanings as earlier on 
explained for Table 67 and Table 68. For instance, ‘First’ heading indicates that the oldest 
completed project in the dataset has been removed from the training set and the model rebuilt, 
‘Second’ indicates that the two oldest projects have been removed and so on. 
Table 74. LOO Coefficients of TAMW Models of XBC Dataset 































7 0.77 0.89 0.76             
8 0.63 0.90 0.77 0.63 0.90 0.77          
9 0.78 0.89 0.76 0.78 0.89 0.76 0.78 0.89 0.76       
10 1.01 0.85 0.75 1.01 0.85 0.75 1.01 0.85 0.75 1.01 0.85 0.75    
11 0.91 0.87 0.74 0.91 0.87 0.74 0.91 0.87 0.74 0.91 0.87 0.74 0.91 0.87 0.74 
12 0.81 0.88 0.75 0.81 0.88 0.75 0.81 0.88 0.75 0.81 0.88 0.75 0.81 0.88 0.75 
13 0.56 0.91 0.74 0.56 0.91 0.74 0.56 0.91 0.74 0.56 0.91 0.74 0.56 0.91 0.74 
14 0.72 0.90 0.77 0.72 0.90 0.77 0.72 0.90 0.77 0.72 0.90 0.77 0.72 0.90 0.77 
15 0.66 0.90 0.78 0.66 0.90 0.78 0.66 0.90 0.78 0.66 0.90 0.78 0.66 0.90 0.78 





Table 75. LOO Coefficients of TAMW Models of XBC Dataset (contd) 































12 0.80 0.88 0.75             
13 0.56 0.91 0.74 0.56 0.91 0.74          
14 0.72 0.90 0.77 0.72 0.90 0.77 0.72 0.90 0.77       
15 0.66 0.90 0.77 0.66 0.90 0.78 0.66 0.90 0.78 0.66 0.90 0.78    




This section now address the four research questions posed earlier in Chapter 5 related to the 
potential utility of time-aware models in software effort estimation. 
RQ9: Is it feasible to develop accurate effort estimation models that are also time-aware? 
In most instances, the performance of the models developed for the four subsets of NASA93 
dataset was acceptable, with Adjusted R-squared values of between 0.89 and 0.98. Moreover, 
when tuning was applied to the models that had resulted in large errors, as recommended 
previously (Singh et al., 2013), model performance was also satisfactory. The improvement 
observed when the effort multiplier values were tuned reflects the source component data shift 
problem in empirical software engineering (Turhan, 2012), which can be attributed to the 
heterogeneous nature of the effort multipliers in this case. 
Kitchenham et al. (2002) used the start age of the Kitchenham projects to divide the dataset into 
four different partitions and built four effort models. The Adjusted R-squared for their best model 
was 0.77 whilst the other three models’ values were less than 0.60. The performance of the two 
time-aware model approaches used here, which differed from that used by Kitchenham et al. 
(2002), resulted in mildly better performance as the Adjusted R-squared is between 0.60 and 
0.81. 
The best model developed by Maxwell (2002) led to an adjusted R-squared of 0.85 whilst several 
others were less than 0.60. The models developed in this study following the two timing 
approaches resulted in adjusted R-squared values of between 0.64 and 0.99 with several of the 
models being over 0.80.  Furthermore, even though LOO is optimistic and so could be expected 
to provide superior effort estimates, several of the time-aware models were better than the LOO 




In considering  the Desharnais analysis, the original predictive model built by Desharnais (1988) 
using his entire dataset achieved an Adjusted R-squared of 0.54. The Adjusted R-squared for the 
models built in this study all exceeded 0.60, most were greater than 0.70, and the highest 
Adjusted R-squared is 0.88. These results suggest that performance improvements can potentially 
be gained by building effort estimation models based on time. 
The feasibility of developing accurate estimation models with the smaller XBC dataset is not as 
definitive, as some of the models have low Adjusted R-squared values of less than 0.50 (and 
especially models built using the TASA approach). However several TAMW models produced 
Adjusted R-squared values of greater than 0.90. Therefore for the XBC dataset, the choice of 
time-aware modelling method may determine the accuracy of any effort estimation models, and 
the TAMW is the presently preferred approach based on the results presented in this chapter. 
Although the three accuracy measures are generally not internally consistent in terms of model 
performance trends, when considered overall it is evident that it is indeed feasible to build 
reasonably accurate effort estimation models that take time into account, as in all but one case the 
models developed are better than their respective mean baseline models and most resulted in 
useful Adjusted R-squared values. The time-aware models are also better than the median 
baseline models in all but a few cases. Furthermore, even though it was expected that the leave-
one-out baseline models would be superior to the time-aware models in terms of accuracy, there 
are a number of cases where the time-aware models out-performed their LOO counterparts. This 
further strengthens the conclusion in regard to RQ9 that, at least for the five datasets used in this 
study, it is feasible to develop sufficiently accurate models while taking the time of project start 
and/or completion into consideration. In addition, it serves to also highlight the bias that can 
occur in LOO modelling when time information is ignored. 
RQ10: Are the parameters and coefficients of time-aware models stable or volatile? 
The models built for the NASA93 datasets vary substantially from one period to the next in terms 
of the variables included as well as the intercept values and the values of the coefficients of the 
explanatory variables. The dynamic nature of the NASA93 models can be attributed to the 
heterogeneity in the NASA93 dataset – it consists of 14 different application types, developed for 
5 different NASA Centers, principally by a number of external vendors who may themselves 




The resultant stability of intercept values and the values of the coefficients of the Kitchenham 
dataset models over time can be attributed to the fact that the projects were of only two types; 
new development and perfective maintenance projects. In addition these projects were developed 
by one organization for a single client within a five year period. Being one organization 
developing these projects might have contributed to the use of similar processes and development 
practices for several of the projects, thus leading to the uniformity of the relationships between 
the projects. Working with a single client over a number of projects could have contributed to 
good communication between the two parties, which in turn has the potential of improving the 
way software is developed by the organization for this particular client – the effect is probably 
what is evident in the relative stability of the models across time for these datasets. It is worth 
noting that although the Kitchenham dataset in the PROMISE repository contains projects for 
several clients of CSC, the partition used for the time-aware effort models are projects that were 
developed for one of their clients as described in Section 5.2. 
The Maxwell datasets exhibited mixed results in terms of model stability as there are a few 
instances where variations in the intercept and coefficient values from one time period to the next 
period are observed, while there are other models for the three dataset partitions of the Maxwell 
dataset that these values changed moderately. The explanatory variables that constitute the 
models varied from one model to another, though there are periods where the variables included 
remained fairly stable over time (and especially for the Transpro dataset). Though there is some 
level of instability associated with the Maxwell dataset, it is not as greatly pronounced as that of 
the NASA93 dataset. This could be due to the fact the Maxwell dataset was developed by a single 
organization which could have similar procedures for its software development teams; however 
the instability that was evident could be as a result of the five different application types 
developed at the bank – each application could have its own peculiar needs and as such more 
variations would be observed in the models that used the entire dataset, whilst, for instance, the 
Transpro dataset (reflecting a single application type) is relatively more stable. 
The models developed for the Desharnais dataset are quiet stable across time, especially for the 
models that predict effort for the 1987 and 1988 projects. The intercept values and coefficient 
values of the respective models do not differ much in magnitude. The relative stability of the 
Desharnais dataset models is somewhat surprising because this dataset was collected from 10 




the expectation was that the models will vary from one time period to the other. However, the 
project types and development languages used were few. This implies that it is possible that 
organizations working at the same time on similar projects may well have similar practices and, 
as such, models that are built to characterize their practice may be more homogeneous than 
heterogeneous. 
The models developed for the XBC dataset are reasonably stable across time. This is not an 
especially surprising result, as the projects were developed by a single organization over a period 
of less than two years. Moreover, all sixteen projects served to develop hardware test systems and 
they were constructed using only two types of programming language. These projects therefore 
share many characteristics. In addition, in a two-year period it is likely that the organization’s 
software development process remained reasonably constant.  All of these factors likely 
contributed to the increased model stability for the XBC dataset. 
Thus, in relation to RQ10 it can be concluded that the stability of the parameters and coefficients 
of time-aware models largely depends on the diversity of the dataset. 
RQ11: Which of the two time-aware modelling approaches, if either, is superior in terms of 
accuracy? 
For four of the datasets considered here the application of the Wilcoxon test indicated that either 
time-aware approach could be used to develop time-aware models, with no evidence of a 
significant difference in model accuracy between the TASA and TAMW approaches. For the 
smaller, time-constrained, single-organization XBC dataset, significantly better model accuracy 
was achieved from the TAMW modelling approach when the RE accuracy measure was used to 
assessed model performance. Taking the five datasets into consideration it can be concluded that, 
in answering RQ11, neither modelling method is superior, and so either approach may be used to 
create sufficiently accurate time-aware models. Having said that, further investigation of their 
performance on relatively homogeneous datasets similar to that provided by XBC may provide 







RQ12: Do time-aware models differ from those built using a leave-one-out approach in 
terms of structure and accuracy? 
In answering RQ12 with regard to the structure and accuracy of models built using time-aware 
models and the leave-one-out approach, our results indicate that in most cases the models differ 
in both aspects. Although Kocaguneli and Menzies (2013) found no significant differences 
between LOO and N-Way sampling in model evaluation they still recommended the use of LOO 
to validate effort estimation models because it prevents conclusion instability, due to the fact that 
in an N-Way test data are randomly selected. Software effort estimation models are thus often 
benchmarked against an LOO baseline. However, considering the fact that in reality it is 
impossible to have early access to future data the LOO approach is susceptible to being overly 
optimistic (let alone unrealistic) since models are being built using future project data. We 
contend that the time-aware approaches used in this thesis are more appropriate for model 
building. For the NASA93 dataset, the time-aware models and the LOO baseline models differ 
greatly in terms of the explanatory variables and the values of the model coefficients. The 
accuracy of the models, on the other hand, is nearly the same. The Maxwell dataset, which also 
used backward stepwise regression, resulted in variation in the explanatory variables as well as 
the coefficient values of the models. The Kitchenham, Desharnais and XBC datasets that used 
linear regression in model development also exhibited differences in the coefficient values of the 
explanatory variables and the Adjusted R-squared values. Thus in relation to RQ12 we conclude 
that the LOO models differ from the time-aware models in structure for all five datasets and they 
differ in terms of accuracy for all the datasets with the exception of the NASA93 dataset where 
the accuracies are about the same. 
6.3 Summary 
In this chapter, five empirical software engineering datasets that included information on project 
timing (project start and/or completion dates) have been analysed through the building of two 
types of models that take the timing of project execution into account. Two regression models 
were built, based on: (i) the Time-Aware Sequential Accumulation of project data (TASA), 
where training sets are formed by accumulating projects from specific years or periods (in the 
case of the XBC dataset) in sequence; and (ii) a Time-Aware Moving Window approach 
(TAMW), where projects from the oldest years or periods are sequentially removed from the 




also developed for each dataset in order to provide a basis for comparison with the time-aware 
models. Models were developed for the entire datasets where plausible, as well as for some 
specific dataset partitions, as discussed in the respective dataset description sections.  Three 
accuracy measures, relative error, mean squared error and total absolute error, have been used to 
assess the performance of the models. Of the five datasets considered, four were available in the 
public domain and the fifth was proprietary. 
Although in some specific cases the models resulted in large prediction errors, when considered 
across the five datasets in general it appears to be feasible to develop time-aware models that are 
sufficiently accurate and stable to permit use in practice. This seems to be a particularly likely 
prospect for well-behaved and/or homogeneous datasets – the performance of our time-aware 
approaches was better for the Kitchenham, Desharnais and XBC datasets than for the Maxwell 
and NASA93 datasets.  The NASA93 dataset was indeed the most diverse in a number of 
respects – types of applications, number of development groups, duration over which projects 
were undertaken. At the other end of the spectrum the XBC dataset was highly homogeneous. 
Our results were correspondingly poor for some of the NASA93 predictions and encouraging for 
the XBC dataset. Moreover, based on the results reported we would recommend that either time-
aware approach could be considered potentially viable, but that the TAMW approach might well 
be more suitable in a homogeneous development context.  Irrespective of which is adopted, we 
would strongly advocate that the LOO approach should not be used if it is possible to use a time-
aware approach. 
The results obtained from the TASA and TAMW models developed in this thesis generally lend 
support to the findings of prior studies (Amasaki, 2012; Lokan and Mendes, 2009b; MacDonell 
and Shepperd, 2010) that found effort estimation models based on time to provide superior 
performance to their non-time-aware counterparts. That said, the more fundamental fact that the 
two sets of models are different is in itself an important finding, irrespective of their performance. 
In closing this chapter, we conclude that the building of time-aware models is indeed feasible and 
potentially useful, using either a time-aware sequential accumulation or time-aware moving 
window method, that the structure and accuracy of such models differ from those of their non-
time-aware (baseline) counterparts, and that the degree of heterogeneity in a dataset has an 
impact on both the stability of the explanatory variables that are selected via regression and the 




studies of this nature is the absence of timing information in datasets. To the best of our 
knowledge there are only six datasets in the public domain that include this kind of information, 
four of which are available from the PROMISE repository. Given the outcomes of this work, 
which have demonstrated that the consideration of timing information makes a difference to the 
nature and accuracy of the models built, it is strongly recommend that practitioners (and 
researchers) systematically record timing information related to software projects in the future.  
In the next Chapter the stability of time-aware models is further explored in respect of the 




















Chapter 7. Stationarity Analysis of Software Effort Estimation 
Data 
This chapter compares the effects of developing effort estimation models with data that are 
generated through uniform and non-uniform software engineering process. In Chapter 6, the 
analysis of the time-aware models for five datasets led to the conclusion that some of the models 
generated were not stable over time. This chapter extends this model analysis by employing a 
kernel estimator function to directly visualize the stationarity or otherwise of models developed 
for three of the datasets used in the time-aware effort estimation modelling of Chapters 5 and 6. 
The analysis in this chapter is therefore referred to as stationarity analysis. The approach is 
applied to two of the datasets from the PROMISE repository, selected as being representative in 
terms of leading to stable and unstable models. The stationarity analysis is also applied to the 
proprietary dataset that was analysed in Chapters 5 and 6. 
The three datasets were chosen as being representative of a range of such sources in terms of 
varying degrees of heterogeneity. The NASA93 dataset has been chosen to be analysed in this 
chapter because it is the only dataset used in Chapters 5 and 6 that clearly exhibits instability for 
its models across time. It is also known to be relatively heterogeneous – projects were undertaken 
by several external vendors for five different NASA centers, over a range of application types. 
The Desharnais dataset, like the NASA93 dataset, is a heterogeneous source, yet the modelling 
analysis in Chapter 6 found its models to be reasonably stable across time. Finally, the XBC 
dataset was chosen because it is the only dataset in the entire study that is well documented and 
stable in terms of project methodology, the programming languages used and the project 
managers that oversaw each project. As such it is more homogeneous than the other datasets 
being considered. 
The rest of the chapter is presented as follows. Section 7.1 presents the motivation for the 
stationarity analysis where factors that affect the stability of software engineering processes are 
discussed. Section 7.2 introduces the Gaussian kernel estimator that generates weights for the 
respective training data to be used in the development of the local models and the selection of the 
kernel bandwidth values. The results of the stationarity analysis are presented for the three 
datasets in Section 7.3. A discussion of the analysis and the findings is presented in Section 7.4 





Software engineering datasets emanate from a complex system involving people and technology. 
These datasets are used to support decision making during software development and also to 
serve as a basis for planning future software development projects. This chapter specifically 
focuses on the use of software development effort data that is used in the updating of the cost 
and/or schedule of current projects as well as in the effort estimation of future projects. 
Considering the importance of effort estimates to project schedules and to the costs incurred by 
software organizations, it is important to determine any aspects or properties (of projects, 
processes, people, technologies and so on) that can have an adverse effect on software effort 
estimation. In ignoring the timing of projects most current effort estimation practices implicitly 
assume the underlying processes to be stationary over time. The stationarity assumption has 
culminated in the treatment of all data as equally relevant during the modelling process. An 
objective of this Chapter is to assess this stationarity assumption.  
The influence of technology and people on software development and its outcomes can occur in 
many ways. In terms of development personnel, the competence and experience that have been 
gained in working on previous projects are major factors in contributing to the successful 
completion of future projects. The participation of the customer is also said to be critical to the 
success of software projects, with additional reliance on the ability of a client to communicate the 
requirements of a project unambiguously so as to inform the work of the development team. 
Though communication between the client and the development team is essential, the 
communication among the development team members is also important and so must be well 
managed and controlled, as indiscriminate communication could adversely affect project 
outcomes. This is illustrated by the identification of waste in communication (Korkala and 
Maurer, 2014) in three globally distributed agile software development teams which posed a 
productivity challenge to the smooth execution of the software project. Understanding and 
improving the effective management of communication in globally distributed software 
development is crucial since software is increasingly being developed using this approach. 
7.1.1 The Challenge of Software Effort Estimation 
Software effort estimation is itself considered to be a very complex activity. A study by Basten 




(estimation process, estimator’s characteristics, project to be estimated, and external context) as 
having an influence on the accuracy of software effort estimation. Although the study attributed 
the most important factors to decision making by experts during the estimation process, this 
approach alone, if not properly managed, could bias the estimation process. It is also very 
challenging to control up to 32 different variables in order to improve the accuracy of effort 
estimation. A special report in (The Economist, 2004) attributed the major challenges of software 
development to the lack of efficient software development tools to support the software 
development process. The report therefore recommended increased development and use of tools 
to support the software process, and particularly advocated for the dedication of more attention to 
control and monitor effectively the entire software lifecycle and the automation of software 
testing. Considering the fact that numerous (32, or more?) factors need to be managed for 
improved software accuracy estimation, it can be sensibly argued that suitable tool support could 
indeed help to make the process less cumbersome. Lagerström et al. (2012) studied 31 factors 
that had the potential to affect the software development cost and productivity of 50 projects in a 
Swedish bank. They found 10 factors to have a significant influence on the cost and productivity 
of these projects; however, it was also found that not all of these factors have been considered in 
commonly used effort estimation models such as COCOMO II and SEER-SEM. Effort 
estimation when all the relevant parameters are known is difficult, so it becomes even more 
challenging when the factors that are needed to derive accurate estimates are not even part of 
some estimation models used in industry. Moreover, this result is related to a single organization; 
the difficulty of transferring knowledge and factors across organizations for software 
development and effort estimation is additionally complicated. 
Wagner and Ruhe (2008) divided software productivity factors into two groups; soft factors and 
technical factors. Soft factors are deemed to be attributes that are influential over the way people 
work, and include the size of the team, working environment, experience of managers, and so on. 
Technical factors are further divided into three factor subsets: 1. product factors that relate to the 
software itself, such as the size of the software, the complexity of the software product, the user 
interface requirements; 2. factors associated with the process that is used in the development of 
the software, such as the maturity of the process, how and when prototyping might be used, the 
management of risk; and 3. development environment factors, such as the programming language 
used, and tools that support software development. In an earlier study Maxwell and Forselius 




companies available in the Experience database. Their analysis (Maxwell and Forselius, 2000) 
identified the company and the type of business of the client organization as being the most 
influential factors. This finding was contrary to results of prior studies at the time. On the basis of 
their findings they recommended that each organization should keep their own data for project 
benchmarking purposes, that is, that ‘local’ data should be used wherever possible. 
It is generally known that software development is a dynamic activity that changes frequently in 
terms of methodology, technology, team composition and so forth. It is the contention of this 
study that over a longer period an organisation’s processes and the factors that are relevant to 
software development will not remain static. This is supported by the fact that in the space of 
about 50 years beginning from the 1970s there have been proposals of at least six major software 
development methodologies (Simao, 2011); the Waterfall Model, Formal Methods, the Spiral 
Model, Rapid Application Development and Agile Methodologies. This rapid change of 
methodologies is also evident in the software engineering research domain and practice (Boehm, 
1983; Kocaguneli et al., 2012; Shepperd and Schofield, 1997; Sigweni and Shepperd, 2014)  by 
the proposal of many effort estimation techniques with no clear best approach. 
7.1.2 Application of Kernel Estimators in Model Development 
Data is at the core of effort estimation models – though the values of the data will differ from 
project to project, if the relationships between the factors that caused their generation are the 
same it can be expected that their relationships are likely to be consistent across projects, which 
should enable the development of accurate estimation models as more data is accumulated. If, on 
the other hand, the relationships underlying a dataset are not uniform, non-uniform weighting of 
the individual data points may lead to improved model performance over their respective global 
models (that is, when no weightings are applied). The potential variations of the intrinsic 
relationships of the data over time are addressed in this chapter. 
The main objective of this chapter is to establish whether software engineering datasets are 
characterized by a stationary process – which implies that the same processes are used for all 
projects undertaken by an organization over time. A kernel estimate function (Guidoum, 2014), 
which is able to identify other data from the same distribution within a specified area, has been 
employed to generate temporal weighting for explanatory variables. Non-uniform weights are 




current and future estimates than more recent projects. This approach is then used in a weighted 
linear regression to develop software effort estimation models. The benefit of the weighted kernel 
approach is that the impact of each observation is determined by how close it is to the project that 
is being predicted (Osborne et al., 2007). So in this study, the weighting of projects ensures that 
more recently completed projects relative to those being predicted make a stronger contribution 
to the estimation performance of the model.  
Fotheringham et al. (2002) proposed Geographically Weighted Regression (GWR) as a method to 
manage autocorrelation and non-stationarity in spatial data. These two properties of spatial data 
are violated by the assumptions of ordinary least squares regression (OLS) and hinders least 
squares regression from being an effective approach for explaining the relationship between 
spatial data.  GWR derives local estimates in spatial data; that is, relationships are established in 
data that belong to a specified (local) area, as opposed to OLS which outputs the estimates of the 
average or global relationships among all observed data. GWR relies on the assumption that 
factors or entities that are near to each other in a geographical area are more likely to exhibit 
similar properties than those that are more distant. This assumption is acted on by weighting 
nearer areas more than distant areas. The non-uniform weighting of records enables the 
autocorrelation effect across space to be addressed (Osborne et al., 2007). In this research the use 
of the kernel bandwidth, as described in Section 7.2, enables the determination of the stationarity 
of software project data across time, rather than spatial data across distance. 
Due to its origins in spatial data analysis GWR has found use as a modelling method in a variety 
of study contexts. For example, GWR has been used in landscape and urbanization planning 
studies (Gao and Li, 2011; Su et al., 2012), and in explaining the spatially varying nature of 
paediatric mortality caused by diarrheal disease in Brazil (Leyk et al., 2012). Gao and Li (2011) 
used GWR to examine the factors influencing landscape fragmentation and compared the results 
with those achieved using OLS models, noting that the GWR model results were better in all 
cases in capturing the non-stationary of the relationship across space. The study here employs a 
procedure similar to GWR wherein non-uniform weightings are applied to software effort 
estimation data over time. The use of kernel bandwidth values also enables the determination of 
the stationarity of the process underlying the data, except that instead of being applied to 




To the best of our knowledge there are just three prior studies (Amasaki and Lokan, 2013, 2015; 
Kocaguneli et al., 2013) in the empirical software engineering domain that have employed kernel 
estimators in a similar way to that reported in this chapter. Amasaki and Lokan (2013) first 
employed a weighted moving windows approach by using four (Triangular, Epanechnikov, 
Gaussian and Rectangular) different weighted functions to estimate the effort of software 
projects. In their subsequent study (Amasaki and Lokan, 2015) applied these same four functions 
and augmented the approach by applying non-uniform weighting to a growing portfolio of 
projects. The weighted methods (weighted moving windows and weighted growing) were then 
compared to the non-weighted methods (un-weighted moving windows and un-weighted 
growing). The accuracy of the models improved for the weighted methods for larger window 
sizes, whilst for smaller windows, the results were in favour of the un-weighted methods. Though 
the accuracy of the models depended on the size of the windows, in general these results 
demonstrate the potential of weighting projects unevenly in software project estimation.  
Kocaguneli et al. (2013) used five kernel estimators (Uniform, Triangular, Epanechnikov, 
Gaussian and IRWM) to estimate software effort based on analogy. The kernel estimators were 
used to generate non-uniform weights which were applied to 19 datasets. The non-uniform 
weighted analogies were compared to uniform weighted analogies and the results indicated that 
uniform weighted analogies provided superior effort estimates. The use of five different kernel 
estimators did not offer any particular improvements, as all of them tended to have similar effects 
(Kocaguneli et al., 2013). The study presented here differs from the Kocaguneli et al. (2013) 
study in the sense that a range of kernel bandwidth values between 1 and 100 is used in order to 
discover the stationarity properties of the datasets whereas Kocaguneli et al. (2013) used five 
selected kernel bandwidth values. Also, this study employs weighted linear regression to build 
models based on the sequential accumulation of projects according to their completion dates 
whilst Kocaguneli et al. (2013) used analogy based estimation and ignored data accumulation 
over time. The study presented in this chapter is similar to those of Amasaki and Lokan (2013, 
2015) in the sense that it employs linear regression applied to a growing portfolio of projects; 
however it differs in the fact that Amasaki and Lokan (2013, 2015) did not employ the use of 
kernel bandwidth values as they are applied in this study to assess the stationarity of datasets, i.e., 
to consider the process underpinning the data. The study reported in this chapter also employs 
three datasets with different characteristics whilst the Amasaki and Lokan (2013, 2015) used an 




We use just one kernel estimator method (the Gaussian kernel) in this study because we expect 
the execution of software projects over time to reflect a Gaussian curve, as shown in Figure 55. 
This reflects an assumption that the practices or methodologies that are used within an 
organization are likely to change in a gradual manner. For instance, though different 
methodologies might be proposed by the mainstream software engineering community, 
individual organizations are likely to be gradual in their approach to adopt new methodologies 
and technology as there is cost and a learning curve involved in the use of any new technology. If 
an organization adopts a new approach for running their projects, it is likely it will be used for 
some time and evaluated before being discarded; they are more likely to make a gradual 
transition to new ways of working. Project personnel are also likely to change slowly from one 
project to the other. Even though some of the properties that govern projects might change 
quickly, it is equally likely that there will be continuity in some of the other properties.  
 
Figure 55. Decreasing influence of project properties across time 
 
Figure 55 illustrates how the influence of project characteristics on other projects are likely to 
reduce gradually over time as the period between their start and completion dates widens. The 
following research questions are addressed in the analysis that follows: 
RQ13. Do local models (using non-uniform weighting) provide better accurate effort estimation 
models than global models (using uniform weighting) over time? 
RQ14. Does non-stationarity of software engineering datasets affect the accuracy of prediction 
models over time? 




7.2 Generation of Kernel Weights 
In order to apply a consistent approach to the analysis, the completion date of each project in the 
three datasets (XBC, NASA93 and Desharnais) is the only property of time considered in the 
determination of the kernel weights in this section, even though the XBC dataset includes project 
start and completion dates. The Gaussian kernel estimator giving in Equation (9) is used to apply 
weightings to the projects. 




 )                               ( 9),  
where wij is the weight applied to project(s) completed in year/month i with reference to projects 
in a target year/month j,  b is the kernel bandwidth (discussed later in this section), and tij is the 
period, or in this case, the number of years/months that have elapsed between project i and the 
target project j.  
The value of 1 is assigned to the oldest completion year in the dataset and a yearly increment of 1 
is applied thereafter. The elapsed time periods are determined between a specific year and the 
target year to be used in the application of Equation (9) to derive the weights for projects in 
specific years; each past year is subtracted from the target year and the results indicate the 
elapsed time (in years) from the target year. For instance, given two projects developed in 
different years; tij = j – i. The weight is 1 when i is equal to j. This approach to weight generation 
applies to the NASA93 and Desharnais datasets that include the completion year parameter with 
integer values. In the XBC dataset, the same procedure is used, the only difference being that the 
month of project completion is used since all 16 projects were completed within a short period of 
18 months. The value for the month parameter starts with 0.1 for the oldest project in the set and 
a monthly increment of 0.1 thereafter.  Projects completed in the same month are assigned the 
same value, just like projects that were completed in the same year in the other two data sets.  
The bandwidth controls the weighting contribution of neighbouring projects (projects from 
specific years or months). The selection of the optimum bandwidth is important as it is known to 
be more influential than the choice of the kernel function (Su et al., 2012), as it affects the extent 
of decay of the kernel function. Earlier studies (Jones et al., 1996; Turlach, 1993)  conducted 
comprehensive reviews of the various approaches that can be used to determine the optimum 




equation plug-in” method as the best kernel bandwidth value selection approach, Turlach (1993) 
could not settle on any particular method but rather presented the strengths and weaknesses of 
each method under various conditions.  It is not the intent of this study to address the ‘best’ 
bandwidth selection problem as the core interest is in the software engineering process over time. 
As such several bandwidth values are used and evaluated.  
Figure 56 depicts the weights that are generated for selected bandwidth values for the three 
datasets used in this Chapter. The nature of the three graphs as shown in Figure 56 differ because, 
whilst the projects for the Desharnais dataset (Figure 56b) occurred over a continuous sequence 
of years, there are gaps (or years where no projects were completed) in the project completion 
years of the NASA93 dataset (Figure 56a). In further contrast, Figure 56c illustrates the compact 
nature of the completion periods between the XBC projects, as the weights over time for all the 
different bandwidth values are close compared to those for the other two datasets. For this study, 
the bandwidths are set between 1 and 100 at increments of 1.  
 
Figure 56. Weights applied to the three Datasets 
 
Figure 56 shows that as the bandwidth increases, the weights applied to all projects in the training 
set approach 1. Older projects have smaller weights because the assumption is that the underlying 
software process used in generating the data is different to that used for current projects. It is 
evident in Figure 56 that small bandwidth values such as 1 and 2 lead to a rapid decline in the 
weights that are assigned to projects that occur later in time from the target year. However, the 
weight for larger bandwidth values declines gradually and as such the weights for the data in the 




7.3 Analysis and Results  
The kernel weights generated as per the procedure described in Section 7.2 are applied to effort 
estimation models for the NASA93, Desharnais and XBC datasets. The relative errors of the 
models are computed over the selected bandwidths as shown in the graphs in this section. The 
kernel weighting enables the application of non-uniform weights to the projects in these datasets 
as they are used to develop effort estimation models. In order to determine the stationarity or 
otherwise of these datasets, effort estimation models are developed following the Algorithm 1 
procedure of Section 5.1.3 by employing the sequential accumulation of projects based on project 
completion date. The modelling equations derived for each of the datasets in Section 5.2 are 
subsequently applied. 
In the plots presented in this section the accuracy measure of the models built using the weights 
generated by the kernel estimator are shown on the plots as “train” which is effectively the local 
model (non-uniform weighting). The local model is then used to predict the effort of projects in 
the test set, indicated as “test”. Similarly, the result of the global model (where no weighting is 
applied) is indicated on the plot as “train global” which is used to predict the effort of projects in 
the test set indicated as “test global”. The results of the local model and the global model are 
shown on the plot to aid comparison of the models and also to identify models that are stationary 
or otherwise. It is worth noting that in presenting the results emphasis is placed on the training 
model results because the intention is to identify non-stationarity in the data. The results are 
subsequently presented for each of the datasets in this section. 
In the interpretation of the results to determine whether or not a model exhibits a stationary 
process, Figure 56 is read in combination with graphs of the models developed for each of the 
three datasets. First the bandwidth at which stationarity was attained is identified on the graph of 
the respective dataset and then this bandwidth value is used on the corresponding Figure 56 curve 
to determine the year or period at which the models remained stationary. 
7.3.1 NASA93 Dataset 
The results of the models developed for NASA93 are shown in Figure 57. The graphs show the 
relative error against bandwidths for models built over the various time periods under 
consideration. Figure 57(a) to Figure 57(g) show the models developed by applying Algorithm 1 




NASA93 dataset to develop a model.  The titles of these plots describe the formation of the 
training and the test sets that are used in each respective plot.  
In Figure 57(a), at about bandwidth 5, the local model and the global model converge, meaning a 
stationary process is achieved at this point. Looking up the convergence of bandwidth of 5 on 
Figure 56(a) indicates that this convergence occurs at about the 15th year of projects in the 
training set. Given that the training set for this model is made up of only 7 years of projects this 
means there is effectively no convergence, implying that these projects exhibits a non-uniform 
process. The underlying process can therefore be said to be non-stationary. The predictions for 
the 1980 projects based on both the local model and the global model are actually worse than the 
original models themselves as shown on the plot of Figure 57(a). It is worth noting that this 
model generated extremely large errors. 
 
Figure 57. Relative Error against Bandwidth of NASA93 Dataset 
 
The inclusion of the 1980 projects in the model of Figure 57(b) led to the convergence of the 
local model to the global model starting at bandwidth of 3 and the actual convergence occurring 




beyond the number of years of projects in the entire NASA93 dataset, this indicates that the 
model shown in Figure 57(b) also exhibits a non-stationary process, because the training data 
only consists of eight years of projects. The model predictions, however, improved as compared 
to Figure 57(a). The predictions of 1982 projects based on both the local model and the global 
model are worse than the original models of Figure 57(b).  
The result of the model depicted in Figure 57(c) is similar to that shown in Figure 57(a). These 
two models, Figure 57(a) and Figure 57(c), converge at about a bandwidth value of 5. According 
to Figure 56(a), a bandwidth value of 5 converges beyond the number of years that constitute the 
entire NASA93 dataset implying that the model of Figure 57(c) also exhibits a non-stationary 
process. The prediction of the 1983 projects based on the local model also produced large errors 
just as was observed for the model of Figure 57(a). 
Figure 57(d) indicates that at about bandwidth 14, the model started converging and the actual 
convergence occurred at bandwidth of 25, which according to Figure 56(a) at bandwidth 25 this 
convergence will occur beyond the number of years of projects that constitute the training set, 
implying that all of the projects that constitute the local model exhibited a non-stationary process. 
However the predictions based on both the local model and the global model are better than those 
generated from the original models. 
The local model of Figure 57(e) started approaching a stationary process at bandwidth of about 
17. If this is mapped onto Figure 56(a), it is beyond the number of years for which convergence 
can be attained based on the training set, implying that the model exhibits non-stationary 
characteristics. For these projects also, the predictions based on both the local model and the 
global model are better than those achieved with the original models. 
The local models of Figure 57(f) and 57(g) both started approaching the curve of the global 
model at a bandwidth value of around 20. The actual convergence of the local models to the 
global models occurred at bandwidth of 30 and 35 respectively on Figure 57(f) and Figure 57(g). 
This again occurs beyond the number of years of projects in the datasets (as indicated on Figure 
56(a)) which implies that the projects used in building the models exhibited non-stationary 
characteristics. For the model shown in Figure 57(f) the predictions based on both the local 




57(g), the predictions based on the local model are better than those of the original models, whilst 
the predictions based on the global model are worse than those of the original model.  
Developing a model with the entire NASA93 dataset, as shown in Figure 57(h), started 
approaching the global model curve at bandwidth of 15 and actually converged to that of the 
global model at about bandwidth of 18. This convergence value according to Figure 56(a) is more 
than the 14 years of projects that constitute the NASA93 dataset, implying that the process 
underlying this model is non-stationary. 
Figures 57 indicate that the predictions from the global models are better (that is, exhibit lower 
relative error values) than the predictions from the local models for the NASA93 dataset. The 
figures also show the existence of non-stationary processes underlying the projects of the 
NASA93 data set across the different projects over time. This is shown by the rapid decline of the 
relative error of the local models as the bandwidth increases. These results triangulate the model 
analysis of the time-aware models reported in Chapter 6 that indicated that the coefficients of the 
explanatory variables of the NASA93 dataset varied greatly across different time periods. 
7.3.2 Desharnais Dataset 
Figure 58 indicates the relative error values across different time periods and bandwidths for the 
Desharnais dataset. These results indicate that in general the global models are nearly the same as 
the local models in terms of their accuracy, though the local models are marginally better in a few 
cases as shown in Figure 58(b) and Figure 58(c). There is an exception to the general result as 
shown in the “test” plot of Figure 58(a) indicating a non-stationary process. This plot started 
approaching stationarity at bandwidth of 10. However on Figure 56(b), based on the number of 
years of projects in the set, at bandwidth of 10 the model will not converge to a stationary 
process. In Figure 58(a) and Figure 58(d), the predictions based on both the local and global 
models are better than those of the original models. However, the opposite is true for the datasets 
analysed and depicted in Figure 58(b) and Figure 58(c).  In Figure 58(e), which shows the model 
built with the entire Desharnais dataset, the local and the global model results are nearly the 





Figure 58. Relative Error against Bandwidth of Desharnais Dataset 
 
The results of the Desharnais model analysis generally indicate a nearly stationary process across 
the different bandwidths and across time – this supports the results of the model analysis of the 
Desharnais time-aware models (Chapter 6) which showed that the coefficients of the models did 
not exhibit significant variability. 
7.3.3 XBC Dataset 
The formation of the training and test data for the XBC dataset has been modified so that it is 
possible to compute the relative error for both the local and global models. This is because a 
minimum of two data points is required to compute the relative error and since some of the XBC 
records in specific months consist of just one record, hence the need for the modification. Whilst 




all projects that remained after the formation of a training set. The last time-aware model (Figure 
59(e)) is built when only two records constitute the test data. 
 
Figure 59. Relative Error against Bandwidth of XBC Dataset 
 
Figure 59 indicates a stationary process for all the models built, as the local and global models 
are nearly the same for all the plots. The results obtained when using the models developed in 
Figure 59 (shown in black) to estimate the effort of the test data are relatively accurate as the 
error of estimation of the test data (shown in red) is lower than that of the models. This 
stationarity in the processes underlying the models created for the XBC dataset was largely 
expected as the projects were developed within a very short period by one organization and the 
applications were also similar and utilized just two programming languages. Some of the projects 
were also managed by the same project managers which may well have contributed to the similar 





Three datasets comprising two in the public domain and one from a proprietary provider have 
been used to develop models based on the sequential accumulation of projects. A Gaussian kernel 
estimator has been used to generate weights that are then used in a regression model in order to 
develop local models, where projects are given different weightings to reflect their perceived 
influence based on how close they are to a target project in terms of when they were developed. 
In essence, more recently completed projects when compared to the target project(s) are assigned 
higher weights. Graphs of relative error against bandwidth are generated from which the nature of 
the curves are interpreted to determine the stationarity or otherwise of the processes underlying 
the datasets. The research questions are answered as follows: 
RQ13. Do local models (using non-uniform weighting) provide better accurate effort 
estimation models than global models (using uniform weighting) over time? 
In answering research question RQ13 the results are mixed. In the case of the NASA93 dataset, 
the answer is no, the global models are better – more accurate – than the local models; whilst for 
both the Desharnais and XBC datasets the local models are nearly the same as the global models, 
though in the case of the Desharnais dataset, for some of the models, the local models are 
marginally better than the global models. Based on the datasets analysed in this chapter it can be 
concluded that, where datasets exhibit non-stationary processes, global models are likely to be 
better than local models. However, where datasets exhibit stationary processes the local and 
global model results are likely to be similar, whilst in a few cases the accuracy of local models 
may be superior to that of global models.  
RQ14. Does non-stationarity of software engineering datasets affect the accuracy of 
prediction models over time? 
In considering the above results we note that the answer to research question RQ14 is yes. The 
NASA93 dataset, which exhibited a non-stationary process, resulted in large relative errors 
especially prior to the convergence of the local model to the global model. In contrast, the 
prediction accuracy of the datasets that exhibited stationary processes is in all cases either better 
than or the same as that obtained from the global models. Thus we would conclude that the 




RQ15. What is the effect of different bandwidths (if any) on model accuracy? 
From the results of this study we would assert that the effects of bandwidth on model 
performance are reflective of the underlying software engineering processes. It can be deduced 
from the results obtained for the NASA93 dataset, which exhibits a non-stationary process, that 
the bandwidth effect on performance is more pronounced at lower bandwidths as the associated 
errors are higher, whilst at higher bandwidths the errors in most cases start converging to those of 
the global models. For the two datasets that exhibit stationary characteristics, the effect of the 
bandwidth over model performance is nearly uniform across all the bandwidths. 
7.5 Summary 
In this Chapter a Gaussian kernel estimator has been used to generate sets of non-uniform 
weights that are applied to three software engineering datasets and used in regression models in 
order to determine the stationarity of the datasets over time. The classification of a dataset as 
stationary is done reservedly, however, as the data may or may not be from the same process 
considering the fact that there are several factors at play in the software engineering process that 
are unlikely to be the same across all projects.  
The addressing of the research questions in Section 7.4 has led to the conclusion that, so far as a 
dataset exhibits a non-stationarity process, with respect to the datasets used in this Chapter, 
global models are better than local models, whilst in a stationary process, the local models are at 
least as good as their corresponding global models. The results also indicate that datasets that 
exhibit stationary characteristics result in better models than their non-stationary counterparts 
(where “better” means more accurate). The effect of bandwidth was found to be dependent on the 
underlying process used in generating the datasets as there is no difference in relative error when 
the datasets exhibit stationarity across the different bandwidths. In a non-stationary process lower 
bandwidths may result in larger relative errors whilst at higher bandwidths relative errors tend to 
decrease until they converge to that of the global model. 
In the prior study of Amasaki and Lokan (2015) accuracy improved with weighted methods for 
larger window sizes, whilst for smaller windows the results were in favour of the unweighted 
methods. Our results are in concert with the mixed findings of Amasaki and Lokan (2015) in the 
sense that for non-stationary models, the unweighted methods (global) are superior, whilst for 




(2013), uniform analogies provided superior effort estimates as compared to non-uniform 
weighted analogies. This is generally similar to our results in the case of non-stationary models, 
where the uniform models were also better than the non-uniform weighted models.  
 
The use of the kernel estimator function to develop effort estimation models could in fact 
contribute more generally to the practice of software engineering as it would be possible to 
identify changes in underlying processes that might not be apparent to project managers. This 
could inform the provision of appropriate remedies where these underlying changes are not 
favourable to the software engineering process. In order to use the kernel estimator to provide 
good effort estimates as part of a proactive management process the choice of the kernel 
bandwidth is critical, and this will require the evaluation of the various bandwidth selection 
methods in a software effort estimation context.  To the best of our knowledge none of these 
“optimum” bandwidth selection methods have been applied to software engineering effort data 
and as such their efficacy is not at present known in this regard. In terms of the current study this 
was not of concern, however, as (i) the objective of this study was the identification of 
stationarity in software engineering datasets, and (ii) the analysis was conducted retrospectively 















Chapter 8. Conclusion 
In the last decade reasonable progress has been made in establishing software engineering as a 
more evidence-based discipline. One of the thrusts of the various workstreams that have been 
directed to this goal has emphasized the need to first consider, and then improve, the quality of 
the data collected and used to inform the many decisions made during software development and 
maintenance. The first step to be taken in order to address data quality challenges that have 
plagued software engineering is to raise awareness of the various issues and to highlight how they 
can negatively influence decision making. While some issues have received attention others have 
been largely ignored. This thesis has therefore broadened the concept of data quality in ESE by 
classifying the data quality challenges into eleven distinct elements. The state of practice in 
regard to data quality awareness and management, by virtue of its reporting in the software 
engineering literature, has also been assessed. One aspect of data quality that has received very 
limited attention from ESE researchers is consideration of the timeliness of the data used in 
analysis and model-building. The research reported in this study clearly and comprehensively 
shows why timing information should be considered and the impact its inclusion can have on 
both the nature and performance of software effort estimation models. 
The research contributions arising from the work reported in this thesis are detailed in Section 
8.1. In Section 8.2 a summary of the answers to the research questions is provided. A discussion 
of the limitations of this work, and their implications, follows in Section 8.3 and finally Section 
8.4 closes the thesis by presenting future research directions. 
8.1 Contributions and Implications 
8.1.1 A Taxonomy of Data Quality 
While data quality has received increased attention from researchers in the last decade the 
emphasis of much of that work has been on a small number of issues, predominantly 
missingness, outliers and noise. It is evident in other domains, however, that the quality of digital 
data can be affected by many other challenges. Therefore a comprehensive survey of literature 
both within and outside the bounds of software engineering, reported in Chapter 2, was 
conducted in order to identify as far as possible the breadth of potential data quality challenges 




aspects each comprising a number of issues, which together formed a taxonomy: Accuracy, 
Relevance and Provenance. 
Accuracy, which prior to the taxonomy reported in Chapter 2 was synonymous with noise and/or 
outliers (Liebchen and Shepperd, 2008) has been broadened to accommodate other quality issues 
of incompleteness, inconsistency and redundancy. While concerns over Relevance had received 
some attention in prior research this had been dominated by considerations regarding the use of 
cross-company data in a ‘local’ context. This rather specific concern is abstracted in the 
taxonomy to that of heterogeneity. The size of ESE datasets is also accounted for under this 
aspect given its potential impact on model relevance – particularly if datasets need to be split into 
smaller subsets due to heterogeneity. A further factor related to the concept of Relevance is the 
timeliness of the data and, in particular, whether the data has similarities to that of interest to 
those building models for prediction of future projects and project activities. The third aspect of 
Provenance has been receiving increased attention in recent years, driven by the research 
community’s desire to extend the use of replication in ESE. Commercial sensitivity hinders 
organizations from donating their data to the software community for modelling purposes, since 
they may derive competitive advantage from it. This and related concerns regarding reputation 
impede public access to data, in spite of its necessity in order to increase understanding of the 
software engineering phenomenon.  In other cases where data have been provided to the 
community, confidentiality clauses prevent the complete description of the properties of the 
datasets, thus affecting the level of trust placed in such data. 
8.1.2 A Targeted Systematic Literature Review of Data Quality Practice as reported 
in Empirical Software Engineering 
Drawing on the taxonomy developed and reported in Chapter 2 a systematic literature review was 
conducted in order to determine to what extent data quality was considered as an issue or was 
treated in some way by the software engineering community. Though the papers reviewed were 
drawn from a few selected venues, and the number of years considered was less than a decade, 
the number of papers that satisfied the inclusion criteria was substantial and so should be 
indicative of efforts in the ESE domain. Key findings of the review are as follows: 
 A total of 282 papers satisfied the inclusion criteria. Of these, 64% used only public datasets, 




 Approximately 56% of the studies did not assess the quality of the datasets prior to their use 
in modelling. 
 The data quality challenge that has been given most prior attention is incompleteness as it 
was noted in 38% of the studies reviewed. This may well reflect the ease with which missing 
data points can be determined, as opposed to its importance or impact relative to other data 
quality challenges. 
 Data pre-processing is a common practice in ESE, as around two-thirds of the papers 
reviewed conducted some level of pre-processing. In most cases this reflected either the 
specificity of diverse experimental needs, or concerns over data quality. In order to facilitate 
replication of studies, the software engineering community would benefit if researchers made 
available their pre-processed data along with details of the pre-processing undertaken. 
 Less than half (46%) of the papers reviewed reported the data collection procedure. This 
could naturally lead to questions, or at least uncertainty, over the trustworthiness of the data.  
 Data collection reporting and data pre-processing are independent activities, as the 
occurrence of one is unrelated to the occurrence of the other. In contrast, data collection 
reporting and the identification of data quality issues are associated, as are data pre-
processing and data quality issue identification. 
 The predominant themes in empirical software engineering research are software quality 
(particularly defect prediction) (53%) and effort estimation (40%). Themes that have 
received little attention from the community are data quality (6%) and software measurement 
systems (1%). 
 The number of studies that reported on all three aspects of data quality under consideration 
was small, at around 31 (or 11%) of all the studies reviewed. This implies that data 
collection, data pre-processing and data quality identification are not seen as being important 
to the reporting of software engineering. However the explicit consideration of these three 
elements and their reporting have the potential to enable researchers and practitioners to 
determine the sources of data quality challenges so that remedies can be developed that 
should ultimately lead to improved practices and decision making in software engineering. 
8.1.3 Quality Benchmarking of Software Effort Estimation Datasets  
As noted previously, incompleteness, outliers and noise have been given much attention in the 




the taxonomy presented in Chapter 2 and the systematic review reported in Chapter 3, there are 
several other important dimensions of data quality that have been largely ignored by the ESE 
community. The benchmarking of 13 effort estimation datasets in Chapter 4 provides the first 
holistic assessment of the quality of these widely used datasets, in terms of the quality 
dimensions that were proposed in the taxonomy of Chapter 2. With the exception of the absence 
of redundancy, multiple data quality issues (apart from and in addition to the three most 
commonly noted) are associated with several of the datasets.  
The benchmarking of software effort estimation data served to demonstrate that the proposed 
taxonomy of Chapter 2 can be used for such a purpose, as it has enabled the assessment of often 
unstated elements of data quality, such as different forms of heterogeneity. The need for the 
formal inclusion of provenance information relating to software engineering datasets also became 
more apparent as a result of the data quality assessment reported in Chapter 4, for two major 
reasons: 
1. There are several instances of inconsistent reporting regarding ESE datasets. For instance, 
studies differ in their reporting of the number of attributes for the same dataset, and the number 
of records and names of datasets are reported differently even though they are associated with the 
same dataset. Additionally, dataset attributes are sometime labelled differently for the same 
dataset. 
2. The results presented for inconsistencies, incompleteness, heterogeneity, timeliness, 
commercial sensitivity and trustworthiness cannot be stated with certainty because these require 
the existence of provenance information in order to be certain of the results. However most of 
these datasets lack provenance information, and as such, the absence of these quality issues may 
not mean it is not present, but that there is insufficient evidence to decide one way or the other. 
The objective of proposing the data collection and submission template in Chapter 4 is to provide 
a transparent means of data collection and submission, in order to better support the quality 
assessment of ESE datasets. Adoption of the template should enable access to more information 
about datasets than is currently available, including how the data was collected, problems 
encountered during data collection and any transformation that the data has undergone. The 
collection of the information proposed in the template could serve as provenance to aid the 
verification of datasets, which should lead to a reduction of data quality problems. The 




engineering researchers and practitioners the opportunity to improve their data collection and pre-
processing techniques, in order to improve the quality of datasets, which should in turn lead to 
improved practices in software engineering. 
8.1.4 Time-Aware Effort Estimation Modelling 
Two time-aware software effort estimation methods were applied to five datasets, comprising 
four from the public domain and one that was proprietary. Performance of the estimation models 
was assessed using three accuracy measures. The models were also compared against three 
baseline models: the mean, median and leave-one-out cross validation. 
While variable across the five datasets, some of the results of the time-aware modelling presented 
in Chapter 6 demonstrated the utility of building effort estimation models when taking the timing 
of projects into consideration. A greater number of the models developed were certainly better 
than their mean and median baselines for all five datasets used in this analysis. Furthermore, even 
though it was expected that the more optimistic LOO models would out-perform their time-aware 
counterparts, there were several instances in which the time-aware models were more accurate 
than their LOO baseline, reinforcing the need to build models that account for time.  The time-
aware models developed in this study also generally performed better than had been found in 
previous studies that had used the same public domain datasets (as measured using Adjusted R-
squared). That said, it was also noted that either time-aware model could be adopted in the 
estimation of effort for these datasets, as there was no significant difference between the time-
aware sequential accumulation and the time-aware moving window approaches. 
Perhaps more importantly, the results demonstrated that the nature of the models developed, 
when time is either considered or ignored, can differ substantially. If it accepted that the reality of 
project management sees data accumulated one element at a time, then ignoring time would seem 
to be an erroneous strategy. Moreover, the impact of such a decision is amplified in 
heterogeneous environments: the more heterogeneous a dataset is, the more instability will be 
exhibited in terms of models’ parameters and coefficient values.  
8.1.5 Stationarity Analysis of Software Effort Estimation Datasets 
In Chapter 7 stationarity analysis was conducted on three representative effort estimation datasets 




over time. A Gaussian kernel estimator was used to generate non-uniform weights, which were 
then applied to the datasets. In this way older projects were weighted less than newer project in 
terms of their predictive influence, reflecting an assumption that newer projects should be 
considered as more important or relevant to the next estimation. Models that were built using the 
non-uniform weightings (local models) were compared to models using uniform weightings 
(global models). 
The results indicated that the stationarity or otherwise of a dataset is linked to its degree of 
heterogeneity. While the NASA93 and Desharnais datasets are both considered to be 
heterogeneous, the NASA93 dataset exhibited greater diversity and exhibited a non-stationary 
trend, whereas the Desharnais dataset indicated a more stationary underlying process over time. 
The XBC dataset, which is far more homogeneous, exhibited a stationary trend. While this is an 
important initial finding it is not possible at this stage to definitively determine what causes a 
dataset to be stationary over time due to the limited information recorded and stored concerning 
these projects. 
For the datasets considered in the study of process stationarity, it was established that where the 
underlying process was determined to be non-stationary, uniform weighting models (i.e., global 
models that did not account for project timing) were more accurate than the non-uniform models 
(local models) over time. In cases where the underlying process was found to be stationary the 
performance of the local and global models was largely equivalent, and in some instances the 
local models outperformed their global equivalents. In terms of estimating future projects this 
suggests that the degree of stationarity should be assessed before choosing a global or local 
model. 
The effect of bandwidth values on model performance was also found to be dependent on the 
stationarity of a dataset, as non-stationarity datasets had higher errors most often at lower 
bandwidth values, whilst for the stationary datasets used in this thesis the performance was nearly 
the same for all bandwidth values. This confirms the importance of bandwidth values to the 
performance of models based on kernel estimators. 
8.2 Research Findings 





RQ1: Do ESE researchers assess the quality of datasets prior to their use in modelling?  
The reporting of data quality issues prior to modelling was found to be a minority practice in the 
empirical software engineering research domain, as fewer than half of the studies considered in 
Section 3.3 reported any data quality issues. The few studies that reported the quality of datasets in 
some cases mentioned the type of quality issues identified and how they were resolved prior to their 
use in modelling. Data quality challenges can be ameliorated by primary data collectors ensuring that 
as much as possible the right data is collected before they are used in populating repositories to serve 
as secondary data for researchers and software engineering practitioners. 
 
RQ2: What is the dominant data quality issue?  
Missingness (incompleteness) and outliers were found to be the predominant data quality issues 
raised in the papers reviewed in Section 3.3. This could be attributed to the fact there are techniques 
that easily detect these two quality challenges. It could also be due to the fact that these are the 
predominant problems with software engineering datasets. 
 
RQ3: How often are datasets pre-processed prior to modelling?  
Pre-processing was found to be a common practice, with 67% of the studies reviewed in Section 3.3 
reporting some form of data pre-processing. It was also found that several divergent forms of pre-
processing are applied to software engineering datasets. In general, software engineering datasets are 
not in an appropriate format for some modelling methods – but they can be pre-processed in order to 
serve the purpose of a specific modelling task. 
 
RQ4: Are data collection procedures reported in ESE papers?  
Fewer than half of the papers reviewed in Section 3.3 reported their data collection procedures and as 
such this is a minority practice in the empirical software engineering domain. Even for those papers 
that reported on their data collection procedures, the extent of the description varied greatly. Most of 
the papers that reported their data collection procedures are those that extracted data from version 
control systems (CVS), defect tracking systems, configuration management systems, source code 
repositories, issue tracking systems and the like. 
 
RQ5: Is data collection reporting associated with data pre-processing?  
A Chi-square test of independence found no statistically significant association between data 





RQ6: Is data collection reporting associated with data quality issue identification?  
A Chi-square test of independence found statistically significant association between data collection 
reporting and data quality issue identification. 
 
RQ7: Is data pre-processing associated with data quality issue identification?  
A Chi-square test of independence found statistically significant association between data pre-
processing reporting and data quality issue identification. 
 
In regard to any association between the reporting of the three elements of data quality as 
expressed by research questions RQ5 to RQ7, it is evident that the reporting of data collection by 
researchers does not influence the reporting of any corresponding data pre-processing performed. 
The reporting of data quality issues in research papers is, however, associated with both the 
reporting of data collection and data pre-processing, respectively, in most of the papers reviewed 
in Section 3.3.  
 
RQ8: Is a study’s research theme associated with the three elements of quality under consideration?  
Studies were classified into four themes; Data Quality, Effort Estimation, Measurement 
Programme/System and Software Quality. The Data Quality class of papers did not report on the 
collection of data; most of the papers applied pre-processing to their datasets; and the papers 
addressed different forms of data quality issues. 
Just about a quarter of the papers in the Effort Estimation class reported on data collection 
procedures. The majority of the Effort Estimation papers (76%) conducted data pre-processing prior 
to modelling. About 65% of papers in this class raised issues of data quality. 
The four papers that constitute the Measurement Programme/System class all reported insights related 
to data collection procedures. One paper applied data pre-processing and two papers raised issues of 
data quality. 
The majority of the papers (66%) in the Software Quality class reported on their data collection 
procedures. Data pre-processing was performed by 58% of studies, and just about 33% of studies 





RQ9: Is it feasible to develop accurate effort estimation models that are also time-aware? 
The results presented in Chapter 6 have demonstrated that, for most of the datasets and their partitions 
considered here, it is feasible to develop time-aware effort estimation models based on the TASA and 
TAMW approaches. For four of the datasets used in Chapter 6 there are no statistically significant 
differences between the TASA and TAMW methods except in the case of the XBC dataset where the 
TAMW approach is preferred. The results also indicated that there were a number of cases where the 
time-aware models were superior in performance to their more optimistic LOO counterparts. The 
performance of the time-aware models obtained in this study were more accurate than found in prior 
studies when assessed using the Adjusted R-squared.  
RQ10: Are the parameters and coefficients of time-aware models stable or volatile? 
The stability or otherwise of the time-aware models was found to be dependent on the diversity of the 
underlying datasets. For instance, the NASA93 datasets exhibited substantial variation in terms of 
intercept values and the values of the coefficients of the explanatory variables, which could be 
attributed to the fact that the dataset consists of 14 different application types. The NASA93 projects 
were also developed for five different NASA Centers by a number of external vendors. In 
comparison, the relative stability of the parameters and coefficients of the Kitchenham dataset models 
was largely due to the fact that the projects were developed by a single organization for one client. 
Although the projects in the Maxwell dataset were developed by a single organisation, which could 
account for the near stability of some of the models’ parameters and coefficients, the instability of 
other models observed over certain periods could be attributed to the changes in the projects that were 
undertaken during different periods at the bank.  
The stability observed for the parameters and coefficients of the models developed for the Desharnais 
datasets was an exception. This dataset is a heterogeneous one comprising data from ten different 
organizations in Canada, and so it was our expectation that it would result in substantial variation in 
the intercept values and the coefficients of the explanatory variables. However, these values remained 
relatively stable from one model to another. This could be attributed to similar software development 
processes and practices being employed by the ten organizations. 
The models developed for the XBC dataset were nearly stable across time. This result was expected 
as the projects were developed by a single organization over a period of less than two years. Other 
factors that could have contributed to the stability of the models for this dataset might be the fact that 




only two types of programming language. These projects are therefore likely to share many 
characteristics. In addition, in a two-year period it is likely that the organization’s software 
development process remained reasonably constant.  
RQ11: Which of the two time-aware modelling approaches, if either, is superior in terms of accuracy? 
The application of the Wilcoxon test established that for four of the datasets, either time-aware 
approach could be used to develop time-aware models, with no evidence of a significant difference in 
model accuracy between the TASA and TAMW approaches. It was only in the case of the (more 
homogeneous) XBC dataset that the TAMW modelling approach is significantly better than TASA 
model. 
RQ12: Do time-aware models differ from those built using a leave-one-out approach in terms of 
structure and accuracy? 
In terms of structure, the intercept values and the coefficient values of the time-aware models differ 
from their corresponding LOO models for all five datasets analysed in this study. The accuracy of the 
time-aware models also differs from that of their associated LOO models for four of the datasets, with 
the exception of the NASA93 datasets where the accuracy of the time-aware models is almost the 
same as for their LOO counterparts. 
RQ13. Do local models (using non-uniform weighting) provide better accurate effort estimation 
models than global models (using uniform weighting) over time? 
The results are mixed. In the case of the NASA93 datasets, which exhibited non-stationary 
characteristics, the global models were more accurate than local models. However, in situations 
where the datasets exhibited stationary characteristics, such as for the Desharnais and XBC datasets, 
the accuracy of the global models was nearly the same as local models, though in a few cases for the 
Desharnais datasets, the local models were marginally better than the global models. 
RQ14. Does non-stationarity of software engineering datasets affect the accuracy of prediction 
models over time? 
This study found that the accuracy of prediction models is dependent on the stationarity of a dataset. 
For models based on stationary datasets, the local models were found to be either the same or better 
than global models in terms of accuracy. Global models were, however, found to be more accurate 




RQ15. What is the effect of different bandwidths (if any) on model accuracy? 
The effect of bandwidth on model accuracy was found to be associated with the stationarity status of 
a dataset. The effect of bandwidth was more pronounced at lower bandwidth values for non-
stationary models where the errors are higher. For stationary models, the effect of bandwidth values 
on model accuracy is negligible. 
8.3 Limitations of the Study 
This thesis has made a number of contributions to both software engineering research and 
practice as outlined in Section 8.1; however there are a number of issues that hinder the 
generalization of several of the findings of this thesis, which are outlined in this section. 
The data quality taxonomy reported in Chapter 2 was based on 57 papers drawn from the recent 
literature. Given that there are thousands of papers in the ESE domain there is a risk that the 
search could have missed papers that addressed some relevant data quality issues. That said, the 
search was piloted, and was run on multiple occasions. Furthermore, in defence of the small 
number of studies included, there have been other recent studies that too have found that limited 
attention has been given to data quality in ESE. Another potential limitation with the taxonomy 
presented in Chapter 2 is that it relied on work that had appeared in the research literature, and so 
did not explicitly consider the elements of data quality that might have greater prominence in 
industry. 
A similar limitation arises in relation to the assessment of the state of practice in regard to data 
quality that was discussed in Chapter 3 – it is also constrained by a limited year range and a 
dependence on the research literature. A more general challenge in the execution of any 
systematic review in ESE arises due to the fact that research papers in the field are not structured 
consistently, and therefore additional effort is required in identifying the elements of interest in a 
paper. 
The set of methods used to assess the quality of the datasets in the benchmarking exercise 
reported in Chapter 4, while considered best practice, cannot in all cases be considered to be the 
best possible methods available, especially in relation to the identification of noise, outliers and 
inconsistencies in the datasets. In addition, the derivation of timing information for a dataset 




researchers need to be encouraged to record the timing information in a uniform and structured 
way. 
The time-aware models developed and applied in Chapters 5 and 6 could suffer in that some of 
the projects in the training and test sets were dramatically different, and so their being used 
together in developing prediction models could bias the results. That said, such diversity was laid 
bare in the subsequent stationarity analysis. Inconsistency in the recording of project timing 
information also indicates that the test sets were generated differently for each of the datasets; 
this impeded the direct comparison of the results obtained from the various datasets used, but in 
turn it adds weight to the need for consistent approaches to the recording of timing information. 
Finally, the absence of other potentially relevant information in many of the datasets, relating to 
the number of developers per project, the programming language used, the type of methodology 
employed by each project, and many other project properties, hinders the verification of the 
processes that were used in the development of projects as well as any consideration of their 
impact on process stationarity over time (as per Chapter 7). 
8.4 Future Research 
The research reported in this thesis has answered several questions regarding the state of practice 
and the effects of data quality, and in particular the timeliness of data, on prediction systems in 
empirical software engineering. However it has also raised several more questions and several 
avenues for future work.  The following future research directions could potentially address some 
of these questions. 
The development of the data quality taxonomy and the determination of data quality practice 
(Chapters 2 and 3) could both be extended by including studies reported in the years prior to 
those considered here. In addition, both outcomes should be evaluated in industry in order that 
they could better reflect both the research community’s view as well as what occurs in industry. 
Although the objective of the quality benchmarking of effort estimation datasets (Chapter 4) was 
to promote holistic assessment of datasets prior to their used in modelling, specific decisions 
were made regarding the choice of methods used to identify the presence and extent of each data 
quality issue. Alternative ‘best of breed’ methods of discovery should be explored to enhance the 




data collection and submission, as well as the relative cost-benefit of determining quality issue 
addressed within it, also need to be verified in practice. 
The generalization of the results of the time-aware modelling research reported here (Chapters 5 
and 6) will be enhanced by replication studies on other datasets that include sufficient timing 
information – presuming their number increase. In addition, most time-aware models that have 
been developed in the effort estimation domain have employed linear regression. Other methods 
that are similarly accessible and understandable to researchers and practitioners – such as those 
based on analogy – should be considered as complementary modelling options. 
The stationarity analysis (Chapter 7) could be extended by using other types of kernel estimators, 
to both assess their efficacy in effort estimation as well as to confirm the independence of kernel 
estimators from the performance of models. This should also further inform our understanding of 
the changes that occur in software engineering over time and whether they indeed fit a Gaussian 
distribution. To be certain of the stationarity or otherwise of a software engineering process, far 
more information regarding the properties of projects needs to be recorded (and for which the 
data collection and submission template proposed in Chapter 4 could be beneficial). 
More generally the findings reported in this thesis lend further support to the call for provenance 
systems to support the software engineering process. Use of such systems would contribute to 
enhancing the trust that can be placed in the data when it is to be used in making decisions. It 
would also better enable studies to be replicated which should in turn contribute to growing the 
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Appendix C  Results of Data Quality Assessment 
*P-based on when dataset was first published    
Datasets Noise Outliers Inconsistency Incompleteness Redundancy Amount of 
data 





Albrecht 25.0% Yes No evidence Yes No 24 No No 1974-1979 No evidence Yes Yes 
China 6.6% Yes No evidence Yes No 499 No evidence No 2011(P) No evidence Yes No 
Cocomo81 6.3% Yes No evidence No No 63 No  No 1981(P) No evidence Yes No 
Desharnais 18.2% Yes Yes Yes No 81 Yes Yes 1982-1988 No evidence Yes Yes 
 Finnish 50.0% Yes No evidence No No 38 Yes No 1997(P) No evidence Yes No 
ISBSG9 1.5% Yes Yes Yes No 3024 Yes Yes 1989-2004 Yes Yes Yes 
Kemerer 20.0% Yes No evidence No No 15 No No 1981-1985 No evidence Yes No 
Kitchenham 12.5% Yes No evidence Yes No 145 No Yes 1994-1998 No evidence Yes No 
Maxwell 12.9% Yes No evidence No No 62 No Yes 1993 No evidence Yes No 
Miyazaki94 2.1% Yes No evidence No No 48 Yes No 1994(P) No evidence Yes No 
NASA93 9.7% Yes No evidence No No 93 No Yes 1971-1987 No evidence Yes Yes 
SDR 25.0% Yes No evidence No No 12 Yes No 2000s No evidence Yes Yes 
Telecom 27.8% Yes No evidence No No 18 No No 1997(P) No evidence Yes No 
