Guided lock of a suspended optical cavity enhanced by a higher-order extrapolation by Izumi, Kiwamu et al.
Guided Lock of a Suspended Optical Cavity
Enhanced by a Higher Order Extrapolation
Kiwamu Izumi,1, 2, ∗ Koji Arai,2, † Daisuke Tatsumi,2 Ryutaro
Takahashi,2 Osamu Miyakawa,3 and Masa-Katsu Fujimoto2
1Department of Astronomy, University of Tokyo,
7-3-1 Hongo, Bunkyo, Tokyo 113-8654, Japan
2National Astronomical Observatory of Japan,
2-21-1 Osawa Mitaka, Tokyo, Japan
3Institute of Cosmic Ray Research, University of Tokyo,
5-1-5 Kashiwanoha, Kashiwa, Chiba, Tokyo, Japan
(Dated: Compiled April 7, 2017)
Abstract
Lock acquisition of a suspended optical cavity can be a highly stochastic process and is therefore
nontrivial. Guided lock is a method to make lock acquisition less stochastic by decelerating the
motion of the cavity length based on an extrapolation of the motion from an instantaneous velocity
measurement. We propose an improved scheme which is less susceptible to seismic disturbances by
incorporating the acceleration as a higher order correction in the extrapolation. We implemented
the new scheme in a 300-m suspended Fabry-Perot cavity and improved the success rate of lock
acquisition by a factor of 30.
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I. INTRODUCTION
Suspended optical cavities are ones of the most important building blocks in terrestrial
laser interferometric gravitational wave antennae [1–3]. The suspended optical cavities allow
for the intracavity fields to bounce multiple times and therefore increase the interaction time
of the laser fields with incoming gravitational waves. Such an enhancement takes place only
when the cavity is in the vicinity of a resonance. If the frequency of the incident laser is
sufficiently stabilized, the only major disturbance is the displacement of the mirrors. The
displacement is typically dominated by seismic vibration which displaces the mirrors by a
comparable size to the laser wavelength or 1 µm. Therefore, an active control of the cavity
length is necessary for maintaining a resonance.
Lock acquisition is a length control process in which a suspended cavity is brought from
an uncontrolled state to a controlled state. When uncontrolled, the cavity passes through
resonances in a stochastic manner due to the continuous excitation by seismic vibration.
When the cavity is in the vicinity of a resonance, one can obtain interferometric signals
representing the displacement but only in a narrow range around the resonance (1 nm
for cavities with a finesse of a few hundred, typical for gravitational wave antennae). A
naive approach would be to enable a feedback control for the mirror position when the
cavity starts to pass through a resonance. If successful, the cavity stays within the range
where the signal is available and therefore one can maintain the resonance by keeping the
feedback control. However, in order to meet the stringent noise requirement, the actuators
are typically designed to provide weak force so that the mirrors are less coupled to the
electronics. For this reason, as we design more sensitive gravitational wave antennae, lock
acquisition becomes more difficult and can introduce long down time during observing runs
and during critical commissioning experiments such as noise hunting [4].
To quantitatively illustrate the difficulty, let us think about a simplified model with
a mirror with a mass of m moving with an initial velocity v. We shall attempt to stop
the mirror by exerting a constant actuation force F longitudinally on the mirror. The
displacement ∆L until the mirror stops can be derived from the energy conservation law as
F∆L =
1
2
mv2 . (1)
For successful lock acquisition, this deceleration process must be completed within the dis-
placement range where an appropriate interferometric signal remains available. The typical
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range for such a signal is as large as the full-width-at-half-maximum of the cavity resonance.
Therefore the maximum allowed size for the displacement ∆Lmax can be given as
∆Lmax =
λ
2F , (2)
where λ is the wavelength of the laser and F is the finesse of the cavity. This constrains the
maximum mirror velocity, that the actuator can stop, to be
vmax =
√
λF
mF . (3)
For instance, this maximum velocity is 2µm/s for the Japanese prototype gravitational wave
antenna, TAMA300 [5] with the ideal parameters: F = 1.8×10−3 N; λ = 1064 nm; m = 1 kg;
and F = 500. This is comparable to the root-mean-square (rms) of typical measured velocity.
This means lock acquisition is a stochastic process which can frequently fail. In fact, we
have seen that the success rate was significantly degraded during high seismicity times.
Moreover, the effective actuator force can be smaller than the aforementioned value for fast
signals due to the frequency response of the electronics and can therefore further deteriorate
lock acquisition.
Several approaches have been proposed to make lock acquisition less stochastic [6–9]. An
intriguing approach among them is guided lock which virtually increases the signal range
∆Lmax by extrapolating the motion of the cavity [10]. In this approach, the cavity motion
is extrapolated from a measured instantaneous velocity at a resonance as the cavity passes
through it. A damping pulse is subsequently applied to a cavity mirror in such a way that
the cavity length swings back to the same resonance with a reduced velocity. Therefore,
it increases the success rate of lock acquisition. Its appealing advantage over the others is
that it involves much less hardware preparation; the core hardware is a programmable signal
processor. So for this reason, Virgo [3]—one of the gravitational wave antenna projects—
recently implemented the guided lock scheme to increase the success rate of lock acquisition
for two 3 km suspended optical cavities [11]. However, as Camp et al. [10] reported, a
challenge is to make the method robust and reliable against seismic disturbance which de-
teriorates and occasionally corrupts the extrapolation by stochastically agitating the cavity
length.
In this article, we propose an advanced version of the guided lock scheme which is less
susceptible to seismic disturbance by incorporating a higher order term of the cavity motion
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in the extrapolation. It incorporates the information of the acceleration in addition to
the velocity. This consequently maintains the accuracy of the extrapolation and therefore
mitigates the corruption caused by seismic disturbance. We implemented and tested the
scheme in a suspended Fabry-Perot cavity with a length of 300 m in TAMA300. We observed
a drastic improvement in lock acquisition. We also discuss limiting factors for the current
scheme.
The organization of the paper is given as follows. In section II, we provide the concept,
advantage and requirement of the scheme based on a numerical simulation study. Section III
describes an implementation of the proposed scheme in a suspended Fabry-Perot cavity at
TAMA300. In section IV, we show the experimental verification of the deceleration. Sec-
tion V discusses limitations for the deceleration performance. In section VI, we demonstrate
an improved success rate of lock acquisition. Finally, our study is summarized in section VII.
II. EXTRAPOLATION OF CAVITY MOTION
Guided lock, in general, consists of two distinct operations; an extrapolation of cavity
motion and subsequent deceleration based on the extrapolation. We quantitatively show
that the accuracy of the extrapolation can be improved by including a higher order term
of the motion. We then show that in order to achieve a certain accuracy level, the whole
guided lock process must finish within a certain duration of time.
A. Polynomial expansion of the cavity trajectory
To study the accuracy of extrapolations for cavity motion, we shall start from generalizing
the motion. The single trip length of a cavity x(t) can be written as
x (t) = L0 +
∑
biξi (t) , (4)
where L0 is a static single trip length of the cavity, ξi is displacement of i-th cavity mirror
from the equilibrium point, and bi is a scaler factor representing geometrical effects (e.g.,
angle of incidence). In the case of a Fabry-Perot cavity, |b1| = |b2| = 2. In general, the
cavity length at a certain time t0 can be expressed by the Taylor series expansion as
x (t) = x (t0) + x˙ (t0) (t− t0) + 1
2!
x¨ (t0) (t− t0)2 + . . . . (5)
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In guided lock, the parameters are measured at a cavity resonance. For this reason, we
can initialize the time and position i.e., t0 = 0 and x(0) = 0 and therefore the first term is
irrelevant.
If the mirrors were perfect free masses without external disturbances, the second term—
the constant velocity of the cavity—is sufficient to describe the motion in the rest of the
time. In the previous experiment by Camp et al [10], the terms up to the constant velocity
was incorporated. However, in practice, this may not be accurate enough because of the
following two reasons. Firstly, because the cavity mirrors are suspended as pendulums,
the associated restoring forces are present. Secondly, seismic vibration continuously excites
the motion of the mirrors through the suspending wires. Therefore the true motion does
not obey the constant velocity model in reality. In times of high seismic motion, seismic
disturbance can agitate cavity motion so much that it completely spoils the extrapolation
and the guided lock technique does not work.
To improve the accuracy of the extrapolation, we propose incorporating the third term
of equation (5), the constant acceleration of the cavity motion. Even though the new
scheme is expected to give an improved accuracy in the extrapolation, it is also obvious that
seismic excitation makes even the constant acceleration model inaccurate on a long time
scale. Therefore, it is of high importance to evaluate the accuracy of the extrapolation as a
function of the elapsed time.
B. Extrapolation accuracy and its elapsed time
In order to assess time scales on which the incorporated acceleration improves the accu-
racy for the extrapolated trajectory, we conducted a numerical simulation. This assessment
in turn places a requirement on the duration of the subsequent deceleration operation so
that it finishes before the extrapolation is corrupted by residual seismic disturbance.
We simulated the displacement of a suspended cavity in time series for a duration of 100
sec with a sampling rate of 1 kHz. The simulated displacement has a colored spectral shape
with zero-mean Gaussian distribution as shown in figure 1 in order to simulate realistic fluc-
tuations. We extract the velocity and acceleration v0(t0) and a0(t0) at a time t0, respectively,
which are in turn used as initial parameters for extrapolating the velocity v(t0 + ∆t) at a
later time after ∆t elapses. For comparison, we tested two different extrapolators for the
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FIG. 1. The simulated displacement of a suspended cavity in amplitude spectral density. Solid line:
measured length displacement in a 300-m Fabry-Perot cavity at TAMA300. Dashed line: mod-
eled displacement from which simulated length fluctuation is generated with zero-mean Gaussian
random noise.
velocity as
vˆ1 (∆t, t0) = v0 (t0) ,
vˆ2 (∆t, t0) = v0 (t0) +a0 (t0) ∆t.
(6)
The first extrapolator vˆ1 uses the constant velocity only, whereas the second one vˆ2 uses
both the constant velocity and acceleration.
The accuracy of each extrapolator was then evaluated by taking the residual between the
true and extrapolated velocities as
Rk (∆t) =
[∑N
i [vˆk(∆t, ti)− v(ti + ∆t)]2
Nv2rms
]1/2
, (7)
where vrms is the rms velocity of the given data in order to normalize the residuals, N
is the total number of evaluations, and subscript k = (1, 2) represents the two different
extrapolators. We slid the starting time ti from one data point to the next neighboring
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FIG. 2. Normalized residuals R as functions of the extrapolation time scale ∆t. Blue crosses:
residuals calculated with the constant velocity model vˆ1. Red dots: residuals calculated with the
constant acceleration model vˆ2.
point all through the data in order to sample as many cases as possible. The time scale
at which the normalized residual becomes unity can be interpreted as a point where the
extrapolated velocity is not accurate any more; the size of the residual is as big as that of
the spontaneous motion.
Figure 2 shows the residuals of the two extrapolators as functions of the elapsed time. The
constant acceleration model, vˆ2, shows smaller residuals than that of the constant velocity
model, vˆ1, below 400 msec. Therefore the constant acceleration model is more accurate
than the constant velocity model within this time scale. If we aim at decelerating the cavity
motion by a factor of 10, the residual needs to be suppressed to 10−1 at least. This places
a requirement on the maximum allowed deceleration time of 130 msec for the extrapolation
using the constant acceleration model. The residual of both extrapolators crosses the unity
between 500 and 600 msec. These values can be interpreted as a consequence of the spectral
shape of the stochastic motion; because the dominant power of the velocity is concentrated
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below 1 Hz, the velocity becomes independent of its past history after a fractional cycle of
1 Hz elapses. Thus, a different spectral shape would give a different unity-crossing time. We
will discuss the spectral shape of our displacement in the next section.
While the new scheme successfully improves the accuracy for extrapolating the mirror
trajectory as the acceleration terms is incorporated, the time scale of the subsequent decel-
eration process must be within 130 msec in order to fully exploit the improved accuracy.
We describe our implementation in great detail in the next section.
III. IMPLEMENTATION OF THE PROPOSED SCHEME
A. Experimental arrangement
A schematic view of the experimental setup is shown in figure 3. We used a suspended
Fabry-Perot cavity with a length of 300 m and a finesse of 500. This cavity is a part
of TAMA300 [5] and enclosed in high-vacuum chambers. The mirrors are suspended by
wires, providing a resonant frequency of 1 Hz. Seismic vibrations acting on each mirror
are attenuated through a multiple stage suspension [12]. With such suspension systems,
displacement of a cavity typically exhibits a 1/f 2 shape below the mechanical resonance
frequency of 1 Hz and rolls off steeply above it. Even though the actual spectra can be
different depending on the suspension systems, it is generally true that low frequency part of
the motion is the predominant component. This characteristic is common for the suspension
systems employed in the terrestrial gravitational wave antennae and therefore our proposed
guided lock scheme is applicable to those antennae to some extent. The position of one of
the mirrors can be controlled via a set of coil magnet actuators.
The laser field is generated by a Nd:YAG laser source with the wavelength of 1064 nm
and output power of 10 W. The frequency of the laser is stabilized using another identical
300-m suspended cavity (not shown in the figure) as a frequency reference [13]. The laser
field is phase-modulated by an electro-optic modulator at 15 MHz before the field is sent to
the main interferometer. The reflected light from the cavity is directed to a photodetector
whose output is demodulated at the same frequency as that of the modulation, provid-
ing the Pound-Drever-Hall readout signal [14]. A digital signal processor (DSP) receives
the demodulated signal and subsequently generates a control signal which finally actuates
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FIG. 3. (A): Schematic view of the experimental setup. EOM stands for electro-optic modulator.
(B): Block diagram of the signal flow in the digital signal processor. The state controller switches
the type of the actuation forces depending on what state the guided lock process is. The numbers
written by the output selector indicate the following types of forces. (1): constant force to push
the cavity length back to the same resonance. (2): pre-programmed deceleration forces. (3): linear
control signal.
the position of one of the cavity mirrors. The DSP consists of a 225 MHz clock process-
ing unit, TMS320C6713 from Texas Instruments, and a 16 bit analog-to-digital interface,
DSK6713IF/AI2 and AO2 from Hiratsuka Engineering. The DSP operates at a sampling
rate of 200 kHz to achieve the design control bandwidth of 1 kHz for the final control based
on a linear control filter. In addition, the transmitted intensity is detected by an extra
photodetector and sent to the same DSP.
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B. Algorithm for measuring velocity
To measure the velocity, we use the slope of the Pound-Drever-Hall signal with a correc-
tion using the transmitted intensity. In a quasi-static case where the cavity length varies
at a sufficiently slow speed, the slope of the Pound-Drever-Hall signal is sufficient to mea-
sure the velocity. However, in practice, because the cavity can sweep across a resonance
before the intracavity field reaches the equilibrium state, the slope of the signal can become
shallower [15]. Moreover, nonlinear distortion of the signals [16] becomes outstanding for ve-
locities larger than picλ/(4LF2) with c the speed of light. For TAMA, this is approximately
3µm/s. These two effects lead to an inaccurate estimate of the velocity if only using the
slope of the Pound-Drever-Hall signal. A numerical, plane-wave, time-domain, interferome-
ter simulator [17] suggests that the absolute value of the velocity would be underestimated
by a factor of more than two for a cavity moving at a constant velocity of 4 µm/s and even
more for higher velocities.
To alleviate such a large inaccuracy, we adopted the transmitted intensity as an additional
correction term. We measure the velocity by using the following empirical expression,
v(t0) =
1
H
dSPDH
dt
∣∣∣∣
t=t0
(
T
Tmax
)−1.4
, (8)
where H is the optical gain of the Pound-Drever-Hall signal for the cavity on resonance
in meters/volts, SPDH is the Pound-Drever-Hall signal in volts whose time derivative is
computed from two data points separated by 0.1 msec at around the time when the signal
crosses zero or a resonance, and where Tmax and T represent the maximum transmitted
intensity (measured beforehand when the cavity is held at a resonance) and the peak height
of the transmitted intensity (measured by picking a data point with the highest value when
the cavity passes through the resonance), respectively. The folding number of −1.4 for the
peak transmittance was empirically chosen from the numerical simulation such that the best
linearity is obtained in a wide range of the cavity speed.
This technique provides us with two practical advantages. Firstly, this scheme is compu-
tationally inexpensive. Because the DSP runs at a relatively high sampling rate to achieve
the design control bandwidth, reduction of the computational load is critical for us. Sec-
ondly, the method makes the measurement less sensitive to a change in the optical gain as it
is normalized by the transmitted intensity. However, these advantages come at the cost of
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FIG. 4. An actual sequence of the implemented guided lock process in time series. The initial
parameters are measured to be v0 = 4.0 µm/s and a0 = 160 µm/s
2. The target velocity ratio is
set to D = 10%. (Top panel): error signal obtained by the Pound-Drever-Hall technique. (2nd
top panel): the transmitted intensity, (3rd top panel): control signal or equivalently acceleration
sent to the cavity mirror. A 2-volt constant control signal corresponds to a constant acceleration
of 360 µm/s2, (Bottom panel): estimated displacement reproduced by a post analysis. Annotated
colored bands represent the following distinct periods. (1): The measurement of the initial condi-
tions by applying a constant force on the mirror to let the cavity length swing back to the same
resonance. (2): The first deceleration step, where a constant force is applied for τ2 to change the
direction of the velocity. (3): The second deceleration step, where a constant force with the oppo-
site sign is applied for τ3 to slow down the cavity motion. (4): Linear feedback signal is applied to
hold the cavity at the resonance.
small but significant systematic errors in the estimated velocity below 2 µm/s. This method
overestimates the velocity by a few% for 2 µm/s and the size of the overestimation mono-
tonically increases to 10% for 1µm/s as the velocity becomes smaller. We will quantitatively
discuss the influence of such remaining systematic errors in section V.
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C. Algorithm for measuring acceleration
The acceleration is measured in a different way; we exert a known acceleration to a cavity
mirror by using the coil magnet actuator and compare the applied acceleration against the
acceleration of the cavity motion.
When the cavity passes a resonance with its instantaneous velocity measured, we apply
a constant attractive acceleration aact to a cavity mirror until the cavity swings back to the
same resonance. This operation is annotated as (1) in figure 4.
If there was no acceleration, one can precisely predict when the cavity will return to
the resonance, based on the initial velocity v0. However, because of the presence of the
acceleration, the arrival time can be different from that expected without acceleration. This
directly means that one can estimate the acceleration by measuring the time until arrival,
τ1. We use the following expression to determine the acceleration a0,
a0 =
2|v0|
τ1
− |aact|. (9)
The sign convention for a0 is defined such that a positive value represents an initial accel-
eration acting to the same direction as the actuator acceleration. Even though the velocity
when the cavity returns to the resonance should be the same as v0 in our model, we measure
the velocity again in the second appearance of the resonance and update v0 by the newly
measured value. At this point, both initial velocity and acceleration are in hand; we are
ready to decelerate the cavity motion.
D. Deceleration algorithm
As discussed in section II, our goal here is to develop a deceleration algorithm which
finishes within 130 msec for the cavity moving at the typical largest velocity of 10 µm/s.
The deceleration algorithm is composed of two steps annotated as (2) and (3) in figure 4.
In the first step, a constant force aact is applied on a cavity mirror for a duration τ2 in order
to push the cavity length back to the resonance. This operation changes the direction of
the velocity. In the second step, immediately after the first stage, the speed of the cavity
is reduced by applying the same amount of constant force with the opposite sign for a
duration τ3 while the cavity length approaches the resonance. At the time when the second
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stage finishes, the cavity length arrives back at the resonance with a reduced velocity. The
durations of two steps are predetermined as functions of the initial states (v0, a0) as follows.
τ2(v0, a0) =
|v0|
|aact| − a0 (M + 1) ,
τ3(v0, a0) =
|v0|
|aact|+ a0 (M −D) ,
(10)
where
M =
[ |aact|+ a0
2|aact| +
|aact| − a0
2|aact| D
2
]1/2
, (11)
and where D is the target velocity ratio defined as
D = −vreq/v0, (12)
with vreq the requested terminal velocity. See Appendix for derivation of τ2 and τ3. Since
the terminal velocity should be with the opposite sign to the initial velocity, the setting of
the velocity ratio is a positive value in the range 0 ≤ D ≤ 1.
Because the cavity length wanders back and forth around a resonance during these steps,
the whole process takes a duration of approximately τ1+τ2+τ3 ∼ 4v0/aact with an additional
weak dependence on the acceleration. Therefore, the entire process can finish in 110 msec
for a large initial velocity of v0 = 10 µm/s with actuator’s acceleration of aact = 360µm/s
2.
We intentionally limit the actuation acceleration to this small value, corresponding to 20%
of the full voltage range, in order not to saturate the actuation electronics. Nevertheless, it
still satisfies our goal time scale of 130 msec.
Now, we evaluate the effect of residual seismic disturbance [i.e., the fourth and higher
order terms in equation (5)]. The effect on the resulting velocity ratio can be computed
using the residual given by equation (7),∣∣∣∣∆vdv0
∣∣∣∣ = vrmsR2 (τ)v0 where τ =
3∑
j=1
τi =
4v0
aact
, (13)
and where ∆vd is a deviation in the terminal velocity from the ideal value. As shown in
figure 2, the residual for our extrapolation, R2, grows roughly as τ
3/2 and thus R2 ∝ v3/20 .
Plugging this in to the equations above, one can find that the resulting error scales with
the initial velocity as |∆vd/v0| ∝ v1/20 . Therefore the effect of seismic disturbance becomes
13
TABLE I. Summary of the deceleration test.
N Avg(|v0|) Avg(vd/v0) Std(vd/v0) Num(|vd| < 1µm/s) Num(|vd| < 2µm/s)
10% velocity ratio 95 4.7 µm/s −0.25 0.18 67 (71 %) 87 (92%)
30% velocity ratio 105 4.4 µm/s −0.36 0.12 33 (31%) 87 (83%)
TABLE II. *
N is the total number of measurements. Avg(X) and Std(X) represent average and standard deviation of
X, respectively. Num(Y ) is the number of the samples that meet the condition Y . The values in the
parentheses represent the fractional percentage with respect to the number of data samples.
larger as v0 becomes larger. This is merely due to the fact that a large v0 requires a longer
deceleration time. Evaluating this effect, we found that the variation in the resulting velocity
ratio can be as high as ±4% for a large initial velocity of 10µm/s. This is smaller than the
target velocity ratio of 10% and therefore prevents seismic disturbance from corrupting the
extrapolation as expected. On the contrary, if instead the extrapolation was computed with
the constant velocity model, one would obtain a larger variation of |∆vd/v0| ∼ 12% almost
independently of the initial velocity value. This would lead to corruption events in which the
residual seismic disturbance drags the cavity length so hard that the cavity doesn’t return
to the resonance at around the expected time.
Summarizing this section, we reported a successful implementation of the estimation
of the initial state (v0, a0) using a DSP and data from the Pound-Drever-Hall and the
transmitted power signals. Since the DSP is capable of quickly computing the designed
deceleration durations of time based on the measured initial state, it was able to finish the
entire process within the required time scale. Applying this scheme, we expect the velocity
ratio to be |vd/v0| = 10±a few% whose deviation is due to residual seismic disturbance.
IV. EXPERIMENTAL VERIFICATION OF DECELERATION
A crucial feature of guided lock is the capability to reduce the cavity motion based on the
extrapolation. We conducted a measurement to evaluate the success rate of the deceleration.
The success rate here is defined as the rate of the deceleration attempts satisfying the
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maximum acquirable speed of 2µm/s after the application of the proposed deceleration
scheme. In this experiment, the initial parameters v0 and a0 are measured when the cavity
length passes through a resonance and subsequently the deceleration is applied. Then the
terminal velocity when the cavity length returned to the resonance was recorded. At its last
passage through the resonance, no linear feedback signal was applied to the mirror to allow
measurement of the reduced velocity. The measurement was repeated approximately 100
times for a particular velocity ratio setting. We programmed the DSP not to apply a force
for 30 sec after every deceleration measurement in order to let the cavity motion settle to
the nominal.
The results are summarized in table I. Two different velocity ratio settings, D = 10% and
30%, were tested. Ideally, with the 10% velocity ratio setting and maximum initial velocity
of 10 µm/s, all the samples will be slowed to speeds smaller than 2µm/s, allowing successful
lock acquisition. In contrast, the 30% velocity ratio will leave a fraction of the samples
which end up with a speed higher than 2µm/s. In the measurement with D = 0.1, 92% of
the samples had resulting velocities that met the requirement and 71% of the samples had
velocities below 1µm/s. Therefore, the measured success rate was indeed high, but didn’t
reach our expectation of 100%. For D = 0.3, 83% of the samples had resulting velocities
that met the requirement and 31% had velocities below 1µm/s. From these results, we can
conclude that the 10% setting more reliably meets the requirement.
When the velocity ratio was set to 30%, the terminal velocities showed a good agreement
with the expected values. The ratio of final to initial velocities was measured to be 36%
on average. On the other hand, when the ratio was set to 10%, the terminal velocities
significantly deviated from the expected values. The average ratio was measured to be
25% which is a factor of 2.5 larger than it should be. Moreover, the standard deviation of
the velocity ratio was measured to be 18% which is significantly larger than the expected
value from residual seismic disturbance. In the next section, we will discuss these results by
studying possible limiting factors for the deceleration performance.
V. DISCUSSION ON THE DECELERATION
In practice, the performance of the deceleration can be influenced by errors in estimating
the initial state (v0, a0). Specifically, we found errors in the initial velocity critical for
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achieving the desired velocity ratio. We introduce a fractional error δ in the estimated
velocity so that the estimated velocity is expressed by v0(1 + δ). A negative error represents
an underestimated initial velocity, whereas a positive error represents an overestimation.
For a small error (|δ|  1), the resulting ratio |vd/v0|, can be analytically obtained as
∣∣∣∣vdv0
∣∣∣∣ =
D + δ (1 +D) , (for δ < 0) ,D + δ (D−1 +D +√2 + 2D−2) , (for δ > 0) , (14)
where we assumed the initial acceleration to be zero (a0 = 0) for simplicity. See Appendix
for derivation.
As shown in the above expressions, the resulting velocity ratio is a function of both
the measurement error and the requested velocity ratio. In the case of an underestimated
initial velocity, it results in a terminal speed slower than that expected. For an aggressive
deceleration or a small D, the deviation in the resulting velocity ratio is almost independent
of the requested ratio as |vd/v0| ≈ D + δ. While a few % measurement error doesn’t pose
significant issue for achieving D = 10 % in this case, the situation is completely different for
the overestimated initial velocities. An overestimated initial velocity causes an insufficient
deceleration, making the terminal speed larger than that expected. In this case, the size
of the deviation in the resulting velocity ratio is a strong function of the ratio setting as
|vd/v0| ≈ D + (1 +
√
2)δ/D for a small D. This difference arises from the fact that, in the
overestimation case, the cavity length returns to the resonance before the slowing process
τ3 completes. This consequently results in a larger deviation. Since these two distinct
behaviors take place stochastically, we expect the deviations in the resulting velocity ratio
to be asymmetrical around the median value.
To thoroughly evaluate the influence of measurement errors including those in the ini-
tial velocity as well as in the initial acceleration, we conducted a Monte Carlo simulation
where 105 sets of randomly sampled initial accelerations, and fractional errors in the initial
velocity and acceleration measurements are generated for a fixed true initial velocity. The
fourth and higher order terms O(t3) of the cavity motion in equation (5) are not simu-
lated for simplicity. The acceleration was drawn from a zero-mean Gaussian distribution
with a standard deviation of 36µm/s2, the typical rms in our experiments. Similarly, the
fractional errors in the estimated initial velocity and estimated acceleration are drawn from
two independent zero-mean Gaussian distributions with a standard deviation of 3.0% and
16
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Resulting velocity ratio |vd/v0|
0
5000
10000
15000
20000
N
u
m
b
e
r 
o
f 
o
cc
u
ra
n
ce
N
P
FIG. 5. Distribution of the simulated velocity reductions for a fixed initial velocity of 5µm/s.
(N): the distribution of the resulting velocity ratio influenced by negative error or δ < 0. (P): the
distribution of the resulting velocity ratio influenced by positive error or δ > 0. Regions where
the two distribution overlap are shown with a darker color. The dashed line represents the median
values of the entire distribution.
4.2% respectively to simulate the realistic statistical errors. The known systematic error in
our velocity estimation, as mentioned in section III, was also incorporated in the estimated
initial velocities.
Figure 5 shows the variation of the resulting velocity ratio due to the estimation errors
when the true initial velocity is set to 5µm/s. The target ratio was set to D = 10%. We first
confirmed that errors in the initial acceleration measurement didn’t appreciably change the
distribution of the resulting ratio by running the simulation with and without the random
errors in the acceleration measurement while keeping the random errors in the initial velocity.
This means that the errors in the initial velocity measurement are the primary cause of the
resulting distribution. As expected from the analytical argument, the distribution of the
velocity ratio was asymmetrical and in fact it tends to form a bimodal distribution. The
17
sharp distribution at small velocity ratios was found to be due to the underestimation (δ < 0)
whereas the broad distribution at large velocity ratios was due to the overestimation (δ > 0).
Finally, the simulation was repeated for different initial velocities ranging from 0.01 to
10µm/s. A comparison between the simulation and actual measurement is shown in figure 6.
The simulation shows a good agreement with the measured data. The median values of the
simulated terminal velocity (dashed line in the figure) were found to be precisely due to the
remaining systematic error in the velocity measurement (section III). The systematic error
introduced a relatively large bias in the resulting terminal velocity for the samples with the
initial velocities smaller than 2µm/s. The broad distribution tail towards larger terminal
velocities is consistent with the measurement. We also confirmed that the measured terminal
velocities for D = 30% showed a good agreement with the simulation too. These results
suggest that the performance of the deceleration is limited largely by errors in estimating
the initial velocity.
VI. SUCCESS RATE OF LOCK ACQUISITION
To evaluate how reliably the scheme can acquire resonance, we measured the success rate
of lock acquisition with the guided lock scheme applied. In contrast to the deceleration
experiment, the DSP starts a linear feedback control as soon as the cavity returns to the
resonance regardless of whether the deceleration process has completed or not. If the lin-
ear controller maintains the resonance, this trial is recorded as a success. The criteria of
successful acquisition is given by the transmitted intensity whose value must be more than
20% of its maximum for 100 msec continuously. If it fails, the DSP is programmed to make
another attempt at the guided lock process for the next resonance and repeat the processes
until it succeeds. The lock trial was performed until 100 locks were acquired either with or
without the guided lock. The 10% velocity ratio was used when guided lock was applied.
After a successful acquisition, the DSP releases the control by completely shutting off the
output force and waiting for 30 sec to let the cavity motion settle down. The number of
attempts until solid lock is acquired were recorded for each lock.
Figure 7 shows how the guided lock scheme helps lock acquisition. We observed a drastic
improvement in the success rate of lock acquisition by using the guided lock scheme. The
measurement with the guided lock scheme acquired a resonance on the first attempt 62% of
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FIG. 6. Comparison of the simulated terminal velocities and those obtained by the measurement
for the 10% velocity ratio setting. Dashed line: the median values of the resulting speeds obtained
by the Monte-Carlo simulation. Dark shaded area: 68% interval obtained by the simulation.
Lightly shaded area: 95% interval obtained by the simulation. Dots: the measured values from the
experiments described in section IV. Solid line: the ideal values for the 10% velocity ratio setting.
the trials, whereas without guided lock the success rate on the first attempt was only 2%.
On average, the number of attempts until acquiring a resonance was measured to be 1.6
for guided lock whereas it was 48 without guided lock. This corresponds to a factor of 30
improvement in the acquisition rate.
VII. SUMMARY
We proposed and experimentally tested an advanced guided lock scheme at a 300-m
suspended Fabry-Perot cavity in TAMA300. The scheme incorporates not only the initial
velocity but also the initial acceleration as a higher order correction for extrapolating the
mirror trajectory. The addition of the acceleration term makes the scheme less susceptible to
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FIG. 7. Measured distribution of the number of attempts until a resonance is acquired. Blue
colums: the measured distribution with the guided lock scheme applied. Red colums: the measured
distribution without the guided lock. Regions where the two plots overlap are shown with a darker
color. The inset shows a zoomed version of the same plot.
seismic disturbance and thus more reliably satisfies the speed requirement. We implemented
a two-step deceleration algorithm which finishes the entire process within the required time
scale of 130 msec in order to achieve a factor of 10 deceleration. The new guided lock scheme
acquired a resonance with a success rate of 62% on the first attempt. This corresponds to a
factor of 30 improvement in the average number of attempts, comparing to the one without
guided lock. While the scheme successfully mitigated the corruption of the extrapolation
due to residual seismic disturbance, we found that errors in the initial velocity measurement
can deteriorate the deceleration performance. Given the fact that such errors are not funda-
20
mental obstacles, we conclude that guided lock can be a powerful scheme toward achieving
deterministic lock acquisition of a suspended optical cavity.
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APPENDIX: DERIVATIONS
Let us start from deriving τ1, the time for the cavity length to return to the same resonance
with a constant actuation force applied. The cavity length x and its velocity v can be
expressed as functions of time,
x(t) = |v0| t− 1
2
at2, (15)
v(t) = |v0| − at (16)
where we have initialized the length and time so that x = 0 when t = 0, and where a is the
effective acceleration given by the sum of two forces,
a = |aact|+ a0. (17)
As we took the absolute value of the initial velocity and actuator force, the cavity length x
is defined such that it always departs from the resonance for positive values while the actu-
ator pushes the length back towards the resonance. The effective acceleration is increased
(decreased) when the initial acceleration is a0 ≥ 0 (a0 ≤ 0). Setting the left hand side of
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equation (16) to − |v0| and plugging equation (17), one can obtain
τ1 =
2 |v0|
|aact|+ a0 , (18)
which is equivalent to equation (9).
Before deriving the deceleration durations τ2 and τ3, we combine equations (15) and (16)
and get rid of time t, so that
x =
v20 − v2
2a
. (19)
This equation describes the trajectory of the cavity motion in x-v plane. The trajectory
during τ2 can be expressed by substituting a = |aact| − a0 in the above equation. The sign
of the initial acceleration is changed because the direction of the actuation force is opposite
from that for τ1. Once τ2 elapses, the direction of the actuation force is flipped again, making
the trajectory
x′ =
v′2 − v2req
|aact|+ a0 , (20)
where vreq is the requested terminal velocity given by Dv0 = −vreq. As we aim at making
the trajectory transition from (19) to (20), we can derive the velocity at the transition point
v× by setting x = x′ using equations (19) and (20) as
v× = − |v0|M, (21)
where the definition of M is given in equation (11). Using the simple velocity equation (16),
one can build an equation for τ2 as
v× = |v0| − (|aact| − a0) τ2. (22)
Plugging equation (21) in to the above, one can obtain τ2 as expressed in equations (10).
Similarly, the velocity must be slowed from v× to vreq during τ3, so that
vreq = v× + (|aa|+ a0) τ3. (23)
Plugging equation (21) yields τ3 as expressed in equations (10).
Now, let us propagate small errors in the initial velocity. The initial velocity is given
by v0 (1 + δ) where δ represents a small fractional error. This causes incorrect actuation
durations which, from equations (10), can be expressed by
τ ′2 = τ2 (1 + δ) and τ
′
3 = τ3 (1 + δ) . (24)
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Plugging τ ′2 into equations (15) and (16), one can calculate the cavity length and velocity
at the point where the transition of the trajectory takes place
x′× = |v0| τ ′2 −
|aact|
2
(τ ′2)
2
, (25)
v′× = |v0| − |aact| τ ′2. (26)
Similarly, the cavity length and velocity at the end of the τ3 actuation can be given by
x′d = x
′
× + v
′
×τ
′
3 +
|aact|
2
(τ ′3)
2
, (27)
v′d = v
′
× + |aact| τ ′3, (28)
Plugging equations (10), (24), (25) and (26) into the above and setting a0 = 0, one can
obtain the terminal length and velocity
x′d = −δ
1−D +√2 + 2D2
|aact| v
2
0 +O
(
δ2
)
, (29)
v′d = − |v0| [D + δ (1 +D)] . (30)
Therefore, the cavity length is not exactly back at the resonance when the τ3 actuation
completes. For the case of underestimated velocities or δ < 0, the terminal length x′d ends
up with a value greater than zero, indicating that the cavity didn’t return to the resonance
yet. As long as the estimation error is small enough (i.e. −D/ (1 +D) ≤ δ < 0), the cavity
length can then cruise back to the resonance with the constant velocity v′d.
In contrast, an overestimated velocity or δ > 0 ends up with a terminal length smaller than
zero, indicating that the the cavity already came back to and passed through the resonance
before finishing the τ3 actuation. In the actual measurements, the velocity is measured when
the cavity length is passing through the resonance. Setting x′d = 0 in equation (27) and
replacing τ ′3 with T and solving it for T , one can obtain the time for the cavity to return to
the resonance from x′×,
T =
−v′× −
√
(v′×)
2 − 2 |aact|x′×
|aact| . (31)
Therefore, the velocity at the time the cavity is passing through the resonance can be
calculated as
v′′d = v
′
× + |aact|T
= −D |v0| − 1 +D
2 +
√
2 + 2D2
D
|v0| δ +O
(
δ2
)
.
(32)
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