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PARTIAL DATA INVERSE PROBLEMS FOR THE HODGE LAPLACIAN
FRANCIS J. CHUNG, MIKKO SALO, AND LEO TZOU
Abstract. We prove uniqueness results for a Caldero´n type inverse problem for the Hodge Lapla-
cian acting on graded forms on certain manifolds in three dimensions. In particular, we show
that partial measurements of the relative-to-absolute or absolute-to-relative boundary value maps
uniquely determine a zeroth order potential. The method is based on Carleman estimates for
the Hodge Laplacian with relative or absolute boundary conditions, and on the construction of
complex geometrical optics solutions which reduce the Caldero´n type problem to a tomography
problem for 2-tensors. The arguments in this paper allow to establish partial data results for
elliptic systems that generalize the scalar results due to Kenig-Sjo¨strand-Uhlmann.
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1. Introduction
This article is concerned with inverse problems with partial data for elliptic systems. We first
discuss the prototype for such problems, which comes from the scalar case: the inverse problem of
Caldero´n asks to determine the electrical conductivity γ of a medium Ω from electrical measurements
made on its boundary. More precisely, let Ω ⊂ Rn be a bounded domain with smooth boundary
and let γ ∈ L∞(Ω) satisfy γ ≥ c > 0 a.e. in Ω. The full boundary measurements are given by the
Dirichlet-to-Neumann map (DN map)
ΛDNγ : H
1/2(∂Ω)→ H−1/2(∂Ω), f 7→ γ∂νu|∂Ω
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where u ∈ H1(Ω) is the unique solution of div(γ∇u) = 0 in Ω with u|∂Ω = f , and the conormal
derivative γ∂νu|∂Ω is defined in the weak sense. Equivalently, one can consider the Neumann-to-
Dirichlet map (ND map)
ΛNDγ : H
−1/2
⋄ (∂Ω)→ H1/2(∂Ω), g 7→ v|∂Ω
where div(γ∇v) = 0 in Ω with γ∂νv|∂Ω = g, and H−1/2⋄ (∂Ω) consists of those elements in H−1/2(∂Ω)
that are orthogonal to constants. The inverse problem of Caldero´n asks to determine the conduc-
tivity γ from the knowledge of the DN map or (equivalently) the ND map. There is a substantial
literature on this problem, with pioneering works including [Fa66], [Ca80], [SU87], [HN87], [Na88],
[No88]. We refer to the surveys [No08], [Uh14] for more information.
The Caldero´n problem with partial data corresponds to the case where one can only make mea-
surements on subsets of the boundary. Let ΓD and ΓN be open subsets of ∂Ω, and assume that we
measure voltages on ΓD and currents on ΓN . If the potential is grounded on ∂Ω \ ΓD but can be
prescribed on ΓD, the partial boundary measurements are given by the partial DN map
ΛDNγ f |ΓN for all f ∈ H1/2(∂Ω) with supp(f) ⊂ ΓD.
If instead we can freely prescribe currents on ΓN but no current is input on ∂Ω \ΓN , then we know
the partial ND map
ΛNDγ g|ΓD for all g ∈ H−1/2⋄ (∂Ω) with supp(g) ⊂ ΓN .
The basic uniqueness question is whether a (sufficiently smooth) conductivity is determined by such
boundary measurements. We remark that in the partial data case there seems to be no direct way
of obtaining the partial DN map from the partial ND map or vice versa, and the two cases need to
be considered separately.
By now there are many uniqueness results for the Caldero´n problem with partial data involving
varying assumptions on the sets ΓD and ΓN . For further information we refer to the survey [KS14]
for results in dimensions n ≥ 3 and [GT13] for the case n = 2. We only list here some of the main
results for the partial DN map:
• n ≥ 3, ΓD can be possibly very small but ΓN has to be slightly larger than the complement
of ΓD [KSU07]
• n ≥ 3, ΓD = ΓN = Γ and the complement of Γ has to be part of a hyperplane or a sphere
[Is07]
• n = 2, ΓD = ΓN = Γ can be an arbitrary open set [IUY10]
• n ≥ 3, ΓD = ΓN = Γ and the complement of Γ has to be (conformally) flat in one direction
and a certain ray transform needs to be injective [KS13] (a special case of this was proved
independently in [IY13a])
The approach of [KSU07] is based on Carleman estimates with boundary terms and the approach
of [Is07] is based on reflection arguments. The paper [KS13] combines these two approaches and
extends both. There seem to be fewer results for the partial ND map, especially in dimensions
n ≥ 3; see [Is07] and [Ch15]. In fact, in dimensions n ≥ 3 the Carleman estimate approach for the
partial ND map seems to be more involved than for the partial DN map. We remark that there are
counterexamples for uniqueness when ΓD and ΓN are disjoint [DKN15].
The purpose of this paper is to consider analogous partial data results for elliptic systems. In
the full data case (ΓD = ΓN = ∂Ω), many uniqueness results are available for linear elliptic systems
such as the Maxwell system [OPS93], [KSU11a], [CZ14], Dirac systems [NT00], [ST09], Schro¨dinger
equation with Yang-Mills potentials [Es01], elasticity [NU94], [NU03], [ER02], and equations in
fluid flow [HLW07], [LW07]. In contrast, the only earlier partial data results for such systems in
PARTIAL DATA PROBLEMS FOR THE HODGE LAPLACIAN 3
dimensions n ≥ 3 that we are aware of are [COS09] for the Maxwell system and [ST10] for the
Dirac system. One reason for the lack of partial data results for systems is the fact that Carleman
estimates for systems often come with boundary terms that do not seem helpful for partial data
inverse problems (see [El08], [ST09] for some such estimates).
In this paper we establish partial data results analogous to [KSU07] for systems involving the
Hodge Laplacian for graded differential forms, on certain Riemannian manifolds in dimensions n ≥ 3.
These are elliptic systems that generalize the scalar Schro¨dinger equation (−△ + q)u = 0 and are
very close to the time-harmonic Maxwell equations when n = 3. In fact, using the results of the
present paper, we have finally been able to extend the partial data result of [KSU07] to the Maxwell
system [COST15]. The main technical contribution of the present paper is a Carleman estimate
for the Hodge Laplacian, with limiting Carleman weights, that has boundary terms involving the
relative and absolute boundary values of graded forms. The boundary terms are of such a form that
allows us to carry over the Carleman estimate approach of [KSU07] to the Hodge Laplace system.
As far as we know, this is the first analogue of [KSU07] for systems besides [ST10] which considered
a very special case.
In a sense, to deal with boundary terms for systems in a flexible way, one first needs a good
understanding of the different splittings of Cauchy data in the scalar case. This encompasses both
the scalar DN and ND maps simultaneously, since the ”relative-to-absolute” map defined in Section 2
generalizes both the notion of the DN and ND maps. Therefore the methods developed in [Ch15] for
the partial ND map, involving Fourier analysis to treat the boundary terms in Carleman estimates,
will be very useful in our approach. We expect that the methods developed in this paper open the
way for obtaining partial data results via Carleman estimates for various elliptic systems. This has
already been achieved for Maxwell equations [COST15].
The plan of this document is as follows. Section 1 is the introduction, and Section 2 contains
precise statements of the main results. Section 3 collects notation and identities used throughout
the paper. Sections 4-6 will be devoted to the proofs of the Carleman estimates. In Section 4, we
will give the basic integration by parts argument for k-forms and simplify the boundary terms. In
Section 5, we prove the Carleman estimates for 0-forms using the arguments from [Ch15], [KS13].
We will conclude the argument in Section 6 by showing that the Carleman estimates for graded
forms follow from an induction argument, given the corresponding result for 0-forms. In Section 7
we will construct relevant complex geometrical optics solutions, following the ideas in [DKSaU09].
In Section 8 we will present the Green’s theorem argument and give the density result based on
injectivity of a tensor tomography problem which finishes the proofs of Theorems 2.1 and 2.2. Section
9 will contain the proof of Theorem 2.3 and make some remarks about the case of dimensions n ≥ 4.
Section 10 contains the proofs of some technical lemmas.
Acknowledgements. F.C. and M.S. were supported in part by the Academy of Finland (Finnish
Centre of Excellence in Inverse Problems Research) and an ERC Starting Grant (grant agreement
no 307023), and L.T. was partly supported by Australian Research Council (FT130101346). The
authors would like to thank the organizers of the Institut Mittag-Leffler program on Inverse Problems
in 2013, where part of this work was carried out. We would also like to thank an anonymous referee
for helpful suggestions.
2. Statement of results
The results in this paper are new even in Euclidean space, but it will be convenient to state them
on certain Riemannian manifolds following [DKSaU09], [KS13], [DKLS13]. Suppose that (M0, g0) is
a compact oriented manifold with smooth boundary, and consider a manifold T = R×M0 equipped
with a Riemannian metric of the form g = c(e ⊕ g0), where c is a smooth conformal factor and
4 CHUNG, SALO, AND TZOU
(R, e) is the real line with Euclidean metric. A compact manifold (M, g) of dimension n ≥ 3, with
boundary ∂M , is said to be CTA (conformally transversally anisotropic) if it can be expressed as a
submanifold of such a T . A CTA manifold is called admissible if additionally (M0, g0) can be chosen
to be simple, meaning that ∂M0 is strictly convex and for any point x ∈ M0, the exponential map
expx is a diffeomorphism from some closed neighbourhood of 0 in TxM0 onto M0 (see [Sh94]). Most
of the geometric notions defined here will be from [Ta99] and we refer the reader there for a more
thorough treatment of the subject.
Let ΛkM be the kth exterior power of the cotangent bundle onM , and let ΛM be the correspond-
ing graded algebra. The corresponding spaces of sections (smooth differential forms) are denoted
by ΩkM and ΩM . We will define △ to be the Hodge Laplacian on M , acting on graded forms:
−△ = dδ + δd.
Here d is the exterior derivative and δ is the codifferential (adjoint of d in the L2 inner product).
Suppose Q is an L∞ endomorphism of ΛM ; that is, Q associates to almost every point x ∈ M
a linear map Q(x) from ΛxM to itself, and the map x 7→ ‖Q(x)‖ is bounded and measurable.
Later will consider continuous endomorphisms, meaning that x 7→ Q(x) is continuous in M . The
continuity of Q will simplify matters since the recovery of Q from boundary measurements involves
integrals over geodesics, and continuity ensures that these integrals are well defined.
We would like to consider boundary value problems for the operator −△ + Q. In order to do
this, we will define the tangential trace t : ΩM → Ω∂M by
t : ω 7→ i∗ω,
where i : ∂M →M is the natural inclusion map. Then the first natural boundary value problem to
consider for −△+Q, acting on graded forms u, is the relative boundary problem
(−△+Q)u = 0 in M
tu = f on ∂M
tδu = g on ∂M.
If Q is such that 0 is not an eigenvalue for this problem, then this problem has a unique solution
[Ta99, Section 5.9] and we may define a relative-to-absolute map
NRAQ : H
1
2 (∂M,Λ∂M)×H− 12 (∂M,Λ∂M)→ H 12 (∂M,Λ∂M)×H− 12 (∂M,Λ∂M)
by
NRAQ (f, g) = (t ∗ u, tδ ∗ u)
where ∗ is the Hodge star operator on M .
The second natural boundary value problem to consider is the absolute boundary value problem
(−△+Q)u = 0 in M
t ∗ u = f on ∂M
tδ ∗ u = g on ∂M.
Assuming that 0 is not an eigenvalue, this defines an absolute-to-relative map
NARQ : H
1
2 (∂M,Λ∂M)×H− 12 (∂M,Λ∂M)→ H 12 (∂M,Λ∂M)×H− 12 (∂M,Λ∂M)
by
NARQ (f, g) = (tu, tδu)
for appropriate Q. For more details on the relative and absolute boundary value problems for the
Hodge Laplacian, see [Ta99, Section 5.9].
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These maps both give rise to a Caldero´n type inverse problem, which asks if knowledge of NRAQ or
NARQ suffices to determine Q. If we restrict ourselves to considering the case of zero-forms only and if
Q acts on zero-forms by multiplication by a function q ∈ L∞(M), then the relative-to-absolute and
absolute-to-relative maps become the DN and ND maps, respectively, for the Schro¨dinger equation
(−△+ q)u = 0 in M
where u is now a function on M and △ is the Laplace-Beltrami operator on functions. Our problem
is therefore a generalization of the standard partial data problem for the scalar Schro¨dinger equation
on a compact manifold with boundary.
Let us review some earlier results for the Schro¨dinger problem in the scalar case, in dimensions
n ≥ 3. If M is Euclidean, Sylvester and Uhlmann proved that knowledge of the full DN map
uniquely determines the potential q in the paper [SU87]. Versions of this problem on admissible and
CTA manifolds as defined above have been considered in [DKSaU09] and [DKLS13]. Partial data
results for the DN map have been proven in [BU02], [Is07], and [KSU07] for the Euclidean case, and
more recently in [KS13], the last of which contains the previous three results and extends them to
the manifold case. Improved results in the linearized case are in [DKSjU09]. Partial data results for
the ND map, analogous to the ones in [KSU07], were proven in [Ch15]. Other partial data results
for scalar equations with first order potentials as well were obtained in [DKSjU07] and [Ch14], and
some of those techniques will be useful to us in this paper as well.
For the Hodge Laplacian acting on graded forms, we are not aware of previous results dealing
with the determination of a potential from the relative-to-absolute or absolute-to-relative maps.
However, [KLU11] reconstructs a real analytic metric from these maps in the case of no potential,
and [SS13], [Sho13], [BS08], and [JL05] recover various kinds of topological information about the
manifold from variants of these maps, again in the case of no potential. We remark that full data
problems for the Hodge Laplacian in Euclidean space can be solved in a very similar way as in the
scalar case (see Section 9), but full data problems on manifolds and partial data problems even in
Euclidean space are more involved.
In order to describe the main results precisely, we will define ‘front’ and ‘back’ sets of the boundary
∂M as in [KSU07]. If M ⊂ T = R ×M0 is CTA, we can use coordinates (x1, x′) where x1 is the
Euclidean variable, and define the function ϕ : T → R by ϕ(x1, x′) = x1. As discussed in [DKSaU09],
ϕ is a natural limiting Carleman weight in M . Now define
∂M+ = {p ∈ ∂M |∂νϕ(p) ≥ 0}
∂M− = {p ∈ ∂M |∂νϕ(p) ≤ 0}.
Then the main results of this paper are the following.
Theorem 2.1. Let M ⊂ R×M0 be a three dimensional admissible manifold with conformal factor
c = 1, and let Q1 and Q2 be continuous endomorphisms of ΛM such that N
RA
Q1
, NRAQ2 are defined.
Let Γ+ ⊂ ∂M be a neighbourhood of ∂M+, and let Γ− ⊂ ∂M be a neighbourhood of ∂M−. Suppose
that
NRAQ1 (f, g)|Γ+ = NRAQ2 (f, g)|Γ+
for all (f, g) ∈ H 12 (∂M,Λ∂M)×H− 12 (∂M,Λ∂M) supported in Γ−. Then Q1 = Q2.
Theorem 2.2. Let M be a three dimensional admissible manifold with conformal factor c = 1, and
let Q1 and Q2 be continuous endomorphisms of ΛM such that N
AR
Q1
, NARQ2 are defined. Let Γ+ ⊂ ∂M
be a neighbourhood of ∂M+, and let Γ− ⊂ ∂M be a neighbourhood of ∂M−. Suppose that
NARQ1 (f, g)|Γ+ = NARQ2 (f, g)|Γ+
for all (f, g) ∈ H 12 (∂M,Λ∂M)×H− 12 (∂M,Λ∂M) supported in Γ−. Then Q1 = Q2.
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In the case that M is a domain in Euclidean space, we can also extend the results to higher
dimensions.
Theorem 2.3. Let M be a bounded smooth domain in Rn, with n ≥ 3, and let Q1 and Q2 be
continuous endomorphisms of ΛM such that NRAQ1 , N
RA
Q2
are defined. Fix a unit vector α, and let
ϕ(x) = α · x. Let Γ+ ⊂ ∂M be a neighbourhood of ∂M+, and let Γ− ⊂ ∂M be a neighbourhood of
∂M−. Suppose that
NRAQ1 (f, g)|Γ+ = NRAQ2 (f, g)|Γ+
for all (f, g) ∈ H 12 (∂M,Λ∂M) × H− 12 (∂M,Λ∂M) supported in Γ−. Then Q1 = Q2. The same
result holds if we replace the relative-to-absolute map with the absolute-to-relative one.
Theorem 2.1 is a generalization to certain systems of the scalar partial data result of [KSU07] for
the DN map, and similarly Theorem 2.2 is an extension to systems of the scalar result of [Ch15] for
the ND map. To be precise, the above theorems are stated for the linear Carleman weight and not
for the logarithmic weight as in [KSU07], [Ch15]. This restriction comes from the lack of conformal
invariance of the full Hodge Laplacian. However, in the scalar case we could use the conformal
invariance of the scalar Schro¨dinger operator together with a reduction from [KS13] to recover the
logarithmic weight results of [KSU07], [Ch15] from the above theorems.
The proof of Theorems 2.1 and 2.2 involve three main ingredients – the construction of complex
geometrical optics (CGO) solutions, a Green’s theorem argument, and a density argument relating
this inverse problem to a tensor tomography problem where one determines a tensor field from its
integrals along geodesics (see Section 8). Both the construction of CGO solutions and the Green’s
theorem argument require appropriate Carleman estimates.
To describe them, we will introduce the following notation. For a CTA manifold M , let N be
the inward pointing normal vector field along ∂M . We can extend N to be a vector field in a
neighborhood of ∂M by parallel transporting along normal geodesics, and then to a vector field on
M by multiplying by a cutoff function. For u ∈ ΩM we will let
u⊥ = N
♭ ∧ iNu,
where N ♭ is the 1-form corresponding to N and iN is the interior product, and
u|| = u− u⊥.
Let ∇ denote the Levi-Civita connection on M , and ∇′ denote the pullback connection on the
boundary. Let
∆ϕ = e
ϕ
h h2∆e−
ϕ
h
where ϕ is a limiting Carleman weight as described in [DKSaU09]. Note that by [DKSaU09] such
weights exist globally if M is a CTA manifold. Then the Carleman estimates are as follows.
Theorem 2.4. Let M be a CTA manifold, and let Q be a L∞ endomorphism of ΛM . Define
Γ+ ⊂ ∂M to be a neighbourhood of ∂M+. Suppose u ∈ H2(M,ΛM) satisfies the boundary conditions
u|Γ+ = 0 to first order
tu|Γc+ = 0
thδe−
ϕ
h u|Γc+ = hσtiνe−
ϕ
h u
(2.1)
for some smooth endomorphism σ independent of h. Then there exists h0 such that if 0 < h < h0,
‖(−∆ϕ + h2Q)u‖L2(M) & h‖u‖H1(M) + h
1
2 ‖u⊥‖H1(Γc+) + h
1
2 ‖h∇Nu‖‖L2(Γc+).
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Here H1 signifies the semiclassical H1 space with semiclassical parameter h, and for instance
‖u‖H1(M) = ‖u‖L2(M) + ‖h∇u‖L2(M).
The constant implied in the & sign is meant to be independent of h. Note that the last boundary
condition in (2.1) can be rewritten as
thδu|∂M = −tidϕu− hσtiNu.
Theorem 2.5. Let M be a CTA manifold, and let Q be a L∞ endomorphism of ΛM . Define
Γ+ ⊂ ∂M to be a neighbourhood of ∂M+. Suppose u ∈ H2(M,ΛM) satisfies the boundary conditions
u|Γ+ = 0 to first order
t ∗ u|Γc+ = 0
thδ ∗ e−ϕh u|Γc+ = hσtiν ∗ e−
ϕ
h u
(2.2)
for some smooth endomorphism σ independent of h. Then there exists h0 such that if 0 < h < h0,
‖(−∆ϕ + h2Q)u‖L2(M) & h‖u‖H1(M) + h
1
2 ‖u‖‖H1(Γc+) + h
1
2 ‖h∇Nu⊥‖L2(Γc+).
Note that Theorem 2.5 is actually Theorem 2.4 with u replaced by ∗u, and vice versa. Therefore
it suffices to prove Theorem 2.5 only. It is also worth noting that the Carleman estimates are proved
for CTA manifolds in general, with no restriction on either the dimension, the conformal factor, or
the transversal manifold (M0, g0). Theorems 2.4 and 2.5 are extensions to the Hodge Laplace system
on CTA manifolds of the scalar and Euclidean Carleman estimates in [KSU07, Ch15].
Finally, we sketch the main ideas in the proofs of the theorems and highlight the new features in
our approach. The main difficulty in proving the Carleman estimates is the fact that the standard
integration by parts argument, which gives a useful Carleman estimate for scalar equations with
Dirichlet boundary condition [KSU07], results in complicated boundary terms when one is dealing
with a system of equations (see Proposition 4.1). The Fourier analytic methods of [Ch15] will
be crucial in handling these boundary terms. We first prove Theorem 2.5 for 0-forms (i.e. scalar
equations) by adapting the Euclidean arguments of [Ch15] to the manifold case. After an initial
estimate for the vectorial boundary terms in Proposition 4.2, Theorem 2.5 is proved for k-forms by
induction on k. The proof of the Carleman estimates is long and technical, due to the work required
to simplify and estimate the boundary terms.
After proving the Carleman estimates, the construction of CGO solutions proceeds as in the
scalar case [KSU07, DKSaU09] and in the full data Maxwell case [KSU11a]. The end result is
given in Lemma 7.6. There the amplitude in the solutions is vector valued, and later one needs
to use the flexibility in choosing the components of this vector. The inverse problem is solved by
inserting the CGO solutions in a standard integral identity, Lemma 8.1. Here an unexpected feature
appears: recovering the matrix potential reduces to inverting mixed Fourier/attenuated geodesic ray
transforms as in the scalar case [DKSaU09], but the components of the matrix turn out to depend
on the geodesic along which they are integrated. We resolve this difficulty when dim(M) = 3 by
making use of ray transforms on tensors of order ≤ 2 and using recent results on tensor tomography
[PSU13]. When the underlying space is Euclidean, we can use classical Fourier arguments and prove
the uniqueness result also in dimensions dim(M) ≥ 4.
3. Notation and identities
As stated before, the basic reference for the following facts on Riemannian geometry is [Ta99].
Let (M, g) be a smooth (= C∞) n-dimensional Riemannian manifold with or without boundary. All
manifolds will be assumed to be oriented. We write 〈v, w〉 for the g-inner product of tangent vectors,
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and |v| = 〈v, v〉1/2 for the g-norm. If x = (x1, . . . , xn) are local coordinates and ∂j the corresponding
vector fields, we write gjk = 〈∂j , ∂k〉 for the metric in these coordinates. The determinant of (gjk)
is denoted by |g|, and (gjk) is the matrix inverse of (gjk).
We shall sometimes do computations in normal coordinates. These are coordinates x defined in
a neighborhood of a point p ∈M int such that x(p) = 0 and geodesics through p correspond to rays
through the origin in the x coordinates. The metric in these coordinates satisfies
gjk(0) = δjk, ∂lgjk(0) = 0.
The Einstein convention of summing over repeated upper and lower indices will be used. We
convert vector fields to 1-forms and vice versa by the musical isomorphisms, which are given by
(Xj∂j)
♭ = Xk dx
k, Xk = gjkX
j,
(ωk dx
k)♯ = ωj∂j , ω
j = gjkωk.
The set of smooth k-forms on M is denoted by ΩkM , and the graded algebra of differential forms
is written as
ΩM = ⊕nk=0ΩkM.
The set of k-forms with L2 or Hs coefficients are denoted by L2(M,ΛkM) and Hs(M,ΛkM),
respectively. Here Hs for s ∈ R are the usual Sobolev spaces on M . The inner product 〈 · , · 〉 and
norm | · | are extended to forms and more generally tensors on M in the usual way, and we also
extend the inner product 〈 · , · 〉 to complex valued tensors as a complex bilinear form.
Let d : ΩkM → Ωk+1M be the exterior derivative, and let ∗ : ΩkM → Ωn−kM be the Hodge star
operator. We introduce the sesquilinear inner product on ΩkM ,
(η|ζ) =
∫
M
〈η, ζ¯〉 dV =
∫
M
η ∧ ∗ζ¯ = (∗η| ∗ ζ).
Here dV = ∗1 = |g|1/2 dx1 · · · dxn is the volume form. The codifferential δ : ΩkM → Ωk−1M is
defined as the formal adjoint of d in the inner product on real valued forms, so that
(dη|ζ) = (η|δζ), for η ∈ Ωk−1M, ζ ∈ ΩkM compactly supported and real.
These operators satisfy the following relations on k-forms in M :
∗∗ = (−1)k(n−k), δ = (−1)k(n−k)−n+k−1 ∗ d ∗ .
If X is a vector field, the interior product iX : Ω
kM → Ωk−1M is defined by
iXω(Y1, . . . , Yk−1) = ω(X,Y1, . . . , Yk−1).
If ξ is a 1-form then the interior product iξ = iξ♯ is the formal adjoint of ξ∧ in the inner product
on real valued forms, and on k-forms it has the expression
iξ = (−1)n(k−1) ∗ ξ ∧ ∗.
The interior and exterior products interact by the formula
iξα ∧ β = (iξα) ∧ β + (−1)kα ∧ iξβ,
where α is a k-form and β an m-form. In particular if α and ξ are one-forms then
iξα ∧ β + α ∧ iξβ = 〈α, ξ〉β.
In addition, the differential and codifferential satisfy the following product rules:
d(fη) = df ∧ η + fdη
and
δ(fη) = −idfη + fδη.
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The Hodge Laplacian on k-forms is defined by
−∆ = (d+ δ)2 = dδ + δd.
It satisfies ∆∗ = ∗∆. The above quantities may be naturally extended to graded forms.
We will also have to deal with forms that are not compactly supported on M . We have already
introduced the tangential trace t : ΩM → Ω∂M by
t : ω 7→ i∗ω,
so if u is a graded form on M , then tu is a graded form on ∂M . Then
(tu|tv)∂M
is interpreted in the same manner as (u|v)M above. If u and v are graded forms on M , we will also
define
(u|v)∂M =
∫
∂M
〈u, v¯〉dS =
∫
∂M
tiνu ∧ ∗v¯ dS
where dS is the volume form on ∂M . Now if η ∈ Ωk−1M and ζ ∈ ΩkM then d and δ satisfy the
following integration by parts formulas.
(dη|ζ)M = (ν ∧ η|ζ)∂M + (η|δζ)M ,(3.1)
(δζ|η)M = −(iνζ|η)∂M + (ζ|dη)M .(3.2)
Note also that
(iνζ|η)∂M = (ν ∧ η|ζ)∂M .
Here ν denotes both the unit outer normal of ∂M and the corresponding 1-form.
Applying these formulas for the Hodge Laplacian gives
(−∆u|v)M = (u| −∆v)M
+(ν ∧ δu|v)∂M − (iνdu|v)∂M − (iνu|dv)∂M + (ν ∧ u|δv)∂M
where u and v are k-forms, or graded forms. We can also redo the integration by parts to write the
boundary terms in terms of absolute and relative boundary conditions, so
(−∆u|v)M = (u| −∆v)M + (tu|tiνdv)∂M
+(tδ ∗ u|tiν ∗ v)∂M + (t ∗ u|tiνd ∗ v)∂M + (tδu|tiνv)∂M .
The Levi-Civita connection, defined on tensors inM , is denoted by∇ and it satisfies∇X∗ = ∗∇X .
We will sometimes write ∇f (where f is any function) for the metric gradient of f , defined by
∇f = (df)♯ = gjk∂jf∂k.
If X is a vector field and η, ζ are differential forms we have
∇X(η ∧ ζ) = (∇Xη) ∧ ζ + η ∧ (∇Xζ).
If X,Y are vector fields then
[∇X , iY ] = i∇XY .
We can also express d using the ∇ operator, as follows: if ω is a k-form on M , and X1, .., Xk+1
are vector fields on M , then
dω(X1, .., Xk+1) =
k+1∑
l=1
(−1)l+1(∇Xlω)(X1, .., Xˆl, .., Xk+1)
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where Xˆl means that we omit the Xl argument. Moreover if e1, . . . , en are an orthonormal frame of
TM defined in a neighborhood U ⊂M we have
−δω =
n∑
j=1
iej∇ejω.
For the statements of the Carleman estimates, we introduced the notation
u⊥ = N
♭ ∧ iNu
and
u|| = u− u⊥
where N is a smooth vector field which coincides with the inward pointing normal vector field at
the boundary ∂M , and is extended into M by parallel transport. Note that iNu‖ = 0, N ∧ u⊥ = 0,
and tu⊥ = 0 at ∂M . In addition, if u and v are graded forms on M , then
(tu|tv)∂M = (tu‖|tv‖)∂M = (u‖|v‖)∂M
and
(tiNu|tiNv)∂M = (tiNu⊥|tiNv⊥)∂M = (u⊥|v⊥)∂M .
If X is a vector field, we can break down X into parallel and perpendicular components in the same
way by using (X♭‖)
♯ and (X♭⊥)
♯. The ⊥ and ‖ signs are interchanged by the Hodge star operator:
∗(u‖) = (∗u)⊥ and ∗ (u⊥) = (∗u)‖.
Note that by its definition in terms of parallel transport, ∇NN = 0. Thus ∇N commutes with N∧
and iN .
If we view ∂M as a submanifold embedded into M , then TM splits into T∂M ⊕ N∂M , where
T∂M is the tangent bundle of ∂M and N∂M is the normal bundle. Then the second fundamental
form II : T∂M ⊕ T∂M → N∂M of ∂M relative to this embedding is defined by
II(X,Y ) = (∇XY |N)N.
The second fundamental form can also be defined in terms of the shape operator s : T∂M → T∂M
by
s(X) = ∇XN.
Then
II(X,Y ) = (s(X)|Y )N.
These two operators carry information about the shape of the ∂M in M , and thus show up in our
boundary computations.
Now we move to some more specific technical formulas used in the paper. The proofs involve
routine computations and are given in Section 10. We begin with a simple computation.
Lemma 3.1. If ξ and η are real valued 1-forms on M and if u is a k-form, then
ξ ∧ iηu+ iξ(η ∧ u) + η ∧ iξu+ iη(ξ ∧ u) = 2〈ξ, η〉u.
We also give an expression for the conjugated Laplacian.
Lemma 3.2. Let (M, g) be an oriented Riemannian manifold, let ρ ∈ C2(M) be a complex valued
function, and let s be a complex number. If u is a k-form on M , then
esρ(−∆)(e−sρu) = −s2〈dρ, dρ〉u+ s [2∇grad(ρ) +∆ρ] u−∆u.
Next, an expansion for the expression tδ.
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Lemma 3.3. Let u ∈ Ωk(M). Then
−t(δu) = −δ′tu‖ + (S − (n− 1)κ)tiNu⊥ + t∇N iNu,
where κ is the mean curvature of ∂M , and S : Ωk−1(∂M)→ Ωk−1(∂M) is defined by
Sω(X1, . . . , Xk−1) =
k−1∑
ℓ=1
ω(X1, . . . , sXℓ, . . .Xk−1),
with s : T∂M → T∂M being the shape operator of ∂M .
Now for tiNd.
Lemma 3.4. Let u ∈ Ωk(M). Then on ∂M ,
tiNdu = t∇Nu‖ + Stu‖ − d′tiNu.
We also need an expansion for tδB, where B is the operator
B =
h
i
[d ◦ idϕc + idϕc ◦ d− dϕc ∧ δ − δ(dϕc ∧ · )]
=
h
i
[2∇∇ϕc +∆ϕc] .
Lemma 3.5. If u ∈ Ωk(M) is such that tu = 0, then
tδBu
= δ′tBu+ 2ih∇′(∇ϕc)‖t∇N iNu− 2ih∂νϕct∇N∇N iNu
+ih(2((n− 1)κ− S)∂νϕc + 2∂2νϕc +△ϕc)t∇N iNu+ 2ih(S − (n− 1)κ)t∇(∇ϕc)‖iNu
+ih((S − (n− 1)κ)△ϕc +∇N△ϕc)tiNu
+2ihtiNR(N,∇(ϕc)||)u⊥ + 2iht∇[(∇ϕc)‖,N ]iNu− 2ihis(∇ϕc)‖t∇Nu‖.
Finally, we will need to do a computation to split the Hodge Laplacian into normal and tangential
parts. To do this, we will take advantage of a Weitzenbock identity, which says that
△ = △˜+R
where R is a zeroth order linear operator depending only on the curvature of M , △ is the Hodge
Laplacian, and △˜ is the connection Laplacian:
∆˜u := ∇∗∇u.
We then have the following result for ∆˜.
Lemma 3.6. Let u ∈ Ωk(M) satisfy tu = 0. Then
tiN ∆˜u = ∆˜
′tiNu+ t∇N∇N iNu+ tr(s2)iNu− S2iNu
where S2ω(X1, .., Xk−1) :=
k−1∑
l=1
ω(.., s2Xl, ..).
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4. Carleman estimates and boundary terms
As noted in the introduction, Theorem 2.4 follows from Theorem 2.5, so it suffice to show that
we can prove Theorem 2.5.
In proving the Carleman estimates, it will suffice to work with smooth sections of ΛM and apply
a density argument to get the final result. Let Ωk(M) denote the space of smooth sections of ΛkM ,
and Ω(M) denote the space of smooth sections of ΛM .
In this section we give an initial form of the Carleman estimates by using an integration by parts
argument as in [KSU07]. To do this, we will first need to understand the relevant boundary terms.
We will use the integration by parts formulas
(du|v)M = (ν ∧ u|v)∂M + (u|δv)M ,(4.1)
(δu|v)M = −(iνu|v)∂M + (u|dv)M(4.2)
for u, v ∈ Ω(M).
As in [KSU07], we will need to work with the convexified weight
ϕc = ϕ+
hϕ2
2ε
.
Then
−∆ϕc = e
ϕc
h (−h2∆)e−ϕch .
Writing
dϕc = e
ϕc
h hde−
ϕc
h = hd− dϕc∧,
δϕc = e
ϕc
h hδe−
ϕc
h = hδ + idϕc ,
we have
−∆ϕc = dϕcδϕc + δϕcdϕc .
By Lemma 3.2 we can write this as A+ iB where A and B are self-adjoint operators given by
A = −h2∆− (dϕc ∧ idϕc + idϕc(dϕc ∧ · ))
= −h2∆− |dϕc|2,
B =
h
i
[d ◦ idϕc + idϕc ◦ d− dϕc ∧ δ − δ(dϕc ∧ · )]
=
h
i
[2∇∇ϕc +∆ϕc] .
Let ‖ · ‖ indicate the L2 norm on M , unless otherwise stated. Then, for u ∈ Ωk(M),
‖∆ϕcu‖2 = ((A+ iB)u|(A+ iB)u)
= ‖Au‖2 + ‖Bu‖2 + i(Bu|Au)− i(Au|Bu).
Integrating by parts gives
(Bu|Au) = (Bu|h2dδu + h2δdu− |dϕc|2u) = (hdBu|hdu) + (hδBu|hδu)
− (|dϕc|2Bu|u) + h(Bu|ν ∧ hδu− iνhdu)∂M
= (ABu|u) + h(hdBu|ν ∧ u)∂M − h(hδBu|iνu)∂M + h(Bu|ν ∧ hδu− iνhdu)∂M
and after a short computation
(Au|Bu) = (BAu|u)− 2h
i
((∂νϕc)Au|u)∂M .
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This finishes the basic integration by parts argument and shows the following:
Proposition 4.1. If u ∈ ΩM , then
‖∆ϕcu‖2 =‖Au‖2 + ‖Bu‖2 + (i[A,B]u|u)
+ ih(hdBu|ν ∧ u)∂M − ih(hδBu|iνu)∂M + ih(Bu|ν ∧ hδu− iνhdu)∂M
+ 2h((∂νϕc)Au|u)∂M .
(4.3)
Now we invoke the absolute boundary conditions to estimate the non-boundary terms and to
simplify the boundary terms in (4.3). It is enough to consider differential forms u ∈ Ωk(M) for fixed
k.
Proposition 4.2. Let u ∈ Ωk(M) such that
t ∗ u = 0
thδ ∗ u = −tidϕ ∗ u+ hσtiN ∗ u.(4.4)
for some smooth bounded endomorphism σ whose bounds are uniform in h.
Then the non-boundary terms in (4.3) satisfy
(4.5) ‖Au‖2 + ‖Bu‖2 + (i[A,B]u|u) & h
2
ε
‖u‖2H1(M) −
h3
ε
(‖u‖‖2H1(∂M) + ‖h∇Nu⊥‖2L2(∂M))
for h≪ ε≪ 1. Also, the boundary terms in (4.3) have the form
(4.6) − 2h3(∂νϕ∇Nu⊥|∇Nu⊥)∂M − 2h(∂νϕ(|dϕ|2 + |∂νϕ|2)u‖|u‖)∂M +R
where
|R| . Kh3‖∇′tu‖‖2∂M +
h
K
‖u‖‖2∂M +
h3
K
‖∇Nu⊥‖2∂M .
for any large enough K independent of h.
Proof of Proposition 4.2. We will prove (4.5) first. The argument follows the one given in [Ch15],
for scalar functions.
Note that A and B have the same scalar principal symbols as they do for zero-forms: that is,
given a local basis dx1, . . . , dxn for the cotangent space with dxI = dxi1 ∧ . . . ∧ dxik ,
A = As + hE1, As(fdx
I) = (Af)dxI
and
B = Bs + hE0, Bs(fdx
I) = (Bf)dxI ,
where E1 and E0 are first and zeroth order operators, respectively, with uniform bounds in h and
ε. Therefore locally
[A,B](fdxI) = ([A,B]f)dxI + h([E1, Bs] + [As, E0] + hR)(fdx
I)
where R is a first order operator with uniform bounds in h and ε. Choosing a partition of unity
χ1, . . . , χm of M such that this operation can be performed near each supp(χj), the argument for
scalar functions in the proof of Proposition 3.1 from [Ch15] implies that
i([A,B]u|u) =
m∑
j=1
i([A,B]u|χju) = 4h
2
ε
‖(1 + hε−1ϕ)u‖2L2 + h(BβBu|u) + h2(Qu|u),
where Q is a second order operator. Recall that
B =
h
i
(d ◦ idϕc + idϕc ◦ d− dϕc ∧ δ − δ(dϕc ∧ · )) ,
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so using integration by parts with the above formula, we get
h(BβBu|u) = h(βBu|Bu)− ih2(iνβBu|idϕcu)∂M − ih2(ν ∧ idϕcβBu|u)∂M
−ih2(ν ∧ βBu|dϕc ∧ u)∂M − ih2(iν(dϕc ∧ βBu)|u)∂M
= h(βBu|Bu)− ih2(dϕc ∧ iνβBu|u)∂M − ih2(ν ∧ idϕcβBu|u)∂M
−ih2(idϕcν ∧ βBu|u)∂M − ih2(iν(dϕc ∧ βBu)|u)∂M .
By Lemma 3.1 we obtain
h(BβBu|u) = h(βBu|Bu)− 2ih2(∂νϕcβBu|u)∂M .
The absolute boundary condition says that t ∗ u = 0, so u⊥ = 0 at the boundary. Therefore
h(BβBu|u) = h(βBu|Bu)− 2ih2(∂νϕcβBu|u‖)∂M
= h(βBu|Bu)− 2ih2(t∂νϕcβBu|tu‖)∂M .
The boundary term in the last expression is bounded by
h3ε−1‖tBu‖2L2(∂M) + h3ε−1‖u‖‖2L2(∂M).
At the boundary,
tBu =
h
i
t [2∇∇ϕc +∆ϕc]u
=
h
i
[
−2∂νϕct∇Nu‖ − 2∂νϕct∇Nu⊥ + 2t∇(∇ϕc)‖u‖ +∆ϕctu‖
]
,
so
‖tBu‖2L2(∂M) . ‖th∇Nu‖‖2L2(∂M) + ‖th∇Nu⊥‖2L2(∂M)
+‖th∇(∇ϕc)‖u‖‖2L2(∂M) + h2‖tu‖‖2L2(∂M).
. ‖th∇Nu‖‖2L2(∂M) + ‖th∇Nu⊥‖2L2(∂M) + ‖u‖‖2H1(∂M).
Now by Lemma 3.4,
tiNhdu = th∇Nu‖ + hStu‖ − hd′tiNu.
Since t ∗ u = 0, we have iNu, u⊥ = 0 at the boundary, and thus
tiNhdu = th∇Nu‖ + hStu‖.
Therefore
‖th∇Nu‖‖2L2(∂M) . ‖tiNhdu‖2L2(∂M) + h2‖u‖‖2L2(∂M)
. ‖tiN ∗ (hδ ∗ u)‖2L2(∂M) + h2‖u‖‖2L2(∂M)
. ‖thδ ∗ u‖2L2(∂M) + h2‖u‖‖2L2(∂M)
. ‖u‖2L2(∂M)
where in the last step we invoked the absolute boundary condition. Therefore
‖tBu‖2L2(∂M) . ‖th∇Nu⊥‖2L2(∂M) + ‖u‖‖2H1(∂M),
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and thus
h(BβBu|u) . h
2
ε
‖Bu‖2L2 +
h3
ε
‖u‖‖2H1(∂M) +
h3
ε
‖h∇Nu⊥‖2L2(∂M).
Similarly
h2(Qu|u) . h2‖u‖2H1 + h3‖u‖‖2H1(∂M) + h3‖h∇Nu⊥‖2L2(∂M).
Therefore
i([A,B]u|u) &
h2
ε
‖u‖2L2 −
h2
ε
‖Bu‖2L2 − h2‖u‖2H1 − h3ε−1‖u‖‖2H1(∂M) − h3ε−1‖h∇Nu⊥‖2L2(∂M).
Meanwhile, since t ∗ u = 0 on ∂M we can write
h2(‖hdu‖2L2 + ‖hδu‖2L2) = h2((hd ∗ u, hd ∗ u) + (hδ ∗ u, hδ ∗ u))
= h2(−h2△ ∗ u| ∗ u)− h3(ν ∧ hδ ∗ u| ∗ u)∂M
= h2(Au|u) + h2(|dϕc|2u|u)− h3(ν ∧ hδ ∗ u| ∗ u)∂M
= h2(Au|u) + h2(|dϕc|2u|u) + h3(thδ ∗ u|tiN ∗ u)∂M .
Using the absolute boundary conditions again, we have
thδ ∗ u = −tidϕ ∗ u+ hσtiN ∗ u
= ∂νϕtiN ∗ u+ hσtiN ∗ u,
so
h2(‖hdu‖2L2 + ‖hδu‖2L2) .
1
K
‖Au‖2L2 +Kh4‖u‖2L2 + h2‖u‖2L2 + h3‖tiN ∗ u‖2L2(∂M),
or
‖Au‖2L2 & Kh2(‖hdu‖2L2 + ‖hδu‖2L2)−K2h4‖u‖2L2 −Kh2‖u‖2L2 −Kh3‖u‖‖2L2(∂M).
We take K ∼ 1αε with α large and fixed. Putting this together with the inequality for (i[A,B]u|u)
and Gaffney’s inequality ‖u‖H1 ∼ ‖u‖L2 + ‖hdu‖L2 + ‖hδu‖L2 when t ∗ u = 0, we obtain that
‖Au‖2 + ‖Bu‖2 + (i[A,B]u|u) & h
2
ε
‖u‖2H1 − h3ε−1(‖u‖‖2H1(∂M) + ‖h∇Nu⊥‖2L2(∂M))
for h≪ ε≪ 1. This proves (4.5).
We will now show the expression (4.6) for the boundary terms in (4.3). Recall that these boundary
terms are given by
ih(hdBu|ν ∧ u)∂M − ih(hδBu|iνu)∂M + ih(Bu|ν ∧ hδu− iνhdu)∂M
+2h((∂νϕc)Au|u)∂M .(4.7)
Note that
ih(hdB ∗ u|ν ∧ ∗u)∂M − ih(hδB ∗ u|iν ∗ u)∂M + ih(B ∗ u|ν ∧ hδ ∗ u− iνhd ∗ u)∂M
+2h((∂νϕc)A ∗ u| ∗ u)∂M
= ih(hdBu|ν ∧ u)∂M − ih(hδBu|iνu)∂M + ih(Bu|ν ∧ hδu− iνhdu)∂M
+2h((∂νϕc)Au|u)∂M ,
16 CHUNG, SALO, AND TZOU
Moreover, if u satisfies the absolute boundary conditions (4.4), then ∗u satisfies the relative boundary
conditions
tu = 0
thδu = −tidϕu+ hσtiNu,(4.8)
and vice versa. Therefore it suffices to prove that if u satisfies (4.8) then the boundary terms (4.7)
become
(4.9) − 2h3(∂νϕ∇Nu‖|∇Nu‖)∂M − 2h(∂νϕ(|dϕ|2 + |∂νϕ|2)u⊥|u⊥)∂M +R
where
(4.10) |R| . Kh3‖∇′tiNu‖2∂M +
h
K
‖u⊥‖2∂M +
h3
K
‖∇Nu‖‖2∂M
for any large enough K independent of h.
So let’s return to (4.7), and assume u satisfies (4.8). The condition tu = 0 implies that the first
term ih(hdBu|ν ∧ u)∂M is zero. Therefore we are left with
−ih(hδBu|iνu)∂M + ih(Bu|ν ∧ hδu)∂M − ih(Bu|iνhdu)∂M + 2h((∂νϕc)Au|u)∂M .
We calculate each of the terms individually.
Firstly,
ih(Bu|ν ∧ hδu)∂M = ih(Bu|ν ∧ h(δu)‖)∂M
= −ih(iNBu|h(δu)‖)∂M
= −ih(tiNBu|thδu)∂M .
Now
Bu =
h
i
(2∇∇ϕc +∆ϕc)u,
so
tiNBu =
h
i
tiN
(
2∇(∇ϕc)‖ − 2∂νϕc∇N +∆ϕc
)
u
=
h
i
(
2∇(∇ϕc)‖tiN − 2∂νϕct∇N iN + t∆ϕciN
)
u.
Therefore,
−ih(tiNBu|thδu)∂M =2h(∂νϕcth∇N iNu|thδu)∂M
− 2h(h∇(∇ϕc)‖tiNu|thδu)∂M
− h2(t∆ϕciNu|thδu)∂M .
Now if thδu|∂M = −tidϕu+ hσtiNu, and tu = 0, then
(4.11) thδu|∂M = (∂νϕ+ hσ)tiNu.
Therefore
−ih(tiNBu|th(δu))∂M =2h(∂νϕcth∇N iNu|(∂νϕ+ hσ)tiNu)∂M
− 2h(h∇(∇ϕc)‖tiNu|(∂νϕ+ hσ)tiNu)∂M
− h2(t∆ϕciNu|(∂νϕ+ hσ)tiNu)∂M .
Moreover, by Lemma 3.3,
th(δu) = hδ′tu‖ + h((n− 1)κ− S)tiNu⊥ − th∇N iNu.
Since tu = 0,
th(δu) = h((n− 1)κ− S)tiNu⊥ − th∇N iNu.
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Substituting this into (4.11) gives
(4.12) th∇N iNu = (−∂νϕ− hσ + h(n− 1)κ− hS)tiNu.
Therefore
−ih(tiNBu|th(δu))∂M =− 2h(∂νϕc(∂νϕ+ hσ − h(n− 1)κ+ hS)tiNu|(∂νϕ+ hσ)tiNu)∂M
− 2h(h∇(∇ϕc)‖tiNu|(∂νϕ+ hσ)tiNu)∂M
− h2(t∆ϕciNu|(∂νϕ+ hσ)tiNu)∂M .
We can write this as
(4.13) ih(Bu|ν ∧ hδu)∂M = −2h(∂νϕ|∂νϕ|2tiNu|tiNu)∂M +R2
where R2 satisfies the bound on R in (4.10).
Secondly,
−ih(Bu|iνhdu)∂M = ih((Bu)‖|iNhdu)∂M
= ih(t(Bu)‖|tiNhdu)∂M .
By Lemma 3.4,
tiNhdu = th∇Nu‖ + hStu‖ − hd′tiNu,
so if tu = 0,
tiNhdu = th∇Nu‖ − hd′tiNu.
Therefore
−ih(Bu|iνhdu)∂M = ih(tBu|th∇Nu‖ − hd′tiNu)∂M .
Expanding B, this becomes
h(th(−2∂νϕc∇Nu+ 2∇(∇ϕc)‖u+ (△ϕc)u)|th∇Nu‖ − hd′tiNu)∂M .
Since tu = 0, the last expression is equal to
(4.14) − 2h(∂νϕcth∇Nu− th∇(∇ϕc)‖u|th∇Nu‖ − hd′tiNu)∂M .
The
−2h(∂νϕcth∇Nu‖| − hd′tiNu)∂M
part has the same type of bound as in (4.10), so
(4.15) − ih(Bu|iνhdu)∂M = −2h(∂νϕcth∇Nu‖|th∇Nu‖)∂M +R3,
where R3 has the same bound as in (4.10).
Thirdly,
ih(hδBu|iνu)∂M = ih(h(δBu)‖|iνu)∂M
= −ih(ht(δBu)|tiNu)∂M .
By Lemma 3.5,
htδBu = hδ′tBu+ 2ih2∇′(∇ϕc)‖t∇N iNu− 2ih2∂νϕct∇N∇N iNu
+ih2(2((n− 1)κ− S)∂νϕc + 2∂2νϕc +△ϕc)t∇N iNu
+2ih2(S − (n− 1)κ)t∇(∇ϕc)‖iNu+ ih2((S − (n− 1)κ)△ϕc +∇N△ϕc)tiNu
+2ih2tiNR(N,∇(ϕc)||)u⊥ + 2ih2t∇[(∇ϕc)‖,N ]iNu− 2ih2is(∇ϕc)‖t∇Nu‖.
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The terms on the last two lines, when paired with ihtiNu, are bounded by (4.10).
Moreover, using the boundary conditions in the form of equation (4.12) on the
h3((2((n− 1)κ− S)∂νϕc + 2∂2νϕc +△ϕc)t∇N iNu|tiNu)∂M
term shows that this too is bounded by (4.10). Therefore we need only worry about the first three
terms.
For the −ih(hδ′tBu|tiNu) term, we can integrate by parts to get
−ih(tBu|hd′tiNu)∂M = −2h(ht∇∇(ϕc)u+
1
2
h∆ϕctu|hd′tiNu)∂M .
Since tu = 0, we get
ih(tBu|hd′tiNu)∂M = 2h(ht∇∇(ϕc)u|hd′tiNu)∂M .
Now
t∇∇(ϕc)u = t∇∇(ϕc)‖u⊥ + t∇∇(ϕc)⊥u‖
since tu = 0. Therefore
|ih(tBu|hd′tiNu)∂M | ≤ Kh3‖∇′tiNu‖2∂M +Kh3‖u⊥‖2∂M +Kh3‖∇Nu‖‖2,
and so this term is bounded by (4.10).
For the 2h3(∇′(∇ϕc)‖t∇N iNu|tiNu)∂M term, we can use equation (4.12) to get
2h3(∇′(∇ϕc)‖t∇N iNu|tiNu)∂M
= −2h2(∇′(∇ϕc)‖(−∂νϕ− hσ + h(n− 1)κ− hS)tiNu|tiNu)∂M .
and then use Cauchy-Schwartz, so this term is bounded by (4.10) too. Therefore
(4.16) − ih(hδBu|iνu)∂M = 2h3(∂νϕct∇N∇N iNu|tiNu)∂M +R1
where R1 is bounded by (4.10).
Finally,
2h((∂νϕc)Au|u)∂M = 2h((∂νϕc)Au|u⊥)∂M
= 2h((∂νϕc)(Au)⊥|u⊥)∂M
= 2h((∂νϕc)tiNAu|tiNu)∂M
because of the boundary condition tu = 0. Now A = −h2∆− |dϕc|2, so
2h((∂νϕc)tiNAu|tiNu)∂M =− 2h((∂νϕc)h2tiN∆u|tiNu)∂M
− 2h((∂νϕc)|dϕc|2tiNu|tiNu)∂M .
Using the Weitzenbock identity, we can write −2h((∂νϕc)h2tiN∆u|tiNu)∂M as
−2h((∂νϕc)h2tiN ∆˜u|tiNu)∂M + 2h((∂νϕc)h2RtiNu|tiNu)∂M .
The second term is bounded by (4.10). For the first term, we can apply Lemma 3.6 to get
−2h((∂νϕc)h2t∇N∇N iNu|tiNu)∂M−2h((∂νϕc)h2△˜′tiNu|tiNu)∂M+h3(tr(s2)iNu−S2iNu|tiNu)∂M
where S2ω(X1, .., Xk−1) :=
k−1∑
l=1
ω(.., s2Xl, ..). The last term is bounded again by (4.10) and we can
integrate by parts in the △˜′ part to get something bounded by (4.10) as well. Therefore
2h((∂νϕc)Au|u)∂M =− 2h((∂νϕc)|dϕc|2tiNu|tiNu)∂M
− 2h((∂νϕc)h2t∇N∇N iNu|tiNu)∂M +R4
where R4 is bounded by (4.10).
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Now putting this together with (4.13), (4.15), and (4.16), we get that the boundary terms in (4.3)
have the form
− 2h(∂νϕ|∂νϕ|2tiNu|tiNu)∂M − 2h(∂νϕcth∇Nu‖|th∇Nu‖)∂M
+2h3(∂νϕct∇N∇N iNu|tiνu)∂M − 2h((∂νϕc)|dϕc|2tiNu|tiNu)∂M
−2h((∂νϕc)h2t∇N∇N iNu|tiNu)∂M +R.
The ±2h3(∂νϕct∇N∇N iNu|tiνu)∂M terms cancel, leaving us with
− 2h(∂νϕ|∂νϕ|2tiNu|tiNu)∂M − 2h(∂νϕcth∇Nu‖|th∇Nu‖)∂M
− 2h((∂νϕc)|dϕc|2tiNu|tiNu)∂M +R.
We can replace ϕc by ϕ and incorporate the error into R without affecting the bound on R, to get
− 2h(∂νϕ|∂νϕ|2tiNu|tiNu)∂M − 2h(∂νϕth∇Nu‖|th∇Nu‖)∂M
− 2h(∂νϕ|dϕ|2tiNu|tiNu)∂M +R
and the proposition follows.

5. The 0-form case
We will now prove Theorem 2.5 in the 0-form case. In the case where (M, g) is a domain in
Euclidean space, Theorem 2.5 for 0-forms is the Carleman estimate given in [Ch15, Theorem 1.3].
In this section we will deal with the added complication of being on a CTA manifold, rather than
in Euclidean space. Most of the ideas are from [Ch15] with necessary modifications added to adapt
to the manifold case.
If u is a zero form, then iNu = 0, so u⊥ = 0 and u = u‖. Theorem 2.5 reduces to the estimate
(5.1) ‖(−∆ϕ + h2Q)u‖L2(M) & h‖u‖H1(M) + h
1
2 ‖u‖‖H1(Γc+)
where Q ∈ L∞(M) and 0 < h < h0, for functions u ∈ H2(M) with u|Γ+ = 0 to first order and
h∂ν(e
−ϕ
h u) = hσe−
ϕ
h u on Γc+. By arguing as in the beginning of Section 6 below, the estimate (5.1)
will be a consequence of the following proposition.
Proposition 5.1. Suppose u is a function in H2(M) which satisfies the following boundary condi-
tions:
u, ∂νu = 0 on Γ+
h∂ν(e
−ϕ
h u) = hσe−
ϕ
h u on Γc+
(5.2)
for some smooth function σ independent of h.
Then
h
1
2 ‖h∇′u‖L2(Γc+) . ‖∆ϕcu‖L2(M) + h‖u‖H1(M) + h
3
2 ‖u‖L2(Γc+),
We will prove this proposition in the case where the metric g has the form g = e⊕ g0. However,
if g were of the form g = c(e ⊕ g0), we could write
‖∆ϕcu‖L2(M) = ‖h2e
ϕc
h △c(e⊕g0)e−
ϕc
h u‖L2(M)
& ‖h2eϕch △e⊕g0e−
ϕc
h u‖L2(M) − h‖u‖H1(M).
(5.3)
Therefore the proposition remains true even in the case when the conformal factor is not constant.
More generally, the proofs of the Carleman estimates work for any smooth conformal factor, and
thus as noted earlier, the Carleman estimates hold on CTA manifolds in general.
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5.1. The operators. Here we introduce the operators we will use in the proof of Proposition 5.1.
Similar operators are found in [Ch14] and [Ch15]. Suppose F (ξ) is a complex valued function on
Rn−1, with the properties that |F (ξ)|,ReF (ξ) ≃ 1 + |ξ|. Fix coordinates (x1, x′) on Rn, and define
Rn+ to be the subset of R
n with x1 > 0. Define S(Rn+) as the set of restrictions to Rn+ of Schwartz
functions on Rn. Finally, if u ∈ S(Rn+), then define uˆ(x1, ξ) to be the semiclassical Fourier transform
of u in the x′ variables only.
Now for u ∈ S(Rn+), define J by
Ĵu(x1, ξ) = (F (ξ) + h∂1)uˆ(x1, ξ).
This has adjoint J∗ defined by
Ĵ∗u(x1, ξ) = (F (ξ)− h∂1)uˆ(x1, ξ).
These operators have right inverses given by
Ĵ−1u =
1
h
∫ x1
0
uˆ(t, ξ)eF (ξ)
t−x1
h dt
and
Ĵ∗−1u =
1
h
∫ ∞
x1
uˆ(t, ξ)eF (ξ)
x1−t
h dt.
Now we have the following boundedness result, given in [Ch15].
Lemma 5.2. The operators J , J∗, J−1, and J∗−1, initially defined on S(Rn+), extend to bounded
operators
J, J∗ : H1(Rn+)→ L2(Rn+)
and
J−1, J∗−1 : L2(Rn+)→ H1(Rn+).
Moreover, these extensions for J∗ and J∗−1 are isomorphisms.
Note that similar mapping properties hold between H1(Rn+) and H
2(Rn+), by the same reasoning.
We’ll record the other operator fact from [Ch15] here, too.
Let m, k ∈ Z, with m, k ≥ 0. Suppose a(x, ξ, y) are smooth functions on Rn−1 × Rn−1 × R that
satisfy the bounds
|∂βx∂αξ ∂jya(x, ξ, y)| ≤ Cα,β(1 + |ξ|)m−|α|
for all multiindices α and β, and for 0 ≤ j ≤ k. In other words, each ∂jya(x, ξ, y) is a symbol on Rn−1
of order m, with bounds uniform in y, for 0 ≤ j ≤ k. Then we can define an operator A on Schwartz
functions in Rn by applying the pseudodifferential operator on Rn−1 with symbol a(x, ξ, y), defined
by the Kohn-Nirenberg quantization, to f(x, y) for each fixed y.
Lemma 5.3. If A is as above, then A extends to a bounded operator from Hk+m(Rn) to Hk(Rn).
5.2. The graph case. Suppose f : M0 → R is smooth. In this section, we’ll examine the case
where M lies in the set {x1 ≥ f(x′)}, and Γc+ lies in the graph {x1 = f(x′)}. For this section we’ll
make two additional assumptions on f and M0.
First, we’ll assume that g0 is nearly constant: that there exists a choice of coordinates on the
subset P (M) which consists of the projection of M onto M0, such that when represented in these
coordinates,
|g0 − I| ≤ δ
on P (M), where δ is a positive constant to be chosen later.
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Second, we’ll assume that f is such that ∇g0f is nearly constant on P (M): that there exists a
constant vector field K on TM0 such that
|∇g0f −K|g0 ≤ δ
where δ is the same constant from above. The choice of δ will depend ultimately only on K. In the
next subsection we’ll see how to remove these two assumptions.
Now we can do the change of variables (x1, x
′) 7→ (x1 − f(x′), x′). Define M˜ ′ and Γ˜′+ to be the
images of M and Γ+ respectively, under this map. Note that {x1 ≥ f(x′)} maps to (0,∞) ×M0,
and Γc+ maps to a subset of 0×M0. Observe that in the new coordinates ϕ(x) = x1 + f(x′).
Now it suffices to prove the following proposition.
Proposition 5.4. Suppose w ∈ H2(M˜ ′), and
w, ∂νw = 0 on Γ˜
′
+
h∂yw|Γ˜′c+ =
w +∇g0f · h∇g0w − hσw
1 + |∇g0f |2
.
(5.4)
where σ is smooth and bounded on M˜ ′. Then
h
1
2 ‖h∇g0w‖L2(Γ˜′c+) . ‖L˜
′
ϕ,εw‖L2(M˜ ′) + h‖w‖H1(M˜ ′) + h
3
2 ‖w‖L2(Γ˜′c+)
where
L˜′ϕ,ε = (1 + |∇g0f |2)h2∂21 − 2(α+∇g0f · h∇g0)h∂1 + α2 + h2△g0
and α = 1 + hε (x1 + f(x
′)). Note that on M˜ ′, α is very close to 1.
This proposition implies Proposition 5.1, in the graph case described above.
Proof of Proposition 5.1 in the graph case. Suppose u ∈ H2(M), and u satisfies (5.2). Let w be the
function on M˜ defined by w(x1, x
′) = u(x1 + f(x
′), x′). Then w ∈ H2(M˜ ′), and w satisfies (5.4).
Therefore by Proposition 5.4,
h
1
2 ‖h∇′w‖L2(Γ˜′c+) . ‖L˜
′
ϕ,εw‖L2(M˜ ′) + h‖w‖H1(M˜ ′) + h
3
2 ‖w‖L2(Γ˜′c+).
Now by a change of variables,
‖u‖L2(Γc+) ≃ ‖w‖L2(Γ˜′c+),
‖u‖H1(M) ≃ ‖w‖H1(M˜ ′),
and
‖h∇′u‖L2(Γc+) ≃ ‖h∇g0w‖L2(Γ˜′c+).
Moreover, (
L˜′ϕ,εw
)
(x1 − f(x′), x′) = Lϕ,ε (u(x1, x′)) + hE1u(x1, x′)
where E1 is a first order semiclassical differential operator. Therefore by a change of variables,
‖L˜′ϕ,εw‖L2(M˜ ′) . ‖Lϕ,εu‖L2(M) + h‖u‖H1(M).
Putting this all together gives
h
1
2 ‖h∇g0u‖L2(Γc+) . ‖Lϕ,εu‖L2(M) + h‖u‖H1(M) + h
3
2 ‖u‖L2(Γc+).

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We can do a second change of variables to move to Euclidean space. By our assumption on M0,
we can choose coordinates on P (M˜ ′) = P (M) such that
|g0 − I| ≤ δ.
Now we have a change of variables giving a map from P (M˜ ′) to a subset of Rn−1, and hence a map
from M˜ ′ to a subset of Rn+, where the image of Γ˜
′
+ lies in the plane x1 = 0. Let M˜ and Γ˜+ be the
images of M˜ ′ and Γ˜′+ respectively, under this map. We’ll use the notation (x1, x
′) to describe points
in Rn+, where now x
′ ranges over Rn−1. Now it suffices to prove the following proposition.
Proposition 5.5. Suppose w ∈ H2(M˜), and
w, ∂νw = 0 on Γ˜+
h∂yw|Γ˜c+ =
w + β · h∇xw − hσw
1 + |γ|2 .
(5.5)
where σ is smooth and bounded on M˜ , and β and γ are a vector valued and scalar valued function,
respectively, which coincide with the coordinate representations of ∇g0f and |∇g0f |g0 . Then
h
1
2 ‖h∇x′w‖L2(Γ˜c+) . ‖L˜ϕ,εw‖L2(M˜) + h‖w‖H1(M˜) + h
3
2 ‖w‖L2(Γ˜c+)
where
L˜ϕ,ε = (1 + |γ|2)h2∂21 − 2(α+ β · h∇x)h∂1 + α2 + h2L,
and L is the second order differential operator in the x′ variables given by
L = gij0 ∂i∂j .
Proposition 5.4 can be obtained from Proposition 5.5 in the same manner as before, with errors
from the change of variables being absorbed into the appropriate terms. Therefore it suffices to
prove Proposition 5.5.
To do this, we’ll split w into small and large frequency parts, using a Fourier transform. Recall
that we are assuming
|∇g0f −K|g0 ≤ δ.
Translating down to M˜ , and recalling that g0 is nearly the identity, we get that there is a constant
vector field K˜ on M˜ such that
|β − K˜| ≤ Cδ
and
|γ − |K˜|| ≤ Cδ
where Cδ goes to zero as δ goes to zero. Now choose m2 > m1 > 0, and µ1 and µ2 such that
|K˜|√
1 + |K˜|2
< µ1 < µ2 <
1
2
+
|K˜|
2
√
1 + |K˜|2
< 1.
The eventual choice of µj and mj will depend only on K˜.
Define ρ ∈ C∞0 (Rn) such that ρ(ξ) = 1 if |ξ| < µ1 and |K˜ · ξ| < m1, and ρ(ξ) = 0 if |ξ| > µ2 or
|K˜ · ξ| > m2.
Now suppose w ∈ C∞(M˜) such that w ≡ 0 in a neighbourhood of Γ˜+, and w satisfies (5.5). We
can extend w by zero to the rest of Rn+. Then w ∈ S(Rn+), and we can write our desired estimate as
h
1
2 ‖w‖H˙1(∂Rn+) . ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+) + h
3
2 ‖w‖L2(∂Rn+).
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Recall that wˆ(x1, ξ) is the semiclassical Fourier transform of w in the x
′ directions, and define ws
and wℓ by wˆs = ρwˆ and wˆℓ = (1− ρ)wˆ, so w = ws + wℓ.
Now we can address each of these parts separately.
Proposition 5.6. Suppose w is as above. There exist choices of m1,m2, µ1, and µ2, depending only
on K˜, such that if δ is small enough,
h
1
2 ‖ws‖H˙1(∂Rn+) . ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+) + h
3
2 ‖w‖L2(∂Rn+).
Before proceeding to the proof, let’s make some definitions. If V ∈ Rn−1 and a ∈ R, define
A±(a, V, ξ) by
A±(a, V, ξ) =
1 + iV · ξ ±
√
(1 + iV · ξ)2 − (1 + |a|2)(1 − |ξ|2)
1 + |a|2 ,
In other words, A±(a, V, ξ) are defined to be the roots of the polynomial
(1 + |a|2)X2 − 2(1 + iV · ξ)X + (1− |ξ|2).
In the definition, we’ll choose the branch of the square root which has non-negative real part, so the
branch cut occurs on the negative real axis.
Proof. Now consider the behaviour of A±(|K˜|, K˜, ξ) on the support of ρ, or equivalently, on the
support of wˆs. If η > 0, we can choose µ2 such that on the support of wˆs,
1− (1 + |K˜|2)(1 − |ξ|2) < η.
Then on the support of wˆs, the expression
(1 + iK˜ · ξ)2 − (1 + |K˜|2)(1 − |ξ|2)
has real part confined to the interval [−K˜2−m22, η+m22], and imaginary part confined to the interval
[−2m2, 2m2]. Therefore, by correct choice of η and m2, we can ensure
ReA±(|K˜|, K˜, ξ) > 1
2(1 + |K˜|2) .
on the support of wˆs. This allows us to fix the choice of µ1, µ2,m1, and m2. Note that the choices
depend only on K˜, as promised.
The bounds on A±(|K˜|, K˜, ξ) allow us to choose F± so that F± = A±(|K˜|, K˜, ξ) on the support
of wˆs, and ReF±, |F±| ≃ 1 + |ξ| on Rn, with constant depending only on K. Therefore F+ and F−
both satisfy the conditions on F in Section 2. If Tψ represents the operator with Fourier multiplier
ψ (in the x′ variables), then it follows that the operators h∂y − TF+ and h∂y − TF− both have the
properties of J∗ in that section.
Up until now, the operator L˜ϕ,ε has only been applied to functions supported in M˜ . However,
we can extend the coefficients of L˜ϕ,ε to Rn+ while retaining the |β − K˜| < Cδ and |γ − |K˜|| ≤ Cδ
conditions. Then
‖L˜ϕ,εws‖L2(Rn+) = ‖((1 + |γ|2)h2∂2y − 2(α+ β · h∇x)h∂y + α2 + h2L)ws‖L2(Rn+)
≥ ‖((1 + |K˜|2)h2∂2y − 2(1 + K˜ · h∇x)h∂y + 1 + h2△x′)ws‖L2(Rn+)
−Cδ‖ws‖H2(Rn+)
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for sufficiently small h and some Cδ which goes to zero as δ goes to zero. Meanwhile,
(1 + |K˜|2)(h∂y − TF+)(h∂y − TF−)ws
= (1 + |K˜|2)(h2∂2y − TF++F−h∂y + TF+F−)ws.
Since F± = A±(K˜,K, ξ) on the support of wˆs, this can be written as
(1 + |K˜|2)(h2∂2y − TA++A−h∂y + TA+A−)ws
= ((1 + |K˜|2)h2∂2y − 2(1 + K˜ · h∇x)h∂y + 1 + h2△x)ws.
Therefore
‖L˜ϕ,εws‖L2(Rn+) ≥ ‖(h∂y − TF+)(h∂y − TF−)ws‖L2(Rn+) − Cδ‖ws‖H2(Rn+).
Now by the boundedness properties,
‖(h∂y − TF+)(h∂y − TF−)ws‖L2(Rn+) ≃ ‖ws‖H2(Rn+),
so for small enough δ,
‖L˜ϕ,εws‖L2(Rn+) & ‖ws‖H2(Rn+).
Then by the semiclassical trace formula,
‖L˜ϕ,εws‖L2(Rn+) & h
1
2 ‖ws‖H˙1(∂Rn+).
Finally, note that
‖L˜ϕ,εws‖L2(Rn+) = ‖L˜ϕ,εTρw‖L2(Rn+)
. ‖(1 + |γ|2)−1L˜ϕ,εTρw‖L2(Rn+)
. ‖Tρ(1 + |γ|2)−1L˜ϕ,εw‖L2(Rn+) + ‖hE1w‖L2(Rn+).
where hE1 comes from the commutator of Tρ and (1 + |γ|2)−1L˜ϕ,ε. By Lemma 5.3, E1 is bounded
from H1(Rn+) to L
2(Rn+), so
‖L˜ϕ,εws‖L2(Rn+) . ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+).
Therefore
‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+) & h
1
2 ‖ws‖H˙1(∂Rn+)
as desired.

Now we have to deal with the large frequency term.
Proposition 5.7. Suppose w is the extension by zero to Rn+ of a function in C
∞(M˜) which is 0
in a neighbourhood of Γ˜+, and satisfies (5.5), and let wℓ be defined as above. Then if δ is small
enough,
h
1
2 ‖wℓ‖H˙1(∂Rn+) . ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+1+ ) + h
3
2 ‖w‖L2(∂Rn+).
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Proof. Suppose V ∈ Rn. Recall that we defined
A±(a, V, ξ) =
1 + iV · ξ ±
√
(1 + iV · ξ)2 − (1 + |a|2)(1 − |ξ|2)
1 + |a|2 ,
so A±(a, V, ξ) are roots of the polynomial
(1 + |a|2)X2 − 2(1 + iV · ξ)X + (1− |ξ|2).
Now let’s define
Aε±(a, V, ξ) =
α+ iV · ξ ±
√
(α+ iV · ξ)2 − (1 + |a|2)(α2 − gij0 ξiξj)
1 + |a|2 ,
so Aε±(V, ξ) are the roots of the polynomial
(1 + |a|2)X2 − 2(α+ iV · ξ)X + (α2 − gij0 ξiξj).
(Recall that α is defined by α = 1 + hε (x1 + f(x
′)).) Again we’ll use the branch of the square root
with non-negative real part.
Now set ζ ∈ C∞0 (Rn−1) to be a smooth cutoff function such that ζ = 1 if
|K˜ · ξ| < 1
2
m1 and |ξ| < 1
2
|K˜|√
1 + |K˜|2
+
1
2
µ1,
and ζ = 0 if |K˜ · ξ| ≥ m1 or |ξ| ≥ µ1.
Now define
G±(a, V, ξ) = (1− ζ)A±(a, V, ξ) + ζ
and
Gε±(a, V, ξ) = (1− ζ)Aε±(a, V, ξ) + ζ.
Consider the singular support of Aε±(γ, β, ξ). These are smooth as functions of x and ξ except
when the argument of the square root falls on the non-positive real axis. This occurs when β · ξ = 0
and
gij0 ξiξj ≤
α2|γ|2
1 + |γ|2 .
Now for δ sufficiently small, depending on K˜, this does not occur on the support of 1− ζ. Therefore
Gε±(γ, β, ξ) = (1− ζ)Aε±(γ, β, ξ) + ζ
are smooth, and one can check that they are symbols of first order on Rn.
Then by properties of pseudodifferential operators,
(1 + |γ|2)(h∂y − TGε+(γ,β,ξ))(h∂y − TGε−(γ,β,ξ))
= (1 + |γ|2)(h2∂2y − TGε+(γ,β,ξ)+Gε−(γ,β,ξ)h∂y + TGε+(γ,β,ξ)Gε−(γ,β,ξ)) + hE1,
where E1 is bounded from H
1(Rn+1+ ) to L
2(Rn+1+ ). This last line can be written out as
(1 + |γ|2)h2∂2y − 2(α+ β · h∇x)h∂yT1−ζT1+ζ + (α+ h2L)T(1−ζ)2
+ hE1 + Tζ2 − 2h∂yTζ ,
by modfiying E1 as necessary. Now Tζwℓ = 0, so
(1 + |γ|2)(h∂y − TGε+(γ,β,ξ))(h∂y − TGε−(γ,β,ξ))wℓ
= L˜ϕ,εwℓ − hE1wℓ.
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Therefore
‖L˜ϕ,εwℓ‖L2(Rn+1+ ) & ‖(h∂y − TGε+(γ,β,ξ))(h∂y − TGε−(γ,β,ξ))wℓ‖L2(Rn+1+ )
−h‖wℓ‖H1(Rn+1+ ).
Now
Gε+(γ, β, ξ) = G+(|K˜|, K˜, ξ) + (Gε+(γ, β, ξ)−G+(|K˜|, K˜, ξ)),
and
TGε+(γ,β,ξ)−G+(|K˜|,K˜,ξ)
involves multiplication by functions bounded by O(δ), so
‖TGε+(γ,β,ξ)−G+(|K˜|,K˜,ξ)v‖L2(Rn+1+ ) . δ‖v‖H1(Rn+1+ ).
Therefore
‖L˜ϕ,εwℓ‖L2(Rn+1+ ) & ‖(h∂y − TG+(|K˜|,K˜,ξ))(h∂y − TGε−(γ,β,ξ))wℓ‖L2(Rn+1+ )
−h‖wℓ‖H1(Rn+1+ ) − δ‖(h∂y − TGε−(γ,β,ξ))wℓ‖H1(Rn+1+ ).
Now we can check that G+(|K˜|, K˜, ξ) satisfies the necessary properties of F from Section 5, so
‖L˜ϕ,εwℓ‖L2(Rn+1+ ) & ‖(h∂y − TGε−(γ,β,ξ))wℓ‖H1(Rn+1+ )
−h‖wℓ‖H1(Rn+1+ ) − δ‖(h∂y − TGε−(γ,β,ξ))wℓ‖H1(Rn+1+ ).
Then for small enough δ,
‖L˜ϕ,εwℓ‖L2(Rn+1+ ) & ‖(h∂y − TGε−(γ,β,ξ))wℓ‖H1(Rn+1+ ) − h‖wℓ‖H1(Rn+1+ )
& h
1
2 ‖(h∂y − TGε−(γ,β,ξ))wℓ‖L2(Rn0 ) − h‖wℓ‖H1(Rn+1+ ).
Now by (5.5),
h∂yw =
w + β · h∇xw + hσw
1 + |γ|2
on ∂Rn+, so
h∂ywℓ =
wℓ + β · ∇xwℓ
1 + |γ|2 + hE0w
on ∂Rn+, where E0 is bounded from L
2(Rn−1) to L2(Rn−1). Therefore
‖L˜ϕ,εwℓ‖L2(Rn+) & h
1
2
∥∥∥∥wℓ + β · ∇xwℓ1 + |γ|2 − TGε−(γ,β,ξ)wℓ
∥∥∥∥
L2(∂Rn+)
−h‖wℓ‖H1(Rn+) − h
3
2 ‖w‖L2(∂Rn)
& h
1
2 ‖wℓ‖H˙1(∂Rn+) − h‖wℓ‖H1(Rn+) − h
3
2 ‖w‖L2(∂Rn+).
Now
‖wℓ‖H1(Rn+) . ‖w‖H1(Rn+)
and
‖L˜ϕ,εwℓ‖L2(Rn+) . ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+).
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Therefore
‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+) + h
3
2 ‖w‖L2(∂Rn+) & h
1
2 ‖wℓ‖H˙1(∂Rn+)
as desired.

Now combing the results of Propositions 5.6 and 5.7 gives
h
1
2 ‖wℓ‖H˙1(∂Rn+) + h
1
2 ‖ws‖H˙1(∂Rn+) . ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+1+ ) + h
3
2 ‖w‖L2(∂Rn+).
Since w = ws + wℓ, we get
h
1
2 ‖w‖H˙1(∂Rn+) . ‖L˜ϕ,εw‖L2(Rn+) + h‖w‖H1(Rn+1+ ) + h
3
2 ‖w‖L2(∂Rn+).
for w ∈ C∞(M˜) such that w ≡ 0 in a neighbourhood of Γ˜+, and w satisfies (5.5). A density
argument now proves Proposition 5.5, and hence Proposition 5.1, at least under the assumptions on
g0 and f made at the beginning of this section.
5.3. Finishing the proof. Now we need to remove the graph conditions on Γc+, and the conditions
on the metric g0. Since Γ+ is a neighbourhood of ∂M+, in a small enough neighbourhood U around
any point p on Γc+, Γ
c
+ coincides locally with a subset of a graph of the form x1 = f(x
′), with
M ∩ U lying in the set x1 > f(x′). Moreover, for any δ > 0, if ∇g0f(p) = K, then in some small
neighbourhood of p, |∇g0f − K|g0 < δ. Additionally, since we can choose coordinates at p such
that g0 = I in those coordinates, for any δ > 0 we can ensure that there are coordinates such that
|g0 − I| ≤ δ in a small neighbourhood of p. We can choose δ to be small enough for Proposition 5.1
to hold, by the proof in the previous subsection.
Now we can let Uj be open sets in M such that {U1, . . . Um} is a finite open cover of M such
that each M ∩ Uj has smooth boundary, and each Γc+ ∩ Uj is represented as a graph of the form
x1 = fj(x
′), with |∇g0fj − Kj|g0 < δj , and there is a choice of coordinates on the projection of
M ∩ Uj in which |g0 − I| ≤ δj , where δj are small enough for
h
1
2 ‖h∇tvj‖L2(Γc+∩Uj) . ‖Lϕ,εvj‖L2(M∩Uj) + h‖vj‖H1(M∩Uj) + h
3
2 ‖vj‖L2(Γc+∩Uj),
to hold for all vj ∈ H2(M ∩ Uj) such that
vj , ∂νvj = 0 on ∂(Uj ∩M) \ Γc+
h∂ν(e
−ϕ
h vj) = hσe
−ϕ
h vj on Γ
c
+ ∩ Uj.
(5.6)
Without loss of generality we may assume that each Uj is compactly contained in U
0
j × (0, 1) where
U0j is a coordinate chart of M0.
Now let χ1, . . . χm be a partition of unity subordinate to U1, . . . Um, and for w ∈ H2(M) satisfying
(5.2), define wj = χjw. Then if Γ
c
+ ∩ Uj 6= ∅, wj satisfies (5.6) for some σ, and so
h
1
2 ‖h∇twj‖L2(Γc+∩Uj) . ‖Lϕ,εwj‖L2(M∩Uj) + h‖wj‖H1(M∩Uj) + h
3
2 ‖wj‖L2(Γc+∩Uj).
Adding together these estimates gives
h
1
2 ‖h∇tw‖L2(Γc+) .
m∑
j=1
‖Lϕ,εwj‖L2(M) + h‖w‖H1(M) + h
3
2 ‖w‖L2(Γc+).
Now each ‖Lϕ,εwj‖L2(M) = ‖Lϕ,εχjw‖L2(M) is bounded by a constant times ‖Lϕ,εw‖L2(M) +
h‖w‖H1(M), so
h
1
2 ‖h∇tw‖L2(Γc+) . ‖Lϕ,εw‖L2(M) + h‖w‖H1(M) + h
3
2 ‖w‖L2(Γc+).
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This finishes the proof of Proposition 5.1.
6. The k-form case
We will prove Theorem 2.5 for u ∈ Ωk(M) by induction. If k = 0, then iNu = 0, so u⊥ = 0 and
u = u‖. Then Theorem 2.5 for k = 0 becomes the Carleman estimate (5.1) that was established in
Section 5.
Note that it suffices to prove Theorem 2.5 for u ∈ Ωk(M), with the appropriate boundary
conditions, for each k, and Q = 0. Then the final theorem follows by adding the resulting estimates
and noting that the extra h2Qu term on the right can be absorbed into the terms on the left, for
sufficiently small h.
6.1. Proof of Theorem 2.5 for k ≥ 1. Suppose u ∈ Ωk(M) with k ≥ 1. First note that if we
impose the boundary conditions (2.2) of Theorem 2.5, substituting the result of Proposition 4.2 into
(4.3) gives
‖∆ϕcu‖2 =‖Au‖2 + ‖Bu‖2 + (i[A,B]u|u)−
2h3(∂νϕ∇Nu⊥|∇Nu⊥)Γc+ − h(∂νϕ(|dϕ|2 + |∂νϕ|2)u‖|u‖)Γc+ +R
(6.1)
where
|R| ≤ C
(
Kh3‖∇′tu‖‖2Γc+ +
h
K
‖u‖‖2Γc+ +
h3
K
‖∇Nu⊥‖2Γc+
)
.
Recall also from Proposition 4.2 that the non-boundary terms ‖Au‖2+ ‖Bu‖2+(i[A,B]u|u) satisfy
(6.2) ‖Au‖2 + ‖Bu‖2 + (i[A,B]u|u) & h
2
ε
‖u‖2H1(M) −
h3
ε
(‖u‖‖2H1(∂M) + ‖h∇Nu⊥‖2L2(∂M))
for h ≪ ε ≪ 1. We now return to (6.1) and examine the boundary terms. On Γc+, there exists
ε1 > 0 such that ∂νϕ < −ε1. Using this together with (6.1) and (6.2) gives
‖∆ϕcu‖2 +Kh3‖∇′tu||‖2Γc+ +
h
K
‖u||‖2Γc+ +
h3
K
‖∇Nu⊥‖2Γc+
&
h2
ε
‖u‖2H1(M) + h3‖∇Nu⊥‖2Γc+ + h‖u||‖
2
Γc+
,
for large enough K. The last two terms on the left side can be absorbed into the right side, giving
‖∆ϕcu‖2 +Kh3‖∇′tu||‖2Γc+ &
h2
ε
‖u‖2H1(M) + h3‖∇Nu⊥‖2Γc+ + h‖u||‖
2
Γc+
.
Now we want to analyze the boundary term on the left, and this is the part where we will use
induction on k:
Lemma 6.1. If u ∈ Ωk(M) and u satisfies the boundary conditions (2.2), then
(6.3) h3‖∇′tu||‖2Γc+ . ‖∆ϕcu‖
2 + h2‖u‖2H1(M) + h2‖u||‖2Γc+ .
If (6.3) is granted, fix K sufficiently large and then take h≪ ε≪ 1 to obtain that
‖∆ϕcu‖2 &
h2
ε
‖u‖2H1(M) + h3‖∇Nu⊥‖2Γc+ + h‖u||‖
2
Γc+
+ h3‖∇′tu||‖2Γc+ .
Rewriting without the squares,
‖∆ϕcu‖ &
h√
ε
‖u‖H1(M) + h
1
2 ‖h∇Nu⊥‖Γc+ + h
1
2 ‖u||‖H1(Γc+).
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Now if u satisfies (2.2) then so does e
ϕ2
2ε u since ε is fixed. Therefore
‖eϕ
2
2ε ∆ϕu‖ & h√
ε
‖eϕ
2
2ε u‖H1(M) + h
1
2 ‖h∇Ne
ϕ2
2ε u⊥‖Γc+ + h
1
2 ‖eϕ
2
2ε u||‖H1(Γc+).
Since e
ϕ2
2ε is smooth and bounded on M , we get
‖∆ϕu‖ & h‖u‖H1(M) + h
1
2 ‖h∇Nu⊥‖Γc+ + h
1
2 ‖u||‖H1(Γc+).
Thus Theorem 2.5 for k ≥ 1 will follow after we have proved Lemma 6.1.
Proof of Lemma 6.1. For the 0-form case, this follows from Theorem 2.5 for 0-forms, which in this
section we are assuming has been proved. Therefore we can seek to prove (6.3) for k-forms by
induction on k.
Let k > 0, and assume that (6.3) holds for k − 1 forms satisfying (2.2). Now let U1, . . . , Um ⊂ T
be an open cover of Γc+ such that each Ui ∩ Γc+ has a coordinate patch, and let χ1, . . . , χm be a
partition of unity with respect to {Ui} such that
∑
χi = 1 near Γ
c
+ and ∇Nχi = 0 for each i. It
will suffice to show that
h3‖∇′tχiu||‖2Γc+ . ‖∆ϕcu‖
2 + h2‖u‖2H1(M) + h2‖u||‖2Γc+ .
Now on Ui ∩ Γc+, let {e1, .., en−1} be an orthonormal frame for the tangent space, and extend these
vector fields into M by parallel transport along normal geodesics.
Observe for all ω ∈ Ωk(Uj ∩ Γc+) one can write
(6.4) ω =
1
k
n−1∑
j=1
e♭j ∧ iejω.
Therefore we can write
∇′tχiu|| =
1
k
∇′
n−1∑
j=1
e♭j ∧ iej tχiu||
=
1
k
∇′
n−1∑
j=1
e♭j ∧ tiejχiu||.
Then it suffices to show that
h3‖∇′(e♭j ∧ tiejχiu||)‖2Γc+ . ‖∆ϕcu‖
2 + h2‖u‖2H1(M) + h2‖u||‖2Γc+ ,
or equivalently, that
(6.5) h3‖∇′tiejχiu||‖2Γc+ . ‖∆ϕcu‖
2 + h2‖u‖2H1(M) + h2‖u||‖2Γc+ .
Now we want to apply the induction hypothesis to iejχiu||, so we have to check that it satisfies
the boundary conditions (2.2). In fact we will have to modify iejχiu|| slightly to achieve this. Let
ρ(x) be a function defined in a neighbourhood of the boundary as the distance to the boundary
along a normal geodesic, and extend it to the rest ofM by multiplication by a cutoff function. Then
the claim is that v = iejχi(u|| + h(1 − e
−ρ
h )Zu‖) satisfies the absolute boundary conditions (2.2),
where Z is an endomorphism yet to be chosen.
Since u satisfies (2.2), iejχiu|| and iejχi(h(1 − e
−ρ
h )Zu‖)) both vanish to first order on Γ+.
Therefore v does as well.
Moreover, t ∗ iejχiu|| = 0 on Γc+ if iN iejχiu‖ = −χiiej iNu‖ = 0 on Γc+, and this again follows
from the fact that u satisfies (2.2). Note that (1 − e−ρh ) = 0 at ∂M , so t ∗ v = 0 on Γc+.
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Finally, by Lemma 3.3,
−tδ ∗ iejχiu|| = −δ′t(∗iejχiu||)‖ + (S − (n− 1)κ)tiN(∗iejχiu||)⊥ + t∇N iN ∗ iejχiu||.
Since t ∗ iejχiu|| = 0 on Γc+, the first term vanishes there as well. Therefore on Γc+,
−thδ ∗ iejχiu|| = h(S − (n− 1)κ)tiN(∗iejχiu||)⊥ + th∇NχiiN ∗ ieju||.
Now
th∇NχiiN ∗ ieju|| = th∇NχiiNe♭j ∧ ∗u||(−1)k−1
= th∇NχiiNe♭j ∧ (∗u)⊥(−1)k−1
= th∇NχiiNe♭j ∧ ∗u(−1)k−1
= (−1)kχie♭j ∧ th∇N iN ∗ u,
so
(6.6) − thδ ∗ iejχiu|| = h(S − (n− 1)κ)tiN(∗iejχiu||)⊥ + (−1)kχie♭j ∧ th∇N iN ∗ u.
Applying the same calculation to the iejχih(1− e
−ρ
h )Zu‖ term gives
−thδ ∗ iej iejχih(1− e
−ρ
h )Zu‖ = (−1)kχie♭j ∧ th2∇N (1− e
−ρ
h )iN ∗ Zu‖;
the other term vanishes since (1 − e−ρh ) = 0 at the boundary. Thus
−thδ ∗ iej iejχih(1 − e
−ρ
h )Zu‖ = (−1)kχie♭j ∧ tiN ∗ hZu‖
Meanwhile, by Lemma 3.3 and by (2.2),
−thδ ∗ u = h(S − (n− 1)κ)tiN(∗u)⊥ + th∇N iN (∗u) = tidϕ ∗ u− hσtiN ∗ u.
Viewing this as an equation for th∇N iN (∗u) and substituting into (6.6) gives
− thδ ∗ iejχiu|| = h(S − (n− 1)κ)tiN(∗iejχiu||)⊥
+ (−1)kχie♭j ∧ (−h(S − (n− 1)κ)tiN(∗u)⊥ + tidϕ ∗ u− hσtiN ∗ u).
Therefore
− thδ ∗ iejχi(u|| + h(1− e
−ρ
h )Zu‖) = h(S − (n− 1)κ)tiN (∗iejχiu||)⊥
+ (−1)kχie♭j ∧ (−h(S − (n− 1)κ)tiN (∗u)⊥ + tidϕ ∗ u− hσtiN ∗ u+ tiN ∗ hZu‖).
Now if we let
Z = ∗N ∧ (S + σ − (n− 1)κ)iN∗,
where here we identify S and σ with their extensions by parallel transport to a neighbourhood of
the boundary, then
tiN ∗ Zu‖ = (S + σ − (n− 1)κ)tiN ∗ u‖ = (S + σ − (n− 1)κ)tiN ∗ u,
and
−thδ ∗ iejχi(u|| + h(1− e
−ρ
h )Zu‖) = h(S − (n− 1)κ)tiN(∗iejχiu||)⊥ + (−1)kχie♭j ∧ tidϕ ∗ u.
Since t ∗ u = 0 on Γc+, we can replace the dϕ in tidϕ ∗ u with its normal component:
tidϕ ∗ u = −∂νϕtiN ∗ u.
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Then
χie
♭
j ∧ −tidϕ ∗ u = ∂νϕχie♭j ∧ tiN (∗u)⊥
= ∂νϕχie
♭
j ∧ tiN ∗ u‖
= −∂νϕtiNχie♭j ∧ ∗u‖
= ∂νϕtiN ∗ iejχiu‖(−1)k.
Since t ∗ iejχiu|| = 0 on Γc+,
χie
♭
j ∧ −tidϕ ∗ u = −tidϕ ∗ iejχiu‖(−1)k,
and
(−1)kχie♭j ∧ −tidϕ ∗ u = −tidϕ ∗ iejχiu‖.
Therefore
−thδ ∗ iejχi(u|| + h(1− e
−ρ
h )Zu‖) = tidϕ ∗ iejχiu|| − hσ′tiN ∗ iejχiu||
where σ′ is a smooth bounded endomorphism. We can replace u‖ on the right side by u|| + h(1 −
e
−ρ
h )Zu‖, since (1− e
−ρ
h ) is zero at the boundary. Therefore v = iejχi(u||+h(1− e
−ρ
h )Zu‖) satisfies
the boundary conditions (2.2), and so by the induction hypothesis,
h3‖∇′tv‖2Γc+ . ‖∆ϕcv‖
2 + h2‖v‖2H1(M) + h2‖v‖2Γc+ ,
Keeping in mind that the second term of v is zero at the boundary, and O(h) elsewhere, we get
(6.7) h3‖∇′tiejχiu||‖2Γc+ . ‖∆ϕcv‖
2 + h2‖u‖‖2H1(M) + h2‖u‖‖2Γc+ .
Now
‖∆ϕcv‖ . ‖∆ϕciejχiu||‖+ h‖∆ϕciejχi(1 − e
−ρ
h )Zu‖‖.
The commutators of ∆ϕc with iejχi and iejχi(1 − e
−ρ
h )Z are O(h) and first order, so
‖∆ϕcv‖ . ‖iejχi∆ϕcu||‖+ h‖iejχi(1 − e
−ρ
h )Z∆ϕcu‖‖+ h‖u‖‖H1(M)
. ‖∆ϕcu||‖+ h‖u‖‖H1(M).
Substituting back into (6.7) gives
h3‖∇′tiejχiu||‖2Γc+ . ‖∆ϕcu||‖
2 + h2‖u||‖2H1(M) + h2‖u||‖2Γc+ .
This proves (6.5), which finishes the proof of the lemma. 
7. Complex geometrical optics solutions
We will begin by constructing CGOs for the relative boundary case. To start, we can use the
Carleman estimate from Theorem 2.4 to generate solutions via a Hahn-Banach argument. The
notations are as in Section 2.
Proposition 7.1. Let Q be an L∞ endomorphism on ΛM , and let Γ+ be a neighbourhood of ∂M+.
For all v ∈ L2(M,ΛM), and f, g ∈ L2(M,Λ∂M) with support in Γc+, there exists u ∈ L2(M,ΛM)
such that
(−△−ϕ + h2Q∗)u = v on M
tu = f on Γc+
thδ−ϕu = g on Γ
c
+,
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with
‖u‖L2(M) . h−1‖v‖L2(M) + h
1
2 ‖f‖L2(Γc+) + h
1
2 ‖g‖L2(Γc+).
Proof. Suppose w ∈ Ω(M) satisfies the relative boundary conditions (2.1) with σ = 0, and examine
the expression
(7.1) |(w|v) − (tiνhdϕw|hf)Γc+ − (tiνw|hg)Γc+ |.
This is bounded above by
h‖w‖L2(M)h−1‖v‖L2(M) + h
1
2 ‖tiνhdϕw‖L2(Γc+)h
1
2 ‖f‖L2(Γc+) + h
1
2 ‖tiνw‖L2(Γc+)‖g‖L2(Γc+).
By Lemma 3.4,
tiνhdϕw = he
ϕ
h t∇N (e−
ϕ
hw)‖ + hStw‖ − he
ϕ
h d′tiN (e
−ϕ
hw).
Since tw = 0,
tiνhdϕw = ht∇Nw‖ − he
ϕ
h d′tiN(e
−ϕ
hw).
Therefore
‖tiνhdϕw‖L2(Γc+) ≤ ‖h∇Nw‖‖L2(Γc+) + ‖w⊥‖H1(Γc+).
Then by Theorem 2.4,
|(w|v) + (tiνhdϕw|hf)Γc+ + (tiνw|hg)Γc+ |
. ‖(−△ϕ + h2Q)w‖L2(M)
(
h−1‖v‖L2(M) + h
1
2 ‖f‖L2(Γc+) + h
1
2 ‖g‖L2(Γc+)
)
.
Therefore on the subspace
{(−△ϕ + h2Q)w|w ∈ Ω(M) satisfies (2.1) with σ = 0} ⊂ L2(M,ΛM),
the map
(−△ϕ + h2Q)w 7→ (w|v) − (tiνhdϕw|hf)Γc+ − (tiνw|hg)Γc+
defines a bounded linear functional with the bound
h−1‖v‖L2(M) + h
1
2 ‖f‖L2(Γc+) + h
1
2 ‖g‖L2(Γc+).
By Hahn-Banach, this functional extends to the whole space, and thus there exists a u ∈ L2(M,ΛM)
such that
‖u‖L2(M) . h−1‖v‖L2(M) + h
1
2 ‖f‖L2(Γc+) + h
1
2 ‖g‖L2(Γc+)
and
(w|v) − (tiνhdϕw|hf)Γc+ − (tiνw|hg)Γc+ = ((−△ϕ + h2Q)w|u).
Integrating by parts and applying the boundary conditions (2.1) gives
(w|v) − (tiνhdϕw|hf)Γc+ − (tiνw|hg)Γc+
= (w|(−△−ϕ + h2Q∗)u)− h(tiνhdϕw|tu)∂M − h(tiνw|thδ−ϕu)∂M
for all w ∈ Ω(M) satisfying the relative boundary conditions (2.1) with σ = 0. Varying w over the
compactly supported elements of Ω(M) one sees that (−△−ϕ + h2Q∗)u = v on M which reduces
the above relation to
−(tiνhdϕw|hf)Γc+ − (tiνw|hg)Γc+ = −h(tiνhdϕw|tu)∂M − h(tiνw|thδ−ϕu)∂M
for all w ∈ Ω(M) satisfying the relative boundary conditions (2.1) with σ = 0. We now vary w
satisfying condition (2.1) with σ = 0 and iνw = 0 to obtain tu = f on Γ
c
+. Finally, by varying w
over all forms satisfying conditions (2.1) with σ = 0 we see that thδ−ϕu = g on Γ
c
+.
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To summarize, we can see that
(−△−ϕ + h2Q∗)u = v on M
tu = f on Γc+
thδ−ϕu = g on Γ
c
+,
as desired. 
To match notations with previous papers, we will begin by rewriting this result, along with the
Carleman estimate, in τ notation, as follows.
Theorem 2.4 becomes the following.
Theorem 7.2. Let Q be an L∞ endomorphism on ΛM . Define Γ+ ⊂ ∂M to be a neighbourhood
of ∂M+. Suppose u ∈ H2(M,ΛM) satisfies the boundary conditions
u|Γ+ = 0 and ∇νu |Γ+= 0
tu|Γc+ = 0
tδe−τϕu|Γc+ = σtiNe−τϕu
(7.2)
for some smooth endomorphism σ independent of τ . Then there exists τ0 > 0 such that if τ > τ0,
‖(−∆τ+Q)u‖L2(M) & τ‖u‖L2(M)+‖∇u‖L2(M)+τ
3
2 ‖u⊥‖L2(Γc+)+τ
1
2 ‖∇′tiNu‖L2(Γc+)+τ
1
2 ‖∇Nu‖‖L2(Γc+).
where
∆τ = e
τϕ∆e−τϕ.
By choice of coordinates, note that the same theorem holds for τ < 0, with Γ+ replaced by Γ−.
Then Proposition 7.1 becomes the following.
Proposition 7.3. Let Q be an L∞ endomorphism on ΛM . For all v ∈ L2(M,ΛM), and f, g ∈
L2(Γc+,ΛΓ
c
+), there exists u ∈ L2(M,ΛM) such that
(−△−τ +Q∗)u = v on M
tu = f on Γc+
tδ−τu = g on Γ
c
+,
with
‖u‖L2(M) . τ−1‖v‖L2(M) + τ−
1
2 ‖f‖L2(Γc+) + τ−
3
2 ‖g‖L2(Γc+).
Now we turn to the construction of the CGOs themselves. From now on we will invoke the
assumption that the conformal factor c in the definition of M as an admissible manifold satisfies
c = 1. Below we will consider complex valued 1-forms, and 〈 · , · 〉 will denote the complex bilinear
extension of the Riemannian inner product to complex valued forms.
We assume that
(M, g) ⊂⊂ (R×M0, g), g = e⊕ g0,
where (M0, g0) is a compact (n − 1)-dimensional manifold with smooth boundary. We write x =
(x1, x
′) for points in R×M0, where x1 is the Euclidean coordinate and x′ is a point in M0. Let Q
be an L∞ endomorphism of ΛM . We next wish to construct solutions to the equation
(−∆+Q)Z = 0 in M
where Z is a graded differential form in L2(M,ΛM) having the form
Z = e−sx1(A+R).
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Here s = τ + iλ is a complex parameter where τ, λ ∈ R and |τ | is large, the graded form A is a
smooth amplitude, and R will be a correction term obtained from the Carleman estimate. Inserting
the expression for Z in the equation results in
esx1(−∆+Q)e−sx1R = −F
where
F = esx1(−∆+Q)e−sx1A.
The point is to choose A so that ‖F‖L2(M) = O(1) as |τ | → ∞.
By Lemma 3.2, we have
F = (−∆− s2 + 2s∇∂1 +Q)A.
We wish to choose A so that ∇∂1A = 0. The following lemma explains this condition. Below,
we identify a differential form in M0 with the corresponding differential form in R ×M0 which is
constant in x1.
Lemma 7.4. If u is a k-form in R×M0 with local coordinate expression u = uI dxI , then
∇∂1u = 0 ⇐⇒ uI = uI(x′) for all I.
If ∇∂1u = 0, then there is a unique decomposition
u = dx1 ∧ u′ + u′′
where u′ is a (k − 1)-form in M0 and u′′ is a k-form in M0. For such a k-form u, one has
∆u = dx1 ∧∆x′u′ +∆x′u′′
where ∆ and ∆x′ are the Hodge Laplacians in R×M0 and in M0, respectively.
Proof. In the (x1, x
′) coordinates g has the form
g(x1, x
′) =
(
1 0
0 g0(x
′)
)
.
Consequently, for any k, l the Christoffel symbols satisfy
Γl1k =
1
2
glm(∂1gkm + ∂kg1m − ∂mg1k) = 0.
This shows that ∇∂1 dxI = 0 for all I, and therefore any k-form u = uI dxI satisfies
∇∂1(uI dxI) = ∂1uI dxI .
Thus ∇∂1u = 0 if and only if each uI only depends on x′. In general, if u is a k-form on R×M0 we
have the unique decomposition
u = dx1 ∧ u′ + u′′
where u′(x1, · ) is a (k− 1)-form in M0 and u′′(x1, · ) is a k-form in M0, depending smoothly on the
parameter x1. If ∇∂1u = 0, then u = dx1 ∧ u′ + u′′ where u′ and u′′ are differential forms in M0.
Suppose now that u = dx1 ∧u′+ u′′ where u′ and u′′ are forms in M0. Denote by dx′ and δx′ the
exterior derivative and codifferential in x′. Clearly
d(dx1 ∧ u′) = −dx1 ∧ dx′u′, du′′ = dx′u′′.
The identity δ = −∑nj=1 iej∇ej , where ej is an orthonormal frame in T (R ×M0) with e1 = ∂1,
together with the fact that ∇∂1u′′ = 0, implies that
δu′′ = δx′u
′′.
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Finally, computing in Riemannian normal coordinates at p gives that
δ(dx1 ∧ u′)|p = −
n∑
j=1
i∂j∇∂j (u′J dx1 ∧ dxJ )|p
= −
n∑
j=2
i∂j (dx
1 ∧ ∇∂ju′)|p
= −dx1 ∧ δx′u′|p.
Thus
δ(dx1 ∧ u′) = −dx1 ∧ δx′u′.
It follows directly from these facts that
∆(dx1 ∧ u′ + u′′) = −(dδ + δd)(dx1 ∧ u′ + u′′)
= dx1 ∧∆x′u′ +∆x′u′′. 
Returning to the expression for F , the assumption ∇∂1A = 0 gives that
F = (−∆− s2 +Q)A.
Writing Y k for the k-form part of a graded form Y , and decomposing Ak = dx1 ∧ (Ak)′ + (Ak)′′ as
in Lemma 7.4, we obtain that
F k = dx1 ∧ (−∆x′ − s2)(Ak)′ + (−∆x′ − s2)(Ak)′′ + (QA)k.
Thus, in order to have ‖F‖L2(M) = O(1) as |τ | → ∞, it is enough to find for each k a smooth
(k − 1)-form (Ak)′ and a smooth k-form (Ak)′′ in M0 such that
‖(−∆x′ − s2)(Ak)′‖L2(M0) = O(1), ‖(Ak)′‖L2(M0) = O(1),
‖(−∆x′ − s2)(Ak)′′‖L2(M0) = O(1), ‖(Ak)′′‖L2(M0) = O(1).
If (M0, g0) is simple, there is a straightforward quasimode construction for achieving this.
Lemma 7.5. Let (M0, g0) be a simple m-dimensional manifold, and let 0 ≤ k ≤ m. Suppose
that (Mˆ0, g0) is another simple manifold with (M0, g0) ⊂⊂ (Mˆ0, g0), fix a point ω ∈ Mˆ int0 \ M0,
and let (r, θ) be polar normal coordinates in (Mˆ0, g0) with center ω. Suppose that η
1, . . . , ηm is a
global orthonormal frame of T ∗M0 with η
1 = dr and ∇∂rηj = 0 for 2 ≤ j ≤ m, and let {ηI} be a
corresponding orthonormal frame of ΛkM0. Then for any λ ∈ R and for any
(
m
k
)
complex functions
bI ∈ C∞(Sm−1), the smooth k-form
u = eisr|g0(r, θ)|−1/4
∑
I
bI(θ)η
I ,
with s = τ + iλ for τ real, satisfies as |τ | → ∞
‖(−∆x′ − s2)u‖L2(M0) = O(1), ‖u‖L2(M0) = O(1).
Proof. We first try to find the quasimode in the form u = eisψa for some smooth real valued phase
function ψ and some smooth k-form a. Lemma 3.2 implies that
(−∆x′ − s2)(eisψa) = eisψ
[
s2(|dψ|2 − 1)a− is [2∇grad(ψ)a+ (∆x′ψ)a]−∆x′a].
Let (r, θ) be polar normal coordinates as in the statement of the lemma, and note that
g0(r, θ) =
(
1 0
0 h(r, θ)
)
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globally in M0 for some (m− 1)× (m− 1) symmetric positive definite matrix h.
Define
ψ(r, θ) = r.
Then ψ ∈ C∞(M0) and |dψ|2 = 1, so that the s2 term will be zero. We next want to choose a so
that 2∇grad(ψ)a+ (∆x′ψ)a = 0. Note that
∇grad(ψ) = ∇∂r , ∆x′ψ =
1
2
∂r|g0(r, θ)|
|g0(r, θ)| .
Thus, choosing a = |g0|−1/4a˜ for some k-form a˜, it is enough to arrange that
∇∂r a˜ = 0.
Using the frame {ηj} above, with η1 = dr, we write
a˜ = η1 ∧ a˜′ + a˜′′
where a˜′ is a (k − 1)-form and a˜′′ is a k-form in M0 of the form
a˜′ =
∑
J⊂{2,...,m}
|J|=k−1
α1,Jη
J , a˜′′ =
∑
J⊂{2,...,m}
|J|=k
βJη
J
for some functions α1,J and βJ in M0. Now, the form of the metric implies that ∇∂rη1 = 0, and by
assumption ∇∂rηj = 0 for 2 ≤ j ≤ m. Therefore
∇∂r a˜ =
∑
J⊂{2,...,m}
|J|=k−1
∂rα1,Jη
1 ∧ ηJ +
∑
J⊂{2,...,m}
|J|=k
∂rβJη
J .
In the definitions of a˜′ and a˜′′, we may now choose
α1,J = b{1}∪J(θ), βJ = bJ(θ)
where bI are the given functions in C
∞(Sm−1). The resulting k-form u = eisψ |g0|−1/4a˜ satisfies the
required conditions. 
The next result gives the full construction of the complex geometrical optics solutions.
Lemma 7.6. Let (M, g) ⊂⊂ (R×M0, g) where g = e⊕g0, assume that (M0, g0) is simple, and let Q
be an L∞ endomorphism of ΛM . Let (Mˆ0, g0) be another simple manifold with (M0, g0) ⊂⊂ (Mˆ0, g0),
fix a point ω ∈ Mˆ int0 \M0, and let (r, θ) be polar normal coordinates in (Mˆ0, g0) with center ω. Suppose
that η1, . . . , ηn is a global orthonormal frame of T ∗(R×M0) with η1 = dx1, η2 = dr, and ∇∂rηj = 0
for 3 ≤ j ≤ n, and let {ηI} be a corresponding orthonormal frame of Λ(R×M0). Let also λ ∈ R.
If |τ | is sufficiently large and if s = τ + iλ, then for any 2n complex functions bI ∈ C∞(Sn−2) there
exists a solution Z ∈ L2(M,ΛM) of the equation
(−∆+Q)Z = 0 in M
having the form
Z = e−sx1
[
eisr|g0(r, θ)|−1/4
[∑
I
bI(θ)η
I
]
+R
]
where ‖R‖L2(M) = O(|τ |−1). Further, one can arrange that the relative boundary values of Z vanish
on Γc+ or Γ
c
− (depending on the sign of τ).
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Proof. Try first Z = e−sx1(A + R) where ∇∂1A = 0. By the discussion in this section, we need to
solve the equation
esx1(−∆+Q)(e−sx1R) = −F
where
F = (−∆− s2 +Q)A.
Decomposing the k-form part of A as Ak = η1 ∧ (Ak)′ + (Ak)′′ as in Lemma 7.4, where η1 = dx1,
we obtain that
F k = η1 ∧ (−∆x′ − s2)(Ak)′ + (−∆x′ − s2)(Ak)′′ + (QA)k.
Let η1, . . . , ηn and {ηI} be orthonormal frames as in the statement of the result. We can use
Lemma 7.5 to find, for any
(
n−1
k−1
)
functions b′J(θ) and for any
(
n−1
k
)
functions b′′J(θ), quasimodes
(Ak)′ = eisr|g0|−1/4
∑
J⊂{2,...,n}
|J|=k−1
b′J(θ)η
J ,
(Ak)′′ = eisr |g0|−1/4
∑
J⊂{2,...,n}
|J|=k
b′′J(θ)η
J .
Recalling that Ak = η1∧(Ak)′+(Ak)′′ and relabeling functions, this shows that for any (nk) functions
bI ∈ C∞(Sn−2) we may find Ak of the form
Ak = eisr|g0|−1/4
∑
I⊂{1,...,n}
|I|=k
bI(θ)η
I
with ‖(−∆− s2)Ak‖L2(M) = O(1), ‖Ak‖L2(M) = O(1) as |τ | → ∞. Repeating this construction for
all k, we obtain the amplitude
A = eisr|g0(r, θ)|−1/4
∑
I
bI(θ)η
I
with the same norm estimates as those for Ak. Then also ‖F‖L2(M) = O(1). Then Proposition 7.3
allows us to find R with the right properties. This finishes the proof. 
Note that if Z is a solution to (−∆ + ∗Q∗−1)Z = 0 in M , and Z has relative boundary values
that vanish on Γc+, then ∗Z is a solution to (−∆+Q) ∗Z = 0 in M , and ∗Z has absolute boundary
values that vanish on Γc+. Thus this construction also gives us solutions with vanishing absolute
boundary values on Γc+.
8. The tensor tomography problem
Now we can begin the proof of Theorems 2.1 and 2.2. First we will use the hypotheses of Theorem
2.1 to obtain some vanishing integrals involving (Q2 −Q1).
Lemma 8.1. Suppose the hypotheses of Theorem 2.1 hold. Using the notation in Lemma 7.6, let
Zj ∈ L2(M,ΛM) be solutions of (−∆+Q1)Z1 = (−∆+ Q¯2)Z2 = 0 in M of the form
Z1 = e
−sx1
[
eisr|g0|−1/4
[∑
I
cI(θ)η
I
]
+R1
]
,
Z2 = e
sx1
[
eisr|g0|−1/4
[∑
I
dI(θ)η
I
]
+R2
]
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with vanishing relative boundary conditions on Γc− and Γ
c
+ respectively. Then
((Q2 −Q1)Z1|Z2)M = 0.
Note that while the orthogonality condition derived in the Lemma does not use the particular
form of the solution, we will only apply this identity to solutions of the given form.
Proof. Let Y be a solution of (−∆+ Q2)Y = 0 in M with the same relative boundary conditions
as Z1; such a solution exists by the assumption on Q2. Then consider the integral
((NRAQ1 −NRAQ2 )(tZ1, tδZ1)|(tiNd ∗ Z2, tiN ∗ Z2))∂M .
By definition of the NRA map, this is
((t ∗ (Z1 − Y ), tδ ∗ (Z1 − Y ))|(tiNd ∗ Z2, tiN ∗ Z2))∂M
= ((t ∗ (Z1 − Y )|tiNd ∗ Z2)∂M + (tδ ∗ (Z1 − Y )|tiN ∗ Z2)∂M .
Recall from the section on notation and identities that
(−∆u|v)M = (u| −∆v)M + (tu|tiνdv)∂M
+(tδ ∗ u|tiν ∗ v)∂M + (t ∗ u|tiνd ∗ v)∂M + (tδu|tiνv)∂M .
Since the relative boundary values of (Z1−Y ) vanish, by definition, the integration by parts formula
above implies that
((t ∗ (Z1 − Y )|tiNd ∗ Z2)∂M + (tδ ∗ (Z1 − Y )|tiN ∗ Z2)∂M
= (−△(Z1 − Y )|Z2)M − (Z1 − Y | − △Z2)M
= (Q2Y −Q1Z1|Z2)M − (Z1 − Y | −Q2Z2)M
= ((Q2 −Q1)Z1|Z2)M .
Meanwhile, by the hypothesis on NRAQ1 and N
RA
Q2
, we have that NRAQ1 (Z1 − Y ) = NRAQ2 (Z1 − Y ) on
Γ+. Therefore
((t ∗ (Z1 − Y )|tiNd ∗ Z2)∂M + (tδ ∗ (Z1 − Y )|tiN ∗ Z2)∂M
= ((t ∗ (Z1 − Y )|tiNd ∗ Z2)Γc+ + (tδ ∗ (Z1 − Y )|tiN ∗ Z2)Γc+ .
Now by construction, Z2 has relative boundary values that vanish on Γ
c
+. But
tiN ∗ Z2|Γc+ = 0⇔ (∗Z2)⊥|Γc+ = 0
⇔ ∗(Z2)‖|Γc+ = 0
⇔ (Z2)‖|Γc+ = 0
⇔ tZ2|Γc+ = 0.
Similarly,
tiNd ∗ Z2|Γc+ = 0⇔ tδ ∗ Z2|Γc+ = 0.
Therefore the fact that Z2 has relative boundary values that vanish on Γ
c
+ implies that
((t ∗ (Z1 − Y )|tiNd ∗ Z2)Γc+ + (tδ ∗ (Z1 − Y )|tiN ∗ Z2)Γc+ = 0.
Therefore
((Q2 −Q1)Z1|Z2)M = 0
for each such pair of CGO solutions Z1 and Z2. 
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Remark. The proof of the Lemma 8.1 does not use the actual forms of the CGO solutions. The
integral identity holds for all solutions Z1 and Z2 with vanishing relative boundary conditions on Γ
c
−
and Γc+ respectively. However, the identity is only of interest to us for the particular forms of CGO
solutions which we stated.
Working through the same argument with ∗Z1 and ∗Z2 gives us the following lemma as well.
Lemma 8.2. Suppose the hypotheses of Theorem 2.2 hold. Using the notation in Lemma 7.6, let
∗Zj ∈ L2(M,ΛM) be solutions of (−∆+Q1) ∗ Z1 = (−∆+ Q¯2) ∗ Z2 = 0 in M of the form
Z1 = e
−sx1
[
eisr|g0|−1/4
[∑
I
cI(θ)η
I
]
+R1
]
,
Z2 = e
sx1
[
eisr|g0|−1/4
[∑
I
dI(θ)η
I
]
+R2
]
.
Then
((Q2 −Q1)Z1|Z2)M = 0.
Therefore both of the main theorems reduce to using the condition (QZ1, Z2)L2(M) = 0 for
solutions of the type given in Lemma 7.6 to show that Q = 0.
The next result shows that from the condition (QZ1, Z2)L2(M) = 0 for solutions of the type given
in Lemma 7.6, it follows that certain exponentially attenuated integrals over geodesics in (M0, g0)
of matrix elements of Q, further Fourier transformed in x1, must vanish.
Proposition 8.3. Assume the hypotheses in Theorem 2.1 or 2.2, with Q = Q2 − Q1 extended by
zero to R ×M0. Fix a geodesic γ : [0, L] → M0 with γ(0), γ(L) ∈ ∂M0, let ∂r be the vector field
in M0 tangent to geodesic rays starting at γ(0), and suppose that {ηI} is an orthonormal frame of
Λ(R ×M int0 ) with η1 = dx1, η2 = dr, and ∇∂rηj = 0 for 3 ≤ j ≤ n. (Such a frame always exists.)
Then for any λ ∈ R and any I, J one has∫ L
0
e−2λr
[∫ ∞
−∞
e−2iλx1〈Q(x1, γ(r))ηI , ηJ〉 dx1
]
dr = 0.
Proof. Using the notation in Lemma 7.6, let Zj ∈ L2(M,ΛM) be solutions of (−∆ + Q1)Z1 =
(−∆+ Q¯2)Z2 = 0 in M of the form
Z1 = e
−sx1
[
eisr|g0|−1/4
[∑
I
cI(θ)η
I
]
+R1
]
,
Z2 = e
sx1
[
eisr|g0|−1/4
[∑
I
dI(θ)η
I
]
+R2
]
,
where s = τ + iλ, τ > 0 is large, λ ∈ R, and cI , dI ∈ C∞(Sn−2). We can assume that ‖Rj‖L2(M) =
O(τ−1) as τ → ∞, and that the relative (absolute) boundary values of Z1 are supported in F˜ and
the relative (absolute) boundary values of Z2 are supported in B˜. By Lemma 8.1 (Lemma 8.2), we
have
0 = lim
τ→∞
(QZ1, Z2)L2(M) =
∫
Sn−2
∫ ∞
0
e−2λr
×
∑
I,J
[∫ ∞
−∞
e−2iλx1〈Q(x1, r, θ)ηI , ηJ〉 dx1
]
cI(θ)dJ (θ)
 dr dθ.
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We now extend the M0-geodesic γ to Mˆ0, choose ω = γ(−ε) for small ε > 0, and choose θ0 so
that γ(t) = (t, θ0). The functions cI and dJ can be chosen freely, and by varying them we obtain
that ∫ ∞
0
e−2λr
[∫ ∞
−∞
e−2iλx1〈Q(x1, r, θ0)ηI , ηJ〉 dx1
]
dr = 0
for each fixed I and J . Since Q is compactly supported in M int0 , this implies the required result.
It remains to show that a frame {ηI} with the required properties exists. Let ω = γ(0), and let
(Mˆ0, g0) be a simple manifold with (M0, g0) ⊂⊂ (Mˆ0, g0) such that the Mˆ0-geodesic starting at ω
in direction ν(ω) never meets M0. (It is enough to embed (M0, g0) in some closed manifold and to
take Mˆ0 strictly convex and slightly larger than M0.) Let (r, θ) be polar normal coordinates in Mˆ0
with center ω = γ(0), fix r0 > 0 so that the geodesic ball B(ω, r0) is contained in Mˆ
int
0 , and let
θˆ ∈ Sn−2 be the direction of ν(ω). Choose some orthonormal frame η3, . . . , ηn of the cotangent space
of ∂B(ω, r0) \ {(r0, θˆ)}, and extend these as 1-forms in M int0 by parallel transporting along integral
curves of ∂r. We thus obtain a global orthonormal frame η
2, . . . , ηn of T ∗M int0 with η
2 = dr and
∇∂rηj = 0 for 3 ≤ j ≤ n. Moreover, η1, . . . , ηn will be a global orthonormal frame of T ∗(R×M int0 )
inducing an orthonormal frame {ηI} of Λ(R×M int0 ). 
We will now show how the coefficients are uniquely determined by the integrals in Proposition 8.3.
This follows by inverting attenuated ray transforms, a topic of considerable independent interest
(see the survey [Fi03] for results in the Euclidean case, and the survey [PSU14] and references below
for the manifold case). The transform in Proposition 8.3 is not exactly the same kind of attenuated
ray transform/Fourier transform as in the scalar case for instance in [DKSaU09], since the matrix
element of Q that appears in the integral may actually depend on the geodesic γ (note that the
1-forms η depend on γ). To clarify this point, we fix some global orthonormal frame {ε1, . . . , εn} of
T ∗(R ×M0) with ε1 = dx1, and let {εI} be the corresponding orthonormal frame of Λ(R ×M0).
Define the matrix elements
qI,J = 〈QεI , εJ〉.
Define also
qˆI,J(ξ1, x
′) =
∫ ∞
−∞
e−ix1ξ1qI,J(x1, x
′) dx1.
Then the conclusion in Proposition 8.3 implies that∫ L
0
e−2λrqˆI′,J′(2λ, γ(r))〈ηI , εI
′〉〈ηJ , εJ′〉 dr = 0
for any λ ∈ R, for any I, J , and for any maximal geodesic γ in M0. (Note that the inner products
〈ηI , εI′〉 do not depend on x1.)
Up until now everything discussed in this paper has held for any dimension n ≥ 3. Now, however,
we will invoke the assumption that n = 3. Then qI,J is an 8× 8 matrix. In this case we may choose
η1 = dx1, η2 = dr, and η3 = ∗g0dr, where dr is the 1-form dual to γ˙ on the geodesic γ. Let also {ej}
be the orthonormal frame of vector fields dual to {εj} (which is assumed to be positively oriented).
It follows that
〈η1, ε1〉 = 1, 〈η1, ε2〉 = 0, 〈η1, ε3〉 = 0,
〈η2, ε1〉 = 0, 〈η2, ε2〉 = 〈e2, γ˙〉, 〈η2, ε3〉 = 〈e3, γ˙〉,
〈η3, ε1〉 = 0, 〈η3, ε2〉 = −〈e3, γ˙〉, 〈η3, ε3〉 = 〈e2, γ˙〉.
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The relations for η{1,2} = η1 ∧ η2, η{3,1}, η{2,3} and ε{1,2}, ε{3,1}, ε{2,3} can be determined from the
above relations by duality. Finally, 〈η0, εI〉 = 1 if I = 0 and 0 otherwise, and the other relations for
η0, ε0, η{1,2,3}, and ε{1,2,3} are similar.
Now choosing I = J = 1 (here we identify 1 with {1}) we obtain∫ L
0
e−2λr qˆ1,1(2λ, γ(r)) dr = 0 for all λ and γ.
This means that the usual attenuated geodesic ray transform of the function qˆ1,1(2λ, · ) in M0
vanishes for all λ. First we have qˆ1,1(2λ, · ) ∈ C∞(M0) for all λ [FSU08, Proposition 3], and then
qˆ1,1(2λ, · ) = 0 for all λ by the injectivity of the attenuated ray transform [SaU11] and so q1,1 = 0.
The same argument applies for all pairs (I, J) where
I, J ∈ {0, 1, {2, 3}, {1, 2, 3}}.
Now consider the case where I = 1 and J = 2. Then∫ L
0
e−2λr(qˆ1,2(2λ, γ(r))〈e2, γ˙〉+ qˆ1,3(2λ, γ(r))〈e3, γ˙〉) dr = 0.
Then the injectivity result for the attenuated ray transform on 1-tensors [SaU11] together with the
regularity result [HS10, Proposition 1] says that
qˆ1,2(2λ, x)ε
2 + qˆ1,3(2λ, x)ε
3 = 0
for all λ 6= 0, from which we can conclude that
q1,2 = q1,3 = 0.
The same argument then applies for all pairs (I, J) where I ∈ {0, 1, {2, 3}, {1, 2, 3}} and J ∈
{2, 3, {1, 2}, {3, 1}}, or vice versa.
Finally, consider the case when I = J = 2. For brevity, we’ll write 〈ej , γ˙〉 as γ˙j . Then I = J = 2
gives
(8.1)
∫ L
0
e−2λr(qˆ2,2γ˙
2
2 + qˆ2,3γ˙2γ˙3 + qˆ3,2γ˙3γ˙2 + qˆ3,3γ˙
2
3) dr = 0.
The integrand here can be represented as the symmetric 2-tensor
f2,2 :=
(
qˆ2,2
1
2 (qˆ2,3 + qˆ3,2)
1
2 (qˆ2,3 + qˆ3,2) qˆ3,3
)
(in coordinates provided by {ε2, ε3}) applied to (γ˙, γ˙). This shows that the attenuated ray transform
of the 2-tensor f2,2 in (M0, g0), with constant attenuation −2λ, vanishes identically.
We will now make use of the methods of [PSU13] in this tensor tomography problem. We only
give the details in the case where Q (and hence f2,2) is C∞. The result also holds for continuous Q
by using an elliptic regularity result for the normal operator, but in the present weighted case for
2-tensors the required result may not be in the literature. We only say that such a result can be
proved by adapting the methods of [HS10] to the 2-tensor case (in particular one needs a solenoidal
decomposition f = f s + dβ of a 2-tensor f and a further solenoidal decomposition β = βs + dφ of
the 1-form β, and one then shows that the normal operator acting on ”solenoidal triples” (f s, βs, φ)
is elliptic because the weight comes from a nonvanishing attenuation).
Since f2,2 is C∞, the injectivity result for the attenuated ray transform on symmetric 2-tensors
(see [As12], following [PSU13]) says that
f2,2 = −Xu+ 2λu
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where X is the geodesic vector field on (M0, g0), and u is a smooth function on the unit circle bundle
SM0 that corresponds to the sum of a 1-tensor and scalar function, with
u|∂M0 = 0.
Here we have identified f2,2 and u with functions on SM0 as in [PSU13]. We can also express u and
f2,2 in terms of Fourier components as in [PSU13],
u = u−1 + u0 + u1
f2,2 = f2,2−2 + f
2,2
0 + f
2,2
2 .
Here u0 ∈ C∞(M0), u1 + u−1 corresponds to a smooth 1-tensor in M0, and u0, u1, u−1 vanish on
∂M0. Then
−X(u−1 + u0 + u1) + 2λ(u−1 + u0 + u1) = f2,2−2 + f2,20 + f2,22 .
Now parity implies the following two equations:
2λ(u−1 + u1) = Xu0
and
−X(u−1 + u1) + 2λ(u0) = f2,2−2 + f2,20 + f2,22 .
Assume that λ is non-zero. Using the first equation in the second one implies that
(8.2) − X
2(u0)
2λ
+ 2λu0 = f
2,2,
where X2u0 corresponds to the covariant Hessian ∇2u0 of u0. The first equation implies that u0
vanishes to first order on ∂M0.
Unfortunately, this is not enough to conclude that the coefficients of f2,2 are 0. However, going
back and choosing (I, J) = (2, 3), (3, 2), and (3, 3) gives us three additional equations of this type
with the same elements qI,J . More specifically,
f2,3 =
(
qˆ2,3
1
2 (qˆ3,3 − qˆ2,2)
1
2 (qˆ3,3 − qˆ2,2) −qˆ3,2
)
,
f3,2 =
(
qˆ3,2
1
2 (qˆ3,3 − qˆ2,2)
1
2 (qˆ3,3 − qˆ2,2) −qˆ2,3
)
,
and
f3,3 =
(
qˆ3,3 − 12 (qˆ2,3 + qˆ3,2)
− 12 (qˆ2,3 + qˆ3,2) qˆ2,2
)
.
are all of the same form. Therefore it follows that f2,2 + f3,3 and f2,3 − f3,2 are as well. But these
are both scalar matrices, and if
−X
2(u0)
2λ
+ 2λu0
is a scalar matrix, then also the covariant Hessian ∇2u0 is a scalar matrix in the {ε2, ε3} basis.
To make the previous statement more explicit, identify (M0, g0) with the unit disk in R
2 and
choose an isothermal coordinate system (x1, x2) in which the metric is given by e2µδjk for some
µ ∈ C∞(M0). Choosing e2 = e−µ∂1 and e3 = e−µ∂2, the condition ∇2u0(e2, e2)−∇2u0(e3, e3) = 0
implies that
∂21u0 − ∂22u0 + b · ∇u0 = 0 in M0
for some vector field b ∈ C∞(M0,R2) depending on µ. Since u0 vanishes to first order on ∂M0,
extending u0 by zero to R
2 we have
∂21u0 − ∂22u0 + b · ∇u0 = 0 in R2
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where u0 ∈ H2(R2) is compactly supported and b is some smooth compactly supported vector field.
Uniqueness for hyperbolic equations [Ta99, Section 2.8] implies that u0 = 0.
The above argument shows that f2,2 + f3,3 and f2,3 − f3,2 are 0. Thus qˆ2,2 + qˆ3,3 = 0 and
qˆ2,3 − qˆ3,2 = 0, showing that f2,2 and f2,3 are trace free. Taking traces in (8.2) and using that u0
vanishes to first order on ∂M0 implies that u0 = 0 by unique continuation for elliptic equations.
Thus f2,2 = 0 and similarly f2,3 = 0, which shows that q2,2, q2,3, q3,2, and q3,3 are zero as well.
The same argument now works for the remaining entries of q, and this finishes the proof.
9. Higher dimensions
In higher dimensions, n > 3, as noted above, everything up to and including the proof of Propo-
sition 8.3 still holds. However, this does not reduce easily into a tensor tomography problem, as in
the three-dimensional case, because we cannot choose the basis {ηi} so that η3, . . . , η4 to depend
on η2 = dr in a tensorial manner.
More precisely, in general we lack tensors Ti for which η
i = Ti(η
2, . . . , η2) for i ≥ 3, as is the case
in three dimensions. Moreover, even if the results of Proposition 8.3 can be reduced to a tensor
tomography problem, there is no guarantee that it will be one for which there are useful injectivity
results, since there are very few such results for k-tensors with k > 2.
However, in the Euclidean case we can do better, since we have the extra freedom to vary the
Carleman weight ϕ. In particular, we can construct CGOs to reduce the problem in Lemmas 8.1 and
8.2 to a Fourier transform, as has been done for inverse problems for scalar functions, e.g. in [BU02].
Therefore we can conclude this paper by a proof for higher dimensions, in the Euclidean case.
Proof of Theorem 2.3. Fix coordinates x1, . . . , xn on R
n. The corresponding basis for the cotangent
space is dx1, . . . , dxn, and this gives a corresponding basis {dxI} for ΛM .
Now note that if f is a scalar function, △(fdxI) = (△f)dxI . Therefore if α and β are unit
vectors such that α · β = 0, then
e−
α·x
h h2(−△+Q)(e (α+iβ)·xh dxI) = O(h2)dxI .
Therefore Proposition 7.1 implies there exists r ∈ L2(M,ΛM) such that
(−△+Q)(e (α+iβ)·xh (dxI + r)) = 0,
with ‖r‖L2(M) = O(h), and Z = e
(α+iβ)·x
h (dxI + r) has relative boundary conditions which vanish
on Γc+.
Now if k and ℓ are mutually orthogonal unit vectors which are both orthogonal to α, then we can
set β1 = ℓ+hk and β2 = ℓ−hk, and create Z1 = e
(−α+iβ1)·x
h (dxI + r1) and Z2 = e
(α+iβ2)·x
h (dxI + r2)
so that (−△+Q1)Z1 = (−△+Q2)Z2 = 0, and Z1 and Z2 have relative boundary conditions that
vanish on Γc− and Γ
c
+ respectively.
Then Lemma 8.1, together with the hypotheses of Theorem 2.3 implies that
(Q1 −Q2|e−i2k·x) = 0.
This can be done for any k orthogonal to α. Since α can be varied slightly without preventing the
relative boundary conditions of the solutions from vanishing on the correct set, this is in fact true
for k in an open set, from which we can conclude that Q1 = Q2 on M .
The absolute boundary value version works similarly, with the appropriate change in the CGOs.

44 CHUNG, SALO, AND TZOU
10. Appendix
This appendix contains the proofs of Lemmas 3.1–3.6. We will write k-forms in local coordinates
as u = uIε
I where ε1, . . . , εn is some frame of 1-forms, the sum is over all k-combinations I =
{i1, . . . , ik} ⊂ {1, . . . , n}, and we write εI = εi1 ∧ . . . ∧ εik if i1 < . . . < ik. Often we will choose
εj = dxj and write u = uI dx
I .
Proof of Lemma 3.1. We will prove that
ξ ∧ iξu+ iξ(ξ ∧ u) = |ξ|2u.
The lemma will follow immediately from this by polarization. It is enough to prove the identity at
a fixed point. Choose a positive orthonormal basis ε1, . . . , εn of covectors such that ξ = |ξ|ε1, and
note that if I = {i1, . . . , ik} with i1 < . . . < ik, we have
ε1 ∧ iε1εI =
{
εI , 1 ∈ I,
0, otherwise
and
iε1(ε
1 ∧ εI) =
{
εI , 1 /∈ I,
0, otherwise.
This proves the result. 
Proof of Lemma 3.2. Note that
esρd(e−sρu) = (d− s dρ∧)u
and by duality
esρδ(e−sρu) = (δ + s idρ)u.
It follows that
esρ(−∆)(e−sρu) = esρ(dδ + δd)(e−sρu)
= (d− s dρ∧)(δu+ s idρu) + (δ + s idρ)(du− s dρ ∧ u)
= −s2 [dρ ∧ idρ + idρ(dρ ∧ · )]u
+ s [idρ ◦ d+ d ◦ idρ − dρ ∧ δ − δ(dρ ∧ · )]u−∆u.
Writing ρ = φ+ iψ where φ and ψ are real valued, Lemma 3.1 implies that
dρ ∧ idρu+ idρ(dρ ∧ u) = 〈dρ, dρ〉u.
It remains to show that
idρ ◦ d+ d ◦ idρ − dρ ∧ δ − δ(dρ ∧ · ) = 2∇grad(ρ) +∆ρ.
To prove this, we compute in Riemannian normal coordinates at a fixed point p. Then u has the
coordinate expression u = uI dx
I . We have
idρ(du)|p = ∂juI∂kρ idxk(dxj ∧ dxI)|p
and
d(idρu)|p = d(uI∂kρ idxkdxI)|p
= ∂j(uI∂kρ)dx
j ∧ idxkdxI + uI∂kρ d(idxkdxI)|p
= ∂juI∂kρ dx
j ∧ idxkdxI + uI∂jkρ dxj ∧ idxkdxI |p
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since d(idxkdx
I)|p = d(i∂kdxI)|p = 0. Further, using that
δu|p = −
n∑
j=1
i∂j∇∂ju|p
we have
−dρ ∧ δu|p = ∂kρ dxk ∧ i∂j∇∂j (uI dxI)|p = ∂juI∂kρ dxk ∧ i∂jdxI |p
and
−δ(dρ ∧ u)|p = i∂j∇∂j (uI∂kρ dxk ∧ dxI)|p
= ∂juI∂kρ i∂j (dx
k ∧ dxI) + uI∂jkρ i∂j (dxk ∧ dxI)|p.
Combining these computations with Lemma 3.1, we see that
idρ ◦ du+ d ◦ idρu− dρ ∧ δu− δ(dρ ∧ u)|p = 2∂juI∂jρ dxI + ∂2j ρ uI dxI .
The right hand side is 2∇grad(ρ)u+ (∆ρ)u|p. 
Proof of Lemma 3.3. First examine −tδu⊥. By using the expansion of δ in coordinates, at a point
p ∈ ∂M ,
−tδu⊥ = tiN∇Nu⊥ + t
n−1∑
j=1
iej∇eju⊥,
where {ej} are a basis for T∂M at p. Since N is a geodesic vector field, ∇NN ♭ = 0, and thus
iN∇Nu⊥ = ∇N iNu⊥.
Therefore
(10.1) − tδu⊥ = t∇N iNu⊥ + t
n−1∑
j=1
iej∇eju⊥,
Meanwhile, if {X1, . . . , Xk−1} are local sections of T∂M near p,
t
n−1∑
j=1
iej∇eju⊥(X1, .., Xk−1)
= −t
n−1∑
j=1
(
u⊥(∇ej ej , X1, .., Xk−1) +
k−1∑
l=1
u⊥(ej , X1, ..,∇ejXl, .., Xk−1)
)
= −t
n−1∑
j=1
(
u⊥(∇′ej ej + II(ej , ej), X1, .., Xk−1)
+
k−1∑
l=1
u⊥(ej , X1, ..,∇′ejXl + II(ej , Xl), .., Xk−1)
)
,
where II : T∂M ⊕ T∂M → N∂M is the second fundamental form of ∂M relative to its embedding
in M .
Since all of ej and Xk in the above sum belong to T∂M and u⊥ needs an element of N∂M in its
argument to survive, we have that
u⊥(ej , X1, ..,∇′ejXl + II(ej , Xl), .., Xk−1)) = u⊥(ej , X1, .., II(ej , Xl), .., Xk−1)).
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Therefore, t
∑n−1
j=1 iej∇eju⊥(X1, .., Xk−1) is equal to
−t
n−1∑
j=1
(
u⊥(II(ej , ej), X1, .., Xk−1) +
k−1∑
l=1
u⊥(ej , X1, .., II(ej , Xl), .., Xk−1)
)
.
Then
−
n−1∑
j=1
(
u⊥(II(ej , ej), X1, .., Xk−1) +
k−1∑
l=1
u⊥(ej , X1, .., II(ej , Xl), .., Xk−1)
)
= −
n−1∑
j=1
u⊥(II(ej , ej), X1, .., Xk−1) +
k−1∑
l=1
n−1∑
j=1
u⊥(N,X1, .., ej(N |II(ej , Xl)), .., Xk−1))
= −(n− 1)κu⊥(N,X1, .., Xk−1) +
k−1∑
l=1
n−1∑
j=1
u⊥(N,X1, .., ej(sXl|ej), .., Xk−1))
= −(n− 1)κu⊥(N,X1, .., Xk−1) +
k−1∑
l=1
u⊥(N,X1, .., sXl, .., Xk−1))
Therefore
t
n−1∑
j=1
iej∇eju⊥ = (S − (n− 1)κ)tiNu⊥.
Using this together with (10.1) gives
(10.2) − tδu⊥ = t∇N iNu⊥ + (S − (n− 1)κ)tiNu⊥.
Now consider tδu‖. Again, using the expansion of δ in coordinates,
−tδu|| = t
n∑
j=1
iej∇eju|| = tiN∇Nu|| + t
n−1∑
j=1
iej∇eju||.
Since N is a geodesic vector field, ∇NN = 0. Moreover, iNu‖ = 0 by the definition of u‖. Therefore
iN∇Nu‖ = 0. Then for the remaining sums, we let {X1, ..Xk−1} be sections of T∂M and compute
n−1∑
j=1
(iej∇eju||)(X1, .., Xk−1)
=
n−1∑
j=1
(
eju||(ej , X1, .., Xk−1)− u||(∇ej ej, X1, .., Xk−1)
−
k−1∑
l=1
u||(ej , X1, ..,∇ejXl, .., Xk−1)
)
.
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We have that ∇ejX = ∇′ejX︸ ︷︷ ︸
∈T∂M
+ II(ej, X)︸ ︷︷ ︸
∈N∂M
for all X ∈ T∂M . Using this formula and the fact that
iNu|| = 0 we have that
n−1∑
j=1
(iej∇eju||)(X1, .., Xk−1)
=
n−1∑
j=1
(
ej(u||(ej , X1, .., Xk−1))− u||(∇′ej ej , X1, .., Xk−1)−
−
k−1∑
l=1
u||(ej , X1, ..,∇′ejXl, .., Xk−1)
)
=
n−1∑
j=1
(iej∇′eju||)(X1, .., Xk−1)
= (−δ′tu||)(X1, .., Xk−1).
Therefore
tδu|| = δ
′tu||.
Combining this with (10.2) finishes the proof of the lemma. 
Proof of Lemma 3.4. As in the previous proof, we’ll begin by examining the u⊥ part. Using the
expansion of d in terms of sections, if {X1, . . . , Xk} are local sections of T∂M ,
iNdu⊥(X1, . . . , Xk) =
k∑
j=1
(−1)j∇Xju⊥(N,X1, .., Xˆj , .., Xk) +∇Nu⊥(X1, .., Xk)
Here we have identified Xj with its extension to a neighbourhood of ∂M in the interior of M by
parallel transport along normal geodesics, so that (N |Xj) vanishes identically. Then the last term
becomes
∇Nu⊥(X1, .., Xk) = N(u⊥(X1, .., Xk))︸ ︷︷ ︸
=0
−
k∑
l=1
u⊥(X1, ..,∇NXl︸ ︷︷ ︸
=0
, ..Xk) = 0.
For the first term, we can use the Leibnitz rule to get
k∑
j=1
(−1)j∇Xju⊥(N,X1, .., Xˆj, .., Xk)
=
k∑
j=1
(−1)j(Xj(u⊥(N,X1, .., Xˆj , .., Xk))− u⊥(∇XjN,X1, .., Xˆj , .., Xk)
−
k∑
l=1
u⊥(N,X1, ..,∇XjXl, .., Xˆj , .., Xk)
)
For all j, u⊥(∇XjN,X1, .., Xˆj , .., Xk) = u⊥((∇XjN)⊥, X1, .., Xˆj , .., Xk) since one needs a normal
component in the argument for the expression to not vanish. However,
0 = Xj (N |N)︸ ︷︷ ︸
=1
= 2(∇XjN,N)
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so
u⊥(∇XjN,X1, .., Xˆj , .., Xk) = 0
for all j. On the other hand, for all l and j,
u⊥(N,X1, ..,∇XjXl, .., Xˆj, .., Xk)
= u⊥(N,X1, .., (∇XjXl)||, .., Xˆj, .., Xk)
= u⊥(N,X1, ..,∇′XjXl, .., Xˆj, .., Xk)
since the expression only allows one normal component in its argument. Therefore,
k∑
j=1
(−1)j∇Xju⊥(N,X1, .., Xˆj , .., Xk)
= −
k∑
j=1
(−1)j+1∇′Xj iNu⊥(X1, .., Xˆj , .., Xk)
= −d′tiNu⊥
Therefore
tiNdu⊥ = −d′tiNu⊥.
Now examine the parallel part. Suppose {X1, . . . , Xk} are local sections of T∂M . By definition
of u‖,
u||(N,X1, ..,∇XjXl, .., Xk) = 0,
so we can write
iNdu||(X1, .., Xk) =
k∑
j=1
(−1)j∇Xju||(N,X1, .., Xˆj, .., Xk) +∇Nu||(X1, .., Xk)
= −
k∑
j=1
(−1)ju||(∇XjN, .., Xˆj , .., Xk) +∇Nu||(X1, .., Xk)
= −
k∑
j=1
(−1)ju||((∇XjN)||, .., Xˆj, .., Xk) +∇Nu||(X1, .., Xk)
=
k∑
j=1
u||(X1, .., sXj, .., Xk) +∇Nu||(X1, .., Xk)
Therefore
tiNdu|| = Stu|| + t∇Nu||.
Putting this together with the calculation for the normal part gives
tiNdu = −d′tiNu⊥ + Stu|| + t∇Nu||
Since iNu⊥ = iNu,
tiNdu = −d′tiNu+ Stu|| + t∇Nu||
as desired. 
To prove Lemma 3.5, we will first require the following intermediate lemma.
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Lemma 10.1. For all smooth functions f , and u ∈ Ωk(M) such that tu = 0, we have that
t∇N iN∇∇fu = ∇′∇f|| t∇N iNu− tis∇f||∇Nu|| + tiNR(N,∇f||)u⊥
+t∇[∇f||,N ]iNu− ∂νft∇N∇N iNu+ ∂2νft∇N iNu.
Proof. We first split ∇∇f into its normal and tangential parts: ∇∇f = −∂νf∇N +∇∇f|| and
t∇N iN∇∇fu = −t∇N∂νfiN∇Nu+ t∇N iN∇∇f||u
where ∇f|| is defined by ∇f = −(∂νf)N +∇f||. We first compute the tangential derivative
t∇N iN∇∇f||u = tiN∇N∇∇f||u
= tiN∇∇f||∇Nu+ tiNR(N,∇f||)u + tiN∇[∇f||,N ]u
= t∇∇f||∇N iNu− ti∇∇f||N∇Nu+ tiNR(N,∇f||)u+ tiN∇[∇f||,N ]u
We now observe that tiN∇Nu|| = 0 and t∇Nu⊥ = 0 so that we have
ti∇∇f||N∇Nu|| = ti(∇∇f||N)||∇Nu||
= tis∇f||∇Nu||
and
ti∇∇f||N∇Nu⊥ = ti(∇∇f||N)⊥∇Nu⊥ = 0.
Plugging all this into the equality above we have
t∇N iN∇∇f||u =t∇∇f||∇N iNu− tis∇f||∇Nu|| + tiNR(N,∇f||)u+ tiN∇[∇f||,N ]u
=t∇∇f||∇N iNu− tis∇f||∇Nu|| + tiNR(N,∇f||)u
+ t∇[∇f||,N ]iNu− ti∇[∇f||,N ]Nu.
(10.3)
If tu = 0, then the last term ti∇[∇f||,N ]Nu = ti(∇[∇f||,N ]N)⊥
u = 0 since [∇f||, N ] ∈ T∂M and N
is constant length. Furthermore, since (∇N iNu)⊥ = 0 for all u we have that t∇∇f||∇N iNu =
∇′∇f|| t∇N iNu. Therefore we get
t∇N iN∇∇f||u = ∇′∇f||t∇N iNu− tis∇f||∇Nu|| + tiNR(N,∇f||)u⊥ + t∇[∇f||,N ]iNu.
For the derivative in the normal direction we write
−∇N∂νfiN∇Nu = −∂νf∇N∇N iNu+ ∂2νf∇N iNu.
Combining the last two equations finishes the proof. 
Proof of Lemma 3.5. By Lemma 3.3,
tδBu = δ′tBu− (S − (n− 1)κ)tiN(Bu)− t∇N iNBu.
Now
t∇N iN(Bu) = −iht
(
2∇N iN∇grad(ϕc)u+∇N∆ϕciNu
)
and
tiN(Bu) = −ihtiN
(
2∇grad(ϕc) +∆ϕc
)
u
= −ihtiN
(
2∇grad(ϕc)‖u− 2∂νϕc∇Nu+∆ϕcu
)
If tu = 0, then tigrad(ϕc)‖Nu = 0, so
tiN(Bu) = −ih
(
2t∇grad(ϕc)‖iNu− 2∂νϕct∇N iNu+∆ϕctiNu
)
.
50 CHUNG, SALO, AND TZOU
Therefore
tδBu =δ′tBu+ iht
(
2∇N iN∇grad(ϕc)u+∇N∆ϕciNu
)
+ ih(S − (n− 1)κ)
(
2t∇grad(ϕc)‖iNu− 2∂νϕct∇N iNu+∆ϕctiNu
)
Now by Lemma 10.1,
t∇N iN∇grad(ϕc)u
= ∇′∇(ϕc)||t∇N iNu− tis∇(ϕc)||∇Nu||
+tiNR(N,∇(ϕc)||)u⊥ + t∇[∇(ϕc)||,N ]iNu− ∂νϕct∇N∇N iNu+ ∂2νϕct∇N iNu.
Substituting this into the previous equation finishes the proof. 
Proof of Lemma 3.6. First we see that for all v ∈ Ωk(M) and ej , Xl ∈ T∂M we have
(tiN∇ejv)(X1, .., Xk−1) = (∇′ej iNv)(X1, .., Xk−1)− v(∇ejN,X1, .., Xk−1)
Since (∇ejN)⊥ = 0 and (∇ejN)|| = sej by Weingarten’s identity, we have that
tiN∇ejv = ∇′ej tiNv⊥ − tisejv||.
Setting v = ∇eju we have for ej ∈ T∂M , j = 1, .., n− 1
tiN∇ej∇eju = tiN∇ej
(
(∇eju)⊥ + (∇eju)||
)
= ∇′ej
(
tiN(∇eju)⊥)− isej (∇eju)||
Since (∇ejN)⊥ = 0 we have that ∇′ej tiN(∇eju)⊥ = ∇′ej∇′ej (tiNu) and therefore
tiN
n−1∑
j=1
∇ej∇eju = ∆˜′tiNu−
n−1∑
j=1
isej (∇eju)||(10.4)
For the term involving en we use ∇NN = 0 to obtain iN∇en∇enu = ∇en∇eniNu. Combining this
and (10.4) we obtain
tiN∆˜u = ∆˜
′tiNu+ t∇N∇N iNu−
n−1∑
j=1
tisej (∇eju)||.
Let p ∈ ∂M and since the above identity is true for any local orthonormal frame, we will choose
{e1, .., en−1} so that they are eigenvectors of the shape operator s at the point p with sej = λjej .
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For X1,, .., Xl ∈ T∂Mp we compute
tiN ∆˜u(X1, .., Xk−1) = ∆˜
′tiNu(X1, .., Xk−1) + t∇N∇N iNu(X1, .., Xk−1)
−
n−1∑
j=1
isej (∇eju)||(X1, .., Xk−1)
= ∆˜′tiNu(X1, .., Xk−1) + t∇N∇N iNu(X1, .., Xk−1)
+
n−1∑
j=1
(
u(∇ejsej, X1, .., Xk−1) +
k−1∑
l=1
u(sej , ..,∇ejXl, ..)
)
= ∆˜′tiNu(X1, .., Xk−1) + t∇N∇N iNu(X1, .., Xk−1)
+
n−1∑
j=1
(
u(λj〈II(ej , ej), N〉N,X1, .., Xk−1)
+ λj
k−1∑
l=1
u(ej , ..,∇ejXl, ..)
)
Since tu = 0, only the second fundamental form appears in ∇ej terms:
tiN ∆˜u(X1, .., Xk−1) = ∆˜
′tiNu(X1, .., Xk−1) + t∇N∇N iNu(X1, .., Xk−1)
+
n−1∑
j=1
(
λj〈II(ej , ej), N〉u(N,X1, .., Xk−1)
+ λj
k−1∑
l=1
u(ej , .., II(ej, Xl), ..)
)
.
This becomes
tiN ∆˜u(X1, .., Xk−1) = ∆˜
′tiNu(X1, .., Xk−1) + t∇N∇N iNu(X1, .., Xk−1)
+
n−1∑
j=1
(
λ2ju(N,X1, .., Xk−1)− λj
k−1∑
l=1
u(N, .., 〈II(ej , Xl), N〉ej , ..)
)
= ∆˜′tiNu(X1, .., Xk−1) + t∇N∇N iNu(X1, .., Xk−1)
+
n−1∑
j=1
(
λ2ju(N,X1, .., Xk−1)− λ2j
k−1∑
l=1
u(N, .., 〈ej , Xl〉ej , ..)
)
= ∆˜′tiNu(X1, .., Xk−1) + t∇N∇N iNu(X1, .., Xk−1)
+
n−1∑
j=1
(
λ2ju(N,X1, .., Xk−1)−
k−1∑
l=1
u(N, .., 〈ej , s2Xl〉ej, ..)
)
= ∆˜′tiNu(X1, .., Xk−1) + t∇N∇N iNu(X1, .., Xk−1)
+
(
tr(s2)iNu(X1, .., Xk−1)−
k−1∑
l=1
iNu(.., s
2Xl, ..)
)
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Therefore we conclude that
tiN ∆˜u = ∆˜
′tiNu+ t∇N∇N iNu+ tr(s2)iNu− S2iNu
where S2ω(X1, .., Xk−1) :=
k−1∑
l=1
ω(.., s2Xl, ..). 
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