Abstract-With the ever increasing volume of video content, efficient and effective video summarization (VS) techniques are urgently demanded to manage the large amount of video data. Recent developments on sparse representation based approaches have demonstrated promising results for VS. While most existing approaches treat each frame independently, in this paper, the block-sparsity, which means the keyframes or non-keyframes occur in blocks due to the content similarity in a same frame block, is taken into account. Therefore, the video summarization problem is formulated as a simultaneous block sparse representation model. For model optimization, simultaneous block orthogonal matching pursuit (SBOMP) algorithms are designed to extract keyframes. Experimental results on a benchmark dataset with various types of videos demonstrate that the proposed algorithms can not only outperform the state of the art, but also reduce the probability of selecting non-informative frames and "outlier" frames.
I. INTRODUCTION
With the development of video recording devices such as smart phones, portable cameras, surveillance equipment, and others, the amount of video data has been explosively increasing. As a result, there has been an urgent need to summarize, index, edit and browse the large corpus of video content. Video summarization, which produces a short and succinct summary of the original video and ideally encapsulates the most informative parts without losing significant information, has emerged as a promising tool.
A variety of video summarization approaches have been developed [1] - [3] . These approaches can mainly be classified into two categories, i.e., keyframe based approaches and skim based approaches. In the keyframe based methods [4] - [8] , a subset of frames, which represent the semantic content of a video effectively is extracted from the original video to form a summary. In contrast, the summary of video skim based techniques consists of a set of representative subshots [9] - [12] . Unlike the strict sequential display of video skims, keyframes are not restricted by any timing or synchronization issues, and are useful in reducing the computational complexity for various video analysis and retrieval applications [1] . As a common practice, videos are often summarized by keyframes [13] , i.e., a set of representative video frames. Therefore, in this paper, we focus on the keyframe based approaches.
In keyframe based approaches, clustering is a popular technique for video summarization. Through clustering, the frames that contain similar contents are grouped into the same cluster. Then the most representative elements (generally, the cluster center) in the clusters are selected into the summary. The conventional clustering algorithms, such as hierarchical clustering [14] and -means [15] can be used for keyframes extraction. However, applying conventional clustering algorithms to common video material shows some disadvantages of generating keyframes [16] . Then, more works tend to improve classic clustering algorithms with domain knowledge of video data, such as STIMO [5] using fast clustering algorithm in HSV frame color distribution, Delauny triangulation [4] , and VSUMM [6] based on -means. However, it is usually very difficult to determine the number of clusters properly and to extract all the clusters due to large intraclass and low interclass visual variance [17] .
Another frequently used technique for automatic extraction of keyframes is based on shot boundary detection [18] - [20] , as it is intrinsically and inextricably linked to the way that video is produced [21] . A shot is defined as the longest coherent sequence of frames between two cuts. The basic idea is to use shot boundary detection to separate a video into a large number of shots, and then to choose a representative frame of each shot. Shot boundaries can be obtained by analyzing the dissimilarity of successive frames where high dissimilarity indicates the boundary. In [22] , the shot boundary is detected by utilizing the mutual information (MI) and the joint entropy (JE) between the frames, and keyframes are extracted from each shot using already calculated MI values. Although abrupt shot changes such as hard cuts can be easily detected, other effects such as fading or dissolving are relatively hard to detect due to gradual shot changes [23] . Furthermore, the result of keyframe extraction relies on shot detection, so the errors in shot detection could be propagated into the keyframe selection process.
Although VS has been extensively studied, there still exist several issues that have not been well solved, such as non-structural video content. Recent developments on sparse representation based approaches have demonstrated promising results [17] , [24] - [26] . These approaches build sparse representation model for VS problems first, and then convex programming or greedy algorithms are used to solve the proposed model. For example, Kumar [24] presented a ℓ 1 norm sparse representation based method to extract keyframes from unstructured consumer videos, and the sparse coefficient was solved by an interior-point method [27] . Cong et al.
[25] formulated VS as a dictionary selection problem using sparsity consistency with ℓ 2,1 imposed to ensure sparsity, and the convex optimization problem was solved by Nesterov's optimization method [28] . Mei et al. [17] reformulated VS as a minimum sparse reconstruction problem with the true sparse constraint ℓ 0 norm, which was solved by an iterative algorithm, in which the selected keyframes served to reconstruct unselected frame each iteration. Recently, Cong et al. [29] designed a ℓ 2,0 norm dictionary selection model for web media summarization with a forward-backward greedy optimization procedure, where the backward step is used to removed the poor representatives.
However, all above approaches only consider the conventional sparse property, the block-sparsity property that the keyframes or non-keyframes occurring in blocks has not been taken into consideration. To be specific, in the keyframe selection process, frames are processed independently without exploiting the relationship among them. As a result, some frames that have similar visual content and are temporally close could also be selected, which result in redundancy in the final summary. If a video frame and its adjacent frames are considered as a whole, called a "frame block", and the selection is performed on the frame blocks, then the most representative frame in each frame block is extracted to form summaries, the redundancy issue will be greatly eliminated.
Therefore, in this paper, the block-sparsity is taken into consideration, and the VS problem is formulated as a simultaneous block sparse representation based model. Moreover, a simultaneous block orthogonal matching pursuit (SBOMP) based algorithm is proposed for model optimization, in which the frame blocks producing the minimum loss of information are selected first, then two strategies are employed to extract the most informative frames from the frame blocks. Finally, experiments on a benchmark dataset consisting different videos are conducted to demonstrate the effectiveness of the proposed algorithm.
II. PRELIMINARY OF SPARSE REPRESENTATION

A. Conventional Sparse Representation
Sparse representation is an important method in signal processing, which has been widely used in various fields, such as computer vision and pattern recognition, image processing, and video processing [30] - [32] . Typically, for a given signal y ∈ ℝ , the representation can be modeled as an underdetermined equation
in which A ∈ ℝ × denotes a dictionary with < , x ∈ ℝ is the coefficient vector corresponding to columns in A. Usually, the Eq. (1) has an infinite number of solutions. Therefore, the sparsity (the number of non-zero entries) of x is generally used to guarantee a unique solution. Here, we consider the case of sparse vectors x, i.e., x has only a few nonzero entries relative to its dimension. Then x can be obtained by solving the following optimization problem:
To solve Eq. (1), a lot of studies have been carried out, and can be classified into two categories: greedy algorithms [33] - [35] and convex relaxation algorithms [36] , [37] .
B. Block Sparse Representation
The conventional sparse representation model assumes that -sparse vector x has at most nonzero elements, which can appear anywhere in the vector. In practice, there are many scenarios that involve vectors with nonzero elements appearing in blocks (or clusters) rather than being arbitrarily spread throughout the vector [38] . This can be called block-sparsity, which has been used in the fields of reconstruction of multiband signals [39] , and face recognition [40] .
In order to emphasize the block structure, Eq. (1) can be rewritten as y = Ax,
wherex ∈ ℝ denotes the vector with the block structure. It is viewed as a concatenation of blocks: Similarly, the dictionary A can be written as a concatenation of column-blocks,
, Then the block -sparse vectorx can be obtained by solving the following optimization problem:
where
with the indicator function (⋅) [41] . A vectorx is called block -sparse if x[ ] has nonzero Euclidean norm for at most indices , i.e.,x satisfies ∥x∥ 2,0 ≤ .
The optimization problem in (6) can be solved by the mixed ℓ 2 /ℓ 1 -optimization program (L-OPT) algorithm [42] , block-MP (BMP) and block-OMP (BOMP)algorithms [41] .
III. MODEL FORMULATION AND OPTIMIZATION
A. Simultaneous Block Sparse Representation Model for VS
In the VS problem, suppose the frame number of the entire video database is , and each frame is represented by adimensional feature vector, so the video can be denoted as a frame pool
The final goal of VS is to find a set of most representative frames, namely
, which can best cover the video content without missing important information, and whose size ought to be as small as possible.
The representation based keyframe extraction approaches for VS are based on the assumption, each frame in the video can be represented as a linear combination of the keyframes F . Since keyframes are just a subset of frames in the video, i.e., F ⊂ F, so the assumption can be formulated as follows:
where ∈ ℝ is the representation coefficient by using F, and it only has non-zero values, and the positions of nonzero values in all are the same, which correspond to the keyframes.
By taking into account the property of frame blocks in videos, F can be written as a concatenation of frame blocks:
Meanwhile, the keyframes and non-keyframe ought to occur in blocks, so the block sparse representation can be applied to the VS problem:
, and it has at most blocks having the non-zero values.
In order to extract the keyframe blocks, Eq. (9) can be rewritten in the form of the simultaneous block sparse representation model:
The number of blocks having non-zero row inÂ, i.e., the number of keyframe blocks, can be defined as:
is the -th row ofÂ[ ], and (⋅) is the indicator function.
Generally, it is impossible not to lose any information as defined in Eq. (10), unlessX = 1, which means all frame blocks are selected and is not consistent with the essence of summarization. All we should do is to minimize the information loss, while keeping the number of selected frame blocks within the sparsity upper boundary. Therefore, our proposed simultaneous block sparse representation based VS model can be formulated as:
where ∥ ⋅ ∥ is the Frobenius norm, is the sparsity upper boundary (in practice is the maximum number of the selected frame blocks). The first term can be viewed as an information loss function used to measure the quality of reconstruction by using the selected keyframe blocks, and the constraint controls the sparsity. Eq. (14) tends to select several blocks from F, which can represent F well; and the size of the selected blocks is less than and should be as sparse as possible.
B. Simultaneous Block Orthogonal Matching Pursuit for VS
The single block sparse representation problem can be solved by block OMP, which is an extension of OMP algorithm [34] , and its recovery conditions and effectiveness have been proved in [41] . Therefore, it can be extended to solve the simultaneous block sparse representation problems in Eq. (14) , namely simultaneous block OMP (SBOMP). In SBOMP algorithm, there are three important parts: 1) selecting support blocks, 2) selecting keyframes from blocks, and 3) updating optimal coefficients and residuals.
1) selecting support blocks:
The algorithm begins by initializing the residual as R 0 = F, then we need to select the support block in each iteration. The support block should be best matched to the residuals after last iteration, so the criterion for selecting support blocks is correlation maximization, which is similar to OMP and BOMP algorithms. Since the size of frame blocks may be different, genarally, the larger the size, the greater the correlation between the block and the residuals, the average of correlation is adopted for fairness as defined in [18] , where the properties of simultaneity and block have been taken into account.
2) selecting keyframes from blocks:
Since the content of the video frames within a block is similar, only one keyframe is needed to be selected in a block. So a mechanism needs to be worked out in order to extract one keyframe from each selected frame block, namely ℱ as defined in Eq. (19) . In this paper, we employ the following two strategies to address the keyframe extraction issue: (1) selecting the frame that has largest magnitude since it will be more likely to contains the important information:
and (2) selecting the frame that is the closest to the average of a frame block since it will be more likely to contain more information: 3) updating optimal coefficients and residuals: Once the support set (keyframe block set) Λ is determined, a minimization least-square problem in term of the reconstruction error is defined in (21) to evaluate the reconstruction performance with the current selected frame blocks. To obtain the minimum error, the reconstruction coefficients can be solved by the least square method. Eq. (21) has a closed-form solution, i.e.,
Once the coefficients are solved, and the residual is then updated as defined in Eq. (22) .
By referring to the solution introduced in the above section, our simultaneous block orthogonal matching pursuit (SBOMP) algorithm is summarized in Algorithm 1.
Algorithm 1 Simultaneous Block Orthogonal Matching Pursuit Algorithm
Input: the video frame pool F ∈ ℝ × , the sparsity upper boundary , and the size of -th frame block . Output: the keyframe set F .
Initialisation: Set the residual matrix R 0 = F, the index set of selected frame blocks Λ 0 = ∅, the selected frame blocks T 0 = ∅, the index set of selected keyframe extracted from selected blocks Γ 0 = ∅, and the iteration counter = 1. 1: while ≤ do 2: Select the support block which best matches to the residual:
3:
Select the keyframe from the selected block:
4:
Update the index set of the selected frame blocks, the index set of the keyframes and the frame blocks:
5:
Update the reconstruction coefficient using the current selected frame blocks:
6:
Update the residual using the current frame blocks and the reconstruction coefficient:
7:
Update iteration counter: ← + 1 8: end while
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Dataset and Evaluation Metrics
The VSUMM dataset that contains 50 videos from the Open Video Project 1 (OVP) is used in our experiments, and it can be downloaded at its official website 2 . These videos are distributed among several genres (e.g., documentary, educational, ephemeral, historical, and, lecture) and their durations vary from 1 to 4 minutes (approximately 75 minutes in total), and the average frame rate is 30 frames per second (fps). In our experiments, each video is down-sampled every 5 frames. The ground truth summaries of VSUMM dataset are obtained by 50 users, and each video is summarized by 5 different users. Therefore, there are 5 summarized sets for each video, and the average evaluation result on 5 sets of ground truth is adopted as the final evaluation result.
In order to quantitatively evaluate the performance of VS, automatic summaries (AS) generated by different algorithms are compared with the user summaries (US). Three evaluation metrics, including Precision, Recall, and F-score, are used to 1 
where ℎ is the number of matched keyframes from an automatic summary, and are the numbers of keyframes in AS and US, respectively. F-score aggregates both the precision and the recall of the summarization result [8] , in which controls the balance between precision and recall. In our evaluation, we set = 1 and F-score is equivalent to the harmonic mean of precision and recall.
In order to quantitative evaluation, the number of matched keyframes should be first determined. In many VS algorithms [8] , [17] , [43] , the time difference between a keyframe and a ground truth is adopted. i.e., the temporal distance should be smaller than a given threshold. However, when video content changes quickly, the two frames may be not similar and matched, even if the time difference is very small. In this paper, we use a stronger matching criteria. That is, only if a selected frame and the ground truth have a small time difference and are visually similar, they were judged to be matched. The maximal time difference between two frames is set to 70 frames (which corresponds to 2.3 seconds at 30fps). Meanwhile, the content similarity of two frames should be greater than 90%.
B. Performance Evaluation
1) Effects of Factors:
In our SBOMP algorithms, including SBOMPm using (15) and SBOMPa using (16) , the size ofth frame block may affect the summarization performance, which need to be investigated first.
In our experiments, the sizes of frame blocks are set to the same, i.e., 1 = ⋅ ⋅ ⋅ = = . They can also be set to different values by using the shot detection methods. In order to investigate the effect of , the should be fixed and set to 13, which is determined based on the average number of the keyframes of comparison algorithms. The quantitative performances of the proposed SBOMP algorithms with different size of frame blocks are shown in Fig. 1 . In both Fig. 1a and Fig. 1b , Precision, Recall and F-score change with the same trend, however, there is no obvious law of the changes, which may be related to the inherent properties of the videos, such as frame rates and the speed of video content changes. But what can be clearly noticed is that F-score reaches its maximum value when the size equals 13. As the original video is sampled every 5 frames in our experiments, so the block size in original videos is about 65 corresponding to 2 seconds. In this duration, the content of the video has not changed or changed slightly. Therefore, the size of frame blocks is set to 13 in our experiments.
2) Performance Comparison: Our proposed SBOMPm and SBOMPa are compared with Open Video Project storyboard (OVP) based method from the service provider, Delaunay Clustering (DT) [4] , STIMO [5] , VSUMM [6] , SOMP based approach [43] , MSR [17] , and adaptive greedy dictionary selection (AGDS) [29] . The results of OVP, DT, STIMO, and VSUMM are available at the VSUMM website. The sparsity upper boundary is set to 13 which is also for AGDS.
According to the definition, "Precision" and "Recall" reflect the summarization ability over AS and US respectively, and "F-score" balances these two metrics and evaluates the overall performance of summarization methods. Precision, Recall, and F-score for the VSUMM dataset are shown in Fig. 2 and detailed in Table I . It is observed that our S-BOMP algorithms achieve the two best performance among all compared algorithms. Generally, if more keyframes have been selected, more keyframes are likely to be matched with US, and thus Recall will become higher. However, how Precision and F-score change is uncertain, which is determined by the summarization abilities of algorithms.
According to the average number of keyframes (nK) shown in Table I , DT selects the smallest number of keyframes, it could miss a certain number of keyframes, so both Precision and Recall are poor, and result in poor performance on Fscore. OVP is a manual summary, which can roughly coincide with the ground truth manually annotated. As a clustering based method, it is difficult to exactly extract all clusters, so STIMO also misses some keyframes. VSUMM has the highest Precision, so it has a good summarization ability over its own summarization results. However, it may miss some keyframes due to the limited number of selected frames, which results in its lower Recall and F-score. SOMP, AGDS, MSR and our proposed BSOMP algorithms select more keyframes than OVP, DT, STIMO and VSUMM, and it is quite possible that more keyframes are selected, so their Recall values are higher than 50%. However, at the same time, their Precision values are only at a moderate level resulting from a larger number of keyframes.
When the average number of our BSOMP algorithms is 13, BSOMP algorithms achieve the best Recall which indicates most of the keyframes in the ground truth have been selected by our algorithms, and their Precision values are lower than OVP and VSUMM only, therefore, they achieve two of the best F-scores. When the average number is reduced to 11, the Precision values of our BSOMP algorithms increase a little, and the Recall values both decrease, however they still outperform all the comparison algorithms, which demonstrates that our algorithms can keep a good balance between the number of keyframes and the true matched keyframes, and shows the effectiveness and stability of our algorithms. In addition, the SBOMPa always performs better than SBOMPa, which indicates that using Eq. (16) to select keyframes from blocks is a better choice than using Eq. (15).
C. Case Study
In this section, we will present a summarization sample for subjective evaluation. The example is from the fourth video in the VSUMM dataset. The summarization results of all the comparison VS methods are shown in Fig. 3 , in which all the results are shown in each row, and the first row above the dotted line is a user summarization result. The frames marked with red borders are redundant frames whose information has been covered by another keyframe, those marked with yellow borders are "outlier" frames corrupted with noise, and those marked with blue borders are non-informative frames.
In this case, DT only selects six keyframes, but there is one "outlier" frame, and it misses many keyframes in the user summaries due to the limited number of keyframes. OVP has achieved a good performance, and only two keyframes are missed. As for clustering based methods, STIMO and VSUMM, it is very difficult for them to determine the exact number of clusters. Both of them miss three keyframes, and STIMO also selects a redundant frame which is almost exactly the same as one previous keyframe. MSR achieves a poor performance. Specifically, it selects one almost completely dark frame, two "outlier" frames and two redundant frames. SOMP and AGDS select more keyframes than others, so they miss fewer keyframes. However, one non-informative frame and one "outlier" frame are selected by SOMP, AGDS also selects two "outlier" frames and one redundant keyframe. Our proposed BSOMP algorithms, either BSOMPm or BSOMPa, only miss one keyframe, and produce almost exactly the same summarization results as the user summary. SBOMPa selects one "outlier" frame, however, no redundant frames, non-informative frames or "outlier" frames are selected in our BSOMPa algorithm.
V. CONCLUSION
In this paper, a simultaneous block sparse representation model is presented for the VS problem, which takes into account the block-sparsity that keyframes or non-keyframes occur in blocks. Furthermore, a simultaneous block orthogonal matching pursuit algorithms is designed for model optimization. Specifically, keyframe blocks are selected first, then the most informative keyframe per block is extracted by two selection strategies, namely magnitude and average strategies. Experimental results on the benchmark VSUMM dataset demonstrate that the proposed algorithms can not only outperform the state of the art, but also reduce the probability of selecting "outlier" frames and non-informative frames, which can improve the robustness of our algorithms. [25] Y. Cong, J. Yuan, and J. Luo, "Towards scalable summarization of consumer videos via sparse dictionary selection," IEEE Transactions on Multimedia, vol. 14, no. 1, pp. 66-75, 2012.
