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Desarrollo e Implementación de un Sistema de Visión 
Artifi cial Basado en Lenguajes de Uso Libre para un 
Sistema Seleccionador de Productos de un Centro 
Integrado de Manufactura (CIM)
Development and Implementation of an Artifi cial Vision System Based on 
Free Use Languages for the Coach System Products on the Integrated 
Manufacturing Center (IMC)
Resumen. Este artículo presenta el desarrollo de un 
sistema seleccionador de productos guiado por vi-
sión artifi cial, utilizando una cámara web integrada 
al software libre Python, que trabaja en conjunto con 
las librerías open cv. El principio de funcionamiento 
del seleccionador, está basado en un posicionador 
de objetos, previamente confi gurado por el usuario 
usando el sistema de colores RGB frente a la len-
te de la cámara, la cual se encargará de capturar la 
imagen y procesarla por medio del lenguaje de soft-
ware. El sistema, permite informarle al usuario si la 
pieza ingresada al sistema es de los colores y la for-
ma deseada por él. Con esto se logra una clasifi ca-
ción de objetos efi caz tanto en color, como en forma.
Palabras clave: Visión artifi cial; Manufactura; Línea 
de producción.
Abstract. This project is a products selector system 
guided by machine vision, using an integrated 
webcam to python free software in conjunction with 
the OPEN-CV software. The operating principle is 
positioning objects of a color previously set by the 
user, using the RGB color system in front the lens, 
which take care of image capture and processing 
through language software. The system, permits 
inform the user if the piece have the color entered and 
the shape requested. With this program we made an 
effective identifi cation both in color and shape.
Keywords: Artifi cial Vision; Manufacturing; 
Production line.
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1. INTRODUCCION
La visión artificial trata de simular los procesos visua-
les del hombre y analizaros por medio de un cerebro 
al igual que los seres humanos, de tal manera que 
si los hombres pueden transmitir imágenes tomadas 
por medio de la vista y analizarlas utilizando pulsos 
enviados al cerebro, una máquina puede, utilizando 
una cámara web, captar imágenes y enviarlas a un 
procesador, listo para analizarlas de tal manera que 
la máquina pueda examinar el color y la forma de 
ciertos objetos. Aunque en esencia el funcionamien-
to parece simple, la tarea de identificar desde la cá-
mara, un objeto específico, con el procesador, para 
que sea elegido por seleccionador, resulta deman-
dante en su programación. Este caso, constituye una 
situación real de aplicación de un sistema de visión 
artificial, articulado con un seleccionador de produc-
tos, de un centro Integrado de Manufactura, el cual 
permite al usuario, interactuar mediante una interfaz 
gráfica, para seleccionar el objeto en forma y color, 
que requiere sea elegido por el seleccionador, a fin 
de automatizar procesos de producción y de igual 
manera se busca observar cómo el software libre 
permite el uso y el diseño de un mayor número de 
aplicaciones para el reconocimiento de imagen y la 
clasificación de objetos, lo que conlleva a una mejor 
calidad en términos de identificación de variables y 
su tratamiento y al mismo tiempo permite una mayor 
compatibilidad con diferentes plantas lo que facilita 
su utilización.
Con el fin de brindar más detalle del caso de apli-
cación desarrollado, este artículo se organiza como 
sigue: la sección 2 detalla cada etapa del método 
propuesto; la sección 3 se ocupa de contextualizar 
los principales conceptos asociados con el tema de 
aplicación; la sección 4, implementa una a una las 
etapas del método pero esta vez orientadas a la con-
secución del robot objetivo. La sección 5, recopila los 
resultados obtenidos y finalmente, en la sección 6, 
se presentan las conclusiones y trabajos futuros.
2. TRABAJOS RELACIONADOS
Actualmente se han hecho muchos avances con res-
pecto a la visión artificial y a los sistemas de proce-
samiento de imágenes, por el hecho de que este es 
un campo que tiene mucho potencial y muchas ins-
tituciones, tanto universidades como industrias, han 
estado investigando cómo aplicar y cómo mejorar los 
actuales sistemas de visión artificial y procesamien-
to de imagen; en esta sección se mostrarán algunos 
trabajos relacionados con el tema de la visión artifi-
cial y su utilidad en el desarrollo de la investigación.
El informe “Measuring system of the slab’s position in 
a metallurgical plant using artificial vision techniques” 
[4], muestra la creación de un sistema capaz de uti-
lizar cámaras de resoluciones comunes que le per-
mitan al usuario identificar las mejores posibilidades 
lumínicas del ambiente, esto puede aportar a la in-
vestigación el análisis de luz para el debido reconoci-
miento de la fichas ya que la luz del ambiente y la luz 
de las lámparas fluorescentes pueden afectar la me-
dición; a su vez las condiciones de luz en las que va 
a trabajar el sistema de reconocimiento de imágenes 
son relativamente variables y el hecho de analizar la 
luz ambiental y tener un método que analice variables 
como saturación y luminancia le pueden aportar mu-
cha más precisión al sistema a desarrollar [1].
Una de las implementaciones de los sistemas de vi-
sión artificial más interesantes posee gran similitud a 
lo que se busca en esta investigación ya que habla 
de la implementación de un sistema clasificador de 
papas el cual usa un sistema de cámaras tanto ópti-
cas como laser, que le permiten al sistema analizar 
el color y el diámetro de las papas para su posterior 
clasificación, clasificando 750 papas por hora, el co-
nocimiento de este sistema sería un gran aporte a la 
implementación del sistema propuesto [3].
[6] A la hora de trabajar con visión artificial la informa-
ción del procesamiento de imágenes es uno de los 
aspectos más importantes en lo que a visión artificial 
se refiere y que es un tema de discusión ya que el 
fundamento principal para un sistema de visión artifi-
cial es el procesamiento de imagen de los humanos, 
¿Cómo trabaja el ojo humano? , ¿Cómo procesa el 
ojo humano?, al mismo tiempo [7] un robot totalmen-
te capaz de interactuar con los humanos basándose 
en sistemas de reconocimiento facial para identificar 
la persona con la cual interactúa y además de reco-
nocimiento de gestos faciales es una gran muestra 
del alcance de la visión artificial.
Otros avances en términos de visión artificial han 
sido la implementación de sistemas de visión artifi-
cial a robots motorizados tanto terrestres (carros) [5], 
como aéreos [2], estos aplicativos muestran como 
la visión artificial puede dar cierta autonomía a una 
máquina.
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3. CENTRO INTEGRADO DE MANUFACTURA 
(CIM)
Un Centro Integrado de Manufactura, es aquel sis-
tema que proporciona una estructura que agiliza la 
descripción, la ejecución, y el planteamiento de un 
proceso de producción. El seleccionador de produc-
tos, por su parte, es un elemento clave, en la articu-
lación de la elaboración, ya que permite seleccionar 
y distribuir las piezas por tipo de material y color.
Actualmente, los seleccionadores actúan de dos 
formas, i) articulados con un mecanismo semiauto-
mático que permita la producción a través de la un 
hardware y la intervención de un humano, o, ii) a tra-
vés de un programa de software que automatice el 
proceso de selección. En este último caso, una de 
las técnicas más exitosamente aplicada, está repre-
sentada en un programa de software, que actué con 
“inteligencia”, comprendiendo lo que desea el usua-
rio y comparándolo con distintos algoritmos a fin de 
detectar mediante la segmentación el reconocimien-
to de ciertos objetos.
La propuesta de este artículo, relacionada con el 
mecanismo funcional del seleccionador, se apoya 
en la utilización de una cámara web, y un programa 
de software, que selecciona el color de la pieza, y el 
tipo de forma de la misma, mediante una técnica de 
segmentación, de esta manera identifica el objeto, 
que el usuario desea seleccionar en el proceso de 
producción industrial. El software, está conectado a 
los inputs del PLC del hardware del seleccionar, de 
esta manera la selección digital, se ejecuta en real. 
El motor y las electroválvulas están conectados a los 
outputs del PLC, tal como se muestra en fig. 1.
Este modelo se puede utilizar en diversas industrias 
ayudando a la selección y distribución de distintas 
piezas por el tipo de material y color, pudiendo me-
jorar la productividad de la empresa, reduciendo los 
costos de producción y mejorando la calidad de la 
misma.
El prototipo de selector automático de materiales y 
colores nos permite realizar las operaciones difíciles 
de controlar manualmente [11], simplificando el tra-
bajo de forma que el proceso no requiera de cons-
tantes verificaciones en la selección de las piezas 
por tipo de material y color.
4. ARQUITECTURA DEL SISTEMA PROPUESTO
El seleccionador de productos actuará sobre la iden-
tificación de las características básicas de color y 
forma de un objeto, utilizado para ello, un software, 
que se encargará de hacer los múltiples filtros ne-
cesarios para la identificación de imágenes; además 
de contar con una interfaz gráfica donde el usuario 
ingresará los valores de los colores y la forma que 
desea identificar; el ordenador donde se hará el pro-
cesamiento de la imagen, actuará en concordancia 
con una cámara web conectada de manera directa, 
que reconocerá los objetos al igual que los reconoce 
el ojo humano, y un micro controlador (arduino nano) 
encargado de hacer la comunicación con el PLC y 
las diferentes piezas con las cuales se comprueba 
el funcionamiento de un sistema de control [10]. Los 
elementos, que conforman la articulación del siste-
ma pueden ser visualizados en la fig. 2, donde sus 
principales componentes se agrupan en hardware y 
software.
4.1. Hardware
En hardware se citan las siguientes partes:
a) Cámara o sensor que permita capturar la imagen 
y transmitirla a un ordenador en donde serán proce-
sadas y se tomarán las debidas decisiones para su 
posterior clasificación.
b) Un mecanismo de procesamiento de imagen que 
necesita un procesador y algoritmos que permitan 
hacer un filtrado de la imagen, reconocimiento de las 
formas y su clasificación
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c) Un sistema de clasificación de productos el cual 
está conformado por distintas piezas de hardware, 
con las cuales es posible ejecutar las actividades ne-
cesarias para la debida clasificación de las piezas 
según su color y su forma.
El sistema seleccionador de productos requiere cier-
tas piezas fundamentales para su funcionamiento, 
tales como, un controlar el cual alimenta al sistema 
de piezas que por medio de actuadores electro-neu-
máticos se encargan de clasificar las piezas por for-
ma y color según lo desee el usuario (ver fig. 2).
Una plataforma de desarrollo libre, como arduino la 
cual tiene como tarea hacer la comunicación entre 
el computador y el PLC (control lógico programable). 
Este último, encargado de generar los procesos que 
surtirán de piezas el sistema y que posteriormente 
clasificarán según como los pida el usuario (ver fig. 3).
4.2. Software
El programa de software, es el que ejerce la acción 
real de visión humana y está representado princi-
palmente por un algoritmo seleccionador de imáge-
nes el cual para el caso ha sido diseñado, utilizando 
lenguajes [13] y librerías de desarrollo libre [12]. La 
tabla 1, presenta un breve análisis de los lenguajes 
analizados, para su selección.
Para alcance de este trabajo se ha seleccionado 
Python, debido a su versatilidad, al mismo tiempo 
que la facilidad de ser utilizado con los protocolos 
de internet como HTTP, FTP, SMTP, XML-RPC, POP, 
IMAP, CGI.
5. IMPLEMENTACIÓN FUNCIONAL DE LA 
ARQUITECTURA
Como puede apreciarse en la fig. 4, el sistema es 
disparado por el humano, quien interactúa a través 
de una interfaz gráfica del software para seleccionar 
y elegir el objeto (en forma y color). Los detalles de 
los pasos funcionales son descritos a continuación, 
además de mostrar el resultado de los análisis para 
la selección del lenguaje y la librería sobre la cual se 
implementaría el sistema, y las diversas partes del 
código diseñado para el funcionamiento del sistema 
de identificación de imágenes.
5.1. Selección del lenguaje y la librería
Una vez analizados los lenguajes se determina que 
el mejor lenguaje para trabajar el sistema de visión 
artificial que se integrará en el centro integrado de 
manufactura es el lenguaje python junto con la libre-
ría open cv, con la desventaja de que esta es la única 
librería que maneja para el tratamiento de imágenes; 
python es un lenguaje de alto nivel que nos da la 
posibilidad no solo de modificar el programa en cual-
quier momento sino que la estructuración del lengua-
je se realiza en un código simple y fácil de entender 
por si otro programador desea analizar el código im-
plementado; además por ser un lenguaje libre existe 
gran cantidad de información acerca de este lengua-
je, desde literatura básica para el uso de comandos, 
como cursos virtuales que le permiten al usuario 
aprender a manejar este lenguaje fácil y rápido; por 
último y lo más importante es el consumo de recur-
sos que emplea este lenguaje, siendo un lenguaje de 
Fig. 3 Arduino nano
Fig. 2 Sistema seleccionador de productos
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Fig. 4 Arquitectura del sistema
Tabla 1.
Comparación de los lenguajes de software libre
Lenguaje Librerías compatibles Ventajas Desventajas
C++ Torch3vision, VLX, openCV
Es un leguaje de bajo nivel lo que nos permite 
modificar todos los detalles del código si ningún 
problema, su ejecución es rápida ya que no con-
sume gran cantidad de recursos, es compatible 
con todas las librerías.
La complejidad de sus códigos es alta lo cual 
lo hace difícil de leer y de ejecutar en plata-
formas diferentes.
Java openCV
Es un lenguaje interpretado, lo que nos permite 
ejecutarlo bajo cualquier plataforma sin tener que 
recompilar el programa, hay mucha bibliografía 
disponible.
El consumo de recursos es alto por procesos 
innecesarios que se ejecutan, la coordinación 
con la librería resulta bastante complicada y 
la lectura del código aún es muy compleja.
Python openCV
Es un leguaje interpretado lo que permite ejecu-
tarlo en cualquier plataforma sin necesidad de 
recompilar, su escritura y lectura de código es 
bastante simple facilitando la construcción de 
programas complejos y la integración a múltiples 
librerías y tiene una gran cantidad de bibliografía 
disponible.
Su consumo de recursos es alto aunque no 
tanto en comparación con otros lenguajes de 
alto nivel.
alto nivel se supondría que su consumo de recursos 
es muy elevado, sin embargo, es un lenguaje con un 
consumo de recursos bajo en comparación con los 
otros lenguajes de alto nivel lo que lo hace el lengua-
je libre más viable para su utilización en el diseño del 
software de visión artificial.
5.2. diseño del software
El diseño se compone de tres partes las cuales se 
explicarán a continuación.
Interfaz gráfica: esta interfaz desarrollada en la li-
brería PYQT como extensión del PHYTON nos per-
mite interactuar fácilmente con el programa, otorgan-
do una interfaz amigable e intuitiva para los usuarios.
Constructor: esta sección se encarga de ensamblar 
la interfaz gráfica y el programa de identificación de 
imágenes en un solo programa dándole así la funcio-
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Cuerpo principal: para finalizar nos encontramos 
con el cuerpo principal del programa, el cual nos per-
mite generar la aplicación compatible con Windows y 
así poder ejecutar el programa en cualquier compu-
tador con Windows.
5.3. Etapas de funcionamiento
Etapa de Configuración: en esta etapa el usuario 
se encarga, por medio de la interfaz, de darle la or-
den al sistema, de los rangos de colores en RGB que 
serán necesarios para la identificación del objeto en 
su color. Mientras la forma será seleccionada a tra-
vés de la selección de una de las opciones de los 
tipos de objetos disponibles (ver fig. 5).
Etapa de Visión: una vez seleccionados los valores 
de rango en los cuales se desea identificar el objeto, 
se pasa a la etapa de visión donde por medio de una 
cámara física, la cual debe ser integrada por medio 
de código en el sistema (ver fig. 6), se capta la ima-
gen que luego es identificada.
Etapa de Reconocimiento: la etapa de reconoci-
miento se encarga de filtrar las imágenes captadas 
y enviadas por la cámara; este reconocimiento se 
hace mediante el análisis de fotogramas [9] (análisis 
de una foto por lapso de tiempo), en la cual se iden-
tifica en primer lugar el color (ver fig. 7), una vez se 
tenga el color que el usuario determinó en la interfaz 
se analizan los fotogramas (los fotogramas por se-
gundo son modificables en el código); con estos fo-
togramas y los filtros de formas, el software determi-
nará la forma del objeto, si es un circulo un cuadrado 
entre otras figuras.
Etapa de Clasificación: esta es la etapa final del 
proceso en donde una vez se tenga determinado el 
color y la forma de la pieza se manda una instrucción 
a un arduino (ver fig. 8), que es una plataforma de 
programación y prototipado, la cual es el medio de 
comunicación y el encargado de enviar las instruc-
ciones requeridas por el ordenador al sistema electro 
neumático.
6. RESULTADOS
Las siguientes figuras muestran los resultados ob-
tenidos en la identificación, para obtener el recono-
cimiento de color y forma mostrados, en la fig. 9 y 
fig. 10 se ubicó la ficha en frente de la cámara, para 
continuar con la modificación aleatoria de los diferen-
tes valores utilizando el rango de colores RGB (red, 
Green, blue) debido a que la calidad de la identifi-
cación se ve afectada por dos factores básicos [8] 
, el primero es la resolución de la cámara, si se po-
see una cámara de mayor resolución el color sería 
más real y no se alterarían los colores con base en 
el color primario del lente, en este caso el azul, y 
como segundo factor influyente es la luz, esta altera 
también el color de la ficha ya sea aclarándolo u obs-
cureciéndolo.
El sistema seleccionador de productos una vez ter-
minada su implementación obtuvo los siguientes re-
sultados en la adquisición y reconocimiento de las 
imágenes (ver fig. 9)
Se observa como el sistema está identificando los 
objetos de color plateado y al mismo tiempo esta 
identificando y afirmando que la figura es un círculo.
Se muestra cómo el sistema identifica el color na-
ranja y resalta el hecho de que es un cuadrado (ver 
fig. 10).
Fig. 5 Interfaz del sistema Fig. 6 Etapa de visión
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7. TRABAJO FUTURO
Como trabajo se espera, ampliar el conjunto de ob-
jetos con los cuales pueda trabajar el seleccionador, 
variando en materiales como sintéticos, cueros y tex-
turas textiles.
8. CONCLUSIONES
La visión artificial es una herramienta muy útil al mo-
mento de automatizar un proceso de control.
Actualmente la visión artificial es cada vez más fácil 
de implementar gracias a los lenguajes y plataformas 
de desarrollo libre. Este trabajo, es una evidencia de 
una actividad simple de reconocimiento de objetos 
y su articulación para que el sistema trabaje de ma-
nera coordinada, y automatizar así procesos de pro-
ducción.
Los lenguajes libres otorgan al usuario una mayor 
comodidad a la hora de programar un entorno de 
visión artificial, no solo por su gran compatibilidad 
con múltiples sistemas y librerías, sino también por 
su estructura de código simple y fácil de entender lo 
Fig. 7 Etapa de reconocimiento
Fig. 8 Etapa de clasificación
Fig. 9 Reconocimientos de círculos
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que le permite al usuario adaptar estos sistemas en 
muchos más ambientes tanto en la industria como 
en la academia.
El uso de visión artificial en un seleccionador de pro-
ductos es una herramienta de gran ayuda que per-
mite agilizar los procesos de selección y clasificación 
de objetos.
Como trabajo futuro, se propone incrementar la base 
de datos de objetos y ampliar la escala de color, ade-
más de permitir que el sistema pueda ser adaptado 
a otros modelos de producción.
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