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Resumo
As te´cnicas de espectroscopia de difusa˜o tais como a espectroscopia o´ptica de difusa˜o
(DOS) e a espectroscopia de correlac¸a˜o de difusa˜o (DCS) permitem estudar as proprie-
dades o´pticas (ou esta´ticas) e dinaˆmicas, respectivamente, de meios turvos como o tecido
biolo´gico. Em geral, nestas te´cnicas se usam modelos de difusa˜o da luz em meios tur-
vos para estimar a intensidade da luz espalhada ou sua flutuac¸a˜o pelo meio, e atrave´s
da comparac¸a˜o com dados experimentais, quantificar a concentrac¸a˜o e o deslocamento
quadra´tico me´dio das mole´culas absorvedoras e espalhadoras que compo˜em os tecidos.
No entanto, por serem te´cnicas relativamente recentes se conhece pouco em relac¸a˜o a` pro-
pagac¸a˜o da luz em meios com diferentes geometrias, particularmente em relac¸a˜o com as
propriedades dinaˆmicas. Por essa raza˜o, para obter tais propriedades com estas te´cnicas e´
necessa´rio assumir algumas caracter´ısticas dos tecidos tais como homogeneidade e geome-
trias simples que nem sempre sa˜o correspondentes a` situac¸a˜o real, o que pode ocasionar
erros nas estimativas das propriedades. Nos u´ltimos anos, os algoritmos de Monte Carlo
teˆm sido cada vez mais usados para analisar a propagac¸a˜o da luz atrave´s de meios turvos,
entre outras coisas porque envolvem poucas hipo´teses e permitem simular meios com alto
grau de heterogeneidade. Assim, este projeto propoˆs o estudo de simulac¸o˜es de Monte
Carlo no problema de propagac¸a˜o da luz no tecido biolo´gico, adaptando e modificando
o algoritmo livre para download chamado mcxyz. Este estudo se enfocou em meios com
geometrias semi-infinita e de duas camadas. Neste projeto tambe´m se estabeleceu uma
metodologia para a obtenc¸a˜o das propriedades o´pticas e dinaˆmicas de tecidos biolo´gicos,
implementando um algoritmo gene´tico para o caso esta´tico e um algoritmo de Levenberg-
Marquardt para o caso dinaˆmico. Estes algoritmos foram testados sobre as medidas de
DOS e DCS feitas na cabec¸a de volunta´rios sadios, comparando os resultados obtidos com
os resultados encontrados pelas te´cnicas convencionais para meios semi-infinito e de duas
camadas.
Palavras-chaves: Monte Carlo, me´todo de, Espectroscopia o´tica de difusa˜o, Al-
goritmos.
Abstract
Diffusion spectroscopy techniques such as optical diffusion spectroscopy (DOS) and dif-
fusion correlation spectroscopy (DCS) allow to study the optical (or static) properties
and dynamic respectively, of turbid media such as biological tissue. In general, in these
techniques, difusse light models of turbid media are used to estimate the intensity of
scattered light or a fluctuation in the middle and through comparison with experimental
data, to quantify the concentration and the mean square displacement of the absorbing
and scattering molecules which comprise tissues. However, recent techniques being relati-
vely little is known regarding the propagation of light in media with different geometries,
particularly in relation to the dynamic properties. For this reason, for such properties
with these techniques it is needed to take some tissue characteristics such as homogeneity
and simple geometries that are not always correspond to the real situation, which can
lead to errors in estimates of property. In recent years, Monte Carlo algorithms have been
increasingly used to analyze the light propagation through turbid media, among other
things because they involve little hypothesis and allowing to simulate media with a high
degree of heterogeneity. Thus, this project proposes the study of Monte Carlo simulations
on the problem of propagation of light in biological tissue, adapting and modifying the al-
gorithm to free download called mcxyz. This study is focused on media with semi-infinite
geometries and two layers. This project also established a methodology to obtain the
optical and dynamic properties of biological tissues, implementing genetic algorithms to
the static case and Lenverberg Maquerest algorithm for dynamic case. These algorithms
were tested on the DCS and DOS measurements made in head volunteers, comparing the
results obtained with results obtained by conventional techniques for semi-infinite and
two layers media.
Keywords: Monte Carlo method, Diffuse optical spectroscopy, Algorithms.
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1. Introduc¸a˜o
As te´cnicas de espectroscopia atualmente teˆm sido muito usadas para obter informac¸a˜o
em tecidos biolo´gicos. Entre as muitas te´cnicas de espectroscopia de difusa˜o podem se
mencionar 3 tipos: 1) as te´cnicas NIRS (Near infrared Spectroscopy) [82]; 2) as te´cnicas
DOS (Diffuse optical Spectroscopy) [65] e 3) as te´cnicas DCS (Diffuse Correlation Spec-
troscopy). As te´cnicas NIRS e DOS se utilizam para encontrar as propriedades o´pticas
esta´ticas (coeficiente de absorc¸a˜o e espalhamento) no tecido, isto e´, as propriedades que
na˜o mudam no tempo, e com estas propriedades e´ poss´ıvel calcular as concentrac¸o˜es de oxi
e deoxi-hemoglobina no sangue como tambe´m os n´ıveis de saturac¸a˜o do mesmo sangue.
As diferenc¸as destas te´cnicas radicam no fato que na literatura as te´cnicas NIRS sa˜o men-
cionadas como as te´cnicas que usam a luz cont´ınua e por este fato so´ permitem obter as
variac¸o˜es das propriedades o´pticas no tecido e pelo tanto so´ as variac¸o˜es de concentrac¸a˜o
de oxi e deoxi-hemoglobina sa˜o achadas [32, 87]. As te´cnicas de DOS permitem obter as
concentrac¸o˜es absolutas e os n´ıveis de saturac¸a˜o absolutos [18, 41], medindo a intensidade
e a fase da luz emergindo do tecido. As te´cnicas de DCS, em contraste, permitem obter a
informac¸a˜o do fluxo sangu´ıneo [57, 23, 22], calculando o deslocamento quadra´tico me´dio
das part´ıculas espalhadoras com medidas das flutuac¸a˜o da intensidade da luz atinge no
detector.
Para obter informac¸a˜o das treˆs te´cnicas anteriormente mencionadas, um modelo teo´rico
do tecido deve ser criado. Os tecidos biolo´gicos podem ser modelados com a equac¸a˜o de
transporte radiativo [43] e as soluc¸o˜es anal´ıticas desta equac¸a˜o so´ sa˜o poss´ıveis para meios
com alta simetria. No entanto, pelo fato dos tecidos serem meios turvos (meios onde os
eventos de espalhamento sa˜o muito maiores que os de absorc¸a˜o) estes podem ser modela-
dos com uma equac¸a˜o de difusa˜o [81], que e´ uma aproximac¸a˜o da equac¸a˜o de transporte
radiativo, tambe´m conhecida como a aproximac¸a˜o de difusa˜o. As soluc¸o˜es da equac¸a˜o de
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difusa˜o sa˜o uma ferramenta para obter as propriedades o´pticas no tecido. As soluc¸o˜es
anal´ıticas da equac¸a˜o de difusa˜o esta˜o dispon´ıveis para uma quantidade de geometrias
(infinita, semi-infinita [47], duas camadas [48], multicamada [55], etc). A geometria mais
utilizada na literatura para obter informac¸a˜o dos tecidos e´ a geometria semi-infinita, de-
vido a que as soluc¸o˜es das outras geometrias na˜o sa˜o fa´ceis de aplicar por causa da comple-
xidade de suas expresso˜es anal´ıticas. Ale´m que para derivar a equac¸a˜o de difusa˜o se tem
que supor que os meios sa˜o homogeˆneos e os tecidos a priori na˜o tem estas caracter´ısticas.
Soluc¸o˜es nume´ricas da equac¸a˜o de transporte radiativo tambe´m teˆm sido tentadas [51]
tais como os modelos baseados em altas ordens de harmoˆnicos esfe´ricos [27], aproximac¸o˜es
de difusa˜o [5] e aproximac¸o˜es de fases. Estas tentativas sa˜o um verdadeiro desafio com-
putacionalmente mesmo com computadores muito eficientes. Os me´todos de Monte Carlo
podem resolver a equac¸a˜o de transporte radiativo com a precisa˜o desejada. Estes me´todos
utilizam nu´meros aleato´rios para calcular as grandezas f´ısicas, particularmente sa˜o muito
adequados para a simulac¸a˜o de sistemas complexos. Diferente dos me´todos anal´ıticos que
derivam em equac¸o˜es diferenciais, os me´todos de Monte Carlo fazem as previso˜es jogando
muitas tentativas que seguem distribuic¸o˜es de probabilidade e analisando o comporta-
mento estat´ıstico destas tentativas.
Particularmente em tecidos biolo´gicos, os algoritmos de Monte Carlo teˆm sido imple-
mentados, primeiro em simulac¸o˜es rodadas sobre CPU [63, 39, 83, 8, 24] e atualmente
com o avanc¸o tecnolo´gico implementadas em GPU [88, 3, 4, 25, 74, 78]. Aqui se simula a
propagac¸a˜o da luz atrave´s do tecido como a propagac¸a˜o de muitos fo´tons, seguindo cada
um caminhos aleato´rios com certas regras dadas por func¸o˜es de distribuic¸a˜o de acordo
com a f´ısica nos tecidos, e que em princ´ıpio assumem menos caracter´ısticas dos tecidos se
compara-se com a aproximac¸a˜o de difusa˜o. Tambe´m conve´m mencionar que os meios com
geometrias complexas e altamente heterogeˆneos podem ser simulados com os me´todos de
Monte Carlo. A dinaˆmica das part´ıculas que se movimentam dentro do tecido tambe´m
foi estudada com os me´todos de Monte Carlo [10].
As fontes simuladas nesta dissertac¸a˜o va˜o ser fontes cont´ınuas temporalmente, remar-
cando o fato que as fontes de outro tipo (domı´nio da frequencia, pulso temporais) tambe´m
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podem ser simuladas. As propriedades o´pticas nos tecidos sa˜o dadas e depois do programa
rodar a distribuic¸a˜o de flueˆncia gerada pelos fo´tons no meio e´ obtida. Este enfoque se co-
nhece como o problema direto, isto e´, dadas certas propriedades (esta´ticas e dinaˆmicas) se
obte´m as grandezas f´ısicas. Todavia, na pra´tica dos laborato´rios se tem o caso contra´rio,
a medida de um sinal em um detector que sai de uma fonte e interage com o tecido
pode ser coletada e o desafio e´ achar as propriedades o´pticas geradas por este sinal, este
se conhece como problema inverso. Utilizar os me´todos de Monte Carlo para resolver o
problema inverso e´ deseja´vel pela facilidade que teˆm estes me´todos de modelar geome-
trias complexas, o que permite validar metodologias comuns nas te´cnicas NIRS, DCS e
DOS para obter propriedades o´pticas. Na literatura tem sido reportados algoritmos para
resolver o problema inverso com os me´todos de Monte Carlo [72, 36, 62, 71, 78, 2] para
o caso esta´tico. A principal desvantagem destes algoritmos e´ que teˆm a hipo´tese que a
trajeto´ria dos fo´tons na˜o muda com a mudanc¸a das propriedades o´pticas, o que a priori
na˜o e´ verdade.
Os principais objetivos desta dissertac¸a˜o sa˜o:
1. Estudar as caracter´ısticas relevantes como por exemplo o caminho mais prova´vel
dos fo´tons ao ser propagar nos tecidos, a percentagem dos tecidos biolo´gicos tanto
no caso em que as part´ıculas dentro do meio se assumem esta´ticas e quando o
movimento das part´ıculas e´ tida em conta. Um co´digo aberto livre para download
escrito em linguagem C e chamado mcxyz foi utilizado e modificado para fazer esta
ana´lise.
2. Implementar algoritmos de otimizac¸a˜o que permitam obter as propriedades o´pticas e
dinaˆmicas em tecidos biolo´gicos (cabec¸a), testa-los em medidas de DOS e DCS feitas
nos mesmos laborato´rios e comparar estes resultados com os me´todos tradicionais
de calcular tais propriedades.
Na sec¸a˜o 2 se apresenta a base teo´rica dos me´todos de Monte Carlo, primeiro dando
um repasso dos to´picos de probabilidade (subsec¸o˜es 2.1, 2.2 ). Os teoremas dos me´todos
Monte Carlo sa˜o tratados na subsec¸a˜o 2.3. Finalmente na subsec¸a˜o 2.4 e´ apresentada as
te´cnicas mais comuns de amostragem de varia´veis aleato´rias.
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Na sec¸a˜o 3 sa˜o apresentados os aspetos teo´ricos da espectroscopia de difusa˜o. O cap´ıtulo
esta´ divido em duas partes. A primeira parte trata a base teo´rica da espectroscopia o´ptica
de difusa˜o (subsec¸a˜o 3.1). A segunda parte mostra os aspeitos teo´ricos (subsec¸a˜o 3.2) da
espectroscopia de correlac¸a˜o de difusa˜o.
Na sec¸a˜o 4 se descreve o algoritmo de Monte Carlo de multicamadas para o caso par-
ticular da propagac¸a˜o da luz em tecidos [83]. Na subsec¸a˜o 4.2 e´ apresentado com detalhe
cada esta´gio do algoritmo e como as grandezas f´ısicas como a flueˆncia, reflectaˆncia e
absorbaˆncia podem ser encontradas com a simulac¸a˜o. Na sec¸a˜o 4.3 se mostram outros
algoritmos que permitem simular meios com simetrias mais variadas que as multicamadas.
Na sec¸a˜o 5 se aborda o problema direto e este cap´ıtulo se divide em duas partes. A
primeira parte exposta nas subsec¸o˜es 5.1-5.4 mostra os resultados quando as part´ıculas
do meio se assumem imo´veis (caso esta´tico). Nestas subsec¸o˜es se mostra a validac¸a˜o do
co´digo para geometrias semi-infinitas e duas camadas, a trajeto´ria mais prova´vel no tecido
da luz que sai da fonte e atinge em um detector e a percentagem de luz que atinge certa
profundidade no mesmo tecido. Na segunda parte do cap´ıtulo se expo˜e como a dinaˆmica
das part´ıculas pode ser inclu´ıda no algoritmo, como se modificou o co´digo e por u´ltimo
se validou a metodologia para geometrias semi-infinitas e duas camadas, comparando os
resultados da simulac¸a˜o com as soluc¸o˜es anal´ıticas.
Na sec¸a˜o 6 se aborda o problema inverso e este cap´ıtulo esta´ dividido em treˆs partes.
Na primeira parte se apresenta uma explicac¸a˜o dos algoritmos de otimizac¸a˜o. Na segunda
parte se mostra como o algoritmo gene´tico foi implementado para achar as propriedades
o´pticas esta´ticas. Na terceira e u´ltima parte se aborda o caso dinaˆmico, mostra-se como o
algoritmo Levenberg-Marquardt pode ser implementado para encontrar as propriedades
dinaˆmicas em tecidos. Ambos os algoritmos foram testados em medidas de DOS e DCS
e validados comparando os resultados dos algoritmos encontrados com os resultados dos
me´todos convencionais.
Finalmente na sec¸a˜o 7 se apresenta um breve resumo do que foi feito e se sugere
poss´ıveis direc¸o˜es para continuar este trabalho.
2. Me´todos de Monte Carlo
Chegar em casa, as vezes na˜o pode ser fa´cil, ainda mais se a pessoa esta´ beˆbada. A raza˜o
para que uma pessoa beˆbada lhe seja dif´ıcil chegar em casa radica que ao caminhar os seus
passos na˜o sa˜o coordenados, isto e´, o passo posterior na˜o depende do anterior. Caminhos
com esta condic¸a˜o se conhecem como caminhos aleato´rios. Muitos fenoˆmenos em f´ısica
podem ser simulados considerando corpos que se movimentam aleatoriamente. Particu-
larmente, nesta dissertac¸a˜o se esta´ interessado em estudar a propagac¸a˜o da luz atrave´s de
meios materiais, que pode ser vista como a propagac¸a˜o de muitos fo´tons no meio, cada
um percorrendo um caminho aleato´rio [88]. Nestes caminhos tanto a distaˆncia percorrida
quanto a variac¸a˜o de direc¸a˜o de um fo´ton em cada evento espalhador ou absorvedor va-
riam aleatoriamente. A grandeza e´ representada por va´riaveis estoca´sticas amostradas a
partir de func¸o˜es de distribuic¸a˜o de acordo com a f´ısica da interac¸a˜o da luz com o meio.
Me´todos Monte Carlo sa˜o uma se´rie de algoritmos que utilizam varia´veis estoca´sticas para
estudar problemas que a priori na˜o sa˜o estoca´sticos 1 [35]. Como se mencionou antes,
estas grandezas estoca´sticas devem ser amostrados seguindo uma determinada func¸a˜o de
distribuic¸a˜o. Assim, na aplicac¸a˜o dos me´todos Monte Carlo e´ necessa´rio o uso de te´cnicas
de amostragem de varia´veis estoca´sticas. Este cap´ıtulo tem como fim apresentar a teoria
dos Me´todos de Monte Carlo, fazendo em princ´ıpio uma revisa˜o de probabilidades para
logo apresentar teoremas fundamentais dos me´todos. O cap´ıtulo termina mostrando as
te´cnicas mais utilizadas para amostrar varia´veis estoca´sticas.
2.1. O que sa˜o me´todos de Monte Carlo?
No se´culo dezenove comec¸a a aparecer distinc¸a˜o entre dois me´todos matema´ticos diferen-
tes de tratar fenoˆmenos f´ısicos. Problemas que envolvem poucas part´ıculas sa˜o estudadas
1Aqui na˜o estoca´stico se refiere ao fato de problemas que em principio podem se analisados com modelos
teoricos que na˜o usam varia˜veis estocasticas
2.1 O que sa˜o me´todos de Monte Carlo? 21
em mecaˆnica cla´ssica, atrave´s do estudo de sistemas de equac¸o˜es diferenciais. Para estudar
sistemas de muitas part´ıculas, uma te´cnica inteiramente nova foi usada, isto e´, o me´todo
da mecaˆnica estat´ıstica, o qual muitas vezes e´ poss´ıvel analisar como uma superposic¸a˜o
de eventos aleato´rios de cada uma das part´ıculas. Por exemplo, em um ga´s, a posic¸a˜o
e a velocidade pode-se considerar estoca´sticas. Assim, e´ poss´ıvel simular tais processos
com varia´veis estoca´sticas para calcular grandezas f´ısicas [44]. Uma classe de me´todos
que fazem uso das varia´veis aleato´rias para obtenc¸a˜o de uma grandeza sa˜o conhecidos
como me´todos de Monte Carlo. Os me´todos de Monte Carlo sa˜o um conjunto de algorit-
mos usados primeiramente por cientistas que trabalhavam no desenvolvimento da bomba
atoˆmica em Los Alamos na de´cada de 1940.
Para mostrar o que se quer dizer quando se fala de ca´lculo Monte Carlo, considere
um c´ırculo incrustado num quadrado, no qual, a raza˜o da a´rea do c´ırculo pela a´rea do
quadrado e´ π/4 [75]. Espera-se que se os pontos sa˜o colocados aleatoriamente no qua-
drado, uma frac¸a˜o π/4 caia dentro do c´ırculo. Enta˜o e´ poss´ıvel gerar pares de vatiaveis
stocasticas sobre o quadrado mediante o uso de um computador e contando a frac¸a˜o de
pontos que atingem o c´ırculo estimar o nu´mero π. Quanto mais varia´veis forem usadas,
esta frac¸a˜o deveria estar se aproximando de π/4 e esta frac¸a˜o seria um melhor estimador
para π. Tambe´m e´ poss´ıvel demostrar que o erro relativo entre o o nu´mero π e o achado
com Monte Carlo decresce como N−1/2, onde N e´ a quantidade de variaveis simuladas
[45]. Este exemplo mostra que varia´veis estoca´sticas podem ser usadas para resolver o
problema matema´tico, neste caso, o ca´lculo de uma integral definida para a regia˜o mos-
trada na figura 2-1.
O fato que as repostas sejam sujeitas a`s leis da chance e´ uma debilidade do Monte
Carlo. Mas isto na˜o e´ fatal, devido a que se pode saber quanto o resultado e´ preciso, e se
for necessa´rio tambe´m se pode obter uma resposta mais exata realizando mais experimen-
tos. Uma resposta mais precisa esta´ fortemente ligada com o tempo computacional. A
determinac¸a˜o do valor do nu´mero π pode ser feita mais ra´pida e com uma precisa˜o mais
alta com outros me´todos diferentes de Monte Carlo. No entanto, os me´todos de Monte
Carlo sa˜o os u´nicos me´todos efetivos para calcular integrais multidimensionais numerica-
mente.
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Figura 2-1.: Figura representativa do ca´lculo de π com simulac¸a˜o de Monte Carlo.
Em conclusa˜o, pode-se definir me´todos Monte Carlo como me´todos que exigem o uso de
varia´veis estoca´sticas em um ca´lculo que tem uma estrutura de um processo estoca´stico.
Por processos estoca´sticos se pode entender como uma sequeˆncia de estados que evoluem
de acordo com func¸o˜es de densidades de probabilidade.
2.2. Noc¸o˜es de probabilidade
Para entender em profundidade a maneira em que trabalham os me´todos de Monte Carlo
e´ preciso rever e aprofundar alguns conceitos de probabilidade. Para o qual, nesta sec¸a˜o
se explicara´ uns conceitos de probabilidade centrais dos Me´todos de Monte Carlo, tais
como varia´veis estoca´sticas, teoremas fundamentais.
2.2.1. Eventos estoca´sticos
Os pontos de um espac¸o de amostragem podem ser dados por objetos concretos que
possuem determinadas qualidades, as quais podem ser medidas. Por exemplo, se con-
siderarmos uma mac¸a˜ como um objeto concreto do espac¸o de amostragem, umas das
qualidades que se poderiam determinar de tal objeto seriam o peso e o volume. Referente
aos eventos aleato´rios, estes podem ser os resultados de um experimento ou um teste. Por
exemplo, em um lanc¸amento de um dado, a varia´vel aleato´ria seria um nu´mero associado
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a cada poss´ıvel resultado do evento.
Dependendo da complexidade do evento, se pode ter dois tipos de eventos: elementares
e compostos [45]. Os eventos elementares sa˜o aqueles que na˜o podem ser analisados em
eventos mais simples. Como exemplos de eventos elementares podemos mencionar o re-
sultado do lanc¸amento de uma moeda (cara, coroa), e o resultado de rolar um dado (1-6).
Eventos compostos sa˜o aqueles definidos de um nu´mero de eventos elementares. Como
exemplos de eventos compostos temos o lanc¸amento de uma moeda duas vezes (com qua-
tro resultados poss´ıveis, cara-cara, cara-coroa, coroa-cara, coroa-coroa). A`s vezes e´ u´til
chamar a este par como o evento unita´rio.
Eventos aleato´rios podem ocorrer na natureza, por exemplo, o resultado do espalha-
mento de um ele´tron por um a´tomo na˜o pode ser predito com certeza. E´ dif´ıcil saber quais
eventos aleato´rios naturais sa˜o “elementares”, embora se possa simplificar os modelos de
processos f´ısicos tratando alguns eventos como elementares, e assim simular eventos com-
postos. A distinc¸a˜o entre um evento aleato´rio elementar e outros depende da informac¸a˜o
e da profundidade da ana´lise dada ao problema. Assim, uma importante classe de eventos
como “o espalhamento ela´stico mu´ltiplo”de neˆutron por nu´cleos e´ usualmente analisado
como uma sequeˆncia de dois eventos aleato´rios elementares (espalhamento e absorc¸a˜o)
[59]. Um ca´lculo Monte Carlo poderia na˜o fazer tal distinc¸a˜o, dependendo de sua in-
tenc¸a˜o.
Ao conjunto de todos os poss´ıveis resultados de um evento aleato´rio se conhece como
espac¸o amostral Ω. Um subconjunto do espac¸o amostral A se chama um sucesso. Outro
conceito importante e´ o conceito de probabilidade que e´ uma regra que designa um nu´mero
0 ≤ P (A) ≤ 1 a cada sucesso A com
P (Ω) = 1, (2-1)
tal que para qualquer sequeˆncia de sucessos disjuntos Ai se cumpre a regra da soma:
P (∪iAi) =
∑
i
P (Ai). (2-2)
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A probabilidade condicionada de que ocorra B se ocorreu A, que se denota P (B|A)
vem dada por:
P (B|A) = P (AB)
P (A)
, (2-3)
onde P (AB) ≡ P (A ∩ B) e´ a probabilidade conjunta de que ocorram A e B. De fato,
como B ⊂ A, o sucesso B ocorre se A\B com probabilidade relativa P (A\B)/P (A). Se o
fato de que ocorra A na˜o muda a probabilidade de que acontec¸a B, P (B|A) = P (B), diz
que A e B sa˜o eventos independentes.
2.2.2. Varia´veis estoca´sticas
A descric¸a˜o completa de Ω e P de um experimento aleato´rio na˜o resulta sempre necessa´ria.
Geralmente basta associar um ou va´rios nu´meros X (varia´vel (is) estoca´sticas (s)) aos re-
sultados do experimento. Por exemplo, no caso do lanc¸amento de moedas pode ser mais
interessante conhecer a probabilidade de que saia k vezes cara, P (X = k).
Quando a varia´vel estoca´stica pode tomar qualquer valor de um conjunto numera´vel,
esta varia´vel e´ chamada discreta. No entanto, existem varia´veis estoca´sticas que podem
tomar qualquer valor cont´ınuo; a este tipo de varia´vel se conhece como varia´vel cont´ınua.
Como exemplo se pode mencionar a posic¸a˜o de um ele´tron ao ser espalhado por um a´tomo.
Abaixo se mostrara´ algumas propriedades das varia´veis aleato´rias discretas.
Varia´veis estoca´sticas discretas
O resultado de um experimento pode ser descrito por uma varia´vel estoca´stica X que pode
tomar um nu´mero finito de valores aos quais se designa individualmente uma probabili-
dade, f(x) = P (X = x), conhecida como func¸a˜o de densidade probabilidade. Diz-se que
uma varia´vel estoca´stico X tem uma distribuic¸a˜o discreta se somente para um conjunto
numera´vel de valores xi se tem:
P (X = xi) > 0, com
∑
i
P (X = xi) = 1, (2-4)
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chama-se func¸a˜o distribuic¸a˜o de probabilidade (pdf) a f(x) = P (X = x) e o valor esperado
de uma varia´vel aleato´ria X , isto e´ a me´dia, e´ definido como
E(X) ≡
∑
i
P{X = xi}xi =
∑
i
pixi = µ, (2-5)
onde µ e´ chamado o valor esperado ou me´dia. Em f´ısica e´ comum escrever o valor espe-
rado como 〈X〉. Deve-se ressaltar que a me´dia e´ uma me´dia ponderada dos valores que
pode tomar X , onde cada peso e´ igual a` probabilidade respectiva. O anterior e´ ana´logo
ao conceito de momento linear em mecaˆnica, onde os deslocamentos sa˜o as varia´veis es-
toca´sticas, os pesos correspondem a`s probabilidades e a me´dia corresponde ao centro´ide.
Os valores esperados das poteˆncias de X da˜o informac¸a˜o importante sobre a distri-
buic¸a˜o. O n-e´simo momento de x e´ definido como o valor esperado da n-e´sima poteˆncia
de X :
〈Xn〉 =
∑
i
pix
n
i , (2-6)
por exemplo,
〈X2〉 =
∑
i
pix
2
i . (2-7)
Os momentos centrais esta˜o definidos como:
〈(X − 〈X〉)n〉 =
∑
i
pi(xi − 〈X〉)n. (2-8)
O segundo momento central e´ chamado variaˆncia e sua raiz quadrada e´ a medida da
dispersa˜o da varia´vel estoca´stica (desvio padra˜o). Quanto menor for a variaˆncia de uma
varia´vel estoca´stica, os valores da varia´vel estara˜o mais concentrados em torno da me´dia.
Duas varia´veis estoca´sticas podem ser independentes ou na˜o. Diz-se independentes
se elas derivam de eventos independentes. Quando as varia´veis na˜o sa˜o necessariamente
independentes, uma nova quantidade pode ser introduzida: a covariaˆncia, que mede o
grau de dependeˆncia de duas varia´veis estoca´sticas A e B e e´ definida como:
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Cov(X, Y ) = 〈XY 〉 − 〈X〉〈Y 〉. (2-9)
A covariaˆncia e´ zero quando X e Y sa˜o independentes, conve´m assinalar que o rec´ıproco
na˜o e´ necessariamente certo. A covariaˆncia pode tomar tantos valores positivos quanto
valores negativos. Outra quantidade derivada da covariaˆncia e´ o coeficiente de correlac¸a˜o,
ρ(X, Y ) =
Cov(X, Y )
[V ar(X)V ar(Y )]
1
2
. (2-10)
Varia´veis estoca´sticas cont´ınuas
Seja X uma varia´vel estoca´stica de tipo cont´ınuo que pode tomar qualquer valor em
um intervalo da reta real [a, b]. Em uma amostra de tamanho n, os valores obtidos se
podem representar mediante um histograma. Para esta situac¸a˜o se a func¸a˜o de densidade
e definida como:
fx(x) = lim
h→0
P (x− h ≤ X ≤ x+ h)
2h
. (2-11)
Aqui surge o conceito de func¸a˜o de densidade como a func¸a˜o limite que se ajusta
ao histograma. A probabilidade de um intervalo [a, b] sera´ limitada por essa func¸a˜o de
densidade, as retas x = a, x = b e o eixo das abscissas. A definic¸a˜o da func¸a˜o de densidade
mostrada na equac¸a˜o (2-11) permite obter as seguintes propriedades
1.fx ≥ 0, ∀x ∈ R (2-12)
e
2.
∫ ∞
−∞
fx(x)dx = 1. (2-13)
Pode-se notar que a condic¸a˜o da soma da func¸a˜o de probabilidade e´ substitu´ıda para o
caso cont´ınuo por uma integral. Agora, a func¸a˜o de distribuic¸a˜o de uma varia´vel cont´ınua
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X pode ser expressada a partir da func¸a˜o de densidade como
P (a ≤ X ≤ b) =
∫ b
a
fx(x)dx. (2-14)
Portanto, a func¸a˜o de densidade de uma varia´vel estoca´stica e´ a derivada da sua func¸a˜o
de distribuic¸a˜o. A partir da definic¸a˜o expressada na equac¸a˜o (2-14) pode-se definir a me´dia
e a variaˆncia.
Definic¸o˜es. Considerando uma varia´vel estoca´stica X com func¸a˜o de densidade fx(x),
a me´dia ou esperanc¸a de X se define como
E[X ] =
∫ b
a
fx(x)xdx. (2-15)
A variaˆncia de X se define como
V ar(X) =E[(X − µ)2] =
∫ b
a
(x− µ)2fx(x)dx
=E[X2]− µ2.
(2-16)
Um caso particular desta definic¸a˜o e´ a func¸a˜o de distribuic¸a˜o cumulativa, Fx(x), a qual
descreve a probabilidade que a varia´vel estoca´stica X tenha um valor menor do que x,
Fx =
∫ a
x
fx(x)dx. (2-17)
Como exemplos de func¸o˜es de distribuic¸a˜o de probabilidades temos a distribuic¸a˜o Bi-
nomial, a distribuic¸a˜o Geome´trica e a distribuic¸a˜o de Poisson. No apeˆndice A se dara´
uma explicac¸a˜o detalhada destas distribuic¸o˜es.
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2.3. Teoremas limites em Monte Carlo
Na estat´ıstica e´ muito importante obter concluso˜es sobre uma amostra dada e estabelecer
qua˜o confia´veis sa˜o essas concluso˜es. Por isso, e´ de uma importaˆncia grande conhecer o
comportamento assinto´tico das varia´veis estoca´sticas.
Nesta sec¸a˜o, estudam-se alguns dos resultados mais importantes dentro dos teoremas
limite, como sa˜o: a lei fraca dos grandes nu´meros, a lei forte dos grandes nu´meros, e o
teorema do limite central, chamado assim, por ser o teorema central dos teoremas limites
da teoria de probabilidade.
2.3.1. Lei dos grandes nu´meros
A lei dos grandes nu´meros diz que quando e´ feito um experimento de cara´ter aleato´rio
muitas vezes, a frequeˆncia relativa das realizac¸o˜es dos experimentos se estabilizam em um
nu´mero coincidente com a probabilidade do valor esperado [26].
A lei dos grandes nu´meros e´ uma famı´lia de teoremas que descrevem o comporta-
mento assinto´tico da me´dia aritme´tica µn de n varia´veis estoca´sticas X que compo˜em
uma sequeˆncia,
µn =
X1 +X2 + ... +Xn
n
. (2-18)
O comportamento de µn com relac¸a˜o a` convergeˆncia em probabilidades vai resultar em
va´rios tipos de leis dos grandes nu´meros. Se Xn converge em probabilidade a` me´dia se
fala de uma lei forte dos grandes nu´meros . Por outro lado, se a varia´vel converge quase
certamente a seu valor esperado se fala de uma lei fraca dos nu´meros grandes.
Lei fraca dos grandes nu´meros
A lei fraca dos grandes nu´meros e´ uma das aplicac¸o˜es mais importantes de convergeˆncia em
probabilidade. Quando se conhece a distribuic¸a˜o de uma varia´vel estoca´stica e´ poss´ıvel
calcular seu valor esperado e sua variaˆncia. No entanto, o conhecimento destas duas
quantidades na˜o permite calcular uma probabilidade de tipo P (|X − c| > ǫ). O ma-
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tema´tico russo Chebyschev provou uma desigualdade conhecida como desigualdade de
Chebyschev [15], a qual oferece um valor limite para essas probabilidades. A desigualdade
de Chebyschev e´ um caso particular da desigualdade de Markov, a qual vai ser apresentada
a continuac¸a˜o.
Teorema: desigualdade de Markov. Se X e´ uma varia´vel estoca´stica na˜o negativa
com um valor esperado finito, enta˜o, para todo a > 0, cumpre-se
P (X ≥ a) ≤ E[X ]
a
. (2-19)
Teorema: desigualdade de Chebyschev.
Seja X uma varia´vel estoca´stica como var(X) <∞. Enta˜o, para todo ǫ > 0, cumpre-se
o seguinte
P (|X − E[X ]| ≥ ǫ) ≤ 1
ǫ2
V ar(X). (2-20)
Como uma aplicac¸a˜o da desigualdade de Chebyschev se obteˆm a lei fraca dos grandes
nu´meros. Este e´ um dos resultados teo´ricos mais importantes da teoria da probabilidade
e foi mostrado inicialmente por Jacobo Bernoulli para um caso particular. A lei de´bil
dos nu´meros grandes estabelece que o valor esperado E[X ] de uma varia´vel estoca´stica
X pode ser considerado como uma idealizac¸a˜o para n suficientemente grande da me´dia
aritme´tica.
Lei forte dos grandes nu´meros
O resultado seguinte, conhecido como a lei forte dos grandes nu´meros, e´ talvez a lei mais
conhecida da teoria da probabilidade. Ela estabelece que a me´dia aritme´tica de uma
sequeˆncia de varia´veis estoca´sticas e igualmente distribu´ıdas convergem, com probabili-
dade 1, a` me´dia da distribuic¸a˜o.
Teorema: lei forte dos grandes nu´meros.
Seja X1, X2, ..., Xn uma sequeˆncia de varia´veis estoca´sticas independentes e igualmente
distribu´ıdas com valor esperado finito, µ e variaˆncia finita σ2. Enta˜o,
µn =
X1 +X2 + ... +Xn
n
, (2-21)
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Figura 2-2.: A linha azul tracejada corresponde ao resultado obtido pela simulac¸a˜o para
a me´dia aritme´tica a` medida que se aumentava o nu´mero de lanc¸amentos
dos dados e a linha vermelha so´lida corresponde a` me´dia teo´rica.
converge a µ certamente.
Esta lei justifica a interpretac¸a˜o intuitiva que a me´dia varia´vel estoca´stica identicamente
distribu´ıdas converge a longo prazo ao valor esperado da distribuic¸a˜o correspondente. Por
exemplo, para encontrar o valor me´dio dos resultados ao lanc¸ar um dado, faz-se muitos
lanc¸amentos do dado e depois a me´dia aritme´tica destes. Na figura (2-2), apresenta-se
os resultados da me´dia aritme´tica da simulac¸a˜o do experimento anterior a` medida que se
vai aumentando o lanc¸amento de dados, da qual se pode observar que se vai apertando
mais a´ me´dia ou valor esperado quando o nu´mero de lanc¸amentos aumenta.
2.3.2. Teorema do limite central
O teorema central e´ um dos resultados mais importantes da teoria de probabilidade. Este
resultado, conhecido como Teorema do Limite Central, foi provado pela primeira vez no
ano de 1733 pelo matema´tico franceˆs AbrahamMoivre [19]. No ano de 1812, o matema´tico
franceˆs Pierre Simon Laplace, provou uma versa˜o mais geral do teorema. A prova mais
rigorosa do teorema, tal como e´ conhecida hoje, foi apresentada pelo matema´tico russo
Liapounoff no ano de 1901 [54].
O Teorema do Limite Central estabelece que a me´dia aritme´tica das varia´veis es-
toca´sticas independentes e igualmente distribu´ıdas tem aproximadamente uma distri-
buic¸a˜o normal, quando o nu´mero de varia´veis estoca´sticas e´ grande e quando a variaˆncia
e´ finita e diferente de zero, como se mostra na figura 2-3.
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N=1 N=2 N=3 N=4
Figura 2-3.: Distribuic¸a˜o da me´dia de N varia´veis independentes identicamente dis-
tribu´ıdas entre [0,1]. Ao aumentar N , as me´dias se aproximam de uma
distribuic¸a˜o normal (linhas descont´ınuas).
Teorema: teorema do limite central. Seja X1, X2, ..., XN , uma sequeˆncia
de varia´veis estoca´sticas independentes e igualmente distribu´ıdas com uma me´di,a µ e
variaˆncia 0 < σ2 <∞. Ale´m disso, seja
Sn =
n∑
j=1
Xj (2-22)
e
Yn =
Sn − nµ
σ
√
n
. (2-23)
Enta˜o, a sequeˆncia das varia´veis Y1, Y2, ..., Yn converge em distribuic¸a˜o a uma varia´vel
estoca´stica Y , onde Y tem uma distribuic¸a˜o normal padra˜o, isto e´,
lim
n→∞
P
(Sn − nµ
σ
√
n
≤ x
)
= φ(x); para todo x ∈ R, (2-24)
o qual mostra que quando N e´ muito grande, os valores de SN seguem uma distribuic¸a˜o
normal com a me´dia igual a µ = E[(X)] e variaˆncia igual a var((X)) = σ
N
.
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2.4. Amostragem das varia´veis estoca´sticas
Com a amostragem de vaia´veis estoca´sticas se pretende gerar varia´veis aleato´rias baseados
em uma distribuic¸a˜o de probabilidade de qualquer tipo. O qual se consegue em dois passos:
1) a gerac¸a˜o de nu´meros pseudoaleato´rias (criadas mediante algoritmos determin´ısticos
em um computador) uniformente distribu´ıdas no intervalo (0,1), e 2) a gerac¸a˜o de uma
varia´vel estoca´stica com uma distribuic¸a˜o de probabilidade determinada. O passo mais
importante esta´ no tipo de me´todo que se vai usar para obter a varia´vel estoca´stica, o
qual vai mudar dependendo da complexidade da distribuic¸a˜o necessa´ria.
2.4.1. Gerador de nu´meros aleato´rios
As me´dias de muitos eventos aleato´rios em simulac¸a˜o de MC oferecem resultados com uma
precisa˜o razoa´vel em algum caso particular de estudo. Para obter tais eventos aleato´rios
se precisa de ferramentas geradoras de nu´meros aleato´rios. Na realidade, em programac¸a˜o
e´ prefer´ıvel usar os geradores de um jeito pseudoaleato´rio a partir de uma semente que
produz sempre uma sequeˆncia de nu´meros aleato´rios igual e uniformemente distribu´ıda
entre 0 e 1 [68]. O gerador de nu´meros pseudoaleato´rios utilizado se denomina gerador
de congrueˆncia linear e tem a forma mostrada na seguinte equac¸a˜o 2-25
R = (aRn−1 + c)mod x, (2-25)
onde a e c sa˜o constantes inteiras.
2.4.2. Me´todos de amostragem de varia´veis estoca´sticas
Existe uma variedade de me´todos para amostrar varia´veis estoca´sticas a partir dos nu´meros
aleato´rios. Cada me´todo se aplica a um so´ subconjunto de distribuic¸o˜es, dependendo
da caracter´ısticas de estas distribuic¸o˜es (como dimensionalidade, complexidade anal´ıtica,
etc), e assim um me´todo pode ser mais eficiente do que o outro.
Transformac¸a˜o inversa
Precisamos amostrar uma varia´vel estoca´sticas, Y , de uma func¸a˜o de distribuic¸a˜o ∼ f(y)
a partir de um nu´mero aleato´rio distribu´ıdo entre 0 e 1, ξ. Se Y = y(X), e´ uma func¸a˜o
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Figura 2-4.: Representac¸a˜o gra´fica do me´todo de inversa˜o, onde uma varia´vel estoca´stica,
y1 de uma distribuic¸a˜o de probabilidade fy e´ amostrada a partir de um
nu´mero aleato´rio, ξ1.
na˜o decrescente de y, enta˜o, sua func¸a˜o de distribuic¸a˜o cumulativa Fy cumpre [45]
Fy(y) = Fξ(ξ), (2-26)
Como a func¸a˜o de distribuic¸a˜o cumulativa de ξ e´
Fξ =

0 se ξ < 0
ξ se 0 ≤ ξ ≤ 1
1 se ξ ≥ 1.
Assim, a func¸a˜o que se esta´ procurando pode ser encontrada resolvendo para Y (ξ) na
equac¸a˜o (2-26) (invertendo).
Fy = ξ. (2-27)
A figura 2-4 mostra graficamente o me´todo de inversa˜o.
Me´todo de aceitac¸a˜o-rejeic¸a˜o
Este me´todo consiste em gerar inicialmente uma varia´vel estoca´stica e seguidamente pro-
var se tal varia´vel estoca´stica vem da distribuic¸a˜o que se esta´ analisando. Para entender
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Figura 2-5.: Histograma dos dados gerados com o algoritmo para obter varia´veis es-
toca´sticas.
a lo´gica deste me´todo, suponha que f(x) e´ uma distribuic¸a˜o de probabilidade delimitada
e definida em um intervalo finito, a ≤ x ≤ b. De acordo com a func¸a˜o de probabilidade,
a aplicac¸a˜o deste me´todo sera´ dada pelo seguinte algoritmo [56]
1. Normalizar o intervalo onde a func¸a˜o f esta´ definida mediante um fator de escala
c, tal que
cf(x) ≤ 1, a ≤ x ≤ b, (2-28)
onde
c = sup {f(x); x ∈ [a, b]} . (2-29)
2. Gerar dois nu´meros aleato´rios uniformes R1 e R2.
3. Determinar o valor da varia´vel estoca´stica x de acordo com a seguinte relac¸a˜o linear
de R1
x = a+ (b− a)R1. (2-30)
4. Avaliar a func¸a˜o de probabilidade no x obtido no passo anterior.
5. Determinar se a seguinte desigualdade se cumpre
R2 ≤ cf(x). (2-31)
Se a resposta para o u´ltimo item e´ afirmativa, enta˜o se toma o valor da varia´vel es-
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toca´stica obtida como valor simulado. Do contra´rio, volta-se ao passo primeiro e se repete
o processo todo. A teoria do me´todo se baseia no fato que a probabilidade que acontec¸a
R2 ≤ cf(x) e´ exatamente cf(x). Por consequeˆncia, o nu´mero escolhido do acaso, de
acordo com a fo´rmula do passo (2), e´ rejeitado se R2 > cf(x). A distribuic¸a˜o de probabi-
lidade das n varia´veis estoca´sticas aceitadas e´ exatamente f(x). Finalmente, e´ conveniente
mencionar que alguns autores, como Tocher [79], teˆm mostrado que o nu´mero esperado
de tentativas para que x seja aceita como varia´vel estoca´stica correspondente a uma
distribuic¸a˜o de probabilidade f(x) e´ 1
c
. Isto significa que o me´todo pode ser um pouco
ineficiente para determinadas distribuic¸o˜es de probabilidade nos quais a moda seja grande.
Pode ser considerado o seguinte caso , o qual e´ representado na figura 2-5, no que se
quer gerar varia´veis estoca´sticas que seguem a seguinte distribuic¸a˜o:
fx =
3
4
(1− x2), se− 1 ≤ x ≤ 1, (2-32)
o que implica que x = 2R − 1, mas fx(x) esta´ definida no intervalo 0 ≤ fx(x) ≤ 34 . A
func¸a˜o pode ser normalizada fazendo c = 4
3
, com o que se pode transformar a fx(x) ao
intervalo unita´rio. Agora, para gerar valores da varia´veis estoca´sticas com distribuic¸a˜o de
probabilidade fx(x), tem-se que aplicar o algoritmo aqui proposto:
1. Gerac¸a˜o dos nu´meros aleato´rios R1 e R2.
2. Calcular a varia´vel estoca´stica com x = 2R1 − 1.
3. Se R2 ≤ 43f(2R1 − 1),aceita-se a varia´vel estoca´stica que cumpra essa condic¸a˜o.
Note, que os nu´meros R1 e R2 que sa˜o gerados esta˜o distribu´ıdos uniformemente sobre
o retaˆngulo [a, b] × [0, c] e os pontos aceitados se distribuem uniformemente abaixo da
curva f(x).
Me´todo de composic¸a˜o
Este me´todo pode ser usado se a func¸a˜o de distribuic¸a˜o acumulada f(x) desejada pode
ser expressa como uma soma ponderada de outras n func¸o˜es de distribuic¸a˜o acumuladas
F1(x), ..., Fn(x) [42]
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f(x) =
n∑
i=1
pifi(x), pi ≥ 0 e
n∑
i=1
pi = 1. (2-33)
O nu´mero de func¸o˜es n pode ser finito ou infinito, e as n func¸o˜es de distribuic¸a˜o cumu-
lativa sa˜o compostas para formar a func¸a˜o de distribuic¸a˜o cumulativa desejada. Tambe´m
e´ poss´ıvel observar como a func¸a˜o de acumulac¸a˜o desejada e´ descomposta em outras n
func¸o˜es de distribuic¸a˜o cumulativas; por isso, esta te´cnica as vezes e´ chamada de decom-
posic¸a˜o.
O algoritmo correspondente do me´todo de composic¸a˜o e´ o seguinte:
1. Dividir a distribuic¸a˜o de probabilidade original em suba´reas.
2. Definir uma distribuic¸a˜o de probabilidade para cada suba´rea.
3. Expressar a distribuic¸a˜o de probabilidade original na forma seguinte:
f(x) = A1f1(x) +A2f2(x) + ...+Anfn(x) =
n∑
i=1
Aifi(x).
(2-34)
4. Obter a func¸a˜o de distribuic¸a˜o das a´reas.
5. Gerar dois nu´meros aleato´rios R1 e R2.
6. Selecionar por meio do nu´mero aleato´rio R1 e aplicando o me´todo da transformac¸a˜o
inversa, a distribuic¸a˜o de probabilidade fi(x) com a qual se vai simular o valor de
X .
7. Usar o nu´mero aleato´rio R2 como a varia´vel estoca´stica com a distribuic¸a˜o selecio-
nada no passo anterior.
3. Aspectos teo´ricos de
Espectroscopias o´pticas de Difusa˜o
O termo espectroscopia refere-se a um conjunto de te´cnicas que estuda a ac¸a˜o rec´ıproca
entre a radiac¸a˜o em func¸a˜o do comprimento ou da frequeˆncia da radiac¸a˜o e a mate´ria.
Estas te´cnicas sa˜o utilizadas para obter informac¸a˜o do objeto onde a luz e´ incidida. Na
atualidade, te´cnicas de espectroscopia de Difusa˜o sa˜o usadas para obter informac¸a˜o em te-
cidos biolo´gicos tais como as concentrac¸o˜es de hemoglobina e fluxo sangu´ıneo [21, 33, 76].
Estas te´cnicas utilizam luz de baixa poteˆncia em uma janela do espectro eletromagne´tico
conhecida como infravermelho pro´ximo ou NIR 1 [58].
Entre as interac¸o˜es da luz com o tecido mais relavantes neste trabalho esta˜o a absorc¸a˜o
e o espalhamento (que sera´ discutido neste cap´ıtulo). Dentro dos compostos dos tecidos
que sa˜o responsa´veis da absorc¸a˜o da luz pode-se mencionar os seguintes: a a´gua, as he-
moglobinas e os lip´ıdios [86]. Os espalhamentos da luz tem que ver com a mudanc¸a de
direc¸a˜o da luz apo´s interagir com alguns constituintes do tecido. Entre os componentes do
tecido que ocasionam o espalhamento pode-se dividir em dois grupos: o primeiro grupo
esta´ relacionado a`s ce´lulas 2 dentro do tecido que sa˜o esta´ticas (ou com movimento muito
devagar) e espalham a luz, e o segundo grupo esta´ relacionado com as part´ıculas que se
movimentam nos tecidos, estas part´ıculas correspondem maioritariamente aos glo´bulos
vermelhos.
Assim, e´ poss´ıvel distinguir entre dois tipos de propriedades o´pticas: as esta´ticas e
as dinaˆmicas. As propriedades o´pticas esta´ticas esta˜o relacionadas com os componentes
1Por suas siglas em ingleˆs, Near infrared.
2Mais especificamente os nu´cleos e as mitocoˆndrias cujas dimenso˜es sa˜o do mesmo ordem que o compri-
mento da luz incidida.
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nos tecidos que absorvem a luz e os espalhadores esta´ticos. Em contraste, as proprie-
dades dinaˆmicas esta˜o relacionadas com os espalhadores que se movimentam no tecido.
Por esse motivo e´ fact´ıvel pensar que existem te´cnicas de espectroscopia de difusa˜o espe-
cializadas unicamente em obter propriedades esta´ticas ou dinaˆmicas. Entre as te´cnicas
que permitem caracterizar as propriedades esta´ticas e dinaˆmicas esta˜o o NIRS (Espec-
troscopia de infravermelho pro´ximo) e o DOS (Espectroscopia O´ptica de Difusa˜o)(para
o casso esta´tico) e o DCS (Espectroscopia de Correlac¸a˜o de Difusa˜o) para o caso dinaˆmico.
Neste cap´ıtulo sa˜o apresentadas as bases teo´ricas da espectroscopia de difusa˜o em
tecidos, tanto no caso esta´tico quanto o dinaˆmico, e uma breve explicac¸a˜o dos aspetos
experimentais das te´cnicas de espectroscopia de difusa˜o de NIRS/DOS. Comec¸ando com
a descric¸a˜o da propagac¸a˜o da luz em tecidos, quando os constituintes do mesmo sa˜o
esta´ticas, finalizando com a propagac¸a˜o da luz quando os constituintes movimentam-se.
3.1. Espectroscopia O´ptica de Difusa˜o
Como ja´ se mencionou, a luz pode experimentar dois tipos de fenoˆmenos: absorc¸a˜o e
espalhamento. A absorc¸a˜o da luz acontece quando a energia incidente coincide com os
modos de vibrac¸a˜o e rotac¸a˜o das part´ıculas no sistema. O espalhamento ela´stico e´ causado
pelas heterogeneidades do ı´ndice de refrac¸a˜o dentro do tecido. Assim o movimento da luz
tem sido tratado de va´rias formas. Por exemplo:
1. A luz movimenta-se em um meio como uma onda eletromagne´tica e isto e´ usado em
interferometria.
2. A luz movimenta-se como fo´tons bal´ısticos colidindo elasticamente, e cada direc¸a˜o
na qual se propaga pode ser redirecionada por espalhamento, usado em simulac¸o˜es
de Monte Carlo.
3. A luz pode ser tratada como uma concentrac¸a˜o de energia o´ptica que difunde-se
pelo meio em direc¸a˜o de baixas concentrac¸o˜es, utilizado na teoria de difusa˜o.
Devido a que os tecidos biolo´gicos podem ser considerados na maioria dos casos como
meios turvos,( i.e., meios onde os eventos espalhados sa˜o muito mais frequeˆntes que os
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absorvedores) a terceira abordagem vai ser tratada neste cap´ıtulo.
Antes de continuar, e´ importante entender certas caracter´ısticas da teoria de difusa˜o.
A Difusa˜o assume que a grandeza que se difunde, em nosso caso a radiaˆncia, na˜o tem uma
direc¸a˜o de prefereˆncia [43]. Aqui, o movimento resultante dessa grandeza e´ por difusa˜o em
direc¸a˜o oposta ao gradiente de concentrac¸a˜o segundo a primeira lei de Fick da difusa˜o [89].
Quando os fo´tons sa˜o injetados desde um feixe colimado dentro de um meio, eles
definitivamente teˆm uma direc¸a˜o de movimento. Assim como os fo´tons sa˜o espalhados
pela interac¸a˜o com o tecido, eles comec¸am a se difundir pelo meio. Para explicar isso
tudo, se comec¸ara´ por algumas definic¸o˜es importantes.
3.1.1. Propriedades o´pticas e paraˆmetros de transporte
Nesta sec¸a˜o sera˜o definidos paraˆmetros importantes que va˜o ser utilizados ao longo da
dissertac¸a˜o.
Coeficiente de absorc¸a˜o
O coeficiente de absorc¸a˜o µa esta´ relacionado com a densidade de part´ıculas absorvedoras
ρ, e da sec¸a˜o de absorc¸a˜o, σa. Para entender isto, seja: Na o nu´mero de part´ıculas
absorvedoras num volume Ax onde A e´ a a´rea frontal da caixa (figura 3-1) e dx e´ a
largura:
Na = ρAdx, (3-1)
e a a´rea total de absorc¸a˜o e´:
Aa = Naσa. (3-2)
A probabilidade de um fo´ton ser absorvido apo´s percorrer uma distaˆncia dx pode ser
calculada com ajuda de (3-1) e (3-2):
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Figura 3-1.: Representac¸a˜o do fenoˆmeno de absorc¸a˜o.
Aa
A
= ρσadx ou µadx = ρσadx, (3-3)
desta forma entende-se que µa e´ a probabilidade de um fo´ton ser absorvido apo´s percorrer
uma distaˆncia unita´ria
µa = ρσa. (3-4)
Coeficiente de espalhamento
Macroscopicamente, o espalhamento pode ser caracterizado pelo coeficiente de espalha-
mento (µs). Uma definic¸a˜o estat´ıstica conveniente para µs e´ a probabilidade do fo´ton ter
um evento de espalhamento apo´s percorrer uma distaˆncia unita´ria. Para um meio que
conte´m muitas part´ıculas espalhadoras com nu´mero de part´ıculas por unidade de volume,
Nxs , o coeficiente pode ser considerado como a sec¸a˜o de choque total para espalhamento
por unidade de volume:
µs =
M∑
i=0
N isσ
i
s, (3-5)
onde a soma e´ feita sobre o nu´mero de part´ıculas diferentes (M), e σis e´ a sec¸a˜o de cho-
que individual da part´ıcula i com densidade de nu´mero N is. Deve-se ter em mente que
estamos considerando o espalhamento simples e que a relac¸a˜o expressa na equac¸a˜o (3-5) e´
va´lida so´ para um meio que conte´m mu´ltiplas part´ıculas, e as interac¸o˜es onda-part´ıculas
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so´ envolvem espalhamentos simples.
A func¸a˜o de fase de espalhamento P e´ a versa˜o normalizada do coeficiente de espalha-
mento:
∫
4π
P (Ω,Ω′)dΩ′ =
∫
4π
1
µs
dµs(Ω,Ω
′)
dΩ′
dΩ′ = 1, (3-6)
quando a func¸a˜o de espalhamento de fase depende somente do aˆngulo entre Ω e Ω′, ha´
uma expressa˜o muito utilizada conhecida como a func¸a˜o de fase de Henyey-Greenstein
dada por [38]:
P (Ω · Ω′) = 1− g
2
2(1 + g2 − 2gΩ · Ω′) . (3-7)
A me´dia do cosseno do aˆngulo de espalhamento θ e´ o fator de anisotropia
g = 〈Ω · Ω′〉 = 〈cos θ〉 =
∫
4π
P (θ) cos θdΩ. (3-8)
Para uma part´ıcula que espalha luz isotropicamente (i.e, com igual probabilidade em
todas as direc¸o˜es), o fator de anisotropia (g) e´ zero. Se as part´ıculas espalham mais na
direc¸a˜o frontal, θ = 0◦ (como no caso dos tecidos biolo´gicos), g e´ positiva. E g e´ negativa
se o espalhamento e´ mais prova´vel na direc¸a˜o oposta, θ = 180◦. Combinando o coeficiente
de espalhamento e o fator de anisotropia obtemos o coeficiente de espalhamento reduzido:
µ′s = (1− g)µs. (3-9)
Livre caminho me´dio de transporte
Quando os fo´tons sa˜o injetados em um meio homogeˆneo na direc¸a˜o do eixo z que na˜o
absorve em z = 0 , e se as coordenadas sa˜o indicadas como (xk, yk, zk) onde aconteceu o
k-e´simo evento de espalhamento, pode-se mostrar que [43]
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〈xk〉 = 〈yk〉 = 0, (3-10)
e
〈zk〉 = 1
µs
k−1∑
i=0
gi =
1− gk
µs(1− g) , (3-11)
quando o fo´ton tem mu´ltiplos espalhamentos pode-se pensar que aqui ele tem perdido a
memo´ria da direc¸a˜o inicial e isto acontece quando k e´ muito grande:
lim
k→∞
〈zk〉 = 1
µs(1− g) =
1
µ′s
, (3-12)
e l = 1
µ′s
e´ conhecido como o livre caminho me´dio de transporte quando o meio na˜o
absorve. No caso do meio absorver teremos l = 1
µ′s+µa
.
3.1.2. Lei de Beer-Lambert modificada (BLM)
Apo´s ter tido uma descric¸a˜o de alguns paraˆmetros de relevaˆncia em espetroscopia o´ptica
de difusa˜o estamos prontos para analisar como e´ que sa˜o calculados na pra´tica estes co-
eficientes. Para isto comec¸aremos com a abordagem mais simples que e´ dada pela teoria
de Beer-Lambert.
Para entender a teoria atra´s da equac¸a˜o de BLM, consideremos um feixe de luz atra-
vessando uma amostra ou meio. A intensidade do feixe que passa atrave´s do meio vai ser
menor comparada com aquela intensidade que incide. Se e´ considerado um meio laminar
de um material que absorve parcialmente a luz incidente, podemos esperar que a intensi-
dade que sai do meio tenha uma relac¸a˜o com a intensidade inicial e com o espessura da
laˆmina
∆φ ∝ φ∆x. (3-13)
Se o meio e´ puramente absorvedor, a constante de proporcionalidade e´ o coeficiente
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de absorc¸a˜o (ja´ discutido anteriormente). Assim a equac¸a˜o que fica estabelecida para a
variac¸a˜o do fluxo de fo´tons e´:
∆φ = −µaφ∆x. (3-14)
O sinal negativo e´ devido a que esperamos um decrescimento do fluxo de fo´tons que
atravessa a amostra. Temos assim que com o limite ∆x→ 0, ou seja que as camadas sa˜o
infinitamente pequenas, temos a seguinte equac¸a˜o diferencial:
dφ(x)
dx
= −µaφ(x), (3-15)
que tem como soluc¸a˜o
φ(x) = φ0e
−µax. (3-16)
Conclu´ımos que o decrescimento do feixe e´ exponencial com a distaˆncia, e depende so´
do coeficiente de absorc¸a˜o do meio. Este modelo e´ simples porque na˜o considera os efeitos
dos fo´tons espalhadores, ale´m disso considera que a trajeto´ria me´dia da luz dentro do
tecido e´ uma linha reta [52].
Para incluir o coeficiente de espalhamento na equac¸a˜o (3-16) pode-se introduzir µtotal =
µ′s + µa que e´ a soma dos coeficientes de absorc¸a˜o e espalhamento. Finalmente para in-
troduzir o movimento em mais de uma dimensa˜o e obter uma aproximac¸a˜o da distaˆncia
me´dia percorrida considera-se uma versa˜o mais geral de equac¸a˜o (3-16). Define-se uma
quantidade nomeada de densidade o´ptica OD, que depende da posic¸a˜o em mais de uma
dimensa˜o e dos coeficientes de absorc¸a˜o e espalhamento OD = −ln( φ(~r,t)
φ0(~r,t)
). Pode-se encon-
trar assim uma aproximac¸a˜o da distaˆncia percorrida pelos fo´tons, fazendo uma expansa˜o
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de Taylor da func¸a˜o OD:
OD(µa(0) + ∆µa, µ
′
s(0) + ∆
′
s, ρ) = OD(µa(0), µ
′
s(0), ρ)
+ ∆µa
∂OD(µa(0), µ
′
s(0), ρ)
∂µa︸ ︷︷ ︸
DPF
+∆µ′s
∂OD(µa(0), µ
′
s(0), ρ)
∂µ′s
.
(3-17)
Assumindo que a variac¸a˜o do coeficiente de espalhamento e´ pequena, as variac¸o˜es
sa˜o causadas principalmente pelo coeficiente de absorc¸a˜o. Definindo a distaˆncia me´dia
percorrida pelos fo´tons como 〈L〉 = DPF 3 temos a seguinte equac¸a˜o para o coeficiente
de absorc¸a˜o:
∆µa(λ, t) = −ln
(
φ(r, t)
φ(r, t0)
)
/〈L〉. (3-18)
Aqui λ e´ o comprimento de onda da luz incidente, φ(r, t) e φ(r, t0) sa˜o as intensidades
medida e incidente, respectivamente. A anterior equac¸a˜o relaciona a densidade o´ptica e
o coeficiente de absorc¸a˜o ∆µa(λ, t), e a distaˆncia me´dia percorrida pelos fo´tons 〈L〉, que
e´ aproximadamente 6 ou 7 vezes a distaˆncia no plano entre a fonte e o detector [91].
Considerando que a absorc¸a˜o e´ proporcional a` concentrac¸a˜o de cromo´foros, a equac¸a˜o
de Beer-Lambert pode ser modificada assim:
∆µa(λ, t) =
n∑
i=1
εi(λ)∆Ci(t), (3-19)
onde εi(λ) e´ conhecido como o coeficiente de extinc¸a˜o, que reflete o fato que cada cromo´foro
(part´ıculas que absorvem) absorve uma quantidade me´dia da intensidade inicial. Portanto,
este coeficiente depende tanto da classe de cromo´foro e do comprimento de onda.
Infelizmente, desde esta abordagem somente podem ser calculadas as variac¸o˜es em µa.
Isto deu lugar a uma abordagem mais poderosa dada pela teoria de difusa˜o que tem como
ponto de partida a teoria de transporte radioativo que sera´ explicada na seguinte sec¸a˜o.
3DPF, por sua sigla em ingleˆs: Differential pathlength factor.
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3.1.3. Equac¸a˜o de Transporte Radiativo (ETR)
A teoria de transporte tem sido o ponto de partida para muitas das formulac¸o˜es em o´ptica
de difusa˜o, que tem como grandeza fundamental a radiaˆncia, L(r, Ω̂, t), que pode-se definir
como a poteˆncia passando atrave´s de uma a´rea dA (na posic¸a˜o ~r) e um aˆngulo so´lido dΩ
centrado na direc¸a˜o Ω̂, com unidades de W/m2sr. A radiaˆncia esta´ relacionada ao campo
ele´trico como: |E(r, Ω̂, t)|2, onde E(r, Ω̂, t) e´ o campo ele´trico no ponto (r, t) viajando na
direc¸a˜o Ω̂. A radiaˆncia obedece a equac¸a˜o de transporte radiativo (ETR), e na sua forma
infinitesimal esta´ definida como segue [43],
1
v
∂L(r, Ω̂, t)
∂t
= ∇ · (L(r, Ω̂, t)Ω̂)
− µs(r)
∫
Ω′
L(r, Ω̂′, t)P (Ω̂, Ω̂′)dΩ′ + (µs(r) + µa(r))L(r, Ω̂, t) +Q(r, Ω̂, t).
(3-20)
Desde o ponto de vista da teoria de transporte, os coeficientes de absorc¸a˜o e espalha-
mento, µa e µs, representam o inverso do caminho me´dio de absorc¸a˜o e do espalhamento,
respectivamente; P (Ω̂, Ω̂′) e´ a func¸a˜o de fase de espalhamento (fornece informac¸a˜o sobre
a direc¸a˜o de espalhamento); e o termo Q representa a poteˆncia injetada dentro de um
aˆngulo so´lido centrado na direc¸a˜o Ω̂′, num volume unita´rio em r.
Embora a ETR seja uma expressa˜o simplificada da interac¸a˜o luz-tecido, esta equac¸a˜o
ainda e´ complicada e, para a grande maioria de geometrias e´ necessa´ria que seja solucio-
nada numericamente.
A equac¸a˜o de transporte radiativa ainda pode ser simplificada devido a` interac¸a˜o que
tem lugar entre fo´tons na regia˜o NIR e o tecido biolo´gico, posto que estes sa˜o espalhados
em todas as direc¸o˜es sendo que a absorc¸a˜o e´ relativamente baixa. Estas condic¸o˜es causam
que a interac¸a˜o luz NIR seja de forma difusiva, fazendo poss´ıvel usar a equac¸a˜o de difusa˜o,
que ja´ pode ser solucionada para uma mais ampla variedade de geometrias, como sera´
visto na seguinte sec¸a˜o.
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3.1.4. Aproximac¸a˜o de Difusa˜o
Para simplificar a equac¸a˜o de transporte radiativo (ETR), usualmente esta e´ expandida
em func¸a˜o dos harmoˆnicos esfe´ricos, com coeficientes φl,m, e esta se´rie e´ truncada para
l = N , i.e.,
L(r, Ω̂, t) =
N∑
l=0
l∑
m=−l
φl,mYl,m(Ω̂). (3-21)
Esta abordagem e´ chamada a aproximac¸a˜o PN . Em o´ptica de difusa˜o usualmente e´
aproximado pelo primeiro termo, N = 1, ou seja a aproximac¸a˜o P1. Isto e´ va´lido devido a
que a radiaˆncia e´ espalhada quase uniformemente em todas as direc¸o˜es, com uma pequena
contribuic¸a˜o na direc¸a˜o Ω̂, desta forma:
L(r, Ω̂, t) =
1
4π
φ(r, t) +
3
4π
j(r, t)) · Ω̂, (3-22)
onde
φ(r, t) =
∫
L(r, Ω̂, t)dΩ e
j(r, t) =
∫
L(r, Ω̂, t)Ω̂dΩ.
(3-23)
Aqui, φ(r, t) e´ a componente isotro´pica da radiaˆncia e e´ conhecida como a taxa de
flueˆncia ou simplesmente flueˆncia; j(r, t) e´ o fluxo de fo´tons por unidade de a´rea na
direc¸a˜o Ω̂. Tambe´m foi assumido que a func¸a˜o de fase depende somente do cosseno do
aˆngulo entre a onda incidente e a onda espalhada, isto implica que P (Ω̂, Ω̂′) = P (Ω̂ · Ω̂′),
e isto e´ va´lido considerando que o meio espalha isotropicamente.
Com estas considerac¸o˜es para a expressa˜o da radiaˆncia e a func¸a˜o de espalhamento na
equac¸a˜o de transporte (ETR), obte´m-se [81]
3D(r)
v
∂j(r, t)
∂t
= D(r)∇φ(r, t) + j(r, t), (3-24)
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onde D ≡ υ/3(µ′s + µa) ≃ υ/3µ′s e´ o coeficiente de difusa˜o fotoˆnica e υ e´ a velocidade da
luz no meio.
Agora integrando em Ω a ETR pode-se chegar em
∂φ(r, t)
∂t
= v∇ · (j(r, t))− vµa(r)φ(r, t) + vS(r, t), (3-25)
onde fazendo a divergeˆncia de (3-24) combinado com (3-25) pode-se mostrar que
1
v
∂φ(r, t)
∂t
= D∇2φ(r, t)− µaφ(r, t) + S(r, t), (3-26)
que e´ a buscada equac¸a˜o de Difusa˜o, onde S(r, t) e´ a fonte de fo´tons, D e´ o coeficiente de
difusa˜o fotoˆnica, que depende do coeficiente de espalhamento reduzido µ′s, definido como
µ′s=(1 − g)µs, onde g e´ o coeficiente de anisotropia. Aqui tambe´m a equac¸a˜o de difusa˜o
representa uma equac¸a˜o de conservac¸a˜o para a flueˆncia, φ.
A equac¸a˜o de Difusa˜o pode ser solucionada no domı´nio da frequeˆncia. Para isto e´
suficiente ter em conta que tanto a flueˆncia como a fonte podem-se escrever como segue
S(r, t) = Mace
−iwtδ(r) φ(r, t) = φ(r, w)e−iωt, (3-27)
onde Mac e δ(r) representam a amplitude e posic¸a˜o da fonte pontual, respectivamente.
φ(r, w) e´ a transformada de Fourier de φ(r, t) e ω e´ a frequencia angular da transformada
de fourier. Nestas condic¸o˜es, obtemos a equac¸a˜o de Helmholtz,
∇2φ(r, w)− k2φ(r, w) = −υMac
D
δ(r), (3-28)
onde
k2 =
υµa
D
− iw
D
. (3-29)
Aqui k e´ o vetor de onda com componente real e imagina´ria k = kr+ iki. Tanto a parte
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real quanto a parte imagina´ria dependem da frequeˆncia com que a intensidade da luz seja
modulada a flueˆncia e a fonte e a velocidade da luz no meio, e tambe´m das propriedades
o´pticas do meio. De tal forma que:
kr =
√
vµa
2D
[√
1 +
( w
vµa
)2 − 1]1/2,
ki = −
√
vµa
2D
[√
1 +
(
w
vµa
)2
+ 1
]1/2
.
(3-30)
Assim, se de alguma forma fosse poss´ıvel calcular kr e ki os coeficientes absolutos de
absorc¸a˜o e espalhamento podem ser obtidos por inversa˜o.
Na pro´xima sec¸a˜o sera˜o apresentadas soluc¸o˜es da equac¸a˜o de Difusa˜o para diferentes
geometrias.
3.1.5. Soluc¸a˜o da equac¸a˜o de Difusa˜o para um meio Infinito
As soluc¸o˜es da equac¸a˜o de Helmoltz para uma geometria infinita sa˜o ondas esfe´ricas com
vetor de onda k e a u´nica condic¸a˜o de fronteira que temos neste caso e´ que a flueˆncia no
infinito seja zero:
φ(r, w) =
υMac
4πD
e−krr
r
e−ikir, (3-31)
onde A(r) = υMac
4πD
e−krr
r
e´ a amplitude e θ(r) = −kir e´ a fase da onda.
Apesar do meio infinito ter uma soluc¸a˜o relativamente simples, na˜o e´ uma boa apro-
ximac¸a˜o para aplicac¸o˜es cl´ınicas, onde a fonte e o detector devem ser colocados na su-
perf´ıcie do tecido a ser examinado.
3.1.6. Soluc¸a˜o da equac¸a˜o de difusa˜o para um meio Semi-infinito
Devido a que as dimenso˜es do tecido sa˜o muito maiores que as distaˆncias me´dias de
propagac¸a˜o dos fo´tons antes de serem espalhados ou absorvidos pelo meio, uma melhor
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aproximac¸a˜o e´ considerar que o tecido sob estudo e´ semi-infinito (figura 3-2). Neste
caso uma condic¸a˜o de fronteira apropriada e´ a condic¸a˜o de contorno extrapolada, que
e´ suficientemente simples e uma boa aproximac¸a˜o da condic¸a˜o de contorno exata (fluxo
parcial) [34]. A condic¸a˜o sobre a flueˆncia matematicamente e´ dada por:
φ(r)|z=−zb = 0. (3-32)
Aqui z e´ a coordenada que representa a profundidade do meio. Para encontrar esta
equac¸a˜o e´ usado o formalismo do me´todo das imagens [47] e especificamente nesta condic¸a˜o
considera-se duas fontes, uma real e uma imagina´ria. A fonte real se coloca dentro do
meio a uma profundidade de z0 = 1/(µa + µ
′
s). Esta distaˆncia representa a profundidade
na qual a trajeto´ria da luz comec¸a a ser aleato´ria. A fonte imagina´ria se coloca fora do
meio, a posic¸a˜o desta fonte deve ser do modo que ambas fontes (real e imagina´ria) sejam
opostas com refereˆncia a` interface e tambe´m sime´tricas ao plano z = −zb. A causa desta
simetria a que flueˆncia de fo´tons seja zero no plano z = −zb. O valor de zb depende
da condic¸a˜o de contorno, por exemplo para a condic¸a˜o de contorno zero, zb = 0 e para a
condic¸a˜o de contorno estrapolada zb =
2
3(µ′s+µa)
(para um ı´ndice de refrac¸a˜o, n = 1). Desta
forma, em coordenadas cil´ındricas a flueˆncia esta´ dada na regia˜o de interesse (superf´ıcie
do tecido):
φ(ρ, z, w)|Z=0 =
υMac
4πD
[
e−k
√
ρ2+z20√
ρ2 + z20
− e
−k
√
ρ2+(2zb+z0)2√
ρ2 + (2zb + z0)2
]
. (3-33)
Esta equac¸a˜o pode ser simplificada tendo em conta que a distaˆncia fonte-detector
e´ muito maior do que as distaˆncias me´dias de espalhamento dos fo´tons, obtendo duas
equac¸o˜es lineares independentes, uma para a fase e outra para a amplitude do sinal
A(ρ) = A0
e−krρ
ρ2
,
θ(ρ) = −kiρ+ θ0.
(3-34)
Desta forma temos chegado em expresso˜es mais simples de ajustar ja´ que sa˜o lineares.
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Fonte Detector
Meio Turvo
Fonte isotrópica
Fonte imaginaria
-
Figura 3-2.: Representac¸a˜o de um meio semi-infinito. Aqui, r1 =
√
ρ2 + z20 e r2 =√
ρ2 + (2zb + z0)2.
Aqui as inclinac¸o˜es nos fornecem as propriedades o´pticas do meio expressado nas seguintes
equac¸o˜es:
ln(A(ρ)ρ2) = −krρ+ lnA0,
θ = −kiρ+ θ0,
, (3-35)
as inclinac¸o˜es destas retas fornecem as propriedades o´pticas do meio por inversa˜o da
equac¸a˜o (3-30) como se mencionou anteriormente.
Por outra parte para encontrar a flueˆncia em func¸a˜o do tempo pode-se fazer de forma
simples, posto que a soluc¸a˜o no domı´nio da frequeˆncia e a soluc¸a˜o no tempo esta˜o relaci-
onadas por uma transformada de Fourier
φ(r, t) =
∫ ∞
∞
φ(r, w)e−iwtdw. (3-36)
Assim,
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φ(r, t) =
v
(4πDt)3/2
e−µavt
[
e−
ρ2+(z−z0)
2
4piDt − e− ρ
2+(z+z0)
2
4piDt
]
, (3-37)
e neste caso pode-se mostrar que [20]
lim
t→∞
d
dt
φ(ρ, z, t)|Z=0 = −µav, (3-38)
e´ dizer que do comportamento assinto´tico da flueˆncia neste caso podem se encontrar as
propriedades o´pticas do meio.
3.1.7. Soluc¸a˜o da equac¸a˜o de Difusa˜o para um meio de Duas
Camadas
Uma melhor aproximac¸a˜o que as duas anteriores e´ a do meio de duas camadas. Neste mo-
delo pode-se distinguir entre dois tipos de regio˜es: superficial e interna. Esta distinc¸a˜o e´
de grande ajuda ja´ que com uma boa aproximac¸a˜o, diferentes tecidos podem-se considerar
como um meio heterogeˆneo composto por dois meios homogeˆneos. Por exemplo o ce´rebro,
pode-se dividir em: co´rtex (camada interna) e escalpo-craˆnio-fluido encefalogra´fico (ca-
mada superficial). Assim podemos isolar informac¸a˜o proveniente do co´rtex de informac¸a˜o
superficial que pode contaminar a informac¸a˜o relevante.
Para solucionar a equac¸a˜o de difusa˜o no domı´nio da frequeˆncia assumiu-se (semelhante
a Kienle [47]) que um feixe infinito e fino incide perpendicularmente dentro do meio
turvo de duas camadas, com uma espessura da primeira camada igual a l e a espessura
da segunda e´ infinita. Tambe´m assumiu-se que o feixe e´ espalhado isotropicamente por
uma fonte pontual na camada mais alta (Figura 3-3), numa profundidade de z = z0 =
1/(µ′s1 + µa1), onde µ
′
si
e µai sa˜o o espalhamento reduzido e o coeficiente de absorc¸a˜o da
camada i, respectivamente. A origem de coordenadas do sistema e´ o ponto onde o feixe
entra no meio turvo, e a coordenada z tem a mesma direc¸a˜o do feixe incidente. Os eixos x
e y sa˜o dirigidos sobre a superf´ıcie do meio turvo e ρ =
√
x2 + y2. Assim a soluc¸a˜o geral
da equac¸a˜o de Difusa˜o para um meio de duas camadas e´:
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Fonte Detector
Fonte isotrópica
Meio Turvo
-
Figura 3-3.: Representac¸a˜o de um meio duas camadas.
φ̂i(r, z, ω) =
1
2π
∫ ∞
0
φi(s, z, ω)J0(sρ)ds, (3-39)
onde φ̂i(r, w) representa a flueˆncia da primeira ou da segunda camada. J0 e´ a func¸a˜o de
Bessel, s as ra´ızes positivas da func¸a˜o de Bessel de ordem zero. A func¸a˜o para a primeira
camada, φ1(s, z, w), esta´ definida como [48]
φ1(z, s) =
sinh [α1(zb + z0)]
D1α1
D1α1 cosh [α1(l − z)] +D2α2 sinh [α1(l − z)]
D1α1 cosh [α1(l + zb)] +D2α2 sinh [α1(l + zb)]
− senh[α1(z0 − z)
D1α1
,
0 ≤ z ≤ z0,
(3-40)
φ2(z, s) =
sinh [α1(zb + z0)]
D1α1
D1α1 cosh [α1(l − z)] +D2α2 sinh [α1(l − z)]
D1α1 cosh [α1(l + zb)] +D2α2 sinh [α1(l + zb)]
, z0 ≤ z ≤ l,
(3-41)
onde Di sa˜o os coeficientes de difusa˜o fotoˆnica da primeira e segunda camada e α =
√
vµa1 − iw.
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3.1.8. Te´cnicas em Espectroscopia O´ptica de Difusa˜o (DOS e NIRS)
Antes de continuar, e´ importante ter em mente que tanto NIRS quanto DOS trabalham
com luz no infravermelho pro´ximo e no entanto, estes termos sa˜o usados para distinguir
entre qual formalismo esta´ sendo utilizado para abordar o problema do ca´lculo das propri-
edades o´pticas do tecido. No caso de NIRS a teoria utilizada e´ a dada pelo formalismo da
lei de BLM. Implicando que aqui, neste caso, somente podem ser calculados as variac¸o˜es
de µa. Por outra parte, a abordagem mais rigorosa tem como foco a teoria de difusa˜o.
Desde o ponto de vista experimental, o tipo de modelo utilizado vai estar intimamente
relacionado com o tipo de fonte que seja usado, e cada fonte vai pre-determinar uma
metodologia diferente. Em espectroscopia o´ptica de difusa˜o, ha´ treˆs tipos de fonte comu-
mente utilizadas (figura 3-4): 1. onda cont´ınua (CW), 2. Intensidade modulada (FD) e,
3. Fonte pulsada de curta durac¸a˜o (TRS) [77].
A fonte mais simples e´ a de CW, na qual a intensidade mante´m-se fixa. Este tipo
de fonte e´ bastante pra´tica e com uma boa resoluc¸a˜o temporal, no entanto, por obter
informac¸a˜o de atenuac¸a˜o do sinal na˜o e´ poss´ıvel adquirir informac¸a˜o dos valores absolutos
de µa e µs a partir de uma medida entre pares de fonte-detector em CW. Por isto, nesta
te´cnica considera-se que o espalhamento varia suavemente o que faz com que seja somente
poss´ıvel adquirir informac¸a˜o sobre as variac¸o˜es relativas de µa. Na literatura ao referir-se
a esta te´cnica na qual obteˆm-se informac¸a˜o das variac¸o˜es em µa, e´ conhecida como NIRS.
Fontes com intensidade modulada (FD) sa˜o mais complexas do que as de CW, mas
tambe´m fornecem mais informac¸a˜o do meio e a causa disto pode-se adquirir os valores
absolutos tanto de µa quanto de µs simultaneamente a partir de informac¸a˜o da fase e da
atenuac¸a˜o da amplitude.
Fontes pulsadas no tempo tambe´m podem fornecer informac¸a˜o dos valores absolutos
das propriedades o´pticas por informac¸a˜o sobre o alargamento do sinal medido. No entanto,
estas fontes sa˜o as mais complexas e caras. Para finalizar, cabe mencionar que mesmo
que as te´cnicas NIRS e DOS utilizem luz no infravermelho, na literatura se faz a distinc¸a˜o
delas na habilidade de obter valores relativos ou absolutos das propriedades o´pticas. Ao
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Figura 3-4.: Gra´fico representativo das intensidade da luz nas diferentes te´cnicas: 1.
CW, 2. FD, 3. TRS.
referente a`s te´cnicas de NIRS, estas podem obter valores relativos; em contraste, DOS
refere-se a`s te´cnicas nas quais pode se obter valores absolutos.
3.2. Espectroscopia de Correlac¸a˜o de Difusa˜o (DCS)
Ate´ o momento foi assumido que as part´ıculas no tecido esta˜o imo´veis, ainda assim, pode-
se estar interessado em caracterizar o movimento de algumas part´ıculas espalhadoras que
esta˜o no tecido. Em tecidos as part´ıculas que mais se movimentam e espalham a luz sa˜o
os glo´bulos vermelhos. Caracterizar o movimento dos glo´bulos vermelhos dara´ informac¸a˜o
do fluxo sangu´ıneo. Espectroscopia de correlac¸a˜o de difusa˜o e´ capaz de medir mudanc¸a no
fluxo sangu´ıneo a partir da flutuac¸a˜o da luz que atinge um detector [10, 13, 90, 50]. Isto
e´ feito medindo a dependeˆncia temporal da luz detectada e calculando a func¸a˜o temporal
de autocorrelac¸a˜o da intensidade. A taxa de decaimento da func¸a˜o de autocorrelac¸a˜o esta´
relacionada como o movimento dos espalhadores. A DCS ou como tambe´m e´ conhecida
como DWS (Difuse Wave Spectroscopy) explora o fato que o comportamento da func¸a˜o
de correlac¸a˜o do campo ele´trico em meios altamente espalhadores tambe´m pode ser apro-
ximado como uma equac¸a˜o de difusa˜o.
Em seguida vai-se comec¸ar a descric¸a˜o da teoria do DCS, discutindo primeiro as bases
teo´ricas de espalhamentos simples (DSL), para depois expandir a espalhamentos mu´ltiplos
(DWS) [64] .
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Detector
 
 
I(t)
t
Figura 3-5.: Representac¸a˜o de espalhamentos simples em uma soluc¸a˜o dilu´ıda.
3.2.1. Espalhamentos simples
Quando um feixe de luz coerente e´ incidido sobre uma soluc¸a˜o dilu´ıda de part´ıculas
espalhadoras ideˆnticas, a luz espalhada em um aˆngulo θ e´ detectada por um fotodetector
(figura 3-5). No detector, o campo ele´trico espalhado da i-e´sima part´ıcula e´
Ei(t) = eˆEoF (θ)e
−iωtei
~kin[~ri(t)−~Rf ]+i~kout·[~Rd−~ri(t)]
. = eˆE0F (θ)e
−iωtei(
~kout·~Rd−~kin·~Rf )e−i~q·~ri(t),
, (3-42)
onde eˆ e´ um vetor unita´rio associado a` direc¸a˜o de polarizac¸a˜o do campo ele´trico espalhado,
E0 e´ a amplitude do campo incidente, F (θ) e´ o fator de forma, este depende da forma,
tamanho e do ı´ndice de refrac¸a˜o com θ e´ o aˆngulo de espalhamento das part´ıculas, ω e´ a
frequeˆncia da luz, ~kin e ~kout sa˜o os vetores de onda inicial e final, k0 = |~kin| = |~kout| = 2πnλ e´
a magnitude do vetor de onda da luz no meio, n e´ o ı´ndice de refrac¸a˜o do meio, q = ~kout−~kin
e´ a trafereˆncia de momentum e sua magnitude esta´ dada por |q| = 2ko sin θ2 , ~Rf , ~Rd e ~ri
sa˜o a posic¸a˜o da fonte, detector e da part´ıcula espalhadora, respectivamente. O campo
ele´trico total e´ a superposic¸a˜o de todos os campos ele´tricos espalhadores:
ET (t) =
N∑
i=1
Ei(t) = eˆE0F (θ)e
i(~kout·~Rd−~kin ~Rf )
(
N∑
i=1
e−i~q·~ri(t)
)
, (3-43)
onde a soma sobre todas as N part´ıculas espalhadoras. As somas dos campos ele´tricos
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podem ser vistas como um caminho aleato´rio no plano complexo devido a que as fases
destes sa˜o independentes. Pelo tanto para uma quantidade grande de espalhadores, o
campo ele´trico espalhador total sera´ uma fonte com amplitude me´dia igual a zero, de
acordo com o teorema de limite central.
A maneira que a intensidade varia no tempo vai depender do movimento dos espa-
lhadores. Se os espalhadores esta˜o esta´ticos, a intensidade medida vai ser constante e
pelo tanto independente do tempo. Mas se estas part´ıculas se movimentam, o detector
percebera´ uma flutuac¸a˜o da intensidade. Assim a flutuac¸a˜o leva informac¸a˜o das proprie-
dades dinaˆmicas do meio. Uma maneira efetiva de extrair informac¸a˜o e´ calcular a func¸a˜o
temporal de autocorrelac¸a˜o do campo ele´trico:
g1(τ) =
〈ET (t).E∗T (t + τ)〉
|〈ET (t).E∗T (t)〉|
, (3-44)
onde τ e´ o tempo de correlac¸a˜o e 〈〉 a me´dia do ensemble. Supondo que a posic¸a˜o e
movimento das part´ıculas espalhadoras sa˜o aleato´rios, a equac¸a˜o (3-44) pode ser calculada
assim:
g1(τ) = e
iΩte−
1
6
q2〈∆r2(τ)〉, (3-45)
onde 〈∆r2(τ)〉 e´ o deslocamento quadra´tico me´dio das part´ıculas espalhadoras.
3.2.2. Espalhamentos Mu´ltiplos
Os tecidos biolo´gicos sa˜o compostos de muitas part´ıculas. A ana´lise anterior de espalha-
mento simples na˜o e´ aplica´vel devido a que em um meio com muitas part´ıculas inve´s de
acontecer um so´ evento espalhador da luz, a luz sofre espalhamentos mu´ltiplos no meio.
Na versa˜o corpuscular o campo ele´trico total e´ a superposic¸a˜o dos mu´ltiplos caminhos que
os fo´tons percorrem no meio em cada interac¸a˜o. Ale´m disso, uma variac¸a˜o da intensidade
pode ocorrer por causa do movimento das part´ıculas no meio porque os comprimentos
dos caminhos podem ser diferentes.
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 Fonte  Detector
Figura 3-6.: Ilustrac¸a˜o de Mu´ltiplos espalhamentos ao longo de um caminho de um fo´ton.
Eumcaminho = eˆE0e
i~k1·|~r1(t)−~Rf |F (θ1)ei
~k2·|~r2(t)−~r1(t)|F (θ2)ei
~k3·|~r3(t)−~r2(t)|....
F (θN−1)ei
~kN ·|~rN (t)−~rN−1(t)|F (θN)ei
~kN+1|~Rd(t)−~rN (t)|
= eˆE0e
−iωtei(
~kN+1 ~Rd−~k1 ~Rf )
(
N∏
j=1
F (θj)
)(
N∏
j=1
e−i~qj ·~rj
)
,
(3-46)
onde F (θj), θj , ~q = ~kj+1−~kj e rj(t) sa˜o o fator de forma, aˆngulo do j-e´simo espalhamento,
vetor de trafereˆncia de momentum e a posic¸a˜o do j-e´simo evento espalhador, respectiva-
mente. Os produto´rios sobre os N eventos espalhadores ao longo dos caminhos dos fo´tons.
O campo ele´trico total e´ a soma sobre todos os caminhos poss´ıveis, assim:
ET (t) =
todos os caminhos∑
Eumcaminho(t). (3-47)
A func¸a˜o de autocorrelac¸a˜o total pode ser escrita como a soma de todas as func¸o˜es de
correlac¸a˜o de cada caminho, assumindo que os campos ele´tricos de cada caminho na˜o sa˜o
correlacionados, i.e.,
g1(τ) =
Todos os caminhos∑
k=1
Pk.g1(τ)caminho kth, (3-48)
onde Pk representa a probabilidade do k-e´simo caminho de cada fo´ton. Quando as
part´ıculas no meio na˜o interagem o movimento delas na˜o esta˜o correlacionadas. Se ale´m
disso, considera-se que o meio e´ homogeˆneo e que todos os eventos espalhadores sa˜o in-
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dependentes, a equac¸a˜o (3-48) fica: [92]
g1(τ) = e
iωτe−
1
6
<∆r2(τ)>
∑N
j=1 q
2
j = eiωτe−
1
6
〈∆r2(τ)〉2k20Y , (3-49)
onde se utilizou que q2j = 2k
2
0(1 − cosθj) e se definiu Y =
∑N
j=1(1 − cosθj). Para meios
com altos espalhamentos Y pode ser escrita como:
Y =
N∑
j=1
(1− cosθj) = N(1− 〈cos θ〉), (3-50)
onde 〈cos θ〉 e´ uma me´dia sobre todos os N eventos espalhadores ao longo de um caminho.
Quando ha´ um nu´mero grande de eventos espalhadores, 〈cos θ〉 e´ igual ao coeficiente de
anisotropia g. Com tudo isto a equac¸a˜o (3-50) pode-se escrever:
Y = N(1− g). (3-51)
Para N suficientemente grande o comprimento total percorrido por um fo´ton se pode
aproximar a:
s = Nls, (3-52)
onde ls e´ o comprimento livre me´dio de um fo´ton antes de ser espalhado e N e´ o nu´mero
total de eventos espalhadores. O comprimento de espalhamento reduzido de um fo´ton,
l′s =
1
µ′s
, esta´ relacionado com o comprimento de espalhamento (ls =
1
µs
) e o fator de
anisotropia g, i.e, l′s =
1
µs(1−g) =
ls
1−〈cos θ〉 . Pode relacionar N da equac¸a˜o (3-52) com ls, da
forma:
N =
s
l′s
=
s
ls(1− 〈cos θ〉) . (3-53)
Por conseguinte, Y = s
l′s
representa o nu´mero total de comprimentos reduzidos de um
fo´ton associado com o caminho.
A func¸a˜o de autocorrelac¸a˜o do campo detectado conte´m o aporte de todos os caminhos
dos fo´tons (equac¸a˜o (3-49)) e pode ser escrita como:
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g1(τ) = e
iωt
∫ ∞
0
P (Y )e.
Y
3
k20〈∆r2(τ)〉, (3-54)
onde P (Y ) representa a distribuic¸a˜o de probabilidade de Y . A raza˜o da substituic¸a˜o da
somato´ria pela integral radica em que quando N vai para infinito, os caminhos sa˜o infini-
tesimais.
Infelizmente, a distribuic¸a˜o P (Y ) na˜o pode ser obtida experimentalmente. Mas P (s),
distribuic¸a˜o dos comprimentos de percurso, pode ser estimada atrave´s de medidas de
TRS:
P (s) =
φ(~r, t = s
v
)∫∞
0
φ(~r, t)dt
. (3-55)
Afortunadamente pela relac¸a˜o entre s e Y , a equac¸a˜o (3-51) pode ser escrita da seguinte
maneira:
g1(τ) = e
iωt
∫ ∞
0
P (s)e−
s
3ls
k20〈∆r2(τ)〉. (3-56)
Com a equac¸a˜o anterior depois de alguns ca´lculos [1] e´ poss´ıvel obter uma equac¸a˜o de
Difusa˜o para a func¸a˜o de autocorrelac¸a˜o na˜o normalizada, G1(~r, t) = g1(~r, t)I(~r), assim:
v
(
µa +
1
3l′s
k20〈∆r2(τ)〉
)
G1(~r, τ)−∇. [D(~r)∇(G1(~r, τ))] = vS0eiωτδ(~r− ~Rf ). (3-57)
3.2.3. Equac¸a˜o do Transporte Radiativo para a Func¸a˜o de
Autocorrelac¸a˜o do Campo Ele´trico
Na sec¸a˜o anterior se mostrou como a dinaˆmica das part´ıculas pode ser estudada como
espalhamentos mu´ltiplos da luz atrave´s de um meio com part´ıculas se movimentando.
Aquele estudo so´ e´ va´lido para meios densos e homogeˆneos. Outro enfoque usado e´
derivar uma equac¸a˜o de transporte radiativo para a func¸a˜o de autocorrelac¸a˜o do campo
ele´trico [11, 10]. Nesta formulac¸a˜o ao igual que em DWS se assume que na˜o ha´ efeito de
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interfereˆncia da luz no meio. Em seguida se vai mostrar como comec¸ando com a equac¸a˜o
de transporte radiativo para a radiaˆncia e´ poss´ıvel obter uma equac¸a˜o de transporte para
a func¸a˜o de autocorrelac¸a˜o do campo ele´trico.
1
v
∂L(r, Ω̂, t)
∂t
= ∇ · (L(r, Ω̂, t)Ω̂)
− µs(r)
∫
Ω′
L(r, Ω̂′, t)P (Ω̂, Ω̂′)dΩ′ + (µs(r) + µa(r))L(r, Ω̂, t) +Q(r, Ω̂, t),
(3-58)
Onde a radiaˆncia L(~r, Ω̂, t) pode ser definida como:
L(~r, Ω̂, t) = 〈I(~r, Ω̂, t)〉, (3-59)
com 〈〉 uma me´dia de ensemble e I(~r, Ω̂, t), a intensidade da luz medida em r em uma
direc¸a˜o Ωˆ em um tempo t. Da teoria ondulato´ria sabe-se que a intensidade e´ proporcional
ao mo´dulo ao quadrado do campo ele´trico E, i.e, I ∝ |EE∗|. Desta forma a equac¸a˜o
(3-59) torna-se:
L(~r, Ω̂, t) ∝ 〈 ~E(~r, Ω̂, t) ~E∗(~r, Ω̂, t)〉, (3-60)
A func¸a˜o temporal de correlac¸a˜o pode ser definida em func¸a˜o de campo ele´trico desta
maneira:
G1(~r, Ω̂, t) = 〈 ~E(~r, Ω̂, t) ~E∗(~r, Ω̂, t)〉. (3-61)
Em causa da similitude entre DWS e ETR, junto com as definic¸o˜es para o campo de
autocorrelac¸a˜o e a radiaˆncia e´ poss´ıvel escrever uma equac¸a˜o de transporte para a func¸a˜o
de correlac¸a˜o (ETC) [70] da seguinte maneira:
1
v
∂G1(r, Ω̂, t)
∂t
= ∇ · (G1(r, Ω̂, t)Ω̂)
− µs(r)
∫
Ω′
G1(r, Ω̂′, t)g1(Ω̂, Ω̂′)dΩ′ + (µs(r) + µa(r))G1(r, Ω̂, t) +Q(r, Ω̂, t),
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(3-62)
onde g1(~Ω, ~Ω′, t) e´ a func¸a˜o de autocorrelac¸a˜o de um espalhamento, µa e µs sa˜o os coefici-
entes de aborc¸a˜o e espalhamento, e f(Ω̂, Ω̂′) e´ mesma func¸a˜o de espalhamento de fase da
equac¸a˜o (3-7). Conve´m assinalar que em t = 0 a equac¸a˜o (3-62) reduz a` equac¸a˜o (3-58). A
equac¸a˜o de Transporte de Correlac¸a˜o e´ aplica´vel a meios heterogeˆneos, diferente de DWS
que so´ e´ va´lida para meios sime´tricos e opticamente turvos [80]. Contudo esta equac¸a˜o e´
de dif´ıcil implementac¸a˜o como e´ a ETR.
Em aplicac¸o˜es o´pticas o regime de meios turvos e´ usado e pelo tanto e´ fact´ıvel assumir
que o meio e´ altamente espalhador, que as part´ıculas espalhadoras esta˜o distribu´ıdas
no meio de forma aleato´ria, que o comprimento de interac¸a˜o de um fo´ton e´ muito mais
pequeno que as dimenso˜es do meio e por u´ltimo que o tempo de correlac¸a˜o τ e´ muito menor
que o tempo que uma part´ıcula espalhadora toma para se movimentar um comprimento
de onda (i.e., k0〈∆r2(τ) >> 1). Com tudo isto e´ poss´ıvel fazer de novo uma aproximac¸a˜o
P1 para derivar a equac¸a˜o de difusa˜o (3-57),i.e.,
v
(
µa +
1
3l′s
k20〈∆r2(τ)〉
)
G1(~r, τ)−∇. [D(~r)∇(G1(~r, τ))] = vS0eiωτδ(~r− ~Rf ). (3-63)
Aqui G1(~r, t) e´ a func¸a˜o na˜o normalizada de correlac¸a˜o do campo ele´trico em ~r, v e´
a velocidade da luz no meio, S(~r) e´ o termo da fonte da luz isotro´pica, µa e µ
′
s sa˜o os
conhecidos coeficientes de absorc¸a˜o e espalhamento, respectivamente e k0 = 2π/λ e´ o
nu´mero de onda da luz incidente. Uma demostrac¸a˜o detalhada pode ser encontrada no
apeˆndice A.2 da Dissertac¸a˜o de David Boas [9].
4. Propagac¸a˜o da luz em tecidos
biolo´gicos via Me´todos Monte Carlo
No cap´ıtulo anterior se apresentou uma descric¸a˜o da propagac¸a˜o da luz em meios turvos
com a aproximac¸a˜o de difusa˜o. Com a soluc¸a˜o da equac¸a˜o de difusa˜o e as medidas con-
seguidas pelas te´cnicas DOS e DCS e´ poss´ıvel obter as propriedades o´pticas esta´ticas e
dinaˆmicas do meio considerando geometrias simples. Uma alternativa e´ utilizar algorit-
mos de otimizac¸a˜o. Estes algoritmos de forma geral (e como se mostrara´ mais adiante)
comparam as soluc¸o˜es da equac¸a˜o de difusa˜o com as medidas obtidas experimentalmente
e com um processo iterativo o algoritmo procura os valores das propriedades que fac¸am
que a diferenc¸a entre as medidas e os resultados a resolver da equac¸a˜o de difusa˜o seja
pequena. Muitas vezes estes algoritmos teˆm problemas de convergeˆncia quando as ex-
presso˜es da soluc¸a˜o sa˜o muito complexas. Este e´ um problema importante quando se
quer obter propriedades o´pticas em tecidos biolo´gicos devido a que em primeiro lugar se
tem que considerar o meio homogeˆneo e seguidamente e´ necessa´rio assumir uma geometria
simples para que os algoritmos de otimizac¸a˜o na˜o tenham problemas de convergeˆncia. O
problema de assumir estas caracter´ısticas no meio radica em que nos tecidos na˜o sa˜o nem
homogeˆneos nem teˆm uma geometria simples. Por isso as propriedades o´pticas obtidas
com estes me´todos sa˜o aproximadas e para conhecer o grau de precisa˜o e´ necessa´rio em-
pregar outras te´cnicas alternativas.
Me´todos de Monte Carlo sa˜o uma alternativa para estudar a propagac¸a˜o da luz atrave´s
de meios turvos. Estes me´todos simulam a propagac¸a˜o da luz como a propagac¸a˜o de mui-
tos fo´tons que se movimentam de forma aleato´ria seguindo as regras dadas pela f´ısica nos
tecidos, como se vai ampliar adiante. Estes algoritmos teˆm vantagens e desvantagens com
respeito aos me´todos anal´ıticos. Entre as vantagens podemos mencionar duas importan-
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Figura 4-1.: Representac¸a˜o do diagrama de fluxo do algoritmo.
tes: a primeira e´ que na˜o e´ necessa´rio assumir que o meio e´ homogeˆneo e a segunda e´
que permite simular meios com geometrias mais complexas, o que faz dos me´todos Monte
Carlo uma potente ferramenta para estudar a propagac¸a˜o da luz em tecidos biolo´gicos.
A principal desvantagem e´ que tem um alto custo computacional. No entanto esta difi-
culdade esta´ sendo resolvida grac¸as a` evoluc¸a˜o da tecnologia atual, fazendo que um se´rio
impedimento faz 20 anos se converta em um problema menor. Uma simulac¸a˜o poderia
demorar dias faz 20 anos, nestes tempos com CPU uma simulac¸a˜o pode tardar umas
poucas horas e com GPU uns poucos minutos [3, 25, 4, 24].
Uns dos primeiros algoritmos foi feito e implementado por [66]. No algoritmo, um fo´ton
e´ movimentado uma distaˆncia ∆s onde este pode ser absorvido, espalhado, propagado sem
sofrer mudanc¸a nenhuma, refletido internamente, ou transmitido fora do tecido. O fo´ton
se move ate´ sair do meio ou ser absorvido. Se os fo´tons saem do meio, a reflectaˆncia ou a
transmitaˆncia do fo´ton e´ salva. Se o fo´ton e´ absorvido, a posic¸a˜o do fo´ton e´ armazenada.
Neste trabalho o algoritmo so´ foi testado apenas considerando o meio como um meio
semi-infinito. Em 1992 Wang et al [84] fizeram uma melhora implementando o algoritmo
considerando o meio como um meio tridimensional multi-camada com simetria cil´ındrica.
O algoritmo foi implementado na linguagem C o qual os autores chamaram de MCML
e esta´ livre para download [61]. Em seguida se mostrara´ com detalhes cada esta´gio do
algoritmo. O diagrama de fluxo de um algoritmo Monte Carlo aplicado a` propagac¸a˜o da
luz em meios turvos pode-se ver na figura 4-1.
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Figura 4-2.: Representac¸a˜o de um meio multi-camada.
4.1. Sistemas de coordenadas do sistema
Para a abordagem do modelo, considera-se que a fonte e´ uma fonte pontual, incidindo
perpendicularmente sobre o tecido o qual e´ simulado como se fosse um meio multi-camadas
(Figura 4-2).
A resposta do meio ao pulso de fo´tons e´ chamada pulso de resposta. O meio biolo´gico
e´ caracterizado pelos conhecidos paraˆmetros:
• espessura.
• ı´ndice de refrac¸a˜o.
• coeficiente de absorc¸a˜o µa(cm−1).
• coeficiente de espalhamento µs(cm−1).
• fator de anisotropia g.
Nesta abordagem µa e´ definido como a probabilidade dos fo´tons serem absorvidos por
unidade de comprimento infinitesimal, µs e´ definido como a probabilidade dos fo´tons serem
espalhados por unidade de comprimento infinitesimal, e g e´ associado com a anisotropia
do espalhamento o qual numericamente e´ igual ao valor me´dio do cosseno do aˆngulo de
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Figura 4-3.: Representac¸a˜o do sistema de coordenadas esfe´rico usado no algoritmo. O
eixo z e´ alinhado como o vetor de onda incidente de cada pacote, ~k. O vetor
de onda final, ~k′, e´ medido desde a origem e orientado com os aˆngulos polar
(θ) e azimutal (φ).
deflexa˜o θ (ver figura 4-3).
Neste algoritmo treˆs sistemas de coordenadas sa˜o usados no mesmo tempo. Um sis-
tema de coordenadas cartesiano e´ usado para trac¸ar o movimento de fo´tons. A origem do
sistema de coordenadas e´ localizada na posic¸a˜o onde os fo´tons sa˜o incididos. O eixo de
incideˆncia e´ normal a` superf´ıcie (eixo z). A dinaˆmica do sistema e´ assim descrita ao longo
dos eixos z e r. Essas coordenadas tambe´m sera˜o usadas para armazenar a reflectaˆncia e
transmitaˆncia em func¸a˜o de r e α, onde α e´ o aˆngulo azimutal.
Ja´ que a fonte pontual e´ perpendicular a` superf´ıcie de uma camada, o problema tem
simetria cil´ındrica. Pelo tanto um sistema de coordenadas cil´ındrico e´ usado para salvar a
absorc¸a˜o dos fo´tons como uma func¸a˜o de r e z, onde r e z sa˜o as coordenadas do sistema
cil´ındrico. Os sistemas cil´ındrico e cartesiano compartilham a origem e o eixo z.
Um sistema de coordenadas esfe´rico mo´vel, cujo eixo z e´ dinamicamente alinhado com
a direc¸a˜o de propagac¸a˜o, e´ usado para amostrar a mudanc¸a da direc¸a˜o de propagac¸a˜o
de um pacote de fo´tons (ver figura 4-3). Neste sistema coordenado esfe´rico, o aˆngulo de
deflexa˜o ou polar, θ, e o aˆngulo azimutal φ sa˜o primeiro amostrados. Depois, a direc¸a˜o
do pacote e´ atualizada em termos dos cossenos diretores no sistema coordenado cartesiano.
A absorbaˆncia, a flueˆncia, a refletaˆncia e a transmitaˆncia sa˜o grandezas f´ısicas que
va˜o ser simuladas pelo me´todo. A simulac¸a˜o propaga fo´tons em treˆs dimenso˜es, salva a
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deposic¸a˜o de cada fo´ton, A(r, z), na vizinhanc¸a de (r, z) e converte em probabilidade de
um fo´ton ser absorvido por unidade de a´rea, no final de ter propagado mu´ltiplos fo´tons.
A flueˆncia φ(r, z) pode ser obtida com A(r, z). A simulac¸a˜o tambe´m permite fazer a
contagem dos fo´tons que saem da superf´ıcie, e ficam salvas nas varia´veis de reflectaˆncia,
R(r, α), e transmitaˆncia, T (r, α), que esta´ definida como a probabilidade de um fo´ton
escapar por unidade de a´rea em r por unidade de aˆngulo so´lido ao redor de α.
4.2. Descric¸a˜o dos esta´gios de algoritmo de Monte Carlo
4.2.1. Amostragem de varia´veis estoca´sticas no algoritmo
O MC depende das varia´veis estoca´sticas fornecidas computacionalmente para uma dis-
tribuic¸a˜o de probabilidade. Seja x uma varia´vel aleato´ria com uma func¸a˜o densidade de
probabilidade p(x) no intervalo (a, b). O computador gera um nu´mero aleato´rio ξ, na qual
e´ uniformemente distribu´ıda no intervalo (0, 1). Enta˜o:
x∫
a
p(x)dx = ξ, (4-1)
para ξ ∈ (0, 1).
4.2.2. Lanc¸amentos dos fo´tons
No algoritmo a te´cnica de captura impl´ıcita [14, 40] e´ utilizada. Nesta te´cnica, em vez que
cada fo´ton seja espalhado ate´ que este morra so´ com um processo de absorc¸a˜o, os fo´tons
sa˜o inicializados com uma energia inicial ou um peso,W , o qual e´ reduzido, a` medida que o
fo´ton e´ propagado em cada local espalhador. Assim se melhora a eficieˆncia do algoritmo,
ja´ que isto evita computar os caminhos de fo´tons que poderiam ser espalhados muitas
vezes so´ para serem eliminados em um u´nico processo de absorc¸a˜o. Isto e´ equivalente a
considerar a propagac¸a˜o de fo´tons em diferentes direc¸o˜es como a propagac¸a˜o de pacotes
de fo´tons em uma so´ direc¸a˜o. Seguindo este racioc´ınio e para manter a coereˆncia com
o anteriormente escrito, ao inve´s de falar de fo´tons vai se falar de pacotes de fo´tons em
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todos os demais.
Os pacotes de fo´tons sa˜o lanc¸ados no tecido ortogonalmente. A posic¸a˜o inicial e´ (0, 0, 0),
no sentido dos cossenos (ux, uy, uz) em (0, 0, 1). O peso e´ inicializado com 1. Depois que
o pacote de fo´tons e´ liberado, este pode ser inicialmente refletido dado a diferenc¸as de
ı´ndice de refrac¸a˜o entre o ambiente e o tecido. Se n1 e n2 sa˜o os ı´ndices de refrac¸a˜o do
meio ambiente e do tecido, respectivamente, a reflectaˆncia especular e´ dada por [37]
Rsp =
(
n1 − n2
n1 + n2
)2
. (4-2)
O peso do pacote de fo´tons decai por Rsp. Enta˜o:
w = 1−Rsp. (4-3)
Agora vai se detalhar como se calcula o comprimento de espalhamento de cada pacote
de fo´tons, como o pacote de movimenta no meio e finalmente como o pacote e´ finalizado.
1. Comprimento de espalhamento do pacote de fo´tons
O comprimento de espalhamento do pacote de fo´tons e´ calculado por uma distri-
buic¸a˜o exponencial s (0 ≤ s ≤ ∞) que sera´ o comprimento de caminho do pacote
em cada interac¸a˜o. A probabilidade de interac¸a˜o do pacote no tecido por unidade
de comprimento da luz no meio, no intervalo (s′, s′ + ds′) e´ a seguinte:
µt =
dP {s ≥ s′}
P {s ≥ s′} ds′ , (4-4)
O coeficiente µt tambe´m e´ conhecido como coeficiente de interac¸a˜o, este coefici-
ente permite unir os eventos espalhadores e absorvedores em uma so´ varia´vel e este
se pode escrever como µt = µa + µs.
A equac¸a˜o (4-4) pode reescrever-se como:
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d (ln(P {s ≥ s′})) = −µtds′. (4-5)
Com a probabilidade P e P {s ≥ s′} = 1. Do intervalo de interac¸a˜o (0, s1) temos
P {s ≥ s1} = e−µts1, (4-6)
onde
P {s < s1} = 1− e−µts1. (4-7)
A densidade de probabilidade do caminho livre s e´
p(s1) =
dP {s < s1}
ds2
= µte
−µts1 . (4-8)
Fazendo algumas substituic¸o˜es, chegamos a que
s1 = −ln(1 − ξ)/µt. (4-9)
Agora, muda-se a varia´vel ξ pela 1− ξ, e temos finalmente que:
s1 = −ln(ξ)/µt. (4-10)
Como era de esperar o pacote tem mais probabilidade de percorrer uma distaˆncia
curta que uma larga, descrevendo um comportamento exponencial. Conveˆm assi-
nalar que ao fazer a me´dia dos comprimentos de caminhos livres com a equac¸a˜o
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(4-8) obtem-se que o comprimento livre me´dio e´ igual a´ 1/µa, o que concorda com a
definic¸a˜o do coeficiente de absorc¸a˜o. Pode-se perguntar por que a distribuic¸a˜o dos
comprimentos de caminho livre dos pacotes e´ exponencial. A reposta esta´ ligada a`
lei de Beer-Lambert. Como se discutiu no cap´ıtulo 3, a lei Beer-Lambert relaciona
a atenuac¸a˜o da luz com o coeficiente de absorc¸a˜o quando a luz atravessa um meio
material e e´ dada por:
µa =
−ln (If/Ii)
s
, (4-11)
onde If e Ii sa˜o as intensidades final e inicial da luz respectivamente, e s e´ a espessura
do meio.
2. Movimento de um pacote
Para propagar um pacote atrave´s do meio se necessita saber: 1) quanto um
pacote percorre antes de sofrer um evento (espalhador ou absorvedor); 2) depois
como interage este com o meio e por u´ltimo; 3) qual e´ a nova posic¸a˜o do pacote
depois de cada interac¸a˜o. Na subsec¸a˜o anterior se apresentou quanto e´ a distaˆncia
que o pacote percorre, que esta´ dada pela equac¸a˜o (4-8). Em seguida apresenta-se
qual e´ a nova posic¸a˜o descrevendo os processos de espalhamento e absorc¸a˜o de um
pacote. A nova posic¸a˜o de um pacote pode ser escrita assim:

x
nova varia´vel
← x+ uxsi
varia´vel velha
y
nova varia´vel
← y + uysi
varia´vel velha
z
nova varia´vel
← z + uzsi
varia´vel velha
.
(4-12)
Os termos ui va˜o ser detalhados mais adiante.
Uma vez que o pacote se movimentou uma distaˆncia s, uma frac¸a˜o do peso, △w,
e´ absorvida pela interac¸a˜o com o meio, assim:
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△W =
(
µa
µt
)
W. (4-13)
Em geral, o peso diminui pela absorc¸a˜o dos pacotes, da seguinte forma:
W ← W −△W. (4-14)
As equac¸o˜es (4-13) e (4-14) esta˜o relacionadas com a lei de Beer-lambert. A
exponencial caracter´ıstica desta lei na˜o aparece devido a que no algoritmo implici-
tamente se ha´ tido em conta que o fator µa/µs e´ pequeno. Que µa/µs seja pequeno
significa que ha´ mais eventos de espalhamentos que de absorc¸a˜o o que e´ va´lido em
tecidos biolo´gicos e por isso e´ poss´ıvel fazer uma expansa˜o de Taylor e tomar os
dois primeiros termos, assim pode-se dizer que estas equac¸o˜es sa˜o aplica´veis so´ para
tecidos ou meios turvos.
Uma vez que o pacote interage e o seu peso e´ diminu´ıdo este e´ espalhado. O aˆngulo
de deflexa˜o ou aˆngulo polar em coordenadas esfe´ricas θ(0 ≤ θ < 2π) e o aˆngulo
azimutal ϕ(0 < ϕ < 2π) sa˜o calculados a partir de distribuic¸o˜es de probabilidades
de acordo com a f´ısica nos tecidos. A distribuic¸a˜o de probabilidade para o cos(θ)
e´ descrito pela conhecida func¸a˜o de Henyey e Greenstein, a qual foi originalmente
proposto para gala´xias, e se comprovou empiricamente que em tecidos e´ igualmente
u´til :
p(cosθ) =
1− g2
2(1 + g2 − 2gcos(θ))3/2 , (4-15)
com g sendo o fator de anisotropia (−1 ≤ g ≤ 1). Se g = 0 indica isotropia de
espalhamento (mesma probabilidade em todas as direc¸o˜es); se g = 1 indica que
a probabilidade do pacote espalhar na mesma direc¸a˜o incidente e´ maior que em
outras direc¸o˜es, e se g = −1, a probabilidade do pacote espalhar na direc¸a˜o oposta
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a` direc¸a˜o incidente e´ maior que outras. Em tecidos o valor de g esta´ compreendido
entre 0.3 e 0.98 [16]. No entanto muitas vezes e´ da ordem de g ≤ 0.9 no espectro
vis´ıvel. Usando a te´cnica de inversa˜o para amostrar varia´veis aleato´rias, o aˆngulo
polar pode ser obtido como: [63]
cosθ =

1
2g
(
1 + g2 −
[
1−g2
1−g+2gξ
]2)
g 6= 0
2ξ − 1 g = 0.
(4-16)
O aˆngulo azimutal e´ uniformemente distribu´ıdo entre 0 e π, como:
ϕ = 2πξ. (4-17)
Uma vez calculado o aˆngulo polar e o aˆngulo azimutal, a nova direc¸a˜o do pacote
pode ser calculada [14]
(4-18)
u′x =
sin (θ)√
1−uz (uxuz cosϕ− uy sinϕ) + uy cos θ
u′y =
sin(θ)√
1−uz (µyuz cosϕ+ ux sinϕ) + uy cos θ
u′z = − sin θ cosϕ
√
1− u2z + uz cos θ.
Se o aˆngulo esta´ pro´ximo da normal (|µz| > 0.99999), as equac¸o˜es acima sa˜o
simplificadas como:
u′x = sin θ cosϕ, (4-19)
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u′y = sin θ sinϕ, (4-20)
u′z =
uz
|uz| cosϕ. (4-21)
Se o pacote e´ refletido no meio e impacta com a fronteira e´ necessa´rio calcular
a probabilidade refletida internamente do pacote, que depende do aˆngulo αi, onde
αi = 0 para uma incideˆncia perpendicular. O valor de αi e´:
αi = cos
−1(|µz|). (4-22)
Utilizando a lei de Snell [37], pode-se obter:
ni sinαi = nt sinαt, (4-23)
aqui, αi e´ o aˆngulo de incideˆncia, αt e´ o aˆngulo de transmissa˜o, ni e´ o ı´ndice de
incideˆncia e nt e´ o ı´ndice de transmissa˜o.
Usando a fo´rmula de Fresnel [12] se tem:
R(αi) =
1
2
[
sin2 (αi − αt)
sin2 (αi + αt)
+
tan2 (αi − αt)
tan2 (αi + αt)
]
. (4-24)
Para determinar se o pacote e´ transmitido internamente gera-se um nu´mero
aleato´rio de uma distribuic¸a˜o uniforme ξ e este se compara com a reflectaˆncia in-
terna, apresentada na equac¸a˜o (4-24), da seguinte maneira:
• se ξ ≤ R(αi), o fo´ton se reflete internamente
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• se ξ > R(αi), em seguida, o fo´ton foi transmitido
3. Terminac¸a˜o do pacote de fo´tons
O pacote de fo´tons pode ser terminado de duas maneiras. A primeira maneira
em que o pacote pode ser terminado e´ saindo do meio; neste caso o peso que tinha
o pacote antes de sair do meio e´ salvo na varia´vel que representa a reflectaˆncia (se o
pacote sai no mesmo plano onde este foi lanc¸ado) ou na transmitaˆncia (se o pacote
sai no plano oposto de onde foi incidido). A segunda maneira em que o pacote
termina e´ que este fique dentro do meio. O crite´rio usado para decidir se um pacote
de fo´tons fica preso dentro e´ que o seu peso seja menor que certo limiar (por exemplo
Wth = 0, 0001). Pore´m este crite´rio viola a conservac¸a˜o da energia e poderia alterar
a distribuic¸a˜o da absorvaˆncia dentro do meio. Para resolver este problema pode-se
usar a te´cnica de reduc¸a˜o da variaˆncia chamada roleta russa [7]. A ideia ba´sica
desta te´cnica e´ dar uma possibilidade de sobreviver ao pacote de m, onde este m
pode ser qualquer nu´mero real positivo (por exemplo m = 10), aumentando o peso
da part´ıcula no tecido mW , assim:
W ←
mW ξ ≤ 1/m0 ξ > 1/m, (4-25)
onde ξ representa um nu´mero aleato´rio uniformemente distribu´ıdo.
4.2.3. Ca´lculo das grandezas f´ısicas atrave´s da simulac¸a˜o
Grandezas esta´ticas tais como absorvaˆncia, transmitaˆncia, reflectaˆncia e flueˆncia podem
ser obtidas depois da simulac¸a˜o acabar. As grandezas f´ısicas unidimensionais e bidimensi-
onais sa˜o armazenadas em matrizes unidimensionais ou bidimensionais, respectivamente.
Reflectaˆncia e transmitaˆncia
Durante a simulac¸a˜o, alguns pacotes de fo´tons podem sair do meio e seus pesos sa˜o
armazenados na matriz de reflectaˆncia ou na matriz de transmitaˆncia dependendo de onde
o pacote sai. Uma vez lanc¸ados muitos pacotes, as matrizes de reflectaˆncia (Rd(r, α)) e
transmitaˆncia (Tr(r, α)) ficam definidos. As coordenadas do centro de um elemento da
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malha sa˜o calculadas como:
r = (ir + 0.5)∆r[cm], (4-26)
α = (iα + 0.5)∆α[rad], (4-27)
onde ir e iα sa˜o ı´ndices para r e α. Para obter o peso total de fo´tons em um elemento da
malha em cada direc¸a˜o do sistema, pode-se somar as matrizes 2D na outra dimensa˜o:
Rd−r[ir] =
Nα−1∑
iα=0
Rd−rα[Ir, Iα], (4-28)
Rd−α[iα] =
Nr−1∑
ir=0
Rd−rα[Ir, Iα], (4-29)
Td−r[ir] =
Nα−1∑
iα=0
Td−rα[Ir, Iα], (4-30)
Td−α[iα] =
Nr−1∑
ir=0
Td−rα[Ir, Iα]. (4-31)
Para obter a reflectaˆncia e a transmitaˆncia, soma-se a matriz 1D de novo.
Rd =
Nr−1∑
ir=0
Rd−r[Ir], (4-32)
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Tt =
Nr−1∑
ir=0
Tt−r[Ir]. (4-33)
Para converter Rd−rα[ir, iα] e Tt−rα[ir, iα] em probabilidade por unidade de a´rea a`
direc¸a˜o do pacote por aˆngulo so´lido, as equac¸o˜es (4-32) e (4-33) sa˜o divididas pela projec¸a˜o
da a´rea anular no plano perpendicular a` direc¸a˜o de sa´ıda do fo´ton (∆a cosα),
Rd−rα[ir, iα] = Rd−α[ir, iα]/(∆a cosα∆ΩN)[cm−2sr−1],
(4-34)
Tt−rα[ir, iα] = Td−rα[ir, iα]/(∆a cosα∆ΩN)[cm−2sr−1],
(4-35)
onde
∆a = 2πr∆r = (2π)(ir + 0.5)(∆r)
2 (4-36)
∆Ω = 4π sinα sin [∆α/2] = 4π sin [(iα + 0.5)∆α] sin [∆α/2][sr],
(4-37)
onde r e α sa˜o calculadas de (4-26) e (4-27).
Distribuic¸a˜o interna dos pacotes de fo´tons (Absorbaˆncia)
A` medida que a simulac¸a˜o decorre os pesos dos pacotes de fo´tons absorvidos sa˜o armaze-
nados na matriz de absorc¸a˜o A(r, z). No algoritmo A(r, z) e´ representado por uma matriz
2D Arz[ir, iz], onde ir e iz sa˜o ı´ndices dos elementos de malha nas direc¸o˜es r e z. A
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coordenada do centro do elemento da malha pode ser calculada com (4-26) e
z = (iz + 0.5)∆z. (4-38)
O peso total dos pacotes de fo´tons em cada elemento na direc¸a˜o z pode calcular-se
somando a matriz 2D na direc¸a˜o r:
Ai[camada] =
∑
iznacamada
Az[iz]. (4-39)
A =
Nr−1∑
iz=0
Az[iz], (4-40)
onde o intervalo da soma inclui todas as iz que levam a uma coordenada z na camada.
Agora como foi feito para o caso da refletaˆncia e transmitaˆncia deve-se normalizar a
absorbaˆncia para obter as densidades:
Arz[ir, iz] = Arz[ir, iz]/(∆α∆zN)[cm
−3], (4-41)
Az[iz] = Az[iz]/(∆zN)[cm
−3], (4-42)
Ai[camada] = Ai[camada]/N, (4-43)
A = A/N. (4-44)
A grandeza A representa a probabilidade de o pacote ser absorvido. O vetor Ai[camada]
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representa a probabilidade de que um pacote seja absorvido em cada camada. Arz[ir, iz]
e´ a densidade de probabilidade de um pacote ser absorvido em cada ponto da malha.
A flueˆncia, φrz(cm
−2), pode ser obtida com a densidade Arz[ir, iz] dividindo esta pelo
coeficiente µa(cm
−1) da camada onde a atual localizac¸a˜o reside:
φrz[ir, iz] = Arz[ir, iz]/µa[cm
−2]. (4-45)
O vetor Az[iz] e´ a probabilidade do fo´ton ser absorvido por unidade de comprimento.
Este tambe´m pode ser divido pelo coeficiente de absorc¸a˜o µa(cm
−1) para criar uma gran-
deza unidimensional φz(iz):
φz[iz] = Az[iz]/µa[cm
−2]. (4-46)
4.3. Algoritmo Monte Carlo multi-voxels
Na sec¸a˜o anterior mostrou-se detalhadamente o algoritmo MCML. Com este algoritmo
pode ser simulado meios tridimensionais multi-camadas, o qual uma variedade grande
de tecidos pode ser estudada. (Assumindo-se que os meios teˆm geometrias que podem
ser aproximadas por multi-camadas). No entanto, estritamente falando os tecidos na˜o
teˆm estas geometrias (craˆnio, mama entre outros), e meios altamente heterogeˆneos na˜o
podem ser simulados com MCML. Por isso, Boas. et al, em 2002 [8] e o grupo de Wang
em 2014 [61] melhoraram o algoritmo permitindo modelar meios altamente heterogeˆneos.
Pacote de fótons
Figura 4-4.: Representac¸a˜o de um meio em tMCimg e mcxyz.
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Ao inve´s de construir o meio por multi-camadas, ambos algoritmos permitem construir o
meio tridimensional por voxels (ver figura 4-4). O co´digo feito por Boas foi chamado de
tMCimg e do grupo de Wang foi chamado de mcxyz. Ambos os co´digos foram feitos em C
e esta˜o livres para download. Em seguida se mostrara´ outras diferenc¸as que os algoritmos
tMCimg, mcxyz e MCML teˆm.
1. Diferente de MCML que usava treˆs sistemas de coordenadas, tMCimg e mcxyz tra-
balham com dois sistemas de coordenadas so´, um sistema cartesiano para propagar
os pacotes e armazenar as grandezas f´ısicas e um sistema esfe´rico que serve para
mudar a direc¸a˜o dos pacotes.
2. Em tMCimg e mcxyz na˜o se calcula a refletaˆncia especular ocasionada pela poss´ıvel
diferenc¸a de ı´ndices de refrac¸a˜o dos voxels vizinhos, em consequeˆncia do custo com-
putacional que este ca´lculo gera.
3. Com mcxyz e´ poss´ıvel ale´m de fonte pontuais simular fontes gaussianas e planas.
4. A mudanc¸a do peso do pacote, tanto em tMCimg quanto mcxyz, se calcula como
∆W = (1− e−µas), o qual esta´ mais de acordo com a lei de Beer-Lambert.
5. Em tMCimg e mcxyz quando o pacote muda de um voxel (v1) a outro voxel (v2) e
se o coeficiente espalhamento de v1 e´ diferente do coeficiente de espalhamento de v2,
o comprimento de espalhamento do pacote e´ renormalizado por µvelhos /µ
novo
s , onde
µs e´ o coeficiente de espalhamento.
6. Se o comprimento de espalhamento do pacote e´ maior que o comprimento do voxel,
o algoritmo volta a gerar outro comprimento a partir da equac¸a˜o 4-1; caso contra´rio
o comprimento de espalhamento e´ reduzido no comprimento do voxel ate´ que este
seja menor que o comprimento do voxel.
7. Com tMCimg e´ poss´ıvel simular pulsos de luz; mcxyz e MCML permitem obter a
distribuic¸a˜o espacial dos pacotes, mas para um tempo suficientemente longo, isto
com o fim de que se alcance um estado estaciona´rio.
8. Uma simulac¸a˜o de 1×108 pacotes de fo´tons com tMCimg em um notebook pessoal,
I7 e 8 GB de Ram demora aproximadamente 1 hora. No entanto com a mesma
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quantidade de pacotes, o mcxyz demora aproximadamente 30 minutos. Fazendo
assim, o mcxyz mais eficiente.
9. No caso que se queira estudar sistemas fonte-detector, tMCimg em contraste com
MCML e mcxy, permite conhecer os comprimentos dos pacotes que chegam no detec-
tor se o tecido e´ homogeˆneo. Se o tecido e´ heterogeˆneo supondo que esteja composto
de N regio˜es ou tipos de tecidos, tMCimg da´ os comprimentos que percorrem os
pacotes em cada tipo de tecido, gerando para cada pacote um vetor de N elementos.
Com a informac¸a˜o do comprimento e´ poss´ıvel escrever a flueˆncia da forma [36]
φ(t) =
1
N(t)∆t
Nphotons(t)∑
i=1
Nregions∏
j=1
e(−µa,jLi,j), (4-47)
onde Nphoton(t) e´ o nu´mero de pacotes de fo´tons coletados em um tempo t, e
(−µa,jLi,j)
tem em conta efeitos de absorc¸a˜o em cada regia˜o onde Lij e´ o comprimento do pacote
i atrave´s da regia˜o j.
5. Validac¸a˜o e extensa˜o do algoritmo
Nesta dissertac¸a˜o se utilizou o co´digo mcxyz porque se achou que este era o mais adequado
para o estudo da dinaˆmica das part´ıculas dentro do meio. Este cap´ıtulo se encontra
dividido em duas partes. Na primeira parte se mostrara´ como o co´digo pode ser usado para
estudar a propagac¸a˜o da luz atrave´s de tecidos biolo´gicos, validando primeiro o co´digo,
isto e´, comparando as previso˜es do algoritmo com as soluc¸o˜es da equac¸a˜o de difusa˜o para
um meio semi-infinito. Depois, mostra-se as propriedades relevantes dos tecidos biolo´gicos
tais como os caminhos mais prova´veis que a luz percorre no tecido e a profundidade que
a luz atinge no tecido. A segunda parte se analisara´ a maneira em que a dinaˆmica das
part´ıculas no tecido pode ser levada em conta, modificando o co´digo apropriadamente, e se
analisara´ algumas das propriedades desta dinaˆmica. Todas as simulac¸o˜es foram rodadas
em um notebook pessoal Intel Core(TM) 1.90GHz dual core, 8.00 Gb de Ram.
5.1. Simulac¸a˜o do meio Semi-infinito
5.1.1. Variac¸a˜o da flueˆncia com a distaˆncia Fonte-Detetor
Nesta primeira parte se simulou um meio semi-infinito homogeˆneo, lembrando que um
meio semi-infinito pode ser considerado como um meio no qual as dimenso˜es do meio
(largura, comprimento e espessura) sa˜o muito maiores que a profundidade da luz que
atinge o meio. Em tecidos biolo´gicos a profundidade que a luz atravessa o meio e´ de uns
poucos cent´ımetros, por esta raza˜o nesta simulac¸a˜o se construiu um cubo de dimenso˜es
100× 100× 100 voxels. Cada voxel tinha um volume de 1 mm3. Por esta raza˜o, todas as
propriedades o´pticas dos voxels foram as mesmas (absorc¸a˜o e espalhamento). O coeficiente
de absorc¸a˜o se escolheu de: µa = 0.05 cm
−1. O coeficiente de espalhamento e o fator de
anisotropia foram escolhidos de tal forma que o coeficiente de espalhamento reduzido fosse
de :µ′s = 10 cm
−1. Lembrando que µ′s = µs(1−g), a escolha mais fa´cil e´ poˆr µs = 10 cm−1
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Figura 5-1.: Propagac¸a˜o de uma fonte pontual colocada no centro da superficie do meio,
representada mediante a distribuic¸a˜o da flueˆncia normalizada, φ (escala de
cors) gerada pela simulac¸a˜o de muitos pacotes de fo´tons dentro do meio.
e g = 0. A raza˜o para simular o meio com estas propriedades o´pticas e´ que estes valores
sa˜o os que a literatura reporta para os tecidos biolo´gicos [46]. A fonte pontual isotro´pica
foi simulada injetando 50 milho˜es de fo´tons ao meio e colocada no centro da superf´ıcie.
Nesta dissertac¸a˜o, as fontes simuladas va˜o ser cont´ınuas, mas conve´m assinalar que fontes
no domı´nio da frequeˆncia e pulsos temporais tambe´m podem ser simuladas.
Na figura 5-1 se mostra o perfil da flueˆncia no plano xz. Este perfil mostra os fo´tons
se difundem no meio, isto pode ser explicado do fato que nesta simulac¸a˜o se dispoˆs um
coeficiente de espalhamento muito maior que o coeficiente de absorc¸a˜o, o que na pra´tica
significa que os eventos espalhadores sa˜o muito mais frequentes que os de absorc¸a˜o, cum-
prindo a condic¸a˜o de difusa˜o apresentada no cap´ıtulo 2.
Ale´m disso, simulou-se 30 detectores colocados na interface do meio. Os detectores
foram colocados a uma distaˆncia de 0.1 a 3.0 cm com um passo de 0.1 cm. A flueˆncia na
posic¸a˜o dos detectores foi calculada com a equac¸a˜o (4-46) do cap´ıtulo anterior. Em fim de
evitar flutuac¸o˜es estat´ısticas, o algoritmo rodou-se 10 vezes para obter a me´dia e o desvio
padra˜o de cada detector. A figura 5-2 mostra tanto a flueˆncia me´dia e o desvio padra˜o
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Figura 5-2.: Comparac¸a˜o da flueˆncia me´dia obtida ao rodar 10 vezes o algoritmo Monte
Carlo (pontos azuis) com a soluc¸a˜o anal´ıtica da equac¸a˜o de difusa˜o (linha
vermelha) para um meio semi-infinito. As barras de erro em cada ponto
representa o desvio padra˜o das rodadas.
(barras de erros) na posic¸a˜o dos detectores obtida pela simulac¸a˜o quanto a flueˆncia dada
pela soluc¸a˜o da equac¸a˜o de difusa˜o para um meio semi-infinito. Nesta figura e´ poss´ıvel
notar um bom ajuste da flueˆncia obtida com o me´todo Monte de Carlo e com a prevista
pela teoria. A diferenc¸a para as distaˆncias fonte-detector pequenas (menores que 0.5 cm)
pode ser explicada do fato que a teoria de difusa˜o na˜o e´ va´lida neste regime, devido a
que estas distaˆncias sa˜o compara´veis com o comprimento do caminho livre dos fo´tons (no
caso da simulac¸a˜o, lt =
1
µt
= 0.95 cm).
5.1.2. Variac¸a˜o da flueˆncia com a profundidade
Ja´ se estudou como a flueˆncia varia com a posic¸a˜o do detector para um meio semi-infinito.
Outro caso importante que tambe´m esta´ previsto pela teoria e´ a variac¸a˜o da flueˆncia com
a profundidade do meio, a qual esta´ representada pelo eixo z. Na teoria de difusa˜o, a
variac¸a˜o da flueˆncia com a profundidade no meio esta´ dada pela equac¸a˜o [85]:
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Figura 5-3.: Representac¸a˜o da variac¸a˜o da flueˆncia media obtida rodando 10 vezes o al-
goritmo (pontos azuis) em relac¸a˜o com a profundidade, z. As barras de erro
repesentam o desvio padra˜o das simulac¸o˜es e a linha vermelha representa o
ajuste lineal sobre os pontos.
φ(z) = K exp [−z
δ
]. (5-1)
Aqui, K e´ um fator de escala que depende do ı´ndice de refrac¸a˜o relativo e δ e´ a
profundidade de penetrac¸a˜o e pode ser computada assim:
δ =
1√
3µa(µa + µ′s)
. (5-2)
Substituindo os valores dos coeficientes de absorc¸a˜o µa = 0.05 cm
−1 e o espalhamento
reduzido µ′s = 10 cm
−1 utilizados na simulac¸a˜o na equac¸a˜o 5-2 se obteˆm a profundidade
de penetrac¸a˜o:
δT = 0.81cm, (5-3)
onde o sub´ındice T representa teo´rico.
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Na figura 5-3, mostra-se a variac¸a˜o da flueˆncia em func¸a˜o da profundidade, z, obtida
com as mesmas 10 simulac¸o˜es do caso anterior, a sua vez tambe´m mostra-se um ajuste
linear em escala logar´ıtmica. A equac¸a˜o do ajuste foi obtida com Matlab e esta e´:
φ(z) = 1.15(1) exp [− z
0.79(10)
]. (5-4)
Comparando as equac¸o˜es (5-1) e (5-4), a profundidade de penetrac¸a˜o obtida pelo al-
goritmo de Monte Carlo e´:
δmc = 0.79(10) cm, (5-5)
o sub´ındice mc representa Monte Carlo. Pode-se comparar as equac¸o˜es (5-3) (5-5) para
observar que a diferenc¸a e´ aproximadamente de 3%.
5.2. Trajeto´rias mais prova´veis dos fo´tons
Nas sec¸o˜es anteriores mostrou-se como o algoritmo reproduz muito bem o previsto pela
teoria, no alcance que esta e´ va´lida. Analisou-se como e´ a variac¸a˜o da flueˆncia em func¸a˜o
tanto da distaˆncia dos detectores a` fonte quanto da profundidade do meio com a simulac¸a˜o
de Monte Carlo. Agora, uma pergunta interessante seria, dada uma fonte e um detector,
qual e´ o caminho mais prova´vel dos fo´tons que entram no meio e sa˜o coletados pelo
detector. Responder esta pergunta ajudaria a entender, por exemplo, a luz que chega no
detector que informac¸a˜o tem sobre o tecido quando o me´todo de estudo do tecido e´ feito
com espectroscopia de difusa˜o. Nesta sec¸a˜o se tenta responder esta pergunta utilizando
o algoritmo de Monte Carlo.
A probabilidade de um fo´ton se propagar de r a r′ pode ser calculada como [92].
P (r → r′) = φ(
~r′, ~r)∫
φ(~r, ~r′)dr′
, (5-6)
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Figura 5-4.: Perfil da trajeto´ria mas provaveˆl da luz dentro de um tecido quando a
distaˆncia fonte-detector e´ 2.5 cm. A escala de cors respresenta a probaili-
dade de um foto´n se propagar de um ponto r (posic¸a˜o da fonte) a r′ (ponto
no meio) e depois de r′ a r′′ (posic¸a˜o do detector).
Fazendo uma aproximac¸a˜o de primeira ordem, a probabilidade de um fo´ton se propagar
de um ponto r a r′ e depois do ponto r′ a r′′ e´ dada por:
P (r → r′ → r′′) = P (r → r′)P (r′ → r′′). (5-7)
Substituindo a equac¸a˜o (5-6) em (5-7), obtem-se a seguinte expressa˜o
P (r → r′ → r′′) = φ(
~r′, ~r)φ(~r′′, ~r′)∫
φ(~r, ~r′)φ(~r′, ~r′′)dr′dr′′
. (5-8)
Se r representa a posic¸a˜o inicial da fonte, r′ representa um ponto no meio e r′′ re-
presenta a posic¸a˜o do detector, a u´ltima equac¸a˜o serve para obter informac¸a˜o do meio
dos fo´tons que saem da fonte e atingem o detector, e por essa raza˜o a equac¸a˜o deve ser
simulada pelo algoritmo.
Para encontrar essa probabilidade com o algoritmo, simulou-se um meio semi-infinito
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com propriedades o´pticas de µa = 0.05 cm
−1 e µ′s = 10 cm
−1. Inicialmente a fonte se
colocava no centro da interfase e um detector era colocado a uma distaˆncia ρ da fonte. A
flueˆncia em cada voxel que se denotara´ como φ1 era salvada. Logo se trocou as posic¸o˜es
da fonte e o detector e as flueˆncias em cada voxel de novo eram salvadas e denotada
como φ2. Quando foram obtidas as duas distribuic¸o˜es da flueˆncia no volume do meio, a
probabilidade conjunta (equac¸a˜o (5-7)) foi calculada para cada voxel de volume do meio
simulado, multiplicando φ1 e φ2 e normalizando no final. Este procedimento foi realizado
para distaˆncias fonte-detector, ρ = 1.5, 2.0, 2.5, 3.0 cm.
Na figura 5-4 mostra-se o perfil da probabilidade de flueˆncia conjunta especifico para
a distaˆncia fonte detector de 2.5 cm, no plano xz. Nesta figura observa-se que o perfil de
interac¸a˜o no meio dos fo´tons que saem da fonte e chegam no detector tem uma forma de
banana, como a teoria prediz [49]. A figura mostra que ha´ uma quantidade importante de
fo´tons que chegam a atingir uma profundidade maior do que 1 cm. Como sera´ ampliado
em seguida, no caso que o tecido seja o ce´rebro esto representa que ha´ uma quantidade
significativa de luz que atinge camadas corticais.
Ale´m disso, calculou a profundidade me´dia,
〈z〉 =
∫ ∞
z=0
P (r→ r′ → r′′)dz, (5-9)
com o algoritmo trocando a integral por uma soma sobre todas o volume do tecido.
este calculo se realizou para distaˆncias fonte detector de 1.5, 2.0, 2.5 e cm que sa˜o
mostrados na tabela 5-1. Como era esperado, ao aumentar a distaˆncia fonte-detector a
profundidade me´dia tambe´m aumenta, em virtude de que a maior distaˆncia fonte-detector
a probabilidade que os fo´tons percorram um caminho mais longo e pelo tanto atingir uma
maior profundidade tambe´m e´ maior.
5.3. Simulac¸a˜o em meio duas camadas
Como se mencionou anteriormente, os tecidos biolo´gicos na˜o sa˜o necessariamente ho-
mogeˆneos. Por tal motivo, aproximar os tecidos como meios semi-infinitos pode levar
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Distancia fonte-detector (cm) 〈z〉
1.5 0.39± 0.28
2.0 0.48± 0.39
2.5 0.56± 0.44
3.0 0.64± 0.48
Tabela 5-1.: Variac¸a˜o da profundidade me´dia, 〈z〉, com a distaˆncia fonte.
a erros na estimativa das propriedades o´pticas esta´ticas do tecido. Especificamente no
ce´rebro, e´ mais importante conhecer as propriedades do co´rtex que se encontra a uma
profundidade de 1 cm aproximadamente abaixo da superf´ıcie [33], e na˜o das partes su-
perficiais da cabec¸a (escalpo e pele). E´ por isto que modelos para meios heterogeˆneos sa˜o
requeridos.
Uma melhor tentativa de aproximar a cabec¸a e em geral qualquer tipo de tecido e´
considera-lo como um meio de duas camadas, onde as duas camadas va˜o ter diferen-
tes propriedades o´pticas entre elas, mas cada uma por separado e´ homogeˆnea. Como
se mostrou no cap´ıtulo 3, existe uma soluc¸a˜o anal´ıtica da equac¸a˜o de difusa˜o para um
meio de duas camadas considerando a espessura da primeira camada finita, l, e a segunda
camada de uma espessura infinita.
Um meio de duas camadas de uma espessura da primeira camada de 1 cm foi simulado.
As propriedades o´pticas da primeira camada foram: µa1 = 0.07 cm
−1, µ′s1 = 10 cm
−1
e complementariamente as propriedades da segunda camada foram: µa2 = 0.21 cm
−1,
µ′s2 = 4 cm
−1, que correspondem a`s propriedades o´pticas no ce´rebro [33]. Realizou-se de
novo 10 simulac¸o˜es iguais. Em cada simulac¸a˜o se jogava no meio 108 fo´tons e se colocou
30 detectores as distaˆncias de 0.1−3 cm de passos de 0.1 cm da fonte na superf´ıcie do meio.
Apresenta-se a flueˆncia me´dia nos detectores com suas respectivas barras de erro ob-
tidas com o algoritmo e com a soluc¸a˜o anal´ıtica da equac¸a˜o de difusa˜o para um meio
de duas camadas na figura (5-5). Esta figura mostra ao igual que no caso da geometria
semi-infinita que a flueˆncia obtida pelo algoritmo se ajusta muito bem para as distaˆncias
fonte-detector maior que 0.5 cm. Para distaˆncias menores do que 0.5 cm as duas curvas
se diferenciam consideravelmente, e como se explicou no caso semi-infinito esta diferenc¸a
se deve a` falha da equac¸a˜o de difusa˜o neste regime de distaˆncias.
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Figura 5-5.: Comparac¸a˜o da flueˆncia obtida a partir de 10 simulac¸o˜es de Monte Carlo
(pontos azuis) com a soluc¸a˜o anal´ıtica da equac¸a˜o de difusa˜o para um meio
de duas camadas (linha vermelha). As barras de erro respresentam o desvio
padra˜o da simulac¸o˜es em cada detector.
5.4. Percentagem de fo´tons que atingem uma certa
profundidade no meio
Uma pergunta que poderia surgir ao modelar os tecidos como um meio de duas camadas
e´ se os fo´tons que saem da fonte e atingem o detector conseguem passar para a segunda
camada e em que percentagem. Responder esta pergunta justificaria o fato de modelar o
tecido como duas camadas e conhecer de onde proveˆm a informac¸a˜o no tecido que a luz
pega quando percorre ele.
Para responder esta pergunta se realizou um procedimento similar ao feito na sec¸a˜o 5.2.
No entanto, aqui o meio era de duas camadas com as propriedades anteriormente citadas.
A raza˜o para fazer o mesmo procedimento e´ porque aqui tambe´m se esta´ interessado so´
nos fo´tons que a fonte joga no meio e que chegam no detector. Mas aqui se calculou a
soma das flueˆncias nos voxels desde a superf´ıcie ate´ certa profundidade no meio, e esta
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Figura 5-6.: Percentagens de fo´tons que saem da fonte e atingem certa profundidade,
z, dentro de meio e antingem no dectectores colocados a distaˆncias de
1.0, 2.0, 2.5 e 3.0 cm. As simulac¸a˜o foi feita para meio semi-infinito (linha
tracelhada) e duas camadas (linha cont´ınua).
soma foi dividida pela flueˆncia total. Este valor corresponde a` percentagem de fo´tons que
atingem certa profundidade, z.
A figura 5-6 mostra a percentagem de fo´tons que atingem uma certa profundidade,
z, para distaˆncias fonte-detector de 1.5, 2.0, 2.5 e 3.0 cm tanto para um meio de duas
camadas com as mesmas propriedades o´pticas da sec¸a˜o anterior quanto para o meio semi-
infinito com as propriedades que se utilizaram na sec¸a˜o 5.2. Pode-se notar que para uma
distaˆncia fonte detector fixa as duas curvas (semi-infinito e de duas camadas) comec¸am se
afastar, isto e´ esperado devido a que as propriedades o´pticas da primeira camada no caso
da simulac¸a˜o do meio duas camadas sa˜o muito semelhantes a`s propriedades na simulac¸a˜o
do meio semi-infinito. Da figura tambe´m pode-se notar que a` medida que a distaˆncia
fonte-detector aumenta, maior e´ a percentagem de fo´tons que atingem uma profundidade
fixa, isto se deve a que os fo´tons que saem da fonte e chegam a um detector que tem uma
distaˆncia maior com respeito a` fonte percorrem uma distaˆncia maior, e por causa disso
e´ razoa´vel pensar que eles chegam mais no fundo do meio se compara-se com os fo´tons
que chegam em um detector cuja distaˆncia a` fonte e´ menor. Outro aspeto que pode-se
observar na figura e´ que a percentagem de fo´tons que atingem uma profundidade maior
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que a espessura da primeira camada vai de 4% (para a distaˆncia fonte-detector 1 cm) ate´
25% (para a distaˆncia fonte-detector de 3.0 cm). Levando em conta que a fonte simulada
constava de 1 × 108 fo´tons, a quantidade destes que atingem a uma profundidade maior
que a espessura da primeira camada vai ser de aproximadamente 4×106 fo´tons a 25×106
fo´tons.
5.5. Dinaˆmica das part´ıculas espalhadoras
Todas as simulac¸o˜es anteriores foram feitas considerando que as part´ıculas no interior do
meio estavam esta´ticas. Nas pro´ximas sec¸o˜es se mostrara´ como tal dinaˆmica pode ser
implementada no algoritmo. A implementac¸a˜o sera´ testada comparando as previso˜es do
algoritmo com as soluc¸o˜es anal´ıticas dadas pela teoria de difusa˜o.
5.5.1. Ca´lculo da func¸a˜o temporal de autocorrelac¸a˜o do campo
ele´trico
Na sec¸a˜o 3.2 se discutiu dois tipos de enfoques para estudar o movimento das part´ıculas no
interior de tecidos biolo´gicos. O primeiro enfoque calculava a func¸a˜o de autocorrelac¸a˜o de
campo ele´trico como uma contribuic¸a˜o dos campos gerados por cada fo´ton ao experimen-
tar mu´ltiplos espalhamentos no meio. Este enfoque levou a` derivac¸a˜o da equac¸a˜o (3-54),
concluindo que na pra´tica esta equac¸a˜o era dif´ıcil de achar teoricamente. No entanto,
esta equac¸a˜o pode ser simulada pelo algoritmo de Monte Carlo na sua versa˜o discreta
(equac¸a˜o (3-48)).
Para poder simular a equac¸a˜o (3-48) se requer treˆs informac¸o˜es. As informac¸o˜es ne-
cessa´rias sa˜o a varia´vel Y (equac¸a˜o (3-50) ), sua probabilidade, P (Y ), e o deslocamento
quadra´tico me´dio das part´ıculas no meio, 〈∆r2〉. A varia´vel Y esta´ diretamente relaci-
onada com o aˆngulo polar de deflexa˜o do fo´ton em cada evento espalhador, mais espe-
cificamente da soma de (1 − cosθj), onde j representa cada evento. Em princ´ıpio esta
grandeza na˜o e´ calculada no co´digo e por isto o co´digo se modificou para que salvara em
um arquivo de extensa˜o .his a varia´vel Yi,k e o comprimento do caminho que percorre o
i-e´simo fo´ton em cada tipo de tecido, Li,k =
∑
j sj. Aqui k representa o tipo de tecido
(ver tabela 5-2). A func¸a˜o de distribuic¸a˜o de probabilidade da varia´vel Y do i-e´simo
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Detector Fo´tons L1 L2 ... Y1 Y2 ...
1 1 2.5 1.6 ... 24 18 ...
2 2 1.5 3.2 ... 13 30 ...
1 3 0.8 1.7 ... 1.1 15 ...
... ... ... ... ... ... ... ...
Tabela 5-2.: Exemplo de um arquivo .his. A Primeira coluna identifica o detector que
o fo´ton (segunda coluna) atinge. As colunas restantes representam os Lk e
Yk pelo fo´ton em cada tipo de tecido.
fo´ton pode ser associada ao coeficiente de absorc¸a˜o de cada tecido µa,k e Li,k da seguinte
maneira [30, 29]
Pi(Y ) = exp [−µakLi,k]. (5-10)
O deslocamento quadra´tico, 〈∆r2〉, na˜o tem uma u´nica cara, esta pode ser escrita de
va´rias maneiras, dependendo do tipo de movimento que as part´ıculas possam ter dentro
do tecido. Em tecidos, para o caso de fluxo aleato´rio bal´ıstico, 〈∆r2〉 = V 2τ 2, onde V 2 e´
o segundo momento da distribuic¸a˜o de velocidade das ce´lulas. Para o caso de movimento
difusivo, 〈∆r2〉 = 6Dbτ , onde Db e´ o coeficiente efetivo Browniano dos espalhadores no te-
cido ou de perfusa˜o. Em diversos estudos sobre medidas de DCS sobre tecidos [17, 23, 22]
se encontrou que o modelo difusivo ajusta melhor os dados experimentais tomados com a
te´cnica.
Levando em considerac¸a˜o tudo o dito anteriormente, a func¸a˜o temporal de autocor-
relac¸a˜o do campo ele´trico pode ser reescrita como:
g1(τ) =
n∑
i
exp
[ m∑
k
−2k20YikDbkτ − µakLik
]
, (5-11)
onde n representa o nu´mero de fo´tons simulados e m e´ o nu´mero de diferentes tipos de
tecidos.
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Figura 5-7.: Simulac¸a˜o Monte Carlo. C´ırculos sa˜o as curvas obtidas da simulac¸a˜o Monte
Carlo para distaˆncias fonte-detector de 0.5 cm, 2.0 cm, 2.5 cm e 3.0 cm. As
linhas so´lidas sa˜o as soluc¸o˜es anal´ıticas ao modelo semi-infinito.
5.5.2. Simulac¸o˜es em meios semi-infinito e duas camadas
A figura 5-7 mostra a comparac¸a˜o da curva de autocorrelac¸a˜o constru´ıda da simulac¸a˜o
de Monte Carlo com a soluc¸a˜o anal´ıtica para uma geometria semi-infinita [10]. As propri-
edades o´pticas para o meio homogeˆneo foram µa = 0.05 cm
−1 e µ′s = 10 cm
−1′ respecti-
vamente. A propriedade dinaˆmica era Db = 1× 10−8 cm2/s. A figura mostra em geral o
bom ajuste entre as duas curvas, a excec¸a˜o de uma pequena diferenc¸a para uma distaˆncia
de 0.5 cm em τ < 1 × 10−2 s, esta diferenc¸a pode ser justificada do fato que a func¸a˜o
temporal de autocorrelac¸a˜o ele´trico teo´rica foi obtida a partir de uma equac¸a˜o de difusa˜o
que como e´ sabido na˜o e´ va´lida para distaˆncia pequenas.
De igual maneira o algoritmo foi validado para um meio com duas camadas. A comparac¸a˜o
e´ mostrada na figura 5-8. A espessura da primeira camada foi de 1 cm. Os coeficientes de
absorc¸a˜o, µa, e espalhamento reduzido, µ
′
s, foram respectivamente, 0.05 cm
−1 e 10 cm−1
para ambas as camadas. Os coeficientes Browniano de difusa˜o Db foram 1× 10−6 cm2/s
na primeira camada e 1× 10−8 cm2/s para a parte semi-infinito do meio.
Tanto na simulac¸a˜o de um meio semi-infinito quanto de um meio de duas camadas e´
poss´ıvel observar que a` medida que a distaˆncia fonte-detector aumenta a func¸a˜o de au-
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Figura 5-8.: Simulac¸a˜o Monte Carlo. C´ırculos sa˜o as curvas obtidas da simulac¸a˜o Monte
Carlo para distaˆncias fonte-detector de 0.5 cm, 2.0 cm, 2.5 cm e 3.0 cm. As
linhas so´lidas sa˜o as soluc¸o˜es anal´ıticas ao modelo de duas camadas.
tocorrelac¸a˜o comec¸a a decair mais ra´pido. Isto e´ devido principalmente ao fato que, a
maior separac¸a˜o entre a fonte e o detector, aumenta a probabilidade dos fo´tons terem
um comprimento de caminho maior, e como se argumentara´ em seguida, o decaimento da
correlac¸a˜o tambe´m decai por causa dos fo´tons que viajam mais profundos sa˜o que mais
contribuem nos tempos longos da func¸a˜o de autocorrelac¸a˜o.
Por fim, realizou-se uma ana´lise da variac¸a˜o da func¸a˜o temporal de autocorrelac¸a˜o do
campo ele´trico com a relac¸a˜o entre o coeficiente de perfusa˜o da primeira camada, Db1, e
o coeficiente de difusa˜o da segunda camada, Db1 (ver figura 5-9). A figura mostra que
a func¸a˜o de autocorrelac¸a˜o e´ mais sens´ıvel a` perfusa˜o da segunda camada em tempos de
autocorrelac¸a˜o curtos (τ < 1 × 10−4 s), isto quer dizer que os fo´tons que teˆm trajeto´rias
mais perto da superf´ıcie contribuem mais a` correlac¸a˜o em tempos longos.
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Figura 5-9.: Representac¸a˜o da variac¸a˜o da func¸a˜o de autocorrelac¸a˜o com respeito a`
relac¸a˜o Db2/Db1, para uma distaˆncia fonte-detector de 2 cm.
6. Determinac¸a˜o das propriedades
o´pticas e dinaˆmicas com simulac¸a˜o
Monte Carlo
No cap´ıtulo anterior se analisou carater´ısticas relevantes dos tecidos biolo´gicos obtidas a
partir do algoritmo Monte Carlo tanto no caso esta´tico quanto no dinaˆmico. Toda esta
ana´lise foi feita supondo conhecidas as propriedades o´pticas esta´ticas e dinaˆmicas e ob-
tendo grandezas f´ısicas observa´veis como a flueˆncia e a func¸a˜o de autocorrelac¸a˜o. Este
me´todo e´ conhecido como o problema direto, como foi mencionado anteriormente. No
entanto, na pra´tica as propriedades sa˜o desconhecidas e esse e´ o objetivo no laborato´rio
particularmente com as te´cnicas DOS e DCS, i.e., obter tais propriedades com medidas
de intensidade e sua flutuac¸a˜o. Este problema se conhece como o problema inverso. O
objetivo deste cap´ıtulo e´ apresentar a implementac¸a˜o de algoritmos de optimizac¸a˜o que
permitem estimar as propriedades o´pticas e dinaˆmicas em tecidos biolo´gicos, comparando
as previso˜es do algoritmo de Monte Carlo das grandezas f´ısicas com o medido com as
te´cnicas DOS e DCS. A figura 6-1 mostra esquematicamente a formulac¸a˜o do problema.
Este cap´ıtulo esta´ dividido em quatro partes. Na primeira parte se apresentara´ uma
explicac¸a˜o dos me´todos de otimizac¸a˜o empregados (o me´todo Levenberg-Marquardt e
os algoritmos gene´ticos). Na segunda parte, se mostrara´ como o algoritmo gene´tico e´
implementado para obter as propriedades o´pticas esta´ticas do tecido, primeiro testando o
algoritmo em dados simulados para as geometrias semi-infinitas e duas camadas. Depois
o algoritmo foi testado em medidas feitas na cabec¸a de volunta´rios sadios realizadas no
laborato´rio de o´ptica biome´dica do grupo de Neurof´ısica da UNICAMP com a te´cnica DOS
[69]. Por fim, mostra-se como o algoritmo Levenberg-Maquardt foi implementado para
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Figura 6-1.: Comparac¸a˜o entre as metodologias convencionais dos algoritmos Monte
Carlo e o experimento (problema direto e inverso).
achar as propriedades dinaˆmicas dos tecidos. Um procedimento quase ideˆntico ao caso
esta´tico foi seguido (se validou em dados simulados e dados reais) com a u´nica diferenc¸a
de que os dados experimentais foram obtidos em um experimento de apnea feito com um
equipamento DCS constru´ıdo pelo mesmo grupo de o´ptica biome´dica [28]. Tanto no caso
esta´tico quanto no dinaˆmico os resultados foram confrontados com os resultados obtidos
pelas abordagens convencionais.
6.1. Algoritmos de otimizac¸a˜o
A otimizac¸a˜o de func¸o˜es e´ uma ferramenta matema´tica com o objetivo de encontrar a me-
lhor soluc¸a˜o a um problema matema´tico expressado, na maioria de casos, mediante uma
equac¸a˜o. Esta melhor soluc¸a˜o pode ser um ponto onde a func¸a˜o apresente um ma´ximo
ou um mı´nimo, segundo o problema dado. Portanto, se falara´ de otimizac¸a˜o como a mi-
nimizac¸a˜o de func¸o˜es.
As varia´veis das quais depende a func¸a˜o que define o problema, conhecida como func¸a˜o
objetivo ou func¸a˜o de custo, podem estar sujeitas a umas restric¸o˜es, limitando assim a
zona de estudo. Este fato muda a forma de tratar o problema, sendo-se capaz de distinguir
dois tipos de otimizac¸a˜o: com ou sem restric¸o˜es, para os quais os me´todos a aplicar sa˜o
distintos.
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O problema de minimizac¸a˜o de uma func¸a˜o define-se matematicamente assim
min~x∈Rnf( ~x) (6-1)
onde
~x =

x1
x2
...
xn

e´ o vetor das varia´veis reais do problema
f : Rn → R, (6-2)
e´ a func¸a˜o objetivo.
E´ muito importante destacar que ale´m de encontrar o ponto no que a func¸a˜o pega
o valor mı´nimo, interessa fazer isto da maneira mais ra´pida e com o menor custo com-
putacional poss´ıvel. Este custo computacional esta´ totalmente determinado pelo custo
de avaliar a func¸a˜o f , por quanto interessara´ encontrar o mı´nimo com o menor nu´mero
poss´ıvel de avaliac¸o˜es da func¸a˜o.
Neste estudo assume-se que a func¸a˜o f tem as derivadas primeira e segunda e ambas sa˜o
cont´ınuas. Se algumas de tais derivadas na˜o fosse cont´ınua, as condic¸o˜es precisadas para
que um ponto seja mı´nimo mudariam drasticamente, para o qual precisa-se de estudos
mais complexos. O valor de ~x que minimiza tal func¸a˜o vai-se denominar ~x∗. Geralmente,
ao abordar um problema de minimizac¸a˜o sempre se acredita que o valor obtido como
soluc¸a˜o ~x∗ e´ o mı´nimo global, mais na verdade o ponto obtido e´ o mı´nimo local.
Os me´todos para minimizar as func¸o˜es quando na˜o esta˜o submetidas a nenhum tipo
de restric¸a˜o sa˜o muito variados. A principal diferenc¸a e´ a informac¸a˜o da func¸a˜o e das
98
6 Determinac¸a˜o das propriedades o´pticas e dinaˆmicas com simulac¸a˜o Monte
Carlo
derivadas que usam. Assim estes podem ser classificados em treˆs tipos: de procura direta,
gradiente e de ordem superior. Os me´todos de busca direta so´ avaliam a func¸a˜o objetivo
e sa˜o usados principalmente para func¸o˜es com alta linearidade ou com descontinuidades.
Os me´todos de gradiente usam o valor da primeira derivada e sua eficieˆncia e´ mais grande
quando o gradiente e´ cont´ınuo. Os me´todos de ordem superior necessitam o ca´lculo das
derivadas de ordem superior o que representa muitas vezes um alto custo computacional.
Todos estes me´todos tem a mesma estrutura: com um ponto inicial ~x0 dado va˜o encon-
trando aproximac¸o˜es sucessivas a` soluc¸a˜o, baseando-se na informac¸a˜o tanto do valor da
func¸a˜o como do valor de alguma de suas derivadas. Desta forma, obte´m-se uma sequeˆncia
de pontos xk que convergem no mı´nimo da func¸a˜o. Este processo termina-se com algum
crite´rio previamente estabelecido pelo usua´rio.
6.1.1. Algoritmo de Gauss-Newton
Muitos problemas de otimizac¸a˜o consistem em ajustar uma determinada func¸a˜o, isto e´,
pretende-se encontrar aquela func¸a˜o que minimize a soma dos quadrados dos res´ıduos
(diferenc¸a do valor teo´rico e o observado ou experimental). Se assumirmos que a func¸a˜o
a minimizar pode ser aproximada por una se´rie de Taylor de primeira ordem
f(~x+ ~d) ≈ f(~x) + ~dT .∇f(x). (6-3)
Considerando ~xk+1 = ~xk+ ~d, onde ~d e´ o passo e fazendo o gradiente da func¸a˜o anterior
igual a zero:
∇f(~x) +Hf (~xT )~d = 0. (6-4)
Em particular, vai-se a minimizar func¸o˜es f da forma
f(~x) = (F 21 (~x) + ...+ F
2
m(~x)). (6-5)
Se definimos ~F como ~F (~x) = (~F1(~x), ..., ~Fm(~x))
T . Enta˜o
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∂f(~x)
∂xj
=
m∑
i=1
~Fi(~x)
∂ ~Fi(~x)
∂xj
. (6-6)
Assim:
∇f(~x) =
m∑
i=1
∇ · ~Fi(~x)~Fi(~x) = JF (~x)TF (~x). (6-7)
Derivando de novo, pode-se obter
Hf(~x) = JF (~x)
TJF (~x) +
m∑
i=1
~Fi(~x)HF i(~x), (6-8)
onde JF (~x)
T denota a matriz jacobiana da func¸a˜o ~F e Hf denota a matriz hessiana da
func¸a˜o f .
Se as func¸o˜es Fi(~x) teˆm um comportamento pro´ximo ao linear do modo que os mı´nimos
quadrados proporcionam um bom ajuste, enta˜o o segundo somando da equac¸a˜o (6-8) pode
ser desprezado, com o qual resulta um me´todo onde
Hf(~x) ≈ G(~x) = JF (~x)TJF (~x). (6-9)
Assim, a equac¸a˜o (6-4), neste caso particular resulta
JF (~x)
TJF (~dk)~d = G(~x)~d = −JF (~x)~F (~x) (6-10)
e
~d = −[J(~x)JJ(~x)]−1J(~x)~F (~x). (6-11)
Onde e´ atualizado ~x = ~x+ α~d em cada iterac¸a˜o e α encontra-se por busca linear.
100
6 Determinac¸a˜o das propriedades o´pticas e dinaˆmicas com simulac¸a˜o Monte
Carlo
6.1.2. Algoritmo de Levenberg-Marquardt (ALM)
Infelizmente, nem sempre e´ poss´ıvel encontrar a matriz Hessiana para ter o passo d, porque
a inversa da matriz Hessiana na˜o pode ser encontrada facilmente. Para o qual se define
uma nova matriz que pode ser invertida mais fa´cil da seguinte maneira
G = H + λI, (6-12)
onde λ e´ positiva e I e´ a matriz identidade.
O me´todo Levenberg-Marquardt e´ uma variante do me´todo Gauss-Newton onde o passo
d e´ modificado em cada iterac¸a˜o da seguinte maneira
~d = −(J(~x)JJ(~x) + λI)−1 · J(~x)T vecF (~x), (6-13)
conforme λ → 0 o me´todo transforma-se em Gauss-Newton e se λ → ∞ o me´todo LM
transforma-se no me´todo de ma´xima descida. O diagrama de fluxo do me´todo Levenberg-
Marquardt e´ o mostrado na figura 6-2 .
6.1.3. Algoritmos gene´ticos
A primeira menc¸a˜o do termo e a primeira publicac¸a˜o sobre uma aplicac¸a˜o do mesmo foi
devida a Bagley(1967) [6], quem desenhou os algoritmos gene´ticos para procurar conjuntos
de paraˆmetros de func¸o˜es de aprendizagem. Mas e´ outro cientista o considerado o criador
dos algoritmos gene´ticos chamado John Holland junto com alunos e colegas durante as
de´cadas de 1960 e 1970. O propo´sito original de Holland na˜o era desenhar algoritmos
para resolver problemas concretos, mas sim estudar de um modo formal o fenoˆmeno de
desenvolver mecanismos para extrapolar esses processos de adaptac¸a˜o natural aos siste-
mas computacionais, sendo ele quem deu uma base teo´rica fundamentada na noc¸a˜o de
esquemas. Nos u´ltimos anos tem sido gerada uma interac¸a˜o grande entre pesquisadores
de va´rios me´todos de computac¸a˜o evolutivos, quebrando as fronteiras entre os algoritmos
gene´ticos, estrate´gias evolutivas e programac¸a˜o evolutivas, tendo hoje em dia um conceito
mais amplo.
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Figura 6-2.: Diagrama de fluxo do algoritmo de Levengerq-Marquard
Os algoritmos gene´ticos sa˜o me´todos adaptativos, geralmente usados em problemas
de busca e otimizac¸a˜o de paraˆmetros, baseados na reproduc¸a˜o sexual e no princ´ıpio da
sobreviveˆncia na natureza. Assim, mais aprofundadamente os algoritmos gene´ticos sa˜o
segundo a definic¸a˜o dada por Goldberg [31]:” ...algoritmos de busca baseados nos me-
canismos de selec¸a˜o natural e da gene´tica natural. Combinam a superviveˆncia dos mais
aptos entre as estruturas de cadeias, com uma estrutura de informac¸a˜o ja´ aleatorizada
e trocadas para construir um algoritmo de busca que tenha algumas das capacidades de
inovac¸a˜o das buscas humanas”.
Nos algoritmos gene´ticos no´s encontraremos com a terminologia cromossomo, genes,
alelo, geno´tipo cruze e mutac¸a˜o. O cromossomo num sistema de vida artificial se refere
a um candidato a` soluc¸a˜o do problema, que se codifica como uma cadeia de bits. Os
genes por sua parte sera˜o um bit como blocos curtos de bits adjacentes que codificam
um elemento particular de candidato a soluc¸a˜o. Um alelo em uma cadeia de bits e´ um
0 ou um 1. O geno´tipo de um indiv´ıduo no algoritmo gene´tico e´ a configurac¸a˜o de bits
da cromossomo desse indiv´ıduo. O cruze consiste na troca de material gene´tico entre dos
102
6 Determinac¸a˜o das propriedades o´pticas e dinaˆmicas com simulac¸a˜o Monte
Carlo
INÍCIO
INICIALIZAÇÃO DA N-ÉSIMA 
GERAÇÃO
AVALIAÇÃO/COMPUTAÇÃO PARA 
O AJUSTE
Parar?
N+1-ÉSIMA GERAÇÃO
SELEÇÃO
CRUZE 
MUTAÇÃO
Não
Sim 
Fim 
Figura 6-3.: Diagrama de fluxo ba´sico dos algoritmos gene´ticos.
cromossomos pais. Por u´ltimo, a mutac¸a˜o e´ uma mudanc¸a aleato´ria de um bit em uma
parte da cadeia.
O algoritmo gene´tico processa populac¸o˜es de cromossomos, substituindo cada po-
pulac¸a˜o por outra. O algoritmo requer da func¸a˜o capacidade que atribui uma pontuac¸a˜o
a cada cromossomo da populac¸a˜o atual. A maneira como uma populac¸a˜o pode mover-se
no espac¸o de todos os poss´ıveis geno´tipos junto com a suas capacidades pode estar relaci-
onado com os operadores, tais como cruze e mutac¸a˜o. Assim, a maneira mais simples do
algoritmo usa treˆs tipos de operadores: selec¸a˜o, cruze e mutac¸a˜o:
1. A selec¸a˜o escolhe cromossomos aleatoriamente entre a populac¸a˜o para efetuar a
reproduc¸a˜o.
2. cruze consiste em escolher uma localizac¸a˜o da cadeia e mudar a sequeˆncia antes e
depois dessa posic¸a˜o entre dois cromossomos para criar uma descendeˆncia nova. Por
exemplo, as cadeias 10010011 e 11111010 podem cruzar-se para criar a descendeˆncia
10011010 e 11110011.
3. A mutac¸a˜o produz mudanc¸as de modo aleato´rio em um cromossomo, por exemplo,
a cadeia 00011100 pode mudar a sua segunda posic¸a˜o para criar a cadeia 01011100.
Os algoritmos gene´ticos sa˜o aplicados em diversos problemas da engenharia e na cieˆncia
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em geral. Na figura 6-3 apresenta-se o esquema ba´sico dos algoritmos gene´ticos. Entre
os campos mais importantes nos quais estes sa˜o aplicados temos a otimizac¸a˜o nume´rica
e os problemas de otimizac¸a˜o de combinato´ria, a programac¸a˜o automa´tica onde tem sido
usados para desenhar outras estruturas computacionais tais como o autoˆmata celular e
redes, na aprendizagem de alguns sistemas como na predic¸a˜o da estrutura das prote´ınas,
na economia para modelar processos de inovac¸a˜o e modelos de aparic¸a˜o de mercados
econoˆmicos, em sistemas sociais com aspetos evolutivos de sistemas sociais tais como o
comportamento social em coloˆnias de insetos e a evoluc¸a˜o da cooperac¸a˜o e a comunicac¸a˜o
em sistemas com mu´ltiplos agentes.
Em particular, os algoritmos gene´ticos mudam com respeito aos me´todos tradicionais
de otimizac¸a˜o em quatro questo˜es essenciais:
1. Trabalham com um co´digo do conjunto de paraˆmetros do problema, isto e´, muda-se
o sistema de representac¸a˜o das varia´veis, o que em muitos casos pode resultar mais
conveniente para resolver o problema de maneira computacional.
2. Procuram uma populac¸a˜o de pontos, na˜o um u´nico ponto. Mantendo uma populac¸a˜o
de pontos amostrais bem adaptados se reduz a probabilidade de achar um ma´ximo
ou um mı´nimo falso.
3. Usam a func¸a˜o objetivo, na˜o precisam de derivadas, nem outra informac¸a˜o adicional,
que muitas vezes na˜o se tem ou e´ dif´ıcil de obter. Desta maneira ganham eficieˆncia
e generalidade.
4. Estes utilizam regras de transic¸a˜o estoca´sticas, na˜o determin´ısticas. Os algoritmos
gene´ticos usam operadores aleato´rios para orientar a pesquisa dos melhores pontos.
6.2. Determinac¸a˜o das propriedades o´pticas esta´ticas do
ce´rebro
Um algoritmo gene´tico foi implementado para encontrar as propriedades o´pticas esta´ticas
em tecidos biolo´gicos. Em seguida, justifica-se o porqueˆ da eleic¸a˜o deste tipo de algoritmo
para este problema em particular, e se descrevera´ como o algoritmo foi implementado.
104
6 Determinac¸a˜o das propriedades o´pticas e dinaˆmicas com simulac¸a˜o Monte
Carlo
Neste estudo a func¸a˜o a minimizar, ou seja, a func¸a˜o de custo pode ser definida como
χ2 =
N∑
i=1
[φmc − φexp]2, (6-14)
onde N e´ o nu´mero de detectores por cada comprimento de onda, φimc e φ
i
exp sa˜o a flueˆncia
obtida com a simulac¸a˜o Monte Carlo e a flueˆncia experimental respectivamente.
Em princ´ıpio algoritmos de mı´nimos quadrados foram testados, usando func¸o˜es de MA-
TLAB. Infelizmente estes algoritmos na˜o deram resultados satisfato´rios, devido a como se
explicou antes, a maioria destes algoritmos precisam conhecer a informac¸a˜o da derivada
da func¸a˜o de custo. Como a func¸a˜o de custo depende da flueˆncia predita pelo algoritmo
Monte Carlo e por causa de esta ser estoca´stica, a derivada da func¸a˜o de custo na˜o esta´
bem definida. Assim, e´ necessa´rio utilizar algoritmos que na˜o requeiram informac¸a˜o da
derivada da func¸a˜o de custo, e uma das possibilidades e´ utilizar um algoritmo de oti-
mizac¸a˜o gene´tico.
Por esse motivo se utilizou e modificou um algoritmo gene´tico livre para download
chamado de ga feito em MATLAB. O algoritmo foi modificado de tal forma que os cro-
mossomos, isto e´, o vetor de paraˆmetros ao serem encontrados foram as propriedades
o´pticas dos diferentes tipos de tecido que possa compor o meio simulado. Assim, o al-
goritmo de Monte Carlo se rodava para cada poss´ıvel soluc¸a˜o, deste modo a flueˆncia era
encontrada e finalmente com isto a func¸a˜o de custo tambe´m era achada. Conveˆm assinalar
que a geometria do meio era assumida. O nu´mero total de poss´ıveis soluc¸o˜es (populac¸a˜o)
em cada gerac¸a˜o foi cinquenta vezes a quantidade de paraˆmetros a serem achados. O
nu´mero de gerac¸o˜es predeterminado foi de 20. Com isto, o nu´mero de simulac¸o˜es rodadas
para um meio semi-infinito e um duas camadas foram 2000 e 4000, respectivamente. As
simulac¸o˜es foram rodadas em uma CPU de escrito´rio Intel(R) Pentium(R) 3.10 GHz com
4.00 GB de Ram. Nesta CPU uma simulac¸a˜o de 1 × 108 demorava aproximadamente 1
hora, uma simulac¸a˜o de 1× 107 demorava 10 minutos aproximadamente e uma de 1× 106
rodava em aproximadamente 1 minuto. Por razo˜es de eficieˆncia computacional se esco-
lheu que a quantidade de fo´tons simulados fosse 1× 106, embora na˜o seja o o´timo, e´ uma
quantidade razoa´vel de fo´tons estaticamente.
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Simulados recuperados Erro (%)
µa (cm
−1) 0.05 0.05(2) 0
µs (cm
−1) 10 9.2(3) 16
Tabela 6-1.: Coeficientes simulados e recuperados ao rodar duas vezes o algoritmo de
otimizac¸a˜o para uma geometria semi-infinita.
6.2.1. Validac¸a˜o do algoritmo em dados simulados.
Em seguida se apresentara´ uma validac¸a˜o do algoritmo para duas geometrias (semi-infinita
e duas camadas). Para a geometria semi-infinita as propriedades a recobrir foram o coe-
ficiente de absorc¸a˜o, µa, e o coeficiente de espalhamento reduzido, µ
′
s. Para o meio duas
camadas as propriedades a recuperar foram os coeficientes de absorc¸a˜o e espalhamento
em cada camada, onde se supoˆs uma espessura da primeira camada de 1 cm. Os dados
experimentais foram a flueˆncia prevista pela soluc¸a˜o da equac¸a˜o de difusa˜o teo´rica para
estas geometrias em 30 pontos sobre a superf´ıcie que representavam os detectores. As
distaˆncias dos detectores com respeito a` fonte mudaram de 0.1 a 3.0 cm. As soluc¸o˜es
foram obtidas a partir das propriedades o´pticas conhecidas. O objetivo do algoritmo era
encontrar estas propriedades.
Comec¸ando com o meio semi-infinito, os coeficientes de absorc¸a˜o e espalhamento si-
mulados foram: µa = 0.05 cm
−1 e µ′s = 10 cm
−1. O algoritmo foi rodado duas vezes. As
propriedades o´pticas me´dias recobertas das duas simulac¸o˜es mostram-se na tabela 6-1.
O algoritmo de otimizac¸a˜o consegue recobrir o coeficiente de absorc¸a˜o com bastante pre-
cisa˜o. Para o coeficiente de espalhamento, ha´ uma maior diferenc¸a entre o simulado e o
recuperado pelo algoritmo. Esta diferenc¸a se deve a que a flueˆncia dada pela equac¸a˜o de
difusa˜o e´ menos sens´ıvel a mudanc¸as do coeficiente de espalhamento que a mudanc¸a do
coeficiente de absorc¸a˜o.
Um procedimento similar foi feito para um meio duas camadas. As propriedades
o´pticas simuladas da primeira camada e a segunda camada foram: µa1 = 0.05 cm
−1 e
µ′s = 10 cm
−1 e µa2 = 0.01 cm−1 e µ′s2 = 9.1 cm
−1, respectivamente. A tabela 6-2 mostra
os valores recuperados das propriedades o´pticas pelo algoritmo e o erro com respeito dos
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Primeira camada Simulados recuperados Erro (%)
µa (cm
−1) 0.05 0.053(3) 6
µ′s (cm
−1) 10 10(3) 0
Segunda camada Simulados recuperados Erro (%)
µa (cm
−1) 0.01 0.012(1) 10
µ′s (cm
−1) 9.1 10.7(3) 15
Tabela 6-2.: Coeficientes simulados e recuperados ao rodar duas vezes o algoritmo de
otimizac¸a˜o para uma geometria de duas camadas.
simulados. Nela se observa que o algoritmo segue recobrindo muito bem as propriedades,
sendo mais sens´ıvel a` segunda camada. E´ u´til definir um erro acumulativo para analisar a
convergeˆncia do algoritmo com respeito a` gerac¸a˜o (ver figura 6-4). Este erro acumulativo
se denotara´ como ErroT e tera´ dois definic¸o˜es segundo a geometria simulada. Para geo-
metria semi-infinita sera´ definido como ErroT =
√
(µa,rec − µa,sim)2 + (µ′s,rec − µ′s,sim)2 e
para geometria duas camadas como:
ErroT =
√
(µa1,rec − µa1,sim)2 + (µ′s1,rec − µ′s1,sim)2 + (µa2,rec − µa2,sim)2 + (µ′s2,rec − µ′s2,sim)2.
Aqui, os sub´ındices rec e sim representam os coeficientes recuperados e simulados
respectivamente. Pode-se notar como o algoritmo converge a` soluc¸a˜o em uma dada gerac¸a˜o
e se mante´m esta´vel ate´ o algoritmo acabar.
6.2.2. Propriedades o´pticas em ce´rebro.
Ja´ validado o co´digo, o seguinte passo e´ aplicar o algoritmo em dados reais de medidas
com DOS. Utilizou-se dados de amplitude coletados em um experimento feito neste labo-
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Figura 6-4.: Variac¸a˜o de ErroT com respeito a` gerac¸a˜o do algoritmo gene´tico para A)
geometria semi-infinita e B) geometria duas camadas.
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DOS encontrados Diferenc¸a (%)
µa (cm
−1) 0.10(2) 0.11(1) 10
µ′s (cm
−1) 9.9(5) 9.1(3) 9
Tabela 6-3.: Coeficientes encontrados ao rodar duas vezes o algoritmo de otimizac¸a˜o e
achados pela te´cnica DOS para uma geometria semi-infinita e obtidos pela
te´cnica DOS.
rato´rio [69] sobre a cabec¸a de dois volunta´rios sadios. No experimento, ale´m da amplitude,
a fase da luz emergente da cabec¸a dos volunta´rios tambe´m foi coletada. Os volunta´rios
foram instru´ıdos a na˜o fazer nenhuma atividade f´ısica e ficar quietos em uma cadeira.
Uma sonda era composta de 8 fontes: 4 com comprimentos de onda de 690 nm e as
outras 4 com um comprimento de onda e 850 nm. Para um comprimento de onda, as
fontes foram colocadas a distaˆncias de 1.5, 2.0, 2.5 e 3.0 cm. A sonda foi colocada em 7
diferentes a´reas da regia˜o pre´-frontal e frontal da cabec¸a. O tempo de cada medida foi de
aproximadamente 120 segundos.
Para testar a efica´cia do algoritmo de otimizac¸a˜o de dados de amplitude de dois vo-
lunta´rias na zona frontal da cabec¸a. As tabelas 6-3 e 6-4 mostram os valores me´dios
encontrados de dois volunta´rios para as geometrias semi-infinita e duas camadas, Ale´m
disso tambe´m se mostram os valores das propriedades obtidas na pesquisa citada, onde
estas propriedades foram obtidas ajustando os dados de amplitude e fase medidos aos
modelos teo´ricos das geometrias estudas. O objetivo de modelar a cabec¸a como um meio
de duas camadas e´ poder separar a informac¸a˜o das camadas extracorticais (pele e es-
calpo) das camadas corticais do ce´rebro, coisa que na˜o pode fazer o mo´dulo semi-infinito
ja´ que este considera todo o tecido homogeˆneo. Dos valores encontrados pode ser notado
que o algoritmo recobre os valores pro´ximos aos que foram recuperados por DOS, mas
para ter uma conclusa˜o definitiva analises sobre dados de outros volunta´rios sa˜o requeri-
dos. Em termos qualitativos se pode concluir que o modelo semi-infinito superestima as
propriedades o´pticas.
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Primeira camada (extracortical) DOS encontrados Diferenc¸a (%)
µa (cm
−1) 0.07(1) (850 nm) 0.05(3) 8
µ′s (cm
−1) 10(4) (850 nm) 9.7(3) 0
Segunda camada (cortical) DOS encontrados Erro (%)
µa (cm
−1) 0.23(2) (850 nm) 0.027(3) 5
µ′s (cm
−1) 4.8(2) (850 nm) 4.0(2) 15
Tabela 6-4.: Coeficientes encontrados ao rodar duas vezes o algoritmo de otimizac¸a˜o e
recuperados pela te´cnica DOS para uma geometria de duas camadas.
6.3. Determinac¸a˜o das propriedades dinaˆmicas do
ce´rebro
Na sec¸a˜o anterior se mostrou como um algoritmo gene´tico conseguia achar as proprieda-
des o´pticas em tecidos. Argumentou-se que a raza˜o principal para escolher este tipo de
algoritmos foi a aleatoriedade da func¸a˜o de custo ao rodar muitas vezes o algoritmo. Para
o caso dinaˆmico, no entanto, ha´ uma fo´rmula fechada entre a grandeza f´ısica (func¸a˜o nor-
malizada de autocorrelac¸a˜o do campo ele´trico) com os paraˆmetros a serem encontrados,
neste caso correspondem aos coeficientes de perfusa˜o, Db, de cada tipo de tecido. Em
vista disso, algoritmos de otimizac¸a˜o que requeiram informac¸a˜o da derivada da func¸a˜o de
custo na˜o sa˜o descarta´veis a priori.
Nesta sec¸a˜o se apresentara´ a metodologia seguida da implementac¸a˜o de um algoritmo
LM para a obtenc¸a˜o das propriedades dinaˆmicas no meio. Como no caso esta´tico, aqui
tambe´m se testara´ os algoritmos assumindo meios com geometria semi-infinita e duas
camadas. O algoritmo usado foi o LMFSolve feito em Matlab (o algoritmo e´ uma versa˜o
modificada do LM que tem fortes propriedades de convergeˆncia comparado com um LM
tradicional). Aqui o nu´mero de elementos do vetor de paraˆmetros vai depender do nu´mero
de tipos de tecidos que compo˜em o meio. Por exemplo para o meio semi-infinito, o vetor
de paraˆmetros e´ x = Db1. Para um meio de duas camadas o vetor de paraˆmetros e´
x = [Db1, Db2]. Devido a que com o algoritmo Monte Carlo e´ poss´ıvel obter a func¸a˜o
normalizada de autocorrelac¸a˜o do campo ele´trico e´ de esperar que esta seja comparada
com a mesma func¸a˜o, mas obtida experimentalmente. No entanto, na˜o e´ poss´ıvel medir
diretamente esta grandeza, sendo so´ poss´ıvel obter uma func¸a˜o normalizada temporal
de autocorrelac¸a˜o da intensidade, g2(τ). Felizmente, ha´ uma relac¸a˜o conhecida como a
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relac¸a˜o de Siegert [53].
g2(τ) = 1 + β|g1|2, (6-15)
onde β e´ um paraˆmetro experimental que depende do comprimento de coereˆncia, a esta-
bilidade e intensidade do laser [67]. Para fibras mono-modo e um laser na˜o polarizado de
comprimento de coereˆncia longo, β = 0.5.
Com esta relac¸a˜o e´ poss´ıvel construir a func¸a˜o de custo como
χ2 =
∑
τ
[gmc2 (τ)− gexp2 (τ)]2. (6-16)
Como a func¸a˜o de autocorrelac¸a˜o depende ale´m dos comprimentos do fo´tons em cada
tipo de tecido e a varia´vel Y (equac¸a˜o (3-50)), estes foram encontrados rodando o algoritmo
de Monte Carlo uma vez so´, rodando 1 × 108 fo´tons tanto para o meio semi-infinito
e duas camadas. As propriedades o´pticas esta´ticas se assumiram conhecidas e foram:
µa = 0.05 cm
−1, µ′s = 10 cm
−1, Db = 1 × 10−8 cm−2/s para geometria semi-infinita e
µa1,2 = 0.05 cm
−1, µ′s1,2 = 10 cm
−1, Db1 = 1 × 10−8 cm−2/s e Db2 = 1 × 10−6 cm−2/s
para geometria duas camadas.
6.3.1. Validac¸a˜o do algoritmo em dados simulados.
Para testar a estabilidade do algoritmo com respeito a` condic¸a˜o inicial x0 = D
0
b (meio
semi-infinito) ou x0 = [D
0
b1D
0
b2], dados simulados obtidos a partir da equac¸a˜o de difusa˜o
para a func¸a˜o de autocorrelac¸a˜o de campo ele´trico para geometrias semi-infinita e duas
camadas foram utilizados. As propriedades o´pticas e dinaˆmicas eram conhecidas. A
condic¸a˜o inicial foi variada desde ±100%, ±50%, ±30%, ±10% e 0% do valor esperado.
Este procedimento se repetiu para diferentes distaˆncias fonte-detector (1, 1.5, 2.0, 2.5 e
3.0 cm).
Na figura 6-5 se mostram os erros me´dios ao recobrir o coeficiente de perfusa˜o Db para
o meio semi-infinito(azul) e os coeficientes da primeira camada, Db1 (verde), e a segunda
camada, Db2 (vermelho), do meio semi-infinito. Estes erros se mostram para as distaˆncias
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Figura 6-5.: Erros me´dios dos coeficientes de perfusa˜o para a geometria semi-
infinita(azul), da primeira camada (verde) e segunda camada (vermelho)
da geometria de duas camadas, para distaˆncias fonte-detector: 1, 1.5, 2, 2.5
e 3.0 cm.
fonte-detector anteriormente citadas. Nela pode-se observar que para o meio semi-infinito
os erros na˜o superam 5%. Os erros na primeira camada do meio duas camadas na˜o
superam 10%, e para o caso do coeficiente de perfusa˜o da segunda camada se encontrou
um alto erro para a distaˆncia fonte-detector de 1/cm, este se deve a que para esta distaˆncia
a maioria dos fo´tons que sa˜o detectados viajam na camada superficial, isto fica claro ao
comparar com as outras distaˆncias fonte-detector, onde o erro vai decrescendo.
6.3.2. Propriedades dinaˆmicas em ce´rebro.
O seguinte passo e´ testar o algoritmo em dados medidos sobre tecidos biolo´gicos. Re-
centemente, no grupo foi constru´ıdo um equipamento DCS [28]. Este equipamento foi
testado em uma tarefa de apnea, onde se instru´ıa a um volunta´rio a manter a respirac¸a˜o
por 30 s por dois per´ıodos de tempos na˜o consecutivos. Espera-se que durante cada um
destes per´ıodos de tempo o fluxo sangu´ıneo acrescentara´ devido ao incremento do CO2 no
sangue, ja´ que o CO2 e´ um vasodilatador cerebral. Os detectores foram colocados sobre
a cabec¸a do volunta´rio a distaˆncias de 1.0 cm e 2.5 cm da fonte.
Como se mencionou va´rias vezes o coeficiente de perfusa˜o esta´ relacionado com o fluxo
sangu´ıneo, matematicamente, Db ∝ BFI, onde BFI e´ o ı´ndice de fluxo sangu´ıneo 1.
1Por suas siglas em ingleˆs: Blood Flow Index
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Figura 6-6.: Fluxo relativo sangu´ıneo encontrados de co´rtex com o algoritmo de oti-
mizac¸a˜o assumindo geometrias semi-infinita (vermelho), duas camadas
(preto) e experimentalmente (azul).
As unidades do BFI sa˜o cm2/s, no entanto, as unidades usuais do fluxo sangu´ıneo sa˜o
ml/min/100g. Por tal raza˜o, quando se esta´ tratando com tecidos humanos e´ melhor
trabalhar com a mudanc¸a relativa do fluxo sangu´ıneo (rBF ), definida assim:
rBF =
BFI
BFI0
(%), (6-17)
onde BFI0 e´ o ı´ndice de fluxo sangu´ıneo durante um per´ıodo de repouso e rBF e´ tipica-
mente expressado em %. O valor mı´nimo do rBF nesta definic¸a˜o e´ 100%, outra forma
usada e´ renormalizar sobre o 0. Neste caso se tem que rBF e´
rBF =
( BFI
BFI0
− 1
)
(%). (6-18)
A fim de testar o algoritmo, dados coletados sobre o detector a 2.5 cm foram usados.
A figura 6-6 mostra o fluxo relativo sangu´ıneo da equac¸a˜o (6-18) encontrados pelo algo-
ritmo para uma geometria semi-infinita e para a segunda camada (camada cortical) do
modelo duas camadas. Tambe´m se mostra o fluxo relativo sangu´ıneo encontrado ajus-
tando os dados ao modelo teo´rico do meio semi-infinito que e´ a maneira convencional de
ser feito. A figura mostra que o algoritmo de optimizac¸a˜o de Monte Carlo e o modelo
teo´rico da´ a mesma informac¸a˜o do fluxo relativo. O fluxo relativo sangu´ıneo do co´rtex
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obtido pelo algoritmo Monte Carlo e´ maior com a geometria de duas camadas e segue
um comportamento qualitativamente similar ao semi-infinito. No entanto, quantitativa-
mente se observa um incremento no fluxo, o que faz sentido levando em conta que os
vasos se encontram em mais quantidade na profundidade dos tecidos que na superf´ıcie.
Dito de outra maneira o modelo semi-infinito subestima o fluxo sangu´ıneo do co´rtex. Mas
para chegar a uma conclusa˜o definitiva mais ana´lises em mais volunta´rios e mais tecidos
biolo´gicos devem ser realizados.
7. Concluso˜es e perspectivas
Nesta dissertac¸a˜o pesquisamos o problema da propagac¸a˜o da luz atrave´s de meios turvos
com os algoritmos de Monte Carlo, e implementamos uma metodologia para encontrar
as propriedades o´pticas e dinaˆmicas em tecidos biolo´gicos. Comec¸ando com um cap´ıtulo
teo´rico dos me´todos de Monte Carlo (cap´ıtulo 2), onde se apresentou: 1) as propriedades
das varia´veis aleato´rias e as distribuic¸o˜es de probabilidade; 2) os teoremas fundamentais
dos me´todos; 3) as te´cnicas de amostragens de varia´veis aleato´rias, ferramenta usada nos
algoritmos referentes na propagac¸a˜o da luz em meios turvos. No cap´ıtulo 3 se apresentou
a descric¸a˜o teo´rica da propagac¸a˜o da luz em meios turvos tanto na situac¸a˜o em que esta˜o
paradas quanto na situac¸a˜o onde elas tem dinaˆmica. Isto acarretou na descric¸a˜o de duas
te´cnicas de espectroscopia de difusa˜o: o DOS (para o caso esta´tico) e a DCS (para o caso
dinaˆmico). Em ambas as te´cnicas uma equac¸a˜o de difusa˜o foi deduzida, e se mostrou
como suas soluc¸o˜es tanto para um meio semi-infinito e duas camadas sa˜o usadas para
encontrar as propriedades do meio. No cap´ıtulo 4 se apresentou a descric¸a˜o de treˆs tipos
de algoritmos livres para download: mcml, tMCimg e mcxyz. Todos estes algoritmos so´
permitem simular meios com as part´ıculas imo´veis dentro do meio, chegando na conclusa˜o
que mcxyz e´ o mais adequado de usar por causa de ser o mais eficiente e ter a possibilidade
de modelar tecidos altamente heterogeˆneos.
O primeiro objetivo desta dissertac¸a˜o foi utilizar de maneira pioneira no nosso grupo a
metodologia Monte Carlo para estudar as propriedades relevantes da propagac¸a˜o da luz
atrave´s de meios cujas part´ıculas sa˜o esta´ticas. O algoritmo usado para este fim foi o
mencionado mcxyz. Em todas as simulac¸o˜es, a fonte simulada foi a cont´ınua. As pro-
priedades o´pticas nas simulac¸o˜es foram escolhidas de tal maneira que corresponderam a`s
propriedades do ce´rebro humano. O algoritmo foi validado contra a soluc¸a˜o da teoria de
difusa˜o para um meio semi-infinito (subsec¸a˜o 5.1). Na subsec¸a˜o 5.3 se mostrou que a tra-
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jeto´ria mais prova´vel dos fo´tons que sa˜o detectados e´ parecida com uma banana e e´ assim
como e´ usualmente chamado na literatura. O modelo de duas camadas foi motivado para
extrair informac¸o˜es internas do ce´rebro. Por esse motivo, o co´digo foi validado para esta
geometria na subsec¸a˜o 5.4. Finalmente na subsec¸a˜o 5.4 se justificou o fato de modelar o
ce´rebro como um meio de duas camadas ao analisar a percentagem dos fo´tons detecta-
dos que atingem certa profundidade dentro dos meios. Achou-se que para as distaˆncias
fonte-detector de 1.5 cm e 3.0 cm (intervalo de distaˆncias normalmente utilizadas no labo-
rato´rio) estas percentagens foram de 4% e 30%, respectivamente. Em uma simulac¸a˜o onde
se rodem 1×108 fo´tons, as anteriores percentagens correspondem a 4×106 e 3×107 fo´tons,
quantidades suficientes para obter informac¸a˜o interna do tecido. O segundo objetivo desta
dissertac¸a˜o foi implementar no algoritmo a dinaˆmica das part´ıculas espalhadoras, que e´
atualmente de grande interesse para o nosso laborato´rio, por causa de que a te´cnica DCS
recente esta´ sendo implementada no grupo. Na subsec¸a˜o 5.5 se apresentou como o co´digo
foi modificado e validado para meios semi-infinitos e de duas camadas comparando com a
soluc¸a˜o anal´ıtica da equac¸a˜o de difusa˜o para a func¸a˜o de autocorrelac¸a˜o do campo ele´trico.
O principal objetivo foi implementar os algoritmos de otimizac¸a˜o para encontrar as
propriedades o´pticas e dinaˆmicas em tecidos a partir de dados experimentais. Para en-
contrar as propriedades o´pticas (coeficiente de absorc¸a˜o e espalhamento) se implementou
um algoritmo gene´tico. A motivac¸a˜o foi o mau comportamento da func¸a˜o de custo nos
algoritmos que requerem o ca´lculo da derivada desta em raza˜o da aleatoriedade da flueˆncia
prevista pelo algoritmo de Monte Carlo. Todas as simulac¸o˜es utilizadas nos algoritmos
foram 1×106 fo´tons. Primeiro o algoritmo foi validado com os dados gerados a partir dos
modelos teo´ricos de meios semi-infinitos e de duas camadas. Para o meio semi-infinito
se encontrou que o algoritmo errava mais em recobrir o coeficiente de espalhamento, isto
pode ser explicado do fato que na teoria de difusa˜o, a flueˆncia e´ mais sens´ıvel a mudanc¸a
do coeficiente de absorc¸a˜o. Para o meio de duas camadas, resultados similares foram ob-
tidos. Em dados reais do ce´rebro, as propriedades recobertas foram encontradas usando
so´ as amplitudes da luz detectada de 4 fontes com comprimento de onda de 850 nm.
Estes resultados foram comparados com os resultados do trabalho feito recentemente no
grupo [69], onde a fonte utilizada foi de amplitude modulada e pelo tanto, informac¸a˜o de
amplitude e fase da luz detectada eram fornecidas. Aqui, as propriedades o´pticas foram
115
encontradas ajustando as medidas aos modelos teo´ricos dos meios semi-infinito e duas
camadas. Obte´m-se uma diferenc¸a menor que 15%, e encontramos ao igual do trabalho
citado que o meio semi-infinito superestima as propriedades o´pticas do ce´rebro. Estes
resultados sugerem que os me´todos de Monte Carlo podem ser uma ferramenta potente
para encontrar as propriedades o´pticas so´ com a amplitude. No entanto, para dar uma
conclusa˜o definitiva mais ana´lises sobre dados reais devem ser feitos.
Para o caso dinaˆmico, por causa da func¸a˜o de autocorrelac¸a˜o prevista por Monte Carlo
ter uma expressa˜o anal´ıtica, um algoritmo de Levenberq-Maquardt foi implementado. De
maneira similar no caso esta´tico, o algoritmo foi validado com os dados simulados para
as geometrias semi-infinita e de duas camadas em diferentes distaˆncias fonte-detector,
comparando-os com a func¸a˜o de autocorrelac¸a˜o de campo ele´trico. Os paraˆmetros a se-
rem encontrados eram os coeficientes de perfusa˜o para o meio com geometria semi-infinita
e os coeficientes de perfusa˜o da primeira e segunda camada para o meio de duas cama-
das. Aqui encontramos que para o meio semi-infinito os erros ao recobrir o coeficiente de
perfusa˜o obtido na˜o superavam 5%. Para o meio de duas camadas, o erro ao recobrir o
coeficiente de perfusa˜o da primeira camada na˜o superava 10%. Para a segunda o erro des-
cia do 50% ate´ 8% a` medida que a distaˆncia fonte-detector aumentava de 1 cm ate´ 3 cm.
Isto devido a que a maior distaˆncia fonte-detector mais relevante e´ a segunda camada nos
fo´tons detectados.
O algoritmo foi testado em um experimento de apnea. No experimento foram ad-
quiridas as flutuac¸o˜es da intensidade e sua func¸a˜o de autocorrelac¸a˜o sobre a cabec¸a em
um volunta´rio sadio como um equipamento DCS recentemente constru´ıdo no nosso labo-
rato´rio. Aqui o fluxo relativo foi encontrado com o algoritmo de optimizac¸a˜o implemen-
tado, modelando a cabec¸a como um meio semi-infinito e de duas camadas. Os resultados
foram comparados com a forma usual de encontrar o fluxo (ajustando as func¸o˜es de au-
tocorrelac¸a˜o da intensidade ao modelo semi-infinito da teoria de difusa˜o), achando uma
correspondeˆncia univoca entre o fluxo relativo encontrado pelo algoritmo para a geometria
semi-infinita e a forma usual. Finalmente o fluxo recoberto da segunda camada sugere que
o modelo semi-infinito subestima as propriedades dinaˆmicas do tecido. Conclu´ımos que
tanto para o caso esta´tico quanto o dinaˆmico que modelos de geometria mais complexos
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de tecidos sa˜o requeridos para a estimac¸a˜o de suas propriedades o´pticas e dinaˆmicas.
No´s acreditamos que no futuro estes algoritmos podem ser utilizados para adquirir
informac¸a˜o neura-vascular como as concentrac¸o˜es de hemoglobina total, saturac¸a˜o e fluxo
sangu´ıneo relativo com as propriedades o´pticas e dinaˆmicas fornecidas pelos algoritmos
de maneira ra´pida em experimentos controlados ou na cl´ınica. Algumas melhoras que
podemos citar sa˜o as seguintes: 1) Paralelizar o algoritmo gene´tico para que seja mais
ra´pido e poder usar uma quantidade maior de fo´tons que forneceria as propriedades mas
precisas e 2) Modelar os tecidos com geometrias mais complexas que se apertem mais no
caso real, incluindo a pro´pria geometria real do ce´rebro do volunta´rio.
A. Apeˆdice A: Distribuic¸o˜es de
probabilidade
Em estat´ıstica, uma distribuic¸a˜o de probabilidade descreve a chance que uma varia´vel
pode assumir ao longo de um espac¸o de valores. Ela e´ uma func¸a˜o cujo domı´nio sa˜o os
valores da varia´vel e cuja imagem sa˜o as probabilidades de a varia´vel assumir cada valor
do domı´nio. O conjunto imagem deste tipo de func¸a˜o esta´ sempre restrito ao intervalo
entre 0 e 1.
Uma distribuic¸a˜o de probabilidade pode ser discreta (como em um jogo de dados) ou
cont´ınua. E´ comum o uso de func¸o˜es que se ajustem a` distribuic¸a˜o de probabilidade.
A.1. Distribuic¸o˜es discretas
A.1.1. Distribuic¸a˜o geome´trica
Entre as primeiras e mais simples formulac¸o˜es matema´ticas de processos estoca´sticos
se encontra as chamadas tentativas de Bernoulli [73]. Estas tentativas sa˜o experimentos
independentes do azar, no que o resultado de cada tentativa fica gravado como um sucesso
ou um insucesso. A probabilidade de sucesso se denota por p(0 ≤ p ≤ 1) e se supo˜e que p
seja constante para qualquer sequeˆncia particular de tentativas. A probabilidade de um
insucesso e´ denotada por q, onde
q = 1− p. (A-1)
Uma sequeˆncia de tentativas de Bernoulli, combinadas com determinados processos
da contagem, vem para construir uma base conceitual de uma famı´lia grande de distri-
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buic¸o˜es discretas de probabilidade, incluindo a geome´trica, binomial, Poisson e outras
distribuic¸o˜es. Os valores das varia´veis estoca´sticas geradas na contagem de insucessos
em uma sequeˆncia de tentativas ou eventos ate´ que acontec¸a o primeiro sucesso sa˜o os
valores da varia´vel estoca´stica que melhor se ajustam a uma distribuic¸a˜o geome´trica. A
distribuic¸a˜o de probabilidade geome´trica tem um valor grande e utilidade no controle
estat´ıstico de qualidade, assim como para as distribuic¸o˜es de modelos econome´tricos. A
distribuic¸a˜o fica descrita pela seguinte func¸a˜o de probabilidade:
f(x) = pqx ∀ x = 0, 1, 2, ..., (A-2)
e a func¸a˜o de distribuic¸a˜o acumulada sera´ definida por
F (x) =
x∑
t=0
pqt. (A-3)
Como por definic¸a˜o se tem F (x) = P (X ≤ x) e F (0) = P (X = 0) = p, o contradomı´nio
de F (x) e´ p ≤ F (x) ≤ 1. Por outro lado, P (X > x) = 1 − F (x), implicando que
P (X > 0) = q e que
1− F (x) = qx+1. (A-4)
O valor esperado e a variaˆncia da varia´vel gerada a partir de uma distribuic¸a˜o geome´trica
sa˜o dadas por
E[X ] =
q
p
, (A-5)
V (X) =
q
p2
=
E[X ]
p
, (A-6)
A distribuic¸a˜o geome´trica tem so´ um paraˆmetro p, o qual pode ser expressado como
uma func¸a˜o da me´dia E[X ]
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p =
1
1 + E[X ]
. (A-7)
Para gerar os valores de varia´vel estoca´stica com distribuic¸a˜o geome´trica se emprega a
te´cnica da transformac¸a˜o inversa e a expressa˜o aparece na equac¸a˜o (A-4), onde o contra-
domı´nio de tal expressa˜o e´ unita´rio.
A.1.2. Distribuic¸a˜o binomial
As varia´veis estoca´sticas sa˜o definidas pelo nu´mero de eventos sucesso de uma sequeˆncia
de n tentativas independentes de Bernoulli, para os quais a probabilidade de sucesso e´ p
em cada tentativa, seguindo uma distribuic¸a˜o binomial. Este modelo estoca´stico tambe´m
se pode aplicar ao processo de amostragem estoca´stica com substituic¸a˜o, quando os ele-
mentos amostrados teˆm so´ dois tipos de atributos (por exemplo, sim ou na˜o, ou respostas
como defeituoso ou aceita´vel). O desenho de uma amostra estoca´stica de n elementos
e´ ana´loga a n tentativas independentes de Bernoulli, no que x e´ um valor binomial que
denota o nu´mero de elementos de uma amostra de tamanho n com resultados ideˆnticos.
A analogia anterior e´ a que localiza a distribuic¸a˜o binomial como um dos modelos mais
importantes nas a´reas de amostragem estat´ıstica e de controle de qualidade.
A distribuic¸a˜o binomial proporciona a probabilidade de que um evento acontec¸a x vezes
em um conjunto de n tentativas, onde a probabilidade de sucesso e´ dada por p. A func¸a˜o
de probabilidade para a distribuic¸a˜o binomial pode ser expressa da seguinte maneira:
f(x) =
p
n
 pxqn−x, (A-8)
onde x se considera como um inteiro definido no intervalo finito 0, 1, 2, ..., n, associado
com o valor q = (1− p). O valor esperado e a variaˆncia da varia´vel binomial X sa˜o
E[X ] = np, (A-9)
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V (X) = npq. (A-10)
Quando conhece-se a me´dia e a variaˆncia, resulta imediata a determinac¸a˜o de p e de
n, as quais podem ser determinadas pelas seguintes expresso˜es
p =
E[X ]− V [X ]
E[X ]
(A-11)
e
n =
E2[X ]
E[X ]− V (X) . (A-12)
A.1.3. Distribuic¸a˜o de Poisson
Se pegamos uma se´rie de n tentativas independentes de Bernoulli, em cada um dos eventos
dos quais se tem uma probabilidade p muito pequena relativa ao acontecimento de certo
evento. Na medida que n esta´ pro´xima ao infinito, a probabilidade de x acontecimentos
esta´ dada pela distribuic¸a˜o de Poisson
f(x) = e−λ
λx
x!
∀ x = 0, 1, 2, ... com λ > 0. (A-13)
Sempre e quando se permita que p esteja pro´ximo de zero, de maneira que se satisfac¸a
a relac¸a˜o λ = np. O valor np e´ o valor esperado da distribuic¸a˜o binomial e pode-se provar
que λ e´ o valor esperado da distribuic¸a˜o de Poisson. Do fato, de igual forma em que o
valor esperado e a variaˆncia coincidem com o paraˆmetro λ, enta˜o, para os valores grandes
de λ (como λ > 10), pode-se usar a distribuic¸a˜o normal com E[X ] = λ e V (X) = λ como
uma aproximac¸a˜o da distribuic¸a˜o de x.
Os eventos que se distribuem em forma da distribuic¸a˜o de Poisson acontecem frequen-
temente na natureza. Por exemplo, o nu´mero de avio˜es que descem no aeroporto em um
per´ıodo de um dia pode ser muito grande [60]. Mesmo assim, existe uma probabilidade
muito pequena que um avia˜o pouse durante um segundo determinado. Portanto, pode-se
esperar que de um per´ıodo determinado, a probabilidade de que desc¸am 0, 1, 2,... avio˜es
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Figura A-1.: Varia´veis estoca´sticas uniformes.
obedecera´ a lei distribuic¸a˜o de Poisson. Esta distribuic¸a˜o e´ particularmente u´til quando se
trabalha com problemas relacionados ao acontecimento de eventos isolados em um inter-
valo cont´ınuo de tempo, ou quando resulta poss´ıvel dizer o nu´mero de vezes que acontece
um evento, mas na˜o o nu´mero de vezes que na˜o acontecem.
Para simular uma distribuic¸a˜o de Poisson com paraˆmetro λ, pode-se servir com vanta-
gem das distribuic¸o˜es exponenciais e de Poisson. Pode-se justificar se 1) o nu´mero total de
eventos que acontece durante um intervalo de tempo dado e´ independente do nu´mero de
eventos que tenham acontecido anteriormente ao comec¸o do intervalo e 2) a probabilidade
de que um evento acontec¸a no intervalo t a t +△t e´ aproximadamente t · △t para todos
os valores de t, enta˜o, a) A func¸a˜o de densidade do intervalo t entre os acontecimentos
dos eventos sucessivos e´
f(t) = λe−λt, (A-14)
e b) a probabilidade que acontec¸am x eventos durante o tempo t e´
f(x) = e−λt
(λt)x
x!
, (A-15)
para todo x e todo t.
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A.2. Distribuic¸o˜es cont´ınuas
A.2.1. Distribuic¸a˜o uniforme
A func¸a˜o densidade de probabilidade uniforme e´ possivelmente a func¸a˜o densidade de
probabilidade mais simples. Esta e´ constante em um intervalo (a, b) e zero fora dele,
como se mostra na figura A-1. Uma varia´vel estoca´stica amostrada de uma distribuic¸a˜o
uniforme se denotara´ como nu´mero aleato´rio. A importaˆncia da distribuic¸a˜o uniforme
nas te´cnicas de simulac¸a˜o radica em sua simplicidade e no fato que essa distribuic¸a˜o pode
ser empregada para simular varia´veis aleato´rias a partir de qualquer tipo de distribuic¸a˜o
de probabilidade. De um modo matema´tico, a func¸a˜o de distribuic¸a˜o uniforme se define
como segue:
fX(x)

1
b−a , se a < x < b
0, se x < a.
(A-16)
Na equac¸a˜o (A-16), X e´ um nu´mero aleato´rio definido no intervalo (a, b). A func¸a˜o de
distribuic¸a˜o acumulada FX(x), para um nu´mero aleato´rio se pode representar por
FX(x) =
∫ x
a
1
b− adt =
x− a
b− a , (A-17)
e a sua vez, o valor esperado e a variaˆncia de um nu´mero aleato´rio esta˜o dadas pelas
seguintes expresso˜es
E[X ] =
b+ a
2
, (A-18)
V [X ] =
(b− a)2
12
, (A-19)
Ao efetuar as aplicac¸o˜es desta func¸a˜o, os paraˆmetros da func¸a˜o de densidade uniforme,
a e b na˜o podem ser conhecidos diretamente. E em alguns casos, so´ se conhece a me´dia
e a variaˆncia do sistema que se vai estudar. Nestes casos, os valores dos paraˆmetros se
devem derivar ao resolver o sistema que consta de 8 e 9 equac¸o˜es, para a e b, pois se supo˜e
que E[X ] e V [X ] sa˜o conhecidos.
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Figura A-2.: Varia´veis estoca´sticas com distribuic¸a˜o normal com µ = 0 e σ = 1.
A.2.2. Distribuic¸a˜o normal
A distribuic¸a˜o mais conhecida e utilizada e´ a distribuic¸a˜o normal e sua forma e´ mostrada
na figura A-2. Esta distribuic¸a˜o se baseia no teorema de limite central, onde a distri-
buic¸a˜o de probabilidade da soma de N valores de varia´veis estoca´sticas X independentes
e identicamente distribu´ıdas, com valor esperado, µi e variaˆncia σ
2
i , aproximam-se assin-
toticamente a uma distribuic¸a˜o normal. A` medida que N se faz grande, tal distribuic¸a˜o
tem como me´dia e variaˆncia, respectivamente
µ =
1
N
N∑
i=1
µi, (A-20)
σ2 =
N∑
i=1
σ2i . (A-21)
A partir da distribuic¸a˜o normal, podem-se derivar outras distribuic¸o˜es muito importan-
tes como a Chi quadrada e a F . Se a varia´vel estoca´stica X tem uma func¸a˜o de densidade
fX(x) dada como
fX(x) =
1
σx
√
2π
e
− (x−µx)2
2σ2x , ∞ < x <∞, (A-22)
com σx positiva, pode-se dizer que X tem uma distribuic¸a˜o normal ou gaussiana. Se
os paraˆmetros da distribuic¸a˜o normal tem os valores de µx = 0 e σ = 1, a func¸a˜o de
distribuic¸a˜o recebera´ o nome de distribuic¸a˜o normal padra˜o:
fX(x) =
1√
2π
e−
1
2
x2 , ∞ < x <∞. (A-23)
124 A Apeˆdice A: Distribuic¸o˜es de probabilidade
A distribuic¸a˜o normal se pode converter em forma padra˜o atrave´s da seguinte substi-
tuic¸a˜o
z =
x− µx
σx
. (A-24)
Por outro lado, a func¸a˜o de distribuic¸a˜o acumulada FX(x) ou FZ(z) na˜o pode ser
calculada explicitamente. No entanto, a u´ltima pode ser encontrada em tabelas de livros
de estat´ıstica. O valor esperado e a variaˆncia da distribuic¸a˜o normal na˜o padra˜o e´ dada
por:
E[x] = µx, (A-25)
V (x) = σ2x. (A-26)
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