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Abstract
We propose a two steps fringe analysis method as-
suming random phase step and changes in the illu-
mination conditions. Our method constructs on a
Gabor Filter–Bank (GFB) that independently esti-
mates the phase from the fringe patterns and filters
noise. As result of the GFB we obtain the two phase
maps except by a random sign map. We show that
such a random sign map is common to the indepen-
dently computed phases and can be estimated from
the residual between the phases. We estimate the fi-
nal phase with a robust unwrapping procedure that
interpolates unreliable phase regions. We present nu-
merical experiments with synthetic and real date that
demonstrate our method performance.
1 Method
In recent years there has been an interest for develop-
ing two–steps algorithms with random step; see for
example the methods in [1, 2, 3, 4] and references
therein. Those techniques have significantly reduced
the acquisition time and have simplified the experi-
mental setups. In this work we propose a robust al-
gorithm that can overcome the limitation of random
two-steps algorithms for dealing with variable illumi-
nation condition and noise. The proposed method is
able to estimate the phase from two noise fringe pat-
tern (FP) with a random phase step between them
including temporal variations in illumination condi-
tions and noise. We proceed as follows: first we mo-
tivate our algorithm and then we present the details.
In this work we assume the following FPs models
I1(x) = a1(x) + b1(x) cos(φ(x)) + η1(x), (1)
I2(x) = a2(x) + b2(x) cos(φ(x) + δ) + η2(x);(2)
where x = [x1, x2]
> denotes the pixel position in a
regular lattice L. The unknowns are: the background
illumination, a1 and a2; the local fringe contrast, b1
and b2; the independent noise, η1 and η2; the phase
map we are interested in computing, φ; and the ran-
dom shift between the FPs, δ ∈ (−pi, pi). In this work,
we consider the standard assumptions used in single
FP algorithms: ai, bi (for i = 1, 2), and φ are smooth.
Essentially the proposed method consists of three
stage. Firstly, estimation of the wrapped phase with
a sign ambiguity, this os obtain by using the H op-
erator. Second, estimation of the correct sign map
based on the operator R that computes the wrapped
residual phase between a pair of phase map. Finally,
we present a robust unwrap process, denoted by the
operatorW−1, that interpolates unreliable estimated
phase pixels. Following we define the method and the
operators. After that, we provide the details.
Assume we have a method, represented for the op-
erator H, such that:
ψ1(x)
def
= H{I1}(x) = W{s(x)φ(x)}, (3)
ψ2(x)
def
= H{I2}(x) = W{s(x)(φ(x) + δ)}; (4)
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We propose a two steps fringe analysis method assuming random phase step and changes in the illumination
conditions. Our method constructs on a Gabor Filter–Bank (GFB) that independently estimates the phase
from the fringe patterns and filters noise. As result of the GFB we obtain the two phase maps except by a
random sign map. We show that such a random sign map is common to the independently computed phases and
can be estimated from the residual between the phases. We estimate the final phase with a robust unwrapping
procedure that interpolates unreliable phase regions. We present numerical experiments with synthetic and
real date that demonstrate our method performance. c© 2015 Optical Society of America
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In recent years there has been an interest for devel-
oping two–steps algorithms with random step; see for
example the methods in [1–3] and references therein.
Those techniques have significantly reduced the acqui-
sition time and have simplified the experimental setups.
In this work we propose a robust algorithm that can over-
come the limitation of random two-steps algorithms for
dealing with variable illumination condition and noise.
Our proposal estimates the phase from two noise fringe
pattern (FP) with a random phase step between them
and with temporal variations in the illumination condi-
tions. We proceed as follows: first we motivate our algo-
rithm and then we present the details. We assume that
the FPs follow the models
I1(x) = a1(x) + b1(x) cos(φ(x)) + η1(x), (1)
I2(x) = a2(x) + b2(x) cos(φ(x) + δ) + η2(x); (2)
where x = [x1, x2]
T denotes the pixel position in a reg-
ular lattice L. Moreover, the unknowns are: the back-
ground illumination, a1 and a2; the local fringe contrast,
b1 and b2; the independent noise, η1 and η2; the phase
map we are interested in compute, φ; and the random
shift between the FPs, δ ∈ (−pi, pi). The assumptions are
the standard in single FP algorithms: ai, bi (for i = 1, 2),
and φ are smooth.
Now, assume we have a method, represented for the
operator H, such that:
ψ1(x)
def
= H{I1}(x) = W{s(x)φ(x)}, (3)
ψ2(x)
def
= H{I2}(x) = W{s(x)(φ(x) + δ)}; (4)
where s ∈ {−1, 1}]L is a random sign field and W is
the phase wrapping operator, see [4]. Next, we use the
operator R that computed the residual wrapped phase
between two given phases ψ1 and ψ2. This operator is
denoted by
R(ψ2, ψ1) def= W{W−1{ψ1} −W−1{ψ2}}, (5)
Fig. 1. First column: two fringe pattern with a ran-
dom phase shift( δ = 9pi/10). Second column: computed
phases with the operator H. Third column: sign–map of
the actual-phase derivatives by column and estimated
sign–map using the proposed method.
where W−1 is the unwrapping operator, see [4]. Since
s(x)δ ∈ (−pi, pi), we obtain R(ψ2(x), ψ1(x)) = s(x)δ.
Thus, we estimate the sign with
s˜(x) =
{
1 R(ψ2(x), ψ1(x)) ≥ 0
−1 otherwise (6)
Let g(x) = s˜(x)ψ1(x) be the wrapped computed phase;
then, we can finally estimate the phase φ with
φ˜(x) =W−1{g(x)}. (7)
Essentially, this is the proposed method. Now we spec-
ify each one of the used operators: phase analysis (H),
residual phase (R) and unwrapping (W−1).
Robust Phase Analysis,H. In order to compute the
local phase from a noisy FP with variation in the back-
ground illumination and contrast, and closed fringes, one
can use a general closed fringe method which simultane-
ously estimates the phase and the sign. However, those
1
Figure 1: First column: two fringe pattern with a
random phase shift (δ = 9pi/10). Second column:
computed phases with the operator H. Third col-
umn: sign–map of the actual-phase derivatives by
column and estimated sign–map using the proposed
method.
where s ∈ {−1, 1}]L is a random sign field and W is
the phase wrapping operator, see [5]. Next, we use
the operator R that computed the residual wrapped
phase between two given phas s ψ1 and ψ2. This
operator is denoted by
R(ψ2, ψ1) def= W{W−1{ψ2} −W−1{ψ1}}, (5)
whereW−1 is the unwrapping operator, see [5]. Since
s(x)δ ∈ (−pi, pi), we obtain R(ψ2(x), ψ1(x)) = s(x)δ.
Thus, we can estimate the sign wit
s˜(x) =
{
1 R(ψ2(x), ψ1(x)) ≥ 0
−1 o erwise (6)
Let g(x) = s˜(x)ψ1(x) be the wrapped computed
phase; then, we can finally estimate the phas φ with
φ˜(x) =W−1{g(x)}. (7)
Essentially, this is the proposed method. Now we
specify each one of the used operators: phase analysis
(H), residual phase (R) and unwrapping (W−1).
Robust Phase Analysis, H. In order to compute
the local phase from a noisy FP with variation in
the background illumination and contrast, and closed
v
u
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Fig. 2. Gabor filterbank. a) Filterbank allocated at the
half–frequency space (solid–line circles). b) Parameters
of a filter in the bank: ωk =
√
u2k + v
2
k and θk
methods are computationally expensive. Therefore, as
we have stated, our proposal takes advantage of the sec-
ond shifted–FP for estimating the sign. Then we pro-
pose to use a Gabor’s Filter-Bank (GFB); i.e., a set of
narrowband filters that only cover a half of the Discrete
Fourier Domain and rejects: low-pass region related with
the background illumination (DC) spectra and very-high
frequencies assumed noise. Gabor Filters (GF) are band-
pass filters which are obtained by modulating a sinusoid
with a Gaussian [5] . The complex form of the convolu-
tion kernel is
hk(x) = fk(x)ck(x) (8)
where
fk(x) = exp
[−xTx/(2σ2k)] (9)
ck(x) = exp
[−iωTk x] (10)
with i =
√−1, σk the width of the Gaussian filter (band-
width of the bandpass filter) and ωk = [uk, vk]
T the cen-
tral complex frequency (center of the bandpass filter).
The GF (8) can be understood by transforming it to
the Fourier space. The transforms of the ck term corre-
sponds to a Dirac delta centred at ωk, δ(ω − ωk), and
the transform of the Gaussian gk is another GaussianGk.
Then, by the convolution theorem of the Fourier trans-
form, the Gabor filter in the frequency domain is given
by Hk(ω) = Gk(ω − ωk); see Figure 2. Hence, the result
of applying the kth GF to the jth fringe pattern is given
by:
I˜kj = hk ∗ Ij for j = 1, 2; k = 1, 2, . . . ,K; (11)
where ∗ denotes the convolution. I˜kj (x) is complex and
expressed in rectangular coordinates (real and imaginary
parts), the respective polar coordinates (magnitude and
phase) are computed with
mkj (x) = |I˜kj (x)|, (12)
ψkj (x) = arg(I˜
k
j (x)), (13)
for x ∈ L. Since the FP has locally a dominant frequency,
in order to estimate the phase and magnitude at each
Fig. 3. Real component of the Gabor’s kernels in the
spatial domain: kernel size equal n× n pixels; with n =
24. The used parameters of the filterbank, expressed in
polar coordinates, are |ω| = 2piu/n and θ = piu/6, with
u = 1, 2, . . . , 6.
pixel, we detect the filter with maximum response (the
best tuned filter to the local frequency of the FP):
k∗j (x) = argmax
k
mkj (x) (14)
Thus, the phase and magnitude corresponding to the
pixel, x in the FP, is
mj(x) = m
k∗j (x)
j (x), (15)
ψj(x) = ψ
k∗j (x)
j (x), . (16)
Since there exists a winner filter at each pixel, k∗j (x), we
obtain a phase at each pixel ψj(x) even if the pixel in
question is in a almost constant region. In such a case,
the GFB will be activated by white noise ηi. To reduce
such a noise detection, we use the computed magnitude
as a confidence measure of the computed phase. We com-
pute the mask of reliable phase with
νx =
{
1 mj(x) > θ, for j = 1, 2
0 otherwise
(17)
where the threshold θ is a parameter of the method. In
our experiments we use a single set of parameters for the
GFB: such parameters are illustrated in Fig. 3.
Phase differences, R. The next step is to implement
(5) for computing the phase differences between the two
estimated phases ψ1(x) and ψ2(x). According to [4], the
wrapped residual between two phases can be computed
without explicit knowledge of W−1 with
R(ψ2, ψ1) = atan2 (sin(ψ2 − ψ1), cos(ψ2 − ψ1)) ; (18)
using the identities:
sin(ψ2 − ψ1) = sinψ2 cosψ1 − cosψ2 sinψ1,
cos(ψ2 − ψ1) = cosψ2 cosψ1 + sinψ2 sinψ1.
(19)
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Figure 2: Gabor filterbank. a) Filterbank allocated
at the half–frequency space (solid–line circles). b)
Parameters of a filter in the bank: ωk = [uk, vk]
>
and σk.
fringes, one can use a general closed fringe method
which simultaneously estimates the phase and the
sign. However, those methods are computationally
expensive. Therefore, as we have stated, our pro-
posal takes advantage of the second shifted–FP for
estimating the sign. Then we propose to use a Ga-
bor’s Filter-Bank (GFB); i.e., a set of narrowband
filters that only cover a half of the Discrete Fourier
Domain and rejects: low-pass region related with the
background illumination (DC) spectra and very-high
frequencies assumed noise. Gabor Filters (GF) are
bandpass filters which are obtained by modulating a
sinusoid with a Gaussian [6]. The complex form of
the convolution kernel is
hk(x) = fk(x)ck(x) (8)
where
fk(x) = exp
[−xᵀx/(2σ2k)] (9)
ck(x) = exp [−iωᵀkx] (10)
with i =
√−1, σk the width of the Gaussian filter
(bandwidth of the bandpass filter) and ωk = [uk, vk]
>
the central complex frequency (center of the bandpass
filter). The F (8) can be understood by transform-
ing it to the Fourier spac . The transform of the
ck term corresponds to a Dirac delta centred at ωk,
δ(ω − ωk), and the transform of the Gaussian gk is
another Gaussian Gk. Then, by the convolution the-
orem of the Fourier transform, the Gabor filter in the
2
Figure 3: Real component of the Gabor’s kernels in
the spatial domain: kernel size equal n × n pixels;
with n = 24. The used parameters of the filterbank,
expressed in polar coordinates, are |ωk| = 2pik/n and
arg(ωk) = pik/6, with k = 1, 2, . . . , 6.
frequency domain is given by Hk(ω) = Gk(ω − ωk);
see Figure 2.
Hence, the result of applying the kth GF to the jth
fringe pattern is given by:
I˜kj = hk ∗ Ij for j = 1, 2; k = 1, 2, . . . ,K; (11)
where ∗ denotes the convolution. I˜kj (x) is complex
and expressed in rectangular coordinates (real and
imaginary parts), the respective polar coordinates
(magnitude and phase) are computed with
mkj (x) = |I˜kj (x)|, (12)
ψkj (x) = arg(I˜
k
j (x)), (13)
for x ∈ L. Since the FP has locally a dominant fre-
quency, in order to estimate the phase and magnitude
at each pixel, we detect the filter with maximum re-
sponse (the best tuned filter to the local frequency of
the FP):
k∗j (x) = argmax
k
mkj (x) (14)
Thus, the magnitude and phase corresponding to the
pixel, x in the FP, is
mj(x) = m
k∗j (x)
j (x), (15)
ψj(x) = ψ
k∗j (x)
j (x), . (16)
Since there exists a winner filter at each pixel, k∗j (x),
we obtain a phase at each pixel ψj(x) even if the pixel
in question belongs to a low frequency region (pixels
in region with almost constant phase). In such a case,
the GFB will be activated by white noise ηi. To re-
duce such a noise detection, we use the computed
magnitude as a confidence measure of the computed
phase. We compute the mask of reliable phase with
νx =
{
1 m1(x) > θ and m2(x) > θ
0 otherwise
(17)
where the threshold θ is a parameter of the method.
In our experiments we use a single set of parameters
for the GFB: such parameters are illustrated in Fig.
3.
Phase differences, R. The next step is to imple-
ment (5) for computing the phase differences between
the two estimated phases ψ1(x) and ψ2(x). Accord-
ing to [5], the wrapped residual between two phases
can be computed without explicit knowledge of W−1
with
R(ψ2, ψ1) = atan2 (sin(ψ2 − ψ1), cos(ψ2 − ψ1)) ;
(18)
using the identities:
sin(ψ2 − ψ1) = sinψ2 cosψ1 − cosψ2 sinψ1,
cos(ψ2 − ψ1) = cosψ2 cosψ1 + sinψ2 sinψ1.
(19)
Robust phase unwrapping, W−1. The last step is
to unwrap the phase taking into account that the
computed sign–map s˜ can be corrupted by errors:
compare sign–maps in third column of Fig. 1 and
experimental results in Fig. 5. We note that the
sign is prone to be incorrectly computed at regions
where the magnitude of the phase gradients are small
3
Robust phase unwrapping, W−1. The last step is
to unwrap the phase taking into account that the com-
puted sign–map s˜ can be corrupted by errors: compare
sign–maps in third column of Fig. 1 and experimental
results in Fig. 5. We note that the sign is prone to be
incorrectly computed at regions where the magnitude of
the phase gradients are small (regions with almost con-
stant phase). Such regions can be detected with the mask
ν defined in (17).
In this work we use a variant of the unwrapping algo-
rithm recently reported in [4]. The algorithm iteratively
update the current estimate φ(k) of the unwrapped phase
with an unwrapped update phase δ(k):
φ(k+1)(x) = φ(k)(x) + δ(k)(x), (20)
where the updating field δ(k) is computed by
{δ(k), ω∗} = argmin
δ,ω
U(δ, ω; ρˆ(k), νx, νy) =∑
x∈L
∑
y∈Nx
{
ω2xy
[
νxνy(δ(x)− δ(y)− ρˆ(k)xy )2
+λ(δ(x)− δ(y))2]+ µ(1− ωxy)2} (21)
where λ and µ are positive parameters and we define
ρˆ(k)xy
def
= W{g(x)− g(y)} − φ(k)(x) + φ(k)(y), (22)
and the set of first neighbour pixels to the pixel x as
Nx def= {y ∈ L : ‖x− y‖2 = 1}. (23)
We modified the cost function (21) by introducing the
binary weight νx and νy [see (17)] that define the re-
gion with reliable data. Hence, the phase at regions with
invalid data are smoothly interpolated by effect of the
regularization.
Fig. 4. First two columns: test FP with δ = pi/10, σ =
0.5. Third column: phase φ1 computed with the Gabor
filterbank. Fourth column: region ν with reliable phase.
Fig. 5. First column: estimated sign map s˜. Second col-
umn: Wrapped phase with corrected sign, g, in the reli-
able region. Third column: rewrapped unwrapped phase
ψ˜.
Fig. 6. Incorrect phases computed with a Gram–Schmidt
orthonormalization [2].
Figures 4 and 5 demonstrate the proposed method’s
performance. The test FP are shown in Fig. 4: we use
the same contrast modulation, b1 and b2, used in the
FPs of Fig. 1. The GFB robustly and independently es-
timate the phase, except by the random sign, of each FP
with different background illumination (a1 6= a2), con-
trast (b1 6= b2), and corrupted with independent noise
(η1 6= η2). An advantage of the GFB is that one can ob-
tain the quality map that defines regions where the esti-
mated phase is reliable. Then, the proposed unwrapping
procedure can effectively interpolate the missed phase
regions.
Gram–Schimidt based orthonormalization (GSBO)
has shown to be a computationally efficient method for
computing a couple of quadrature images [2]. However,
such a method is limited by differences in the back-
ground, contrast and noise; see Fig. 6.
Fig. 7 shows the coupled phase with the proposed
method using as test FP real interferograms. The used
parameters of the filterbank, expressed in polar coor-
dinates, are |ω| = 2piu/m and θ = piu/n; with u =
1, 2, . . . , 5 and u = 1, 2, . . . , 14. We can observe that our
3
Figure 4: First two columns: test FP with δ = pi/10,
σ = 0.5. Third column: phase φ1 computed with
the Gabor filterbank. Fourth column: region ν with
reliable phase.
(regions with almost constant phase). Such regions
can be detected with the mask ν defined in (17).
In this work we use a variant of the unwrapping
algorithm recently reported in [5]. The algorithm it-
eratively update the current estimate φ(t) of the un-
wrapped phase with an unwrapped update phase δ(t):
φ(t+1)(x) = φ(t)(x) + δ(t)(x), (20)
where the updating field δ(t) is computed by
{δ(k), ω∗} = argmin
δ,ω
U(δ, ω; ρˆ(t), νx, νy) =∑
x∈L
∑
y∈Nx
{
ω2xy
[
νxνy(δ(x)− δ(y)− ρˆ(t)xy )2
+λ(δ(x)− δ(y))2]+ µ(1− ωxy)2} (21)
where λ and µ are positive parameters and we define
ρˆ(t)xy
def
= W{g(x)− g(y)} − φ(t)(x) + φ(t)(y), (22)
and the set of first neighbour pixels to the pixel x as
Nx def= {y ∈ L : ‖x− y‖2 = 1}. (23)
Robust phase unwrapping, W−1. The last step is
to unwrap the phase taking into account that the com-
puted sign–map s˜ can be corrupted by errors: compare
sign–maps in third column of Fig. 1 and experimental
results in Fig. 5. We note that the sign is prone to be
incorrectly computed at regions where the magnitude of
the phase gradients are small (regions with almost con-
stant phase). Such regions can be detected with the mask
ν defined in (17).
In this work we use a variant of the unwrapping algo-
rithm recently reported in [4]. The algorithm iteratively
update the current estimate φ(k) of the unwrapped phase
with an unwrapped update phase δ(k):
φ(k+1)(x) = φ(k)(x) + δ(k)(x), (20)
where the updating field δ(k) is computed by
{δ(k), ω∗} = argmin
δ,ω
U(δ, ω; ρˆ(k), νx, νy) =∑
x∈L
∑
y∈Nx
{
ω2xy
[
νxνy(δ(x)− δ(y)− ρˆ(k)xy )2
+λ(δ(x)− δ(y))2]+ µ(1− ωxy)2} (21)
where λ and µ are positive parameters and we define
ρˆ(k)xy
def
= W{g(x)− g(y)} − φ(k)(x) + φ(k)(y), (22)
and the set of first neighbour pixels to the pixel x as
Nx def= {y ∈ L : ‖x− y‖2 = 1}. (23)
We modified the cost function (21) by introducing the
binary weight νx and νy [see (17)] that define the re-
gion with reliable data. Hence, the phase at regions with
invalid data are smoothly interpolated by effect of the
regularization.
Fig. 4. First two columns: test FP with δ = pi/10, σ =
0.5. Third column: phase φ1 computed with the Gabor
filterbank. Fourth column: region ν with reliable phase.
Fig. 5. First column: estimated sign map s˜. Second col-
umn: Wrapped phase with corrected sign, g, in the reli-
able region. Third column: rewrapped unwrapped phase
ψ˜.
Fig. 6. Incorrect phases computed with a Gram–Schmidt
orthonormalization [2].
Figures 4 and 5 demonstrate the proposed method’s
performance. The test FP are shown in Fig. 4: we use
the same contrast modulation, b1 and b2, used in the
FPs of Fig. 1. The GFB robustly and independently es-
timate the phase, except by the random sign, of each FP
with different background illumination (a1 6= a2), con-
trast (b1 6= b2), and corrupted with independent noise
(η1 6= η2). An advantage of the GFB is that one can ob-
tain the quality map that defines regions where the esti-
mated phase is reliable. Then, the proposed unwrapping
procedure can effectively interpolate the missed phase
regions.
Gram–Schimidt based orthonormalization (GSBO)
has shown to be a computationally efficient method for
computing a couple of quadrature images [2]. However,
such a method is limited by differences in the back-
ground, contrast and noise; see Fig. 6.
Fig. 7 shows the coupled phase with the proposed
method using as test FP real interferograms. The used
parameters of the filterbank, expressed in polar coor-
dinates, are |ω| = 2piu/m and θ = piu/n; with u =
1, 2, . . . , 5 and u = 1, 2, . . . , 14. We can observe that our
3
Figure 5: First column: estimated sign map s˜. Sec-
ond column: Wrapped phase with corrected sign, g,
in the reliable region. Third column: rewrapped of
the estimated unwrapped phase ψ˜.
We modified the cost function (21) by introducing
the binary weights νx and νy [see (17)] that define
the region with reliable data. Hence, the phase at
regions with invalid data are smoothly interpolated
by effect of the regularization.
Robust phase unwrapping, W−1. The last step is
to unwrap the phase taking into account that the com-
puted sign–map s˜ can be corrupted by errors: compare
sign–maps in third colu n of Fig. 1 and experimental
results in Fig. 5. We note that the sign is prone to be
incorrectly computed at regions where the magnitude of
the phase gradients are small (regions with almost con-
stant phase). Such regions can be detected with the mask
ν defined in (17).
In this work we use a variant of the unwrapping algo-
rithm recently eported in [4]. The algorithm iteratively
update e curr t estimate φ(k) of the unwr pped phase
with an unwrapped update phase δ(k):
φ(k+1)(x) = φ(k)(x) + δ(k)(x), (20)
where the updating field δ(k) is computed by
{δ(k), ω∗} = argmin
δ,ω
U(δ, ω; ρˆ(k), νx, νy) =∑
x∈L
∑
y∈Nx
{
ω2xy
[
νxνy(δ(x)− δ(y)− ρˆ(k)xy )2
+λ(δ(x)− δ(y))2]+ µ(1− ωxy)2} (21)
where λ and µ are positive parameters and we define
ρˆ(k)xy
def
= W{g(x)− g(y)} − φ(k)(x) + φ(k)(y), (22)
and the set of first neighbour pixels to the pixel x as
Nx def= {y ∈ L : ‖x− y‖2 = 1}. (23)
We modified the cost function (21) by introducing the
binary weight νx and νy [see (17)] that define the re-
gion with reliable data. Hence, the phase at regions with
invalid data are smoothly interpolated by effect of the
regularization.
Fig. 4. First two columns: test FP with δ = pi/10, σ =
0.5. Third column: phase φ1 computed with the Gabor
filterbank. Fourth column: region ν with reliable phase.
Fig. 5. First column: estimated sign map s˜. Second col-
umn: Wrapped phase with corrected sign, g, in the reli-
able region. Third column: rewrapped unwrapped phase
ψ˜.
Fig. 6. Incorrect phases computed with a Gram–Schmidt
orthonormalization [2].
Fig res 4 and 5 demonstrate the proposed method’s
performance. The test FP are shown in F g. 4: we use
the same contrast modulation, b1 and b2, used in the
FPs of Fig. 1. The GFB robustly and ndependently es-
timate the phase, except by the random sign, of each FP
with different background illumination (a1 6= a2), con
trast (b1 6= b2), and corrupted with independent noise
(η1 6= η2). An advantage of the GFB is that one c n b-
tain the quality map that defines regions where the esti-
mated phase is reliable. Then, the proposed unwrapping
procedure can effectively interpolate the missed phase
regions.
Gram–Schimidt based orthonormalization (GSBO)
has shown to be a computationally efficient method for
computing a couple of quadrature images [2]. However,
such a method is limited by differences in the back-
ground, contrast and noise; see Fig. 6.
Fig. 7 shows the coupled phase with the proposed
method using as test FP real interferograms. The used
parameters of the filterbank, expressed in polar coor-
dinates, are |ω| = 2piu/m and θ = piu/n; with u =
1, 2, . . . , 5 and u = 1, 2, . . . , 14. We can observe that our
3
igure 6: Incorr phases computed with a Gram–
Schmidt orthonormalization [2].
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method correctly recover the phase. In contrast, we can
note that GSBO fails to compute a phase even when
the FP have a phase shift equals pi/2. The reason of the
GSBO’s poor performance is the large changes in the il-
lumination conditions. The GSBO approach can be im-
proved by using a windows-wise technique [3]. Although
this technique can reduce the effect of variation in illumi-
nation components, the main drawback is that it requires
a window size that includes several fringe fringes, with
the additional limitation of processing low frequency FP.
In the best of our knowledge, the best procedure for re-
ducing all the mentioned differences is by preprocessing
the FPs with banks of quadrature filters (as GFB). In
our work, we use the GBF as part of our process. The
reader can find limitation of other two-step demodula-
tion algorithms in [2, 3].
Fig. 7. Real FP analysis. First column: two fringe pat-
tern with a phase shift equals pi/2. Second column: com-
puted phases with the operator H (top) and computed
sign map (bottom). Third column: rewrapped computed
phase (top) and computed phase with GSBO [2] (bot-
tom).
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4
igure 7: Real FP analysis. First column: two
fringe pattern with a phase shift equals pi/2. Sec-
ond column: computed phases with the operator
H (top) and computed sign map (bottom). Third
column: rewrapped computed phase using the pro-
posed method (top) and computed wrapped phase
with GSBO [2] (bottom).
2 Experiments and Conclu-
sions
Figures 4 and 5 demonstrate the proposed method’s
performance. The test FP are shown in Fig. 4: we
use the same contrast modulation, b1 and b2, as in
the FPs of Fig. 1. The GFB robustly and inde-
pendently estimate the phase, except by the random
sign, of each FP with different background illumina-
tion (a1 6= a2), contrast (b1 6= b2), and corrupted
with independent noise (η1 6= η2). An advantage of
the GFB is that one can obtain the quality map that
defines regions where the estimated phase is reliable.
Then, the proposed unwrapping procedure can effec-
tively interpolate the missed phase regions.
Gram–Schmidt based orthonormalization (GSBO)
has shown to be a computationally efficient method
for computing a couple of quadrature images [2].
That interesting proposal has motivated works for
overcoming its drawbacks: the performance of such
a method is limited when there are variations in the
background, contrast and noise; see Fig. 6.
Fig. 7 shows the coupled phase with the proposed
method using as test FP real interferograms. The
used parameters of the filterbank, expressed in po-
lar coordinates, are |ω| = 2piu/m and θ = piu/n;
with u = 1, 2, . . . , 5 and u = 1, 2, . . . , 14. We can
observe that our method correctly recover the phase.
In contrast, we can note that GSBO fails to compute
a phase even when the FP have a phase shift equals
pi/2. The reason of the GSBO’s poor performance
is the large changes in the illumination conditions.
The GSBO approach can be improved by using a
windows-wise technique [3]. Although this technique
can reduce the effect of variation in illumination com-
ponents, the main drawback is that it requires a win-
dow size that includes several fringe fringes, with the
additional limitation of processing low frequency FP.
In the best of our knowledge, the best procedure for
reducing all the mentioned differences is by prepro-
cessing the FPs with banks of quadrature filters (as
GFB). In our work, we use the GBF as part of our
process. The reader can find limitation of other two-
step demodulation algorithms in [2, 3, 4]. In [4] it is
described a sophisticated preprocess for normalising
the fringes in order to apply GSBO. The result of
such a prefiltering is similar in our approach to ap-
ply the GFB. However, differently to [4] that requires
the additional step of GSBO for estimating the phase
with the correct sign, in our case, the correction sign
map s is obtained directly from the GFB result; i.e.,
we do need the extra orthonormalization step.
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