Abstract. Let X be a finite set in Z d . We consider the problem of optimizing linear function f (x) = c T x on X, where c ∈ Z d is an input vector. We call it a problem X. A problem X is related with linear program max
Introduction
In many cases a combinatorial optimization problem can be stated in the following form.
Given a finite set of feasible solutions X ⊂ Z d , and a linear function f (x) = c T x, c ∈ Z d , x ∈ X. Find the maximum (minimum) value of f (x).
We will call it a problem X, assuming an arbitrary choice of the input vector c ∈ Z d . For example, in the travelling salesman problem the set X, X ⊂ {0, 1} E is the set of characteristic vectors of hamiltonian circuits in a graph G = (V, E).
A problem X is related with linear program (LP) max x∈P c T x, where P = conv X.
This is the main reason of interest to such geometric statement of a combinatorial optimization problem. It is clear that the complexity of a problem X may depend on the encoding size But S(X, c) does not reflect the structural complexity of X. So, it is natural to consider some combinatorial characteristics of P = conv X as characteristcs of complexity of a problem X. The simplest examples are the dimension of P , the number of its vertices, and the number of its facets. Nontrivial examples are the diameter of the graph (1-skeleton) of P , the clique number of the graph, and the rectangle covering number of the vertex-facet (non)incidence matrix.
The diameter of the graph of P was considered as the lower bound of complexity of a problem 2 X = ext P in the class of simplex-type algorithms. The weakness of this bound is illustrated by the following well known example. For any (arbitrary complicated) polytope P one can consider a pyramid Q with P as a base. It is obvious that the problem Y = ext Q is not simpler than the problem X = ext P , but the graph diameter of a pyramid is not greater than 2.
In 1980's, V. A. Bondarenko introduced the concept of so-called direct type algorithms [2, 3] . The main idea is that the clique number of the graph of conv X is the lower bound on the complexity of the appropriate problem X in this class of algorithms. We discuss this theory and its limitations in the section 2. In particular, we show that there is no an algorithm whose complexity for solving a problem X is expressed only in the clique number of the graph of conv X and in the encoding size S(X, c).
Polytope Q is called an extension (or extended formulation) of a polytope P if there is a linear projection π with π(Q) = P . In this context, the number of facets of a polytope is frequently called a size of a polytope. It is well known that the size of an extension Q may be significantly less than the size of its projection P . On the other hand the problem max x∈P c T x is easily reduced to the problem max
Thus in some cases it is usefull to express a polytope P via its extension. The minimum size of an extension of a polytope P is called extension complexity of P .
In the end of 1980's, M. Yannakakis in his seminal paper [17] on extended formulations noticed that the extension complexity is bounded from below by the rectangle covering number of the vertex-facet (non)incidence matrix. Several breakthrough results was obtained in this direction over the past three years (see [6] , [7] , [16] ). All of them suggest that there may exist an algorithm whose complexity for solving a problem X is equal to big O (or some polynomial) of the rectangle covering number. In the section 3 we enumerate this facts and show that there is no such algorithm.
Our main result is presented in the section 4. Let the function f takes each problem X to N. We assume that f is defined only in terms of the face lattice of conv X and the encoding size S(X, c), and f is monotone in S(X, c) and the face lattice (by embedding). (I.e. the function f is a monotone combinatorial characteristic of complexity of X.) Then there are an exponentially solvable problem Y and a polynomially solvable problem Z such that f (Y ) ≤ f (Z).
Direct Type Algorithms
2.1. Introduction to the theory. The information in this subsection is not crucial for the rest of the paper, but it seems that there is no description of the theory of direct type algorithms in English. So we have to say "a couple of words" about this interesting theory [2, 3] .
First of all we should say that direct type algorithms are linear search algorithms (LSAs). When dealing with LSAs, one takes into account only time necessary for branchings of the form "if f (c) > 0 then goto α, elese goto β" [13] . Here c ∈ R d is the input vector of a problem X and f (c) = a T c + b is an affine function, where
It is convenient to imagine the structure of an LSA as a linear decision tree (LDT) with tests "f (c) > 0" in internal nodes. Every terminal node (leaf) of such tree has some label x ∈ X. (One label x ∈ X can be assigned to more than one leaf.)
The complexity C LSA (X) of a problem X is the minimum depth of an LDT for X. Clearly, C LSA (X) ≥ log |X| (provided that for every x ∈ X there exists an input c s.t. x is the optimal solution). In [14] (see also [15] ) the upper bound O(d 3 log |X|) have been found for C LSA (X). But such LSA can occupy an exponential space. So, it would be good to add some natural restrictions to LSA model. In 1980th, V.A. Bondarenko introduced the concept of so-called direct type algorithms [2] . This concept is based on the notion of partition of R d into cones. For every x ∈ X we consider its cone
The set of all such cones for given X is called a partition of
is not empty iff x lies on the boundary of the convex hull conv X. In particular, if X ⊆ {0, 1} d then every x ∈ X is a vertex of conv X and, hence, every K(x) has interior points. Traditionally, the convex hull conv X is called the polytope of a problem X. Typically, the set X coincides with the set of vertices of the polytope conv X. Here and below we assume the latter condition is fulfilled. I.e., for every x ∈ X there exists c ∈ K(x) such that c T x > c T y for any y ∈ X, y = x.
Two cones K(x) and K(y) are called adjacent if
It is obvious that K(x) and K(y) are adjacent iff the vertices x and y of the polytope conv X are adjacent (i.e., these vertices form a 1-face of the polytope). The subset Y ⊆ X is called a clique in X if every pair {x, y} ⊆ Y is adjacent. Let T is a linear decision tree for a problem X and f is some internal node of T . Let L(f ) is the set of leaves of T that are descendants of f . We denote by
Definition 1 ([2])
. A linear decision tree for solving a problem X is called direct type tree if for any internal node f and for any clique Y ⊆ X the following inequality holds:
The complexity C DTT (X) of X is the minimum depth of a direct type tree for a problem X.
Let ω(X) is the size of the maximum clique in X. I.e. ω(X) is the clique number of the 1-skeleton of conv X. It is not difficult to see that
It is known [2, 3] , that sorting algorithms, greedy algorithms for the minimum spanning tree, Dijkstra's algorithm for the shortest path in a graph, Held-Karp algorithm and branch-and-bound algorithms for the travelling salesman problem, and some other combinatorial algorithms are direct type algorithms. On the other hand, clique numbers ω(X) are superpolynomial for such NP-hard problems as the travelling salesman, the knapsack, the 3-satisfiability, the 3-assignment, the maximum cut, the set covering, the set packing and many others [2, 11, 12] . Whereas ω(X) are polynomial for polynomially solvable problems: the sorting, the minimum spanning tree, the short path in a graph, the min-cut problem [2, 4] .
Nonetheless, there are examples of polynomially solvable problems X with exponential ω(X) [2] . A generalization of one such example is considered in the following subsection.
It is also natural to ask the following question.
Question 1 (V. Kaibel). Is there some (NP-)hard problems with small ω(X)?
2.2. Examples. The first example is related with the famous cyclic polytopes.
(More detailed information on cyclic polytopes is presented in [8] .) Let us consider a monotone function
and the set
where d, N ∈ N. The convex hull of C(d, N, g) is a cyclic polytope. It is well known that d-dimensional cyclic polytope is a simplicial ⌊d/2⌋-neighborly polytope and it has the maximum number of faces among all convex polytopes with the same number N of vertices [8] . In particular, the clique number Proof. We have to maximize function c N, g ). That is we have to maximize the polynomial
The algorithm of finding the maximum will consist of d − 1 steps. In the first step we divide the set [N ] into (two or one) segments where the derivative
In the second step we consider the derivative
It is monotone in every segment found in the previous step. Hence it is not difficult to divide every such segment into segments with constant sign of f (d−2) (t). It can be done by dichotomic procedure and requires no more than 2 log 2 N evaluatings of f (d−2) (t). In the following steps, by analogy we eventually partition the set [N ] into at most d segments with constant sign of f ′ (t). Thus, it remains to find the value of f (t) at the ends of these segments and choose the maximum.
To conclude the proof it remains to note that the calculation of f operations with (d log g(N ) )-bit numbers. In particular, it takes O(d 2 log N ) time for the case g(i) = i.
As a consequence, for every k ∈ N the problem C(2k, 2 k , g) with g(i) = i is solvable polynomially in k, but the clique number ω C(2k, 2 k , g) = 2 k is exponential. Moreover, conv C(2k, 2 k , g) is k-neighborly. Hence, any its k vertices form a (simplicial) face.
It turns out that there are also examples of the opposite nature. More precisely, there are problems with ω(X) = 2 and arbitrary complexity.
Proof. We use the fact that any two d-dimensional simplices are affinely equivalent to each other. So, we consider only the "simplest" one:
which is the intersection of a nonnegative orthant R d + and a hyperplane
We will construct an extension Q ⊂ R d such that the projection of Q into the hyperplane H coincides with ∆ d−1 . Therefore, Q is contained in the cylinder
Besides, let Q be symmetric with respect to H. So, we construct only half of Q that lies in
. This half of Q we denote by Q + . Let Q + be the intersection of the cylinder Y , halfspace H + , and the unit cube
. It is not difficult to see that the combinatorial structure of Q + is the combinatorial structure of the "cube without one vertex" H + ∩ C d . All vertices of Q + can be divided into d groups according to the number of coordinates equal to 1. The first group consists of one vertex (1, 1, . . . , 1) . Every vertex in the second group has one coordinate We remark that every triangle in the graph of the polytope Q + is contained in H or has one edge in H. Thus, when we glue Q + and Q − all triangles will disappear. Hence ω(Q) = 2.
It is obvious that the linear optimization on the simplex ∆ d (in the general case) requires at least d 2 operations. The same is true for the optimization on its extension Q. Thus, in this example the dimension of the problem characterizes the complexity much more accurately, than the clique number. Moreover, the theorem says that there is no an algorithm whose complexity for solving a problem X is expressed only in the clique number ω(X) and encoding size of X.
Rectangle Covering Numbers
3.1. Background. Let V = {v 1 , . . . , v n } be the set of vertices of a polytope P and F = {F 1 , . . . , F k } be the set of its facets. The vertex-facet nonincidence matrix A = (a ij ) ∈ {0, 1} n×k of P is defined as follows:
The set I × J is called 1-rectangle in A if a ij = 1 for all i ∈ I and j ∈ J. A rectangle covering of A is the set of 1-rectangles whose union is equal to union of 1-entries in A. The rectangle covering number of A is the smallest cardinality of a rectangle covering of A. By following [7] we denote by rc(P ) the rectangle covering number of the vertex-facet nonincidence matrix of P . It is known, that the rectangle covering number is the lower bound on an extension complexity of P [17] (see [7] for the current knowledge on this topic). In particular, if some problem X (more precisely, its convex hull conv X) has a compact extended formulation, then rc(conv X) is polynomial. At the present time, there are known a lot of polynomially solvable problems with compact extended formulations. Among them are sorting problems, spanning trees, matchings, cuts, approximation case of the knapsack problem and many others [5] . Special mention should be the perfect matching polytope P M (n). It has a polynomial rectangle covering number rc(P M (n)) = O(n 4 ) [7] , but exponential extension complexity xc(P M (n)) = 2 Ω(n) [16] . On the other hand, the boolean quadratic polytope (correlation polytope) BQP n has exponential rectangle covering rc(BQP n ) = 2 Ω(n) [6] (see also [10] for the best current bound). Consequence of this result are superpolynomial lower bounds on rectangle covering numbers for many other NP-hard problems involving travelling salesman problem, knapsack problem, satisfiability problems, 3-assignment problem, set covering and set packing problems, and many others [6, 11, 12] . These facts let one to conjecture that the rectangle covering number is a complexity of some algorithm (or class of algorithms) for solving a problem X. It turns out that this is not true. We show that there are NP-hard problems with polynomial rc.
Our construction is based on the fact that rc(P ) of a simplicial polytope P is equal to O(d 2 log n) [7] , where d = dim P is the dimension and n = | ext P | is the number of vertices of P . The main idea is to make a slight perturbation of vertices of 0/1-polytope associated with NP-hard problem.
3.2. Cyclic Perturbation. For every x ∈ {0, 1} d we define its number
Let us consider a map ε : {0,
. . .
be "very big" constant. Note that for any x ∈ {0, 1} d , the ε(x) is "very small" with respect to K:
is called cyclic perturbation of X. It is clear that after such perturbation the encoding size of X increases in log 2 K = d 3 times. Furthermore, Y = ext conv Y since the value ε(x) of perturbation is "very small". Since
, we may decompose the matrix (4) into the sum of two matrices and 
In particular,
As is known, the determinant of the sum of two n × n-matrices can be written as the sum of determinants of 2 n matrices:
For every nonempty set S the matrix D S has at least one row from A. Therefore, det D S is a multiple of K. On the other hand, det
Hence, the sum (5) is not equal to 0.
Since rc(P ) = O(d 2 log | ext P |) for any simplicial polytope P ∈ R d [7] , we immediately get
Example 6. Let us consider the cyclic perturbation of vertices of the boolean quadratic polytope
Obviously, the encoding size (in any reasonable sense) of BQP n is polynomial in n. Hence, the same is true for its cyclic perturbation CBQP n = CP(BQP n ). Moreover, due to corollary 5, the rectangle covering number rc(conv CBQP n ) = O(n 3 (n + 1) 2 ) is polynomial. Now we show that the optimization problem CBQP n is NP-hard. Let us consider the NP-hard problem of finding a clique number in an undirected graph G = (V, E) with n vertices V = [n]. The input vector c = c(G) ∈ Z n(n+1)/2 we define as follows:
For each x ∈ {0, 1} d we define the input vector c(x) ∈ {−1, 1} d as follows:
It is easy to see that max z∈Z (c(x)) T z is equal to the number of ones in x for b(x) = 1, otherwise it is less than the number of ones. Thus, the problem Z is intractable even for input c ∈ {−1, 1} d . The same is true for the cyclic perturbation X = CP(Z), since
for c ∈ {−1, 1} d , z ∈ Z, and d ≥ 2. Besides, the encoding size S(X) = O(d 3 ) is polynomial and the polytope conv X is simplicial.
To finish the proof we assume
where g : N → N is a polynomially countable monotone function with g(|X|) = 2 S(X) . Thus, the problem Y is polinomially solvable by theorem 2.
Let us assume that the complexity of some algorithm A for solving a problem X is a monotone combinatorial characteristic of complexity of X. The theorem asserts that such an algorithm requires exponential (time or space) complexity for solving a problem C(2d, |X|, g), but this problem is polynomially solvable by theorem 2. For example, the (polynomial of) rectangle covering number can not be a characteristic of complexity of such algorithm, since rc(C(2d, |X|, g)) is polynomial. But it may be considered as a lower bound. On the other hand, the clique number ω(C(2d, |X|, g)) = |X| is exponential in log |X|. However, this characteristic violates more strict condition of monotonicity: the implication L(X) L(Y ) ⇒ f (X) ≤ f (Y ) should be true not only for Y = C(2d, |X|, g). The appropriate example is provided by theorem 3.
Concluding Remarks
All the mentioned above combinatorial characteristics of complexity (with the exception of the diameter of the graph of a polytope) are monotone. We may ask the natural question: is the monotonicity a necessary condition? More precisely, are there an intractable problem X and a polynomially solvable problem Y with the same combinatorial structure and polynomially comparable encoding sizes S(X) and S(Y )? This question is reduced to the following one. Is it true that one of the projections of a cyclic polytope C(2d, |X|, g) is combinatorially isomorphic to a simplicial polytope X in theorem 7?
