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Abstract
We study Ruelle’s type zeta and L-functions for a torsion free abelian group Γ of rank ν ≥ 2
defined via an Euler product. It is shown that the imaginary axis is a natural boundary of this
zeta function when ν = 2, 4 and 8, and in particular, such a zeta function has no determinant ex-
pression. Thus, conversely, expressions like Euler’s product for the determinant of the Laplacians
of the torus Rν/Γ defined via zeta regularizations are investigated. Also, the limit behavior of an
arithmetic function arising from the Ruelle type zeta function is observed.
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1 Introduction
The Ruelle zeta function is a particular kind of dynamical zeta function which counts periodic orbits
for maps or flows. It was introduced by Ruelle in the mid-1970s [Ru]. The Ruelle zeta function is
also regarded (essentially) as the Selberg zeta function when one considers the primitive geodesic
flows on a hyperbolic space.
Instead, we have introduced in [KW3] various Ruelle type zeta functions for a complex torus
and studied asymptotic averages of certain arithmetic functions arising from the logarithm of such
Ruelle type zeta functions. In this paper, we study analytic properties of a Ruelle type L-function
for a general torsion free abelian group and calculate also the determinant of the Laplacian for the
corresponding group.
Let Γ be a torsion free abelian group of rank ν (ν ≥ 2). Let τ1, . . . , τν be a generator of Γ. Then
we may write Γ = Zτ1 ⊕ · · · ⊕ Zτν . A non-zero element P =
∑ν
j=1 njτj ∈ Γ is said to be primitive
if the integers nj are relatively prime, that is, the greatest common divisor gcd(n1, . . . , nν) is equal
to 1. Here we interpret gcd(n1, . . . , nν) as the greatest common divisor of the all positive factors of
|nj| (j = 1, 2, . . . , ν). We denote by Prim (Γ) the set of all primitive elements in Γ. Let ℓ : Γ→ R≥0
be a function satisfying the homogeneity condition ℓ(jγ) = jℓ(γ) for any j ∈ N and γ ∈ Γ. For each
element γ ∈ Γ we define the norm N(γ) by N(γ) = eℓ(γ). Note that any element γ =∑νj=1 njτj ∈ Γ
can be uniquely expressed as γ = dP , where d = gcd(n1, . . . , nν) and P = Pγ ∈ Prim (Γ). It is clear
that N(γ) = N(Pγ)
d. Further, let ρ : Γ → U(N) be an N -dimensional unitary representation of Γ.
∗Partially supported by Grant-in-Aid for Scientific Research (B) No.15340012
1
2 Nobushige KUROKAWA, Masato WAKAYAMA and Yoshinori YAMASAKI
For a given such norm function N(γ) (or the length function ℓ(γ)) and a representation ρ of Γ, we
introduce a Ruelle type L-function LΓ(s, ρ) for Γ by the Euler product as
LΓ(s, ρ) = LΓ(s, ρ; ν) :=
∏
P∈Prim(Γ)
det (1− ρ(P )N(P )−s)−1.
When ρ is the trivial representation of Γ, we write ζΓ(s; ν) = LΓ(s, the trivial rep.; ν) and call it a
Ruelle type zeta function for Γ. Since Γ is abelian, any irreducible unitary representation of Γ is one
dimensional. Thus, if we write the irreducible decomposition of ρ as ρ = χ1 ⊕ · · · ⊕ χN (here we are
taking account the multiplicity in the decomposition) where χj are one dimensional characters of Γ,
we easily see that LΓ(s, ρ) =
∏
P∈Prim(Γ)
∏N
j=1(1 − χj(P )N(P )−s)−1 =
∏N
j=1 LΓ(s, χj). In view of
this decomposition, it is enough to treat the case where ρ is one dimensional in our analysis.
The aim of the present paper is to show first that, for ν = 2, 4 or 8, the Ruelle type zeta func-
tion ζΓ(s; ν) has a natural boundary Re (s) = 0 when ℓ(γ) is defined by the usual Euclidean norm
(Theorem2.2). This shows, in particular, that such ζΓ(s; ν) does not have a determinant expression
for the Laplacian of the torus Rν/Γ (here the determinant is defined by the zeta regularization. See
§3). Thus, conversely, we study the determinant det (∆ + s2) of the Laplacian ∆ on the torus and
show that it has a sort of Euler products (Theorem3.1). Though the results show that det (∆ + s2)
can not give ζΓ(s; ν), we notice that the logarithm of both the functions involve certain common arith-
metic function (compare Corollary 3.6 with (4.2)). Therefore, we also discuss asymptotic averages of
certain arithmetic functions arising from these Ruelle type zeta functions like in [KW3].
2 L√+2(s, χ)
We study a Ruelle type L-function LΓ(s, ρ; ν) when ℓ(γ) =
√
n12 + · · ·+ nν2 for γ =
∑ν
j=1 njτj ∈ Γ.
To distinguish the case from a general choice of length functions, we write L√+2(s, ρ; ν) instead of
LΓ(s, ρ; ν). Let χ be a unitary character of Γ = Zτ1 ⊕ · · · ⊕ Zτν . Put χ(τj) = e2πiαj for j = 1, . . . , ν.
Then we have χ(
∑ν
j=1 njτj) = e
2πi(n1α1+···+nναν). To economize the space, we use a multi-index.
Write an element γ =
∑ν
j=1 njτj ∈ Γ in a general position as γ = γ(n1, . . . , nν) = γ(n). In general,
for x,y ∈ Rν we put xy :=∑νj=1 xjyj and put |x| := √xx = √x12 + · · ·+ xν2. Hence ℓ(γ(n)) = |n|.
We may therefore write χ(γ(n)) = e2πinα for some α = (α1, . . . , αν) ∈ Rν/Zν . Thus we sometimes
identify the unitary character χ of Γ (∼= Zν) with α ∈ Rν/Zν(∼= Zˆν) and write the Ruelle type
L-function L√+2(s, χ) as L√+2(s,α):
L√+2(s,α) = L√+2(s,α; ν) :=
∏
gcdp=1
(1− e2πipαe−s|p|)−1.(2.1)
It is easy to see that the Euler product (2.1) converges absolutely for Re (s) > 0 because ν|x| ≥
|x1|+ · · ·+ |xν | for x ∈ Rν, whence it defines a holomorphic function for Re (s) > 0. Also, we notice
that L√+2(s,α(ε)) = L√+2(s,α) where α(ε) = (ε1α1, . . . , εναν) for ε = (ε1, . . . , εν) ∈ {±}ν and in
particular, L√+2(s, χ) = L√+2(s, χ).
We first show the
Proposition 2.1. The logarithmic derivative of L√+2(s,α; ν) is holomorphic in Re (s) > 0 and has
the expression
(2.2)
L′√
+2
L√+2
(s,α; ν) = 2(2
√
π)ν−1Γ
(ν + 1
2
) ∞∑
n=1
γ(n)
nν+1
∑
m∈Zν
(
2π|m/n +α|)2 − νs2{
s2 +
(
2π|m/n +α|)2} ν+32
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for Re (s) > 0. Here γ(n) =
∏
p|n(1− p).
Proof. The first assertion is clear, because L√+2(s,α) is holomorphic and non-zero in Re (s) > 0.
We introduce now an auxiliary function G(s,α) by
G(s,α) :=
∏
n∈Zν\{0}
(1− e2πinαe−s|n|)−1.
Then we have
logG(s,α) = −
∑
n∈Zν\{0}
log(1− e2πinαe−s|n|) =
∑
n∈Zν\{0}
∞∑
ℓ=1
1
ℓ
e2πiℓnαe−sℓ|n|.(2.3)
It is immediate to see that
logG(s,α) =
∞∑
d=1
∑
gcdp=1
∞∑
ℓ=1
e2πiℓ(dp)αe−sℓ|dp|
ℓ
=
∞∑
d=1
logL√+2(ds, dα).
Hence the Mo¨bius inversion formula yields
logL√+2(s,α) =
∞∑
m=1
µ(m) logG(ms,mα).(2.4)
Here µ(n) denotes the Mo¨bius function defined as
µ(n) =

1 if n = 1,
(−1)k if n is a product of k distinct primes,
0 otherwise.
In fact, since
∑
m|n µ(m) = δn1, we see that
∞∑
m=1
µ(m) logG(ms,mα) =
∞∑
m=1
µ(m)
∞∑
d=1
logL√+2(dms, dmα)
=
∞∑
n=1
{∑
m|n
µ(m)
}
logL√+2(ns, nα) = logL√+2(s,α).
We now put
g(s,α) :=
∑
n∈Zν\{0}
e2πinαe−s|n|.
Then by (2.3) we easily get the relation
logG(s,α) =
∞∑
ℓ=1
1
ℓ
g(ℓs, ℓα).(2.5)
Let f(x) be a smooth rapidly decreasing function on Rν . Write the Fourier transform of f(x) by
fˆ(y) =
∫
Rν f(x)e
2πiyxdx. It can be calculated (see, e.g., [Mu]) as
(e−2πt|x|e−2πizx)∧(y) =
2t
Area (Sν)
· (t2 + |y − z|2)− ν+12 (Re (t) > 0),
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where Area (Sν) = 2π
ν+1
2 /Γ
(
ν+1
2
)
. Therfore, the Poisson summation formula applying to the function
e−2πt|x|e2πiαx reads ∑
n∈Zν
e−2πt|n|e−2πizn =
2t
Area (Sν)
∑
m∈Zν
(
t2 + |m− z|2)− ν+12 .(2.6)
This shows that for Re (s) > 0 we have
g(s,α) + 1 =
2(2π)νs
Area (Sν)
∑
m∈Zν
{
s2 +
(
2π|m+α|)2}− ν+12 .
Differentiating this equation with respect to s, we obtain
g′(s,α) =
2(2π)ν
Area (Sν)
∑
m∈Zν
(
2π|m+α|)2 − νs2{
s2 +
(
2π|m+α|)2} ν+32 .(2.7)
By the relations (2.4) and (2.5), we have
L′√
+2
L√+2
(s,α) =
∞∑
m=1
mµ(m)
G′
G
(ms,mα),
G′
G
(s,α) =
∞∑
ℓ=1
g′(ℓs, ℓα).
From these equations it follows that
(2.8)
L′√
+2
L√+2
(s,α) =
∞∑
m=1
∞∑
ℓ=1
mµ(m)g′(mℓs,mℓα) =
∞∑
n=1
γ(n)g′(ns, nα).
Here we have used an easily verified formula
∑
m|nmµ(m) = γ(n). Hence, it follows from (2.7) and
(2.8) that
L′√
+2
L√+2
(s,α) =
2(2π)ν
Area (Sν)
∞∑
n=1
γ(n)
∑
m∈Zν
(
2π|m + nα|)2 − ν(ns)2{
(ns)2 +
(
2π|m+ nα|)2} ν+32
= 2(2
√
π)ν−1Γ
(ν + 1
2
) ∞∑
n=1
γ(n)
nν+1
∑
m∈Zν
(
2π|m/n +α|)2 − νs2{
s2 +
(
2π|m/n +α|)2} ν+32 .
This shows the proposition.
Put
C(ν) : = 2(2
√
π)ν−1Γ
(ν + 1
2
)
,
Φ(s,α, t; ν) : =
∑
n∈N, m∈Zν
γ(n)
nν+1
(
s2 +
(
2π|m/n +α|)2)−t.
Then the formula (2.2) can be written as
(2.9)
L′√
+2
L√+2
(s,α; ν) = C(ν)
(
Φ
(
s,α,
ν + 1
2
; ν
)
− (ν + 1)s2Φ
(
s,α,
ν + 3
2
; ν
))
.
The following theorem shows that ζ√+2(s; ν) := L√+2(s,0; ν) can not be extended meromorphi-
cally across the imaginary axis Re (s) = 0 if ν = 2, 4 or 8, that is, the cases where the number rν(n)
of expressions of a positive integer n by a sum of ν integers square is essentially multiplicative.
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Theorem 2.2. Let ν = 2, 4 or 8. Then the imaginary axis is a natural boundary of ζ√+2(s; ν).
From the expression (2.9), to prove Theorem2.2, it is sufficient to show that the imaginary axis
Re (s) = 0 is a natural boundary of the function Φ(s,0, t; ν). Let Sν :=
{ |m|
n
∣∣n ∈ N, m ∈ Zν}. For
a given x0 ∈ R, let us denote Rν(x0) as the coefficient of
(
s2 + (2πx0)
2
)−t
in the series Φ(s,0, t; ν):
(2.10) Φ(s,0, t; ν) =
∑
x0∈Sν
Rν(x0)
(
s2 + (2πx0)
2
)−t
.
Note that Rν(x0) ≡ 0 if x0 /∈ Sν .
Lemma 2.3. Let m˜ and n˜ be positive integers satisfying (m˜, n˜) = 1. Then we have
Rν
(m˜
n˜
)
=
1
n˜ν+1
∞∑
k=1
γ(kn˜)rν(k
2m˜2)
kν+1
,
where rν(n) := #
{
(m1, . . . ,mν) ∈ Zν
∣∣m12 + · · ·+mν2 = n}.
Proof. Since (m˜, n˜) = 1, the term
(
s2 + (2π em
en )
2
)−t
appears in Φ(s,0, t; ν) when n and m can be
written as n = kn˜ and |m| = km˜ with some k ∈ N. Therefore, one can calculate as
Rν
(m˜
n˜
)
=
∞∑
k=1
∑
|m|=k em
γ(kn˜)
(kn˜)ν+1
=
1
n˜ν+1
∞∑
k=1
∑
m1,...,mν∈Z
m1
2+···+mν2=k2 em2
γ(kn˜)
kν+1
=
1
n˜ν+1
∞∑
k=1
γ(kn˜)rν(k
2m˜2)
kν+1
.
This shows the assertion.
The following lemma is crucial for the proof of Theorem2.2.
Lemma 2.4. Assume ν = 2, 4 or 8. For any prime p and a non-negative integer e, it holds that
(2.11)
∞∑
n=1
rν(p
2(n+e))p−n(ν+1) 6= rν(p
2e)
p− 1 .
Proof. It is a classical result that the arithmetic function 12ν rν(n) is multiplicative, that is,
1
2ν rν(mn) =
1
2ν rν(m)
1
2ν rν(n) for (m,n) = 1 if and only if ν = 2, 4 or 8, and is explicitely given (by Jacobi when
ν = 4) as
(2.12)
1
2ν
rν(n) =

∑
m|n
χ−4(m) if ν = 2,∑
m|n,4∤m
m if ν = 4,
(−1)n
∑
m|n
(−1)mm3 if ν = 8,
where χ−4(n) is the primitive Dirichlet character modulo 4 (see, e.g., [BC]). We check the formula
(2.11) for each ν.
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1. The case ν = 2: Let ℓ be a positive integer and p a prime. From (2.12), it holds that
(2.13) r2(1) = 4, r2(2
ℓ) = 4 and r2(p
ℓ) =

4(ℓ+ 1) if p ≡ 1 (mod 4),{
4 if ℓ is even,
0 if ℓ is odd,
if p ≡ 3 (mod 4).
Therfore we have
(a) for p = 2
L.H.S of (2.11) = 4
∞∑
n=1
2−3n =
4
7
,
R.H.S of (2.11) = 4.
Hence the claim (2.11) is true.
(b) for p ≡ 1 (mod 4)
L.H.S of (2.11) =
∞∑
n=1
4
(
2(n+ e) + 1
)
2−3n =
8p3 + 4(2e + 1)(p3 − 1)
(p3 − 1)2 ,
R.H.S of (2.11) =
4(2e+ 1)
p− 1 .
In this case, since pℓ ≡ 1 (mod 4) for all ℓ ≥ 1, we obtain (2.11).
(c) for p ≡ 3 (mod 4)
L.H.S of (2.11) = 4
∞∑
n=1
p−3n =
4
p3 − 1 ,
R.H.S of (2.11) =
4
p− 1 .
Hence (2.11) follows clearly.
2. The case ν = 4: It follows from (2.12) again that
(2.14) r4(1) = 8, r4(2
ℓ) = 24 and r4(p
ℓ) = 8 · p
ℓ+1 − 1
p− 1 (p 6= 2).
Hence we have
(a) for p = 2
L.H.S of (2.11) = 24
∞∑
n=1
2−5n =
24
31
,
R.H.S of (2.11) =
{
8 if e = 0,
24 if e > 0.
This shows that (2.11) is true.
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(b) for p 6= 2
L.H.S of (2.11) = 8
∞∑
n=1
p2(n+e)+1 − 1
p− 1 p
−5n =
8
p− 1
( p2e+1
p3 − 1 −
1
p5 − 1
)
,
R.H.S of (2.11) =
8
p− 1 ·
p2e+1 − 1
p− 1 .
Since p > 3, we have
p2e+1 − 1
p− 1 −
( p2e+1
p3 − 1 −
1
p5 − 1
)
>
p2e+1 − 1
p− 1 −
p2e+1
p3 − 1 > 0.
Hence the claim (2.11) follows.
3. The case ν = 8: We have
(2.15) r8(1) = 16, r8(2
ℓ) = 16 · 2
3(ℓ+1) − 15
7
and r8(p
ℓ) = 16 · p
3(ℓ+1) − 1
p3 − 1 (p 6= 2).
Hence it holds that
(a) for p = 2
L.H.S of (2.11) = 16
∞∑
n=1
23(2(n+e)+1) − 15
7
2−9n =
16
7
(23(2e+1)
7
− 15
511
)
,
R.H.S of (2.11) =

16 if e = 0,
16 · 2
3(2e+1) − 15
7
if e > 0.
Hence the claim (2.11) follows.
(b) for p 6= 2
L.H.S of (2.11) = 16
∞∑
n=1
p3(2(n+e)+1) − 1
p3 − 1 p
−9n =
16
p3 − 1
(p3(2e+1)
p3 − 1 −
1
p9 − 1
)
,
R.H.S of (2.11) =
16
p− 1 ·
p3(2e+1) − 1
p3 − 1 .
By the same argument in the cases of ν = 4 and p 6= 2, one can show (2.11).
This completes the proof of the lemma.
We now prove Theorem2.2.
Proof of Theorem 2.2. Since Q is dense in R, it is sufficient to show that Rν(ξ) 6= 0 for any positive
ξ ∈ Q by the expression (2.10) of Φ(s,α, t; ν). Let m˜ and n˜ be positive integers satisfying (m˜, n˜) = 1.
Let m˜ = p1
e1 · · · pses and n˜ = q1f1 · · · qtft be their prime factorizations. Note that (pi, qj) = 1 for
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any i and j. We shall prove Rν
(
em
en
) 6= 0. Since the functions γ(n) and 12ν rν(n) with ν = 2, 4 or 8 are
multiplicative, we have from Lemma2.3 that
n˜ν+1Rν
(m˜
n˜
)
=
∑
m1,...,mt≥0
n1,...,ns≥0
∑
(k,pi)=1
(k,qj )=1
γ
(
k
∏t
j=1 qj
mj+fj
∏s
i=1 pi
ni
)
rn
(
k2
∏t
j=1 qj
2mj
∏s
i=1 pi
2(ni+ei)
)(
k
∏t
j=1 qj
mj
∏s
i=1 pi
ni
)ν+1
=
( t∏
j=1
1− qj
2ν
∞∑
mj=0
rν(qj
2mj )
qjmj(ν+1)
)( s∏
i=1
1
2ν
∞∑
ni=0
γ(pi
ni)rν(pi
2(ni+ei))
pini(ν+1)
)( ∑
(k,pi)=1
(k,qj )=1
γ(k)rν(k
2)
kν+1
)
=
t∏
j=1
1− qj
2ν
Eν,qj
(m˜
n˜
)× s∏
i=1
1
2ν
Fν,pi
(m˜
n˜
)×Gν(m˜
n˜
)
,
where
Eν,qj
(m˜
n˜
)
: =
∞∑
mj=0
rν(qj
2mj )
qjmj(ν+1)
, Fν,pi
(m˜
n˜
)
:=
∞∑
ni=0
γ(pi
νi)rν(pi
2(ni+ei))
pini(ν+1)
and
Gν
(m˜
n˜
)
: =
∑
(k,pi)=1
(k,qj )=1
γ(k)rν(k
2)
kν+1
.
Note that γ(qj
mj+fj ) = γ(qj) = 1 − qj, because fj ≥ 1. Since Eν,qj
(
em
en
) 6= 0 for all j, it suffices to
show that Fν,pi(
em
en ) 6= 0 for all i and Gν
(
em
en
) 6= 0.
1. The function Fν,pi
(
em
en
)
: Since
Fν,pi
(m˜
n˜
)
= rν(p
2ei)− (pi − 1)
∞∑
ni=1
rν(pi
2(ni+ei))
pini(ν+1)
,
we have
Fν,pi
(m˜
n˜
) 6= 0 ⇐⇒ ∞∑
ni=1
rν(pi
2(ni+ei))pi
−ni(ν+1) 6= rν(p
2ei)
pi − 1 .
By Lemma 2.4 (the case of e = ei ≥ 1), the right-above is true, whence the claim follows.
2. The function Gν(
em
en ): Since γ(n) and
1
2ν rν(n
2) are multiplicative, the series
Gν :=
∞∑
k=1
γ(k)rν(k
2)
kν+1
has an Euler product expression. In fact, we have Gν = 2ν
∏
p:primeGν,p, where
Gν,p :=
1
2ν
∞∑
ℓ=0
γ(pℓ)rν(p
2ℓ)p−ℓ(ν+1) = 1− p− 1
2ν
∞∑
ℓ=1
rν(p
2ℓ)p−ℓ(ν+1) 6= 0.
The fact Gν,p 6= 0 is, in fact, derived from Lemma2.4 (i.e., look at the case e = 0). It follows
that
Gν(
m˜
n˜
) =
∏
p:prime
p 6=pi,qj
Gν,p 6= 0.
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This completes the proof of the theorem.
Since, for a given x0 ∈ R and any ε > 0, there exists m ∈ Zν and n ∈ N satisfying
∣∣∣2π∣∣mn +α∣∣−
x0
∣∣∣ < ε, we may expect that the set of singularities of Φ(s,α, t; ν) forms a dense subset of R. In
other words, this expectation suggests the
Conjecture 2.5. The imaginary axis is a natural boundary of L√+2(s,α; ν).
3 Determinants of Laplacians
As we have shown, the Ruelle type L-function L√+2(s, χ) (defined by the Euler product) does not
seem to be extended to the entire plane C as a meromorphic function. Hence, in particular, it may
not have a determinant expression for a “Laplacian”. Thus, contrary to the discussion above, one
may naturally ask the question; does the function defined by a determinant of the Laplacian on the
torus Tν := Rν/Zν have any Euler product expression in an appropriate sense ?
We now recall the definition of the determinant of a Laplacian via zeta regularization. When the
sequence {λn}n=1,2,... consisting of the eigenvalues of some (infinite dimensional) operator Ω is given,
we can define the determinant of Ω by det (Ω) :=
∐∏∞
n=1 λn. Here, in general, the zeta regularized
product
∐∏∞
n=1 an of the sequence {an}n=1,2,... is defined by
∐∏∞
n=1 an := exp
(− dds∑∞n=1 a−sn ∣∣s=0) when
the Dirichlet series
∑∞
n=1 a
−s
n converges absolutely for Re (s)≫ 1 and can be analytically continued
to a holomorphic function around the origin s = 0 (see [D] and also [KW2]).
Concerning the question above, our observation is as follows: Let α ∈ Zˆν ∼= Rν/Zν . Let ∆ν,α :=
− 1
4π2
∑ν
j=1
∂2
∂x2j
be the Laplacian acting on the space of smooth sections of the line bundle defined
by the unitary character χα : Z
ν ∋ n → e2πinα ∈ U(1) over the torus Tν . It is easy to see that the
L2-eigenvalue of ∆ν,α is of the form |m+α|2. Hence we have
det (∆ν,α+ s
2) =
∐∏
m∈Zν
(|m+α|2 + s2).
We now show the following theorem. To simplify the description, we write Z1(s) ∼=k Z2(s) for two
functions Zi(s) when there is a polynomial P (s) of degree k satisfying Z1(s) = Z2(s)e
P (s).
Theorem 3.1. Let α = (α1, . . . , αν) ∈ Zˆν = Rν/Zν. Assume Re (s) > 0.
1. Suppose that ν = 2ℓ+ 1 (ℓ ≥ 0). Then
det (∆2ℓ+1,α + s
2) =
∐∏
m∈Z2ℓ+1
(|m+α|2 + s2)(3.1)
∼=2ℓ exp
(
−(−2π)
ℓ+1
(2ℓ+ 1)!!
s2ℓ+1 −
∑
n∈Z2ℓ+1\{0}
1
|n|ℓ+1
ℓ∑
k=0
c
(ℓ)
k
(2π|n|)k s
ℓ−ke2πinαe−2π|n|s
)
,
where the sequence c
(ℓ)
k (0 ≤ k ≤ ℓ) is defined by
(3.2) c
(ℓ)
0 = 1, c
(ℓ)
k =

1 if ℓ = 0,
1
2kk!
k∏
j=1−k
(ℓ+ j) if l ≥ 1, (k ≥ 1).
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Moreover, when ν = 1 (that is, ℓ = 0), we have
(3.3) det (∆1,α + s
2) =
∞∐∏
m=−∞
(
(m+ α)2 + s2
)
= exp
(
2πs− 2
∞∑
n=1
cos(2πnα)
n
e−2πns
)
.
2. Suppose that ν = 2ℓ (ℓ ≥ 1). Then
det (∆2ℓ,α+ s
2) =
∐∏
m∈Z2ℓ
(|m+α|2 + s2)(3.4)
∼=2ℓ exp
(
4(−1)ℓπℓ
(ℓ− 1)! s
2ℓ log s− 4ℓsℓ
∑
n∈Z2ℓ\{0}
1
|n|ℓ e
2πinαKℓ(2π|n|s)
)
,
where Kℓ(s) is the K-Bessel function.
Before starting the proof, we remark that the formula in the theorem can be considered as a sort
of an Euler product expression of the determinant of the Laplacian. Actually, when ν = 1, from the
identity (3.3) we easily find that
det (∆1,α + s
2) = e2πs(1− e2πiαe−2πs)(1− e−2πiαe−2πs).(3.5)
Since the only primitive closed geodesic on S1 = R/Z is the circle of length 2π, the right hand side
can be regarded as the Euler product (over the primitive element of Z). Hence it is reasonable to
regard the right hand side of (3.1)/(3.4) as an Euler product.
We first recall the Bessel functions. Let Jλ(x) be the Bessel function of the first kind of order λ.
Namely, Jλ(x) satisfies the Bessel equation of order λ:
(3.6)
(
d2
dx2
+
1
x
d
dx
+
(
1− λ
2
x2
))
Jλ(x) = 0.
Then the K-Bessel function Kλ(x) is defined as
(3.7) Kλ(x) :=
π
2
I−λ(x)− Iλ(x)
sinπλ
, Iλ(x) := e
−λπi/2Jλ(ix).
The following properties are well known (See, e.g., [AAR]).
Lemma 3.2. (i) We have
(3.8)
∫ 2π
0
eix cos θdθ = 2πJ0(x).
(ii) For Re (ξ) > −1 and Re (η) > −1, we have
(3.9)
xξyηJξ+η+1((x
2 + y2)1/2)
(x2 + y2)(ξ+η+1)/2
=
∫ π/2
0
Jξ(x sin θ)Jη(y cos θ) sin
ξ+1 θ cosη+1 θdθ.
(iii) For a, b > 0 and −1 < Re (λ) < 2Re (µ) + 3/2, we have
(3.10)
∫ ∞
0
xλ+1Jλ(bx)
(x2 + a2)µ+1
dx =
aλ−µbµ
2λΓ(λ+ 1)
Kλ−µ(ab),
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Proof of Theorem 3.1. By the definition of the regularized product, for a sufficiently large integer j,
we have
∂j
∂tj
log
( ∐∏
m∈Zν
(|m+α|2 + t))
= − d
dw
[
(−1)jw(w + 1) · · · (w + j − 1)
∑
m∈Zν
(|m+α|2 + t)−w−j]∣∣∣∣∣
w=0
= (−1)j−1(j − 1)!
∑
m∈Zν
(|m+α|2 + t)−j .
Put j = ℓ+ 1 for both cases ν = 2ℓ+ 1 and 2ℓ. Since j = ℓ+ 1 > ν/2, the series in the right hand
side converges absolutely. Since ∂∂t =
1
2s
∂
∂s if t = s
2, we have( 1
2s
∂
∂s
)ℓ+1
log
( ∐∏
m∈Zν
(|m+α|2 + s2)) = (−1)ℓℓ! ∑
m∈Zν
(|m+α|2 + s2)−ℓ−1.(3.11)
1. The case ν = 2ℓ+1 (ℓ ≥ 0): By the Poisson summation formula (2.6) with −ℓ− 1 = −ν+12 , we
see that
∂
∂s
( 1
2s
∂
∂s
)ℓ
log
( ∐∏
m∈Z2ℓ+1
(|m+α|2 + s2)) = 2(−1)ℓπℓ+1 ∑
n∈Z2ℓ+1
e2πinαe−2πs|n|.(3.12)
To integrate this equation, we need the following lemma.
Lemma 3.3. Define a polynomial Pℓ(s, a) (ℓ = 0, 1, 2, . . .) in s by
Pℓ(s, a) :=

2ℓ+1
(2ℓ+ 1)!!
s2ℓ+1 if a = 0,
(
−2
a
)ℓ+1 ℓ∑
k=0
c
(ℓ)
k a
−ksℓ−k if a 6= 0,
where c
(ℓ)
k are given in (3.2). Then, Pℓ(s, a) satisfies the equation
∂
∂s
( 1
2s
∂
∂s
)ℓ{
e−asPℓ(s, a)
}
= 2e−as.(3.13)
Proof. To prove (3.13), it is enough to show
−aPℓ(s, a) + P ′ℓ(s, a) = 2sPℓ−1(s, a) (ℓ = 1, 2, . . .).
Hence the case a = 0 is clear. If a 6= 0, this is equivalent to the recursion
c
(ℓ)
k − c(ℓ−1)k = (ℓ− k + 1)c(ℓ)k−1 (k = 1, 2, . . . , ℓ).
One can easily check this recursion from the definition of c
(ℓ)
k , whence the claim follows.
From the equation (3.12), it follows immediately that
∂
∂s
( 1
2s
∂
∂s
)ℓ[
log
( ∐∏
m∈Z2ℓ+1
(|m+α|2 + s2))
− (−1)ℓπℓ+1
{
Pℓ(s, 0) +
∑
n∈Z2ℓ+1\{0}
Pℓ(s, 2π|n|)e2πinαe−2πs|n|
}]
= 0.
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Hence the equation (3.1) follows. In particular, when ν = 1, the equation (3.1) becomes
∞∐∏
m=−∞
(
(m+ α)2 + s2
) ∼=0 exp(2πs− 2 ∞∑
n=1
cos(2πnα)
n
e−2πns
)
.
In other words, there exists a constant C(α) such that
(3.14)
∞∐∏
m=−∞
(
(m+ α)2 + s2
)
= C(α)e2πs(1− e2πiαe−2πs)(1− e−2πiαe−2πs).
Since one knows in [KW1] that
∞∐∏
m=0
(
(m+ α)2 + s2
)
=
2π
Γ(α+ is)Γ(α− is) ,
the left hand side of (3.14) is calculated as
∞∐∏
m=0
(
(m+ α)2 + s2
) ∞∐∏
m=0
(
(m+ 1− α)2 + s2)
= 4π2
{
Γ(α+ is)Γ(1− (α+ is))Γ(α− is)Γ(1− (α− is))}−1
= 4 sinπ(α + is) sinπ(α− is)
= e2πs(1− e2πiαe−2πs)(1 − e−2πiαe−2πs).
Hence it proves C(α) = 1.
2. The case ν = 2ℓ (ℓ ≥ 1): We calculate the right hand side of (3.11) for ν = 2ℓ. Notice that
(3.15)
{(|x+α|2 + s2)−ℓ−1}∧(y) = e−2πiαygℓ(y, s),
where
gℓ(y, s) : =
∫
R2ℓ
e2πixy(|x|2 + s2)l+1 dx
=
∫
R2ℓ
exp
(
2πi
∑ℓ
j=1(x2j−1y2j−1 + x2jy2j)
)(∑ℓ
j=1(x2j−12 + x2j2) + s2
)ℓ+1 ℓ∏
j=1
dx2j−1dx2j .
Introduce polar coordinates in both x,y ∈ R2ℓ by{
x2j−1 = rj cos θj, x2j = rj sin θj,
y2j−1 = Rj cosψj , y2j = Rj sinψj
(j = 1, . . . , ℓ).
Then we have
gℓ((R,ψ), s) = gℓ((R1 cosψ1, R1 sinψ1, . . . , Rℓ cosψℓ, Rℓ sinψℓ), s)
=
∫ ∞
0
· · ·
∫ ∞
0︸ ︷︷ ︸
ℓ
∏ℓ
j=1 rjdrj(∑ℓ
j=1 rj
2 + s2
)ℓ+1 ℓ∏
j=1
(∫ 2π
0
exp
(
2πirjRj cos (θj − ψj)
)
dθj
)
= (2π)ℓ
∫ ∞
0
· · ·
∫ ∞
0︸ ︷︷ ︸
ℓ
∏ℓ
j=1 rjJ0(2πrjRj)drj(∑ℓ
j=1 rj
2 + s2
)ℓ+1 .
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In the last equality, we have used the formula (3.8). Now it is clear that the integral gℓ((R,ψ), s)
does not depend on the variable ψ = (ψ1, . . . , ψℓ). Hence we write gℓ((R,ψ), s) as gℓ(R, s).
Lemma 3.4. For ℓ ≥ 1, we have
(3.16) gℓ(R, s) =
4πℓ+1|R|s−1
(ℓ− 1)! K1(2π|R|s),
where |R| =
√
R1
2 + · · ·+Rℓ2.
Proof. Put rj = r
(∏j−1
k=1 sin θk
)
cos θj for j = 1, . . . , ℓ and θℓ = 0. Then one knows
ℓ∑
j=1
rj
2 = r2,
ℓ∏
j=1
rj = r
ℓ
ℓ−1∏
j=1
sinℓ−j θj cos θj,
ℓ∏
j=1
drj = r
ℓ−1dr
ℓ−1∏
j=1
sinℓ−1−j θjdθj.
Hence it can be written as
gℓ(R, s) = (2π)
ℓ
∫ ∞
0
r2ℓ−1dr
(r2 + s2
)ℓ+1 Iℓ(r,R),
where I0(r,R) := J0(2πr|R|) and
Iℓ(r,R) :=
∫ π/2
0
· · ·
∫ π/2
0︸ ︷︷ ︸
ℓ−1
ℓ∏
j=1
J0
(
2πrRj
(j−1∏
k=1
sin θk
)
cos θj
) ℓ−1∏
j=1
sin2(ℓ−j)−1 θj cos θjdθj (ℓ ≥ 1).
By the induction on ℓ, it is easy to see from the formula (3.9) that
Iℓ(r,R) =
Jℓ−1(2πr|R|)
(2πr|R|)ℓ−1 .
Hence, by using (3.10) for a = s, b = 2π|R|, λ = ℓ− 1 and µ = ℓ, we have
gℓ(R, s) =
(2π)ℓ
(2π|R|)ℓ−1
∫ ∞
0
rℓJℓ−1(2πr|R|)dr
(r2 + s2
)ℓ+1 = 4πℓ+1|R|s−1(ℓ− 1)! K−1(2π|R|s).
Since K−λ(s) = Kλ(s), the lemma follows.
By (3.15), because |y| = |R|, Lemma 3.4 shows{(|x+α|2 + s2)−ℓ−1}∧(y) = 2πℓ
(ℓ− 1)!se
−2πiαy · (2π|y|)K1(2π|y|s).
Since lims→0 sK1(s) = 1, in particular{(|x+α|2 + s2)−ℓ−1}∧(0) = 2πℓ
(ℓ− 1)!s2 .
The Poisson summation formula therefore yields
∂
∂s
( 1
2s
∂
∂s
)ℓ
log
( ∐∏
m∈Z2ℓ
(|m+α|2 + s2))
= 2s · (−1)ℓℓ! · 2π
ℓ
(ℓ− 1)!s
(
1
s
+
∑
n∈Z2ℓ\{0}
e−2πinα · (2π|n|)K1(2π|n|s)
)
= 4ℓ(−1)ℓπℓ
(
1
s
+
∑
n∈Z2ℓ\{0}
e2πinα · (2π|n|)K1(2π|n|s)
)
.(3.17)
In order to integrate this equation, we show the following lemma.
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Lemma 3.5. Define a function Qℓ(s, a) (ℓ = 0, 1, 2, . . .) of s by
Qℓ(s, a) :=

1
ℓ!
s2ℓ log s if a = 0,
(−1)ℓ+1(2a−1s)ℓKℓ(as) if a 6= 0.
Then, Qℓ(s, a) satisfies the equation
∂
∂s
( 1
2s
∂
∂s
)ℓ
Qℓ(s, a) =

1
s
if a = 0,
aK1(as) if a 6= 0.
(3.18)
Proof. When a = 0, the assertion is clear. Suppose a 6= 0. Since
K ′λ(s) =
λ
s
Kλ(s)−Kλ+1(s) = −λ
s
Kλ(s)−Kλ−1(s),
we notice that (1
s
∂
∂s
)n(
sλKλ(s)
)
= (−1)nsλ−nKλ−n(s),(3.19)
K ′0(s) = −K1(s).(3.20)
Hence we have
∂
∂s
( 1
2s
∂
∂s
)ℓ
Qℓ(s, a) = (−1)ℓ+1a−ℓ ∂
∂s
(1
s
∂
∂s
)ℓ
sℓKℓ(as).
Put u = as. Since ∂∂s = a
∂
∂u , we have
∂
∂s
( 1
2s
∂
∂s
)ℓ
Qℓ(s, a) = (−1)ℓ+1a−ℓ+1 ∂
∂u
(
a2
1
u
∂
∂u
)ℓ
(a−1u)ℓKℓ(u)
= (−1)ℓ+1a ∂
∂u
(1
u
∂
∂u
)ℓ
uℓKℓ(u)
= (−1)ℓ+1a ∂
∂u
(−1)ℓK0(u)
= aK1(as).
Here we have used the equations (3.19) and (3.20).
By this lemma, it follows immediately from (3.17) that
∂
∂s
( 1
2s
∂
∂s
)ℓ[
log
( ∐∏
m∈Z2ℓ
(|m+α|2 + s2))
−
{
4(−1)ℓπℓ
(ℓ− 1)! s
2ℓ log s− 4ℓsℓ
∑
n∈Z2ℓ\{0}
1
|n|ℓ e
2πinαKℓ(2π|n|s)
}]
= 0.
This completes the proof of the theorem.
Using
∑
n∈Zν\{0} =
∑∞
n=1
∑
m∈Zν ,|m|2=n, we immediately obtain from Theorem3.1 the following
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Corollary 3.6. Put
rν(n,α) :=
∑
m∈Zν , |m|2=n
e2πimα.
For Re (s) > 0, we have
det (∆2ℓ+1,α+ s
2) ∼=2ℓ exp
(
−(−2π)
ℓ+1
(2ℓ+ 1)!!
s2ℓ+1 −
∞∑
n=1
ℓ∑
k=0
r2ℓ+1(n,α)c
(ℓ)
k
n
ℓ+1
2 (2π
√
n)k
sℓ−ke−2π
√
ns
)
,(3.21)
det (∆2ℓ,α+ s
2) ∼=2ℓ exp
(
4(−1)ℓπℓ
(ℓ− 1)! s
2ℓ log s− 4ℓsℓ
∞∑
n=1
r2ℓ(n,α)
n
ℓ
2
Kℓ(2π
√
ns)
)
.(3.22)
Remark 3.7. The series rν(n,α) have been studied, for instance in [BB], [BD1], etc, in con-
nection with the fluctuations of the number of lattice points inside a large sphere centered at
α ∈ Rν . In particular, quite recently, the limit distribution of the mean value of the square sum
X−
ν
2
∑
n≤X |rν(n,α)|2 for X → ∞ has been obtained in [Ma] explicitly when α satisfies a certain
diophantine condition.
4 Arithmetic functions arising from logL√+2(s, α)
By the definition of L√+2(s,α; ν) we can calculate
logL√+2(s,α; ν) =
∑
gcdp=1
∞∑
ℓ=1
e2πiℓpαe−sℓ|p|
ℓ
=
∞∑
n=1
∑
|m|2=n
(gcdm)−1e2πimαe−s
√
n.
Hence, if we put
(4.1) Mν(n,α, x) =
∑
m∈Zν , |m|2=n
(gcdm)−xe2πimα
we have
logL√+2(s,α; ν) =
∞∑
n=1
Mν(n,α, 1)e
−s√n.(4.2)
We remark that Mν(n,α, 0) = rν(n,α), where rν(n,α) is defined in Corollary 3.6. In [KW3] we
prove that Mν(n,0, x) is a multiplicative function (w.r.t. the variable n) when ν = 2 and study an
asymptotic distribution of the average. The aim of this section is to generalize the results in [KW3]
to the cases of ν = 4, 6 and 8.
We first notice that
(4.3) Mν(n,α, x) =
∞∑
ℓ=1
ℓ−x
∑
gcdm=ℓ,|m|2=n
e2πimα =
∑
ℓ2|n
gx(ℓ
2)r˜ν
( n
ℓ2
, ℓα
)
,
where
gx(n) :=
{
n−
x
2 if n is square,
0 otherwise,
and r˜ν(n,α) :=
∑
m∈Zν, |m|2=n
gcdm=1
e2πimα.
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We note that the function gx(n) is multiplicative. Hence if α = 0, we have Mν(n, x) = gx ∗ r˜ν(n)
where Mν(n, x) :=Mν(n,0, x) and r˜ν(n) := r˜ν(n,0). Notice also that
(4.4) rν(n,α) =
∑
ℓ2|n
r˜ν
( n
ℓ2
, ℓα
)
,
Let
Dν(s;α, x) :=
∞∑
n=1
Mν(n,α, x)n
−s.
From (4.3), we have
Dν(s;α, x) =
∞∑
n=1
∑
ℓ2|n
gx(ℓ
2)r˜ν
( n
ℓ2
, ℓα
)
n−s =
∞∑
ℓ=1
∞∑
k=1
gx(ℓ
2)r˜ν
(kℓ2
ℓ2
, ℓα
)
(kℓ2)−s
=
∞∑
ℓ=1
gx(ℓ
2)ℓ−2s
∞∑
k=1
r˜ν(k, ℓα
)
k−s.(4.5)
We further define the functions
Lν(s;α) :=
∞∑
n=1
rν(n,α)n
−s and L˜ν(s;α) :=
∞∑
n=1
r˜ν(n,α)n
−s
(for the study of the function Lν(s;0), see [BC]). Then we have from (4.4) and (4.5) that
Lν(s;α) =
∞∑
ℓ=1
ℓ−2sL˜ν(s; ℓα) and Dν(s;α, x) =
∞∑
ℓ=1
gx(ℓ
2)ℓ−2sL˜ν(s; ℓα).
In particular, we put Lν(s) := Lν(s;0) and L˜ν(s) := L˜ν(s;0) when α = 0. Then we have
(4.6) Lν(s) = ζ(2s)L˜ν(s) and Dν(s;x) = ζ(x+ 2s)L˜ν(s),
because ∞∑
ℓ=1
gx(ℓ
2)ℓ−2s =
∞∑
ℓ=1
(ℓ2)−
x
2 ℓ−2s =
∞∑
ℓ=1
ℓ−x−2s = ζ(x+ 2s).
From (4.6), we obtain
(4.7) Dν(s;x) = ζ(x+ 2s)ζ(2s)
−1Lν(s).
Note that rν(n,0) = rν(n). Thus, a similar discussion performed in [KW3] gives the following
asymptotic average of Mν(n,0, x) for ν = 2, 4, 6 and 8.
Example 4.1 (The case ν = 2 (studied in [KW3])). From (2.13), we have
L2(s) = 4ζ(s)L−4(s).
where L−4(s) :=
∑∞
n=1 χ−4(n)n
−s. Hence it follows from (4.7) that
D2(s;x) = 4ζ(x+ 2s)ζ(2s)
−1ζ(s)L−4(s).
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Therefore, by the Tauberian theorem (see [MM]), we obtain
∑
n≤X
M2(n, x) =

(
2ζ
(−x+1
2
)
L−4
(−x+1
2
)
ζ(−x+ 1) + o(1)
)
X
−x+1
2 if x < −1,( 3
π
+ o(1)
)
X logX if x = −1,(2 · 3ζ(x+ 2)
π
+ o(1)
)
X if x > −1
as X →∞, since ζ(2) = π2/(2 · 3) and L−4(1) = π/22. In particular, we have∑
n≤X
M2(n, 1) =
(2 · 3
π
ζ(3) + o(1)
)
X (X →∞).
Remark 4.2. The value 6ζ(2 + x)/π2 for the case of x > −1 in Corollary 4.4 in [KW3] is incorrect
and should be 6ζ(2 + x)/π.
Remark 4.3. From the example above, we have
lim
X→∞
1
X
∑
n≤X
M2(n, 1) = π · ζ(3)
ζ(2)
.
The appearance of the ratio of ζ(3)/ζ(2) can be also found at the study of the mean square limit for
lattice points in the 3-dim sphere in [J] and [BD2].
Example 4.4 (The case ν = 4). One can calculate from (2.14) that
L4(s) = 8(1− 41−s)ζ(s)ζ(s− 1)
and hence
D4(s;x) = 8(1− 41−s)ζ(x+ 2s)ζ(2s)−1ζ(s)ζ(s− 1).
Therefore it holds that
∑
n≤X
M4(n, x) =

(
4(1 − 4x+12 )ζ(−x+12 )ζ(−x−12 )
ζ(−x+ 1) + o(1)
)
X
−x+1
2 if x < −3,(32 · 5
π2
+ o(1)
)
X2 logX if x = −3,(2 · 32 · 5ζ(x+ 4)
π2
+ o(1)
)
X2 if x > −3
as X →∞, since ζ(4) = π4/(2 · 32 · 5). In particular, we have∑
n≤X
M4(n, 1) =
(2 · 32 · 5
π2
ζ(5) + o(1)
)
X2 (X →∞).
Example 4.5 (The case ν = 6). It is known (see, e.g., [BC]) that
r6(n) = 16
∑
m|n
χ−4
( n
m
)
m2 − 4
∑
m|n
χ−4(m)m2,
L6(s) = 16ζ(s− 2)L−4(s)− 4ζ(s)L−4(s− 2).
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Hence we have
D6(s;x) = ζ(x+ 2s)ζ(2s)
−1(16ζ(s− 2)L−4(s)− 4ζ(s)L−4(s− 2)).
Therefore we obtain
∑
n≤X
M6(n, x) =

(
8ζ
(−x−3
2
)
L−4
(−x+1
2
)− 2ζ(−x+12 )L−4(−x−32 )
ζ(−x+ 1) + o(1)
)
X
−x+1
2 if x < −5,(33 · 5 · 7
22π3
+ o(1)
)
X3 logX if x = −5,(33 · 5 · 7ζ(x+ 6)
2π3
+ o(1)
)
X3 if x > −5
as X →∞, since ζ(6) = π6/(33 · 5 · 7) and L−4(3) = π3/25. In particular, we have∑
n≤X
M6(n, 1) =
(33 · 5 · 7
2π3
ζ(7) + o(1)
)
X3 (X →∞).
Example 4.6 (The case ν = 8). We have from (2.15) that
L8(s) = 16(1 − 21−s + 42−s)ζ(s)ζ(s− 3).
Hence
D8(s;x) = 16(1 − 21−s + 42−s)ζ(x+ 2s)ζ(2s)−1ζ(s)ζ(s− 3).
Therefore we obtain
∑
n≤X
M8(n, x) =

(
8(1 − 2x+12 + 4x+32 )ζ(−x+12 )ζ(−x−52 )
ζ(−x+ 1) + o(1)
)
X
−x+1
2 if x < −7,(32 · 52 · 7
2π4
+ o(1)
)
X4 logX if x = −7,(32 · 52 · 7ζ(x+ 8)
π4
+ o(1)
)
X4 if x > −7
as X →∞, since ζ(8) = π8/(2 · 33 · 52 · 7). In particular, we have∑
n≤X
M8(n, 1) =
(32 · 52 · 7
π4
ζ(9) + o(1)
)
X4 (X →∞).
From the observations above, we strongly expect the following statement can be true.
Conjecture 4.7. For any ℓ ∈ N, there exists βℓ ∈ Q such that∑
n≤X
M2ℓ(n, 1) =
(βℓ
πℓ
ζ(2ℓ+ 1) + o(1)
)
Xℓ (X →∞).
Additional reports (September 2007). We have obtained the conjecture above affirmatively. In fact,
for any ν ∈ N, it holds that
(4.8)
∑
n≤X
Mν(n, x) =

( Lν(1−x2 )
ζ(−x+ 1) + o(1)
)
X
−x+1
2 if x < 1− ν,
( π ν2
2ζ(ν)Γ(ν2 )
+ o(1)
)
X
ν
2 logX if x = 1− ν,
( π ν2
ζ(ν)Γ(ν2 )
ζ(ν + x) + o(1)
)
X
ν
2 if x > 1− ν
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as X →∞. In particular, for ℓ ∈ N, we have
∑
n≤X
M2ℓ(n, 1) =
( (−1)ℓ+1(2ℓ)!
(ℓ− 1)!22ℓ−1B2ℓ
ζ(2ℓ+ 1)
πℓ
+ o(1)
)
Xℓ (X →∞),(4.9)
∑
n≤X
M2ℓ+1(n, 1) =
( (−1)ℓ23ℓ+1B2ℓ+2
(2ℓ− 1)!!(2ℓ + 2)!
π3ℓ+2
ζ(2ℓ+ 1)
+ o(1)
)
Xℓ+
1
2 (X →∞),(4.10)
where Bn is the Bernoulli number (namely, the number βℓ in Conjecture 4.7 is given by βℓ =
(−1)ℓ+1(2ℓ)!
(ℓ−1)!22ℓ−1B2ℓ ∈ Q). Actually, the formula (4.8) follows from the application of the Tauberian theorem
to (4.7) with Lν(s) = Z(s, 1ν) where 1ν is the identity matrix of order ν, Z(s,A) :=
∑
m∈Zν A[m]
−s
is the Epstein zeta function attached to the positive definite symmetric matrix A and A[x] := txAx
for x ∈ Rν . Note that Z(s,A) converges absolutely for Re (s) > ν/2 and admit a meromorphic
continuation to the whole plane C with a simple pole at s = ν/2 with residue π
ν
2 /(
√
detA ·Γ(ν2 )) (see
[T]). Moreover, using ζ(2n) = (−1)n+122n−1B2n/(2n)! for n ∈ N, one can easily obtain the formulas
(4.9) and (4.10) from (4.8).
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