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Este trabalho apresenta um novo algoritmo de Controle de Admissão de Chamadas (CAC) que
funciona em conjunto com o Controle de Fluxo na interface aérea com o objetivo de proporcionar a
diferenciação de classes de modo eficiente. Assim, o mecanismo proposto busca melhorar a utilização
da interface aérea a partir da introdução de uma estratégia de bloqueio gradual onde os usuários de
menor prioridade têm suas taxas de transmissão reduzidas ao invés de serem diretamente eliminados
do sistema. O parâmetro de decisão do CAC e do Controle de Fluxo é a banda efetiva disponível
na interface aérea. O algoritmo toma medidas pró-ativas de acordo com a carga do sistema visando
manter a qualidade requerida por cada classe. Isto é conseguido com a utilização de três limiares de
decisão para os algoritmos de CAC e controle de fluxo, sendo que o sistema toma medidas distintas
de acordo com o limiar . Três classes foram consideradas: Premium, Ouro e Prata. O algoritmo foi
implementado e simulado no software MatLab. Os resultados mostram que a diferenciação de classes
é atingida e os níveis de bloqueio são iguais ou menores que no caso onde utiliza-se apenas um limiar
e sem diferenciação de classes.
Palavras-chave: CAC, Controle de Fluxo, UMTS, Diferenciação de Classes
Abstract
The current work presents a new multi-threshold CAC algorithm that works along with a flow
control mechanism in order to offer full class differentiation. Furthermore the proposed scheme aims
to improve the air interface utilization by introducing a soft-blocking strategy where the lower classes
users have their transmission rates truncated before completely stopped. The decision parameter for
the CAC and Flow control is the Air Interface Effective Bandwidth. The algorithm takes pro-active
steps according to the system load in order to keep the quality level required by each class. That is
done by introducing three thresholds for the CAC and Flow Control algorithms, in this way the system
takes different actions according to the load it is experiencing in each decision moment. Three classes
were considered, premium, gold, and silver. The proposed mechanism was implemented in simulated
in the Matlab software. Results show that the class differentiation is achieved and the blocking rates
remain on the same levels than in the one threshold case.
Keywords: CAC, Flow Control, UMTS, Class Differentiation
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Os sistemas de comunicações sem fio de terceira geração (3G) contemplam serviços multi-mídia,
melhorando a qualidade das comunicações través da transmissão de imagens, vídeo e dados em alta
velocidade, além de prover acesso a diversos tipos de aplicações de acordo com a criatividade das
operadoras. A concepção da terceira geração de telecomunicações móveis foi liderada pelo ITU (In-
ternational Telecommunication Union) e seu lema é informação a qualquer hora, lugar e de qualquer
tipo. Antes conhecida como Future Public Land Mobile Telecommunication System (FPLMTS), a
partir do ano de 2000 a terceira geração tornou-se International Mobile Telecommunications (IMT-
2000). Os padrões e especificações do IMT-2000 são desenvolvidos por algumas organizações super-
visionadas pelo ITU. Na Europa, o European Telecommunications Standards Institute (ETSI) através
do 3rd Generation Partnership (3GPP) vem trabalhando no desenvolvimento do Universal Mobile
Telecommunication Systems(UMTS) enquanto na América o 3GPP2 ocupa-se da evolução para 3G
de sistemas originados do IS-41 (CDMA). Deste modo, as redes IMT-2000 têm uma série de re-
quisitos com relação à tecnologia de acesso, cobertura e equipamento de acesso que precisam ser
atendidas. As telecomunicações em um sistema de terceira geração visam atender os usuários fixos e
móveis através da interface aérea via acesso terrestre ou por satélite. Essencialmente um sistema 3G
deve prover serviços multi-mídia em modo de transmissão de dados por pacotes e por circuito além de
dar passos significativos rumo a implementação do roaming global . Em termos práticos, os sistemas
de terceira geração têm o objetivo de suportar serviços de dados por pacotes a altas velocidades com
qualidade similar àquela das redes fixas e também oferecer acesso à internet. Basicamente, os novos
requisitos de uma rede de terceira geração em relação às de segunda geração, são:
• Atingir taxas de transmissão de dados de 2 Mbps
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• Suportar taxas de transmissão de dados variáveis e oferecer banda de acordo com a demanda
• Multiplexar serviços que requerem diferentes parâmetros de qualidade em uma única conexão
como, por exemplo, serviços de voz, vídeo, etc
• Prover a coexistência com sistemas de segunda geração, permitindo handovers entre sistemas
para melhorar a cobertura e ajudar no balanceamento de tráfego entre os sistemas
• Prover alta eficiência espectral
• Prover a coexistência de modos TDD (Time Division Duplex) e FDD (Frequency Division Du-
plex)
• Propiciar o roaming global
O ITU definiu cinco tecnologias de acesso a interface aérea para os sistemas 3G, são elas:
• IMT-2000 CDMA Direct Spread
• IMT-2000 CDMA Multicarrier 3G-3X
• IMT-2000 CDMA TDD
• IMT-2000 TDMA Single-Carrier
• IMT-2000 FDMA/TDMA
Não é objetivo desta dissertação desenvolver estes sistemas. O leitor pode se referenciar a [1] para
este estudo. Este trabalho é focado em redes UMTS (Universal Mobile Telecommunication Systems)
que utilizam a tecnologia W-CDMA para acesso a interface aérea. WCDMA vem do inglês Wideband
Direct Sequence Code Division Multiple Acces e significa que os bits de informação do usuário são
espalhados sobre uma banda larga (5 MHz) através da multiplicação da informação dos usuários por
bits quase randômico chamados chips provenientes dos códigos de espalhamento CDMA. A taxa
de chips utilizada é de 3,84 Mcps o que exige uma portadora de 5 MHz diferentemente do IS-95 e
CDMA 2000 que necessitam de 1,23 MHz de banda. O WCDMA, por possuir banda mais larga,
proporciona um aumento da diversidade devido a propagação por múltiplos caminhos suportando
maiores taxas de transmissão de dados. Ainda com relação à transmissão de dados, o WCDMA
suporta taxas de dados variáveis e o conceito de oferecer banda de acordo com a demanda, um dos
requisitos básicos dos sistemas IMT-2000, é muito bem aplicado. A tecnologia WCDMA utiliza
códigos OVSF (Orthogonal Variable Spread Factor) para fazer o espalhamento da informação do
usuário na frequência. A detecção coerente do piloto no enlace reverso permite um aumento da
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capacidade neste enlace. Do mesmo modo, no enlace direto tem-se a possibilidade de utilização de
técnicas como detecção multi-usuário e antenas inteligentes.
O desenvolvimento de sistemas de comunicações móveis de terceira geração traz um novo para-
digma de Qualidade de Serviços (QoS). O ITU define que sistemas de terceira geração devem oferecer
diferentes tipos de tráfegos com diferentes requisitos de qualidade de acordo com a característica de
cada tráfego. Quatro classes de tráfego são então definidas:
• Conversacional: conversação em tempo real entre usuários, preserva a relação de tempo entre
as entidades do fluxo de informação, requer um atraso constante e muito baixo. Exemplo: voz,
video-conferência
• Streaming: um usuário vendo um video em tempo real ou ouvindo um audio em tempo real,
preserva a relação de tempo entre as entidades do fluxo de informação. Trabalha com atrasos
muito pequenos. Exemplo: Vídeo e audio Streaming
• Interativa: usuário on-line requisitando dados de um equipamento remoto (servidor), requer
uma resposta do usuário e preserva o conteúdo da informação. Trabalha com uma faixa tol-
erável de atrasos e de taxas de transmissão. É usado por aplicações em tempo real onde o
usuário interage com o servidor, como em acessos a internet, etc
• Background: usuário envia ou recebe dados no background aplicações em que o destino não
está esperando pela informação em um certo período de tempo, preserva o conteúdo da infor-
mação, tolera atrasos. Exemplo: e-mail, SMS
Ainda, os requisitos de qualidade de serviço necessitam ser negociados de acordo com a aplicação
que estará sendo utilizada, se é em tempo real ou não. Os parâmetros que devem ser considerados
são atraso, taxa de transmissão e taxa de erro requerida para cada conexão. Esta negociação é feita
com base nos recursos disponíveis no sistema, principalmente com relação à potência disponível
na ERB (Estação de Rádio-Base). Uma vez que uma rede WCDMA suporta diferentes tipos de
serviços e os recursos (potência, espectro) do sistema são compartilhados entre diversos usuários,
existe uma grande preocupação no controle do acesso de usuários ao sistema de modo a evitar a
sobrecarga da interface aérea e assim manter a qualidade das chamadas em andamento. Para isto,
são implementados algoritmos CAC (Controle de Admissão de Chamadas) que têm sido vastamente
explorados pela comunidade científica, como algo fundamental em sistemas 3G por lidarem com
a capacidade do sistema e qualidade de serviço. Atender aos requisitos de qualidade de cada tipo
de serviço (voz, internet, video conferencia, video streaming, e-mail, etc) constitui-se em um dos
desafios dos sistemas 3G. O controle de admissão em sistemas CDMA e no caso WCDMA não é
simples, devido à soft capacidade dos mesmos e dos diferentes tipos de tráfego que coexistem na
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rede. A capacidade de sistemas CDMA depende da interferência co-canal que ele pode suportar. Esta
interferência depende de diferentes fatores como por exemplo:
• Quantidade de usuários na rede: quanto mais usuários maior utilização de códigos Walsh e
maior a interferência devido aos códigos não serem idealmente ortogonais,
• Tipo de serviço utilizado: diferentes serviços necessitam de SIR (do inglês, Signal to Inter-
ference Ratio) diferentes e forçam os terminais e as estações a transmitirem com diferentes
potências para tentar manter esta relação,
• Condições do canal: o canal de rádio é afetado por um grande número de fatores o que influem
na qualidade da transmissão, recepção,
• Alocação de potência, etc.
Por isso, nestes sistemas, analisando-se apenas o número de conexões não é possível especificar
a atual capacidade remanescente da ERB. O controle de admissão em sistemas CDMA deve man-
ter a estabilidade do sistema, de modo a sempre encontrar uma solução para a equação do controle
de potência, além de manter a qualidade das chamadas em andamento. Admitir uma nova chamada
quando o sistema já encontra-se congestionado pode degradar a qualidade das chamadas ativas, resul-
tando em quedas de chamadas. Os algoritmos CAC são importantes tanto no enlace direto quanto no
reverso. No enlace reverso, os algoritmos CAC normalmente consideram como parâmetro de com-
paração uma grandeza medida na ERB como, por exemplo, a relação Sinal Interferência, SIR, ou a
potência total recebida. Assim, este valor medido na ERB é comparado a um limiar que expressa a
condição limite do sistema para aquela grandeza de modo que se a admissão da nova conexão levar
o sistema a ultrapassar o limiar a chamada é rejeitada. Os algoritmos de CAC para o enlace direto
geralmente utilizam como grandeza de comparação a potência total disponível na ERB ou a banda
efetiva total do sistema. Assim, caso a nova chamada leve o sistema a ultrapassar o limiar estabelecido
para estas grandezas ela é rejeitada. O desafio dos algoritmos CAC é tentar maximizar a utilização
da interface aérea e minimizar a taxa de bloqueio e queda de chamadas. O bloqueio de uma nova
chamada é sempre priorizado com relação à queda de uma chamada em andamento, pois ela tem
um impacto mais negativo sobre o usuário. O Grau de Serviço (GoS) combina estas duas métricas e
considera o determinado peso a cada evento, sendo que a probabilidade de queda de chamada sempre
pesa mais que a de bloqueio. Na prática, no entanto, existe um compromisso entre manter o QoS
das chamadas em andamento e utilizar eficientemente a interface aérea. Às vezes, para garantir a
qualidade das conexões existentes, o sistema pode começar a bloquear novos acessos muito cedo e
assim comprometer a utilização da interface aérea [2].
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1.2 Proposta do Trabalho
Neste trabalho, propõe-se um algoritmo de controle admissão de chamadas em conjunto com
um esquema de controle de fluxo na interface aérea para sistemas WCDMA. Este mecanismo adota
uma política diferenciada de acordo com a prioridade de cada chamada e toma medidas pró-ativas
com o objetivo de garantir que cada classe tenha acesso aos recursos de acordo com sua prioridade.
Ainda, um controle de fluxo na interface aérea é introduzido e funciona em conjunto com o CAC.
Mecanismos de controle de fluxo ou agendamento de banda atuam diretamente na taxa de transmissão
dos usuários ou da ERB, com o objetivo de otimizar a utilização dos recursos do sistema e manter a
qualidade das comunicações em andamento. A idéia de aliar o CAC ao controle de fluxo tem como
objetivo maior introduzir uma estratégia de bloqueio e redução gradual da taxa de dados de modo a
não prejudicar drasticamente os usuários das classes de menor prioridade. Ao mesmo tempo, busca-
se uma melhor utilização da interface aérea. Praticamente, antes de o sistema dispensar os usuários
de menor prioridade para admitir ou manter a qualidade dos usuários de maior prioridade, ele tenta
primeiramente diminuir a taxa de transmissão dos usuários de menor prioridade ativos buscando uma
liberação de recursos para os usuários de maior prioridade. O parâmetro de decisão para ambos os
algoritmos de admissão de chamada e controle de fluxo é a banda efetiva total utilizada em cada
momento. A banda efetiva total é o somatório da banda efetiva que cada usuário está utilizando, que
é igual a SIR ·Taxa. A partir daí, três limiares de decisão, definidos como uma porcentagem da banda
total disponível no sistema (3,84 MHz) são estabelecidos. Então, compara-se a banda efetiva total que
está sendo utilizada com cada um destes limiares. O sistema irá tomar medidas pró-ativas de acordo
com o limiar atingido, com o objetivo de preservar a qualidade dos usuários de menor prioridade
e impedir que recursos não estejam disponíveis para os usuários de alta prioridade que por ventura
venham a acessar o sistema. O algoritmo proposto é implementado no software MATLAB e avaliado
em termos de estabilidade (se o sistema permanece estável), utilização da interface aérea e taxa de
bloqueio diferenciada de acordo com a classe.
1.3 Estrutura da Dissertação
No capítulo 2 apresenta-se a revisão bibliográfica dos trabalhos que motivaram e serviram como
referência para a realização deste. A apresentação do algoritmo proposto assim como os detalhes
sobre a implementação do mesmo, são encontrados no Capítulo 3. Os resultados das simulações são
abordados no Capítulo 4. As conclusões e possíveis continuações para este trabalho ou desenvolvi-




O controle de admissão de chamadas vem se tornando cada vez mais presente na literatura [2] a
[24]. Este fato pode ser facilmente explicado pela importância que os mesmos exercem no controle
e manutenção do QoS dos diferentes tipos de tráfegos que coexistem numa rede de telefonia sem
fio 3G. Os algoritmos CAC presentes na literatura são basicamente divididos em dois grupos: CAC
Interativos e CAC Heurísticos.
Os esquemas CAC interativos exigem que os terminais móveis requisitando uma nova chamada
interajam com o sistema transmitindo uma potência reduzida por um tempo limitado de modo a perce-
ber se um novo equilíbrio pode ser atingido [3]. Ou seja, o novo terminal é capaz de interagir com a
rede antes de a decisão ser tomada e desta forma, é possível saber-se qual a reação do sistema caso
este usuário venha a ser admitido. Nos algoritmos heurísticos o mecanismo de controle de admis-
são de chamadas é acionado quando um determinado parâmetro ou uma combinação de parâmetros
atingem um certo limiar. Estes parâmetros podem ser, por exemplo, a potência recebida pela ERB
em cada instante, ou o aumento do nível de ruído, (do inglês noise-rise). Nestes algoritmos, como
o próprio nome indica, a escolha dos limiares de decisão é feita com base no histórico do sistema e,
pode-se até dizer, no método de tentativa e erro. [4] Faz uma análise abstrata muito interessante do
CAC heurístico. Basicamente, eles assumem a disponibilidade de uma grandeza I , representando a
carga do sistema, e define Ith como sendo o valor limite que a grandeza I pode assumir. O desafio
deste tipo de algoritmo é a escolha do valor de Ith. I deve ser sempre mantido abaixo do limiar Ith,
o que é normalmente feito da seguinte maneira: quando um novo usuário requisita uma chamada, o
algoritmo estima o aumento ∆I que o novo usuário irá causar ao valor de I . Assim, se I + ∆I < Ith
a nova chamada é aceita, caso contrário, é rejeitada. Em alguns casos, como mencionado anterior-
mente, mais de um parâmetro I pode ser usado, ou a comparação pode ser feita mais de uma vez.
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Em sistemas TDMA e FDMA, o parâmetro I normalmente é o número de canais disponíveis, o que
é também chamado de N-CAC pela literatura [5]. Nestes sistemas, se há pelo menos um canal (fre-
quência ou time slot) disponível a chamada é aceita. Outro possível valor para I é a potência recebida
pela ERB. Estes algorimos são conhecidos como CAC baseados em potência ou interferência, em
inglês, Power Based CAC e Interference Based CAC. Em [6], [3], [7] e [8] a SIR que dá nome aos
algoritmos de CAC, SIR Based CAC. Algoritmos de CAC para o enlace direto, em inglês Down-Link,
cujo parâmetro de decisão é a potência disponível na ERB também entram na classe dos heurísti-
cos, por exemplo, [9] e [10]. Estes úlimos apresentam um esquema de CAC que utiliza Multi-Beam
Antennas. Esta seção tem o intuito de introduzir a idéia do tópico CAC, de acordo com algumas
classificações presentes na literatura. Obviamente, os mecanismos de CAC que vêm sendo abordados
pela comunidade científica não se limitam aos tipos mencionados até então neste capítulo. A seguir,
passar-se-á revisão de alguns trabalhos presentes na literatura relacionados ao esquema proposto neste
trabalho. Os trabalhos [6] e [11] tratam de algoritmos de CAC interativos. O CAC cujo parâmetro
de decisão é a Potência Recebida na ERB (RP-CAC), do inglês Received Power CAC é abordado em
[3], [6], [7], [16]. Algoritmos CAC RP-CAC normalmente estudam casos que consideram a potência
recebida dos terminais de acesso localizados na célula em questão, conhecidos como Single Cell, e
os que consideram a potência recebida de terminais de acesso conectados a outras células, Multi-
Cell. [7] Considera diferentes tipos de tráfego enquanto [3], [7] e [16] utilizam apenas um modelo
de tráfego. As referências [8] e [23] estudam o CAC cujo parâmetro de decisão é a SIR medida na
ERB, sendo que [23] considera a diferenciação de classes. Esquemas que consideram a diferenciação
de classes também são apresentados em [17], [18], [19], [20] e [24]. [18] Introduz um algoritmo de
Agendamento de Banda o qual foi utilizado como referência para o algoritmo de Controle de Fluxo
apresentado neste trabalho. Em [24] o parâmetro de decisão do CAC é a potência transmitida pela
ERB, sendo este um CAC para o enlace direto. CAC para o enlace direto são estudados em [9], [10]
e [24] e o parâmetro de decisão é a potência transmitida por canal ou potência transmitida pela ERB.
2.2 Alguns Algoritmos CAC
[6] Considera dois algoritmos de CAC: o heurístico básico, RP-CAC, e o interativo, TP-CAC.
O TP-CAC, ou Controle de Admissão de Chamadas por Potência Transmitida, bloqueia uma nova
chamada se a admissao da mesma faz com que as chamadas existentes transmitam a uma potência
máxima. Já o algoritmo RP-CAC, ou Controle de Admissão de Chamadas por Potência Recebida
na ERB, como descrito anteriormente, bloqueia a nova chamada caso a admissão da mesma leve
a potência total recebida pela ERB a exceder um determinado limiar. Estes dois algoritmos são
analisados com relação a três diferentes cenários de controle de potência. São eles:
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• Alocação Fixa (do Inglês, Fixed Assignment, FA): cada terminal de acesso é designado a uma
determinada ERB. Neste caso a ERB é escolhida pela intensidade do sinal do canal piloto e é
independente dos valores de SIR. No entanto o controle de potência baseia-se no SIR
• IS-95: neste caso o controle de potência e a designação da ERB que receberá a chamada é feita
com base no melhor sinal recebido entre um conjunto de sinais recebidos de diferentes ERBs.
• CMPA (do inglês, Constrained Minimum Power Assignment): em cada etapa deste algoritmo o
usuário é designado à ERB que requer uma menor potência a ser transmitida pelo terminal, de
modo que o usuário é sempre designado à ERB com melhor SIR. O CMPA pode ser interpretado
como um sistema onde os usuários estão sempre em soft-handoff.
Para descrever o TP-CAC, o autor considera uma fase de estabelecimento de chamadas com N
interações de controle de potência. Nesta fase a nova chamada participa do algoritmo de controle
de potência juntamente com os usuários ativos. A nova chamada pode ser bloqueada em qualquer
interação, entre 1 e N, caso o vetor de potências seja maior que a potência disponível na ERB. Uma
vez que as novas chamadas participam de um processo interativo antes de a decisão ser tomada o
TP-CAC é considerado um algoritmo interativo. Em contrapartida, o algoritmo RP-CAC é não inte-
rativo e muito simples, aceitando a nova chamada caso a potência recebida pela ERB com a admissão
seja menor que um limiar pré-estabelecido. Para a simulação, os autores consideram um sistema
de 10 ERBs igualmente espaçadas a cada 2000 metros, com o mesmo modelo de propagação e mo-
delagem do desvanecimento. A performance dos diferentes algoritmos é verificada em uma simu-
lação considerando terminais móveis chegando e partindo no conjunto de ERBs especificado. Duas
métricas são utilizadas para avaliar a performance dos algoritmos: queda de chamadas e chamadas
bloqueadas. A idéia é identificar se os algoritmos propostos melhoram ou não estas duas métricas.
Assim, constatou-se que para o FA a performance não melhorou quando apenas a potência do móvel
que está requisitando a chamada é analisada, especialmente com baixo carregamento do sistema. Isto
porque a potência de transmissão requerida depende não apenas do nível de congestionamento do sis-
tema mas também do ganho entre o usuário e a ERB a qual ele está conectado. Quando considera-se
a potência de transmissão de todos os móveis ativos na ERB o TP-CAC com FA melhora levemente a
performance. No entanto, a melhora é praticamente nula quando implementam-se melhores estraté-
gias de controle de potência como o IS-95 e o CMPA. Apesar de o TP-CAC com CMPA suportar um
pouco mais de tráfego do que com FA, o TP-CAC oferece pouca ou nenhuma melhora a performance
do sistema. Já o RP-CAC melhorou consideravelmente a performance do sistema, principalmente
com maior tráfego, para os três algoritmos de controle de potência propostos. Assim, concluiu-se que
o RP-CAC proporcionou reduções significativas na combinação entre queda e bloqueio de chamada.
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[4] e [3] afirmam que os algoritmos interativos não são facilmente aplicáveis a sistemas reais
basicamente devido ao longo período necessário para realizarem-se as medidas e tomarem-se as de-
cisões. Assim, [11] ao propor alguns esquemas CAC interativos, preocupa-se também em fazê-los
mais eficientes com relação ao processo de decisão, ou seja, de torná-los mais rápidos. O trabalho
é motivado pela qualidade das decisões que podem ser tomadas por estes tipos de algoritmos justa-
mente por esta capacidade de interação com o sistema real. O autor propõe dois algoritmos livres de
erros de decisão, o CICAC, método Interativo Coordenado (do inglês, Coordinated Interactive CAC)
e o DICAC, método Interativo Distribuído (do inglês, Distributed Interactive CAC). No método coor-
denado, assim como nos demais algoritmos interativos, ainda há a necessidade de troca de sinalização
de controle entre o terminal de acesso e a ERB, no entanto no algoritmo proposto isto é feito muito
mais rapidamente do que nos demais. No método distribuído o novo terminal ajusta sua potência de
transmissão com base numa simples regra pré-definida e diminui a quantidade de interações entre o
novo terminal e a ERB e chega a uma decisão mais rapidamente. O esquema de controle de potên-
cia utilizado foi o DCPC (do inglês Distributed Constrained Power Control) levemente modificado
como usado em [12]. Simulam-se muitos cenários com diferentes critérios de aceitação/rejeição. Os
parâmetros para comparação da performance são a velocidade de admissão, probabilidade de erros do
tipo II (número de rejeições erradas / número total de rejeições), probabilidade de queda de chamada
por SIR abaixo do valor requerido. Para a simulação considera-se o móvel na ERB do centro de um
plano de 77 ERBs. Após um vasto período de teste o autor conclui que o algoritmo CICAC melhora
levemente a velocidade de admissão e DICAC melhora a velocidade de admissão ainda mais que o
CICAC sem o intenso trabalho de sinalização e mantendo os erros de admissão dentro dos limites
aceitáveis.
Os trabalhos estudados até aqui, com exceção do RP-CAC, constituíram-se em CAC interativos
que, como dito anteriormente não são facilmente implementados no mundo real, mas muito impor-
tantes considerando-se o lado científico do assunto. Assim, de agora em diante, o foco dos trabalhos
para referência voltar-se-á aos algoritmos que podem ser mais facilmente utilizados em sistemas
práticos. De acordo com [3], para se obter esquemas práticos é necessário considerar algoritmos mais
simples que estimem a carga da rede com base na medição de alguns parâmetros e tomem decisões
comparando estes resultados com limiares determinados. Os autores neste mesmo trabalho comparam
a performance de três algoritmos de controle de admissão de chamada baseados na medida da potên-
cia recebida pela ERB (RP-CAC) a cada instante de tempo, são eles: RP-CAC Single-Cell, RP-CAC
Multi-Cell e RP-CAC Predictive. Ainda, um novo esquema de RP-CAC Preditivo é proposto o I3E
(do inglês, Interactive Interference Increase Estimation) e sua peformance é comparada ao RP-CAC
Preditivo. O RP-CAC adota um limiar para a potência recebida na ERB e a nova chamada é admitida
apenas se este limiar não for violado com a nova admissão, ou seja, caso a potência total recebida
2.2 Alguns Algoritmos CAC 11
na ERB ao receber a nova chamada mantenha-se abaixo do valor limite. O RP-CAC Multi Célula
adota um critério de decisão um pouco mais elaborado medindo não só a potência recebida na ERB
que estará recebendo a chamada como também a potência recebida pelas ERBs vizinhas. O RP-CAC
Preditivo (do inglês, Predictive RP-CAC), é um algoritmo um pouco mais complexo que estes úl-
timos. Ele não somente mede a interferência como também tenta estimar a interferência adicional
causada pela aceitação da nova chamada. Eles tentam discriminar as chamadas requeridas por termi-
nais com diferentes condições de propagação. Deste modo, caso a admissão da nova chamada leve
alguma das ERBs a atingir o limite de potência recebida estipulado, a chamada é rejeitada. O autor
coloca que esta abordagem leva a um carregamento não-uniforme do sistema uma vez que tende a
aceitar as chamadas dos terminais próximos a ERB e a rejeitar as distantes. O objetivo do RP-CAC
preditivo proposto neste trabalho, o I3E, é avaliar o aumento da interferência intra-cell e estimar o
impacto na interferência inter-cell. Este algoritmo faz uma análise da carga que chamadas feitas em
diferentes condições de propagação irão gerar ao sistema e associa-se à performance do sistema de
acordo com o CAC utilizado. A simulação foi realizada em C++. O cenário é composto por 49 célu-
las hexagonais construídas de modo a evitar os efeitos das células de borda. Considera-se modelo
de propagação e desvanecimento lento. O tráfego consiste apenas em chamadas de voz com chegada
poissoniana e a posição onde as chamadas são originadas é definida aleatoriamente. A performance
dos algoritmos estudados foi avaliada considerando-se uma probabilidade de outage menor que 0,5%
e as curvas de tráfego aceito versus oferecido. Os resultados mostraram que a performance do simples
algoritmo RP-CAC Single-Cell é tão boa quanto a de algoritmos mais complexos como o RP-CAC
Multi-Cell e do RP-CAC preditivo. No entanto, o esquema proposto, o I3E, melhorou significante-
mente a aceitação de tráfego ao mesmo tempo que manteve a probabilidade de queda bastante baixa.
[7] Propõe e faz a análise de um esquema de Multi-Cell CAC (MC-CAC) para UMTS. Basica-
mente, o objetivo é comparar os benefícios de se usar o algoritmo Multi-Cell CAC em relação ao
Single-Cell CAC (SC-CAC). O esquema proposto considera o noise-rise, ou aumento do ruído como
parâmetro do CAC. O noise-rise é definido como a potência de banda-larga total recebida na ERB
em relação à potência do ruído de fundo. No algoritmo SC-CAC, o limiar para aceitação de novas
chamadas é atingido quando o noise-rise da ERB servidora após a admissão do usuário torna-se maior
que o noise-rise estipulado como limite, o qual indica que a ERB está numa condição de sobre-carga.
O SC-CAC não considera o caso de ERBs vizinhas entrarem em sobrecarga provocada pela admissão
do novo usuário na ERB servidora. Com exatamente este objetivo o MC-CAC é proposto. Nele, a
nova chamada será rejeitada caso o noise-rise da ERB servidora ou qualquer uma das vizinhas atingir
o limite estabelecido. Este trabalho propõe um modo de medir o aumento de potência causado pela
nova chamada, em função do noise-rise, para ambos os casos, SC-CAC e MC-CAC de acordo com
a propostas de [13] para estimar o aumento da potência, ou em inglês Power Increase Estimator. O
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modelo para simulação consiste de sete células com raio R e uma antena omni-direcional no centro
de cada uma delas. Um terminal móvel que chega ao sistema escolhe a célula servidora pela menor
atenuação até a antena. O modelo de propagação é o Okumura-Hata para 1950 MHz e o desvaneci-
mento é considerado. Os usuários são uniformemente distribuídos na rede e transmitem dados em 4
diferentes taxas: 16 kbps, 64 kbps, 128 kbps ou 384 kbps com diferentes probabilidades. As células
podem ser carregadas de modo homogêneo ou não homogêneo. Na carga homogênea todas as células
são carregadas inicialmente até atingirem o fractional load = 0,3. O fractional-load é definido como:
Frac. Load =
Potência total de banda larga recebida na ERB + potência do ruído
Potência total de banda larga recebida na ERB
(2.1)
Depois disso, os usuários são adicionados uniformemente na área total da rede. No carregamento
não homogêneo, o sistema é inicialmente carregado até que a célula central atinja o fractional load
de 0,15 e o resto 0,55. Depois disso, usuários são adicionados apenas na célula central. Os resultados
mostraram que no caso homogêneo não foi possível atingir um ganho de capacidade muito grande
uma vez que a taxa de dados oferecida pelo algoritmo SC-CAC é bastante perto do limite. Por outro
lado um significativo ganho de capacidade é obtido no caso de carga não homogênea utilizando-se o
algoritmo MC-CAC (taxa de dados 34% mais alta para probabilidade de queda de conexão de 5%).
É interessante verificar que [3] também compara a performance dos algoritmos SC-CAC e MC-CAC
e conclui que não há diferença significativa de performance entre os mesmos. De certa forma, esta
afirmação concorda com as conclusões de [7] quando considerando o caso de carga homogênea do
sistema. No entanto o trabalho de [3] foi simulado apenas com tráfego de voz e sob outro cenário.
Assim, maiores comparações entre os dois trabalhos não são viáveis.
[14] Compara a performance de dois algoritmos de controle de admissão de chamadas para
serviços de voz em redes UMTS. Um tem como parâmetro de decisão o número de conexões ativas
enquanto o outro é baseado na informação de medidas periódicas de potência transmitida na ERB
ou na interferência total recebida pela mesma. O CAC cuja referência é o número de conexões faz
uma simples estimativa da capacidade da célula com base no número de conexões ativas. Assim,
se o controlador de admissões tiver acesso a informação do número de conexões ativas também nas
células vizinhas pode tornar o processo de alocação de recursos mais flexível. Em particular, é pos-
sível estimar a carga da célula como uma soma ponderada do número de chamadas ativas na célula
servidora e nas vizinhas (Looking Around CAC). Para simular e comparar a performance dos CACs
em questão, foi desenvolvido um simulador C++ que reproduz um sistema de 49 células hexagonais,
estruturado de modo a evitar efeitos de borda. Modelo de propagação, desvanecimento lento e con-
trole de potência são também considerados. O modelo de tráfego consiste basicamente de chamadas
de voz com atividade constante. Dois comportamentos de tráfego foram analisados: homogêneo e
hot-spot. No caso de tráfego homogêneo a posição de um novo usuário é escolhida aleatoriamente
2.2 Alguns Algoritmos CAC 13
nas células do sistema e a chamada é designada a célula com menor atenuação em relação ao terminal
móvel. Com o tráfego hot-spot uma fração da carga é sempre designada a célula hot-spot e as demais
chamadas são distribuídas homogeneamente nas demais células do sistema. Para a análise do caso
de transmissão descontínua, o modelo on-off com tempo on de 1s e tempo off de 1,35 segundos é
utilizado. Os parâmetros do CAC são escolhidos para atender a probabilidade de queda de chamada
escolhida (0,5% neste trabalho) e então os diferentes métodos são comparados tomando como base
o tráfego aceito. Os resultados considerando-se apenas o tráfego homogêneo mostram que o mecan-
ismo de CAC é capaz de limitar o máximo tráfego aceito mesmo em condições de alta carga. Para
avaliar o resultado do algoritmo baseado na medida de potência ou interferência considera-se a fração
Pthr/Pmax, onde Pthr é o limiar de potência escolhido e Pmax é a máxima potência de transmis-
são. Verificou-se que quando a potência máxima aumenta o tráfego aceito e a probabilidade de queda
de chamadas também aumenta. Os autores colocam que isto acontece devido ao controle de potência
de laço fechado poder encontrar uma nova solução para a equação do controle de potência caso ela
exista e seja compatível com a potência máxima disponível. Se a potência máxima nunca impede o
controle de potência de atingir um equilíbrio, o sistema é limitado por interferência. Caso contrário,
é limitado por potência. Assim, se a potência máxima disponível é alta o sistema é limitado por inter-
ferência. À medida que o tráfego aumenta a potência transmitida permanece abaixo do valor máximo
até o ponto em que o controle de potência não consegue mais encontrar uma solução e a potência au-
menta rapidamente. Por esta razão quando o sistema é limitado por interferência é necessário ter-se o
Pthr perto do valor de potência medido exatamente antes deste ponto. E uma vez que este parâmetro
depende do ambiente de propagação não é fácil definir uma regra para ajustar Pthr. No caso do CAC
baseado nas informações de interferência, também verfica-se que é possível controlar a carga aceita e
garantir uma probabilidade de queda de chamada baixa escolhendo-se o limiar adequado. O esquema
Looking Around CAC baseia-se no número de conexões ativas na célula servidora e nas vizinhas. As-
sim, a requisição de uma nova chamada em uma célula é aceita apenas se a carga na célula servidora
e nas vizinhas encontra-se abaixo do limiar. As condições de propagação são consideradas idênticas
para todas as ERBs. Também para este caso verificou-se ser possível ajustar o limiar de modo a li-
mitar o tráfego aceito. O fato de os três algoritmos comportarem-se bem é bastante interessante mas
deve-se observar que foi obtido para o tráfego homogêneo com células hexagonais ideais. No caso
do tráfego hot-spot o tráfego aceito na célula hot-spot é maior do que nas outras células em ambos
os algoritmos baseados em potência e no Looking Around CAC. No entanto, o Looking Around CAC
comporta-se ainda melhor e o tráfego aceito é superior que o do caso do CAC baseado na informação
de potência. Finalmente, no caso do tráfego on-off os algoritmos foram analisados em uma janela
de 10 segundos, a qual é capaz de capturar a dinâmica da fonte e ainda assim foi possível chegar a
valores de limiares que garantam a baixa probabilidade de queda (0,5%).
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Outra classe de algoritmos de CAC bastante presentes na literatura são os SIR-Based CAC ou CAC
cujas decisões são tomadas com relação a SIR. Estes algoritmos são normalmente implementados
para o enlace reverso, ou up-link. [8] Propõe dois tipos de algoritmos de CAC baseados em SIR para
sistemas CDMA: algoritmo I e algoritmo II. No algoritmo I uma nova chamada é aceita se a SIR
considerando a admissão da nova chamadada mantiver-se abaixo de um certo limiar. O algoritmo
II verifica a SIR da ERB que recebe a chamada e das suas vizinhas, de modo que a nova chamada
é admitida caso a SIR das ERBs consideradas não viole o limiar estipulado. Os dois algoritmos
utilizam a medida da capacidade residual para tomar a decisão. A capacidade residual em um sistema
DS-CDMA é definida como o número de chamadas adicionais que a ERB pode aceitar de modo a
manter em níveis aceitáveis a probabilidade de não oferecer a qualidade necessária. No algoritmo
I apenas a capacidade residual da ERB na qual pretende-se efetuar a chamada é considerada. A
capacidade residual é estimada com base na SIR escolhida como limiar e na SIR medida na ERB. Se
a capacidade residual for maior que zero, a chamada é aceita. No algoritmo II a capacidade residual
também é estimada, só que considera um fator β representando a interferência normalizada na ERB
gerada por um terminal transmitindo em uma ERB vizinha / adjacente. Os parâmetros utilizados para
avaliar a performance dos algoritmos são:
• Probabilidade de bloqueio: probabilidade da capacidade residual ser igual a zero
• Probabilidade de Outage: probabilidade da razão energia de bit / Ruído (Eb/No) ficar abaixo
do valor de razão de densidade de energia do bit por interferência na saída do receptor, ou seja
probabilidade da qualidade das chamadas em andamento não ser mantida.
Para a simulação utilizaram-se 49 células hexagonais de mesmo tamanho equipadas com uma antena
omni-direcional no centro de cada uma. O anel externo é formado por 24 ERBs. O ruído de fundo
é ignorado e a relação sinal-ruído é basicamente uma função da SIR. Um terminal chegando no sis-
tema escolhe a ERB com menor atenuação para se conectar. A mobilidade não é implementada e os
terminais são considerados espalhados uniformemente na área das células. Para ambos os algoritmos
a probabilidade de outage é mais sensível a variação do limiar de SIR (SIRth) do que a probabi-
lidade de bloqueio. Uma variação na ordem de 0,1 no SIRth reduz em 42,9% a probabilidade de
outage e aumenta em apenas 1,26% a probabilidade de bloqueio na célula central. Assim sendo, o
autor observa que o compromisso entre a probabilidade de outage e a probabilidade de bloqueio não
são balanceadas. Ou seja, o valor de SIRth pode ser aumentado para melhorar a performance do
sistema com relação a Outage sem prejudicar muito a probabilidade de bloqueio. Para o algoritmo II
aumentando-se o β em dez vezes a probabilidade de bloqueio aumenta em 0,27% e a probabilidade
de outage diminui 12,13% na célula central. Já nas células adjacentes a probabilidade de bloqueio
aumenta 13,04% e a probabilidade de outage diminui 17,12%. Assim, a segunda observação impor-
2.2 Alguns Algoritmos CAC 15
tante é que variando-se o β um compromisso de probabilidade de bloqueio entre a célula central e
suas vizinhas pode ser obtido. Através das simulações primeiramente com carga homogênea e depois
carregando-se mais as células centrais, pode-se perceber que para ambos algoritmos o aumento de
SIRth melhora muito a probabilidade de outage e quase não afeta a probabilidade de bloqueio. O
algoritmo II sobre carga homogênea pode melhorar a performance da probabilidade de outage através
do aumento do β enquanto a probabilidade de bloqueio permanece praticamente a mesma. Com o
tráfego hot-spot quando se aumenta o β a probabilidade de bloqueio na célula central melhora ao
custo da performance das células adjacentes. Comparando um algoritmo com o outro conclui-se que
sobre carga homogênea o algoritmo I comporta-se melhor que o algoritmo II. Utilizando-se o tráfego
hot-spot no entanto, o algoritmo II é melhor que o algoritmo I e ambos são melhores que o CAC fixo.
Ainda, sobre este tipo de carga o algoritmo II tende a balancear as probabilidades de bloqueio entre a
célula hot-spot e a suas células adjacentes.
[15] Propõe um algoritmo que supera os algoritmos I e II estudados no trabalho anterior. O
trabalho foi motivado por algumas limitações do algoritmo II. O algoritmo II supera o algoritmo I
quando se considera o tráfego hot-spot. No entanto, no caso de carga homogênea a performance do
algoritmo II não é tão boa quanto a do I. Ainda, no trabalho anterior considerou-se um valor constante
para representar a interferência inter-cell. A mobilidade do terminal, o shadowing não foram con-
siderados. E, finalmente, o algoritmo II não considera a SIR das ERBs que não são adjacentes mas
são próximas a ERB que está recebendo a chamada. Assim, o trabalho de [15] apresenta um novo
algoritmo que considera as ERBs próximas a ERB que está recebendo além das ERBs adjacentes.
Deste modo, a nova chamada só será aceita na ERB receptora caso a SIR da mesma ou de qualquer
ERB próxima ou adjacente considerada no algoritmo não exceda o limiar determinado. O cenário
de simulação é o mesmo que o do trabalho anterior para tornar possível a comparação entre os algo-
ritmos. Os resultados das simulações mostram que o algoritmo proposto supera os algoritmos I e II
abordados em [8]. O algoritmo proposto supera o algoritmo I estudado anteriormente pois as novas
chamadas próximas a borda tendem a ser rejeitadas com maior probabilidade do que as chamadas
realizadas próximo a ERB. Isto porque as chamadas na borda são efetuadas com uma potência supe-
rior e geram mais interferência não só na ERB servidora mas nas adjacentes. Assim, em cada ERB a
interferência inter-cell do algoritmo proposto é menor que a do algoritmo I quando o mesmo número
de terminais são aceitos pelo sistema. A probabilidade de outage do algoritmo proposto no caso de
tráfego homogêneo é zero. Como os algoritmos I e II, não consideram a interferência inter-cell adi-
cional proveniente das ERBs próximas a ERB receptora a SIR de cada ERB não pode ser garantida
e a probabilidade de outage não é nula. As simulações mostraram que no caso de tráfego hot-spot o
algoritmo proposto também comporta-se melhor que os algoritmos I e II. A probabilidade de bloqueio
na célula hot-spot é menor enquanto que a das células adjacentes é um pouco maior. Por isso, diz-se
16 Revisão Bibliográfica
que o algoritmo proposto tende a balancear a performance entre os terminais da célula hot-spot e os
terminais das células adjacentes. Assim, conclui-se que o algoritmo proposto supera os algoritmos I
e II em ambos os casos de carga homogênea ou hot-spot.
[9] Apresenta um estudo de CAC para o enlace direto. O trabalho avalia o ganho de performance
tendo a potência de transmissão limitada por ERB com o caso onde a potência de transmissão é li-
mitada por canal. Algoritmos simples de CAC para o enlace direto são comparados. O foco está em
como o número de ERBs consideradas na decisão impactam o CAC. A simulação foi rodada para o
ambiente de Manhattan, consistindo de 8x8 blocos de 200m, sendo que as ERBs são posicionadas
a cada duas esquinas. Utilizou-se modelo de propagação para micro-células . A chegada de aces-
sos ao sistema é Poissoniana e a duração das chamadas são modeladas como variáveis aleatórias
independentes com duração média de 120 segundos. São consideradas duas classes de mobilidade,
pedestre e veícular, carregamento de tráfego homogêmeo e hot-spots. O controle de potência também
é modelado. Uma vez que os códigos CDMA não são perfeitamente ortogonais pode ser difícil tomar
a decisão com base em apenas uma ERB. Assim, uma nova chamada é admitida caso a potência
de transmissão num conjunto de ERBs consultadas mantenha-se abaixo de um determinado limiar.
Foram comparados casos onde uma, cinco e nove ERBs foram consideradas na decisão. Assim,
escolheu-se dois limiares, um para o algoritmo cuja potência é limitada por ERB e um segundo para
o caso no qual a potência é limitada por canal. Em ambos os cenários, caso a potência por ERB ou
por canal no conjunto de ERBs considerado exceda os respectivos limiares a chamada é bloqueada.
Os resultados mostraram que é melhor utilizar a potência limitada por ERB do que por canal para
minimizar a probabilidade de queda de chamada. Isto porque este algoritmo permite uma alocação
de potência mais flexível no enlace direto. Isto é, os terminais de acesso que requerem uma potência
maior tem a possibilidade de obtê-la quando a potência é limitada por ERB, o que não acontece no
caso limitado pela potência do canal quando a potência requerida é maior que a potência máxima do
canal. Para uma determinada carga do sistema, os limiares escolhidos têm uma maior importância na
performance do sistema. Os estudos mostraram que a utilização do CAC, tanto no caso de tráfego
homogêneo quanto hot-spot melhora a performance do sistema no caso de alto carregamento e a pi-
ora apenas levemente no caso de baixo tráfego. Ainda, pôde-se concluir que a quantidade de ERBs
considerada na decisão afeta a performance muito moderadamente. Deste modo a decisão do algo-
ritmo de CAC para o enlace direto deve ser feita localmente para evitar sinalização em excesso. O
ganho de performance ao introduzir-se o CAC para o enlace direto foi bastante moderado. Assim, um
assunto para futuros estudos é como melhorar a performance destes algoritmos e até mesmo desen-
volver novos, visto a importância que o enlace direto assume nos sistemas de comunicações móveis
de gerações futuras .
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[16] Avalia os algoritmos RP-CAC, CAC preditivo (PCAC) e um terceiro algoritmo o CAC
preditivo modificado, MP-CAC (do inglês, Modified Predictive Call Admission Control em ambiente
multi-serviços, ou seja, considerando diferentes tipos de tráfegos. Basicamente o algoritmo RP-CAC
estima a capacidade do sistema com base na potência total recebida pela ERB e ainda, neste caso
considera uma reserva de recursos para o tráfego devido a handoff. O PCAC faz uma previsão dos
recursos que serão necessários no futuro com base nas medições do passado usando a banda total
disponível como critério para o CAC. O MP-CAC proposto combina características de ambos RP-
CAC e PCAC para melhor se adaptar ao ambiente multi-serviços. Primeiro, o PCAC foi usado para
checar as condições de tráfego no futuro em ambos enlaces direto e reverso. E então o RP-CAC foi
utilizado para checar se havia recursos disponíveis, e caso houvesse o usuário era admitido caso. Na
simulação foram considerados 16 células hexagonais com raio de 500m. Quatro modelos de tráfego
foram considerados, cada qual com uma taxa fixa sendo que a taxa de transmissão poderia ser menor
mas nunca maior que a taxa fixa. A probabilidade de um novo usuário estar utilizando um determi-
nado serviço foi designada de acordo com a aplicação: usuários de voz têm 20% de probabilidade,
e usuários de vídeo, e-mail e www, tem probabilidades 5%, 45% e 30% respectivamente. Quatro
critérios de performance foram utilizados para avaliar o algoritmo:
• Probabilidade de queda de chamadas: probabilidade de um usuário ter a SIR abaixo de um valor
escolhido como objetivo, no enlace direto ou reverso por mais tempo do que um determinado
limiar,
• Probabilidade de bloqueio: quando o usuário é proibido de entrar no sistema,
• Probabilidade Ponderada (Weighted): uma métrica que combina queda e bloqueio numa pro-
porção que considera a queda de chamada 10 vezes mais inoportuna que o bloqueio de uma
nova chamada (GoS = 10Pq + Pb),
• Vazão Absoluta em kpbs por usuário para cada serviço.
Simulando-se o cenário para diferentes taxas de chegadas de usuários o autor concluiu que em-
bora a taxa de queda de chamadas e chamadas bloqueadas fosse alta para os três algoritmos eles
apresentaram diferenças interessantes. O algoritmo RP-CAC não se comportou bem num ambiente
multi-serviço com dados bursty. Os esquemas PCAC e MPCAC não bloquearam nenhuma chamada
a não ser de vídeo, devido a grande necessidade de banda destes usuários. A vazão absoluta também
foi maior para os outros usuários que não os de vídeo, quando considerando os algoritmos MPCAC e
PCAC. O algoritmo MPCAC obteve a melhor performance com relação a probabilidade ponderada e a
vazão absoluta. Os dados coletados não indicam se a baixa performance dos usuários de vídeo estava
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relacionada ao ambiente de rádio, parâmetros específicos da tecnologia CDMA ou aos algoritmos de
admissão de chamadas.
[10] Sugere dois algoritmos de CAC para o enlace direto, o Beam-AC (BAC) e o Sector-AC
(SAC). A estratégia usada para o controle de admissão de chamadas é baseada apenas na potência
de transmissão do enlace direto, de modo que a potência neste enlace não pode atingir um limiar
previamente determinado. Quando este limiar é atingido, novos usuários serão bloqueados. O SAC
checa a potência disponível no setor no qual o novo usuário seria admitido. Já o BAC utiliza a
informação de potência disponível no lóbulo da antena na qual o usuário seria admitido. Em ambos
os casos a potência do novo usuário necessita ser estimada e é tida como uma fração da máxima
potência necessária para o tipo de serviço que está sendo requisitado pelo usuário. Para a simulação
foram considerados sete sites hexagonais, com 500m de raio e compostos de três setores cada. No site
central um hot-spot foi definido para cada setor. Cada setor possui uma antena com quatro lóbulos
com o mesmo formato. O modelo de propagação utilizado considera desvanecimento rápido e lento e
também as variações espaciais do canal, as quais dependem da distância entre o terminal de acesso e a
ERB. Dois cenários foram utilizados para comparar os algoritmos BAC e SAC. O primeiro é limitado
por potência (20W) e usuários de tráfego streaming a taxas de 64 kbps foram considerados. As áreas
de tráfego hot-spots são próximas as ERBs. O segundo caso é limitado por interferência, a potência
da ERB é limitada a 80W e apenas usuários de voz são considerados. Nos dois cenários a carga do
setor é alta para que se possa analisar a estabilidade do sistema. Os resultados do primeiro cenário
mostram que o BAC comportou-se 10% melhor em termos de capacidade do enlace direto e garantiu
a estabilidade do sistema, enquanto o SAC não obteve similar performance. A ineficiência do SAC
em relação ao BAC evidenciou-se no segundo cenário, o limitado por interferência com uma grande
variação de tráfego. Aqui o BAC melhorou a capacidade do enlace direto em 30% em relação ao
SAC.
[17] Apresenta um modelo para prover QoS em sistemas 3G a partir da diferenciação entre
classes na interface aérea. Cada classe possui características próprias as quais podem ser definidas
pela opeadora. Isto permite a criação de diferentes pacotes de serviços para diferentes perfis de
usuários. Neste trabalho, três classes de usuários são propostas: Premium, Ouro e Prata. Usuários da
classe Premium podem negociar a banda todo o tempo, independentemente da carga do sistema e da
interferência. Já as classes Ouro e Prata têm uma certa elasticidade e em caso de congestionamento na
interface aérea a banda das mesmas pode ser reduzida. Esta redução depende da classe de prioridade
do usuário e do nível de congestionamento do sistema. Os recursos requeridos por cada usuário são
caracterizados em termos da sua banda efetiva, a qual é função da taxa de transmissão e da SIR
requerida. A relação exata entre taxa de transmissão, SIR requerida e banda efetiva depende do
receptor da estação de rádio base. No caso convencional de uma antena simples e receptor de filtro
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casado, a banda efetiva é dada pelo produto da taxa de transmissão pela SIR requerida para garantir
a qualidade da comunicação. Em geral a capacidade da interface aérea é caracterizada pela seguinte
inequação:
Be(n) ≤ ß(t)WM , onde Be(n) é a soma da banda efetiva de todos os usuários, W é a banda
total utilizável da interface aérea , M é o número de antenas usadas no receptor da ERB, ß(t) é o fator
de utilidade da interface aérea no time frame t e Be(n) é a banda efetiva de todos os usuários juntos.
Em sistemas CDMA, ß(t) depende de fatores como interferências provenientes de outros usuários,
potência de transmissão dos terminais de acesso, tamanho da célula, modelo de propagação, etc. Este
parâmetro pode ser determinado através de estimativas da interferência other-cell e simulações da
capacidade da célula. Para simplificar, considera-se que ß(t) e M=1.
O sistema usado para a simulação é o DS-CDMA com modulação BPSK e detecção coerente.
Transmissões de diferentes taxas de dados são implementadas através da variação do fator de espa-
lhamento (do inglês, spreading factor). A diferenciação entre classes na interface aérea é obtida pela
redução seletiva (de acordo com a classe) da taxa de transmissão de alguns usuários em frames onde
há congestionamento. O congestionamento é atingido quando o somatório da banda efetiva de todos
os usuários ativos for maior que a banda efetiva disponível no sistema. Quando isso acontece cada
usuário tem sua taxa de transmissão diminuída de acordo com a elasticidade da classe a qual pertence.
O algoritmo foi implementado de modo que os usuários Premium nunca tem sua taxa de transmissão
diminuída, os usuários Ouro podem ter suas taxas de transmissões diminuídas moderadamente e os
usuários Prata podem ter suas taxas de transmissão truncadas mais drasticamente. Esta última classe
pode ser utilizada por aplicações tolerantes ao atraso. Dois cenários são simulados, um primeiro onde
cada classe possui quatro usuários com modelos de tráfego similares e um segundo onde os usuários
Premium simulam os usuários de voz, e os usuários Ouro e Prata representam os usuários de dados.
No primeiro cenário testa-se a habilidade do algoritmos em oferecer diferenciação do atraso e no
segundo analisa-se o comportamento de cada classe com relação a taxa de transmissão. O modelo
de tráfego utilizado foi o on-off. Considera-se para fins de simulação que todos os usuários requerem
a mesma SIR. Os resultados mostraram que o algoritmo proposto mantem a diferenciação entre as
classes em termos de atraso e também de taxa de transmissão. No segundo caso, onde mais usuários
de dados são aceitos o atraso das classes Ouro e Prata aumenta, mas ainda assim a diferenciação entre
as duas classes é mantida. Para oferecer qualquer garantia de QoS o algoritmo proposto deve ser
usado em conjunto com um algoritmo de CAC.
[18] Introduz um esquema de agendamento de banda diferenciado na interface aérea com o
objetivo de oferecer QoS na mesma. Três classes são propostas:
• Premium: tolera apenas atrasos pequenos, tem alta prioridade, e tem sempre a banda que requer
independentemente das características do sistema;
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• Assured: uma taxa mínima abaixo da taxa média é garantida e pode usar mais banda, se
disponível;
• Best Effort: não tem QoS garantido e tem a menor prioridade.
Um alocador de recursos de rádio é utilizado para determinar a capacidade da interface aérea e
alimentar o agendador de banda. O parâmetro de referência para o algoritmo de agendamento de
banda é a banda efetiva, que do mesmo modo que em [17] é caracterizada em função da taxa de
transmissão e da SIR requerida. Para cada classe especifica-se uma taxa de transmissão média e
mínima, de modo que o algoritmo mantem a taxa de transmissão dos usuários em média ou mínima
dependendo da classe e da banda efetiva que estiver sendo utilizada. O algoritmo é descrito a seguir:
Iniciar os usuários de acordo com taxa designada para cada classe,
• Se a condição: Be(n) ≤ W é satisfeita, onde Be(n) é a banda efetiva de todos os usuários e
W é a banda total disponível na interface aérea, todos os usuários transmitem normalmente
• Se Be(n) ≥ W , diminuir a taxa de transmissão dos usuários Prata para sua taxa mínima até que
Be(n) ≤ W , se não suficiente, parar a transferência de todos os usuários Prata; se a condição é
satisfeita, reconsiderar as transmissões dos usuários Prata
• Se Be(n) ≥ W , reduzir a taxa de transmissão dos usuários Ouro de acordo com a elasticidade
desta classe, até que a condição anterior seja satisfeita. Se a condição anterior é satisfeita por um
determinado período de tempo, voltar a transmissão dos usuários ouro para a taxa designada.
O algoritmo compara o somatório da banda efetiva de todos os usuários ativos com a banda total
disponível, e caso o primeiro valor seja maior, realiza uma série de passos progressivos de modo a
levar o sistema a operar em condições normais de carga novamente. Primeiramente, quando o limiar é
atingido pela primeira vez, a taxa de transmissão dos usuários Best Effort é truncada e caso necessário
suspensa até que a banda efetiva volte para um valor abaixo do limiar. Caso o sistema continue
congestionado após estas ações, é a vez de os usuários Assured terem suas taxas de transmissão
diminuídas para o valor mínimo até que o congestionamento. Assim, espera-se que o somatório da
banda efetiva de todos os usuários volte para um valor abaixo da banda total disponível no sistema,
sendo que quando isto ocorre por um determinado período de tempo a transmissão dos usuários Best
Effort e Assured é restabelecida. A banda total é assumida como 3,84 MHz e é adotado que todos os
usuários requerem a mesma SIR. O modelo de tráfego utilizado foi o on-off com duração média em
on e off igual a 0,5 segundos. O modelo usa controle de potência e controle do fator de espalhamento.
O algoritmo é então testado quanto a sua capacidade de oferecer diferenciação com relação ao atraso
e atinge os objetivos esperados mantendo a prioridade entre as classes. Para oferecer garantias de
QoS este algoritmo deve ser utilizado em conjunto com um algoritmo de CAC.
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[19] Estuda um algoritmo de CAC com prioridade para redes WCDMA com diferentes serviços.
São considerados tráfegos da classe conversacional, streaming e interativo, sendo que a classe conver-
sacional tem maior prioridade e o interativo a menor. Deste modo, pedidos de conexões de serviços
de maior prioridade são admitidos se duas condições são satisfeitas: houver potência suficiente na
ERB para suprir a necessidade do serviço requerido, não violar o limite de potência do canal de
tráfego (DCH, do inglês, Dedicated Channel). Os usuários de streaming, segunda prioridade, serão
admitidos apenas se a qualidade do enlace dos usuários de maiores prioridade não for afetada e se a
qualidade do enlace em si é suficiente. Já os usuários da classe interativa são submetidos a uma fila
e para sua aceitação o sistema checa as requisições de potência e o tempo de atraso das conexões já
em andamento. Se o atraso é muito grande, os usuários não são transferidos para a fila do agenda-
mento. Eles serão agendados caso não comprometam a qualidade dos enlaces das classes superiores e
o sistema tenha capacidade para admiti-los. O algoritmo proposto foi simulado no software OPNET
considerando microcélulas e controle de potência. Dois cenários foram simulados. No primeiro a
maior prioridade foi associada aos usuários de menores taxas, 64 kbps, caracterizando a classe con-
versacional. No segundo cenário os usuários com taxas de 128 kbps receberam a maior prioridade. O
impacto desta diferença de designação de prioridades na performance do sistema e o efeito no QoS
de cada classe são avaliados. Os resultados mostram que é muito importante dar a maior prioridade
para os usuários requerindo menores taxas de transmissão de dados. Quando os usuários de maiores
taxas de transmissão de dados tem maior prioridade eles privam os usuários de menor prioridade dos
recursos do sistema. Isto deve-se a interferência que os mesmos causam e por fim a capacidade do
sistema acaba diminuido. Assim, concluiu-se que dar maior prioridade aos usuários que utilizam
menores taxas de transmissão de dados não gera uma degradação na performance dos serviços com
maiores taxas de dados. Estes resultados confirmam que a presença de usuários com altas taxas de
transmissão de dados aumentam a interferência. Entretanto, um gerenciamento eficiente dos recursos
é possível através de um tratamento de tráfego adequado e adequada estratégia de agendamento.
[20] Apresenta um algoritmo de CAC adaptivo (do inglês, adaptive), com o objetivo de ofe-
recer a taxa de erro de frame (FER) requerida no enlace direto para pelo menos uma porcentagem
dos usuários de serviços em tempo-real. Dois algoritmos são propostos e têm suas performances
comparadas. Um primeiro, cujo limiar de decisão é ajustado manualmente a partir de equações sim-
plificadas, e, um segundo, onde o próprio sistema ajusta o limiar de decisão. Ambos os algoritmos
utilizam a informação do limiar no momento anterior para tomar a decisão, isto é, o sistema é reali-
mentado. Os algoritmos de CAC agem e processam as entradas a cada Ts segundos. Os parâmetros
mais importantes são o UNSAT , ou número de usuários que indicam FER insatisfatória, o indicador
do nível de bloqueio de chamadas de voz, o indicador de sessões www que são armazenadas no
buffer e o indicador max_power que monitora se amáxima potência de transmissão do enlace direto
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foi atingida em qualquer célula do conjunto monitorado. Existe um limiar para usuários com FER
menor que o valor desejado, é chamado UNSATt, sendo que o número de enlaces com FER menor
que o aceitável não deve ser maior que UNSATt. O limiar de decisão Th é recalculado a cada Ts
segundos, de acordo com uma equação que depende do limiar no Ts anterior, dos índices UNSAT
calculados a cada Ts e do target, e do hô, que é um parâmetro que modula a amplitude do parâmetro
Th. Th age de modo que se UNSATt é excedido no momento Ts o parâmetro Th diminui e mais
usuários são bloqueados. Assim, a cada Ts segundos o algoritmo coleta as informações do sistema e
caso UNSAT no determinado Ts é maior que UNSATt e o indicador de potência está ativado, uma
outra equação é aplicada com o objetivo de reestabelecer um novo limiar Th mais compatível com
a carga do sistema. O indicador de potência serve para indicar se a insatisfação do usuário é devida
a falta de recursos ou deve-se ao mau funcionamento do controle de potência por exemplo. Deste
modo o primeiro algoritmo proposto desloca o limiar Th a partir de equações simples que tentam
seguir a tendência do tráfego. Já o segundo algoritmo é projetado para atualizar dinamicamente e
de um modo mais avançado e automático o parâmetro Tht de modo que a operadora só necessita
estabelecer o parâmetro UNSATt. Os algoritmos foram simulados em um ambiente considerando
7 células hexagonais, sem efeito de borda, e utilizando o modelo de propagação Okumura Hata com
desvanecimento lento e rápido. O sistema é carregado com 300 usuários a uma velocidade de 3 km/h
dos quais 200 são usuários de voz a 12,2 kbps e 100 são usuários de www a 96 kbps. O valor inicial
de Th é o mesmo para os dois algoritmos. Os resultados mostram que a porcentagem de usuários
de voz insatisfeitos convergiu de modo estável num intervalo de 4% a 5,5% quando o limiar 5% foi
escolhido. Também, o tempo transitório necessário para os algoritmos atingirem a porcentagem de
usuários satisfeitos é rápido o suficiente para se adaptar as variações de tráfego. Concluiu-se então que
os algoritmos podem ser aplicados em todos os casos que o limiar Th necessita ser apropriadamente
escolhido, ou adaptado para obter o QoS desejado.
[21] Introduz um modelo para melhorar o controle de admissão no enlace direto de sistemas
UMTS existentes, o qual é composto por três componentes inter-relacionados. Primeiramente, o mó-
dulo measurement-based monitora a carga do sistema durante um período, gerando uma melhor esti-
mativa da carga do sistema real, e elimina a limitação do modelo atual que considera apenas a carga
instantânea do sistema. O esquema é denominado MBAC ( do inglês Measurement-Based Admis-
sion Control), em seguida, o módulo power-prediction faz uma simulação do sistema considerando
vários momentos futuros e baseia parcialmente a decisão de admissão no comportamento do sistema
caso esta chamada em particular fosse realmente aceita. Por último os dois módulos descritos são
integrados em um algoritmo de CAC com uma estrutura de compartilhamento de potência. Esta
estrutura visa oferecer um tratamento diferenciado entre as classes. Assim, em condições de baixa
carga tráfegos de todos os tipos de QoS são aceitos e classes podem "tomar emprestado"recursos de
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outras classes. Porém, com carga mais alta no entanto os recursos de cada classe são estritamente
observados. Isto é integrado com o módulo power-prediction sendo que se ele descobre que alguma
das classes precisará exceder sua parcela de potência, violando assim o QoS, a admissão é negada. A
performance do modelo proposto foi comparada com a popular proposta de [22], a qual é baseada nas
recomendações do 3GPP e foi denominado HTCAC pelos autores deste trabalho. A simulação foi
feita no OPNET e considera um modelo randômico de mobilidade que considera que os terminais de
acesso se movem independentemente uns dos outros, sendo que suas velocidades variam. Um modelo
de uma célula é usado para receber o tráfego no enlace reverso um modelo de uma célula foi criado.
Para avaliação da mobilidade, cálculo e estimação de potência, um cenário de 7 células é usado. Três
classes são simuladas: usuários de 32 kbps, de 64 kbps, e de 128 kbps. Três indicadores de perfor-
mance são analisados, taxa de transmissão, taxa de bloqueio e queda de chamadas. Em termos de taxa
de bloqueio o CAC apresenta maiores valores do que o HTCAC. No entanto a mesma quantidade de
tráfego é escoada na interface aérea e a taxa de queda de chamadas é maior no HTCAC. Isto porque o
HTCAC é bastante otimista quanto a aceitação de novos acessos e acaba aceitando mais do que pode
manter a qualidade.
[23] Propõe um algoritmo de CAC cujo parâmetro de decisão é a SIR, considerando três classes
de serviços e diferentes taxas de transmissão. O esquema considera uma estimativa da capacidade do
sistema CDMA e faz reserva de recursos para as chamadas de handoff. A prioridade das classes é
seguida sendo elas: serviços em tempo real com alta taxa de transmissão, seviços em tempo real com
baixa taxa de transmissão e serviços de voz. As chamadas são classificadas em novas e de handoff.
Assim, existem seis níveis de prioridade como um todo, sendo que as chamadas de handoff têm maior
prioridade. Em sistemas WCDMA, os códigos OVSF são utilizados para serviços de diferentes taxas
de dados. A designação de códigos OVSF pode sofrer bloqueios dependendo dos serviços ativos
em cada momento o que pode ser eliminado com a re-designação dos mesmos. Comparados com
outros algoritmos de CAC o esquema proposto considera a designação de códigos OVSF para novas
chamadas e determina se os códigos das chamadas em andamento necessitam ser re-designados ou
não. Para garantir a qualidade das chamadas, a SIR das mesmas deve ser mantidas em valores mais
altos do que os valores pre-determinados. Para atingir este objetivo a nova chamada é admitida apenas
se for garantido que a SIR das chamadas em andamento mantenha-se abaixo de um valor definido
como limiar. Uma quantidade de recursos (códigos e potência) são reservados para as chamadas de
handoff. As chamadas de handoff tem maior prioridade e podem usar todos os recursos do sistema.
Para a admissão das novas chamadas considera-se os recursos reservados como se eles estivessem
sendo utilizados. Para o modelamento dos tráfegos multi-classes utilizou-se a cadeia de Markov.
O desempenho do esquema proposto foi medido a partir das probabilidades de bloqueio das novas
chamadas e chamadas de bloqueio. Ainda, derivou-se uma função de Custo considerando os pesos
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de bloqueios de novas chamadas e de handoff, sendo que o objetivo do CAC é reduzir este custo. Os
resultados mostram que a probabilidade de bloqueio das chamadas de handoff é menor que 0,05%
mesmo quando a taxa de chegada das chamadas excede 0,2. Para que as novas chamadas tenham este
mesmo nível de bloqueio a taxa de chegada deve ser de no máximo 0,14. Quando a taxa de chegada
é 0,14 o esquema proposto apresenta o seu melhor desempenho e o custo é reduzido em até 20%.
[24] Estuda um esquema de QoS e controle de carga a partir de CAC para o enlace direto de
sistemas WCDMA. Um dos fundamentos do trabalho diz que existem dois recursos que devem ser
adequadamente alocados e compartilhados para um eficiente compromisso entre capacidade e quali-
dade no enlace direto de sistemas UMTS, são eles:
• Potência de transmissão da ERB: é um recurso limitado,
• Interferência: depende da localização do usuário e das condições do canal.
O primeiro é responsável pela queda de chamadas e bloqueio devido à indisponibilidade de potên-
cia, o segundo deve ser mantido em um nível tolerável para evitar situações de congestionamento e
garantir qualidade das chamadas. Por isso os autores deste trabalho propõem um algoritmo CAC que
considera ambos os parâmetros: o limite da potência de transmissão no enlace direto e o limite de
interferência. Esta estratégia também visa aumentar os ganhos do sistema a partir da minimização
dos níveis de bloqueio e probabilidade de quedas de chamadas. A idéia é garantir um QoS aceitavel
para a classe conversacional no canal DCH (do inglês Dedicated Channel) do enlace direto. O CAC
é baseado nas medidas instantâneas da potência de transmissão da ERB. O sistema de gerenciamento
de QoS considera quatro métricas: bloqueio de novas chamadas, queda de chamadas por falha de
handover, queda de conexões voltando de períodos de inatividade e FEP (do inglês, Frame Erasure
Probability) das chamadas em andamento. A reserva de recursos funciona da seguinte maneira: as
tentativas de chamadas novas devem considerar os recursos reservados para as chamadas de han-
dover (maior prioridade) e chamadas inativas. As chamadas de handover que são beneficiadas pelos
recursos reservados a ela ainda devem respeitar os recursos reservados para as chamadas inativas.
E quando as chamadas saem do periodo de inatividade devem considerar os recursos reservados às
chamadas de handover. o desempenho do sistema é medido a partir do GOS e da FEP. A carga
oferecida foi aumentada gradualmente até o limite do GOS (5%) ou o limite da FEP em (2%). Os
resultados mostram que os parâmetros do modelo de CAC proposto podem ser dinamicamente ajus-
tados para se adaptarem a diferentes níveis de carregamento do sistema e condições de propagação
sempre atendendo os requisitos de QoS. O ganho de capacidade do esquema proposto também foi
considerável quando comparado ao CAC básico. Este estudo pode ser extendido para cenários que
considerem usuários de diferentes tráfegos como conversacional e interativos.
Capítulo 3
Multi: Uma Proposta de Algoritmo CAC e
Controle de Fluxo
Este capítulo descreve o algoritmo proposto neste trabalho, chamado Multi, assim como a sua
implementação no ambiente de programação MATLAB.
3.1 Algoritmo proposto
O mecanismo apresentado pode ser visto como uma combinação do algoritmo de agendamento
de banda apresentado em [18] e o controle de admissão de chamadas multi-limiares para um sistema
com diferenciação de classes. A idéia principal deste mecanismo é tomar medidas pró-ativas em
relação à sobrecarga, introduzindo uma estratégia de bloqueio gradual com o objetivo de propiciar
uma eficiente utilização da interface aérea e manter a prioridade entre as classes. Três classes são
consideradas:
• Premium: Maior prioridade; tem acesso quase sempre garantido; só são bloqueados ou tem sua
taxa de transmissão truncada caso o sistema encontre-se muito congestionado; sempre podem
transmitir sem ter sua taxa reduzida,
• Ouro: Prioridade média; dependendo da carga do sistema pode ter acesso negado ao sistema e
taxa de transmissão dimminuída ou zerada,
• Prata: Menor prioridade entre todos; é o primeiro a ser bloqueado e ter sua taxa de transmissão
reduzida ou zerada.
No Multi, os recursos de rádio requeridos por cada usuário são caracterizados em termos de sua
banda efetiva (Be). Esta, por sua vez, é função da taxa de transmissão e respectiva SIR requerida para
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manter a qualidade da comunicação, assim como em [17] e [18]. Este trabalho foca em WCDMA,
utilizando largura de banda de 3,84 MHz, a qual é denominada Wt. A banda utilizável do sistema
é definida como W = Wt(1 − η) , sendo que o fator (1 − η) representa a carga máxima que o
sistema pode suportar, e foi fixada em 70% da capacidade de pólo. Deste modo, considera-se que
se a banda efetiva de todos os usuários juntos superar o valor de W o sistema pode tornar-se instável
com comportamento imprevisível. Também, diferentemente dos algoritmos presentes na literatura, o
Multi considera três limiares de decisão, com referência na banda efetiva do sistema. São eles: T1W ,
T2W , T3W , onde, T1, T2 e T3 são números entre 0 e 1. O algoritmo proposto é apresentado a seguir:
1. Se Be ≤ T1W , aceitar todos os usuários com taxa requerida,
2. Se T1W < Be ≤ T2W , bloquear usuários Prata, admitir apenas classes Ouro e Premium,
reduzir pela metade a taxa de transmissão dos usuários Prata na célula com sobrecarga,
3. Se T2W < Be ≤ T3W , bloquear usuários da classe Prata e Ouro, zerar a taxa de transmissão
da classe Prata e reduzir a taxa de usuários Ouro pela metade,
4. If Be > T3W , com T3W < Wt(1− η), bloquear todos os usuários, zerar taxa de transmissão
dos usuários Prata e Ouro, apenas os usuários Premium continuam transmitindo na célula.
Como um exemplo, se T1W = 0,6, quando o sistema atinge 60% de sua carga máxima o esquema
começa a tomar providências para certificar-se que usuários Premium e Ouro tenham acesso garan-
tido. A primeira delas é o bloqueio de novos usuários Prata e a redução da taxa de transmissão dos
usuários Prata ativos no sistema. Caso o tráfego do sistema aumente numa razão que a primeira ação
não consiga contornar, Be atinge o segundo limiar, maior que T2W . Neste ponto, usuários Prata têm
suas taxas de transmissão zeradas, as taxas dos usuários Ouro são reduzidas pela metade e apenas
usuários Premium e Ouro (com taxas reduzidas) são admitidos. Se o terceiro limiar estipulado para
Be é atingido, considera-se que o sistema está praticamente em sobrecarga e medidas mais drásticas
são tomadas. Qualquer nova sessão de usuário é bloqueada e apenas usuários Premium transmitem
na célula. Espera-se que com o bloqueio de novos usuários e redução das taxas de dados, a situação
de sobrecarga possa ser resolvida e a taxa de transmissão reestabelecida. Desta forma o bloqueio é
priorizado em relação à queda de chamadas e a utilização da interface aérea tende a ser eficiente, uma
vez que o truncamento das taxas e o bloqueio de usuários acontece de maneira gradual.
3.2 Implementação
O algoritmo descrito no item 3.1 foi implementado no Software Matlab. O programa é basica-
mente composto por dois módulos: o Gerador de Tráfego e o Programa Principal. O Gerador de
Tráfego gera as sessões de dados que vão alimentar o Programa Principal. Já o Programa Principal
é basicamente composto por três blocos: o CAC, Controle de Fluxo e o Estimador de Recursos. O
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Controle de Fluxo reduz a carga na iterface aérea em momentos de sobrecarga. Basicamente, em situ-
ações de congestionamento ele irá reduzir ou mesmo encerrar a taxa de transmissão dos usuários, de
acordo com a prioridade dos mesmos. Por sua vez o CAC fará um controle de admissão de chamadas
diferenciadas de acordo com a classe dos usuários. O Controle de Fluxo e o CAC agem em conjunto,
como será explicado posteriormente. O Estimador de Recursos é responsável por prover informações
sobre a carga do sistema para os módulos de agendamento de banda e CAC. O diagrama de blocos
do esquema proposto é apresentado na figura 3.1. A descrição de cada módulo e sub-módulo é feita
a seguir:
3.2.1 Gerador de Tráfego
O Gerador de Tráfego encarrega-se de gerar as chamadas que alimentam o programa principal.
Estas chamadas simulam o tráfego de um sistema celular para o qual os algoritmos CAC e Controle
de Fluxo atuam com o objetivo de otimizar a utilização dos recursos da interface aérea e implementar
a diferenciação por classes na interface aérea. Vale ressaltar que o termo chamada refere-se tanto
para voz ou dados, sendo que a chamada de dados é constituída por sessões. No modelo on-off, as
chamadas são geradas de acordo com a distribuição de Poisson com intervalo exponencial de acordo
com a taxa de chegada λ. Uma vez aceita, a sessão tem um período mais ou menos determinado
de duração. Ele é definido como o mínimo de um período duração exponencial com média de 10
minutos e três minutos determinísticos. Com isso evita-se que sessões muito longas sejam geradas. A
fonte on-off implementada é capaz de gerar três características de tráfego diferentes sendo que o fator
de atividade (definido como a relação entre o tempo em on sobre o tempo em off ) é o parâmetro que
os difere. Os usuários da classe Premium foram associados ao tráfego de maior fator de atividade,
assim como os usuários da classe Ouro foram relacionados ao segundo maior fator de atividade e
a classe Prata possui o tráfego com menor fator de atividade. A fonte on-off foi gerada a partir da
multiplicação de um envelope de duração exponencial com período on igual a Ton e off igual a Toff e
um trem de pulsos com amplitude XP , onde X é a quantidade de pacotes e P é o tamanho do mesmo
em kbits. Os parâmetros Ton e Toff de cada tráfego são mostrados na tabela 3.1 e a dinâmica da fonte
na figura 3.2.
Tab. 3.1: Modelo de tráfego
Usuário Ton (seg) Toff (seg)
Classe 0 ou Premiun 1 3
Classe 1 ou Ouro 1 4
Classe 2 ou Prata 1 5
O Gerador de Tráfego pode gerar três tipos de chamadas, 0, 1 ou 2, sendo que elas representam
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Fig. 3.1: Multi - Diagrama em Blocos
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Fig. 3.2: Tráfego on-off
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as classes Premium, Ouro e Prata, respectivamente. Para isso implementou-se um gerador aleatório
de sessões cuja proporção entre as classes pode ser variada de acordo com o caso simulado. Por
exemplo, 15% classe 0, 40% classe 1, 45% classe 2, ou mesma proporção para as três classes. Para
determinar o início das chamadas, gera-se um vetor, denominado pTs, com uma sequência de números
exponenciais que representam o tempo de início de cada chamada. A cada chamada associa-se um
número randômico, entre 0 e 1 que determina a classe do usuário. Por exemplo, caso o número
gerado seja menor que 0,45 a chamada é designada a um usuário Prata, se estiver entre 0,45 e 0,85
a um usuário Ouro e se for maior que 0,85 corresponde a um usuário Premium. Esta distribuição
é ajustável e adequada a cada um dos casos simulados apresentados no Capítulo 4. Os números
armazenados no vetor pTs não necessariamente representam instantes de transmissão válidos, assim, é
necessário deslocá-los para um valor que corresponda ao TTI (do inglês, Transmission Time Interval)
mais próximo. Com a classe e TTI de início determinados, a transmissão é iniciada e dura o período de
permanência na célula, neste caso o menor valor entre três minutos determinísticos e uma distribuição
exponencial com média 10 minutos. Durante este tempo a fonte transmite no período on, com média
exponencial Ton, e pára no período off que tem média exponencial Toff de respeitando os parâmetros
Ton e Toff de cada classe (tabela 3.1). Por último, define-se para cada chamada uma estrutura de
comprimento igual ao tempo de permanência no sistema que armazena as sessões geradas e seus
periodos on e off. Estas estruturas são gravadas e usadas como entrada do programa principal. Ts
é o tempo de simulação, neste caso 60 minutos. WTs define os tempos que as sessões iniciam e a
informação é guardada no vetor pTs. A idéia de se utilizar o tráfego on-off surgiu pela simplicidade e
praticidade que o mesmo oferece. Em sistemas de diferenciação por classes, diferentes classes podem
ter diferentes significados, como por exemplo tipo de tráfego ou perfil de usuário. Neste trabalho,
para fins de simulação, as classes foram associadas a diferentes tráfegos sendo que o diferente fator
de atividade da fonte on-off foi implementado para refletir estas diferenças. O item A.1 do apêndice
A refere-se à parte do código de Matlab que implementa o modelo de tráfego apresentado aqui.
3.3 Programa Principal
O Gerador de Tráfego, visto no item 3.1, gera as sessões que serão utilizadas pelo Programa
Principal. O Programa Principal, por sua vez, é composto pelo CAC, Controle de Fluxo e o Estimador
de Recursos. Como introduzido anteriormente, o algoritmo de Controle de Fluxo reduz a carga na
interface aérea em momentos de sobrecarga. Basicamente em situações de congestionamento ele
trunca ou mesmo zera a taxa de transmissão dos usuários, de acordo com a prioridade dos mesmos.
O CAC faz um controle de admissão de chamadas/sessões diferenciado de acordo com a classe dos
usuários, como descrito anteriormente. O estimador de recursos assegura que os usuários iniciem
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suas transmissões com taxa mínima para não impactar a qualidade das chamadas ativas e determina
a taxa de transmissão de cada usuário com base na taxa total disponível. A partir daí os usuários
negociam suas taxas de transmissão com o Controle de Fluxo que vai determiná-las com base na
banda efetiva disponível em cada momento. O CAC vai checar a cada novo instante de transmissão
ou TTI, qual a classe do usuário que está requisitando a nova sessão. Dependendo da classe e da carga
do sistema, o usuário será aceito ou não. Existem três parâmetros que medem a utilização dos recursos
do sistema. Um mede a banda efetiva instantanea, que é a utilização da interface aérea a cada instante
de transmissão. O outro é a banda efetiva média na interface aérea, que é a banda efetiva média
utilizada em um determinado número de TTI. E por fim a banda efetiva média total, é o somatório
dos pacotes do buffer com os pacotes transmitidos na interface aérea. O buffer foi modelado de modo
a contabilizar os pacotes que ainda vão ser transmitidos e os que já estão sendo transmitidos. Assim,
a banda efetiva da interface aérea também é considerada no cálculo da banda efetiva do buffer. A
cada novo TTI, o Controle de Fluxo analisa a carga do sistema que significa quanto da banda efetiva
está sendo utilizada e verifica a qual limiar ela corresponde. Dependendo da classe e do limiar, alguns
usuários terão suas taxas, que foram previamente definidas pelo estimador de recursos, reduzidas. O
parâmetro de decisão para o Controle de Fluxo é a banda efetiva instantânea da interface aérea. O
parâmetro base para a decisão do CAC é uma média da banda efetiva total na interface aérea nos
últimos 500 TTIs. A referência é sempre o momento de transmissão anterior, de modo que os pacotes
que chegam em um TTI serão considerados no momento imediatamente seguinte.
3.3.1 Controle de Admissão de Chamadas
O parâmetro de decisão do CAC é uma média da banda efetiva total, nos últimos 500 TTIs. A
banda efetiva total é a soma da banda efetiva na interface aérea e a banda efetiva no buffer. Esta
quantidade de TTIs foi determinada a partir do resultado das simulações, visando melhorar a quali-
dade das admissões. Quando se utilizam poucos ou até apenas um TTI para se tomar esta decisão o
sistema torna-se muito susceptível a bloquear usuários devido a uma carga instantânea concentrada
num determinado TTIs. Para resolver este problema, utilizou-se uma média da banda efetiva total
do sistema num determinado número de TTI’s. Com 1000 TTI’s por exemplo, a decisão se torna
lenta e o sistema pode aceitar mais usuários do que ele pode suportar até que o CAC comece a agir.
Deste modo, encontrou-se que 500 é uma quantidade eficiente de TTIs para uma boa qualidade de
aceitações com base na banda efetiva total média do sistema. O CAC foi implementado da seguinte
forma:
• Atualização do valor médio da banda efetiva total do sistema nos últimos 500 TTI’s,
• Para cada pedido de chamada, obtém-se a classe da sessão requerindo o acesso,
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• Caso seja da classe Premium, implementada no programa como 0, verifica-se se o parâmetro de
decisão do CAC, a banda efetiva média total, é menor que o limiar T3W . Se sim, a chamada é
aceita e o contador de sessões Premium admitidas é incrementado. Caso a banda efetiva média
total seja maior que este limiar então a chamada é negada e o contador de chamadas bloqueadas
desta classe é incrementado. Se a chamada é de um usuário da classe Ouro, implementado como
1, verifica-se se a banda efetiva média total está abaixo do limiar T2W . Se estiver, a chamada
é aceita e o contador de chamadas admitidas da classe ouro é incrementado. Caso contrário o
pedido é negado e incrementa-se o contador de chamadas da classe ouro não admitidas. Se o
usuário for da classe prata, 2, verifica-se a banda efetiva média total em relação ao primeiro
limiar, T1W . Caso a banda efetiva média total esteja abaixo deste limiar a chamada é aceita
e conta como admitida, incrementando-se o contador de chamadas admitidas da classe Prata.
Caso contrário o acesso ao usuário Prata é negado, incrementando-se o respectivo contador.
3.3.2 Controle de Fluxo
O parâmetro de decisão do controle de fluxo é a banda efetiva instantânea na interface aérea. O
valor tomado para decisão é sempre referente ao TTI anterior. Deste modo se no instante n-1 a banda
efetiva total na interface aérea ultrapassar um dos limiares, no instante n os respectivos controles de
fluxos serão realizados. Isto ocorre da seguinte maneira:
• Para cada TTI, se a banda efetiva instantânea na interface aérea estiver abaixo do primeiro
limiar, todos os usuários transmitem ou recebem as taxas requeridas. Se a banda efetiva to-
tal na interface aérea estiver entre o primeiro e o segundo limiar, os usuários da classe Prata
transmitirão apenas metade da taxa requerida,
• Se a banda efetiva instantânea na interface aérea estiver entre o segundo e o terceiro limiar
(T2W e T3W ), os usuários da classe Prata tem sua taxa de transmissão zeradas e a taxa dos
usuários Ouro é reduzida pela metade,
• Se a banda efetiva instantânea na interface aérea exceder o terceiro limiar, apenas os usuários
Premium continuam transmitindo na célula. A taxa de transmissão dos usuários Ouro e Prata
são zeradas até que o sistema não esteja mais em sobrecarga.
A redução da taxa de dados pela metade foi adotada por simplicidade. Outros valores poderiam ter
sido utilizados e há a possibilidade de se calcular a redução necessária na taxa de transmissão de
acordo com os recursos disponíveis no sistema.
3.3 Programa Principal 33
3.3.3 Estimador de Recurso e Cálculo da taxa
O estimador de recursos calcula a taxa que cada usuário realizará de acordo com o quanto está
disponível. A distribuição das taxas é proporcional entre todos os pedidos. Há um limite máximo
de taxa que cada usuário pode requisitar. Se o sistema tem recursos suficientes os usuários podem
transmitir o que possuem no buffer desde que não exceda o limite máximo por usuário. Se a taxa re-
querida é menor que a quantidade de recursos disponíveis no sistema, o estimador de recursos divide
os pacotes disponíveis proporcionalmente entre os usuários, dependendo do quanto está disponível e
quanto cada um está requisitando. O estimador de recursos também possui uma função de Controle
de Congestionamento, do inglês Congestion Control. Basicamente ele elimina os usuários que tem
pacotes no buffer mas não estão transmitindo por um determinado intervalo de tempo. Isto acon-
tece quando um usuário de menor prioridade tem pacotes pra transmitir mas o sistema encontra-se
numa região onde ele tem sua taxa zerada pelo Controle de Fluxo. Este trabalho no entanto foca
no Controle de Admissão de Chamadas e no Controle de Fluxo, utilizando um simples Controle de
Congestionamento de modo a eliminar os usuários que tem conteúdo pra transmitir mas ficam muito
tempo proibidos de fazê-lo.
Capítulo 4
Resultados
Para a verificação da performance do Multi três diferentes cenários foram simulados. No primeiro
caso, ou Caso A, compara-se o comportamento do Multi com aquele de um algoritmo denominado
Single, composto por apenas uma condição, o qual será melhor explicado no item 4.1. No Caso B,
simula-se o Multi considerando-se uma distribuição aproximadamente igual de usuários Premium,
Ouro e Prata, o qual será abordado no item 4.2. Por fim, no Caso C, simulam-se alguns dos sub-
casos apresentados nos casos A e B, porém utilizando-se um modelo de tráfego mais leve. Para a
simulação destes cenários, foram consideradas seis diferentes λ: 0,10; 0,13; 0,15; 0,18; 0,20 e 0,25,
simulando-se diferentes níveis de carregamento do sistema. Quando λ = 0, 10 o sistema está le-
vemente carregado e quando λ = 0, 25 o sistema está extremamente carregado. Ainda, no caso do
algoritmo Multi, para cada taxa de chegada, testaram-se pelo menos sete diferentes conjuntos de li-
miares T1, T2 e T3. A nomenclatura utilizada para identificar os limiares é exemplificada na Tabela
4.1. O modelo de diferenciação de classes proposto é flexível e, neste trabalho, considera-se que cada
classe de usuário representa um tipo de tráfego. A diferença entre os tipos de tráfego implementa-
dos acontece a partir da diferença dos parâmetros da fonte on-off como explicado anteriormente no
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4.1 Caso A
Neste cenário, compara-se a performance do algoritmo Multi com o algoritmo denominado Sin-
gle. Este algoritmo é composto por uma única ação a qual é descrita abaixo.
1. Se Be(n) > T3W , with T3W < Wt(1− ETA), então o sistema encontra-se em sobrecarga e
todos os usuários são bloqueados, e todos os usuários têm sua taxa de transmissão zeradas.
O algoritmo Single é o que mais se aproxima das propostas da literatura, uma vez que ultrapas-
sado o limiar de banda efetiva do sistema, qualquer pedido de nova conexão é negado e a taxa de
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transmissão de todos os usuários é zerada até que a condição de sobrecarga não esteja mais presente.
Um conjunto de simulações foi realizada para os dois algoritmos. Seis diferentes λ são consideradas
(0,10; 0,13; 0,15; 0,18; 0,20 e 0,25), com o intuito de simular diferentes níveis de carga do sistema,
como explicado anteriormente no Capítulo 3. No caso do algoritmo Multi, para cada taxa de chegada,
testaram-se pelo menos sete diferentes conjuntos de limiares T1, T2 e T3, de acordo com a Tabela 4.1.
Para o algoritmo Single testou-se alguns limiares entre 70% a 95% da banda efetiva total disponível
no sistema. Para cada conjunto de limiar no caso do algoritmo Multi verifica-se a quantidade de
sessões admitidas e bloqueadas por classe, a utilização da interface aérea em relação ao Single e a
estabilidade do sistema. Esta última foi avaliada por análise gráfica sendo que o critério considerado
foi a possibilidade de o sistema tornar-se instável caso ultrapassasse em algum momento o limiar
Wt(1-ETA). Deste modo, se este limiar é atingido poucas vezes ou mesmo não é atingido o sistema
tem menor probabilidade de tornar-se instável que um outro onde este limiar é atingido várias vezes.
No entanto, é importante que mesmo que esta região seja atingida esporadicamente o sistema volte à
zona de estabilidade rapidamente. Para o Single verifica-se a probabilidade de bloqueio total, utiliza-
ção da interface aérea e estabilidade. O mesmo arquivo de tráfego é usado como entrada para ambos
os algoritmos, sendo que há pelo menos um para cada taxa de chegada.
Tab. 4.1: Conjunto de limiares usados na simulação
T1 (%) T2 (%) T3 (%) Nomenclatura Comentário
90 93 95 909395 Somente para o caso λ =
0, 10
88 90 92 889092 Somente para o caso λ =
0, 13
70 75 90 707590
70 80 90 708090
70 85 90 708590
75 85 90 758590
75 90 95 759095
80 85 90 808590
80 90 95 809095
85 90 95 859095 λ = 0, 15 0, 18 0, 20
Uma vez que este caso considera o tipo de tráfego como fator de diferenciação entre as classes
adotou-se a distribuição de classes de acordo com [16]. A distribuição das classes de usuário para o
Caso A é apresentada na tabela 4.2. Cada pacote tem 9,6 kbits e X = 3.
Os resultados mostram que a escolha dos limiares será mais ou menos importante de acordo com
o carregamento do sistema. Para taxa de chegada igual a 0,10, a diferença entre a probabilidade
de bloqueio entre o caso de limiar mais conservador (707590) e o mais agressivo (859095) é de
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Tab. 4.2: Distribuição de usuários de acordo com as classes - Caso A
Usuário %
Classe 0 ou Premiun 15
Classe 1 ou Ouro 40
Classe 2 ou Prata 45
2,3%. Para taxa de chegada 0,25 esta mesma difereça chega a 6,4%. Quando a taxa de chegada
é 0,18 pode-se diminuir a probabilidade de bloqueio em até 10% variando-se os limiares entre o
mais conservador e agressivo, sendo que o mais conservador começa a bloquear antes e por isso o
valor do limiar T1 é mais baixo, próximo a 70%. A variação das probabilidades de bloqueio entre
classes é percentualmente parecida para os mesmos conjuntos de limiares nos diferentes níveis de
carregamento do sistema. Quando se aumenta a diferença entre o primeiro e o segundo limiar de
707590 para 708090 por exemplo, tem-se uma maior admissão de usuários classe Ouro o que é
facilmente compreensível já que é no segundo limiar que se inicia o bloqueio dos usuários destas
classe. Percebe-se um compromisso entre a probabilidade de bloqueio total e a probabilidade de
bloqueio da classe Premium em função do limiar T1 escolhido. Quando T1 está próximo a 70% a
probabilidade de bloqueio da classe Premium é mais baixa porém a probabilidade de bloqueio total
é um pouco maior do que poderia ser com um T1 mais alto. Pode-se citar como exemplo o caso do
λ = 0, 20 com com conjunto de limiares 758590, a probabilidade de bloqueio da classe Premium é
2,88% enquanto a total é 30,22%. Usando-se 859095, a probabilidade de bloqueio da classe Premium
passa para 10,58% enquanto a total cai para 24,86%. Esta tendência também foi observada para as
taxas de chegada a partir de 0,13. Isso acontece pois quando escolhe-se o limiar T1 mais próximo a
70% o sistema começa a bloquear usuários da classe Prata mais cedo e o tráfego na interface aérea
de certa forma é reduzido, no entanto a probabilidade de bloqueio total é mais alta porque o sistema
começa a bloquear quando um nível menor de banda efetiva está sendo utilizado pelos usuários ativos.
Com T1 mais alto, mais chamadas são aceitas e o Controle de Fluxo leva mais tempo para balancear a
carga na interface aérea, deste modo, o bloqueio é menor mas o sistema ultrapassa mais vezes o limiar
de bloqueio da classe Premium, aumentando a probabilidade de bloqueio dessa classe. Assim, para
cada λ existe um certo conjunto de limiar que obteve o melhor desempenho com relação ao bloqueio
total e um outro conjunto de limiar que favorece a prioridade entre as classes. A tabela 4.3 apresenta
os conjuntos de limiares que obtiveram o melhor desempenho considerando-se a probabilidade de
bloqueio total. A tabela 4.4 mostra os conjuntos de limiares onde a probabilidade de bloqueio total é
um pouco prejudicada em benefício da prioridade de probabilidade de bloqueio entre as classes. Para
os sistemas com taxa de chegada maior que 0,18, há um risco maior em se utilizar limiares cujo T1 está
acima de 85%, já que o sistema atinge algumas vezes a sua capacidade de pólo. No entanto, devido à
ação dos mecanismos de controle, o sistema volta rapidamente à estabilidade, o que mostra a eficácia
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do algoritmo proposto mesmo em casos de altissíma carga. Porém, para se oferecer um serviço mais
seguro em situações de alta carga pode-se utilizar um conjunto de limiares que aumente um pouco a
probabilidade de bloqueio mas mantenha o sistema mais longe das áreas de instabilidade. Este é o
caso do conjunto de limiares 809095 com taxa de chegada 0,25. A probabilidade de bloqueio neste
caso é 38,4%, a menor desta condição de carga. Porém, de acordo com a Figura 4.1, verifica-se que em
alguns instantes o sistema ultrapassa o último limiar. Assim, com o intuito de deixar o sistema mais
seguro, poder-se-ia utilizar o conjunto de limiares 758590. Isto aumenta a probabilidade de bloqueio
em 5,3% e diminui a utilização da interface aérea em aproximadamente 4%. Porém, considera-se
que a qualidade das chamadas em andamento é melhor garantida pelo fato de o sistema atingir menos
vezes a zona de instabilidade (Figura 4.2).












0,1 909295 0,0 0,0 0,62 0,26
0,13 889092 2,78 4,87 5,24 4,7
0,15 859095 0,0 5,33 15,60 9,14
0,18 859095 6,09 9,31 27,3 16,61
0,2 859095 10,6 20,0 33,53 24,86
0,25 758590 8,51 26,24 70,03 42,8












0,1 909295 0,0 0,0 0,62 0,26
0,13 809095 0,0 1,57 10,62 5,52
0,15 809095 0,0 2,21 21,20 10,38
0,18 759095 1,74 4,86 43,49 21,56
0,2 759095 0,3 7,59 58,38 29,81
0,25 708090 0,71 29,83 74,06 44,78
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Fig. 4.1: Multi - λ 0,25 - 809095












Fig. 4.2: Multi - λ 0,25 - 758590
Com relação ao Multi, verifica-se que a taxa de bloqueio dos usuários Premium é sempre a menor
entre as três classes. Este comportamento é esperado uma vez que os usuários Premium só são blo-
queados ou têm suas taxas de transmissão diminuídas caso o sistema ultrapasse o terceiro limiar. Os
usuários Ouro, têm sempre uma taxa de bloqueio menor que os usuários Prata, conforme exibido na
figura 4.3. No entanto, a escolha dos limiares T1 e T2 definem esta diferença, que pode ser maior ou
menor dependendo do valor dos mesmos. Os valores de todas as simulações podem ser vistos nas
tabelas da Seção Estes últimos são os mais prejudicados como era previsto. A taxa de bloqueio dos
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usuários Prata é sempre maior e representa a maior parte das sessões bloqueadas. Comparando-se os
resultados descritos acima com os obtidos a partir da simulação do algoritmo Single, pode-se con-
cluir que o Multi oferece menores probabilidades de bloqueio e melhor utilização da interface aérea.
Ainda, apesar de ambos os algoritmos serem capazes de manter a estabilidade do sistema, o Multi
introduz um esquema de diferenciação de classes na interface aérea. O Single também oferece estabi-
lidade ao sistema, no entanto ele bloqueia os usuários indiscriminadamente. Assim, o Multi apresenta
a vantagem de agregar a diferenciação de serviços e oferecer uma melhor utilização da interface aérea.
Os resultados da comparação entre o Single e o Multi estão na Tabela 4.5. É importante ressaltar que
os limiares apresentados para o Single consideram o melhor desempenho levando em consideração a
probabilidade de bloqueio porém considerando também a estabilidade do sistema. Com a utilização
de limiares mais agressivos do que os apresentados na tabela 4.5 o sistema atinge mais vezes a região
de instabilidade ou gera pico de dados que utiliza muito mais banda do que o sistema pode suportar.
Como exemplo, pode-se comparar o resultado da simulação Single com λ = 0, 18 e dois limiares,
75% e 85% como mostram as figuras 4.4 e 4.5 respectivamente. Percebe-se que o comportamento do
sistema na primeira figura é mais estável do que o da segunda.




















 Total Multi Alg.
Prob. Bloqueio Multi X Single - Best Fit
Fig. 4.3: Multi X Single - Best Fit
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Tab. 4.5: Multi X Single
λ Conj. de Li-
miares



































Fig. 4.4: Single - λ 0,18 - 75
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Fig. 4.5: Single - λ 0,18 - 85
É importante ressaltar que se variou o carregamento do sistema do caso leve (1 nova sessão a cada
9,5 segundos) até o extremamente carregado (1 nova sessão a cada 4 segundos), onde a probabilidade
de bloqueio já era em si bastante alta com qualquer conjunto de limiares. No entanto, para estes
casos está-se testando a estabilidade do sistema, ou seja, sua capacidade de atuar numa região segura
devido aos mecanismos de controle implementados. O conjunto de limiares que gerou o melhor com-
portamento do sistema considerando-se taxa de chamadas bloqueadas, utilização da interface aérea
e estabilidade, assim como os respectivos resultados são apresentados na figura 4.3. Os respectivos
valores podem ser encontrados na tabela 4.7.
4.2 Caso B
No Caso B analisa-se a performance do Multi considerando que usuários das classes Premium,
Ouro e Prata têm a mesma probabilidade de iniciar uma sessão. Neste caso, a distribuição de tráfego
utilizada é apresentada na tabela 4.6.
Tab. 4.6: Distribuição de usuários de acordo com as classes - Caso B
Usuário %
Classe 0 ou Premium 33.3
Classe 1 ou Ouro 33.3
Classe 2 ou Prata 33.3
Os conjuntos de limiares que apresentaram a melhor performance no Caso A são usados na simu-
lação do Caso B. Assim como no Caso A, para cada conjunto de limiares, verificaram-se a quantidade
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de sessões admitidas e bloqueadas por classe, a utilização da interface aérea e a estabilidade do sis-
tema. Cada pacote tem 9,6 kbits e X = 3.
Tab. 4.7: Conjunto de Limiares Simulados - Caso B







Neste caso, todas as classes têm a mesma prioridade de originar uma sessão e o número de pacotes
na interface aérea aumenta porque há mais usuários da classe Premium. Assim, a taxa de bloqueio
tende a ser um pouco mais alta já que o tráfego na interface aérea é mais intenso e os limiares são
atingidos antes. Isto ocorre principalmente a partir do λ = 0, 15, como pode ser visto na Figura 4.2.
Apesar do bloqueio ser um pouco maior que no Caso A, a diferenciação de classes na interface aérea
é mantida (tabela 4.7). A quantidade de sessões Premium, Ouro e Prata é praticamente a mesma e
usuários da classe Prata apresentam a maior taxa de bloqueio, seguidos pelos usuários Ouro e então
Premium (tabela 4.8). Assim, pode-se mostrar que mesmo considerando uma proporção igual entre
sessões de diferentes classes a diferenciação entre as mesmas é mantida. As figuras da sessão 4.5
mostram os gráficos de banda efetiva na interface aérea e banda efetiva no buffer. Pode-se perceber
que para todos os casos o sistema sempre volta a região de estabilidade, ou seja, abaixo do último
limiar.












0,1 909295 0,0 0,0 0,0 0,0
0,13 889092 0,61 2,04 2,65 1,74
0,15 859095 5,49 10,44 19,77 11,83
0,18 859095 8,33 22,51 33,66 21,03
0,2 859095 3,4 10,4 13,6 24,9
0,25 758590 18,7 34,52 75,47 43,6
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Caso A X Caso B - Best-Fit
Fig. 4.6: Bloqueio Total X λ Caso A X Caso B





























Fig. 4.7: Same - Best-Fit
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4.3 Caso C
O objetivo do Caso C é mostrar que o desempenho do esquema proposto está bastante atrelado ao
modelo de tráfego utilizado. Neste caso, simula-se o sub-caso com maior nível de bloqueio do Caso
A mas considerando-se um modelo de tráfego mais leve. Neste caso, em vez de utilizar 3 pacotes
de 9,6 kbits, foi utilizado apenas 1. Através da Tabela 4.7 verifica-se que, o nível de bloqueio do
pior caso (λ = 0, 25) foi bastante reduzido, e para obter-se os mesmos níveis de carregamento que
nos casos A e B poder-se-ia utilizar uma taxa de chegada mais alta. Assim, uma taxa de chegada de
0,3 ou 0,32 ofereceria um mesmo nível de carga que o caso A com 3 pacotes e λ = 0,25. Porém, no
fim, embora valores diferentes de λ e modelos de tráfego distintos possam ser utilizados para obter-se
resultados similares o importante é que para ambas combinações o sistema é capaz de voltar a área
de estabilidade, e a diferenciação entre as classes é mantida. As tabelas com os principais resultados
da simulação dos casos A, B e C são apresentadas na seção 4.4.











0,25 809095 1,9% 7,8% 28% 37,7%
0,25Light 809095 1,9% 2,9% 30,05% 14,5%
4.4 Tabelas
Esta seção apresenta os resultados da simulação para cada caso simulado nos Casos A, B e C.
As tabelas contém os conjuntos de limiares que foram estudados para cada taxa de chegada. Os
limiares que não contém letras representam o Multi com distribuição de classes de usuários conforme
utilizado no Caso A. Os limiares cujo título começa com Same são utilizados no Caso B onde tem-se
uma distribuição igual de classes de usuários. Os itens que iniciam com NoClass estão relacionados
ao algoritmo Single e são também estudados no Caso A. Por fim, o caso Light é simulado apenas para
taxa de chegada 0,25 e representa o Caso C.
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707590 0,0 2,48 3,73 2,62
708090 0,62 4,97 2,36 2,36
708590 0,62 4,97 2,36 2,4
758590 0,0 0 3,73 1,57
759095 0,0 0 3,73 1,57
808590 0,0 1,24 2,48 1,57
809095 0,0 0 3,11 1,31
909295 0,0 0,0 0,62 0,26
Same909295 0,0 0,0 0,0 0,0
NoClassT93 0,52
NoClassT90 1,05













707590 0,0 5,76 17,26 10,2
708090 0,0 2,09 20,35 10,2
708590 1,39 0,52 20,80 10,02
758590 1,39 2,09 13,72 7,36
759095 1,39 0 14,60 6,95
808590 0 1,57 10,62 5,52
809095 2,78 3,14 10,18 6,34
889092 0,4 2,0 2,2 4,7

















707590 0,0 13,72 28,40 18,25
708090 0,0 6,19 33,20 17,35
708590 2,41 3,10 33,20 16,46
758590 2,41 4,87 26,40 14,13
759095 1,2 1,77 28,4 13,6
808590 0,0 3,9 7,5 11,5
809095 0,0 0,9 9,5 10,4
859095 0,0 9,78 16,8 9,1

















707590 0,0 16,6 45,55 26,6
708090 0,87 9,72 49,66 25,2
708590 0,87 6,07 51,03 25.2
758590 3,48 8,5 40,07 21,71
759095 1,74 4,86 43,49 21,56
808590 5,22 12,55 30,72 19,39
809095 3,48 5,67 35,15 18,47
859095 6,09 9,31 26,37 16,36


















707590 0,0 27,24 51,20 34,34
708090 0,0 14,83 61,08 33,9
708590 1,92 9,66 63,17 33.1
758590 2,88 15,52 51,50 30,2
759095 0,0 7,59 58,38 29,81
808590 11,54 20,0 39,52 27,7
809095 5,77 11,72 46,41 26,8
859095 10.58 20,0 33,53 24,86

















708090 0,71 29,83 74,06 44,8
708590 6,38 19,34 80,10 44,1
758590 8,51 26,24 70,03 42,8
759095 4,26 16,85 73,8 40,0
808590 12,77 33,70 53,15 39,0
809095 12,06 19,34 63,48 37,7
Same758590 18,73 34,52 75,47 43,61
Same809095 17,73 30,97 72,36 41,03
Light859095 4,49 4,80 16,53 9,56




4.5 Gráficos de Banda Efetiva
Esta seção mostra os gráficos de banda efetiva total e na interface aérea para os cenários que
obtiveram o melhor desempenho nos casos A, B e C estudados anteriormente neste capítulo. As
figuras cujo título contenha Multi ou Single pertencem ao Caso A, os gráficos que são reconhecidos
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por Multi-Same são estudados no Caso B e finalmente o gráfico Multi-Light é abordado no Caso C.
Todos os gráficos são padrões e a curva em vermelho (superior) representa a banda efetiva total e
é composta pela soma da banda efetiva no buffer com a banda efetiva utilizada na interface aérea.
O gráfico em azul (inferior) representa a banda efetiva na interface aérea. As linhas horizontais
representam os limiares referenciados a banda efetiva disponível no sistema, sendo que a primeira
linha de baixo para cima é T1W e depois T2W , T3W e a superior é W . No eixo Y tem-se a banda
efetiva em MHz e no eixo X o tempo.












Fig. 4.8: Multi - λ 0,10 - 909295














Fig. 4.9: Multi - λ 0,13 - 889092
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Fig. 4.10: Multi - λ 0,13 - 889092 - Same
















Fig. 4.11: Multi - λ 0,18 - 859095
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Fig. 4.12: Multi - λ 0,18 - 859095 - Same















Fig. 4.13: Multi - λ 0,20 - 859095
Capítulo 5
Conclusões
Um novo e original algoritmo foi apresentado. Resultados preliminares mostram que é possível
ajustar o conjunto de limiares de acordo com a carga de tráfego do sistema de modo a mantê-lo em
uma região de estabilidade. Além disso, a escolha dos limiares afeta diretamente a probabilidade de
bloqueio. Quando o sistema está levemente carregado a variação dos limiares causa uma pequena
diferença na probabilidade de bloqueio. Nestes casos, é importante observar que se o limiar T1 é
muito baixo ou próximo a 70% novas sessões podem ser bloqueadas sem que necessariamente o
tráfego do sistema esteja aumentando rumo a uma situação de sobrecarga. Assim, quando o sistema
encontra-se levemente carregado, o que neste trabalho pode ser representado pelas taxas de chegada
0,10 e 0,13, pode-se subir o limiar T1 para próximo a 90% e reduzir a taxa de bloqueio. Por outro lado,
quando o sistema está altamente carregado, por exemplo, λ 0,25, os limiares devem ser escolhidos de
modo a começar a bloquear próximo a T1 = 75% para que os sistema tenha tempo de agir contra a
quantidade excessivas de sessões que tentam ser iniciadas. Utilizar o limiar T1 > 85% nestes casos
é bastante arriscado e pode levar o sistema a regiões de instabilidade mesmo que momentâneas. A
estratégia de bloqueio gradual foi introduzida a partir da utilização de três limiares de decisão para os
algoritmos de CAC e Controle de Fluxo. Ela permite que os usuários de classes de menor prioridade
usufruam dos recursos do sistema até que o segundo limiar seja atingido. Neste ponto o sistema está
sob escassez de recursos e os usuários de maior prioridade serão beneficiados. Assim, os usuários da
classe Prata são sacrificados em benefício dos usuários Ouro e Premium e os recursos do sistema es-
tão sempre utilizados. Assim, através da implementação da estratégia de bloqueio gradual e controle
de fluxo a utilização da interface aérea tende a ser melhorada. Os resultados prelimiares mostram
que maiores desenvolvimentos e investigações são interessantes uma vez que o algoritmo proposto
pode até funcionar como um mecanismo de QoS. Entretanto, em redes de terceira e quarta geração,
onde a transmissão de dados por pacotes assume o papel principal, outros parâmetros como Atraso
e taxa de erro devem ser considerados além da taxa de queda de chamadas e nível de bloqueios para
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que se possa considerar um mecanismo de QoS. Assim, uma sugestão para pesquisas posteriores é
estudar o comportamento do algoritmo com relação a taxa de quedas de chamadas, atraso e taxas de
transmissão para validá-lo como um provedor de QoS. Uma outra possibilidade é ter-se os limiares
atualizados dinamicamente de acordo com a carga do sistema. Neste caso, sob baixa carga os limi-
ares podem estar configurados de modo mais agressivo e assim aceitar mais sessões. Ao perceber o
aumento da carga o sistema automaticamente muda os limiares para um conjunto mais conservador,
que bloqueia mais usuários mas mantem o sistema numa região estável preservando a qualidade das
comunicações em andamento. Ainda, há a possibilidade de se implementar uma redução gradual
da taxa de transmissão de acordo com os recursos do sistema. Deste modo, ao invés de se reduzir
a taxa das chamadas de uma determinada classe pela metade, um cálculo seria feito para que fosse
determinada a taxa máxima que cada usuário poderia transmitir. Também é importante enfatizar a
flexibilidade do esquema de prioridades de classe proposto. Neste trabalho, as três classes foram
utilizadas de modo a representar diferentes tipos de tráfego. No entando, elas também poderiam
classificar diferentes pacotes de serviços oferecidos pela operadora. Por exemplo usuários Premium
contratariam um pacote mais oneroso mas que garante uma maior taxa de dados, maior acessibilidade
ao sistema, menor atraso. Do mesmo modo os usuários Prata teriam acesso aos recursos do sistema
sempre que eles estejam disponíveis, mas com o aumento de tráfego eles seriam os primeiros a ser
prejudicados e os que teriam menor probabilidade de acesso ao sistema. O preço do pacote, no en-
tando, reflete as condições e vantagens existentes em cada um. Esta abordagem oferece vantagens
tanto para as operadoras quanto para os usuários. Os usuários pagam pelo que necessitam e as opera-
doras podem gerenciar melhor os recursos das suas redes, além de conhecer mais facilmente o perfil
dos seus usuários.
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Apêndice A
Apêndice A
Este capítulo contém o código em MatLab do programa simulado para a análise de performance
do Multi.
A.1 Gerador de Tráfego





P=[]; P1=[]; P2=[]; pTs=[]; s=0; Ts=0;
while Ts < 60*60 % 60 min de traço.
WTs= exprnd(1/lambda_s); % Tempo entre as chegadas das sessoes












% 10 min ~ exp ou 3 min det de permanencia na cel
r= rand;



























while s <= T_perm
temp=0;
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end
temp=0;



















clear all close all
SIR_d= 10^(10/10); %10dB
T_s= 0.02; % Time slot
eta= 0.3; % Loading
R_max_v= 9.6e3; % Taxa maxima de transmicao para usuarios de voz
R_MAX= 32*R_max_v; % Taxa maxima de transmicao para usuarios de dados
W= 3.75e6;
% limiares:




bevp=[]; % Medio total
bevpe=[]; % So interface aerea
bevnt0= []; bevnt1= []; bevnt2= [];
Wsize=500; % Janela de medicao
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%




k= 0; % usuarios de voz activos
N_v_a= []; % fila para os usuarios de voz ativos





tsaps0=0; % sessoes admitidas por slot, numero
tsnaps0=0; % sessoes nao admitidas por slot, numero
tsaps1=0; % sessoes admitidas por slot, numero
tsnaps1=0; % sessoes nao admitidas por slot, numero
tsaps2=0; % sessoes admitidas por slot, numero
tsnaps2=0; % sessoes nao admitidas por slot, numero
contador_pacotes_tx=0;
while not(isempty(find(inic_session>n)))
Enquanto houverem sessões que começaram em um slot maior que n














if p < pp
k=k;









if num_session_adm > 0 % se existem sessoes admitidas








Controle de Admissao de Chamada
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if not(isempty(find(inic_session==n))) % se



































































if num_session_adm > 0
bevn=sum([base_station.rate])*SIR_d+SIR_v*R_max_v*k;






































































































bevnp= [bevnp bevn]; % Instantaneo
bev=sum([base_station.be])+sum([base_station.beb]);
bevp= [bevp bev]; % Medio
beve=sum([base_station.be]);
bevpe= [bevpe beve]; % Medio
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Estimador de Recursos
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
R_tot_w= (W*(1-eta)-SIR_v*R_max_v*k)/SIR_d;






else % senao ha recursos




















while i <= length(base_station)













while i <= length(base_station)
if length(find(n >= session(base_station(i).session_adm).slot)) ==
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length(session(base_station(i).session_adm).slot)
& (base_station(i).buffer == 0)
base_station(i)=[];
num_session_adm= num_session_adm-1;
end
i=i+1;
end
end
if mod(n,5000)==0
