We take advantage of the availability of precision parallax data from Gaia Data Release 2 together with machine learning to develop a set of equations for transforming Tycho-2 (VT, BT) magnitudes into the Johnson-Cousins (J-C) system. Starting with data for 558 standard stars with apparent magnitudes brighter than 11.0, we employed one step supervised learning with weight decay regularization and 10-fold cross validation to produce a set of transformation equations from Tycho-2 into J-C, which in turn were used to derive transformations of the Tycho-2 standard deviations into the J-C system. Both the aggregated cross validation data sets and the in-sample results from the final training were essentially unbiased (average errors << 1 mmag in both B and V) and had error standard deviations comparable to those of the input data. Comparison of errors in-and out-of-sample indicate modest generalization error growth. Moreover, testing of the distributions of the normalized errors indicated that the predicted standard deviations are accurate, enabling them to be reliably employed in the suitability ranking of comparison star candidates. These results thus enable utilization of a substantial portion of the 2.5 million star Tycho-2 data set as comparison stars for two-color bright star ensemble photometry.
INTRODUCTION
This work was motivated by the need for accurate B and V band comparison stars in support of bright star (magnitude ≤ 11) ensemble photometry. In particular, the need was for a database of suitable comparison and check stars to enable formation of ensembles of circa 10 stars, matched to the target within 2 magnitudes, and bracketing it in color index, within a field of view that measures a few degrees on a side. The Tycho-2 database [ESO, 1997] , [Høg, et al., 2000] provides the appropriate magnitude range and spatial density, but the Tycho-2 VT and BT filters are not precisely aligned with the corresponding V and B filters in the standard Johnson-Cousins (J-C) system. Consequently, we sought to find a method for converting the Tycho-2 magnitudes into their J-C counterparts in such a manner that we could also convert the Tycho-2 measurement standard deviations into corresponding J-C values. This latter requirement results from the need to choose the most accurate values from the list of candidate stars. Furthermore, we sought assurance that predictions based on one set of stars would accurately apply to others.
A number of Tycho-2 to J-C conversion algorithms have been published. [ESA, 1997] ; [Bessell, 2000] ; [Mamajek, Meyer & Leibert, 2002; 2006] . All of these are quite suitable for many purposes, but either lack universality (application across the Hertzsprung-Russell diagram), or the means for predicting estimated standard deviations or out-of-sample errors, and in some cases exhibit in-sample bias. (No criticism is intended: The tools and data that make this paper possible did not exist when they published their papers.) The present work is an attempt to remedy those limitations. In particular, our goals were to: (1) provide a tool that can be applied using readily available quantitative data; (2) allow estimation of error standard deviations based on those of the input data on a star by star basis, (3) include a means for estimating out-of-sample errors, and (4) reduce statistical bias.
1.1 Approach Our approach to meeting the above stated goals involved two aspects that differentiate this work from that preceding it. We have abandoned reliance on spectral class and luminosity class taxonomies in favor of using parallax corrected magnitudes together with color indices. An underlying assumption, proven correct by the results, was that parallax corrected magnitudes are adequate surrogates for absolute magnitudes. Absolute magnitude together with color index χ ≡ BT-VT provides an unambiguous, quantitative mapping of the entire Hertzsprung-Russell diagram, and is therefore perfectly suited to the application of a quantitative mathematical approach. Implementation of our idea was made possible by the large scale, sub-milliarcsecond precision parallax measurement program carried out by the Gaia mission [Gaia Collaboration, 2016] and particularly by Gaia Data Release 2 [Gaia Collaboration, 2018] .
The second distinctive aspect of our approach, as compared to earlier work, and enabled by the quantification of star characteristics, was to employ machine learning, in particular one step supervised learning. That method requires use of a data set comprised of known values to be fit by the hypotheses, said set ideally separated into a larger subset employed to train the algorithm (the training set) and a smaller set used to measure its performance (the validation set). Validation set statistics provide a prediction of how well the final hypothesis will perform on data upon which it has not been trained (out-of-sample data). As will be discussed below, however, our data set was not of sufficient size to allow the ideal procedure to be followed, and so we employed a technique known as cross validation. A fundamental problem of fitting in general is that the data are noisy. In the present case, both the sample data (Tycho-2 VT and BT) and the standard stars (V and B) contain noise. To guard against fitting noise, we limit the number of degrees of freedom of our hypothesis set, and employ regularization to further smooth the fit.
In section (2), we discuss our methodology for training and validation data selection. In section (3) we discuss hypothesis selection and training methodology. Section (4) presents validation and full training results, including tabulation of the coefficients and equations for transforming Tycho-2 magnitudes and standard deviations into the J-C system. The appendix contains the complete data set used in performing the work.
Note on Terminology
Throughout this paper, we use the symbol χ to represent the quantity BT -VT, the color index in the Tycho-2 system. Magnitudes are represented in two ways: in upper case to represent apparent magnitudes, and in lower case to represent parallax corrected magnitudes. The letters M and m are used to designate apparent and parallax corrected magnitudes, respectively, when discussing general relationships. Stars having bt < 4.0 and χ > 0.6 are referred to as "GR" stars to avoid possible confusion with a conventional category that they encompass.
DATA SELECTION
We identified three sources of standard star data: [Menzies et al., 1989] ; [Landolt, 1983]; and [Kilkenny et al., 1998 ]. The common underlying properties of these databases include numerous bright stars with measured V and B magnitudes in the J-C system with error standard deviations of less than 10 millimagnitudes (mmag), and typically with error standard deviations of 5 mmag.
The Tycho-2 data were selected from a single database, that of Høg, et al. [Høg, et al., 2000] , downloaded from VizieR 2 Unless otherwise indicated, all data beyond those included in the three source papers were accessed via VizieR.
2 http://vizier.u-strasbg.fr/viz-bin/VizieR All candidate data were subjected to a quality control procedure before being accepted. This procedure included culling out stars that were too dim (dimmer than magnitude 11.0) because the accuracy of the Tycho-2 data diminish with magnitude. While there are Tycho-2 stars dimmer than 11.0 that have suitable (< 50 mmag) standard deviations, we chose that limit so as to have a clearly delineated boundary on the applicability of our results. Then, known variable and double stars (including spectroscopic doubles) were eliminated. This involved, in the case of double stars, a star by star search through the Tycho Double Star catalog [Fabricius, et. al. 2002] , and in case of variables, a star by star search through the General Catalog of Variable Stars [Samus', 2017] 3 . A further culling was necessary in the case of the Kilkenny stars. Within that database, there were a number of stars having magnitudes based on very limited numbers of observations. Assuming the errors to be normally distributed, we performed a χ 2 test [Sachs, 1984; p. 259] using sample size and sample standard deviation to test H0: the population standard deviation is less than or equal to 0.010 magnitudes at α = 0.05, retaining only those stars for which we failed to reject H0. At the end of the process we were left with 558 stars, the details for which are listed in the Appendix. 
HYPOTHESIS SELECTION AND TRAINING METHODOLOGY
The fields of data science and physics often invoke different approaches when it comes to fitting equations to data; in the former, preliminary data exploration is generally considered to be data snooping and is discouraged. On the other hand, when underlying physical processes are at least partially understood, the discarding of unnecessary degrees of freedom leads to a reduction in overfitting and possibly to better performance in terms of error minimization, both in and out-of-sample.
Preliminary Data Exploration
As our approach had the novel aspect of discarding especially luminosity class information in favor of parallax corrected magnitudes, it was thought prudent to make plots of J-C versus Tycho-2 magnitudes to inform the subsequent development of fitting polynomials. A plot of v versus vt yielded a very nearly linear relationship across the range from vt = +7.53 to vt = -6.08. As the spread of the data was reasonably small (computed R 2 = 0.999) there was good reason to expect a successful fit using a single polynomial. The plot of b versus bt, by contrast, yielded a configuration that would obviously require two polynomial fits. As indicated in Figure ( 2) the data, spanning a range in bt from +8.99 to -6.20, appear to be well fit (R 2 ≥ 0.99) by a pair of lines. It was found by examination of the data that the line with greater slope (stars plotted in red) included stars having χ > 0.6 and bt < 4.0, with some uncertainty due to the relative paucity of data points. Hereafter, we designate stars for which χ > 0.6 and bt < 4.0 as GR 4 stars. The realm of the GR stars in (χ, bt) space is depicted in Figure (1) as the region in the upper right bounded by the dotted lines.
Hypothesis Selection
From the point of view of data science, if the target function is to be fit by a polynomial of maximum degree n in two independent variables, then there are (n+1)(n+2)/2 degrees of freedom (polynomial terms) if the deleterious effects of data snooping are to be avoided. Add a degree of freedom for the single weight decay parameter λ used in regularization, and the number of degrees of freedom becomes (n+1)(n+2)/2 + 1. Good data science practice suggests having at least 10 data points per degree of freedom [AbuMostafa, Magdon-Ismail and Lin, 2012, p.57] . Thus since the GR data set comprises but ca 180 stars, of which no more than ca 160 are available for training, we would be restricted to a 4th degree polynomial were we to follow the normal data science approach.
We argue that physics places natural constraints on the relationship between the Tycho-2 and J-C data that enable us to avoid the above conundrum. First, both measurement systems are linear, and for that reason we expect a strong linear relationship between the corresponding Tycho-2 and J-C magnitudes. This applies whether we form the relationships between apparent or parallax corrected magnitudes, because the parallax correction amounts to the same additive term applied to both quantities. Second, we expect there to be a nonlinear relationship owing to the fact that the respective filter passbands are not identical, resulting in different responses even to a perfect blackbody, as a function of temperature and therefore of color index. When real world features such as absorption lines of varying quantity, location, width and depth are added to the mix, the relationship becomes not only more complex, but more sample-dependent. Thus we are motivated to use a hypothesis set in which there are linear terms in both parallax corrected magnitude and χ, low order terms in their products, and higher order terms in χ only. While the earlier efforts cited above employed expansions to third degree in χ, it is clear in retrospect that a higher order polynomial is necessary to reduce bias and increase scope. Ultimately, it was decided to employ a thirteen term polynomial including up to the 6th power of χ. The particular polynomial chosen yields a data row vector of form 
where m = vt or bt according to which of the J-C magnitudes was being fit. The objective of the supervised learning exercise then became determining the values of the thirteen coefficients multiplying the terms in Equation (1) that minimize the out-of-sample error of fit. The parallax corrected, m values themselves were derived from the corresponding apparent magnitudes, M values using
where plx is the Gaia DR2 [Gaia Collaboration, 2018] parallax in milliarcseconds, obtained via query of VizieR.
Training, Regularization and Validation
To perform supervised learning so as to enable estimation of out-of-sample performance, the general procedure is to segment the available data into two sets, one of which is used to train, and the other to evaluate the results of training. In this context, the validation data are inaccessible to the training process, and therefore the results of training are diminished as a result of limitations to the size of the training set. In typical applications, this limitation is avoided by generating a larger data set. With a million samples, the harm done by holding back a few tens of thousands for validation is likely to be inconsequential. Unfortunately this is not the typical situation: our entire sample consisted of but N = 558 stars. To deal with such cases, cross validation is applied. According to that concept, the input data set is randomized then segmented into some number S equal parts. Training and validation are then performed S times, each time using a different one of the S data segments for validation and the rest for training. In this way, one obtains S independent validation sets, and consequently S independent estimates of out-of-sample error. The procedure is called Sfold cross validation, and S can vary from 2 to N-1. To provide meaningful statistics for a given validation set, S should be small, but to provide good training, S should be large. The common compromise choice of S in practice is 10 [Abu-Mostafa, Magdon-Ismail and Lin, 2012; p.150] , and that is what we used: 10-fold cross validation. Our randomization process was to combine the three databases, then sort in order of increasing right ascension, on the theory that no independent variable is correlated with right ascension. To test the theory, we calculated the means and standard deviations for the two m variables and χ for each of the ten validation sets, and compared the results with the corresponding statistics of the data set as a whole. We failed to reject the hypothesis of equal means for 8 of the 10 sets of m values and all the χ mean, at α = 0.01 using the t-test, and failed to reject the hypothesis of equal variances in all cases, using the F test, again at α = 0.01. Thus the randomization process was judged adequate.
Both the Tycho-2 data and the standards to which we wish to fit them are noisy, and, being point samples, are not amenable to noise reduction through conventional filtering. Thus any attempt to fit a curve to the data risks fitting the noise, which in turn degrades the ability of the resultant fit to apply to out-of-sample data, for which the noise contributions are invariably different. This is referred to as overfitting. Choosing a hypothesis set that provides a large number of samples per degree of freedom is helpful but does not guarantee that overfitting will not occur. A more effective strategy is to employ regularization in addition to a large number of samples per degree of freedom. The idea is to smooth the curve of fit trading modest degradation in insample performance in the form of an augmented error for better out-of-sample performance (better generalization). In this work, we employed weight decay regularization.
Let A be the data matrix in which each row is a row vector of the form given by Equation (1). If b is the column vector containing the target (truth) values then the coefficient vector x that minimizes the error of fit in the least squares sense is the solution to
As A is not square, this is solved by multiplying both sides on the left by the Moore-Penrose pseudoinverse:
Equation (3) was employed to compute the coefficients for the non-regularized solutions in the 10-fold cross validation. In the above, error refers to the average value of the sum of the squared differences between the target values in b and the predicted valuesb computed using the resulting coefficients vector x:
In this work, our initial aim was to minimize two quantities: the average error and the standard deviation of the errors over the set. By computing the mean error and its standard deviation, the mean squared error comes for free,
For weight decay regularization, we utilize the fact that
where I is the identity matrix, minimizes the augmented error in the least squares sense [Abu-Mostafa, Magdon-Ismail and Lin, 2012; p.133] . Repeated solution of Equation (4) for each training set, for differing values of λ, comprised the regularization process. It was conducted in two stages.
In the first stage, trial and error selection of λ led to characterization of out-of-sample errors versus λ for a half dozen of the training sets. On that basis, we concluded that the range of λ that was likely to contain the values producing the minimum validation errors was 0.001 to 1.0. The second stage then consisted of training and validating all ten samples on a grid of λ values approximately evenly spaced in log(λ) over [0.001, 1.0]. This was in addition to training and validating for the non-regularized case λ = 0.
The regularization exercise produced optimum values of λ that varied not only over the validation sets but also according to the error criterion. Because the average errors were below the reporting sensitivity limit of 0.001 magnitude, the choice of λ (as a function of band) was based on minimizing the error standard deviation, which is essentially the same thing as minimizing the mean squared error. The three λ values thus determined were then employed in final training to compute the sets of coefficients for the three fits of Tycho-2 to J-C magnitudes, using the entire data set.
Transformation of Tycho-2-to J-C Standard Deviations
Any continuous function f(x,y, ...) can be expressed in terms of a Taylor series in its independent variables, which allows use of such expansions to express the statistics of a function of independent random variables for which their statistics are known. As it is generally sufficient to retain only the first order term [Bowker and Lieberman, 1972] , we can calculate the standard deviations in the J-C system based on their known Tycho-2 counterparts using
and
Given that the noise processes involved in measuring the VT and BT magnitudes are independent, then [Feller, 1968] 
4. RESULTS
Here we summarize the results of the cross validation. Then, we summarize the results of applying the final hypothesis to the sample, indicating in-sample performance and estimate generalization error growth. Finally, we discuss how the actual errors in-sample corresponded to the standard deviations predicted by Equations (5). Table ( 1) lists the results of error analysis on the aggregate of the ten validation sets for each of the three independent training exercises. That is to say, results from all ten validation sets were aggregated and statistics computed on the result, rather than computing statistics on each then averaging. All quantities are in magnitudes.
Validation Errors
The validation errors observed are estimates of what the final training might be expected to achieve out-of-sample. In-sample performance was in all cases better, as would be expected, since the computation procedure minimizes insample mean squared error.
Final Hypothesis Results
The cross validation exercise had two objectives; to provide an estimate of out-of-sample error for the final hypothesis, and to provide a set of weight decay parameters to be used in training the final hypothesis. It was found that weight decay regularization improved the validation error performance as compared to not using weight decay regular-ization. Otherwise, the values of the weight decay parameters are of no importance to the results reported here.
The three best weight decay coefficients were employed to train the final hypotheses, applying Equation (4) with the entire 558 star data set. The coefficients corresponding to the x in Equation (1) are listed in Table ( 2).
Each data column in Table ( 2) corresponds to the coefficients to be applied to a row vector of the form given by Equation (1) to calculate the parallax corrected magnitude in the indicated band for the subject star. On a per-star basis, the vector represented by the appropriate column of Table  ( 2) is dotted with that of the form of Equation (1) containing data for the star. Table ( 2). Results of final training, in which Equation (4) was solved for the entire data set using the weight decay coefficients produced by cross validation regularization. 2.346223E-2 -1.295700E-2 -1.705617E-2 A note to programmers: In the process of exercising the final hypothesis against the data to compute the in-sample errors, two independently developed Python 3.6 with Numpy scripts were used. One of the scripts employed coefficients expressed as 64-bit floating point on a 64-bit machine; the other used coefficients expressed to lesser precision in the identical computing environment. The precision indicated in Table ( 2) was determined to be the minimum necessary to eliminate all discrepancies between the scripts' results in sample at the millimagnitude level. Table ( 3) lists the in-sample performance of the final hypotheses when applied to the entire data set. It is seen that in all cases, in-sample performance is better than out-ofsample performance, as expected. However, the RMS error growth from in-sample to out-of-sample was only modest, amounting to no more than about 8%. Actual performance will vary according to sample size and composition, of course, and can be expected to sometimes be worse. It is seen that the average error grew by typically three orders of magnitude as a result of the weight decay regularization. This illustrates the bias-variance tradeoff. (1) and (3) reveals that both in terms of in-and out-of-sample performance, the final hypotheses are statistically unbiased. Particularly in the case of the more important validation errors, this was unexpected, though welcomed.
Reliability of the Standard Deviation Predictions
Taking the derivatives of Equation (1) and taking dot products with the appropriate column vectors in Table ( 3), then combining as indicated by equations (3) leads to estimates of standard deviations in the Johnson-Cousins system based on those in the Tycho-2 system. The question naturally arises as to the accuracy of those predictions. That question can be addressed, at least in part, by comparing the in-sample predictions and errors. For each sample, we divided the observed errors by the predicted standard deviations, for both the V and B bands. We expect that if the standard deviations are correct and the errors are normally distributed, the resulting ensemble will be normally distributed with mean 0 (because the errors are known to be unbiased) and standard deviation 1.
Testing took place in two steps. First, we tested the distribution of ε i /σ i where ε i is the error of the ith sample and σ i is the predicted standard deviation for that sample, using the Kolmogorov-Smirnov test as applied by Lillifors (Sachs, 1984; Lillifors, 1967, pp.330-331) . It was determined that in both cases (V and B) the null hypothesis, that the distributions were normal with empirical mean and standard deviation, could not be rejected at α = 0.01. Having established that the distributions were indeed likely to be Gaussian, we tested the hypotheses that the means were zero and that the variances were equal to unity, using Student's t-test [Sachs, 1984, p.255] and the χ 2 test [Sachs, 1984, p. 259] , [Pearson and Hartley, 1976] , respectively, failing on all occasions to reject the null hypothesis at α = 0.01. It is therefore concluded that the predicted standard deviations are indicative, and can be used with confidence.
It is also of interest to compare the predicted (J-C) standard deviations with those associated with the Tycho-2 data. The predicted standard deviations are produced using equations (5), with partial differentiation applied to Equation (1), dotted with the coefficient vectors formed using the data in the appropriate columns of Table ( 2), squaring, summing, and finally taking a square root. As Equation (1) is a 6th degree polynomial, a 5th degree dependence is implicit in the results. Simply put, the resulting qualitative relationships between the predictions and their Tycho-2 counterparts are not intuitively clear. The actual in-sample relationship, as depicted in Figure  ( 3), features two noteworthy elements. First, the relationship between σVT and σV is highly correlated and linear, with slope very close to unity. In-sample at least, we find that σVT is a good predictor for σV. For the case of σB versus σBT, on the other hand, the in-sample relationship is not nearly so well correlated, but noteworthy in that σBT is a pessimistic predictor for σB, in-sample at least. The slopes of the two regression lines for blue stars are in the range 0.72 -0.78, though the degree of pessimism is somewhat less in numerous instances.
Comments on Application
Although our sample was unrestricted in the sense that we did not exclude any particular region of the HertzsprungRussell diagram, it was of necessity a very small sample, and as a result some care needs to be taken in its use. Even a cursory examination of Figure (1) should be adequate to illustrate some major limitations, as there are regions that are either undersampled or not sampled at all. For example, there are very few stars in the training set with color indices greater than 1.8, discouraging application to very red stars. Quoting Bert Fowler, "The wear on a hypothesis is proportional to the degree of extrapolation." [Fowler, 1975] .
Appendix A has been developed to aid in the process of applying our results, as well as to document the source data. To facilitate its use in determining whether a particular candidate comparison star is well embedded in the training set, the Appendix presents the data in order of increasing color index, rather than right ascension (as used in the cross validation process), and includes parallax-corrected Tycho magnitudes as opposed to apparent magnitudes.
Summary
The program described here has been successful in all respects. The polynomials are broadly applicable across a wide range of color indices and absolute magnitudes; data selection does not rely on knowledge of either spectral or luminosity class. Subsidiary equations, statistically proven in-sample, allow reliable estimation of the accuracy of the predictions. In-sample and validation set errors have been measured, and their statistics have been made public. Moreover, in-sample and validation testing demonstrated that the resulting equations are statistically unbiased, making the tools especially attractive for use in ensemble photometry.
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