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Abstract
Shipping is responsible for approximately the 90% of world trade leading to
significant impacts on the environment. As a consequence, a crucial issue
for the maritime industry is to develop technologies able to increase the ship
efficiency, by reducing fuel consumption and unnecessary maintenance op-
erations. For example, the marine fouling phenomenon has a deep impact,
since to prevent or reduce its growth which affects the ship consumption,
costly drydockings for cleaning the hull and the propeller are needed and
must be scheduled based on a speed loss estimation. In this work a data
driven Digital Twin of the ship is built, leveraging on the large amount of
information collected from the on-board sensors, and is used for estimating
the speed loss due to marine fouling. A thorough comparison between the
proposed method and ISO 19030, which is the de-facto standard for dealing
with this task, is carried out on real-world data coming from two Handymax
chemical/product tankers. Results clearly show the effectiveness of the pro-
posal and its better speedloss prediction accuracy with respect to the ISO
19030, thus allowing reducing the fuel consumption due to fouling.
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1. Introduction
As awareness of climate change increases, new research results keep con-
firming that there is a need of fast, and strong action (IPCC, 2018). Inter-
national maritime transport, while representing approximately 90% of global
trade and the backbone of global economy, contributes to approximately 2.7%
of the global anthropogenic carbon dioxide (CO2) emissions (Smith et al.,
2014). While this might appear a limited contribution, if current trends are
not changed shipping will become one of the largest shares of global emis-
sions (Anderson and Bows, 2012), since as of today, ships are still almost
entirely powered by fossil fuels. While alternative fuels have shown to be
promising (Gilbert et al., 2018), there is a need for ship energy systems to
become more energy efficient (Lu¨tzen et al., 2017). As a result, sustainable
shipping is recognised as one of the biggest challenges of the 21st century1,
both for its contribution to CO2 emissions and to other pollutants (Schim
van der Loeff et al., 2018).
In recent years, however, the International Maritime Organization (IMO)
has officially adopted an initial strategy aiming at reducing Greenhouse
Gases (GHG) emissions from shipping by 50%, compared to 2008 levels, by
2050, and to work towards phasing out them entirely by the end of the cen-
tury (MEPC, 2018). As a consequence, developing new technologies able to
both improve the design of the ships and to maintain their efficiency becomes
a crucial issue (Deshpande et al., 2013). In this work, much attention was
focused on the problem of keeping the ship as much efficient as possible by
estimating the degradation state of its components, with the consequent per-
formance loss and fuel consumption increase (Krozer et al., 2003). Broadly
speaking, as far as propulsion systems are concerned, there are mainly three
macro-components in a ship that can degrade: the main engine, the hull, and
the propeller (Adland et al., 2018). Apart from the ordinary regular mainte-
nance, the main engine degrades very slowly in time and related effects are
only noticeable after years of operations (Calder, 1992). The hull and the
1http://www.ssi2040.org
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propeller, instead, are subject to marine fouling, that increases the frictional
resistance of the parts moving through the water and, hence, decreases their
efficiency (Adland et al., 2018). The effects of marine fouling can be clearly
observed after just a few months of operations (Psaraftis and Kontovas, 2014;
Demirel et al., 2017a). Marine fouling, or simply biofouling, is defined as the
undesirable accumulation of microorganisms, algae, and animals on artificial
surfaces immersed in seawater (Yebra et al., 2004; Lindgren et al., 2016).
On the hull, the presence of fouling increases the roughness of the surface,
hence increasing frictional resistance (Schultz, 2004; Kempf, 1937). On the
propeller, the presence of fouling increases the roughness of the blade surface,
thus requiring more power to maintain the same speed (Atlar et al., 2002;
Seo et al., 2016; Owen et al., 2018). Fouling represents the primary cause of
hull (Candries et al., 2003) and propeller (Khor and Xiao, 2011) performance
degradation.
Currently, shipping companies try to mitigate the problem of hull and
propeller fouling by applying anti-fouling paints on the submerged surfaces
and by regularly cleaning the hull (Lam and Lai, 2015). Despite their ef-
fectiveness, such methods have some drawbacks. In spite of their prime role
and effectiveness in preventing fouling growth, depending on their types, an-
tifouling paints can be expensive (e.g. non-biocidal Fouling Release type)
and can be harmful to the marine environment (e.g. biocidal Self-Polishing
types) (Caric´ et al., 2016). Moreover, the hull and the propeller are cleaned
on the occasion of other dry-docking maintenance events, but this practice
does not ensure an optimal scheduling of the cleaning procedures (Kjaer
et al., 2018). Over a typical 4–5 years sailing interval, inadequate hull and
propeller performance is estimated to reduce the efficiency of the entire world
fleet by 9–12% (CSC, 2011). This comes also as a consequence of the diffi-
culty of identifying the actual contribution of fouling to the decrease in ship
performance, and shipping companies have called for the establishment of
a transparent and reliable standard for measuring hull and propeller per-
formance (CSC, 2011). A reliable and effective planning of these activities
should take into account the speed loss caused by the fouling, to find the
optimal balance between efficiency and costs. For this reason an accurate
estimation of the speed loss caused by fouling is needed (Schultz, 2007; Atlar
et al., 2018).
However, providing a quantitative estimation of the speed loss associated
to the fouling phenomenon is a challenging task (Demirel et al., 2017a,b;
Carchen et al., 2017). The latter depends on many factors, such as the speed
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and the draft of the ship, the sea state, the wind speed and direction, etc.
Furthermore the accumulation of marine organisms on the hull is faster when
a vessel is frequently in harbour, stationary, or in high-temperature tropical
waters (Stevens, 1937).
The state-of-the-art approach for estimating the speed loss can be car-
ried out by applying the standard ISO 19030 (ISO 19030-2, 2016) proposed
by the International Organization for Standardization (ISO). The ISO 19030
prescribes methods for measuring changes in hull and propeller performance
and it defines a set of relevant performance indicators for their maintenance,
repair, and retrofit activities. Specifically, the ISO 19030 suggests comparing
the measured performances with the ones obtained during sea trials in par-
ticular operating points. This comparison provides an indicator of the hull
and propeller efficiency. A continuous monitoring of the efficiency provides a
reliable estimation of the changes in the performances. Despite its simplicity
and effectiveness, the ISO 19030 presents some limitations. The procedure
requires filtering out operating points that are outside the prescribed bound-
aries, thus limiting the ability of the method to monitor the ship over a wide
set of operating conditions (Koboevic´ et al., 2018). Moreover, some correc-
tions are needed to cope with the environmental disturbances (i.e. winds,
waves, and currents). Unfortunately, these corrections require the use of
complex fluid dynamics models or additional sea trials (ISO 19030-1, 2016;
ISO 19030-2, 2016; ISO 19030-3, 2016).
Some attempts have been made to address the ISO 19030 limitations.
Logan (2012) uses measurements of the propeller performance as efficiency
indicators; however, this procedure requires the exclusion of many operating
points to eliminate the effects of current, ship motions, rudder, and tran-
sients, with techniques similar to the ones reported in the ISO 19030 and
with all their inconveniences. Bialystocki and Konovessis (2016) propose an
operational approach for obtaining an accurate fuel consumption and speed
curve, parametrised for the major influence factors, such as ship’s draft and
displacement, waves forces and directions, hull and propeller roughness. The
proposed approach, similarly to the ISO 19030 procedure, relies on simplified
corrections for environmental disturbances, draught, and speed. This applies
also for the work proposed by Foteinos et al. (2017), whose method is based
on a correction of measured data based on a physical model of the influence
of wind and waves on ship performance.
While models based on the physical knowledge of the problem are well-
established (Logan, 2012; ISO 19030-1, 2016), they often fail in predicting
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the effect of ship-specific and environmental phenomena. On the other hand,
Data-Driven Models (DDMs) can easily take into account many phenomena
thanks to the use of large amount of data with little, if no physical knowledge
about the problem. DDMs have shown to be an effective tool for the solution
of many problems in the shipping industry: condition based maintenance of
the propulsion system (Cipollini et al., 2018), crash stop maneuvering per-
formance prediction (Oneto et al., 2017a), operational profile prediction and
optimisation (Coraddu et al., 2016), fuel consumption prediction and opti-
misation (Parlak et al., 2006). In particular, Neural Networks and Gaussian
Process were employed to estimate the ship’s fuel consumption efficiency
in Pedersen and Larsen (2009) and Petersen et al. (2012), while in Radonjic
and Vukadinovic (2015) a Neural Network Ensemble is exploited for tow-
boat shaft power prediction. In Jonge (2017) many different supervised and
unsupervised data-analytic models were adopted in order to investigate the
relation between several vessel performance and environmental variables. Fi-
nally, in Leifsson et al. (2008) the performances of white, grey, and black box
models for predicting the fuel consumption are tested.
Deep Learning techniques represent the state-of-the-art for dealing with
data driven problems, despite its limitations. In particular, all the hid-
den parameters in Deep Learning framework need to be fine-tuned multiple
times and are affected by the problem of local minima and slow convergence
rate (Kasun et al., 2013). Recently some attempts have been made to over-
come these limitations.
In particular, ELM (Cambria and Huang, 2013; Huang et al., 2015, 2006a)
were introduced to overcome problems posed by back-propagation training
algorithm (Huang, 2014, 2015; Ridella et al., 1997; Rumelhart et al., 1988):
potentially slow convergence rates, critical tuning of optimisation parame-
ters, and presence of local minima that call for multi-start and re-training
strategies. The original ELM are also called Shallow ELM (SELM) because
they have been developed for the single-hidden-layer feedforward neural net-
works (Huang et al., 2008, 2006b, 2004), and they have been generalised in
order to cope with cases where ELM are not neuron alike. SELM were later
improved to cope with problems intractable by shallow architectures (Ben-
gio et al., 2013; Vincent et al., 2008; Zhou et al., 2015), by proposing various
Deep ELM (DELM) built upon a deep architecture (Tissera and McDonnell,
2016; Oneto et al., 2017b), in order to make possible to extract features by a
multilayer feature representation framework. In this work, the use of DELM
is proposed for estimating the speed loss caused by the marine fouling effects
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on the ship hull and propeller, leveraging on the large amount of information
collected from the on-board monitoring system sensors. Inspired by the ISO
19030 and supported by the evidence that DDMs can be much more accurate
and effective than the physical ones, a DDM is proposed for predicting the
speed of the ship, able to act as a “Digital Twin” (Glaessgen and Stargel,
2012) of the ship itself. The Digital Twin can be used to compute the de-
viation between the predicted performance and the actual one, namely the
speed loss (Boschert and Rosen, 2016). It will be shown that the average
drift in time of the speed loss can be exploited to accurately and effectively
estimate the effects of the marine fouling on the ship performance, and thus
program a more efficient hull and propeller cleaning scheduling. To this aim,
they propose a two-phase approach:
(I) firstly, a DDM based Digital Twin is built, leveraging on the large
amount of information collected from the on-board monitoring system
sensors;
(II) secondly, the same model is applied in order to estimate the speed-loss
of the ship and its drift.
Obviously the Digital Twin needs to be tuned on data collected during a
period of time where the marine fouling is not present and for a time period
wide enough to observe the ship in many operational and environmental
conditions: data collection can start just after the launch of the ship (or after
hull and propeller cleaning) and stop after some months of operations. Deep
Learning techniques represent the state-of-the-art for dealing with Phase (I).
For what concerns Phase (II), instead, it will be shown that the average
behaviour of the speed loss between two maintenance events (where also
hull and propeller cleaning is performed) is characterised by a clear drift,
easily detectable with a robust regression (Zhao and Sun, 2010) in time of
the predicted speed losses. Moreover, it will be shown, by means of the
nonparametric statistical test of Kolmogorov-Smirnov (Smirnov, 1944), that
the distribution of the speed loss before and after two maintenance events
changes in a statistical significant way while, during the operations, such a
distribution changes smoothly.
A comparison between the proposed method and the ISO 19030 on real-
world data coming from two Handymax chemical/product tankers has been
carried out and is presented in this work to show the effectiveness of the
proposal.
The paper is organised as follows. Section 2 reports a general description
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of the two Handymax chemical/product tankers, and the monitoring system
data considered. Section 3 presents a description of the standard application
of ISO 19030. The proposed approach is described in Section 4. A comparison
between the proposed method and the ISO 19030 on real-world data coming
from the two vessels described in Section 2 is reported in Section 5. Finally,
in Section 6, the conclusions of the paper are drawn.
For the benefit of the reader Table 1 containing all the adopted notation
was added.
2. Available Vessels and Data
This section presents the two Handymax chemical/product tankers ex-
ploited, their data logging systems, and the available data adopted in the
paper for comparing the proposed method and the ISO 19030, as far as the
estimate of the speed loss caused by the marine fouling is concerned.
In this paper operational data available from two Handymax chemi-
cal/product tankers are used. The first vessel (V1) was designed and built
for transporting chemicals and petroleum products up to 46764DWT with a
design speed of 15knots. The vessel is 176.75m long (between perpendicular)
and 32.18m wide, run by two four-stroke engines providing a total propulsive
power of 7680kW . The second vessel (V2) is a tanker for chemicals and oil
products up to 46067DWT with a design speed of 15.5knots. The vessel is
176.83m long (between perpendicular) and 32.20m wide, run by a two-stroke
engine power of 8200kW . A conceptual representation of the propulsion sys-
tem of the two vessels is shown in Figure 1, while their main features are
presented in Table 2.
The first vessel (V1) is equipped with two main engines (MaK 8M32C
four-stroke Diesel engines rated 3840kW ) and designed for operation at
600rpm. The engines are connected to a gearbox that distributes the power
between the controllable pitch propeller for propulsion and a shaft generator
(rated 3200kW ). Auxiliary power can also be generated by two auxiliary
engines rated 682kW each. Each main engine is equipped with exhaust gas
boiler, that can be integrated with two auxiliary oil-fired boilers.
The second vessel (V2) is equipped with one main engine (MAN B&W
6S50MC slow speed, two-stroke engine rated 8200kW ) and designed for op-
eration at 120rpm. In this case, the auxiliary power is generated by three
Diesel-generators rated 1176kW each. As for V1, the main engine is equipped
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Table 1: Acronyms and Symbols
Name Meaning
GHG Greenhouse Gas
DDM Data-Driven Model
ELM Extreme Learning Machine
SELM Shallow Extreme Learning Machine
DELM Deep Extreme Learning Machine
V1 Vessel 1
V2 Vessel 2
∆i Difference between the i-th datum and the mean value
σ Standard Deviation
N Size of the dataset
vv Vessel speed
vw Wind speed
vexp Expected speed
vm Measured speed
∆P Power correction
Rw Actual ship wind resistance
R0w Ship wind resistance in calm water conditions
ηp Actual propulsive efficiency in calm water conditions
η0p Propulsive efficiency
Pp Propulsive power
P ′p Corrected propulsive power
ρa Air density
Atp Transverse projected area
Cw Wind resistance coefficient
ψw Wind relative direction
T Draft
δ Trim
SL% Percentage speed loss
xi Input vector belonging to X ⊆ Rd
yi Output point belonging to Y ⊆ R
Dn Dataset composed by {(xi, yi)} elements
Lrnl Training set composed by nl samples of Dn
Vrnv Validation Set composed by nv samples of Dn
S Model mapping X to Y
H Set of hyperparameters
SH All sets of possible hyperparameters
AH Algorithm adopting the set of hyperparameters H
FH Set of models proposed by AH
f Model in FH
`(f(x), y) Loss function
L(f) Generalization Error
L̂(f) Empirical Error
A Activation Matrix
I[−∞,x] Indicator Function
F (x) Empirical cumulative probability distribution
D Distance between two F (x)
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(a) V1 (b) V2
Figure 1: Conceptual representation of the propulsion systems of V1 and V2.
Table 2: Main features of V1 and V2 case studies.
V1 V2
Ship Feature Value Unit Value Unit
Deadweight 46764 [t] 46067 [t]
Design speed 15 [knots] 15.5 [knots]
Draft (summer SW) 12.18 [m] 12.2 [m]
Length between perpendicular 176.75 [m] 176.83 [m]
Breadth moulded 32.18 [m] 32.20 [m]
Main engines installed power 3840×2 [kW ] 8200 [kW ]
Auxiliary engines installed power 682×2 [kW ] 1176×3 [kW ]
Shaft generator power 3200 [kW ]
Exhaust boilers steam generator 750×2 [kg/h] 1130 [kg/h]
Auxiliary boilers steam generator 14000×2 [kg/h] 14000×2 [kg/h]
Fuel consumption 34.7 [mt/day] 31.8 [mt/day]
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Table 3: Data collected from logging system of the two vessels.
Variable name Unit Variable name Unit
Timestamp [t] Sea depth [m]
Latitude [°] Seawater temperature [°C]
Longitude [°] CPP set point [°]
Main engines fuel consumption [kg/h] CPP feedback [°]
Auxiliary engines power output [kg/h] Fuel density [kg/m3]
Shaft generator power [kg/h] Fuel temperature [°C]
Propeller shaft power [kW ] Ambient pressure [bar]
Propeller speed [rpm] Humidity [%]
Ship draft (fore) [m] Dew point temperature [°C]
Ship draft (aft) [m] Shaft torque [kNm]
Draft port [m] Rudder angle [°]
Draft starboard [m] Acceleration x direction [m/s2]
Relative wind speed [m/s] Acceleration y direction [m/s2]
Relative wind direction [°] Acceleration z direction [m/s2]
GPS heading [°] Roll [°]
Speed over ground [knots] Pitch [°]
Speed through water [knots] Yaw [°]
with an exhaust gas boiler, that can be integrated with two auxiliary oil-fired
boilers.
The two vessels are equipped with the same data logging system which
is used by the company for both on board monitoring and land-based per-
formance control. Table 3 summarises the available measurements from the
continuous monitoring system. The original frequency of data acquisition by
the monitoring system is equal to 1 point every 15 seconds. In order to pro-
vide easier data handling, the raw data are sent to the provider server, where
they are processed to collect a set of 15 minutes averages. In this paper, the
latter dataset was used for the application of the proposed method.
The available data of the two vessels have been collected in the time slots
for V1, between the 21/03/2012 17:45:00 and the 03/10/2014 14:15:00, and
for V2 between 01/05/2014 00:15:00 and 26/08/2016 14:15:00. Note that
the data are characterised by many missing points due to failure in the data
logging system, or maintenance, or stops of the vessels.
The two ships mainly operate according to a variable schedule, as far
as both time spent at sea and ports visited are concerned. According to
the market requirements, they operate over a wide range of routes (different
operational and environmental conditions), thus making it hard to detect
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Table 4: Maintenance events for V1 and V2.
V1
Date Event
21/03/2012 Vessel delivery
29/10/2012 Propeller cleaning
30/03/2013 Hull cleaning
01/08/2013 Loss of the LOG speed measurement
17/07/2014 Change from fixed-speed to variable-speed operations
V2
Date Event
19/04/2014 Propeller polishing
20/12/2014 Hull cleaning
28/08/2015 Hull cleaning and Propeller polishing
28/11/2015 Dry-docking
a small variation in ship performances. Figure 2 reports the distributions
of the vessel speed, wind speed, trim, shaft torque, and power consumption
retrieved from the available data for the two case studies. Based on these
graphs, it is possible to state that the two available datasets can be con-
sidered good candidates for the validation of the proposed approach, being
the collected data strongly affected by changes in operational and weather
conditions. In fact, from Figure 2 it is possible to underline that although
the two vessels present a similar speed distribution (see Figure 2(a)), they
show a significant statistical difference in the draft and torque distributions,
thus leading to a different fuel consumption. As a result, the two vessels can
be considered for the validation of the proposed DELM method, providing a
more complex and comprehensive validation scenario.
At last, Table 4 reports the recorded relevant maintenance events of the
two vessels.
3. ISO 19030 Procedure
In order to check the effectiveness of the proposed method against a state-
of-the-art approach, the procedure suggested by the ISO 19030 was imple-
mented for monitoring hull and propeller performance (ISO 19030-1, 2016;
ISO 19030-2, 2016; ISO 19030-3, 2016). In this section, the application pro-
cedure proposed by the ISO 19030 is presented from an operating point of
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(a) Vessels Speed distribution (b) Wind Speed distribution
(c) Draft distribution (fore) (d) Draft distribution (aft)
(e) Shaft Torque distribution (f) Fuel Consumption distribution
Figure 2: Histograms containing the values distributions of V1 and V2 Vessels Speed,
Wind Speed, Draft (fore and aft), Shaft Torque, and Fuel Consumption.
12
view. More details are available in the reference documents (ISO 15016:2015,
2015). The application of the ISO 19030 procedure, given the information
collected from the data logging system as reported in Table 3, can be sum-
marized in the following steps:
(I) Data filtering
(II) Correction for environmental factors
(III) Calculation of Performance Values (PVs)
(IV) Calculation of Performance Indicators (PIs)
Step (I) is performed by applying the Chauvenet’s criterion (Chauvenet,
1863) to all measured variables, according to which a datum is to be consid-
ered an outlier if:
erfc
(
∆i
σ
√
2
)
N < 0.5 (1)
where erfc is the complementary error function (Glaisher, 1871), ∆i repre-
sents the difference between the i-th datum and the mean value over the
dataset, σ is the standard deviation of the variable of interest, and N the
size of the dataset. In addition, further filtering was applied considering
outliers also points for which:
vv < 8[knots], |vw| > 8[m/s] (2)
where vv and vw are the speed of vessel and wind respectively. The additional
filtering on the ship speed was added in order to avoid numerical errors in
the evaluation of the speed loss for low values in the denominator of Eq. (6),
while the filter on the wind speed was added to filter out points with bad
weather conditions, since the behaviour of the vessel in those conditions is
strongly inconstant and unreliable. Step (II) included the power correction
∆P based on measurements of wind speed and direction:
∆P = (Rw −R0w)v2v
1
η0p
+ Pp(1− ηp
ηop
) (3)
where Rw represents the ship’s wind resistance due to relative wind, R0w
is the air resistance in no-wind conditions, Pp is the propulsive power, ηp its
propulsive efficiency, and η0p is the propulsive efficiency in calm condition.
In absence of more accurate information, ηp is set to 0.7, as suggested by the
ISO. The ship wind resistance Rrw is computed as follows:
Rrw = 0.5ρav
2
wAtpCw(ψw) (4)
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where ρa is the air density, Atp is the transverse projected area, Cw is the wind
resistance coefficient, and ψw is the wind relative direction. Eq. (4) is used
for calculating both the actual and the reference wind resistance using the
relative wind speed and the relative wind direction in the first case and the
ship speed and head wind direction in the second case. The wind resistance
coefficient is computed based on Fujiwara et al. (2006).
Step (III) involves the calculation of the percentage speed loss based on
the corrected propulsion power. The expected speed vexp is computed based
on reference, clean-hull data interpolated starting from actual measurements
of draft (T ) and trim (δ):
vexp = f(P
′
p, T, δ) (5)
where P ′p is the corrected power for accounting the effect of the draft and
trim. This allows to compute the percentage speed loss SL% as:
SL% = 100
vm − vexp
vexp
(6)
where vm is the measured speed.
The speed loss is then used as performance value for the calculation of
the different performance indicator in Step (IV). The ISO procedure suggests
comparing the average value of the speed loss over a given period of time in
order to average out uncertainties and statistically not-relevant fluctuations.
4. Proposed Approach
In this section the approach proposed in this paper is reported. As dis-
cussed in the introduction, the proposal is a two-phases approach:
(I) first a Digital Twin, based on a DDM, is built using a DELM and the
data described in Section 2. The model exploits data collected during
a suitable period of time when the marine fouling is not present and for
a period long enough to observe the ship in different operational and
environmental conditions (e.g. one can start the data collection just
after the launch of the ship or its hull and propeller cleaning and stop
after one or two months of operations);
(II) then the DDM is applied on a second set of data and the speed loss
is computed. Subsequently, the drift in the average behaviour of the
speed loss between two maintenance operations is studied, together
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with changes in its distribution using robust regression and statistical
nonparametric test.
In the next section the two phases will be detailed.
4.1. Phase (I)
Phase (I) consists in mapping the task of predicting the speed of the
vessel in a standard regression problem. In this framework (Vapnik, 1998), a
set of data Dn = {(x1, y1) , · · · , (xn, yn)}, where xi ∈ X ⊆ Rd are the inputs
and yi ∈ Y ⊆ R is an output, needs to be available. The goal is to identify
the unknown model which maps inputs to outputs S : X → Y through an
algorithm AH which chooses a model f : X → Y in a set of models FH,
defined by some hyperparameters H.
In this specific case, the inputs and the outputs based on the available
measurements reported in Table 3 are identified. In particular, Table 5 re-
ports the chosen subset of features of the monitoring system adopted as input
and output features for the proposed model. It is worth noting that the se-
lected features provide the model with a good representation of the vessel’s
propulsion system, its motion and the weather conditions (Coraddu et al.,
2015; Petersen et al., 2012). With respect to Table 3, Table 5 discards all
those features which are duplicated, not necessary, or trivially related to the
speed prediction.
The accuracy of f in representing the unknown system S is measured
with a prescribed loss function ` : Y × Y → [0,∞). Since the considered
problem is a regression one, the most suited loss function is the squared one
`(f(x), y) = [f(x)−y]2 (Rosasco et al., 2004). Then the generalization error
of f , namely the true error of f , can be defined as
L(f) = E(x,y)`(f(x, y)). (7)
Obviously L(f) cannot be computed but its empirical estimator, the empir-
ical error, can be derived
L̂(f) =
1
n
n∑
i=1
`(f(xi, yi)). (8)
As far as the algorithm AH is concerned, in this paper the DELM is
exploited, as described in Section 1. DELM are the evolution of the SELM
for the purpose of creating an algorithm able to both learn new features from
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Table 5: Input and Output of the Digital Twin for Speed Prediction.
INPUT VARIABLES OUTPUT VARIABLE
Latitude
Speed through water
Longitude
Main engines fuel consumption
Auxiliary engines power output
Shaft generator power
Propeller shaft power
Propeller speed
Ship draft (fore)
Ship draft (aft)
Draft port
Draft starboard
Sea depth
Relative wind speed
Relative wind direction
GPS heading
Sea water temperature
CPP set point
CPP feedback
Fuel density
Fuel temperature
Ambient pressure
Humidity
Dew point temperature
Shaft torque
Rudder angle
Acceleration x direction
Acceleration y direction
Acceleration z direction
Roll
Pitch
Yaw
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the available raw variables and create a regression model. For this reason,
in order to understand the DELM, first the definition of SELM has to be
recalled.
SELM were originally developed for the single-hidden-layer feedforward
neural networks
f(x) =
h∑
i=1
wigi(x). (9)
where gi : Rd → R, i ∈ {1, · · · , h} is the hidden-layer output corresponding
to the input sample x ∈ Rd, and w ∈ Rh is the output weight vector between
the hidden layer and the output layer. In this case, the input layer has d
neurons and connects to the hidden layer (having h neurons) through a set
of weights W ∈ Rh×(0,··· ,d) and a nonlinear activation function2, ϕ : R → R.
Thus, the i-th hidden neuron response to an input stimulus x is:
gi(x) = ϕ
(
Wi,0 +
d∑
j=1
Wi,jxj
)
. (10)
In SELM, the parameters W are set randomly. A vector of weighted links,
w ∈ Rh, connects the hidden neurons to the output neuron without any bias.
The overall output function of the network (see Figure 3) is:
f(x)=
h∑
i=1
wiϕ
(
Wi,0+
d∑
j=1
Wi,jxj
)
=
h∑
i=1
wiϕi(x). (11)
It is convenient to define an activation matrix, A ∈ Rn×h, such that the
entry Ai,j is the activation value of the j-th hidden neuron for the i-th input
pattern. The A matrix is:
A =
[
ϕ1(x1) ··· ϕh(x1)
...
...
...
ϕ1(xn) ··· ϕh(xn)
]
. (12)
In the SELM model the weights W are set randomly and are not subject to
any adjustment, and the quantity w in Eq. (11) is the only degree of freedom.
2In this work the tanh function was adopted as suggested in the original work of Huang
et al. (2004), nevertheless using other activation functions such as the sigmoidal one does
not really affect the final performance.
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Figure 3: SELM structure.
Hence, the training problem reduces to a simple Regularized Least Squares
(RLS) problem (Caponnetto and De Vito, 2007):
w∗ = arg min
w
‖Aw − y‖2 + λ ‖w‖2 , (13)
where λ ∈ [0,∞) is a hyperparameter that must be tuned during the Model
Selection (MS) phase Oneto (2018), since it balances the trade off between
accuracy complexity of the model measures with the square loss and the
L2 regularizer respectively. Consequently, the vector of weights w∗ is then
obtained as follows:
w∗ = (ATA+ λI)+ATy, (14)
where I ∈ Rh×h is an identity matrix and (·)+ is the Moore-Penrose matrix
pseudoinverse. Note that h, the number of hidden neurons, is another hyper-
parameter that needs to be tuned based on the problem under exam. Note
also that other regularizers can be exploited (e.g. sparse regularizers (Tib-
shirani, 1996; Zou and Hastie, 2005)).
Due to its shallow architecture, feature learning using SELM may not
be effective even when h is large. Since feature learning is often useful to
improve the accuracy of the final model, multilayer (deep) solutions are usu-
ally needed. In Kasun et al. (2013); Tang et al. (2016) multilayer learning
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Figure 4: DELM AE block.
architectures are developed using ELM-based autoencoder (AE) as its build-
ing block (see Figure 4), which results in a sort of DELM. At each layer i
of the l layers, each one composed of hi∈{1,···,l} neurons, the DELM tries to
reconstruct the input data and the outputs of the previous layer are used as
the inputs of the next one. Basically, instead of having just one output, a
series of outputs xˆj with j ∈ {1, · · ·, d} is obtained such that
xˆj = fj(x) =
h∑
i=1
wi,jϕ
(
Wi,0 +
d∑
j=1
Wi,jxj
)
=
h∑
i=1
wi,jϕi(x), (15)
where wi,j with i ∈ {1, · · ·, h} are found with the same approach of SELM.
Before the supervised regularized least mean square optimisation, the en-
coded outputs are directly fed into the last layer for decision-making, with-
out random feature mapping. Differently from SELM, DELM do not require
fine-tuning for the entire system and consequently the training speed can
be much faster than the traditional back propagation based Deep Learning.
Training the DELM is equivalent to training many SELM. Consequently, it
is possible to take advantage of a deep architecture by exploiting only the
optimisation tools presented for the SELM.
Note that the DELM is characterized by many hyperparameters: the
number of layers, the number of nodes per layer, and the regularization
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coefficient: H = {l, h1, · · · , hl, λ}. H must be carefully tuned in order to
obtain the smallest generalization error of the final model. For this pur-
pose a MS phase needs to be performed (Oneto, 2018). In this work the
nonparametric Bootstrap (BTS) approach is employed as it is a frequently
adopted state-of-the-art MS method in the family of the resampling meth-
ods. Resampling methods derive their name from the procedure of resam-
pling once or many (nr) times, with or without replacement, the original
dataset Dn, in order to build two independent datasets called training, and
validation sets, respectively Lrnl and Vrnv , with r ∈ {1, · · · , nr}. Note thatLrnl ∩Vrnv = , Lrnl ∪Vrnv = Dn. Then, in order to perform the MS phase and
select the best combination of the hyperparameters H in a set of possible
ones SH = {H1,H2, · · · } for the algorithm AH, the following procedure has
to be applied:
H∗ : min
H∈SH
1
nr
nr∑
r=1
1
nv
∑
(x,y)∈Vrnv
`(AH,Lrnl (x), y), (16)
where AH,Lrnl is a model built with the algorithm AH trained with Lrnl . Since
the data in Lrnl are independent with respect to the ones in Vrnv , H∗ should
achieve low error rates on a data set which is different from the one used
for training purposes. BTS differentiates from the other resampling methods
since nl = n and since Lrnl is sampled with replacement from Dn. Note thatVrnv = Dn \ Lrnl .
4.2. Phase (II)
Once the DELM based Digital Twin has been built, it is possible to apply
it to the rest of the data in order to estimate the expected speed vexpected and
compare it with the measured one vmeasured for the purpose of computing the
percentage speed loss SL%. Note that this can be done both in a data driven
way (see Section 4.1) and with the ISO 19030 (see Section 3).
The result of this process is a series of values in time representing the
trend of the percentage speed loss
SL%(t), t ∈ {t1, t2, · · · }, t1 < t2 < · · · . (17)
The time series obtained with the DELM are referred as SLDELM% (t), while
SLISO% (t) are the one obtained with the ISO 19030.
The mentioned time series can be studied in two ways.
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In the first case the drift in the behaviour of the SL%(t) between two
propeller and/or hull cleaning events was studied, by finding the best linear
regressor for the speed loss percentage. Note that the time series computed
from the data, as also observed by the ISO 19030, is characterized by un-
certainties and irrelevant statistically fluctuations. For this reason, instead
of applying a simple RLS, the robust regression developed in Zhao and Sun
(2010) has been used. The idea of the robust regression applied to this case
is quite simple. Firstly the regressor function had to be defined, in this case
a linear regressor in time g(t) = at + b with a, b ∈ R. Then instead of
minimizing the mean square error, the following costs have been minimized
a∗, b∗ = arg min
a,b∈R
∑
t∈{t1,t2,··· }
max[min[at+ b− SL%(t), ˆ], ˇ] (18)
where ˆ and ˇ are hyperparameters that needs to be tuned. Note that, ba-
sically, robust regression exploits a loss function which does not take into
account too small or too large errors. Unfortunately, this loss is nonconvex
and in Zhao and Sun (2010) a method for facing this issue is proposed. The
robust regression allows obtaining results which are not affected by the high
number of outliers observed in the time series (see Section 5).
In the second case, the automatic identification of changes in time of the
distribution of the percentage speed loss was tried, in order to check if those
changes were in correspondence to maintenance activities, and testify the
quality of the estimated speed loss. For this purpose Kolmogorov–Smirnov
test (Smirnov, 1944) has been adopted. This nonparametric statistical test
can be exploited to check if two different data samples of data are derived
from the same probability distribution. The Null Hypothesis is that the two
samples belong to the same distribution. Then the test tries to quantify
the distance between the distributions of the two samples and, if the dis-
tance is greater than a specific threshold, the hypothesis is rejected. The
distance between the two samples SA = {SL%(t − ∆), · · · , SL%(t)} and
SB = {SL%(t), · · · , SL%(t + ∆)}, is computed exploiting the empirical cu-
mulative probability distribution F j(x) of the two different samples, with
j ∈ A,B which is defined as:
Fj(x) =
1
n
n∑
i=1
ISji≤x (19)
where I[−∞,x](S
j
i ) is the indicator function, equal to 1 if S
j
i ≤ x and equal to 0
otherwise. The distance D between FA(x) and FB(x) is computed adopting
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the following metric:
D = sup
−∞<x<+∞
∣∣FA(x)− FB(x)∣∣ (20)
For the analysis carried out in this paper, the maximum D value tolerable
to refuse the hypotheses was set at 95%. The test was applied by comparing
subsequent non-overlapping time windows of 30 days, in order to detect a
broad variation in the series. It is worth noting that if the test is rejected,
then a major change in the distribution of the error has occurred, thus indi-
cating that the state of the vessel has abruptly changed.
5. Results and discussion
In this section, the available data described in Section 2 are exploited
for the purpose of making a detailed comparison between the results ob-
tained through the state-of-art ISO 19030 procedure, and the ones achieved
via the DELM model. In particular, the properties of the speed losses es-
timated with the two models for both V1 and V2 are compared. The ISO
19030 model is built exploiting the procedure described in Section 3, while
the DELM model is built adopting data for two months of historical data,
in the proximity of a ship hull and propeller cleaning (for V1 the time slot
between the 01/07/2012 and the 15/09/2012, and for V2 the one between
the 15/01/2016 and the 15/06/2016), using the procedure described in Sec-
tion 4.1. Moreover, as far as the MS phase is concerned, the best set of
hyperparameters was searched in
SH={{1, 2, 4, 8, 16, 32}×10{1,2,3,4}×· · ·×10{1,2,3,4}×{10−6, 10−5.5, · · ·, 104}}.
As results will show, despite the accuracy and reliability of the sensors
measurements collected on-board cannot be ensured (Coraddu et al., 2017),
the proposed DELM allows the identification of clear drift in the performance
of the vessel compared to the ISO 19030 procedure.
5.1. Distributions of DELM and ISO 19030 Estimated Percentage Speed Loss
In this section the histograms of the percentage speed losses computed
with ISO 19030 and DELM approaches are proposed and discussed. In Fig-
ure 5 the histograms of the percentage speed losses for V1 and V2 are re-
ported. From the histograms it is possible to observe that:
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(a) V1 (b) V2
Figure 5: Histograms of DELM and ISO 19030 Estimated Percentage Speed Loss.
• as expected, the variance of the distribution of the percentage speed
losses is lager for the DELM model with respect to the one of the ISO
19030. This is caused by the fact that the ISO 19030 filters out a large
amount of data points, only keeping those for which the application of
the method is more reliable (see Section 3). On the other hand, the
DELM model exploits all the available data points corresponding to a
larger variety of operational conditions;
• the average of the distribution of the speed loss is not always centered
on a positive value, due to the fact that the data used for training the
DELM and the parameters used for the ISO 19030 do not correspond
to a perfect clean state, as it would be required for creating a perfect
digital twin (as shown later, this problem does not affect the quality of
the final results);
• the results obtained by the two models are, at least qualitatively, in
an overall good agreement (quantitative assessment will be discussed
in the next section).
5.2. Scatterplot of DELM and ISO 19030 Estimated Percentage Speed Loss
In order to better quantify the agreement between the DELM and the
ISO 19030 models, Figure 6 reports the scatterplot of the DELM and the
ISO 19030 estimated percentage speed loss for V1 and V2. From Figure 6 it
is possible to observe that the speed loss predicted by the DELM and the ISO
19030 methods are positively correlated (particularly for V2), thus demon-
strating that the prediction achievable by the proposed DELM approach is
consistent with the state-of-the-art.
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(a) V1 (b) V2
Figure 6: Scatterplot of the DELM and the ISO 19030 Estimated Speed Loss Percentages.
5.3. Drift in DELM and ISO 19030 Estimated Percentage Speed Loss
This section reports the analysis of the drift in DELM and ISO 19030
estimated percentage speed loss between two consecutive hull and propeller
cleaning events, carried out with the linear robust regression described in
Section 4.2.
Figures 7 and 8 report the results for V1 and V2 respectively. Those
results clearly show the higher level of reliability of the prediction achieved
by the DELM method against the ISO 19030 one.
In both vessels, the linear trend for the speed loss calculated by the ISO
19030 method shows large variations between different maintenance intervals
(particularly for V1, but also for V2). In addition, in some intervals between
two consecutive hull and propeller cleaning operations, the trend in the esti-
mated percentage speed loss using the ISO 19030 method is negative. These
results do not agree with the physical basis of the fouling phenomenon, and
suggest that, in the case presented in this paper, the application of the ISO
can lead to inaccurate results.
On the contrary, as far as DELM is concerned, Figures 7 and 8 clearly
show trends that are always physically plausible. Model drift behavior be-
tween different cleaning intervals is now consistent with the one characteriz-
ing a ship that operates in conditions, on average, similar over time.
5.4. Changes in Time of DELM and ISO 19030 Estimated Percentage Speed
Loss Distribution
This section reports the analysis of the changes in time of DELM and
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(a) ISO 19030
(b) DELM
Figure 7: Linear Robust Regression on the Speed Loss Percentages between two consecu-
tive Hull and Propeller Cleaning Events for V1.
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(a) ISO 19030
(b) DELM
Figure 8: Linear Robust Regression on the Speed Loss Percentages between two consecu-
tive Hull and Propeller Cleaning Events for V2.
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ISO 19030 estimated percentage speed loss distributions, carried out with
the nonparametric statistical test of Kolmogorov-Smirnov as described in
Section 4.2.
Figures 9 and 10 report the results for V1 and V2 respectively. Those
figures tesfify the higher level of reliability of the DELM method against the
ISO 19030 one.
In both vessels there is no statistically meaningful changes in the distri-
bution of the speed losses estimated with the ISO 19030, and just in a few
cases the Kolmogorov-Smirnov test detects a change in correspondence to an
actual hull and propeller cleaning event (see Table 4).
On the contrary, when the same method is applied to the speed losses
estimated with the DELM approach, the Kolmogorov-Smirnov test detects
all the changes in correspondence or close to an actual hull and propeller
cleaning event.
From the obtained results, it is possible to firmly conclude that the pro-
posed method based on DELM can provide a more accurate estimation of
the changes in performance due to hull and propeller marine fouling with
respect to the ISO 19030 based model.
5.5. Significance of the results
With this paper a new method for estimating the effect of fouling on ship
performance is proposed. As showed in the previous sections, this method
represents an improvement compared to ISO standards, while only requiring
operational data as input (hence no model tests, ship design data, etc.). The
need for an efficient calculation method for the effect of fouling on ship perfor-
mance has been highlighted by many actors in shipping, both for economical
and for environmental reasons (CSC, 2011).
The speed loss calculated using the linear robust regression as showed in
Figures 7 and 8 provides an accurate picture of the status of the hull and
propeller fouling at a specific point in time. This information could be used
effectively to optimize the scheduling of maintenance events. Today, hull
and propeller cleaning are performed at fixed intervals, or in correspondence
of other maintenance events (e.g. dry-docking). In practice, they could be
performed more or less often depending on the actual status of the hull and
propeller, according to methods based on the minimization of costs, fuel
consumption, and emissions.
Based on a similar principle, the method could be used as a mean for the
critical evaluation of interventions directed towards the limitation of fouling
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(a) ISO 19030
(b) DELM
Figure 9: Changes in time of the distribution of the percentage of speed loss estimated
with the ISO 19030 and the DELM for V1.
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(a) ISO 19030
(b) DELM
Figure 10: Changes in time of the distribution of the percentage of speed loss estimated
with the ISO 19030 and the DELM for V2.
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effect. Measuring the value of the speed loss before, and after, maintenance
events can help understanding their effectiveness, and hence making more ap-
propriate and informed choices. As an example, the hull cleaning performed
on V2 (second maintenance event) only decreased the effect of fouling by a
limited extent, while the simultaneous hull and propeller cleaning performed
a few months later (third maintenance event) appeared to have a much larger
effect. Similarly, the accurate estimations provided by this method could be
used to evaluate the efficiency of anti-fouling paints, a widely-adopted solu-
tion to reduce the effect of fouling that, however, constitutes at the same
time a cost for the company, and has a strong negative impact on the marine
environment (Lindgren et al., 2016).
Given these premises, the ISO standard related to the estimation of ma-
rine fouling (ISO 15016:2015, 2015) should be integrated with the proposed
methodology which, in presence of the conditions described in this paper, can
lead to better results compared to the current methods. If widely adopted
and associated to cleaning optimization schedules, it is possible to believe
that the proposed method could significantly contribute to an increase in the
operational efficiency of the global fleet, hence leading to a reduction in CO2
emissions from shipping.
6. Conclusions
In this work the problem of estimating the speed loss caused by the effect
of fouling on the ship hull and propeller is investigated. Since marine fouling
is a phenomenon that strongly affects a ship’s regarding powering perfor-
mance and its effects can be observed after just a few months of operations,
the possibility of correctly estimate its impacts can improve the ability of the
ship operators to effectively schedule the dry-docking for cleaning the hull
and the propeller.
For this purpose a two-step data-driven approach, based on the Deep Ex-
treme Learning Machines which are the most advanced tools in the context
and advanced statistical methods is proposed. Thanks to such an approach, it
is possible to build a Digital Twin of the ship that can be effectively exploited
to detect during real operations a deviation in the speed performances (re-
spect to the ones achievable with clean hull and propeller), and consequently
to identify the extension of the marine fouling phenomena. Then the proposal
has been compared with the state-of-the-art alternative method, namely the
ISO 19030 standard, using real-world data coming from two Handymax chem-
ical/product tankers. Results clearly show the effectiveness of the proposal
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and its better prediction accuracy and reliability, with respect to the ISO
19030. This is shown by both a more accurate and consistent prediction of
the loss of performance over time, between cleaning intervals, and by the
ability of automatically detecting maintenance events.
It has to be noted that the proposed method requires a non-indifferent
amount of data in order to monitor the current speed loss, and these data
need to be collected adopting an on-board network of sensors and persisted on
a dedicated local storage. Moreover, since the predicted speed loss is subject
to local noises, mainly due to the weather and operational conditions, the
global speed loss trend has only to be seen on a wide time-span in order to
understand its behaviour.
Given these premises, the application of the proposed method is benefi-
cial both to determine the effective intervals between maintenance actions,
for propeller and hull cleaning, and to estimate ship efficiency. In the fu-
ture, the proposed method could be exploited also for the evaluation of the
effectiveness of different energy-saving solutions, such as the case of a new
propeller design or the evaluation of the benefits deriving from the applica-
tion of sails. The contribution of this work can be seen as a step forward
in supporting both the development of new technologies, able to improve
performances and efficiency of the ship, and the implementation of suitable
Condition Based Maintenance policies for increasing the shipping sustain-
ability. Moreover, the proposed method, will facilitate the verification of
the impact of new technologies or vessel components, thereby allowing to
increase the transparency of energy and fuels efficiency technologies by pro-
viding a method to validate fuel savings claims made by the manufacturers
and providers, supporting further uptake in the shipping industry.
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