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INTRODUCTION
Researchers have multiple tools at their disposal to explore and analyse the data obtained. In the field of epidemiology, generalized linear models are the main statistical methods used in the assessment of associational and causal relations. However, the use of other methods, such as Structural Equation Modelling (SEM), is gradually increasing. SEM is a set of statistical procedures used to simultaneously evaluate several associational pathways among variables. It has been applied mainly in social sciences with labels such as covariance structure analysis, analysis of covariance, factorial analysis, principal component analysis, or pathways analysis. As in linear regression, there are assumptions in SEM whose verification is a critical stage to obtain valid estimates [1] . SEM is especially useful in the estimation of latent variables where measurement is either difficult or not yet possible (e.g. socio-economic status) [2] [3] [4] ; thus, latent variables are approximated by researchers from proxy variables (e.g. income, occupation, education). In linear regression models, proxies should be assessed one at a time (i.e. one proxy per latent variable per model) as a way to reduce multi-collinearity. By contrast, SEM encompass all proxies simultaneously and provide the researcher with one coefficient that captures the complexity of their interrelationship [5] .
The use of SEM in data exploration and analysis may contribute to increasing the researcher's understanding of how the selected proxies interrelate to constitute a latent exposure, and how these all relate to other variables in the model simultaneously.
Linear Regression Analysis. The method of linear regression is used to estimate the best-fitting straight line to describe the relation between a numerical outcome and an exposure. It provides an estimate of the correlation coefficient, which is a measure of the strength of the association. Linear regression analysis gives the equation of the straight line that best describes how the outcome increases or decreases as a function of the exposure variable. The equation for the regression line is
where β 0 and β 1 are the parameters or regression coefficients of the linear regression: β 0 is the intercept (i.e. value of y when x=0), and β 1 the slope of the line.
Assumptions

• Linearity of the relation between the independent variable
Xi and the dependent variable Y. • For any value of the independent variable X i , the dependent variable Y is normally distributed (residuals are independently, identically distributed-i.i.d-). • The magnitude of the scatter of the points around the line is the same throughout the length of the line (Homoscedasticity). • There should be no correlation between independent variables; this phenomenon, known as collinearity, reduces the efficiency of the model.
Structural Equation Modelling
. A structural equation model is a conceptual representation of a phenomenon that is a product of the interrelation among random variables and structural parameters [6] . A graphic representation of the conceptual model is known as a pathway diagram and it is an approximation of the statistical model ( Fig. 1 ).
Figure 1.
Generic pathway diagram. X is the independent variable and has a direct effect on the dependent variable Y and an indirect effect through the mediator. The direct effect is confounded by a latent variable, which has two proxies or indicators.
Random variables.
In a pathway diagram, there are usually four types of random variables: observed, indicator and latent variables, and errors. In the diagrams, observed variables are represented by rectangles, latent with ovals, and errors with es. An indicator is a type of observed variable that is used in the latent variable estimation. Additionally, an effect variable (indicated by one or more arrows) is known as an endogenous variable, while those not indicated by an arrow are named exogenous.
Structural parameter. Structural parameters are the variances, regression coefficients and c-variances among variable, defined between cause and effect variables. Arrows that link them imply causal hypothesis. Estimation of the structural equation system quantifies the structural parameter for each equation and the measurement parameters for indicators. Measurement parameters quantify the relation between an indicator and a latent variable. To estimate measurement parameters, it is necessary to constrain one of the indicators; as a result, the number of measurement parameters for k indicators is (k-1) [5] .
Assumptions
• Linearity: In order to satisfy this assumption within the multiple linear regression models fit by SEM, transformation of variables is justified (e.g. logarithm or square root transformation). • Identifiability: A model is identifiable when it is theoretically possible to estimate the true values of the model's underlying parameters when the sample size tends to the infinite. The first step for identifiability verification is the counting rule: the number of free parameters must not exceed the number of variances and co-variance between the observable variables (1), shown by:
(p + q) * (p + q + 1) 2
• Other tools for identifiability verification: (i) corroboration that measurement errors are not correlated; (ii) at least two exclusive indicators exist for each latent variable; or when there is only one single indicator, its measurement error is zero; and (iii) the model contains only observable variables. • Goodness of fit: can be assessed using different criteria.
The most frequently used are: root mean square error of approximation (RMSEA) with a value <0.05; comparative fit index (CFI) with a value >0.95; Tucker-Lewis index (TLI) with a value >0.95 or Coefficient of Determination (CD) which must be close to 1. These may be used together as an overall fit measurement. • Maximization of the goodness of fit: may be achieved by model modification. Modification indexes are diagnostic tools available in statistical packages that can identify new combinations of covariance matrices that could contribute to reduce the χ 2 statistic of the over-all goodness of fit. Also, Akaike and Bayesian information criteria may be used for comparisons between SEMs. • Pathway diagram: this should reflect the robustness of a SEM; a robust theoretical model underlying SEM should lead to similar estimations after small modifications to the model.
OBJECTIVE
By setting linear regression analysis as a reference statistical tool, the aim was to illustrate the use of SEM in the study of salivary cortisol concentration in infants as a biomarker of arsenic exposure during pregnancy.
METHOD
Sample and variables. The data was obtained from a cohort study o' "Prenatal exposure to low-level inorganic arsenic concentrations associated with salivary cortisol in infants from Arica, Chile [7] . All pregnant women attending public health centres in Arica who were in the second trimester of pregnancy were invited to participate voluntarily between June -October 2013; an informed consent form was obtained. A questionnaire to record socio-demographic data was applied, and urine samples collected to assess inorganic arsenic species. During the first year after childbirth, a standardized questionnaire was applied by a medical doctor to register information pertaining to depression diagnosed, and selfreport of stressful pregnancy. At months 18 -24 after birth, saliva samples were collected from mothers and children during home visits to assess cortisol. A detailed description of the study is available elsewhere [7] .
Inorganic arsenic was measured using high-performance liquid chromatography and inductively coupled plasma mass spectrometry (HPLC-ICPMS) in the Laboratory Trace Metals Core of the University of Columbia, New York, USA, as the sum of arsenate (AsV), arsenite (AsIII), monomethyl arsenic (MMA), and dimethyl arsenic (DMA); this variable was measured in a continuous scale (μg/L). Quantitative determination of salivary cortisol was performed with enzymelinked immunosorbent assay (ELISA) at the Biotechnology Laboratory of Bernardo O'Higgins University, Santiago, Chile; it was also measured in a continuous scale (μg/dL).
Depression diagnosed by a medical doctor was registered in a dichotomist scale (yes/no); self-report of stressful pregnancy (very low and low /moderate/high or very high), and monthly family income (<307 USD, 307 -613 USD, 614 -920 USD, 921 -1,229 USD, >1,229 USD) were registered in an ordinal scale. Mother's educational level (years of education) in a discrete scale; ethnicity (mixed-race, Aymara/other indigenous ethnicities) and occupation (student, housewife or remunerated job) in a nominal scale.
Statistical analyses -Linear Regression.
To satisfy linear regression analysis assumptions, numerical variables were logtransformed. Maternal postpartum depression and stressful pregnancy were treated as a binary variable; income and education were ordinal variables, the maternal occupation that was transformed into dummies and ethnicity was considered as a binary variable. To avoid multi-collinearity, four regression models were explored according to each individual SES proxy, i.e. income, education, occupation, and ethnicity. Models were compared with adjusted R 2 and goodness of fit checked with analysis of residuals. Analyses were conducted using Stata version IC v14.0.
SEM. Exposure to inorganic arsenic has been associated with several pregnancy and perinatal outcomes [8] [9] [10] . Toxicological studies have indicated that low-level exposure during pregnancy could be related to increased levels of cortisol [11] [12] [13] . In humans, cortisol level has been related to factors such as socio-economic status (SES), working conditions and stressful situations [14] [15] [16] . Figures 2 and 3 are pathway diagrams representing these complex relations. In both diagrams, SES indicator variables (income, education, occupation, and ethnicity) were defined according to the social determinants of health framework [17] . SEM 1 (Fig. 2) shows the direct effect model of exposure to inorganic arsenic while SEM 2 (Fig. 3) included the indirect effect of exposure to inorganic arsenic through maternal depression as mediator. To satisfy SEM assumptions, numerical variables were logtransformed. Maternal postpartum depression was treated as a binary variable; income and education were ordinal variables, the maternal occupation that was transformed into dummies and ethnicity was considered as a binary variable.
Prenatal exposure to inorganic arsenic was an exogenous and observed random variable, and salivary cortisol was an endogenous and observed random variable. All endogenous variables included random error, and it was assumed that exogenous variables were measured without random error. Prenatal exposure to inorganic arsenic, maternal postpartum depression, stressful pregnancy and maternal cortisol were modelled as having a direct effect on cortisol in infants (Tab. 1).
To verify the identifiability in both SEMs, 13 free parameters (9 structural and 4 measurement parameters) were estimated in SEM 1, and 14 free parameters (10 structural and 4 measurement parameters) in SEM 2. Consequently, a third structural equation model was specified to test the robustness of the estimations.
Model fit was evaluated using the root mean square error of approximation (RMSEA) with a value <0.05, the comparative fit index (CFI) with a value >0.95, a Tucker-Lewis index (TLI) with a value >0.95 and the Coefficient of determination (CD) which must be close to 1. Akaike and Bayesian information criteria were used to compare models. Potential modification of the model was assessed. Analyses were conducted using Stata version IC v14.0. Table 2 . Quantitative variables as inorganic arsenic, maternal cortisol, and cortisol in infants were positively skewed.
RESULTS
General description. Characteristics of the sample are shown in
Linear Regression Models.
Treating each SES proxy separately, 4 linear regression models were run to study the association between exposure to arsenic and cortisol in infants (Tab. 3). All models estimated similar regression coefficients for Ln(iAs), and the association between cortisol in infants and mothers was statistically significant (p-value: <0.001) in all 4. Adjusted R 2 varied from 0.2011 -0.211, and the residual analysis showed symmetrical distribution of residuals with mean equal to zero.
Structural Equation Modelling
. SEM 1-direct effect model of arsenic exposure-showed no association between arsenic exposure and cortisol, and a statistically significant positive effect of maternal cortisol on cortisol in infants ( Table 4 ). SEM 2-indirect effect of arsenic exposure through maternal depression as mediator-showed no effect of arsenic exposure on cortisol in infants either direct or indirect, and a statistically significant positive effect of maternal cortisol on cortisol in infants (Table 4 ). SEM 1 and SEM 2 identifiability were satisfactory (counting rule). Measurement errors were uncorrelated, there were no more than 2 exclusive indicators for the latent variable (SES); besides SES, the rest of the variables were observable. SEM 1 and SEM 2 had satisfactory goodness of fit (Tab. 5). Akaike and Bayesian information criteria indicated better parsimony of SEM 2. According to modification indexes, the incorporation of an additional correlation between income and education would have improved goodness of fit in both models. The modification, however, would otherwise have implied loss of identifiability. Thus, SEM 1 and SEM 2 were kept as originally defined.
DISCUSSION
Linear regression analysis and SEM were useful for studying the effect of prenatal exposure to inorganic arsenic on salivary cortisol concentration in infants. SEM allowed the adjustment of estimations by a measure of SES that obtained the information about income, occupation, education and ethnicity in a more comprehensive way than LRM. Both methods required the same transformations of variables, which evens any difficulty in the interpretation of results.
The coefficient obtained under the linear regression approach for prenatal exposure to inorganic arsenic was similar to those obtained under SEM (SEM 1 and 2). However, in SEM 2, it was possible to explore the indirect effect of the prenatal exposure to inorganic arsenic on cortisol through a mediator (i.e. maternal depression); this was not feasible in LRM because it is not proper to adjust for mediators (i.e. over-adjustment bias and unnecessary adjustment) [18] .
The linear regression coefficient estimation was similar for each SES proxy. Their value was similar to those estimated by SEM 1 and SEM 2; however, the information they contained was not comparable. SEMs estimated latent SES and further converged to estimate the effect of prenatal exposure to inorganic arsenic on infant's cortisol. SEM evaluated income, occupation, education, and ethnicity together, as occurs in real life: an individual has a certain income, has completed a specific level of education, has a particular occupation, and belongs to one ethnic group, all at the same time.
A strong association between child and maternal cortisol in both LRM and SEM was found; this seems plausible given the many factors, including habits or stressful experiences that affect both mother and child simultaneously [19] ; the other relations in both SEMs did not reach statistical significance. For instance, a positive tendency was found between the latent variable SES with educational level [20, 21] , showing that subjects who reported to be students had better SES than those with remunerated employment; those who reported having remunerated employment rated better than housewives. Nevertheless, none of these relationships were statistically significant.
In environmental epidemiology, recent studies have used SEMs to evaluate the impact of one pollutant on more than one health effect [22] , or to estimate the effect of more than one pollutant acting concurrently in a spatial context [23] . In the field of arsenic research, authors such as Fei, Kyle and Davis [24] [25] [26] have applied SEM to study the association between prenatal exposure to inorganic arsenic and intercorrelated perinatal outcomes that may lie on the same pathway.
Limitations of the current study were the self-report quality of some variables, small sample size and the possible difficulties in interpretation of results due to necessary mathematical transformations. Self-reported could introduce bias while a larger sample size could improve estimation accuracy. Nevertheless, the aim of the study was achieved. 
