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Abstract
The relaxation properties of dielectric materials are described, in the frequency domain,
according to one of the several models proposed over the years: Kohlrausch-Williams-
Watts, Cole-Cole, Cole-Davidson, Havriliak-Negami (with its modified version) and Ex-
cess wing model are among the most famous. Their description in the time domain
involves some mathematical functions whose knowledge is of fundamental importance for
a full understanding of the models. In this work, we survey the main dielectric models
and we illustrate the corresponding time-domain functions. In particular, we stress the
attention on the completely monotone character of the relaxation and response functions.
We also provide a characterization of the models in terms of differential operators of
fractional order.
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1. Introduction
Dielectric materials (dielectrics for brevity) play a fundamental role in the accumulation
and dissipation of electric and magnetic energy. Their molecular structure and properties
have been widely analyzed since the early Faraday’s works, especially for insulation in
electrical and electronic circuits. Polarization by electric fields is typically used to store
a large amount of energy and, to this aim, the polar dielectrics are preferred in many
applications. However, modelling the behaviour and response of dielectric materials is
important for various reasons. Namely, prediction of standard and anomalous phenom-
ena is possible only by model analysis and model-based simulation. Moreover, in many
applications, the models allow to evaluate performance indexes and to adjust the struc-
ture or parameters of dielectrics so that responses obey design specifications, reference
behaviours, etc.
The main dielectric parameter affecting the models is the permittivity ε(ω) or the
associated susceptibility χ(ω), which is in fact depending on the frequency of the applied
electric field. Also the time-domain descriptions expressed by the relaxation and response
functions are relevant especially to perform simulations.
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The standard and simplest model in the physics of dielectrics was provided by De-
bye in 1912 [23] based on a relaxation function decaying exponentially in time with a
characteristic relaxation time.
However, simple exponential models are often not satisfactory, while advanced non-
exponential models (usually referred as “anomalous relaxation”) are commonly required
to better explain experimental observations of complex systems. Namely, the relaxation
response of many dielectric materials cannot be explained by the standard Debye process
and different models have been successively introduced.
Anomalous relaxation and diffusion processes are nowadays recognized in many complex
or disordered systems that possess variable structures and parameters and show a time
evolution different from the standard exponential pattern [7, 27, 50, 61, 87, 121]. Biological
tissues are an interesting example of complex systems with anomalous relaxation and
diffusion processes [15, 77] and they can be considered as dielectrics with losses.
Since the pioneering work of Kohlrausch in 1854 [72], introducing a stretched exponen-
tial relaxation successively rediscovered by Williams and Watts [130], important models
where introduced by Cole and Cole [16, 17], Davidson and Cole [18, 19], Havriliak and
Negami [48] and others.
The challenges are measuring or extrapolating the dielectric properties at high frequen-
cies, fitting the experimental data from various tissues and from different samples of the
same tissue, and representing the complex, nonlinear frequency-dependence of the per-
mittivity [28]. Cole-Cole relaxation models, for instance, are frequently used to model
propagation in dispersive biological tissues (Cole-Cole media) because they represent the
frequency-dependent relative permittivity better than classical Debye models and over a
wide frequency range [86, 73, 105]. More generally, the universal relaxation response spec-
ified by a fractional power-law is used for electromagnetic fields propagation [115, 116].
Nowadays the aforementioned models, named after their proposers, are considered as
the “classical” models for dielectrics but some other interesting models have been more
recently introduced by Jurlewicz, Weron and Stanislavsky [58, 113] and Hilfer [51, 52] to
better fit the experimental data in complex systems.
In the present paper, we try to survey the most common models existing in the literature
to our best knowledge and describe their main properties under a mathematical point of
view.
All the models have the common feature that for large times the relaxation and response
functions generally decay with a power law that indeed is found in most experiments. This
power law behaviour allows to derive the equations governing the evolution of the dielectric
processes by using non-local operators provided by the so-called fractional calculus, that
are pseudo-differential operators interpretable as suitable integrals and derivative of non-
integer order [11]. Then certain high transcendental functions related to fractional calculus
arise naturally in the description of the relaxation and response functions, mostly of the
Mittag-Leffler type.
There is however a further feature which ties all these models and which we would like
to highlight in this survey: relaxation and response are completely monotonic functions
of time, which means that they are expressed as a continuous distributions of simple ex-
ponential functions with a non-negative spectrum of relaxation times. To our knowledge,
the property of complete monotonicity has not been sufficiently outlined in the existing
literature at variance with the power law asymptotic behaviour.
This paper is organized in the following way. In Section 2 we provide a preliminary
introduction to physical and mathematical aspects of dielectric relaxation by illustrating
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the main functions we will use to describe each model. In Section 3, which constitutes the
main part of this paper, we proceed to describe the principal dielectric models and, for
each model, we present the characteristic functions (with their graphical representations)
and study the associated evolution equations. Three appendixes complete the paper: the
first one presents some results on Mittag-Leffler and related functions used to describe
the characteristic functions of each model; the second appendix summarizes the main in-
tegral and derivative operators used in the analysis of the evolution equations; finally, few
biographical notes are dedicated to the main authors who contributed to the introduction
of the models considered in the paper.
2. Preliminary physical and mathematical introduction to dielectric
relaxation
Under the influence of the electric field, an electric polarization occurs to the matter.
The electric displacement effect on free and bound charges is described by the displacement
field D which is related to the electric field E and to the polarization P by
D = ε0E + P , (2.1)
where ε0 is the permittivity of the free space. For a perfect isotropic dielectric and for
harmonic fields of frequency ω, the interdependence between E and P is described by a
constitutive law
P = ε0[(εs − ε∞)(εˆ(iω)− 1)]E = ε0[(εs − ε∞)χˆ(iω)]E , (2.2)
where εs and ε∞ are the static and infinite dielectric constants. The normalized complex
permittivity εˆ(iω) and the normalized complex susceptibility χˆ(iω) are specific characteris-
tics of the polarized medium and are usually determined by matching experimental data
with an appropriate theoretical model.
From the physical point of view, the description of dielectrics, considered as passive
and causal linear systems, is carried out also in time by considering two causal functions
of time (i.e., vanishing for t < 0):
• the relaxation function Ψ(t),
• the response function φ(t).
The relaxation function describes the decay of polarization whereas the response func-
tion its decay rate (the depolarization current).
Remark 2.1. Note that our notation {Ψ(t), φ(t)} for the relaxation and response func-
tions is in conflict with a notation frequently used in the literature, where the relaxation
function is denoted by φ(t) and the response function by −dφ(t)/dt.
As a matter of fact, the relationship between response and relaxation functions can
be better clarified by their probabilistic interpretation investigated in several papers by
Karina Weron and her team (e.g., see [123, 126, 127]): interpreting the relaxation function
as a survival probability Ψ(t), the response function turns out to be the probability density
function corresponding to the cumulative probability function Φ(t) = 1− Ψ(t). Thus the
two functions are interrelated as follows
φ(t) = − d
dt
Ψ(t) =
d
dt
Φ(t) , t ≥ 0 , (2.3)
and
Ψ(t) = 1−
∫ t
0
φ(u) du , t ≥ 0 . (2.4)
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In view of their probabilistic meaning, φ(t) and Ψ(t) are both non-negative and non-
increasing functions. In particular, we get the limit Ψ(0+) = 1 whereas φ(0+) may be
finite or infinite.
The response function φ(t) is obtained as the inverse Laplace transform of the normal-
ized complex susceptibility by setting the Laplace parameter s = iω, that is
φ(t) = L−1 (χ˜(s); t) , (2.5)
where we have used the superscript ˜ to denote a Laplace transform, i.e. χ˜(s) = χˆ(iω);
then, for the relaxation function Ψ(t) we have
Ψ(t) = 1− L−1
(
1
s
χ˜(s); t
)
= L−1
(
1
s
− 1
s
χ˜(s); t
)
. (2.6)
We can thus outline the basic Laplace transforms pairs as follows
φ(t)÷ φ˜(s) = χ˜(s) , Ψ(t)÷ Ψ˜(s) = 1− φ˜(s)
s
, (2.7)
where we have adopted the notation ÷ to denote the juxtaposition of a function of time
f(t) with its Laplace transform f˜(s) =
∫∞
0
e−stf(t) dt.
The standard model in the physics of dielectrics was provided by Debye [23] according to
which the normalized complex susceptibility, depending on the frequency of the external
field, is provided, unless a proper multiplicative constant, as
χˆ(iω) =
1
1 + iωτD
, (2.8)
where τD is the only expected relaxation time. In this case, both relaxation and response
functions turn out to be purely exponential. In fact, recalling standard results in Laplace
transforms, we get
ΨD(t) = e
−t/τD , φD(t) =
1
τD
e−t/τD . (2.9)
Even though the Debye relaxation model was the first derived on the basis of statistical
mechanics, it finds a little application in complex systems where it is more reasonable
to have a discrete or a continuous distribution of Debye models with different relaxation
times, so that the complex susceptibility reads
χˆ(iω) =
ρ1
1 + iωτ1
+
ρ2
1 + iωτ2
+ . . . (2.10)
with ρ1, ρ2, . . . non-negative constants or, more generally,
χˆ(iω) =
∫ ∞
0
ρ(τ)
1 + iωτ
dτ , (2.11)
with ρ(τ) ≥ 0. In mathematical language the above properties are achieved requiring
relaxation and response to be locally integrable and completely monotone (LICM) func-
tions [46]. The local integrability is requested to be Laplace transformable in the classical
sense. The complete monotonicity means that the functions are non-negative with infin-
itely many derivatives for t > 0 alternating in sign; we provide here its formal definition.
Definition 2.1. A function f : (0,+∞) → R is said completely monotonic (CM) on
(0,+∞) if f has derivatives of all orders and (−1)kf (k)(t) ≥ 0 for any k ∈ N and t > 0.
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The above definition can be extended to [0,∞) when the limits of f (k)(t) as t→ 0 are
finite.
As discussed by Hanyga [45], CM is essential to ensure the monotone decay of the
energy in isolated systems (as it appears reasonable from physical considerations); thus,
restricting to CM functions is essential for the physical acceptability and realizability of
the dielectric models (see [2]).
For the basic Bernstein theorem for LICM functions [128], Ψ(t) and φ(t) are represented
as real Laplace transforms of non-negative spectral functions (of frequency)
Ψ(t) =
∫ ∞
0
e−rtKΨ(r) dr , φ(t) =
∫ ∞
0
e−rtKφ(r) dr . (2.12)
Due to the interrelation between Ψ(t) and φ(t), the corresponding spectral functions
are obviously related and indeed
KΨ(r) = Kφ(r)/r , Kφ(r) = r KΨ(r) . (2.13)
As a matter of fact, the Laplace transform Ψ˜(s) of Ψ(t) and φ˜(s) of φ(t) turn to be
iterated Laplace transforms (that are, Stieltjes transforms) of the corresponding frequency
spectral functions KΨ(r), Kφ(r). In fact, by exchanging order in the Laplace integrals,
we get
Ψ˜(s) =
∫ ∞
0
KΨ(r)
s+ r
dr , φ˜(s) =
∫ ∞
0
Kφ(r)
s+ r
dr . (2.14)
As a consequence, the frequency spectral functions can be derived from Ψ˜(s) and φ˜(s)
as their inverse Stieltjes transforms thanks to the Titchmarsh inversion formula [117],
KΨ(r) = ∓ 1
pi
Im
[
Ψ˜(s)
∣∣
s=re±ipi
]
, Kφ(r) = ∓ 1
pi
Im
[
φ˜(s)
∣∣
s=re±ipi
]
. (2.15)
For a physical viewpoint, it may be more interesting to deal with spectral functions
expressed in terms of relaxation times τ = 1/r rather than frequencies r. Then we write
Ψ(t) =
∫ ∞
0
e−t/τ HΨ(τ) dτ , φ(t) =
∫ ∞
0
e−t/τ Hφ(τ) dτ , (2.16)
so that the time spectral functions are obtained from the corresponding frequency spectral
ones by the variable change
HΨ,φ(τ) =
KΨ,φ(1/τ)
τ 2
(2.17)
(we also refer to [92] for a method based on the generalized multiplication Efros theorem
to derive spectral functions).
We have to keep in mind that, even though we have distributions of multiple De-
bye relaxation processes characterized by time exponentials of negative argument, the
characteristic functions can decay for small and large times as power laws with nega-
tive exponents due to certain asymptotic behaviours of the corresponding frequency or
time spectral functions. In these cases the dielectric relaxation is told to be anomalous.
This power-law behaviour is usually found, for instance, in complex bodies so that suit-
able models of anomalous relaxation have been introduced in the literature to properly
account for experimental data.
We close this section with a few further considerations on spectral functions used to
characterize the processes of anomalous dielectric relaxation.
At first, we note that in Eq. (2.11) we have
ρ(τ) = τHφ(τ) ; (2.18)
6 R. Garrappa, F. Mainardi, G. Maione
indeed, from (2.5) and (2.16) we get
χ˜(s) := φ˜(s) =
∫ ∞
0
e−st φ(t) dt =
∫ ∞
0
e−st
∫ ∞
0
e−t/τHφ(τ) dτ dt
=
∫ ∞
0
Hφ(τ)
s+ 1/τ
dτ =
∫ ∞
0
τHφ(τ)
1 + sτ
dτ =
∫ ∞
0
ρ(τ)
1 + sτ
dτ .
and (2.18) follows after setting s = iω in Eq. (2.11).
Finally, we consider the logarithmic spectral function of relaxation times based on the
scaling u = log(τ) = − log(r) running from −∞ to +∞ for both the functions Ψ(t) and
φ(t). Setting in Eq. (2.14) r = exp(−u) we get
χ˜(s) := φ˜(s) =
∫ +∞
0
Kφ(r)
s+ r
dr =
∫ +∞
−∞
e−uKφ(e−u)
s+ e−u
du
and similarly for Ψ˜(s). Thus we may introduce the required logarithmic spectral functions,
that we denote by LΨ,φ(u), which are related to frequency spectral functions KΨ,φ(r) by
LΨ,φ(u) = e−uKΨ,φ(e−u) (2.19)
and, consequently, the time relaxation spectral functions HΨ,φ(τ) by
LΨ,φ(u) = euHΨ,φ(eu) . (2.20)
These spectral functions are mostly used in experiments because they cover several
decades of relaxation times accounting in an equal measure for the smaller and the larger
times.
3. Main models for anomalous dielectric relaxation
The Debye model [23] is one of the first models introduced to describe physical proper-
ties of dielectrics and, as discussed in Section 2, involves relaxation and response functions
of exponential type; we refer to this purpose to equations (2.8) and (2.9).
As revealed by a number of experiments, a broad variety of dielectric materials exhibits
relaxation behaviours which strongly deviate from the exponential Debye law. The ob-
servation of “anomalous” phenomena such as broadness, asymmetry and excess in the
dielectric dispersion has motivated the proposition of new empirical laws in order to mod-
ify the Debye relaxation and match experimental data in a more accurate way.
In 1970s, after analyzing the dielectric properties of several materials, Jonscher and
his co-workers propounded the existence of a universal relaxation law (URL) following
a fractional power law dependence and capable of fitting most of the experimental data
[55, 91]. The URL proposed by Jonscher is an empirical law in which the ratio of the
imaginary to the real part of the susceptibility is assumed to be constant and characterized
by two power law exponents, say m (for low frequencies) and n (for high frequencies),
with 0 < m,n < 1 [56, 57].
In particular, once we distinguish the real and imaginary part of the complex suscepti-
bility, namely χˆ(iω) = χ′(ω)− iχ′′(ω), it is assumed that
χ′(0)− χ′(ω) ∼ ωm, χ′′(ω) ∼ ωm, ωτ?  1
and
χ′(ω) ∼ ωn−1, χ′′(ω) ∼ ωn−1, ωτ?  1,
where τ? is the characteristic relaxation time.
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It is nowadays well established that the relaxation properties of a large variety of
materials obey to this law and some models proposed in literature (before and after
the work of Jonscher) fit in an excellent way the Jonscher’s URL; this is the case, for
instance, of the
• Cole-Cole (CC) model,
• Havriliak-Negami (HN) model,
• modified HN or Jurlewicz-Weron-Stanislavsky (JWS) model.
There also exist materials whose relaxation data can be interpreted in an accurate way
only by means of different types of experimental fitting functions which do not completely
fit the Jonscher’s URL, as for the
• Kohlrausch-Williams-Watts (KWW) model,
• Davidson-Cole (DC) model,
• excess wing (EW) model.
As it will be better illustrated further on, the DC, HN, JWS and EW models are closely
related to the CC model since they are obtained from similar complex susceptibilities,
mainly based on the insertion of real powers in the susceptibility of the Debye model.
Conversely, the derivation of the KWW model is made in a completely different way and
a closed-form representation of its complex susceptibility is not available (a comparison
of DC and KWW models is discussed in [74]).
To some extent, the CC model (together with the DC, HN, JWS and EW models)
and the KWW model represent two large and distinct families of relaxation models for
dielectrics [29]. Nevertheless, an attempt of creating a mathematical bridge between these
two distinct families has been proposed by Capelas, Mainardi and Vax in [10], where a
more general model combining CC and KWW models was introduced; we will outline also
this model which is indicated as the
• Capelas-Mainardi-Vaz (CMV) model.
The above list of dielectric models is obviously not exhaustive. Other models have been
discussed in literature, but most of them can be obtained from one of the above models.
This is the case, for instance, of the model proposed in 1999 by Raicu [103], which is not
treated in this survey since it can be reverted in a special case of the HN model, or the
model based on fractional order operators of hyper-Bessel type (for details one can see in
[69]), and still having CM relaxation functions, investigated in [30].
In the remainder of this section, we illustrate each model and we discuss their main
features under a mathematical perspective.
3.1. The Cole-Cole model. The Cole-Cole model, named after the brothers K.S. Cole
and R.H. Cole, was introduced in 1941 [16] (see also [17]). As described in [6], it finds
applications in “systems with rather small deviations from a single relaxation time, e.g.
many compounds with rigid molecules in the pure liquid state and in solution in non-
polar, non-viscous solvents”. Nowadays this model is still used to represent impedance of
biological tissues, to describe relaxation in polymers, to represent anomalous diffusion in
disordered systems and so on [60, 73, 86].
The complex susceptibility of the Cole-Cole model is derived by inserting a real power
in the original Debye model, thus to fit data presenting a broader loss peak, and it is
given by
χˆCC(iω) =
1
1 +
(
iωτ?
)α , 0 < α ≤ 1 , (3.1)
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where τ? denotes a reference relaxation time. It is an elementary task to verify that
χˆCC(iω) fits the Jonscher’s URL with m = α and n = 1 − α, as enhanced in Figure 1;
unless otherwise specified, in all the subsequent plots a normalized relaxation time τ? = 1
is assumed.
10
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10
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10
2
10
4
10
−4
10
−3
10
−2
10
−1
10
0
χ
′ (0
) −
χ
′ (ω
)
χ ′(ω
)
χ
′′ (ω
) χ ′′(ω
)
ω
α
ω −
α
Figure 1. CC susceptibility for α = 0.8.
By operating the Laplace inversion of (3.1) we get the corresponding response and
relaxation functions respectively as
φCC(t) = L−1
(
1
1 + (sτ?)α
)
=
1
τ?
(
t/τ?
)α−1
Eα,α
(−(t/τ?)α) , (3.2)
and
ΨCC(t) = L−1
(
1
s
− 1
s
(
1 +
(
sτ?
)α)
)
= 1− (t/τ?)αEα,α+1 (− (t/τ?)α) = Eα,1
(−(t/τ?)α) . (3.3)
We report in Figure 2 the plots of the relaxation function ΨCC(t) using linear (left plot)
and logarithmic (right plot) scales.
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Figure 2. Relaxation function ΨCC(t) on varying α.
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The plots of the relaxation and response functions are also found in Mainardi’s book [79]
along with their asymptotic representations. Here we just recall that by using standard
results on the asymptotic behaviour of the Mittag-Leffler function it is possible to verify
that
φCC(t) ∼

1
τ?Γ(α)
(
t/τ?
)α−1
, for t τ?,
− 1
τ?Γ(−α)
(
t/τ?
)−α−1
, for t τ?,
(3.4)
and
ΨCC(t) ∼

1− 1
Γ(α + 1)
(
t/τ?
)α
, for t τ?,
1
Γ(1− α)
(
t/τ?
)−α
, for t τ?.
(3.5)
It is interesting to note that the Cole brothers were not initially interested to express
relaxation and response in terms of Mittag-Leffler functions in [16], but, soon one year
later [17], they made reference for these functions to the treatise by Davis of 1936 [20].
Indirect references to Mittag-Leffler functions in anomalous dielectric relaxation can be
found in the works by Gross of 1937 [39], of 1938 [40], of 1941 [41], but more explicitly in
the 1939 papers by his student F.M de Oliveira Castro [21, 22].
Later, in 1947 Gross [42] has explicitly proposed the Mittag-Leffler function in mechan-
ical relaxation in the framework of linear viscoelasticity. This argument was revisited in
1971 by Caputo and Mainardi [12, 13] in order to propose the so-called fractional Zener
model making use of the time fractional derivative in the Caputo sense. A function strictly
related to the Mittag-Leffler function was introduced by Rabotnov in 1948 [102] and soon
later numerical tables of the Rabotnov function appeared by his collaborators. However,
the first plots of the Mittag-Lefller function appeared only in the 1971 papers by Caputo
and Mainardi [12, 13]. Nowadays, because of the relevance of this function in Fractional
Calculus as solution of differential equations of fractional order, a number of computing
routines are available, by Gorenflo et al. [37], by Seybold and Hilfer [110], by Podlubny
et al. [98] and, more recently, by Garrappa et al. [34, 32].
Consequently, the Cole brothers, even though they have not explicitly used fractional
derivatives or integrals, can be considered as “indirect” pioneers of this mathematical
branch (for an historical perspective see [122]).
By the way, the Cole brothers are famous because of their idea to plot the locus of the
(normalized) complex permittivity εˆ(iω) = ε′(ω)+iε′′(ω) in the complex plane, henceforth
named after them Cole-Cole plots.
In Figure 3 we exhibit the Cole-Cole plots for the CC model with varying α, showing
a semicircle with its center on the real axis in the Debye case (α = 1) and an arc of
a circle with its center below the real axis, namely at C = (1
2
,− cos(αpi/2)
2 sin(αpi/2)
), and radius
ρ = 1
2 sin(αpi/2)
, in the anomalous case (0 < α < 1).
Let us now consider the spectral functions related to the Cole-Cole model restricting
our attention to the relaxation function ΨCC(t). From (2.15) and (3.3) the frequency
spectral function for ΨCC(t) turns out to be
KΨCC(r) =
τ?
pi
(rτ?)
α−1 sin (αpi)
(rτ?)2α + 2 (rτ?)α cos (αpi) + 1
≥ 0 . (3.6)
With the change of variable τ = 1/r we get the corresponding spectral representation
HΨCC(τ) = τ
−2KΨCC(1/τ) in relaxation times (as already outlined in Section 2) from which
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Figure 3. Cole-Cole plots for the CC model.
it is immediate to evaluate
HΨCC(τ) =
1
piτ?
(τ/τ?)
α−1 sin(αpi)
(τ/τ?)2α + 2(τ/τ?)α cos(αpi) + 1
(3.7)
and thus one easily recognizes the identity KΨCC(r) = H
Ψ
CC(τ) between the two spectral
functions when the relaxation time is normalized to τ? = 1.
The coincidence between the two spectral functions is a surprising fact pointed out
for the Mittag-Leffler function Eα,1(−tα) with 0 < α < 1 by Mainardi in his 2010 book
[79] and in his recent paper [80]. This kind of universal/scaling property seems therefore
peculiar for the Cole-Cole relaxation function ΨCC(t).
For some values of the parameter α and with respect to the relaxation function ΨCC(t)
of the CC model, we show in Figure 4 the time spectral distribution HΨCC(τ) given by
(3.7) and its logarithmic representation LΨCC(u) = e
uHΨCC(e
u), i.e.
LΨCC(u) =
1
2pi
sin(αpi)
cosh[α(u− log τ?)] + cos(αpi) , u = log(τ) . (3.8)
Of course, for α = 1 the Mittag-Leffler function in (3.3) reduces to the exponential
function exp(−t/τ?) and the corresponding spectral distributions are both equal to the
Dirac delta generalized function centred, respectively, at τ = τ? and u = log(τ?).
0 0.5 1 1.5 2 2.5 3
0
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1
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α = 0.9
−3 −2 −1 0 1 2 3
0
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0.4
0.6
0.8
1
u
α = 0.6
α = 0.7
α = 0.8
α = 0.9
Figure 4. Spectral distributions HΨCC(τ) (left) and L
Ψ
CC(u) (right).
Note that both spectral functions were formerly outlined in 1947 by Gross [42] and
later revisited, in 1971, by Caputo and Mainardi [12, 13].
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The response and relaxation functions of the CC model satisfy some evolution equations
expressed by means of fractional differential operators. In particular, for the response
φCC(t) after applying some basic properties of the Riemann-Liouville derivative 0D
α
t (see
the Appendix B at the end of this paper and [25, Section 2.2]) it is straightforward to
derive
0D
α
t φCC(t) = −
1
τα?
φCC(t), lim
t→0+ 0
J1−αt φCC(t) =
1
τα?
, (3.9)
and, correspondingly, the application of the Caputo fractional derivative C0D
α
t leads to
C
0D
α
t ΨCC(t) = −
1
τα?
ΨCC(t), ΨCC(0) = 1 . (3.10)
3.2. The Davidson-Cole model. After a decade from the introduction of the CC model,
another dielectric model, still depending on one real parameter, was proposed to generalize
the standard Debye model. The introduction in 1950-1951 of the new model by D.W.
Davidson and R. H. Cole [18, 19] was motivated by the need of fitting the broader range
of dispersion observed at high frequencies in some organic compounds such as glycerine,
glycerol, propylene glycol, and n-propanol.
This asymmetry is obtained in the Davidson-Cole (DC) model by considering the fol-
lowing complex susceptibility
χˆDC(iω) =
1
(1 + iωτ?)γ
, 0 < γ ≤ 1 , (3.11)
and it is clearly reflected in the corresponding Cole-Cole plots presented in Figure 5.
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Figure 5. Cole-Cole plots for the DC model.
This model does not completely fit the Jonscher’s URL. Indeed, after writing the com-
plex susceptibility in the equivalent formulation
χˆDC(iω) =
cos
[
γθ(ω)
]− i sin[γθ(ω)]
(1 + ω2τ 2? )
γ/2
, θ(ω) =
pi
2
− arctan
[ 1
ωτ?
]
, (3.12)
and evaluating the asymptotic expansions
cos
[
γθ(ω)
] ∼ { 1− 12γ2τ 2?ω2
Cγ +
γ
τ?ω
Sγ
sin
[
γθ(ω)
] ∼ { γτ?ω , ωτ?  1
Sγ − γτ?ωCγ ωτ?  1
with Cγ = cos
[
γpi/2
]
and Sγ = sin
[
γpi/2
]
, we are able to infer the following asymptotic
behaviour (graphically illustrated in Figure 6) of χˆDC(iω) = χ
′
DC(ω) − iχ′′DC(ω) for low
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and high frequencies
χ′DC(0)− χ′DC(ω) ∼ γ
2τ2?
2
ω2 , χ′′DC(ω) ∼ γτ?ω , ωτ?  1 ,
χ′DC(ω) ∼ Cγτ−γ? ω−γ , χ′′DC(ω) ∼ Sγτ−γ? ω−γ , ωτ?  1 ,
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Figure 6. CD susceptibility for γ = 0.9.
By operating the Laplace transform inversion, we get the corresponding response and
relaxation functions
φDC(t) = L−1
(
1
(1 + sτ?)γ
)
=
1
τ?
(t/τ?)
γ−1Eγ1,γ (−t/τ?)
=
1
τ?
(t/τ?)
γ−1
Γ(γ)
exp(−t/τ?)
(3.13)
and
ΨDC(t) = L−1
(
1
s
− 1
s (1 + sτ?)
γ
)
= 1− (t/τ?)γ Eγ1,γ+1 (−t/τ?)
=
1
Γ(γ)
Γ(γ, t/τ?)
(3.14)
where, for <(γ) > 0, Γ(a, z) = ∫∞
z
ta−1e−t dt is the incomplete gamma function and
the last equality for ΨDC(t) is obtained by integration of the response function φDC(t),
namely after applying (2.4). The plots of the relaxation function ΨDC(t) using linear and
logarithmic scales in the normalized time τ? = 1 are reported in Figure 7.
The well-know asymptotic expansion for the incomplete gamma function (e.g., see [1,
Eq. 6.5.32]) with real and positive argument z
Γ(a, z) ∼ za−1e−z, z →∞ , (3.15)
allows to see that, at variance with the CC model, the characteristic functions ΨDC(t)
and φDC(t) decay both exponentially for large times, so more rapidly of any power law,
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Figure 7. Relaxation function ΨDC(t) on varying γ.
namely
φDC(t) ∼

1
τ?Γ(γ)
(
t/τ?
)γ−1
, for t τ?,
1
τ?Γ(γ)
(
t/τ?
)γ−1
exp
(−t/τ?) , for t τ?, (3.16)
and
ΨDC(t) ∼

1− 1
Γ(γ + 1)
(
t/τ?
)γ
, for t τ?,
1
Γ(γ)
(
t/τ?
)γ−1
exp
(−t/τ?) , for t τ?. (3.17)
Furthermore the spectral distribution functions exhibit a cut off, so they vanish at low
frequencies r < 1/τ? and indeed we get the following expressions
KφDC(r) =
 0 , r < 1/τ? ,1
pi
sin(γpi)
(rτ? − 1)γ , r > 1/τ? ,
(3.18)
and
KΨDC(r) =
 0 , r < 1/τ? ,1
pi
sin(γpi)
r(rτ? − 1)γ , r > 1/τ? .
(3.19)
For the plots of spectral distributions, in Figure 8 we limit to exhibit (as for CC model)
those corresponding to the relaxation function ΨDC(t), that is
HΨDC(τ) =
 0 , τ > τ? ,1
piτ
sin(γpi)
(τ?/τ − 1)γ , τ < τ? ,
(3.20)
and LΨDC(u) = e
−uKΨDC(e
−u), where u = log(τ).
By standard derivation it is elementary to see that the response φDC(t) satisfies the
equation
Dt φDC(t) = − 1
τ?
[
1− (γ − 1)τ?
t
]
φDC(t) (3.21)
but by taking into account the composite operator (B.12) it is also possible to obtain(
Dt + τ
−1
?
)γ
φDC(t) = e
−t/τ?
0D
γ
t e
t/τ?φDC(t) =
1
τ?
e−t/τ?0D
γ
t
(t/τ?)
γ−1
Γ(γ)
= 0 ,
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Figure 8. Spectral distributions HΨDC(τ) (left) and L
Ψ
DC(u) (right).
where for the last equality we refer to [25, Example 2.4]; hence φDC(t) satisfies the following
equation (
Dt + τ
−1
?
)γ
φDC(t) = 0, lim
t→0+ 0
J1−γt
[
et/τ?φDC(t)
]
=
1
τ γ?
, (3.22)
where the initial condition is obtained from (B.15). Observe that, as t→ 0+, the contri-
bution of the exponential et/τ? in the fractional integral 0J
1−γ
t is always equal 1, i.e.
lim
t→0+ 0
J1−γt
[
et/τ?φDC(t)
]
= lim
t→0+ 0
J1−γt φDC(t) ,
thus providing the same initial condition associated to the equation (3.9) for the CC
model.
For the relaxation function ΨDC(t) we use the operator
C(Dt + λ)γ defined in (B.13)
and standard derivations allow us to compute
C(Dt + τ−1? )γΨDC(t) = − 1τ γ? [1− (t/τ?)1−γ E1−γ1,2−γ (−t/τ?)] , (3.23)
with the usual initial condition ΨDC(0) = 1. It is worthwhile to note that when γ = 1 it
is E1−γ1,2−γ (−t/τ?) ≡ 1 and, as expected, (3.23) returns the standard evolution equation for
the relaxation function of the Debye model.
Alternatively, we can consider the particular case, for α = 1, of the operator C
(
0D
α
t + τ
−1
?
)γ
introduced in (B.23) and the corresponding equation would read as
C
(
Dt + τ
−1
?
)γ
ΨDC(t) = − 1
τ γ?
, ΨDC(0) = 1 . (3.24)
The difference between (3.23) and (3.24) is clearly related to the use of different oper-
ators C
(
Dt + τ
−1
?
)γ
and C
(
Dt + τ
−1
?
)γ
; for a full understanding of the difference between
operators marked by the symbols “C” and “C” we refer to Appendix B and in particular
to Remark B.2.
3.3. The Havriliak-Negami model. In 1967 the American S.J. Havriliak and the
Japanese-born S. Negami proposed a new model [48] with two real powers to take into
account, at the same time, both the asymmetry and the broadness observed in the shape
of the permittivity spectrum of some polymers.
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The normalized complex susceptibility proposed with the Havriliak-Negami (HN) model
is given by
χˆHN(iω) =
1(
1 +
(
iτ?ω
)α)γ (3.25)
and it is immediate to verify that, since
χˆHN(iω)∼
(
iτ?ω)
−αγ, τ?ω  1,
∆χˆHN(iω) = χHN(0)− χˆHN(iω)∼ γ
(
iτ?ω)
α, τ?ω  1, (3.26)
the model fits in the Jonscher’s universal law with m = α and n = 1−αγ. The represen-
tation of the HN susceptibility, together with its asymptotic behaviour at low and high
frequencies, is illustrated in Figure 9
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Figure 9. HN susceptibility for α = 0.8 and γ = 0.7.
In Figures 10 we show as the Cole-Cole plots of the HN model changes with respect to
changes in γ (left plots) and to changes of α (right plots).
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Figure 10. Cole-Cole plots for the HN model.
The time-domain response and the time-domain relaxation of the HN model are re-
spectively
φHN(t) =
1
τ?
(
t/τ?
)αγ−1
Eγα,αγ
(−(t/τ?)α) (3.27)
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and
ΨHN(t) = 1−
(
t/τ?
)αγ
Eγα,αγ+1
(−(t/τ?)α) , (3.28)
where Eγα,β(z) is the three-parameter Mittag-Leffler (ML) function, also known as the
Prabhakar function, described in Appendix A.
Some plots of the relaxation function ΨHN(t) on varying γ are reported in Figure 11
and on varying α in Figure 12; as usual, the left plots are in normal scale, the right plots
in logarithmic scale and τ? = 1.
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Figure 11. Relaxation functions ΨHN(t) for α = 0.8.
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Figure 12. Relaxation functions ΨHN(t) for γ = 0.6.
By considering the series definition (A.3) for small t and the asymptotic expansion
(A.6) for t → ∞, it is possible to verify that the HN response has the following short-
and long-time power-law dependencies
φHN(t) ∼

1
τ?Γ(αγ)
(
t/τ?
)αγ−1
, for t τ? ,
− γ
τ?Γ(−α)
(
t/τ?
)−α−1
, for t τ? ,
(3.29)
while, thanks to (A.3) and (A.5) respectively, the short- and long-time power law depen-
dencies of the HN relaxation for 0 < α < 1 are
ΨHN(t) ∼

1− 1
Γ(αγ + 1)
(
t/τ?
)αγ
, for t τ? ,
γ
Γ(1− α)
(
t/τ?
)−α
, for t τ? .
(3.30)
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There is a lively debate in the literature about the range of admissibility of the pa-
rameters α and γ. Usually it is assumed 0 < α, γ ≤ 1 but in [49], on the basis of the
observation of a large amount of experimental data, it was proposed an extension to
0 < α, αγ ≤ 1. The completely monotonicity of the relaxation and response functions
(which is considered an essential feature for the admissibility of the model [45]) has been
recently proved in [9, 81] also for this extended range of parameters.
To this purpose we observe that the inversion formulas (2.15) leads to
KΨHN(r) =
τ?
pi
(τ?r)
−1 sin [γ θα(r)]
((τ?r)2α + 2(τ?r)α cos(αpi) + 1)
γ/2
(3.31)
and
KφHN(r) =
1
pi
sin [γ θα(r)]
((τ?r)2α + 2(τ?r)α cos(αpi) + 1)
γ/2
, (3.32)
where
θα(r) =
pi
2
− arctan
[
cos(piα) + (τ?r)
−α
sin(piα)
]
∈ [0, pi], (3.33)
and since (τ?r)
−α ≥ 0 the argument of the arctangent function is clearly ≥ 1/ tanpiα
and hence θα(r) ≤ αpi from which it follows that KφHN(r) ≥ 0 for any r ≥ 0 and for
0 < α, αγ ≤ 1.
We can therefore, by means of (2.17), consider for the relaxation function ΨHN(t) the
time spectral distribution
HΨHN(τ) =
1
piτ
sin [γ θα(1/τ)]
((τ/τ?)−2α + 2(τ/τ?)−α cos(αpi) + 1)
γ/2
, (3.34)
and, thanks to (2.19)-(2.20), its representation on logarithmic scale u = log(τ)
LΨHN(u) =
1
pi
sin [γ θα(e
−u)]
(τ 2α? e
−2αu + 2τα? e−αu cos(αpi) + 1)
γ/2
. (3.35)
Few instances of the time spectral distributions HΨHN(τ) and L
Ψ
HN(u), on varying γ and
α respectively, are presented in Figures 13 and 14.
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Figure 13. Spectral distributions HΨHN(τ) (left) and L
Ψ
HN(u) (right) for α = 0.8.
To derive the evolution equations for the HN characteristic functions, we start by
recalling that since the Laplace transform of the response φHN(t) is
φ˜HN(s) =
1
ταγ? (sα + τ
−α
? )γ
,
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after using (B.21) it is straightforward to obtain
L ((0Dαt + τ−α? )γφHN(t) ; s) = 1ταγ? − limt→0+ E−γα,1−αγ,−τ−α? ,0+φHN(t) . (3.36)
Moreover, after evaluating the limit and transforming back to the time domain, one
easily obtains the equation(
0D
α
t + τ
−α
?
)γ
φHN(t) = 0, lim
t→0+
E−γ
α,1−αγ,−τ−α? ,0+φHN(t) =
1
ταγ?
, (3.37)
(we refer to Appendix B.2 for a description of the operators
(
0D
α
t +τ
−α
?
)γ
and E−γ
α,1−αγ,−τ−α? ,0+
involved in the above equation). We note that the slight difference with respect to [124, Eq.
(24)] is due to the different way in which the operator
(
0D
α
t +τ
−α
?
)γ
is introduced. Indeed,
we use the approach proposed in [31], which has been published successively with respect
to [124]. We can easily verify that, if γ = 1, then the equivalence E−γ
α,1−αγ,−τ−α? ,0+ ≡ 0J
1−α
t
holds. Hence, as expected, the evolution equation (3.9) for the response in the CC model
is just the particular case, for γ = 1, of (3.37) in light of the initial condition in (3.37).
In a similar way, the equation for the HN relaxation function ΨHN(t) is derived by first
recalling its Laplace transform
Ψ˜HN(s) =
1
s
− 1
ταγ? s
(
sα + τ−α?
)γ (3.38)
and by considering the operator C
(
0D
α
t + τ
−α
?
)γ
obtained after a regularization (in the
Caputo sense) of
(
0D
α
t + τ
−α
?
)γ
(we refer again to Appendix B.2). Thanks to (B.24), and
since ΨHN(0) = 1, we have in this case
L (C(0Dαt + τ−α? )γΨHN(t) ; s) = − 1ταγ? s, (3.39)
from which it is an immediate task to obtain
C
(
0D
α
t + τ
−α
?
)γ
ΨHN(t) = − 1
ταγ?
, ΨHN(0) = 1 . (3.40)
It can be a bit surprising that, with γ = 1, the above equation slightly differs from the
evolution equation (3.10) of the CC model. This difference is due to the fact that the
operator C
(
0D
α
t + τ
−α
?
)γ
is not actually the same as
(
C
0D
α
t + τ
−α
?
)γ
, as one could expect.
For a clearer understanding of this issue the reader is referred to Remark B.1 in Appendix
B.
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3.4. The modified Havriliak-Negami or JWS model. A modified version of the HN
model has bee recently derived, in the diffusion framework, by A. Jurlewicz, K. Weron
and A. Stanislavsky [58, 113] with the aim of fitting with the Jonscher’s URL some
experimental data [119, 120] exhibiting a less typical two-power-law relaxation pattern
with frequency power law exponents m and n satisfying m < 1− n.
We recall that, when fitted with the Jonscher’s universal law, the HN model is char-
acterized by exponents m = α and 1 − n = αγ. Thus fitting data with m < 1 − n
requires γ > 1, a range which is not deemed admissible by some authors [113, 125, 114]
since the corresponding HN function can not be derived within theoretical approaches
based on subdiffusion mechanisms (such as the fractional Fokker-Planck equation) or the
continuous-time random walk, as for the CC relaxation process.
The modified HN model proposed in [58, 113], and termed as JWS in [120] earlier and
in [112] later, is formulated according to
χˆJWS(iω) = 1− 1(
1 +
(
iτ?ω
)−α)γ = 1− (iτ?ω)αγχHN(iω) (3.41)
and it is immediate to verify that
χˆJWS(iω) ∼ γ
(
iτ?ω)
−α, τ?ω  1
∆χˆJWS(iω) = χˆJWS(0)− χˆJWS(iω) ∼
(
iτ?ω)
αγ, τ?ω  1
(3.42)
thus fitting the Jonscher’s universal law with m = αγ and 1− n = α and hence allowing
m < 1 − n under the restriction γ < 1. The plot of the JWS susceptibility is shown in
Figure 15.
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Figure 15. JWS susceptibility for α = 0.8 and γ = 0.7.
From the above plot, and from the Cole-Cole plots of the susceptibility (3.41) presented
in Figure 16, we observe that the JWS model appears as the specular reflection of the
HN model (see Figures 9 and 10).
The corresponding time-domain response and relaxation are respectively given by
φJWS(t) = δ(t)− 1
τ?
(
t/τ?
)−1
Eγα,0
(−(t/τ?)α) (3.43)
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Figure 16. Cole-Cole plots for the JWS model.
and
ΨJWS(t) = E
γ
α,1
(−(t/τ?)α) (3.44)
and the plots of ΨJWS(t) are presented on varying γ and α respectively in Figure 17 and
18.
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Figure 17. Relaxation functions ΨJWS(t) on varying γ.
0 0.2 0.4 0.6 0.8 1
0.5
0.6
0.7
0.8
0.9
1
t
γ=0.6
α = 0.4
α = 0.6
α = 0.8
α = 1.0
10
−3
10
−2
10
−1
10
0
10
1
0
0.2
0.4
0.6
0.8
1
t
γ=0.6
α = 0.4
α = 0.6
α = 0.8
α = 1.0
Figure 18. Relaxation functions ΨJWS(t) on varying α.
From the above representation one could be tempted to infer the presence of a non-
integrable singularity in φJWS(t). However, the analysis of the asymptotic behaviour of
the Prabhakar function Eγα,β(z) with β = 0 shows that the singularity is only apparent.
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Indeed, by exploiting the asymptotic expansions (A.7) and (A.6) for small t and for
t→ +∞ respectively, we have the following short- and long-time power-law dependencies
φJWS(t) ∼

γ
τ?Γ(α)
(
t/τ?
)α−1
, for t τ?
− 1
τ?Γ(−αγ)
(
t/τ?
)−αγ−1
, for t τ?.
(3.45)
Similarly, the short- and long-time power-law dependencies for ΨJWS(t) can be explicitly
given by
ΨJWS(t) ∼

1− γ
Γ(α + 1)
(
t/τ?
)α
, for t τ?
γ
Γ(1− αγ)
(
t/τ?
)−αγ
, for t τ?.
(3.46)
The spectral functions are obtained in a similar way to those of the HN model and,
indeed, it is sufficient to observe that
KΨJWS(r) =
τ?
pi
(τ?r)
αγ−1 sin
[
γ
(
αpi − θα(r)
)]
((τ?r)2α + 2(τ?r)α cos(αpi) + 1)
γ/2
, (3.47)
where θα(r) is the same function given in (3.33). Since 0 ≤ θα(r) < αpi, it is 0 <
αpi − θα(r) ≤ αpi and hence KΨJWS(r) ≥ 0, for any r ≥ 0 whenever 0 < α, αγ ≤ 1,
thus assuring the CM property of ΨJWS(t). The plots of the corresponding time spectral
distributions HΨJWS(τ) and L
Ψ
JWS(u), on varying γ and α respectively, are presented in
Figures 19 and 20.
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Figure 19. Spectral distributions HΨJWS(τ) (left) and L
Ψ
JWS(u) (right) on
varying γ.
An evolution equation expressed in terms of the same operators introduced for the HN
model has been recently presented in [112]. It can be obtained by the Laplace transform
of the relaxation function
Ψ˜JWS(s) =
sαγ−1(
sα + τ−α?
)γ (3.48)
after applying (B.21) in order to obtain
L ((0Dαt + τ−α? )γΨJWS(t) ; s) = sαγ−1, (3.49)
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Figure 20. Spectral distributions HΨJWS(τ) (left) and L
Ψ
JWS(u) (right) on
varying α.
and hence by transforming back (3.49) to the time domain once the appropriate initial
condition is used(
0D
α
t + τ
−α
?
)γ
ΨJWS(t) =
t−αγ
Γ(1− αγ) , limt→0+ E
−γ
α,1−αγ,−τ−α? ,0+ΨJWS(t) = 0 (3.50)
With respect to the HN derivative regularized in the Caputo sense, thanks to (B.24)
and since ΨJWS(0) = 1, we instead have
L (C(0Dαt + λ)γΨJWS(t) ; s) = sαγ−1 − (sα + τ−α? )γs , (3.51)
and hence we easily obtain
C
(
0D
α
t + λ
)γ
ΨJWS(t) =
[
t−αγ
Γ(1− αγ) − t
−αγE−γα,1−αγ
(−(t/τ?)α)] , (3.52)
coupled with the initial condition ΨJWS(0) = 1.
3.5. The Kohlrausch-Williams-Watts model. The stretched exponential function
was first introduced by Kohlrausch in 1854 [72] to describe the discharge relaxation phe-
nomenon in Leiden jar capacitors. Successively, in 1970, this model was rediscovered by
Williams and Watt [130] to describe non-symmetric dielectric loss curves showing inter-
mediate shapes between the CC and DC empirical models (see also [131]). It is therefore
referred to as the Kohlrausch-Williams-Watts (KWW) model.
Unlike the other models discussed in this paper, the KWW model is introduced starting
from its relaxation function
ΨKWW(t) = exp [− (t/τ?)γ] , t ≥ 0 , 0 < γ < 1 , (3.53)
which is known as the KWW stretched exponential function. It was used for the first time
in luminescence by Werner in 1907, and nowadays has important applications in several
fields, as for instance in pharmacy [134] (we refer to [4] for an historical perspective). The
plots of ΨKWW(t) for some values of γ are presented in Figure 21.
The response function φKWW(t) can be evaluated as a consequence of the application
of (2.3) to (3.53)
φKWW(t) =
γ
τ?
(
t
τ?
)γ−1
· exp [− (t/τ?)γ] , t ≥ 0, 0 < γ < 1 . (3.54)
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Figure 21. Relaxation function ΨKWW(t) on varying γ.
The spectral density KΨKWW(r) of the KWW relaxation function can be derived from
the Laplace transform of the unilateral and extremal stable density of order γ as follows.
By recalling the theory of the Le´vy stable densities in probability theory (see the survey
by Mainardi, Luchko and Pagnini [82] where their role of fundamental solutions of the
space fractional diffusion equations is discussed in detail), and by following the notation
based on the Feller-Takayasu representation, after setting τ? = 1 we get
exp(−tγ) =
∫ ∞
0
e−rtL−γγ (r) dr, t ≥ 0, 0 < γ < 1 . (3.55)
Here L just denotes the Le´vy stable density whose expression is provided by a transcen-
dental function of the Wright type, as explained in the Appendix F of Mainardi’s book
[79], i.e.
L−γγ (r) =
1
r
∞∑
n=1
(−1)n
n!
r−γn
Γ(−γn) , r > 0 . (3.56)
In the particular case γ = 1/2, we recover the Le´vy-Smirnov stable density
L
−1/2
1/2 (r) =
r−3/2
2
√
pi
exp[−1/(4r)] , r > 0 . (3.57)
As a consequence of the above result, the spectral density of the relaxation function of
the KWW model for τ? 6= 1 and 0 < γ < 1 turns out to be
KΨKWW(r) = τ
γ
? L
−γ
γ (τ
γ
? r), r > 0 . (3.58)
The corresponding frequency spectral functions (whose plots are presented in Figure
22) are hence given by
HΨKWW(τ) =
τ γ?
τ 2
L−γγ (τ
γ
? /τ), L
Ψ
KWW(u) = e
−uτ γ? L
−γ
γ (τ
γ
? e
−u) (3.59)
The role of the Le´vy stable density and its connection with the spectral density of the
KWW model has been already highlighted, for instance, in [10, 59]. We observe here
that for γ → 1 the spectral density tends to the generalized Dirac function centred for
r = 1/τ?.
For the KWW model it is straightforward to derive the evolution equation for its
relaxation function in the form of a linear differential equation with 0 < γ < 1
d
dt
ΨKWW = −γ (t/τ?)γ−1 ΨKWW(t) , t ≥ 0 , ΨKWW(0) = 1 . (3.60)
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3.6. The CMV model: a bridge between CC and KWW. It is immediate that,
with γ = 1, (3.60) provides the evolution equation governing the Debye relaxation func-
tion. On the other hand, if for γ = 1 one replaces the first order derivative with a Caputo
fractional derivative of order 0 < α < 1, the evolution equation (3.10) for the relaxation
function of the CC model is instead obtained.
Moreover, from (3.3) we remember that ΨCC(t) = Eα,1
(−(t/τ?)α) and when α = 1 the
ML function reduces to the exponential; then the CC model reduces to the Debye model
too.
The above considerations induce us to consider a more general differential equation of
fractional order that is expected to govern the relaxation function of a dielectric model
including, as particular cases, the CC and KWW models. The aim is to create a link
between these two models.
Indeed, this was the purpose of the recent paper by Capelas, Mainardi and Vaz [10]
who proposed as relaxation function a transcendental function (of the ML type), known
as Kilbas and Saigo function, under the condition of its complete monotonicity. We agree
to refer to this model as the CMV model.
This model is based on the following initial-value problem for the corresponding relax-
ation function
C
0D
α
t ΨCMV(t) = −λtβ ΨCMV(t) , ΨCMV(0) = 1 , (3.61)
where λ is a positive constant and the (dimensionless) constant α, β are subjected to the
conditions
0 < α ≤ 1 , −α < β ≤ 1− α . (3.62)
The above conditions have been conjectured to be sufficient to ensure the existence
and complete monotonicity of the solution Ψ(t) for t ≥ 0. Then, we recognize that the
solution of the initial-value problem (3.61) is given by the Kilbas and Saigo function
ΨCMV(t) = Eα,1+ β
α
, β
α
(−tα+β) =
1 +
∞∑
n=1
(−1)n
n−1∏
i=0
Γ(i(α + β) + β + 1)
Γ(i(α + β) + α + β + 1)
t(α+β)n
(3.63)
with the conditions (3.62). We find worth to introduce the positive parameter
γ ≡ α + β , (3.64)
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so the solution reads
ΨCMV(t) = Eα, γ
α
, γ−α
α
(−tγ) =
1+
∞∑
n=1
(−1)n
n−1∏
i=0
Γ(iγ + γ − α + 1)
Γ(iγ + γ + 1)
tγn
(3.65)
with the conditions
0 < α ≤ 1 , 0 < γ ≤ 1. (3.66)
We note some particular cases of the CMV model: for α = γ = 1, β = 0 we recover the
Debye model; for α = 1, 0 < γ < 1,−1 < β = γ − 1 < 0 we recover the KWW model; for
0 < α < 1 and β = γ = 0 we recover the CC model. For more details we refer the reader
to [10].
3.7. The excess wing model. In some experiments by dielectric spectroscopy over a
large frequency range, it has been observed an excess of contribution at high frequencies
in glasses forming glycerol and propylene carbonate in liquid and supercooled-liquid state
[76, 108, 109].
The presence of an excess wing at high frequencies, in addition to an asymmetric
relaxation peak, was initially modelled by using a combination of CC and HN models with
different relaxation times. Successively Rudolf Hilfer, from the University of Stuttgart
(Germany), proposed a new and simpler model [51, 52, 53] with just one stretching power-
law exponent α and two characteristic relaxation times 0 < τ1, τ2 <∞ (see also [100, 62]).
This model, which is recognized as the excess wing (EW) model, is described by the
dielectric susceptibility
χˆEW(iω) =
1 + (τ2iω)
α
1 + (τ2iω)α + τ1iω
. (3.67)
A similar model was studied in [78, 84, 85] to describe the Basset problem for a sphere
accelerating in a viscous fluid. One easily verifies that (3.67) does not fit the Jonscher’s
URL since
χ′EW(0)− χ′EW(ω) ∼ τ1τα2 Sαωα+1, χ′′EW(ω) ∼ τ1ω, ωτ1  1,
χ′JWS(ω) ∼ τ
α
2
τ1
Sαω
α−1, χ′′JWS(ω) ∼ τ
α
2
τ1
Cαω
α−1, ωτ2  1,
with Cα = cos(αpi/2) and Sα = sin(αpi/2), as also illustrated in Figure 23 (we assume
here τ1 > τ2).
Just for clarity of presentation and to highlight the contribution of both relaxation
times, in the Cole-Cole plots of Figure 24 we have considered two very close relaxation
times τ1 = 2 and τ2 = 1.
The representation of response and relaxation functions by inversion of the Laplace
transform poses some additional difficulties. By arranging some terms in different ways,
and exploiting expansions of the form (1 + x)−1 = 1− x+ x2 − x3 + . . . , it is possible to
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Figure 24. Cole-Cole plots for the EW model.
provide the following (all equivalent) formulations
1
1 + (τ2s)α + sτ1
=
1
τ1
∞∑
j=0
(−1)j
(
τα2
τ1
)j
sαj(
s+ τ−11
)j+1 (3.68)
=
1
τα2
∞∑
j=0
(−1)j
(
τ1
τα2
)j
sj(
sα + τ−α2
)j+1 (3.69)
=
∞∑
j=0
(−1)j s
−α(j+1)τ−(j+1)1(
s1−α + τα2 τ
−1
1
)j+1 (3.70)
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allowing to represent the inverse Laplace transform in terms of infinite series of ML
functions according to
L−1
(
1
1 + (τ2s)α + sτ1
; t
)
=
=
1
τ1
∞∑
j=0
(−1)j
(
t1−α
τ?
)j
Ej+11,(1−α)j+1 (−t/τ1) (3.71)
=
1
τ1
∞∑
j=0
(−1)j
(
t1−α
τ?
)−j−1
Ej+1α,α(j+1)−j
(−(t/τ2)α) (3.72)
=
1
τ1
∞∑
j=0
(−1)j
(
t
τ1
)j
Ej+11−α,j+1
(−t1−α/τ?) , (3.73)
where for notational convenience we put τ? = τ1/τ
α
2 (a further representation in terms
of ML function with negative first parameter is also possible but it is of no particular
interest).
It is straightforward to provide a representation of the response function φEW(t) and
the relaxation function ΨEW(t) by inversion of their Laplace transform by using (2.5) and
(2.6) together with (3.71) and (3.73). However, representations in terms of infinite series
of ML functions are clearly of little use especially for practical purposes.
An alternative approach, proposed for the EW model in [8] but already explored for
similar models in continuum mechanics [85, 84, 78], consists in first decomposing the di-
electric susceptibility in partial fractions and hence proceeding by inversion of the Laplace
transform.
By assuming that α is a rational number, i.e. α = p/q with p, q ∈ N, it is possible to
express χ˜EW(s) in terms of the rational function
R(z) =
P (z)
Q(z)
, P (z) = 1 + τα2 z
p, Q(z) = 1 + τα2 z
p + τ1z
q, (3.74)
being χ˜EW(s) = R
(
s1/q). Since α < 1, it is 0 < p < q and hence the decomposition in
partial fractions of R(z) allows to express χ˜EW(s) as
χ˜EW(s) =
q∑
j=1
cj
(s
1
q − λj)
(3.75)
where λj, λ2, . . . , λq are the roots of Q(z) and c1, c2, . . . , cq the corresponding residues
cj = P (λj)/Q
′(λj) (for the sake of simplicity we assume simple roots; the case of multiple
roots, which happens very seldom in practice, can be treated with minor changes).
It is now immediate to operate the inversion of the Laplace transform in order to
represent the response function in terms of a finite number of ML functions
φEW(t) = L−1 (χ˜EW(s); t) =
q∑
j=1
cjt
1
q
−1E 1
q
, 1
q
(
t
1
qλj
)
. (3.76)
In a similar way, since
Ψ˜EW(s) =
1
s
− 1
s
χ˜EW(s) =
τ1
1 + (τ2s)α + sτ1
=
τ1
Q(s
1
q )
,
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by putting dj = τ1/Q
′(λj) we obtain the relaxation function
ΨEW(t) = L−1
(
1
s
− 1
s
χˆEW(s); t
)
=
q∑
j=1
djt
1
q
−1E 1
q
, 1
q
(
t
1
qλj
)
. (3.77)
The roots λj of Q(z) can be real or complex; in the latter case, they however occur
in conjugate pairs with corresponding conjugate coefficients cj; since Eα,β(z¯) = Eα,β(z)
(as usual, the overbar denotes the complex conjugate), the response and relaxation func-
tions are obviously real-valued functions even if the presence of complex roots involves a
representation as linear combination of complex-valued function.
We present some plots of the relaxation ΨEW(t) for different values of α and for the
same relaxations times τ1 = 2 and τ2 = 1 of Figure 24.
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Figure 25. Relaxation function ΨEW(t) on varying α.
To study the complete monotonicity, we consider the frequency spectral function. To
this purpose we observe that, since τ1, τ2 > 0, χ˜EW(s) has no poles for 0 < α < 1. It is
hence possible to use the Titchmarsh formula (2.15) to derive
KφEW(r) =
1
pi
τ1τ
α
2 r
α+1 sin(αpi)
(1− τ1r)2 + 2(1− τ1r)τα2 rα cosαpi + τ 2α2 r2α
(3.78)
and
KΨEW(r) =
1
pi
τ1τ
α
2 r
α sin(αpi)
(1− τ1r)2 + 2(1− τ1r)τα2 rα cosαpi + τ 2α2 r2α
. (3.79)
Since the denominators of KφEW(r) and K
Ψ
EW(r) are always positive, it is immediate
to see that KφEW(r) ≥ 0 and KΨEW(r) ≥ 0 for 0 < α ≤ 1. As usual, the corresponding
time spectral functions HΨEW(τ) and L
Ψ
EW(u), obtained from K
Ψ
EW(r) thanks to (2.17) and
(2.19) are shown in Figure 26, again for τ1 = 2 and τ2 = 1.
As already outlined in [78], thanks to (2.12) the explicit representation of KφEW(r) and
KΨEW(r) allows to define φEW(t) and ΨEW(t) in terms of a simple Laplace integral also in
the case in which α is not a rational number and without having to deal with an infinite
series of of ML functions.
To derive an evolution equation for the EW model, after observing that ΨEW(0) = 1, it
is an elementary task to show that the relaxation function ΨEW(t) satisfies the multiterm
equation with Caputo fractional derivative
DtΨEW(t) +
τα2
τ1
C
0D
α
t ΨEW(t) = −
1
τ1
ΨEW(t) +
τα2
τ1
t−α
Γ(α)
, ΨEW(0) = 1. (3.80)
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We finally observe that other models of EW could be obtained from fractional evolution
equations of discrete or continuous distributed order, whose solutions are CM functions,
as shown, for example in [3, 38, 70, 75, 83].
Appendix A. Mittag-Leffler functions
The Mittag-Leffler (ML) function is a special function playing a key role in the solution
and analysis of fractional differential equations. The first version with just one parameter
was introduced in 1902 by the Swedish mathematician Magnus Gustaf Mittag–Leffler [89]
but Wiman [133], few years later, proposed the generalization to two parameters
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
, z ∈ C . (A.1)
In most applications, it is preferable to deal with the Laplace transform of the ML
function which has a very simple analytical representation
L (tβ−1Eα,β(tαz); s) = sα−β
sα − z , <(s) > 0 and |s|
α > |z| (A.2)
highlighting the relationship with the fractional calculus since the presence of fractional
powers. For more details, we refer the reader to the recent treatise on functions of the
ML type by Gorenflo, Kilbas, Mainardi and Rogosin [35].
In 1971, the Indian mathematician Tialk Raj Prabhakar [101] proposed a further gen-
eralization to three parameters of the ML function
Eγα,β(z) =
1
Γ(γ)
∞∑
k=0
Γ(γ + k)zk
k!Γ(αk + β)
. (A.3)
and studied integral equations having this function as the kernel. Although Prabhakar
considered his work only from a pure and theoretical mathematical point of view, nowa-
days it is of great importance for the time-domain analysis of the Havriliak-Negami model.
Also in this case the Laplace transform has a very simple analytical formulation
L (tβ−1Eγα,β(tαz); s) = sαγ−β(sα − z)γ , <(s) > 0 and |s|α > |z|. (A.4)
Important results on the asymptotic behaviour of the standard (one or two parameter)
ML function are largely available in the literature (see, for instance, [35, 47, 79, 80, 96]).
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Asymptotic expansion of the three parameter ML function are instead less known. An
expansion as t→ +∞ has been recently presented in [81]
Eγα,β(−tα) =

tβ−αγ−1
∞∑
k=0
(−γ
k
)
t−αk
Γ(β − αγ − αk) for β 6= αγ
t−αγ
∞∑
k=1
(−γ
k
)
t−αk
Γ(−αk) for β = αγ
(A.5)
and the following asymptotic behaviour can be hence verified
Eγα,β(−tα) ∼

1
Γ(β − αγ)t
−αγ for β 6= αγ
− γ
Γ(−α)t
−αγ−α for β = αγ
t→ +∞ (A.6)
As a special case (which is of interest in this paper), when β = 0 we have
Eγα,0(−tα) =
1
Γ(γ)
∞∑
k=1
Γ(γ + k)(−1)ktαk
k!Γ(αk)
∼ − γ
Γ(α)
tα t→ 0. (A.7)
Results on the complete monotonicity of the Prabhakar function have been recently
discussed in [81, 118].
We consider now another type of three-parameter ML function which differs form the
Prabhakar function and has important applications in some fractional differential equa-
tions related to phenomena of non standard relaxation studied in this survey paper. These
further generalizations were introduced in 1995 by Kilbas and Saigo for studying the solu-
tions of non-linear integral equations of Abel-Volterra type [63, 65, 64] and are therefore
referred to as Kilbas and Saigo functions. The relations between these functions and
fractional calculus was presented in [66] and their use for solving, in a closed form, a class
of linear differential equations of fractional order was successively discussed in [67, 106].
Gorenflo et al. [36] presented recurrence relations for these functions and showed the
connections with functions of hypergeometric type for a particular instance of the param-
eters. The properties of operators in fractional calculus associate with these generalized
ML functions were finally investigated in [107].
In the complex plane C we consider the ML type function introduced in [63] by means
of the power series
Eα,m,`(z) =
∞∑
n=0
cnz
n, cn =
n−1∏
i=0
Γ[α(im+ `) + 1]
Γ[α(im+ `+ 1) + 1]
, (A.8)
with α,m, ` ∈ R such that α > 0, m > 0 and α(im + `) 6= −1,−2,−3, . . . (an empty
product is assumed always equal to one, so that c0 = 1). Under the above assumptions
for the parameters α, m and `, Eα,m,`(z) can be proved to be an entire function of order
ρ = 1/α and type σ = m. As a consequence, for  > 0 it is
|Eα,m,`(z)| < exp
[(
1
m
+ 
)
z1/α
]
, z ∈ C . (A.9)
Appendix B. Differential operators of non-integer order
In this section, we recall the fractional order operators used throughout the paper.
These operators allow to formulate the evolution equations of the various models but also
to represent the constitutive law (2.2) in the time domain.
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This is obviously not a comprehensive treatment of the subject for which we refer to
any of the available textbooks on fractional calculus [25, 68, 79, 88, 95, 97].
We preliminarily observe that in the following the symbol ∗ will denote the convolution
integral between two causal (locally integrable) functions f(t) and g(t), i.e.
f(t) ∗ g(t) ≡
∫ t
0
f(t− u) g(u) du,
which for classical functions is commutative. Moreover, applying the Laplace transform
leads to
f(t) ∗ g(t) = g(t) ∗ f(t) ÷ f˜(s) · g˜(s),
where ÷ denotes the juxtaposition between a time function and its image in the complex
Laplace domain.
B.1. Riemann-Liouville and Caputo fractional derivatives. For a casual function
f(t) which is assumed absolutely integrable on R+, the Riemann-Liouville integral of order
α > 0 is defined as
0J
α
t f(t) ≡
tα−1
Γ(α)
∗ f(t) = 1
Γ(α)
∫ t
0
(
t− u)α−1f(u) du, t ≥ 0, (B.1)
Under the assumption 0 < α < 1 (which is reasonable for the models discussed in this
paper), the left-inverse of the integral (B.1) is the Riemann-Liouville fractional derivative
0D
α
t f(t) = Dt 0J
1−α
t f(t) =
1
Γ(1− α)
d
dt
∫ t
0
(
t− u)−αf(u) du . (B.2)
An equivalent definition, which is known as the Gru¨nwald-Letnikov derivative, allows
to write fractional derivatives by means of fractional differences as
0D
α
t f(t) = lim
h→0
1
hα
∞∑
k=0
ω
(α)
k f(t− kh), (B.3)
where h > 0 and ω
(α)
k ’s are the binomial coefficients
ω
(α)
k = (−1)k
(
α
k
)
=
α(α− 1) · · · (α− k + 1)
k!
. (B.4)
The interchange of differentiation and integration in (B.2) leads to the so-called Caputo
fractional derivative
C
0D
α
t f(t) = 0J
1−α
t Dtf(t) =
1
Γ(1− α)
∫ t
0
(
t− t′)−αf ′(u) du . (B.5)
To derive the relationship between RL and Caputo fractional derivatives, it is sufficient
to preliminary observe that the Laplace transforms of (B.2) and (B.5) are respectively
L(0Dαt f(t); s) = sαL(f(t); s)− lim
t→0+ 0
J1−αt f(t) (B.6)
and
L(C0Dαt f(t); s) = sαL(f(t); s)− sα−1f(0+) ; (B.7)
hence, after rewriting
L(C0Dαt f(t); s) = sα(L(f(t); s)− 1sf(0+)
)
= sα
(L(f(t)− f(0+); s)) ,
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by inverting back to the temporal domain we obtain the well-known relationship
C
0D
α
t f(t) = 0D
α
t
(
f(t)− f(0+)) (B.8)
which can be equivalently rewritten as
C
0D
α
t f(t) = 0D
α
t f(t)−
t−α
Γ(1− α)f(0
+) . (B.9)
These operators, in particular the one of Caputo type, turn out to be useful in order
to describe, in the time domain, the constitutive law (2.2) expressing the relationship
between the electric and polarization field in some of the discussed models. For instance,
for the CC model it is elementary to see that the inversion from the Fourier/Laplace
domain, leads to
C
0D
α
t PCC(t, x) = −
1
τα?
PCC(t, x) +
∆ε
τα?
E(t, x), PCC(0, x) = P0(x) , (B.10)
where, for brevity, we denoted ∆ε = ε0
(
εs − ε∞
)
and P (t, x) and E(t, x) are the polar-
ization and the electric field respectively, depending also on a space variable x. Thanks
to the use of the Caputo’s derivative, an initial condition of Cauchy type, expressed in
terms of a given initial polarization P0(x) at the initial time t = 0, is coupled to (B.10).
Similarly, for the excess wing model (3.67) the inversion from the frequency to the
time domain does not add particular difficulties because the relationship between the
polarization and the electric field can be expressed in terms of the multi-term FDE
τ1DtPEW(t, x) + τ
α
2
C
0D
α
t PEW(t, x) + PEW(t, x) = τ
α
2
C
0D
α
t E(t, x) + E(t, x)
in which the standard derivative Dt is combined with the fractional order derivative
C
0D
α
t .
It is not always easy to compute analytic solutions of this equation; however, numerical
methods for solving multi-term FDEs are nowadays available (e.g., see [24, 26]).
B.2. Derivatives of Prabhakar type. Finding suitable differential operators describ-
ing, in the time domain, the evolution equations or the constitutive law (2.2) for the DC,
HN and JWS models can be less immediate than for CC or EW models.
A heuristic procedure which applies to the HN model (and hence to the special case
of the DC model) has been presented by Nigmatullin and Ryabov in [93] and succes-
sively discussed in [14, 60]. After introducing the fractional pseudo-differential operator(
0D
α
t + λ
)γ
resulting from the inversion of the HN susceptibility (3.25), by using the bi-
nomial expansions, algebra of commutator operators and the Leibiniz formula for the RL
derivative, it is possible to reformulate(
0D
α
t + λ
)γ
= exp
(
−tλ
α
0D
1−α
t
)
0D
αγ
t exp
(
tλ
α
0D
1−α
t
)
, (B.11)
where the exponentials must be understood as series of factional differential operators.
This compound operator is surely helpful for understanding theoretical aspects of the HN
model but its practical application for computational purposes appears rather doubtful.
The characterization proposed in (B.11) is however particularly useful, also from the
practical point of view, in the special case α = 1 arising with the DC model because it
reduces to (
Dt + λ
)γ
= e−tλ 0D
γ
t e
tλ . (B.12)
Hanyga in [43, 44] proposed the use in (B.12) of the Caputo derivative instead of the
RL derivative
C(Dt + λ)γ = e−tλ C0Dγt etλ (B.13)
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and illustrated the derivations necessary to obtain the Laplace transform of this operator
L (C(Dt + λ)γ ; s) = (s+ λ)γ f˜(s)− (s+ λ)γ−1f(0+) (B.14)
(the reader should note that throughout the paper we use the symbols “C” and “C” to
distinguish between different ways to regularize fractional operators in the Caputo sense;
to this purpose we refer to Remark B.2).
The same approach described in [43, 44] can be applied, in a straightforward way, to
derive also the Laplace transform of (B.12)
L ((Dt + λ)γf(t) ; s) = (s+ λ)γ f˜(s)− lim
t→0+ 0
J1−γt
[
etλf(t)
]
. (B.15)
In light of (B.8) it is possible to verify that the following relationship between (B.12)
and (B.13) holds
C(Dt + λ)γf(t) = (Dt + λ)γ(f(t)− e−tλf(0+)) . (B.16)
In the time domain, the relationship (2.2) between the electric field and polarization in
dielectric of DC type can be therefore expressed as
0D
γ
t
(
et/τ?PDC(t, x)
)
=
∆ε
τ γ?
et/τ?E(t, x) (B.17)
and, as expected, the standard ODE describing the relaxation of Debye type is returned
when γ = 1.
In the more general case connected to the HN model, i.e. α 6= 1, the operator (B.11)
seems of little use for computation and presents the same difficulties of the alternative
approach proposed in [94, 124] and consisting in expanding (0D
α
t + τ
−α
? )
γ
by means of an
infinite binomial series of fractional RL derivatives
(0D
α
t + λ)
γ =
∞∑
k=0
(
γ
k
)
λk0D
α(γ−k)
t . (B.18)
Although the truncation of (B.18) has been used for numerical computation (see [5]), it
presents a major drawback since it is not clear when the above series must be truncated
in order to obtain a prescribed accuracy.
An alternative way to introduce operators for the HN model can be devised on the
basis of the work presented in [31] (successively studied also in [99]) and concerning the
so-called Prabhakar integrals and derivatives. These operators are introduced in a similar
way as the RL and Caputo operators, after replacing the standard kernel tα−1/Γ(α) by
the following generalization of the Prabhakar function
eγα,β(t;λ) = t
β−1Eγα,β(t
αλ).
In particular, for a function f ∈ L1([0, T ]) the Prabhakar integral of orders α, γ > 0
and parameter λ > 0 can be defined for any t ∈ [0, T ] as(
0J
α
t + λ
)γ
f(t) ≡ eγα,αγ(t;−λ) ∗ f(t) =
∫ t
0
eγα,αγ(t− u;−λ)f(u) du, (B.19)
and, since (A.4), the corresponding Laplace transform is clearly given by
L ((0Jαt + λ)γf(t) ; s) ≡ 1(
sα + λ
)γ f˜(s).
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Under the assumption 0 < αγ < 1, the left-inverse of (B.19) is the special derivative(
0D
α
t + λ
)γ
f(t) ≡ d
dt
(
e−γα,1−αγ(t;−λ) ∗ f(t)
)
=
d
dt
∫ t
0
e−γα,1−αγ(t− u;−λ)f(u) du, (B.20)
and it is a simple exercise to verify that the corresponding Laplace transform is
L ((0Dαt + λ)γf(t) ; s) = (sα + λ)γ f˜(s)− lim
t→0+
E−γα,1−αγ,−λ,0+f(t), (B.21)
where the operator Eγρ,µ,ω,0+ , introduced in [31], is the convolution integral whose kernel
is tµ−1Eγρ,µ(ωt
ρ), i.e.
Eγρ,µ,ω,0+f(t) =
∫ t
0
(t− u)µ−1Eγρ,µ(ω(t− u)ρ)f(u) du . (B.22)
We must note that the definition of the derivative
(
0D
α
t +λ
)γ
on the basis of the integral
(B.19) can appear a bit difficult to handle since the presence in the kernel of the Prabhakar
function, whose evaluation is usually quite difficult (some methods have been recently
proposed in [32, 111]). This kind of definition is however interesting because it allows to
introduce a regularization of the same type of the regularization (B.8) introduced for the
Caputo derivative (see also [71]). As proposed in [31], it is indeed possible to exchange
integrals and derivatives in (B.20), thus to introduce, for an absolutely continuous function
f , the operator
C
(
0D
α
t + λ
)γ
f(t) ≡ e−γα,1−αγ(t;−λ) ∗
d
dt
f(t)
=
∫ t
0
e−γα,1−αγ(t− u;−λ)f ′(u) du, (B.23)
where the letter “C” indicates that (B.23) can be considered as the counterpart of the
Caputo approach for the derivative (B.20). In this case, we observe that in the Laplace
transform domain it is
L (C(0Dαt + λ)γf(t) ; s) = (sα + λ)γ f˜(s)− s−1(sα + λ)γf(0+) (B.24)
and hence by moving back to the temporal domain it is
C
(
0D
α
t + λ
)γ
f(t) =
(
0D
α
t + λ
)γ
f(t)− e−γα,1−αγ(t;−λ)f(0+) (B.25)
or, equivalently,
C
(
0D
α
t + λ
)γ
f(t) =
(
0D
α
t + λ
)γ (
f(t)− f(0+)) , (B.26)
thus establishing relationships between
(
0D
α
t + λ
)γ
and its regularized version in the
Caputo sense C
(
0D
α
t + λ
)γ
, which are the analogous of the relationships (B.8) and (B.9)
holding between RL and Caputo derivatives.
Remark B.1. The operator C
(
0D
α
t + λ
)γ
cannot be intended as the γ power of the
Caputo derivative shifted by λ, namely C
(
0D
α
t + λ
)γ 6= (C0Dαt + λ)γ. This difference is
better perceived in the limit case γ = 1 if we observe, by applying first (B.24) and hence
(B.7), that
C
(
0D
α
t + λ
)
f(t) = C0D
α
t f(t) + λ
(
f(t)− f(0+)) (B.27)
and hence C
(
0D
α
t + λ
)
f(t) 6= (C0Dαt + λ)f(t). Actually, in light of (B.26) it is possible
to conclude that the regularizing effect of C
(
0D
α
t + λ
)
does not act just on the fractional
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derivative but also on the identity operator which returns f(t) − f(0+) instead of f(t).
To treat the evolution equation (3.10) for the relaxation function of the CC model as the
particular case for γ = 1 of the evolution equation (3.40) of the HN model, it would be
necessary to introduce a Caputo regularization affecting only the fractional derivative and
not the identity operator as well.
Remark B.2. The approach followed by Hanyga in [43, 44] to regularize (in the Caputo’s
sense) the operator
(
Dt + λ
)γ
, and consisting in replacing 0D
α
t by
C
0D
α
t in (B.12), could
be followed, at least hypothetically, also for
(
0D
α
t + λ
)γ
in (B.11). Both the derivation
process and the series expansion of the exponentials would however require very strong
assumptions for the functions to which apply the operator, thus severely restricting its
feasibility. It is clear that the Caputo’s regularization of operators for HN models is still
an open problem which deserves further investigation. In this paper, we limit ourselves to
denote with different symbols the operators obtained by Hanyga (for which the symbol “C”
is indeed used) and the one (B.23) obtained by interchanging integration and derivation
(for which the symbol “C” is instead used).
We also mention that in [33] it has been derived a representation of
(
0D
α
t +λ
)γ
in terms
of fractional differences of Gru¨nwald-Letnikov type according to(
0D
α
t + λ
)γ
f(t) = lim
h→0
(1 + hαλ)γ
hαγ
∞∑
k=0
Ω
(α,γ)
k f(t− kh), (B.28)
where the coefficients Ω
(γ)
k are given by
Ω
(α,γ)
0 = 1, Ω
(α,γ)
k =
1
1 + hαλ
k∑
j=1
ω
(α)
j
(
(1 + γ)j
k
− 1
)
Ω
(α,γ)
k−j , (B.29)
with ω
(α)
j the binomial coefficients (B.4). As observed in [33], the coefficients Ω
(α,γ)
k are a
generalization of the binomial coefficients ω
(α)
k and, indeed, it is Ω
(α,1)
k = ω
(α)
k . Thus, for
γ = 1 and λ = 0 the operator (B.28) gives back the differences (B.3) and hence it can be
considered as a generalization of the Gru¨nwald-Letnikov derivative.
By using the regularized derivative C
(
0D
α
t + λ
)γ
it is now possible to express the con-
stitutive law (2.2) for HN models as
C
(
0D
α
t + τ
−α
?
)γ
PHN(t, x) =
∆ε
ταγ?
E(t, x) (B.30)
which can be completed by an initial condition PHN(t, x) = P0(x). Note that the use of
(B.28), together with (B.26), provides a tool for the discretization of this equation. A
similar approach can be followed for the JWS model and indeed it is easy to evaluate
C
(
0D
α
t + τ
−α
?
)γ
PJWS(t, x) = ∆ε
C
(
0D
α
t + τ
−α
?
)γ
E(t, x)−∆εC0Dαt E(t, x) .
Appendix C. Biographical notes
We conclude this survey by presenting brief biographical notes on some of the authors
who distinguished in dielectric studies and introduced the models today named after
them. Their names are surely familiar among physicists, chemists, engineers and applied
mathematics but in some cases very few is known about them.
Donald West Davidson was born in 1925 and died on 2 August 1986 in Ottawa
(Canada). He got BSc and MSc degrees at the University of New Brunswick (Canada).
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During the PhD at the Brown University of Providence in Rhode Island (USA) he con-
ducted studies [19] on dielectric relaxation under the supervision of R.H. Cole. He joined
in 1953 the Division of Applied Chemistry at the National Research Council in Ottawa
(Canada) where he continued his dielectric studies on molecular motion in liquids [104].
Petrus (Peter) Josephus Wilhelmus Debye was born on March 24, 1884 at Maas-
tricht (the Netherlands) and died on November 2, 1966 at Ithaca (USA). He got a degree
in electrical engineering in 1905 at the Technische Hochschule in Aachen (Germany) and
completed his doctoral program in Munich (Germany) in July 1908. He was appointed as
Professor of Theoretical Physics at the University of Zurich in 1911 and at the University
of Utrecht in 1912. Successively he worked at the the Physics Institute of Go¨ttingen, at
the Physics Laboratory of the Eidgeno¨ssische Technische Hochschul in Zurich, at the Uni-
versity of Leipzig, at the Max Planck Institute in Berlin-Dahlem and at the University of
Berlin. In 1936 he was awarded of the Nobel Prize in Chemistry “for his contributions to
our knowledge of molecular structure through his investigations on dipole moments and
on the diffraction of X-rays and electrons in gases”. He moved to USA in 1940 to became
Professor of Chemistry and, later, also chairman of the Department of Chemistry, at the
Cornell University at Ithaca (New York, USA) by becoming emeritus in 1950 [132].
Kenneth Stewart Cole was born on July 10, 1900 at Ithaca in New York (USA) and
died on April 18, 1984. He studied Physics at Oberlin College in Ohio (USA) and ob-
tained the PhD at the Cornell University (New York, USA) under the supervision of F.K.
Richtmyer in 1926. He obtained in 1926 a postdoctoral fellowship by the National Re-
search Council to study the membrane capacity of sea-urchin eggs at Harvard. He joined
in 1929 the Department of Physiology of the Columbia University of New York and in
1946 was appointed as Professor of Biophysics and Physiology and head of the Institute
of Radiobiology and Biophysics at the University of Chicago. Successively directed labo-
ratories of the Naval Medical Research and of the National Institutes of Health. Among
other academic honours, Dr. Cole received in 1967 the U.S. Medal of Science and was
honoured by foreign membership in the Royal Society of London (UK) in 1972 [54, 122].
Robert Hugh Cole was born on October 26, 1914 in Oberlin, Ohio (USA) and died
in Providence, Rhode Island (USA), on November 17, 1990. As his brother Kenneth S.
Cole (with which he conducted an intensive collaboration over the years), he graduated
(in 1935) at the Oberlin College in Ohio (USA) and, after the PhD earned in 1940 at the
Harvard University, he became an Instructor in Physics at the same University. In 1946
R.H. Cole became Associate Professor of Physics at the University of Missouri but one
year later he accepted an Associate Professorship at the Brown University where in 1949
assumed the Chairmanship of the Chemistry Department. He received several prestigious
awards (among them a Guggenheim Fellowship in 1956 and the Irving Langmuir Prize
in 1975) and was appointed as John Howard Appleton Lecturer by the Brown Chemistry
Department in 1975 [90, 122].
Stephen J. Havriliak was born on June 30, 1931 and passed away on February 11,
2010. He studied at the American International College of Springfield in Massachusetts
(USA) and got his PhD in Chemistry from the Brown University of Providence in Rhode
Island (USA). He worked at the Rohm and Haas Research Laboratories of Philadelphia
in Pennsylvania (USA).
Andrzej Karol Jonscher was born in Warsaw (Poland) on 1921 and died in London
(UK) in 2005. He graduated in Electrical Engineering at Queen Mary College (University
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of London) in 1949 and there obtained his PhD in 1952. In 1951 he joined the GEC
Research Laboratories in Wembley, later named Hirst Research Center, where he worked
on physical principles of semiconductor devices. In 1960 appeared his monograph “Prin-
ciples of Semiconductors Device Operation”. He joined Chelsea College, University of
London, in 1962 as reader and in 1965 Professor of Solid State Electronics in 1965, where
interest in amorphous semiconductors gradually led him to studies of the dielectric prop-
erties of solids, with special emphasis on the “universality” of relaxation processes. In
1983 appeared his monograph Dielectric Relaxation in Solids and in 1996 the companion
monograph “Universal Relaxation Law”. Under Jonscher’s guidance, the Chelsea Dielec-
tric Group was started in the 1970’s at Chelsea College: it grew up and became one of the
leading research groups specialising in low frequency response down to milli-Hertz and in
the corresponding time-domain behaviour. In 1987 Jonscher became Emeritus Professor
at Royal Holloway, University of London, where he has been continuing his work up to
his death.
Friedrich Wilhelm Georg Kohlrausch was born in Rinteln (Germany) on October
14, 1840 and died in Marburg (Germany) on January 17, 1910. He studied at the univer-
sity of Go¨ttingen where he become professor of physics from 1866 to 1870. Successively
he worked at the universities of Darmstadt, Wu¨rzburg, Strassburg and Berlin [129].
Shinchi Negami get his B.S. at the Yokohama National University (Japan) in 1957
and moved to USA in 1960 where he received the MS degree from the Lehigh University
of Bethlehem in Pennsylvania (USA) after discussing a thesis on “Dynamic Mechanical
Properties of Synovial Fluid”. He worked at the Kent State University in Ohio (USA)
and as a research chemist for Rohm and Haas Research Laboratories of Philadelphia in
Pennsylvania (USA).
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