Abstract-This paper presents, for the first time, a unified blind method for multi-image super-resolution (MISR or SR), single-image blur deconvolution (SIBD), and multi-image blur deconvolution (MIBD) of low-resolution (LR) images degraded by linear space-invariant (LSI) blur, aliasing, and additive white Gaussian noise (AWGN). The proposed approach is based on alternating minimization (AM) of a new cost function with respect to the unknown high-resolution (HR) image and blurs. The regularization term for the HR image is based upon the Huber-Markov random field (HMRF) model, which is a type of variational integral that exploits the piecewise smooth nature of the HR image. The blur estimation process is supported by an edge-emphasizing smoothing operation, which improves the quality of blur estimates by enhancing strong soft edges toward step edges, while filtering out weak structures. The parameters are updated gradually so that the number of salient edges used for blur estimation increases at each iteration. For better performance, the blur estimation is done in the filter domain rather than the pixel domain, i.e., using the gradients of the LR and HR images. The regularization term for the blur is Gaussian (L2 norm), which allows for fast noniterative optimization in the frequency domain. We accelerate the processing time of SR reconstruction by separating the upsampling and registration processes from the optimization procedure. Simulation results on both synthetic and real-life images (from a novel computational imager) confirm the robustness and effectiveness of the proposed method.
I. INTRODUCTION

C
APTURING high-quality images and videos is critical in many applications such as medical imaging, astronomy, surveillance, and remote sensing. Traditional high-resolution (HR) imaging systems require high-cost and bulky optical elements whose physical sizes dictate the light-gathering capability and the resolving power of the imaging system, a Manuscript received August 12, 2011 ; revised September 12, 2012; accepted December 4, 2012. Date of publication January 9, 2013; date of current version March 29, 2013 . This work was supported in part by a Collaborative Technology Agreement with the U.S. Army Research Laboratory under Award W911NF-06-2-0035. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Ramin Samadani.
E. Faramarzi is with Samsung Telecommunications America, Richardson, TX 75082 USA (e-mail: e.faramarzi@sta.samsung.com).
D. Rajan and M. P. Christensen are with Southern Methodist University, Dallas, TX 75205 USA (e-mail: rajand@lyle.smu.edu; mpc@lyle.smu.edu).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TIP. 2013.2237915 constraint that has persisted since their invention [1] , [2] . In contrast, computational imaging systems combine the power of digital processing with data gathered from optical elements to generate HR images. Artifacts such as aliasing, blurring, and noise may affect the spatial resolution of an imaging system, which is defined as the finest detail that can be visually resolved in the captured images. Blur deconvolution (BD) and super-resolution (SR) are two groups of techniques to increase the apparent resolution of the imaging system. One major difference between these two groups is that the goal in a BD problem is just to undo blurring and noise, whereas SR also removes or reduces the effect of aliasing. As a result, the input and output images in BD are of the same size, while in SR the output image is larger than the input image(s). The other difference is that since severe blurs eliminate or attenuate aliasing in the underlying low-resolution (LR) images, the blur in a SR problem may not be as extensive as in a BD problem.
For both BD and SR, techniques are proposed in the literature for reconstruction from a single image or multiple images. Multi-image super-resolution (MISR or shortly SR in this paper) methods reconstructs one HR image by fusing from multiple LR images [3] - [7] . By contrast, single-image super-resolution (SISR) methods, which are also known as learning-based, patch-based or example-based SR techniques [8] - [10] , are proposed in which small spatial patches within the input LR image are replaced by similar higher resolution patches previously extracted from a number of HR images. In comparison with MISR methods, SISR methods do not need motion and blur estimation processes, but have a lower performance instead.
In case of BD, the most proposed methods are for reconstruction from a single image (SIBD) [11] - [14] . However, multi-image BD (MIBD) methods [15] - [18] are also developed to boost the reconstruction performance. LR images given to a SR (MISR) system mostly have sub-pixel displacements between their fields of view (FOV). Also both SR and MIBD systems may either use LR images that have differences in their point spread functions (PSFs) due to variations in the parameters of the lens (such as aperture, focal length, and focus), or use LR images with variances in their illumination conditions (photometric variations) due to dissimilar camera parameters (such as exposure time and aperture size).
In a SR problem, in order that the sub-pixel displacements bring new information to the LR images, there should be an adequate amount of aliasing in these images. In an imaging system when the sensor array has insufficient density, the detector Nyquist cutoff frequency would be lower than the optical cutoff frequency, resulting in aliasing of the captured images. Aliased components contain valuable high frequency information and their existence ensures the feasibility of enhancement by SR. In theory, by removing all artifacts including aliasing, blurring, and noise, the resolution can be increased by digital SR up to the diffraction limit of the imaging system [19] . In contrast to digital SR, optical SR (OSR) techniques which illuminate the object by controlled patterns of light are able to transcend the diffraction limit of the system.
Most publications on BD/SR are non-blind, i.e., they do not explicitly consider blur identification during the reconstruction procedure. Many studies assume that the PSFs are fully known a priori due to capturing images under controlled environmental/imaging conditions. Other works assume that the amount of blur is negligible and can be omitted from the reconstruction. While these simplifications are valid under certain circumstances, they are impractical for many real-world applications in which varying blurring effects may accompany their imaging process. In parallel to these works, others have studied blur identification along with BD/SR. These papers can be classified into two main categories: methods that consider blur identification and image restoration as two disjointed processes [11] , [13] , [20] , [21] , and methods that combine these two processes into a unified procedure, e.g. alternating minimization (AM) [12] , [22] - [27] .
In this paper, for the first time we propose a unified approach for blind SR, SIBD, and MIBD reconstructions. The cost function for the output HR image includes a prior based on Huber-Markov random field (HMRF) model. This variationaltype prior suppresses noise while preserving edges and fine structures effectively without causing noticeable ringing. The HMRF prior is convex but not quadratic; however using the lagged diffusivity fixed-point (FP) scheme, it can be replaced with a quadratic form at each iteration of the optimization process. This strategy allows for employing efficient iterative optimization methods like conjugate gradient (CG) to solve the optimization problem.
The proposed kernel (blur) estimation procedure is based on three important findings of fact: 1) Edges and their neighboring regions are more useful in blur estimation; 2) It is more accurate to start the blur estimation with just a few salient edges and progressively allow more and more edges to contribute; and 3) Blur estimation in the filter domain is more efficient than the pixel domain. The first fact is supported by preprocessing the reconstructed image using an edgeemphasizing smoothing operation which aims to enhance soft edges toward step edges while smoothing out weak structures. The second fact is achieved by setting large values for the regularization coefficients of both the HR image and the smoothing function in the initial iterations, and decreasing these values gradually at every iteration. The last fact suggests the use of the gradients of the LR and preprocessed HR images instead of their pixel values for the blur estimation. By the use of Gaussian (L2-norm) prior(s) for the blur(s), the blur estimation procedure will be solely based on convolution and multiplication-by-constant operations, and so the blur(s) can be updated fast by pixel-wise multiplications and divisions in the frequency domain.
While in the MIBD reconstruction the input LR images have different blur parameters, in reality all inputs (LR images) to motion-based SR systems (in contrast to motion-free SR systems) have equal blurs and noise levels since they are mostly continuous shots of an image camera, successive frames of a video sequence, or simultaneously captured by several cameras of equal type and settings. Even the works that do not explicitly consider this assumption in their models almost test their proposed algorithms on such images. This assumption enables us to separate the registration and upsampling processes from the optimization procedure. We found that in this way, on one hand, the quality of the estimated blur (and so the estimated HR image) is improved, and on the other hand, the optimization speed is increased several times.
This paper is organized as follows: Section II explains the forward model of our method and the blind estimation problem. Our proposed method is represented in Section III. Experimental results are shown in Section IV, and finally Section IV discusses conclusions and future research directions.
II. PROBLEM FORMULATION
A. Forward Model
The linear forward imaging model in the spatial domain which illustrates the process of generating the kth LR image
Here, (x ↓ , y ↓ ) and (x, y) are the position of pixels within the LR and HR image planes, respectively, N x and N y are the number of pixels in x and y spatial directions, respectively, N is the total number of LR images, C is the number of color channels, and * is 2D convolution operator. In (1) (1) , the original HR image is warped, convolved with the overall system PSF, downsampled by the value of L, and finally corrupted by noise to generate each LR image. The blur function is different in general for each color channel; but it can be considered identical for all channels (i.e. h(x, y, c) = h(x, y)) by ignoring the chromatic aberration of the lens.
In matrix notation, (1) is rewritten as:
where f is the input image in lexicographical notation indicating a vector of size C N , and W k is the overall system function. In the BD problem, D k and S k are identity matrices I. In this paper, we assume that for the SR problem, the blurs in all LR images are the same (i.e. H k = H). Alternatively, the model in (2) can be expressed in terms of the entire set of LR images as:
where
The notation in this paper is as follows: nonbold letters for images/blurs/filters/noise in the pixel domain, scalars and functionals (e.g. f, h, R(·), n, N), bold lowercase letters for vectors and vector functions (e.g. f, h, ρ(·)), and bold uppercase letters for matrices (e.g. W).
B. Blind Estimation
Although the amount of publications on blind BD is quite extensive (e.g. [11] - [13] , [28] ), the literature on blind multiimage SR (MISR or shortly SR) is very limited due to the difficulty of coping with the downsampling operation in blur estimation. Šroubek et al. [26] , [27] proposed a unified method for blind MIBD and SR in which the well-known TV regularization is used as the image prior and the following regularization for the blurs:
where z i is the LR image g i upsampled to the size of HR image f , i.e. z i = D T g i . A TV regularization term is also added to R h in (4) with a very small coefficient, the role of which is just to diminish noise in the estimated PSFs. The form of regularization in (4) (but without pre-upsampling of LR images) is first proposed in [16] for the blind MIBD problem. By rearranging R h , it can be written as R h = ||N h|| 2 2 where
T n ] T and N is a matrix solely based on the LR images which will contain the correct PSFs in its null space, i.e. N h = 0 only if h contains the correct PSFs. While this prior is able to properly estimate the HR image even when the LR images have different blurs, the estimated PSFs are with some inevitable ambiguity. An example of this ambiguity is shown in [26] in which for a 8×8 PSF, 16 PSFs are shown that span the null space of N . Even if the PSFs are the same, this ambiguity will still exist in the estimated PSFs. By contrast, in our proposed method which is introduced in Section III, there is no such ambiguity in estimating the blurs since our method is intrinsically designed for the case that all PSFs are equal. Another work on blind SR using the MAP framework is suggested in [29] in which the cost function for estimating the HR image includes a TV prior. The blur identification process consists of three optimization steps: first, initial estimates of the blurs h 0 are obtained using the GMRF priors ||Eh|| 2 , where E is the convolution kernel of Laplacian mask. Second, parametric blur functions b that best fit the initial blur estimates are calculated. Third, final estimates of the blurs h are obtained by reinforcement learning toward the parametric estimates using the quadratic prior ||h-b|| 2 . The most important limitation of this work is that considering just a few parametric models does not cope with the diversity of blur functions in reality. Also in this work, the estimated blurs are not demonstrated and the reported PSNR values for the estimated HR images are low (less than 18 dB).
III. PROPOSED METHOD
A. Nonuniform Interpolation
Since for the SR problem we assume that all LR images have identical PSFs and noise levels, (2) is written as:
When the PSF is assumed linear space-invariant (LSI) and periodic boundary condition is assumed, H is a block circulant matrix with circulant blocks (BCCB) [18] , [30] . In the following situations, the product of matrices H and S k are commutable (HS k = S k H) for all pixels: 1) PSF is LSI and the perceived motions are global and purely translational (so the matrices S k are block-circulant, as well). 2) PSF is LSI and isotropic, and the perceived motions are global and rigid (include translation and rotation). Also when the PSF is LSI and isotopic, and the perceived motions are rigid but non-global (local), the commutability of warping and blurring operations holds for all pixels except for those on and near (within the PSF supports) the boundaries of moving objects. In these situations, the imaging model in (2) can be rewritten as:
where z is the upsampled (antialiased) but still blurry image. When noise is the same for all images, an appropriate way to reconstruct z is using multi-frame nonuniform interpolation which directly reverses the reconstruction process of (6) . The concept of this method is shown is shown in Fig. 1 in which, first, the pixel values of all LR images are registered and projected to the HR image grid, and then, the HR image pixel values are computed through an interpolation scheme such as linear, cubic, or spline. Another method that utilizes the equality of all blurs and noise level is proposed in [30] .
In most non-blind SR reconstruction methods, registration and upsampling operations are performed within the image estimation process. However, our experiments show that for a blind SR problem with identical blurs and noise level, by separating the upsampling and registration operations from the reconstruction process, both speed and precision of the blind estimation are increased. Fig. 2(a) and (b) respectively show the ground-truth cameraman image and one of 16 LR images generated by shifting, blurring, down-sampling, and corrupting with noise. The upsampled image using nonuniform interpolation is shown in Fig. 2b which, as seen, is still blurry and noisy, but free of aliasing. This image is very similar to the image in Fig. 2(d) obtained by applying the same blur function and noise level as of Fig. 2(b) but without downsampling. The high PSNR (defined in Section IV) value of 39dB confirms this similarity.
B. Image Optimization
We use the following cost function for estimating the HR image f :
(a) (b) where N is equal to 1 for the SR and SIBD problems, but greater than 1 for the MIBD case. The blurry image z k for SR (k = 1) is obtained from the nonuniform interpolation of g 1 , . . . , g N (Section III.A), and for BD equals g k . The regularization term is of type of isotropic HMRF prior. The dot above the root and square operators indicates that the operations are element-wise, i.e. they are applied separately to the elements of their underlying vectors. For any vec-
T is the Huber function (scalar) defined as:
This function is sketched in Fig. 3(a) . It has a quadratic form for values less than or equal to a threshold T , and a less-thanquadratic growth for values greater than T . Consequently, edge regions in the image are less penalized with this prior than with a quadratic prior. Fig. 3(b) shows the Gibbs PDF of the Huber function which is heavier in the tails than a Gaussian; in other words, it is Gaussian near the origin, while becoming Laplacian (double-tailed exponential) in the tails [31] . The matrices B k 's, k = 1, · · · , 4 are the convolution matrices related to the following directional first-order derivative (FOD) masks:
The use of HMRF as image prior in non-blind SR was first proposed in [7] with the non-isotropic form of HMRF(f ) = ρ( 4 j =1 B j f where B k s are the convolution matrices of second-order derivative (SOD) masks. However, our evaluations show that the isotropic form in (7) produces higher PSNR (defined in (24)) values.
To optimize a cost function with the HMRF prior, in [7] the gradient projection method, and in [31] the damped Newton method are employed. For the reasons that will be discussed in this Section, our preferred iterative method to optimize the cost function is Conjugate Gradient (CG) [32] . However, since the cost function in (7) is nonquadratic, its gradient is nonlinear.
Thus it is not possible to directly use CG as it can only operate on linear systems.
We use lagged diffusivity fixed-point (FP) scheme [33] to linearize the gradient of the HMRF prior through lagging the diffusive term by one iteration [23] . By using this approach, the following quadratic prior form is derived:
(10) The diagonal matrix V n is given by:
where:
With this new form of prior, the cost function at iteration n is represented as:
The gradient of the cost function in (13) is obtained as:
Hence the optimum value of f n is computed by solving the following linear equation:
For the following reasons, we adopt the CG iterative method to solve (15) : it converges faster than the steepest descent method and its variations which are widely used to solve the optimization problems. Also while Newton-type methods typically tend to converge in fewer iterations, each iteration requires the computation of the Hessian (matrix of second derivatives) along with the gradient [34] . Consequently, these Newton-type methods are computationally more expensive than CG. While the complexities of the Newton and quasiNewton methods are of orders O(n 3 ) and O(n 2 ), respectively, the complexity of CG is O(n). This lower complexity is important in large-size optimization problems like image analysis. Moreover, many efficient methods such as Newton, Gauss-Seidel (GS), SOR, BiCG, etc. are based on matrix calculation. In contrast, CG is a vector-based method and can be totally implemented as the concatenations of filtering and weighting operations, so it requires less storage and its implementation is also simpler. Thus, in terms of efficiency, speed, and simplicity, CG is a suitable choice.
We use the following scheme to update the regularization coefficient λ n :
where λ min is the minimum value of λ relevant to the noise level, and the constant r is fixed to 1.5. According to this scheme, the value of λ n decreases at each AM iteration until its value reaches λ min . While the optimality of λ n obtained from (16) is not known, it follows the variation trend of the optimal value (unknown) of this parameter over the AM iterations according to the following proposition: Proposition 1: By the use of AM approach, the optimal value (which is unknown in our work) of the regularization coefficient λ decreases at each AM iteration until it reaches its minimum value which is proportional to the noise variance in the LR images.
The proof is given in Appendix. The impact of using the scheme of (16) on the quality of blur estimates is explained in Section III.C.
C. Blur Optimization
It is shown for the first time in [35] that, in a blind image deconvolution problem, more accurate estimation for the blur (and subsequently for the image) can be obtained if in the blur estimation process, the estimated image f is preprocessed by an edge-emphasizing smoothing operation. This has a positive effect on the quality of the blur estimate from the following aspects: 1) Blur(s) can be estimated best from salient edges and their adjacent pixels, so by smoothing f weak edges and also false edges caused by ringing are smoothed out and do not contribute to the blur estimation; 2) Noise has a stronger adverse effect in non-edge regions than in edge regions, so smoothing the non-edge regions helps in improving the blur estimation; and 3) Ground-truth images are assumed to have sharp and binary-like edges, therefore, replacing soft edges with step edges in f provides a closer estimate of the ground-truth image and assists in getting better blur estimation, especially in the initial steps of the blind optimization where the estimated image f is still quite blurry.
To smooth out non-edge regions and improve the sharpness of edges, in [35] the shock filtering operation of [36] is used by which a ramp edge gradually approaches a step edge through a few iterations. Since the performance of the shock filtering and some other edge-emphasizing smoothing techniques are influenced by noise, in some works the image is pre-smoothed. For example, in [13] , the bilateral filtering method of [37] , and in [14] , [38] a lowpass Gaussian filter are exploited before applying the shock filter. In the above works, the pre-smoothed (and sharpened) image is computed from f n (or f n−1 depending on which one of the image or the blur is estimated first) at each AM iteration of the blind optimization to improve the blur estimation, but this image has no direct effect on the estimate of f . However, the SIBD method in [39] uses a different approach where the image f is directly estimated by redistributing the pixels of the blurry image g along its edge profiles. This estimation is performed in such a way that antialiased step edges are produced. Subsequently, the blur is estimated from f and g using a MAP framework.
In our work, we use the edge-emphasizing smoothing method of [28] which is applied at each AM iteration to f after it is converted to grayscale. This method manageably and globally removes a significant amount of low-amplitude structures via L 0 gradient minimization. It penalizes the number of non-zero gradients by minimizing the following cost function:
where s n is the output of the edge-emphasizing smoothing algorithm at the kth AM iteration, ∇ = [∇ x , ∇ y ] is the gradient operator, #{·} is the counting operator, and (·) p indicates the value of the underlying vector at the pixel location p.
No pre-smoothing is required before using this smoothing operation. We found this method more effective than shock filtering for smoothing and edge sharpening. It is presented experimentally in [40] that estimating the blur in the filter domain, i.e. using the gradients of HR and LR images, produces more accurate results. That is because in the typical linear equation set Ah=b derived for estimation of h, the matrix A will have a better condition number [13] . Hence, the cost function we use for the blur estimation is:
where C 1 and C 2 are the convolution matrices of the gradient filters c 1 and c 2 in the horizontal and vertical directions, and S n is the convolution matrix of s n . Unlike λ n in (15) that is updated at each AM iteration according to the scheme of (16), γ in (18) is fixed (we talk about the range of parameters in Section III.D.). Because (18) is a quadratic functional and only contains convolution and multiplication with a scalar, it can be directly computed in the Fourier domain using Parseval's theorem: 
, and F −1 (·) denote FFT and inverse-FFT operations, and (·) is the complex conjugate operator. We use the MATLAB function edgetaper(·) to avoid boundary artifacts as a result of performing deconvolution in the Fourier domain.
In the initial iterations of the algorithm that the estimated image is still blurry, we use large values for both λ n in (15) and β n in (17) to apply more smoothness to the estimated image and allow fewer salient edges to contribute in the blur estimation. This strategy (controlling the number of contributing salient edges at each iteration) is previously employed in [13] and [14] but in differrent ways. In [13] this is done by decreasing the parameters of bilateral and shock filtering processes, and also by decrasing a threshold to only keep the largest gradient magnitudes of the image intensities. On the other hand, in [14] this is performed by steadily decreasing some thresholds so that the gradient magnitudes that either have small values or belong to structures finer than the blur support are removed. By contrast, our sterategy for this purpose is simpler and faster than those in [13] and [14] while providing the same or better performance. Gradually decreasing λ at the AM iterations is also done in [41] but without considering the lower limit λ min in (16), so one must visually check the estimation results at each AM iteration in order to terminate the optimization process prior to the points when the quality of the estimates deteriorates. Fig. 4(a) shows a blurry and noisy image g. The reconstructed image f 1 (f at the first AM iteration) is represented in Fig. 4(b) . Because of large value of λ 1 and β 1 , this image is even more blurry than g. The smoothed image s 1 is illustrated in Fig. 4(c) which contains the most salient sharpened edges of f 1 and is used to estimate h 1 . The images f 20 and s 20 are shown in Fig. 4(d) and (e), respectively. More salient edges contribute in estimation of h 20 than h 0 .
D. Overall Optimization
We use a coarse-to-fine scheme to perform initial estimates of the image and blur kernels in lower scales using downsampled versions of the observed LR images. After a few AM iterations at each scale, the estimation results are upsampled using bilinear interpolation and used as the inputs of the next level. This scheme not only increases the processing speed, but also helps to avoid local minima. The kernel size at the coarsest level is 3 × 3 and the upscaling factor is √ 2. The pseudo-code for the proposed blind estimation problem is summarized in Algorithm 1 where the AM criterion and the CG stopping criterion for updating f n are given respectively by (20) and (21) as:
where n AM (= n in Algorithm 1) and n CG count the AM and CG loops respectively, N AM and N CG are the maximum numbers of iterations for the AM and CG loops, and T tol is the tolerance threshold. We set the parameters of the method as follows: N AM to 20 for the top scale and to 10 for the lower scales, N CG to 10, T tot to 10 −8 , λ 0 to 0.1, γ to 10 6 , r in (16) to 1.5, and T in (8) to 1. The PSFs are summed up to one and the range of images is [0, 255] . In some works the image range is set to [0, 1] which in this case, the value of λ 0 is not changed, but γ and T should be divided by 255 2 and 255, respectively. After updating f and h at each AM iteration, we apply the following constrains on them: the pixel values of the estimated HR image is fitted to the expected range, i.e. 0 to 255; also PSFs are shifted to the location of their centroids, their values less than zero are set to zero and then they are rescaled to sum up to one. (23) where in (23) , the centroid of the PSF h k (x, y) is the point  (c x , c y ) = ( x x y h k , y y x h k ) . For better performance, after applying the above constraints on f n and h n at each AM iteration, we apply a TV deonising algorithm on both data.
IV. EXPERIMENTAL RESULT
In this section, we illustrate the performance of the proposed algorithm on both synthetic and real-life image sets For real Algorithm 1 Proposed Adaptive BSR Method images, the registration method of [42] is used to estimate the global shifts and rotations between the LR images. The synthetic blurs are all generated by the MATLAB function fspecial(). Our algorithm is purely implemented in MAT-LAB and tested on a laptop with Intel Core i7-2675QM processor. The severity of noise in the kth LR image g k is represented by the signal-to-noise ratio defined as:
where σ 2 gk and σ 2 nk are the variances of kth LR image and noise, respectively. The performance of the image restoration is measured by the peak signal-to-noise ratio (PSNR) between the ground-truth and reconstructed HR images. For an image with a maximum intensity level of 255, this metric is defined as:
Also, the quality of PSF restoration is evaluated by the normalized mean squared error (NMSE) between the true and estimated blurs:
A few important points should be considered in using these metrics. First, because ground-truth images are only accessible in synthetic experiments, the above two metrics are not computable for real blurry images. Second, some fine structures are permanently removed by the blur function and not recoverable by no means, even if the exact blur function is known. As a result the value of PSNR for images having many fine structures would be lower than for images with only smooth regions. Third, in general, a good algorithm is characterized by high PSNR and low NMSE. Though, still the best way to understand the performance of an algorithm remains visual inspection of its reconstructed HR images.
In the following sections, the performance of our proposed unified method for SR, SIBD, and MIBD reconstructions is compared to the well-recognized state-of-the-arts in the literature. The combinations of the ground-truth images and blurs are chosen totally at random. In all synthetic experiments of this paper, SNR is set to 30 dB.
A. Results for Blind SIBD
We compare the performance of our proposed blind SIBD method with the Xu et al. method [14] which is one of the best available algorithms for blind deconvolution from a single image. For the first experiment, the cameraman image of Fig.  5(a) is blurred by applying a motion blur of size 9×9 shown in Fig. 5 (e) resulting in the image shown in Fig. 5(b) . Since for blind restoration the real PSF size is unknown, we assume that the PSF support is 19 × 19. The reconstruction result obtained by [14] is illustrated in Fig. 5(c) , (f) with image-PSNR of 26.1 and blur-NMSE of 0.24. The reconstruction result by our proposed method is represented in Fig. 5(d) , (g) with image-PSNR of 29.5 dB and blur-NMSE of 0.008. The estimated image of our method has sharp edges without noticeable ringing, whereas the ringing artifact is clearly visible in the reconstructed image of [14] . One zoomed portion of each image is also shown for better comparison.
As another example, the Satellite image in Fig. 6(a) is blurred by applying a Gaussian blur with standard deviation of 1.5 pixels. The blurred image and the original blur are shown in Fig. 6(b) and Fig. 6(e) , respectively. The reconstruction result by [14] is demonstrated in Fig. 6(c) , (f) with image-PSNR of 28.8 dB and PSF-NMSE of 0.11. The reconstructed image here seems a little overshapened. Finally Fig. 6(d) , (g) represent the result of our proposed method with image-PSNR of 30.4 dB and PSF-NMSE of 0.01.
B. Results for Blind MIBD
In this section, our MIBD method is compared to the MIBD algorithm of Šroubeket al. [17] , [18] .
In the experiment of Fig. 7 , the Lena image displayed in Fig. 7(a) is selected as the test image. Four motion blurs in the directions of 0, 45, 90, and 135 degrees, as shown in Fig.  7(c) , are used to generate four blur images, one of which is shown is Fig. 7(b) . Motion blur is known as the worst-case blur type in terms of the severity and distribution of the ringing effects [43] . For performance comparison, the reconstruction result using [17] , [18] is illustratedin Fig. 7(d) , (e), with image-PSNR of 31.9 and PSF-NMSEs of 0.2, 0.2, 0.18 and 0.19. However, the use of our proposed method results in image-PSNR of 32.5 dB and PSF-NMSEs of 0.09, 0.04, 0.07 and 0.04, as seen in Fig. 8(f), (g) .
As the next experiment, the 512×512 ground-truth Mandrill image in Fig. 8(a) is blurred by four average (out-of-focus) blurs of sizes 3 × 3, 5 × 5, 7 × 7, and 9 × 9, respectively, all with 15 × 15 support. One of the four LR images is shown in Fig. 8(b) and the four PSFs are represented in Fig. 8(c) . The reconstruction result obtained by [17] , [18] is represented in Fig. 8(d) , (e) with image-PSNR of 27.2 dB and blur-NMSEs of 0.51, 0.30, 0.30, and 0.20. Fig. 8(f) , (g) demonstrate the reconstruction results of our MIBD method with image-PSNR of 28.3 d B and blur-NMSEs of 0.00095, 0.0029, 0.0040, and 0.0045. Our code is 4 times faster than the implementation of [17] , [18] .
C. Results for Blind SR
In this section, the performance of proposed blind SR method is demonstrated and compared to the SR method of Šroubek et al. [26] , [27] .
For the first test, the Shepp-Logan Phantom image in Fig. 9(a) is used as the ground-truth image. A total of 16 LR images, one of which is shown in Fig. 9(b) , are generated by applying an average (out of focus) PSF of size 15 × 15 with main support of 5 × 5 ( Fig. 9(e) ), downsampling by a SR factor of 4, and corrupting with 30 dB Gaussian noise. The reconstruction result of the Blind SR method in [26] , [27] is shown in Fig. 9(c) , (f) with image-PSNR of 24.5 dB and blur-NMSE of 0.65. The ringing artifact is clearly visible in the zoomed portion of the image. Fig. 9(d) , (g) demonstrate the reconstruction result of our proposed blind SR method with image-PSNR of 35.7dB and PSF-NMSE of 0.0003. Our method takes only 8 seconds to run, while the method in [26] , [27] takes about 10 minutes. Fig. 10(a) and (b) respectively show the variations of Image-PSNR and Blur-NMSE over iterations for the experiment of Fig. 9 . Also the variation of Image-PSNR versus SNR for this experiment is depicted in Fig. 10(c) .
The next experiment shows the performance of our blind SR method for the Barbara image ( Fig. 11(a) ) blurred by an asymmetric PSF (Fig. 11(e) ). This PSF represents the actual measured blur of a novel computational imaging system with a flat form factor [1] , [2] . One of the 16 LR images is shown in Fig. 11(b) . The reconstruction result of [26] , [27] is demonstrated in Fig. 11(c), (f) having the Image-PSNR of 23.6 dB and the Blur-NMSE of 0.78. Fig. 11(d) , (g) represent the reconstruction of our proposed blind SR method with the Image-PSNR of 29.5 dB and the Blur-NMSE of 0.119. The algorithm of [26] , [27] takes more than an hour to run whereas our method takes only 40 seconds to calculate the results.
We now show the capability of the proposed method for blind SR reconstruction of real images captured by a new working prototype [44] of a multi-aperture, adaptive, flat, computational imaging sensor based on the PANOPTES (Processing Arrays of Nyquist-limited Observations to Produce a Thin Electro-optic Sensor) concept [1] , [2] . This architecture is adaptive in the sense that it allows each subimager's FOV to be steered toward the regions-of-interest to use imaging resources in an optimal way, and the resulting data are digitally processed by SR operation to extract HR detail. Fig. 12 shows some of the blind SR estimation results of the imaging system field-tested at the White Sands Missile Test Range (WSMR) in White Sands, New Mexico. For each fieldof-view (FOV), 25 LR images were captured at day and night, with one-quarter sub-pixel shifts along both the horizontal and vertical directions. The increase in the resolution is evident from the reconstructed results obtained by SR factor of 4. Since we do not have information about the actual HR images and blurs, an image PSNR or PSF-NMSE cannot be calculated.
V. CONCLUSION
A blind unified method for multi-image super-resolution (MISR), single-image blur deconvolution (SIBD), and multiimage blur deconvolution (MIBD) is presented. The optimization procedure is based on alternating minimization of a welldefined cost function which consists of a L2 fidelity term, a HMRF prior for the HR image, and a L2 prior for each of the blur functions. The inputs to the MIBD algorithm are several LR images with different blurs, but without spatial displacements. By contrast, our MISR (or SR) method accepts a number of LR images with subpixel displacements but the same blur function and noise parameters. The assumption of blur and noise similarity in SR allows us to separate the registration and upsampling processes from the reconstruction procedure. The proposed blur estimation procedure preprocesses the estimated HR image by applying an edgeemphasizing smoothing operation which enhances the soft edges toward step edges while smoothing out weak structures of the image. The parameters are altered so that more and more salient edges are contributed in the blur reconstruction at every iteration. For better performance, the blur estimation is performed in the filter domain using the derivatives of the preprocessed HR image and the LR image(s). Experiments including comparisons with state-of-the-arts confirm the performance of the proposed method. This work can be extended in several directions, for instance to have space-variant blur identification, study joint image registration and restoration procedures, or consider compression errors in the forward model. APPENDIX
A. Proof of the Proposition in Section III.B
In the Bayesian framework, the Gibbs PDF of noise n in (3) is expressed as:
where β is the inverse of noise variance and N g is the total number of pixels in g. The optimal value for β is obtained by:
