Abstract. We revise the current model of learning pattern recognition in the Mushroom Bodies of the insects using current experimental knowledge about the location of learning, olfactory coding and connectivity. We show that it is possible to have an efficient pattern recognition device based on the architecture of the Mushroom Bodies, sparse code, mutual inhibition and Hebbian leaning only in the connections from the Kenyon cells to the output neurons. We also show that despite the conventional wisdom that believes that artificial neural networks are the bioinspired model of the brain, the Mushroom Bodies actually resemble very closely Support Vector Machines (SVMs). The derived SVM learning rules are situated in the Mushroom Bodies, are nearly identical to standard Hebbian rules, and require inhibition in the output. A very particular prediction of the model is that random elimination of the Kenyon cells in the Mushroom Bodies do not impair the ability to recognize odorants previously learned.
INTRODUCTION
The process of deciding what action to take based on the current and future expected external/internal state is typically called decision making [1, 2, 3, 4, 5] . There are two key critical information processing components ubiquitous in the decision making process: i) the prediction of one's action on the environment, i.e., regression, and ii) a pattern recognition problem to discriminate situations, i.e., classification. Both tasks require models to substantiate the action of decision making, and the processes and mechanisms by which those models are learned reveal plausible mechanistic explanations of learning in the brain [6, 7, 8] .
In this paper we want to elaborate on the decision making mechanisms that require learning using the most primitive form of all sensory modalities: chemical sensing. This is the sensory modality that coexisted with all forms of life on earth, from the living bacterias to the human brain and remains puzzling and enigmatic despite being so primordial. The insect brain is our choice to understand the underpinnings of learning because they rely on the olfactory modality and they are simpler than the mammalian counterparts. Moreover, the main brain areas dealing with olfactory processing are fairly well known due to the simplicity of the structural organization [9, 10, 11, 12, 13, 14, 15, 16] , the nature of the neural coding [17, 18, 19, 20, 21, 22, 23, 24, 25, 26] , the advent of the genetic manipulation techniques that isolate brain areas during the formation of memories [27, 28, 29, 30] , and the extensive odor conditioning experiments that shed light into the dynamics of learning during discrimination tasks [31, 32, 33, 34, 35, 6] .
The main areas where we will concentrate our efforts to understand learning are the FIGURE 1. Recordings using an artificial sensor array [43, 48, 49, 50, 44] during carbon monoxide presence for 180 seconds in a wind tunnel under turbulent flow.
mushroom bodies [36, 37, 38, 5] . These are responsible for memory formation [36] . There are two additional layers of critical importance for odor processing just in front of the mushroom bodies which are the antennas and the antennal Lobes, but, although memory traces are present [39, 40, 41, 42] , their primary function might be signal processing, feature extraction or information filtering [41] . Each of those processing layers are very different in their anatomical and physiological properties. Therefore, since our goal is to understand the mechanisms of learning, we first direct our efforts to the memory formation in the mushroom bodies (MBs) before understanding what specific aspects of the antennal lobe (AL) and the antenna are important.
THE STRUCTURAL ORGANIZATION OF THE INSECT BRAIN
The nature of the olfactory stimulus is stochastic due to the unreliable information carrier. The wind transports gases by turbulent flows that induces complex filaments of gas (see sensor responses in Fig. 1 in [43, 44, 45] and also recordings using a ionization detector in [46, 47] ). The nature of the olfactory information differs very markedly from other sensory modalities like vision or audition. The information is intermittent and unreliable, yet evolution has provided to these primitive nervous systems the ability to extract all the necessary information for survival. The brain modules involved in pattern recognition in olfaction are the antennas, the antennal lobes (ALs) and the mushroom bodies (MBs).
Early code
The sensors in the antenna are called the olfactory receptor cells. They are also present in mammals [51] and we still do not have the sensor technology capable of reaching their reaction times, selectivity and stability [48, 49, 50] . Each type of olfactory receptor cell in the antenna connects to a specific glomerulus in the AL [52, 53, 54] . Thus, a chemosensory map of receptor activity in the antenna is represented in the AL. This genetically encoded architecture induces a stimulus-dependent spatial code in the glomeruli [55, 56, 57, 23, 58] . Moreover, the spatial code is maintained across individuals of the same species [59] as would be expected given the genetic structure. In principle this peripheral olfactory structure already seems to be able to discriminate among odors at this early stage. However, the ability to discriminate depends on the number of possible odors, their concentrations, and the complexity in the presence of mixtures [25] .
Temporal dynamics in the Antennal Lobe
The antennal lobe receives the input from the olfactory receptor cells that deliver the information into particular sets of glomeruli. The neural network in the AL is made of projection neurons (PNs), which are excitatory, and lateral neurons (LNs), which are mostly inhibitory. The PNs and the LNs connect to each other via the glomeruli. The glomeruli structure induces a bipartite graph of connections that contrasts to the standard directed Bernoulli-induced graphs typically used in AL models [60, 61, 62, 63, 64, 65 ] with a few exceptions [66] . Moreover, the connections via the glomeruli may be complicated enough because they can be presynaptic [67, 68] .
The odor stimuli processed by insects are not constant in time because insects move and the odor plumes flow through the air. The coding mechanism of the AL has to deal with this because the insect needs to detect the odor class, the source and the distance to the odor [16, 69] (see Fig. 2 ). Since the early works of [70, 71, 72] many experiments have demonstrated the presence of spatio-temporal patterns in the first relay station of the olfactory system of invertebrates and vertebrates [73, 74, 75, 76, 77, 22, 78, 79, 80] . This dynamics results from the interplay of excitatory and inhibitory neurons [74, 81, 82] . There is some debate about the function of temporal coding in behavior, because individuals react faster solving discrimination task than the structure of the temporal code indicates [83, 84, 85] . However there is evidence that by blocking inhibition in the AL insects lack the ability to discriminate between similar odors [33, 74] . And, second, the distance to the source of the odorant is encoded in the intermittentcy of the turbulent flow [43, 44, 45, 46, 47] . The further away from the source the sensors are, the slower the peak frequency of the recordings becomes. Thus, these two facts point out at the need for temporal code to solve pattern recognition (what gas) and regression estimation (how far and where). In fact, these two different functions may use separate pathways in the insect brain [69] . 
The Formation of Memories in the Mushroom Bodies
Gain control. It is known that increasing odor concentrations recruit increasing numbers of glomeruli [86] and the activity of the projection neurons within the AL [87, 88, 89] . From the behavioral point of view, increasing the synapses of the local inhibitory neurons makes gases repulsive and to change the number of excitatory synapses makes odorants attractive [90] . This study shows how important the tight equilibrium of the excitatory and inhibitory network is in the AL. A simple transduction of the PN activity into the MB would increase the number of active KCs as well. However, mean firing rates of the PNs that send the output to the MBs have constant firing rates regardless of the gas concentration [91] and recordings of the PNs in the MBs show concentration independence [92] 1 . Moreover, the drosophila shows that calcium activity is also independent of odor concentration in the KC neurons [30] . Therefore, the activity of the Kenyon cells KCs (see Fig. 2 ) appears to be heavily regulated and has been shown to generate sparse activity in Honeybees and Locust [94, 95, 96] , which is consistent with the overwhelming predictions of associate memory and pattern recognition models [97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107] .
Learning. Most importantly, the MBs undergo significant synaptic changes [108, 109] and it is known for quite a long time that play a key role in learning odor conditioning [110, 111, 112, 113, 27, 114, 115, 116] . This situates the MBs as the center of learning in the insects. A notion that has been promoted by Martin Heisenberg all along [36] .
Inhibition. Another important factor to be able to organize learning and in particular pattern recognition in the Mushroom Bodies is inhibition or more specifically lateral inhibition in the output layer. The notion of lateral inhibition to improve information output has been around for a while [117] . Without lateral inhibition in the output it is not possible to organize competition to have neurons responding for a particular set of stimulus [118, 104] . In fact, it has been shown that there is strong lateral inhibition in the β -lobes in the MBs in [119] which is consistent with standing theoretical models [117, 120, 118, 104, 121] .
Temporal code. We have argued that to estimate the distance to the source, temporal processing is required due to the turbulent transport of the gas (see Fig. 1 ). Further analysis of the data in [95] shows that at the early stages of the processing, right after the stimulus induces a reaction in the insect brain, the MBs can have better ability to discriminate. At later stages, the receptive fields or sensitivity of the MBs become broader [122] . Perhaps at this level slow lateral excitation between the KCs may better encode temporal information of the plume [123] . This implies that the discrimination and recognition of the gas may happen quickly, but the gas concentration estimation requires temporal integration over long time scales as shown in gas source localization using artificial sensor arrays [43, 48, 49, 50, 44] .
THE COMPUTATIONAL ORGANIZATION OF THE INSECT BRAIN
In the previous section we tried to succinctly summarize some of the most relevant facts that are needed to build a pattern recognition device in olfaction. These are not by any means all of them and are not necessarily fully consistent with each other, but despite their differences there is more coherence than dissonance with the elements required to have an efficient pattern recognition device. In Fig. 3 we depict the basic model that we use to analyze the computational properties of the MBs. The simplest model. If we want to understand first the role that the connectivity of the insect brain plays in pattern recognition problems, one has to chose the simplest possible model that complies with the integration properties of neurons. The basic concept is that whenever there is sufficient synaptic input arriving into a neuron, it is going to fire, respond, or transmit information to another group of neurons. A classic model of a neuron that is still successfully used today is the McCullough-Pitts neuron [124] . It is remarkable that it is still used despite being 70 years old and it is used to get estimates of the degree and strength of connections of network architectures to be implemented in more realistic models 2 . The McCullough-Pitts (MP) neuron is expressed as
x is the state vector of the AL neurons (see Fig. 3 ). It has dimension N AL , where N AL is the number of AL neurons. The components of the vector x = [x 1 , x 2 , ..., x N AL ] are 0's and 1's. y is the state vector for the KC layer or Calyx; it is N KC dimensional. The c i j are the components of the connectivity matrix which is N AL × N KC in size; its elements are also 0's and 1's. θ KC is an integer number that gives the firing threshold in a KC. The Heaviside function Θ(·) is unity when its argument is positive and zero when its argument is negative. This model can be generalized by replacing the Heaviside function by a nonlinear increasing function and can also be recast in the format of an ordinary differential equation to obtain the a Grossberg-type [126, 127] or WilsonCowan models [128] . Advantages and challenges. The MP model is adequate to answer limits in performance of pattern recognition devices for fast operation which is sufficient to account for the fast reliable code observed in the AL [129, 83, 84, 85] . It is also very useful to establish the equivalence with classical pattern recognition devices like the support vector machines (SVMs) [130, 131, 132, 133, 134] . However, it fails at comprehending the role of time in the brain [135, 136, 137, 138, 139] and thus by itself cannot easily solve the regression or distance-to-source estimation problem. Even if the system can recognize efficiently objects, it has to be controlled and regulated within the circuit itself and from other brain areas. This is a challenging problem that we do not address in this paper and requires models with a proper description of the time scales in the brain.
Information Conservation in the Mushroom Bodies
Hypothesis. The main hypothesis is that the Mushroom Bodies are a large screen where one can discriminate objects much more easily. The theoretical basis for discrimination on a large screen to discriminate more easily was already proposed by Thomas Cover [140] and later within the framework of support vector machines [141] . In addition, sparse code is a very useful component to achieving a powerful pattern recognition device as observed in the MBs and as already mentioned the theoretical support for sparse code is extensive [97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107] .
Sparse code. The evidence of sparse code in the Calyx is found in the locust [95, 96] and the honeybee [94, 95] . The prevailing theoretical idea to make the code stable over time from the AL to the MB is using forward inhibition [142, 106, 96] . In what follows we will assume that neural circuits are placed in an stable sparse mode.
The AL-MB circuit as an injective function. As we are not addressing the temporal aspects of the system for now, the input for our classification system is an early sin-FIGURE 3. The equivalent model of the MBs. We denote by x as the AL code. y is the code on the Calyx or the KC neurons, that sometimes we will refer to y = Φ(y) in the context of SVMs, and z is the output of the MBs. Note that all the output neurons inhibit each other with a factor μ.
gle snapshot of information when the antenna hits the plume. The hypothesis for the nonlinear transformation from the AL to the MB is then that every such snapshot or codeword in the AL has a unique corresponding codeword in the MB: The nonlinear transformation needs to be an injective function at least in a statistical sense. In [143] it was proposed to select the parameter values that allow constructing such an injective function from the AL to the KC layer with very high probability.
To determine the statistical degree of injectivity of the connectivity between the AL and KC, we first calculate the probability of having identical outputs given different inputs for a given connectivity matrix: P(y = y | x = x ,C), where C is one of the possible connectivity matrices (see [143] for details) and the notation x = x is {(x, x ) : x = x }. We want this probability, which we call the probability of confusion, to be as small as possible, on the average over all inputs and over all connectivity matrices.
We write this average as P(confusion) = P(y = y | x = x ,C) x =x C , where · x =x is the average over all non-identical input pairs (x, x ), and · C is the average over all connectivity matrices C. This gives us a measure of injectivity, the opposite of confusion, as
The closer I is to 1, the better is our statistically injective transformation from the states x of the AL to the states y of the KCs. There are two parameters of the model that can be adjusted using the measure of injectivity. One is the probability p C of having a connection between a given neuron in the AL and a given KC. The second is the firing threshold θ KC of the KCs. Fixed parameters in the model are the probability p AL of having an active neuron in the AL layer, the number N AL of input neurons, and the number N KC of KCs. p C and θ KC can be estimated using the following inequality
where p KC is the firing probability of a single neuron in the KC layer. It can be calculated for inputs and connection matrices generated by a Bernoulli process with probabilities p AL and p C as
where the summatory starts at the the threshold level at which the neurons can fire. This probability has variance (σ 2 ) for all the prior probabilities of the inputs x and connectivity matrices. This type of connectivity can be very unstable for perturbations of activity in the input [144] . As can be seen in Fig. 4 where small variations of the probability of activation of AL neurons can lead to a very sharp change in the MBs [145] . This unstability makes necessary to have gain control mechanisms to regulate the sparse activity as proposed in [142, 106, 96, 146] via forward inhibition or by synaptic plasticity [147] . The regulation of sparseness via plasticity from the AL to the MB is an unlikely mechanism to generate sparseness because it actually reduces the information content on the KCs [148] . The formula for the probability of confusion can be intuitively understood if we assume that the activity of every KC is statistically independent from the activity of the others. If so, the probability of confusion in one output neuron is the sum of the probability of having a one for two inputs plus the probability of having a zero for both: p 2 KC + (1 − p KC ) 2 . Thus, the probability of confusions in all N KC output neurons is (p 2 KC + (1 − p KC ) 2 ) N KC in the approximation of independent inputs. This bound on I should be close to unity for any set of parameter values we choose. The inequality for the measure of injectivity becomes an equality for sparse connectivity matrices.
Information preservation versus discrimination and stability. If one takes realistic physiological values [143] one can summarize the expression of confusion just in terms of n KC N KC , which is the total number of simultaneously active neurons of the KC layer, as follows:
which means that ideally to improve injectivity, the system should be placed as far as it can from sparse code reaching the maximum at n KC = N KC /2. However, first, Fig. 4 using realistic parameter values it is difficult to place the MB activity in moderate levels of activity between 10 and 50 percent for all possible inputs and for all the concentration levels (see [145] for details). In fact, a 5% variation in activity in the AL can switch the KCs from sparse activity to having almost all neurons responding to the input. This instability in the statistics of the input is not a desirable property of a pattern recognition device.
Learning Pattern Recognition in the Mushroom Bodies
Rationale. The evidence of learning odor conditioning in the MBs has mounted over the years. Although there has been plasticity shown in the AL network [41] , the role played there is data tuning or preprocessing for the pattern recognition device, which is the MB. As we will show the MBs can be shown to be nearly equivalent to Support Vector Machines (SVM) [130] not only in terms of architecture but also in terms of learning. The data tuning or preprocessing in the dynamical system which is the AL can be shown to improve the performance of the pattern recognition device [44] . How this can be carried out in biologically plausible manner remains a mystery.
Beyond olfaction. Despite our main effort has been on olfaction, models of learning in the MBs have increased recently due to the multimodal nature of the MBs [149] . For example, Wu and Gao's model of decision making of the visual information has the the center of the decision making in the MBs too [8] . The MBs not only have olfactory information but also contextual information, making the MB an integrative center that takes about 35% of the neurons in the insect brain [150] .
The model. In [104, 105] we propose a basic model of learning in the MBs which is based on the MP neurons where the key component is to have the output neurons of the MB inhibiting each other (see Fig. 3 ) as
Here, the label O denotes the MB Lobes and μ denotes the level of inhibition between the output neurons. The output vector z of the MB lobes has dimension N O . The N KC × N O connectivity matrix are subjected to Hebbian learning [151] but implemented in a stochastic form. Synaptic changes do not occur in a deterministic manner [152, 153] . Axons are believed to make additional connections to dendrites of other neurons in a stochastic manner, suggesting that the formation or removal of synapses to strengthen or weaken a connection between two neurons is best described as a stochastic process [154, 153] . Output coding and classification decision. We do not know where the final decision or odor classification is taking place in the insect. It is even possible that we will never know because the neural layers from the periphery to the motor action are connected by feedback loops. This intricate connections make difficult to isolate areas of the brain during the realization of particular functions. What we can argue from the theoretical point of view is that the decision of what type of gas is presented outside in the antenna can take place in the output neurons of the MBs, z, with a high odor recognition performance. This performance is much higher than any other location of the layers involved in olfactory processing.
Inhibition in the output. We hypothesized that mutual inhibition exists in the MB lobes and, in joint action with 'Hebbian' learning is able to organize a non-overlapping response of the decision neurons [104] . Recently this hypothesis was verified in [119] showing that the inhibition in the output neurons is fairly strong, and in [108] where plasticity was found from the KC neurons into the output ones.
Reinforcement Signal. One important aspect of learning in the insect brain is that it is not fully supervised. The reward signal is delivered to many areas of the brain as good (octopamine 3 ), r = +1, or bad (dopamine), r = −1. The Mushroom Bodies are innervated by huge neurons that receive direct input from the gustatory areas [155] . They play a critical role in the formation of memories [5] and the can remain activated for long periods of time releasing octopamine into not only the MBs but also the ALs and other areas of the brain. In addition, the delay between the presence of the stimulus and the reward has an impact [156] in learning memories. The learning rules that one can use to have the system learn to discriminate are not unique [105] . For example one can use rules similar to [157] that are contained in the following expression:
where the changes of the synaptic connections between the KCs and the output neurons depend on the activity of both layers and the reward signal r(US) with some probability P(US, y i , z j ) that depends on the state of the MB and the nature of the unconditional stimulus, or reward signal. US denotes what behavioral experimentalists call unconditional stimulus that is our reward signal. Note that in [105] the values of P(US, y i , z j ) have a significant impact in the performance of the classifier. Impact of MB size on accuracy and Robustness. The brain's ability to learn better is thought to be positively correlated with larger brains [158] . Larger brains consume more energy but memorize better and can survive in more complex environments. In [105] we investigated the models given by Eqs. (1,6) and apply them to the MB to solve a very well-known problem in pattern recognition: the MNIST dataset. The MNIST dataset is made of 60,000 handwritten digits for training the model and 10,000 for test [159] . Despite the digits are not obviously gases. The representation of the information in the MB is multimodal [149] , so we can analyze the ability to recognize better by exploring larger brain sizes and provide a direct comparison with pattern recognition methods in machine learning. The main results are shown in Fig. 5 where we can show that the ability to have better accuracy in the recognition of digits with increasing brain sizes. The other interesting results of that investigation is the robustness of the MBs to damage or elimination of the KCs. On the right panel of Fig. 5 we can see that one has to eliminate above 99% of the KC neurons to observe a serious impairment of the performance in pattern recognition. This is another prediction. If the insect has learned and been trained previously, damage of the Calyx will not degrade its performance.
EQUIVALENCE BETWEEN THE MUSHROOM BODIES AND SUPPORT VECTOR MACHINES
Using the inhibitory SVM formalism proposed in [134] , the synaptic input arriving into an output neuron,ẑ k , can be expressed aŝ
where Φ j (x) is the nonlinear function that projects the AL code x into the KC neurons or y. The response of this neuron is a threshold function onẑ k . For the purposes of the SVM what matters is the value of the synaptic input,ẑ k , so we will concentrate on its analysis. To make the notation more compact let us writê
Note that to makeẑ k (x) =ẑ k (y) implies that during learning in the SVM there will not be learning from the projections of the AL to the MB.
For the sake of simplicity we consider that the SVM will classify a binary problem. A particular stimulus, x, has a label r = +1 for positive label and r = −1 for negative label. Now since both the SVM and the honeybee learn by examples let us say that there are a total of N stimulus/examples, y i , with their corresponding labels, r i = +1, −1 with i = 1, . . . , N. The idea is that to have the classifier working properly then r iẑk (y i ) ≥ 0 for all the examples. However, a key concept in SVMs is that the SVM output needs to be above some margin such that r iẑk (y i ) ≥ 1. The margin value of 1 is standard although we can chose any value one likes. The most important thing to understand is that the examples belonging to different classes are sufficiently separated from each other. The next important aspect of SVMs is the loss function which is expressed as
The first term is called the regularization term, which is an upper bound to the generalization error [132] , the second term corresponds to the measure of classification error using the hinge loss function. The hinge loss is not the most plausible error function because it is known that most of the population are risk averse and, second, the honeybees give more importance to strong odor concentrations than lower ones [160] . The implications of these two empirical observations should lead to interesting consequences that are left for further work, but the intensity of learning could be manipulated by making a a variable margin as r iẑk (y i ) ≥ ρ(c) with c the gas concentration, and the hinge loss function could be replaced by another one with different weights for r = +1 and −1. Following the concept of neural inhibition developed in [134] , we can now write a multiclass setting for all the output neurons as
where O is the number of output neurons that compete with each other and the scalar value of the inhibition is optimal for μ = 1/O [134] . For the sake of simplicity and without loss of generality, we solve for O = 2. So we can write the loss function as min
As already mentioned synaptic changes do not occur in a deterministic manner [152, 153, 154] . To solve the problem (9) one may chose a gradient of the primal as in [161, 162, 163] . The gradient in this case is
with k taking values 1 and 2. So the regularization term induces a continuous process of synaptic removal that it is well known to improve the generalization ability of the pattern recognition device. This is an important message in the sense that too much memory allows learning all of the data samples used for training but then fails on a new set of examples or stimulations. So a healthy level of memory removal boosts the ability to induce an abstract model. The second term of the gradient indicates that when the example is properly classified above some margin there is nothing to be done. On the other hand, if the stimulus is not properly classified then the synaptic changes have to be modified according to Δw k j ∝ y j r i . In other words, the activity levels of the KCs and the sign is determined by the reward signal. The main differences respect to the learning rule in Eq. (7) is that when the stimulus is properly classified above a margin no further changes are required in the connections.
CONCLUSION AND DISCUSSION
The honeybee has no more than a million neurons [150, 164] . 35% of those are in the MBs, which is the main location of learning in the insect brain. Another 20% of those are olfactory sensors, which gives a significant weight on the olfactory modality. Then, in between the olfactory receptor cells and the MBs, the AL just constitutes a 2% of the insect brain. This is the area where the information of the antenna is heavily compressed and then relayed into the MB with a significant reduction in the activity levels. Why is the AL is so important despite being son small compared to other brain areas? What is it doing with the signal: extracting dynamical features, normalizing the activity levels, decorrelating in time different stimulus? We do not know yet but our argument is that to provide an answer to these questions we first need to understand how the MBs work during learning and execution. Once we know, then we can determine aspects of the AL processing that improve the performance in pattern recognition and eventually in decision making.
Evolution and engineers. It is remarkable that when one asks engineers what problems need to be solved in pattern recognition of gases, they propose feature extraction methods to interpret the spatio-temporal signal form the sensors and a classifier and regressor to discriminate between gases and to estimate the concentrations [165, 166, 167] . The bioinspiration is not present in these arguments but yet the insect olfactory system appears to be doing just that. Preprocessing the olfactory receptor signals to extract a sparse code that will be passed to a classifier that resembles a support vector machine. In addition computational models even using this seemingly small number of neurons (a million) are extremely demanding in regular computers. Fortunately we also have alternative simulation methods based on graphics processing units (GPUs). GPUs now allow 10 to 100 fold speed-ups in simulations [168, 169] which makes the simulation of insect brains in full size and real time a possibility, removing the biases of scaled-down simplified models.
The MBs as SVMs. It is also remarkable that in contrast to the mainstream mindset that considers Artificial Neural Networks (ANN) as biologically inspired, the reality is that the paradigmatic back-propagation algorithm has yet to be found in the brain. Support Vector Machines, on the other hand, that have become the gold standard of pattern recognition due to its simplicity and nice properties during convex optimization, are actually biologically plausible, fit perfectly in the general scheme of the insect brain, and explains plasticity as a gradient of a loss function proposed by Vapnik [132] . An expert in statistical learning theory that probably thinks that insects are annoying living things rather than a fascinating puzzle of learning.
Role of Models in Neuroscience. Computational neuroscientists put incredible efforts in building computational realistic models to bridge the gap between theory and neural systems 4 . In the process of building these models they manage to reproduce a large variety of experimental observations that later are often rendered with diminished value due to the lack of predictive power, complexity of the systems and the models themselves. Our approach has been: first to understand the function, which is odor discrimination, pattern recognition and regression; second, to identify the neural architecture that solves the problem; and, third, understand the neural code if data is available. Then, taking that knowledge as constraints, we solve a pattern recognition problem and determine what minimal and simple additional key ingredients are needed to complete the task. We predicted for example strong inhibition in the output of the MB and Hebbian learning from the KCs to the output as it was later found. Another prediction derived from this type of model is robustness. As we can see in Fig. 5 the MB model can sustain heavy damage on the KCs without impairing the ability to classify incoming odors. Obviously, if the Calyx is heavily damaged the ability to learn deteriorates, but the recall power of previously stored memories is retained.
About time and Hebbian reversal. The question of how to use time effectively to better solve classification problems is still puzzling. Even though we know that training dynamical systems together with SVMs can improve performance of the classifiers, the plasticity rules are fairly unrealistic from the biological point of view. Moreover, we still do not know whether Hebbian plasticity can actually be reversed in the presence of dopamine or octopamine [170, 157] , but from the model and pattern recognition perspective the reversal of Hebbian learning needs to to be present to correct those synapses that are providing the wrong output. So a reversal of the spike timing dependent plasticity rule has to be somehow present when reinforcement signal like dopamine or octopamine is activated.
