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Abstract--The bisection width b(G) of a graph G is the number of edges necessary in an edge cut of G 
so that the two sides of the cut have equal (within one element) size. Our main result is an O(n 2) processor 
O(log2n loglogn) time parallel algorithm for determining b(T) when T is a tree. 
1. INTRODUCTION 
The bisection width of a graph G is the number of edges necessary in an edge cut of G so that 
the two sides of the cut have equal (within one element) size. The problem of finding the bisection 
width of a given graph is termed the graph bisection problem (GBP) known to be NP-hard [1]. 
In particular, it was shown in Ref. [2] that GBP is NP-hard even for the class of graphs with 
maximum degree 3. Generalizations have been considered in Refs [3, 4]. 
We consider GBP for trees and call it TBP. In his thesis, MacGregor showed an O (n3)-time 
algorithm for TBP. With some modification, the running time can be reduced to O(n2), though 
we omit the details here. Our main result is a parallel algorithm for TBP which runs in polylog 
time on O(n 2) number of processors. 
Let T be a tree and let z • V(T). Then, a vector W(z, T)= [w](z, T), w2(z, T) . . . . .  w_j(z, T)] 
is defined as follows: 
w~(z, T) is the minimum number of edges cut by a partition (X~,)7~) such that (1) 
zeXt;  (2) IX~I = i  and I-~l =n - i ;  (i = 1,2 . . . . .  n - 1). 
MacGregor showed that the computation of W(x, T) can be reduced to that of { W(xi; T,)} 
(i = 1 . . . . .  k), where {T~} are the connected components of the graph T - x, {x~} is the set of 
neighbors of x in T, and {x~e V(T~)} (i = 1 . . . . .  k). Clearly, the computation of {W(x~; T,)} can 
be done in parallel. However, this does not result in an algorithm of polylog running time because, 
in general, the number of consecutive steps equals the height of the tree and hence could be as large 
as a linear function. 
A natural way to reduce the number of such basic stages of the algorithm is to always use the 
centroid of the tree. Since the size of each T~ is halved at each stage, the number of the stages is 
O(log n). The difficulty that arises is that the centroids of the T~s are not always adjacent o the 
centroid of T itself, so the reduction used by MacGregor cannot be performed. In order to overcome 
this difficulty, we change the set of subtrees used for the reduction and generalize the problem. 
A branch of a vertex z in Tis a maximal subtree containing z as a terminal vertex. Thus, a branch 
of z can be obtained by joining z to a component of T - z. 
Let A and B be two disjoint subsets of the V(T). For every i with the property n - I B I ~< i ~< IA l, 
define wl(T; A; B) as the minimum number of edges cut by a partition (X,, .~) such that IX~I = i, 
A c X~ and B c ~.  I f /<  fA I or n -- 1 < IB r, then set w~(T; A ; B) = ~.  Finally, define W(T; A; B) 
by 
IV(T; A; B) = [Wl(T, A, B) . . . . .  w,_ ,(T, A, B)]. 
The tool for reduction used by MacGregor is an operation called min-convolution. We now define 
it slightly differently. 
Let A = (a~, a2 . . . . .  a,) and B = (b~, b2 . . . . .  b,,) be two vectors. For each k, 1 ~< k ~< n + m - 1, 
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let ck =min  (a~+bj: i + j=k  + 1), and define the min-convolution of A and B by MC(A,B)  
= (c~, c: . . . . .  c,,÷,_ ~). For an arbitrary set Ai, A: . . . . .  At of vectors, define MC (AI . . . . .  At) 
recursively by 
(i) if I = 1, then MC(A~) = A~, 
(ii) if l > 1, then MC(A~ . . . . .  At) = MC(MC(AI  . . . . .  A,), MC(A,÷~ . . . . .  At)), 
] 
where r ---- 2 " 
We show in Section 2 that for any A and B, IV(T;A; B) can be calculated using the 
rain-convolution of similar vectors associated with the branches of T. To implement this reduction 
in polylog time, we have to reduce the overhead time which is spent on the assignment of processors 
to different jobs that are to be done in parallel. The recursive character of the general reduction 
idea makes the assignment problem difficult because the sizes of the arrays to be processed are not 
known in advance. Thus, the jobs to be done by processors must be assigned in the course of the 
algorithm's work. For example, we use repeatedly a procedure that constructs, for a given subtree, 
its centroid and the centroid's branches. Then, the procedure is applied to each of the branches. 
In order to execute it in parallel, without overblowing the number of processors required, it is 
necessary to have a rule which would reassign the set of the processors used for the original tree 
to the branches o that each branch would get a sufficient number of processors. A redistribution 
of this kind turned out to be possible for the centroid decomposition. 
Our algorithm is executed on CRCW P-RAM parallel computer [5-7]. All graph theoretic 
notions not defined here, may be found in Ref. [8]. 
2. CENTROID DECOMPOSIT ION 
Given a tree Tand two disjoint subsets A and B of V(T), we define a new tree called Str(T; A ; B) 
(for structure of T) that expresses a centroid decomposition of T. 
If T is the trivial tree Kl, then Str(T; A; B )= T. Otherwise, let c(T) be a centroid vertex of T 
and {T~, 1 ~< i ~< k)} be its branches in T. For each i, 1 ~< i <~ k, let 
Ai=AAV(T~) ,  B i=BNV(T , ) ,  A~-=AiU{c(T)} , B?U{c(T)} .  
Set a new node z to be the root of Str(T; A ; B) and make it adjacent o the roots of either 
{Str(T~;AsB,);}(l  <<.i ~k)  if c(T )~AUB,  
or  
{Str(Ti; A~+; Bi); Str(T~; A,; B;- )} (1 ~ i ~ k) 
otherwise. 
In addition, assign each node of Str(T; A; B) a vector W(T'; A '; B'), where T' will be a subtree 
of Tand A'= AAV(T ' ) ;  B '= BAV(T ' ) .  
Thus Str(T; A ; B) is a tree whose nodes correspond to the branches of centroids (at various 
levels), and whose edges, ~fl, correspond to pairs of branches uch that fl is a branch of a centroid 
in ~. Since each ~ ~ Str(T) may have two centroids, we must choose one of these and we let this 
choice be artibrary. The roots of Str(T5 A ,+ ; Bg) and Str(Ti; A~; B 3 ) are called siblings (1 < i ~< k). 
Note also that the height of Str(T; A; B) is O(log n), where n = [ V(T)[. 
Our objective is to compute the vector w(T; 0, 0), whose entry w,/2 is the desired bisection width 
b(T). We will show that IV(T; A ; B) can be computed fast from the vectors assigned to the nodes 
adjacent o the root of Str(T; A;B) .  
First we consider the case of c(T)~ A U B. 
Proposition 1 
Let z be the root of Str(T; A ; B), {z~} be the nodes adjacent to z(i = 1 . . . . .  k), and c(T) ~ A U B. 
If IV~ is the vector assigned to z~ (i = 1 . . . . .  k), then 
W(T; A; B )= MC(W, ,  . . . , Wk). 
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Proof Every partition tr = (X, Y) such that .4 c X and B c Y, induces partition ai = (XN V(T~), 
YN V(Ti)) of V(T,.) such that 
A~cX, andB~cY i  ( i=1  . . . . .  k). (1) 
Obviously, if tr is minimal, then for every i = 1 . . . . .  k, a~ = (X~, Y~) is a minimal partition of V(Tj) 
such that condition (1) is satisfied. Moreover, the minimality of tr will be preserved if any tri is 
substituted for another minimal partition z~=(Pi, Q~) of V(T~), for which the conditions 
IP~I = IXA, IQ~I = lEvi, and condition (1) hold true, The result follows. • 
To handle the case c(T )eAUB,  we need one further notation. Given two vectors 
U = (u~, . . . ,  urn) and V = (v~ . . . . .  v,,) of the same length, define W = min(U, V) = (wj . . . . .  win) by 
wi=min(ui ,  vi), i= l , . . . ,m.  
Proposition 2 
Let c(T)e.4t3B, let z be the root of Str(T;A;B) and {z/ - , z7}( i= 1, . . . , k ) ,  be the set of 
siblings adjacent o z. If W~ (resp. W/- ) is the vector assigned to z, + (resp. z7 ) (i = 1 . . . . .  k), and 
W + = MC(W(  . . . . .  W~), W-  = MC(W~- . . . . .  W~), then 
W(T; A; B) = min(W +, W-).  
Proof Consider two auxiliary problems P and Q given respectively by the triples (T; A U c(T); B) 
and (T; A;U c (T)). Obviously, for each of these problems, statement 1 is applied, which generates 
two vectors W + and W- respectively. For each j = 1 . . . . .  n (n = I V(T)[), the minimal size of a 
partition (X, .~) with [XI = j  is min (w 7 ,  wT) .•  
3. DATA STRUCTURE 
The statements of the preceeding section give the principal idea of our algorithm for TBS. To 
show that the algorithm runs in polylog time on O(n 2) processors, we have to define our data 
structure in more precise terms. For this purpose, we use terminology adopted in PASCAL [9, 10] 
with two major changes. 
The first change is concerned with the lengths of the arrays. The specification of the array's 
lengths is allowed to be made at the moment preceding the first use of the array. For example, 
the type node is a record containing, in particular, three items called cuts, sign and listing. All three 
are defined to be of the same type, which is a sequence of integers. However, the lengths of these 
sequences are different; they can also be different from those of other nodes. Certainly, such 
practice is usual for mathematical definitions. 
The second novelty reflects the parallel architecture of the computer which is used for solving 
the problem. Every variable of type node is supplied by a set of processors and a block in common 
memory; the sets for different nodes are disjoint. 
A node represents a triple (R; A; B) where R is a subtree of the original tree T and A and B 
are disjoint subsets of V(S). A sequence called listing gives the vertex set of R. A sequence called 
cuts contains the vector W(R; A ; B). Subsets .4 and B are described by the sequence sign. For every 
v ~ A (resp. v ~ B), sign (v) = 1 (resp. sign (v) = - I); for all other v, sign (v) = 0. A sequence of 
pointers, called children, points from the node to other nodes, which will also be called children. 
The subtrees, associated with the children, are the result of the centroid decomposition of R, i.e. 
they are the branches of a centroid of R. 
Every node contains two pointers, called parent and sibling. The corresponding nodes are also 
called parent and sibling. Obviously, the root of Str(T; A ; B) has neither parent nor sibling; the 
corresponding pointers are nil. The parent of any other node is not nil, but the sibling can be nil. 
For any node N, if node M is the sibling of N, then the sibling of M is N. Both M and N have 
the same parent; both represent the same tree, which is a branch of the tree represented by the 
parent. The difference between the siblings is in the sets (A~, B~ ) and (A2, B2) associated with them. 
For some vertex c, which is a centroid of the parent's tree, the following holds true: 
.42U{c} =A,; S,U{c} = a2. 
A node N which represents a triple (S; A; B) with IV(5')[ = l is called terminal. 
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For every node, a pair is attached consisting of a set of processors and an area in common 
memory; this pair is called the allowance of the node. We assume that the cells of the memory are 
linearly ordered and the processors are numbered by integers from 1 to L = Ct (n - 1) 2 (here n is 
the vertex number of the tree and C~ is a constant). We also assume that both items of the allowance 
are intervals; thus they are given by two pairs of integers (#,,/~2) and (nt, n2). Finally, an item 
called time shows the distance from the root to the node. It is used for the synchronization of the 
actions executed by processors assigned to the node with those of other processors. 
A formal, PASCAL-like definition of the data types is as follows: 
TYPE arrow= @node: 
series = array [1.. length] of integer; 
block = record 
listing, sign, cuts: 
series; 
end; 
interval = record 
first, last: integer; 
end: 
pair = record 
interval.I, interval.2: interval; 
end: 
fan =array [1.. length] of arrow; 
node = record 
content :block; 
children :fan; 
parent, partner: arrow; 
allowance: pair; 
time:integer; 
end; 
tree = arrow; 
Thus, a tree is defined by a pointer to a node, which is the root of the tree. If a node N represents 
a triple (S; A ; B), then we use Str(N) instead of Str(S; A ; B). 
Note that when a procedure of the algorithm is applied to node N with allowance [FI, Q], then 
the execution is performed by the processors in H using space in Q. 
4. TOOLS 
Two basic tools of our algorithm are procedures MinCon, which calculates the min-convolution 
of a set of vectors, and DECOMPOSE, which constructs the set of children of a given node. 
The input of MinCon is a sequence of integer vectors AI, A2 . . . . .  At. The output is the vector 
MC(A~, A2,..., At), as it is defined in the introduction. 
We first consider the case of l = 2. Denote A~ = A = (a~ . . . . .  an), A2 = B = (b~ . . . . .  bin). Also, 
define B(k) by 
I k, if k ~< min (n, m), B(k) = min(n,m), otherwise. 
MinCon works on A and B as follows: 
begin 
in parallel {(*first part*) 
fork :=1 ton+m-1 do 
in parallel { 
fo r i := l  ton  do 
for j := l  torn  do 
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i f i+ j=k+l  then 
processor P//computes ai + b i 
and writes the result into the tapesquare k 2 + i 
of common memory}} 
in parallel {(*second part*) 
fork:--1 ton+m-1 do 
compute the minimum of the numbers written 
on tape squares k 2 through k 2 +B (k) 
of common memory 
} 
end 
Time Estimation 
(1) Assuming O(1) time for addition and multiplication, we see that the first part 
of the procedure isexecuted in a constant time by O (n 2) processors. The amount 
of space used is also O(n2). Note that the number of pairs (i,j) such that 
l~<i~<n, l~<j~<m and i+ j=k+l  is given by the function B(k). Since 
x ~ + B(k) < (k + 1) 2, no write conflict occurs. 
(2) By minimization algorithm of Refs [11, 12], the running time of the second part 
is O(loglog(n + m)) and the space needed is O(nm). We can also arrange, at no 
further cost in time or processors, to have the output MC(A, B) written 
into some specified interval of common memory, say, square t through 
t+n4-m-1 ,  for some t1>l. 
The procedure for an arbitrary number of vectors is now straightforward. 
Procedure MinCon (MC;  A1,A2 . . . . .  Aj); 
begin 
r := 2 ;  
in parallel { 
A *: = MinCon (A1 . . . . .  At); 
B*: = MinCon (AI+ . . . . .  A~); 
} 
MC: = MinCon (A *, B *) 
end; 
Proposition 3 
Let nl, n 2 . . . .  , nt (l >/2) be the lengths of the vectors A~, A2 . . . . .  At respectively and let 
/ 
P=~n, ;  Q=En,n j .  
i=  I i# j  
Then, MinCon can be executed in O(log 1 × loglog P) time using O(Q) processors and O(Q) 
space. 
Proof. Evidently, there are O(iog 1) stages of MinCon; at each stage, the min-convolutions of
a number of pairs of vectors with a combined length ~< P is calculated in parallel. This implies a 
running time of O(log l × loglog P). 
Assume now that calculating A * and B* can be done using Q~ = O(Zninj) and Q: = O(Zninj) 
space respectively, where the first (resp. the second) sum is taken over all 1 ~< i # j  ~< r (resp. 
r + 1 ~< i # j  ~< 1). Since the additional space needed for calculating MinCon (A *, B*) is O(Zninj), 
where 1 ~< i <~ r and r + 1 ~<j ~< 11, the statement is easily proved. • 
Now we explain the work of DECOMPOSE. The input to this procedure is a node N and the 
output is the set of children-node of N. Let [II, fl] be the allowance of N and assume that 
Irll = Ct(k - 1) 2 and IOI-- C2(k - 1) 2, where C~ and C: are constants and k is the number of 
vertices of the subtree S represented by the node N. 
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DECOMPOSE uses the algorithm constructed by Tarjan and Vishkin in Ref. [13] which we call 
procedure T-V. It accepts a pair (S; x), where S is a subtree of T and x ~ V(S) and 
(i) lists the vertices in depth-first order (with respect o x); 
(ii) calculates, for every y ~ V(S), the size of the subtree of R(y) which grows from y. 
T-V requires O(n) processors and runs in O(log n) time. 
Let node N represent a triple (S; A ; B). If N is terminal, then DECOMPOSE defines pointers 
children as nil; no new node is constructed. For a nonterminal node, DECOMPOSE starts by 
listing all the vertices of S in depth-first order with respect o the vertex of S with the smallest index 
(this is done by T-V). Then for every node, DECOMPOSE calculates in parallel the size of its 
largest branch. This allows the procedure to find a centroid, c(S), of S. After, that T-V is repeated 
with respect o the same tree, but with c(S) as the root. Using the information supplied by T-V, 
DECOMPOSE constructs the branches of c(S), and for each of them computes the corresponding 
sets A' and B'. 
If c(S)~AUB,  then for every branch S,, a node N, is created which represents triple 
[S: A n V(S~); B N V(S)]; in the case c(S)e A OB, for each branch S,, DECOMPOSE constructs 
two siblings Nt + and NF (1 ~< i ~< k). In both cases, items listing and sign representing the vertices 
and the associated subsets are computed according to the definition in Section 2. The value of time 
for every node is, evidently, one more than that of the parent. The item cuts which represents he 
W-vector is not computed at the moment. When DECOMPOSE is applied, there is no need to 
know the value of this vector. Thus, DECOMPOSE defines all entries of the sequence cut as - 1. 
Each children-node is given its own set of processors, which is a subset of H, and an area in 
£l. Let -~l, A22 . . . . .  Np be the children-nodes constructed by DECOMPOSE. Obviously, r ~< p ~< 2r, 
where r is the number of branches of the centroid c(S). Let ti, = I V(S,)I, where S, is the tree 
represented by node N~, (i = 1,...,p). We construct partitions 
H = II1UH2U""" HpUl'l; f l  = f l tUD2U"  • • f lpU£~;  (2) 
so that 
and 
II-Ii[ = Ct(n,-  1) a 
1~,t = C2(n,- 1) 2, 
(i = 1 . . . . .  p). 
The redistribution of the processors and memory is then done by setting the allowance for node 
~r to be [l'I, fl,] (i = 1 . . . . .  p). 
To show that the partitions above exist, we prove the next result. 
Proposition 4 
Let n, nl, n2, . . .  ,nk be such that 
k 
1+ ~ (ni-l)--n 
i~ l  
Then 
n+l  
and ~ >>- ni >1n2>1 "'" >ink. (3) 
2 (n i -  1)  2 ~ (n  - -  1)  2. 
i i 
(4) 
Proof. The statement is trivially correct for n = 2 or 3. Consider 
k 
X= ~.~ (n i -1 )  2 ,
i= I  
where {nl . . . . .  nk } satisfy condition (3). It is easy to prove that the maximum of X is achieved when 
k = 2 and 
n+l  
Hi = n2 - -  2 
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The statement follows. • 
Now we show that partitions (2) can be constructed in parallel in polylog time. Without loss 
of generality, we can assume that C~ (n -  1) 2 processors assigned to node N are numbered 
consecutively, starting with 1. Let tt = (~it- 1) 2 (i = 1 . . . . .  p) and assume that t~ >1 t2 i>" ""/> tp. 
From condition (4) it follows that 
Our aim is to compute 
C 1 I i ~< C=(n -- 1)2. 
t I 
k 
lk = C, ~ ti 
i= l  
for every k = 1 . . . . .  p. Having done that, we will assign to node Nt processors with indexes in the 
interval [It_ i, I t -  1], where 10 = 0. An algorithm that solves this problem is as follows: 
Solve recursively the problem for inputs {tl . . . . .  tq} and {tq+~ . . . .  , tp}, where 
q = [P -21] .  
If {f~ . . . . .  fq} and {gq+, . . . .  , gp} are the outputs, then It =f  for all i = 1 . . . . .  q, 
and/ j  =fq + gj, for a l l j  =q  + 1 . . . . .  p. 
Assume there are O(p) processors executing this procedure and denote 2(p) as the running time. 
Evidently, 2(p) ~< 2(q) + l, implying 2(p) = O(logp). 
Now, the time estimation for DECOMPOSE is simple. The procedure runs in O(n) time using 
O(n 2) processors and a proportional amount of space. • 
5. ALGORITHM 
A top level description of the algorithm is as follows: 
ALGORITHM TreeCut; 
begin 
INITIALIZE(No); 
DISPLAY(N0, STR); 
COMPUTE; 
end. 
INITIALIZE accepts a triple (T; 0; 0) and defines the node No representing this triple. No is the 
root of the tree STR. 
DISPLAY is a recursive procedure which accepts a node N and constructs tree STR(N) with 
N as its root. When applied to No, it produces tree STR used by COMPUTE as the input. 
Starting from the bottom of STR, COMPUTE calculates item cuts for every node of the tree. 
Below, we describe the procedures in detail. 
Procedure DISPLAY(N: node; var Str: tree); 
begin 
if N is terminal then 
Str: = @ N 
(*Str is a pointer to N')  
else 
begin 
DECOMPOSE(N; I~1, R2 . . . . .  I~p); 
in parallel{ 
for i:=1 to kdo  
DISPLAY(N~); 
} 
C A M.W.A, 15 ~"  
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end 
end 
end; 
COMPUTE starts after STR is constructed. The running time of DECOMPOSE, when applied 
to a tree with ~<n vertices, is O(log n). It allows us to set, for the purpose of synchronization, the 
same time, C3 log n, for every execution of this procedure. Thus, the total time for execution of 
DISPLAY equals (?3 tmax log n, where tmax is the maximal time of a node in STR. We then set the 
start of COMPUTE at the moment T o = 1 4- C3 tmax log n. 
COMPUTE works in tm~ x stages. During ith-stage, COMPUTE calculates vectors cuts for the 
nodes with time = tm~ -- i + 1. If a node is terminal (for example, when i = 1), the determination 
of cuts is trivial. Let N be a nonterminal node, N ~- . . . . .  N + and Ni- . . . . .  Nf be the children-nodes 
of N (N + and NF are siblings), and let nt, n2 . . . . .  np be the lengths of the vectors cuts 
corresponding to them. COMPUTE calculates in parallel the min-convolution of the cuts of the 
( 4- ) nodes, and that of the ( - ) nodes. If W + and W-  are the results, then vector cuts of node 
N is min(W +, W-) .  Calculation of each vector, W + and W-,  is done in O(logn loglogn)  time 
and requires 
~< 2C4 E ninj 
processors and space by Proposition 3. Since ()2 
2 F. n, nj <<. Z ni . 
i#j \ i 
we see that all computations are clone using not more than the allowance of the node. 
Proposition 5 
The running time of TreeCut is O(log 2 nloglog n) on O(n 2) processors and the amount of space 
used is O (n 2). 
Proof. Clearly, DISPLAY runs in O(tm~ × log n) time and COMPUTE runs in O(tm,x × log n × 
log logn)  time. Since tmax = O(log n), the statement follows. • 
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