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Nicholas D. Sanders, Richard M. Everson, Jonathan E. Fieldsend, and Alma A. M. Rahat
Abstract—Many expensive black-box optimisation problems
are sensitive to their inputs. In these problems it makes more
sense to locate a region of good designs, than a single, possibly
fragile, optimal design.
Expensive black-box functions can be optimised effectively
with Bayesian optimisation, where a Gaussian process is a
popular choice as a prior over the expensive function. We propose
a method for robust optimisation using Bayesian optimisation to
find a region of design space in which the expensive function’s
performance is insensitive to the inputs whilst retaining a good
quality. This is achieved by sampling realisations from a Gaussian
process modelling the expensive function, and evaluating the
improvement for each realisation. The expectation of these
improvements can be optimised cheaply with an evolutionary
algorithm to determine the next location at which to evaluate
the expensive function. We describe an efficient process to locate
the optimum expected improvement. We show empirically that
evaluating the expensive function at the location in the candidate
sweet spot about which the model is most uncertain or at random
yield best convergence in contrast to exploitative schemes.
We illustrate our method on six test functions in two, five, and
ten dimensions, and demonstrate that it is able to outperform a
state-of-the-art approach from the literature.
Index Terms—Bayesian optimisation, robust optimisation,
Gaussian processes.
I. INTRODUCTION
OPTIMISATION is the search for the best performingdesign with respect to a predefined objective function.
In practice, however, the optimal performance may not be
achieved for a number of reasons: variation in the design due
to manufacturing tolerances, operation away from the design
point, the optimised model does not accurately reflect reality,
and environmental uncertainties.
If the objective function is insensitive to changes in design
parameters, the performance change will largely go unnoticed.
Unfortunately, this is not the case for many real-world problems:
even small changes in the modelled design may result in
dramatic consequences. The goal of robust optimisation is
to locate designs that have a guaranteed performance as the
design parameters vary within a region around the modelled
optimal design. We refer to these robust performance regions
as sweet spots of the design space. Although often the designer
desires to guarantee performance for small perturbations around
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the optimum, we present a technique applicable to arbitrarily
large sweet spots.
Expensive black-box functions are a common problem in
many disciplines, including tuning the parameters of machine
learning algorithms [1], [2], robotics [3], [4], and other
engineering design problems [5]–[7]. Bayesian optimisation is
a principled and efficient technique for the global optimisation
of these functions. The idea behind Bayesian optimisation is
to place a prior distribution over the target function and then
update that prior with a set of “true” observations of the target
function by expensively evaluating it in order to produce a
posterior predictive distribution. The posterior then informs
where to make the next observation of the target function
through the use of an acquisition function, which balances the
exploitation of regions known to have good performance with
the exploration of regions where there is little information about
the function’s response. A Gaussian process is a popular choice
of prior, because they are intuitive to understand, capable of
modelling the target function accurately with few data, and
cheap to evaluate with the small numbers of observations
usually available.
This paper introduces and evaluates a novel acquisition
function for the Bayesian robust optimisation of expensive
black-box functions. We also describe an efficient algorithm by
which to compute the acquisition function in higher dimensional
spaces.
We begin by outlining background material and reviewing
similar techniques in Section II. Then, in Section III, we present
a formal definition of a sweet spot, which lays the groundwork
for the later sections. Section IV builds upon the previous
section by introducing the Bayesian optimisation of sweet spots,
and giving a demonstration on a toy function in one dimension.
We also discuss efficient optimisation in higher dimensions
and examine strategies for determining the parameter set
at which to next evaluate the function. Results of two-,
five-, and ten-dimensional test problems are presented alongside
analysis in Section V. Finally, the conclusion and suggestions
for future work can be found in Section VI.
II. BACKGROUND
This section comprises background material in Bayesian
optimisation (Section II-A), Gaussian processes (Section II-B),
and robust optimisation for expensive-to-evaluate functions
(Section II-C).
A. Bayesian optimisation
Although stochastic search algorithms, such as evolutionary
algorithms, have been popular for the optimisation of expensive
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black-box functions, Bayesian optimisation is often more
attractive. Through explicitly modelling the expensive function
and accounting for the uncertainty in the model, the search can
be guided efficiently to promising areas of the decision space:
either those with high certainty of being better than the current
best solution, or those with high uncertainty that may be better
than the current best. See [8] for an introduction to Bayesian
optimisation, and [9] for a recent comprehensive review.
To be definite and without loss of generality, we assume that
the goal of optimisation is to minimise a function f(x) where
x ∈ X ⊂ RD are the decision variables in the feasible space
X . Bayesian optimisation relies on constructing a model of
f(x). Assume that f(x) has been (expensively) evaluated in N
locations {xn}Nn=1 so that data D = {(xn, fn , f(xn))}Nn=1
are available from which to learn a model. Then Bayesian
modelling is used to construct a posterior predictive distribution
p(f |x,D) at any desired location x. Crucially, Bayesian
modelling gives not only a prediction of the function value at
x, but the posterior distribution quantifies the uncertainty in the
prediction as well. Where to next expensively evaluate f(x)
is determined by an acquisition function, which balances the
exploitation of good values of f(x) with exploring uncertain
and potentially good regions. Here we use the popular expected
improvement [10], which has been shown to be effective in
practice and for which some theoretical guarantees exist [11].
Alternatives such as the probability of improvement [12] or
upper-confidence bound [8], [13] could also be used.
If f(x) is modelled to take the value µ(x), then the
improvement at x is defined as
I(x) = max (f? − µ(x), 0) , (1)
where
f? = min
xn∈D
f(xn) = min
n
fn (2)
is the best function value from the evaluations thus far. The
expected improvement is then
EI(x;D) =
∫ ∞
−∞
I(x)p(f |x,D) df(x) . (3)
Gaussian processes are commonly used for modelling f(x)
in which case the posterior predictive distribution is itself
a Gaussian density (see Section II-B) with mean µ(x) and
variance σ2(x). In this case the expected improvement has the
closed analytical form [10]:
EI(x;D) = (f? − µ(x))Φ(Z) + σ(x)φ(Z) , (4)
where Z = (f? − µ(x))/σ(x) and φ(·) and Φ(·) are the
standard Normal density and cumulative distribution functions
respectively.
The next (expensive) evaluation is then chosen as that with
the greatest expected improvement: x′ = argmaxx∈X EI(x).
This location is often discovered by using an evolutionary
algorithm to maximise EI(x), which is rapid since EI(x)
is computationally cheap to evaluate. The evaluated location
and its function value are added to D and the optimisation
proceeds iteratively until some stopping criterion is met or,
more commonly, the available computational resources are
exhausted.
B. Gaussian Processes
Gaussian processes (GPs) [14] are commonly used for
Bayesian optimisation due to their flexibility and the simple
Gaussian predictive posterior distributions. Briefly, a GP is a
collection of random variables, and any finite number of these
have a joint Gaussian distribution. Given data D and a feature
vector x, the GP posterior predictive density of the target fˆ is
Gaussian:
p(f |x,D) = N (f |µ(x), σ2(x)) , (5)
where the mean and variance of the prediction are given by
µ(x) = fTK−1k, (6)
σ2(x) = k(x,x)− kTK−1k . (7)
Here f = (f1, f2, . . . , fN )T , is the vector of evaluated
function values at x1,x2, . . . ,xN . Non-linearity in the GP
enters through a kernel function k(x,x′), which models the
covariance between two feature vectors. The N×N covariance
matrix K collects these covariances together, Kij = k(xi,xj),
and k = k(x) is the N -dimensional vector of covariances
between the training data and x: κn = k(x,xn). There are a
number of kernels that could be used, for example radial basis
functions, or the Mate´rn family of covariance functions [14];
here we used the Mate´rn covariance function with smoothing
parameter ν = 5/2.
In addition the kernel function depends upon a number of
hyper-parameters, η. Training the GP comprises inferring these
hyper-parameters by maximising the marginal likelihood of
the data p(D | η) given by
log p(D | η) = −1
2
log |K| − 1
2
fTK−1f − N
2
log(2pi) . (8)
Although the log marginal likelihood function landscape
may be non-convex and multi-modal, we adopt the standard
practice of using a gradient-based optimiser (BFGS) with
several random starts to estimate good hyper-parameter values
[15].
C. Robust Optimisation of Expensive Functions
Here we focus on robust optimisation problems that involve
computationally expensive black-box functions; for a com-
prehensive survey of non-expensive robust optimisation see
[16]. Cases in which the objective function is expensive to
evaluate, approaches such as evolutionary algorithms [17], [18]
or particle swarm optimisation [19] will not be viable due to the
large number of function evaluations they demand. Therefore
it is essential to apply methods that only necessitate small
numbers of observations; in extreme cases this may be—at
most—two hundred. In spite of this necessity, relatively few
methods exist in the literature to address this.
There are a few methods in the literature that use GPs to
develop a surrogate model of the expensive function [20]–[22],
which reduces the computational cost of the optimisation in
two ways. Firstly, it enables the surrogate model (rather than
the expensive function) to be searched using, for example,
an evolutionary algorithm or simulated annealing. Secondly,
the use of a surrogate has the clear benefit of curtailing
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the computational burden of evaluating the robustness of
solutions, because the surrogate model can be interrogated over
the true objective function. Although these methods lighten
the computational load, they do not take into account the
uncertainty (in the model) that is accessible with a GP to help
guide the search in subsequent iterations. Picheny et al. present
a review of robust acquisition functions for use with a GP [23],
but these only account for noise in the function’s response.
A state-of-the-art Bayesian approach was presented by ur
Rehman et al. [24]. This method exploits a GP with a modified
formulation of the expected improvement, which aims to
account for the robust performance over a region of the
design space. Whilst this technique is shown to be useful for
expensive robust optimisation, there are two drawbacks: (1) the
uncertainty of the GP is largely disregarded when calculating
the modified expected improvement, as only the uncertainty
at the estimated worst performing location is considered; and
(2) this method is demonstrated with a somewhat substantial
number of initial observations (100 in 10 dimensions), which
makes it rather unsuitable for very expensive functions. Owing
to this method being considered state of the art we have elected
to include our own implementation of it for comparison during
experimentation.
III. SWEET SPOT DEFINITION
As stated in Section I, we are not focussed on locating an
optimal point of f(x) in X , rather we are interested in locating
a region S ⊂ X , in which the quality of the target function is
good whilst being insensitive to variations in x. We refer to S
as a sweet spot of the design space; it is worth emphasising
that S need not be small.
A quality measure Q can be used to describe the aggregated
value of f(x) over S and thus robustness of S in a number
of ways. For example the average performance of S can be
calculated as
Qavg(S) =
∫
S
f(x) dx . (9)
An alternative, which might be more useful in practice, is to
guarantee the worst-case performance across a sweet spot [16],
Qmax(S) = sup
x∈S
f(x) . (10)
Having defined a quality function, the optimisation problem
becomes
min
S⊂X
Q(S) . (11)
An issue that now arises is that (11) is unconstrained, because
the shape of S is unconstrained. Smaller S are likely to appear
better performing and there is nothing to prevent S shrinking
to a point as part of the optimisation. We therefore separate
the location of S from its shape and parametrise it as S(x, θ),
where x determines the location of S and θ parametrises the
sweet spot’s shape. In practice the shape of S is likely to be
constrained to be convex, and frequently a (hyper-) sphere.
Here we fix θ, so that S has a constant shape and volume, and
concentrate on only optimising the location of the sweet spot.
To simplify the notation we therefore omit the dependence of
S
N (XN ) N¯ (XN )
Figure 1. A two-dimensional illustration of the neighbourhood N (XN ) (12)
of the locations evaluated so far XN (crosses). N (XN ) is the set of possible
locations for the best sweet spot. The extended neighbourhood N¯ (XN ) (24)
is the region that contains any sweet spot which contains a member of XN .
The bar in the bottom left-hand corner represents the size of the sweet spot
used to generate these neighbourhoods.
the sweet spot on θ and write S(x) for a sweet spot located
at x.
To further constrain this optimisation, we demand that a
search algorithm should only return sweet spots that contain at
least one location that has been expensively evaluated; that is,
for S(x) to be a valid sweet spot there must exist xn ∈ S(x)
for some xn ∈ XN , {xn}Nn=1, the set of evaluated locations.
As illustrated in Figure 1, we also define the neighbourhood
of a location xn to be the set of sweet spot locations that
contain xn together with the sweet spot at those locations:
N (XN ) = {x | (XN ∩ S(x)) 6= ∅} . (12)
IV. SWEET SPOT OPTIMISATION
The optimisation of a sweet spot can be distilled to the
minimisation of some chosen quality measure Q (see Section
III for suggestions for Q) of a sweet spot S. The obstacle
to straightforward optimisation is that evaluating the quality
of candidate sweet spots, using for example (9) or (10), is
infeasible for continuous domains: they require the evaluation
of f(x′) for all x′ ∈ S(x). In spite of this, one can envisage
that a brute-force method for optimising a sweet spot would be
to transform the target function f(x) using the quality measure
to yield a new function of x ∈ X to be optimised, Q(S(x)),
so that:
x? = argmin
x∈X
Q (S(x)) . (13)
Here we propose to search for the optimum sweet spot by
constructing a Gaussian process (GP) model of f to which
the quality function Q can be applied in order to model the
sweet spot’s quality. In order to account for the uncertainty
in the modelled f we estimate an expected improvement
in Q by drawing realisations from the GP and calculating
the improvement for each realisation over the current best;
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Algorithm 1 Naı¨ve sweet-spot optimisation
1: Input: Observations of f : DN = {(xn, f(xn))}Nn=1
2: Input: Sampling function, w(·)
3: for n = N,N + 1, . . . do
4: Fit GP to Dn
5: for j = 1, . . . , J do
6: Draw realisation fj(x) from GP
7: Evaluate improvement Ij (S(x)) Equation (14)
8: end for
9: x′ := argmaxx∈X EIS(S(x)) Best location
10: xnew := w(x
′) Determine where to sample next
11: fn+1 := f(xnew) Expensively evaluate f(xnew)
12: Dn+1 := Dn ∪ {(xnew, f(xnew))}
13: end for
averaging these realisation-specific improvements for all of the
drawn realisations yields the expected improvement.
We first describe a straightforward method, which proves to
be computationally infeasible when the dimension of decision
space or the number of evaluated locations becomes large. In
the following sections we discuss modifications to the algorithm
to make it computationally efficient.
Algorithm 1 shows the main steps in the naı¨ve sweet spot
optimisation procedure. The process is initialised with a small
number N of evaluations of f(x), usually chosen via Latin
hypercube sampling. These allow a GP to be constructed (line
4). In lines 5 to 8, a realisation fj(x) from the fitted model
is drawn for a set of x that densely covers possible locations
of the current best sweet spot and the location of possible
new sweet spots. Note that a realisation evaluated at a set
of locations {xn} is a draw from a multivariate Gaussian
N (0,K) where Kmn = k(xm,xn). This surrogate of f can
then be used to estimate the improvement for this realisation
fj of a location x over the best sweet spot location so far
evaluated. As illustrated in Figure 1, the requirement that any
sweet spot should contain an evaluated location means that the
set of possible locations for the best sweet spot found so far is
N (XN ) = ∪xn∈XNN (xn) where XN = {xn}Nn=1. Thus the
improvement is:
Ij(S(x)) = max
(
max
x?∈N (XN )
[
Qˆ(S(x?))− Qˆ(S(x))
]
, 0
)
,
(14)
where Qˆ indicates that the quality is estimated from M samples
from the modelled f . For example, if one were using the worst-
case quality measure,
Qˆ(S) ≈ max
xm∈S
fj(xm) (15)
with the M locations {xm} at which fj is evaluated uniformly
distributed over S(x). Note that the best sweet spot so far
evaluated, S(x?), depends upon the particular realisation.
Averaging the improvement over several realisations drawn
from the posterior distribution of f permits the expected
improvement to be estimated as the average over J realisations:
EIS(S(x)) ≈ 1
J
J∑
j=1
Ij(S(x)). (16)
0.00 0.35 0.50 0.82 1.00
x
S
f(x) Qmax (S(x))
Figure 2. Toy function defined in (18) and the respective quality function
for a sweet spot of constant size. The triangles indicate the minimum of f(x)
and Qmax(S(x)). The bar in the bottom left-hand corner depicts the size of
the sweet spot.
The optimum location of the sweet spot S(x′) for an expensive
evaluation is thus found as
x′ = argmax
x∈X
EIS(S(x)), (17)
using, for example, an evolutionary optimiser to search over
the feasible space (line 6). As we show below, although we
demand that each sweet spot contain an evaluated location,
it can be advantageous to evaluate f at a location other than
the “centre” x′ of S. In Section IV-B we explore a number
of criteria for choosing the location to evaluate. In Algorithm
1 f is expensively evaluated at the location provided by the
function w(·) (lines 10 and 11). This sequence is then repeated
until convergence is achieved or computational resources are
exhausted.
Despite the apparent simplicity of this algorithm, it requires
a number of modifications to make it useful for practical
problems.
In Section IV-B we discuss where to expensively evaluate
f(x) within a newly discovered sweet spot, and in sections
IV-C and IV-D we describe a simplification to the evaluation
of the improvement (14) and how to efficiently evaluate it in
higher dimensions. First we illustrate the procedure with a toy
example.
A. Toy Example
We illustrate the procedure using the toy one-dimensional
function
f(x) = sin(3pix3)− sin(8pix3) , (18)
for x ∈ X = [0, 1]. For simplicity we restrict the sweet spot to
be an interval, with a single (scalar) shape parameter θ defining
its width, i.e.
S(x) , {s ∈ R : |x− s| ≤ θ
2
} . (19)
For now, as we seek to optimise only the location of the sweet
spot, we set θ = 0.125.
Figure 2 shows the toy target function f and the induced
landscape for the worst-case quality Qmax as given by (10).
This toy function illustrates how the optimal single point
location, namely the minimum of f(x) itself, can exist in
a distinct location from the optimal robust region. The first
step is to fit a Gaussian process to an initial set of observations
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0.00 0.50 x? = 0.84 1.00
x
S?
f(x) fj(x)
0.00 0.50 x? = 0.84 1.00
x
S
fj(x) Qj(S(x))
0.00 0.50 x? = 0.84 1.00
x
EI(x) EIS (S(x))
Figure 3. Top: An example of 5 realisations drawn from a Gaussian process,
which has been fitted to 8 initial observations (crosses) of the toy function f .
The realisation shown as a bold line is used in the middle panel. The 95%
confidence interval of the Gaussian process is shown as the shaded region.
The span of the best-so-far sweet spot is indicated by the bar centred along
the bottom. Note that S? in this case is centred on an observation, but this
need not be the case in practice. Middle: A single realisation drawn from the
Gaussian process model and the corresponding induced quality function. The
circle at x? shows the value of the quality of the best-so-far sweet spot, and the
shaded region indicates where there is improvement over the best-so-far sweet
spot. Bottom: Monte Carlo approximation over many realisations of f of the
expected improvement (16) for the sweet spot, and the single-point expected
improvement of f . Triangles indicate where the expected improvement is
greatest.
of the expensive function f . In this instance we have used
an initial set of N = 8 observations; the resulting Gaussian
process can be seen in Figure 3. In practice a sampling scheme
with low discrepancy [25] (such as a Sobol sequence [26] or
Latin hypercube sampling [27]) would be used to generate this
initial set.
Each realisation of the Gaussian process can be thought of as
a possible f whose quality can be evaluated using the elected
quality measure. Figure 3 (middle) shows the effect of applying
the quality function Qmax to a drawn realisation fj together
with the resulting improvement from that realisation (27). In
this example we have constrained the best sweet spot to be
centred on an observation xn ∈ X8; the best sweet spot so far
is centred at x = 0.842, including the observation at x = 0.842.
The sweet spot quality for each realisation is calculated using
(14) and the robust expected improvement is approximated
0.00 0.50 1.00
x
S
f(x) Qmax (S(x))
0.00 0.50 1.00
x
S
Figure 4. Comparison of where the next three observations are located
when using the robust expected improvement (top) and the usual single-point
expected improvement (bottom). The same initial eight observations were used
for both schemes. New observations are indicated with circles, the solid line
and the shaded region indicate the median and the inter-quartile range of the
estimated worst-case quality Qˆmax over 100 realisations respectively.
as an average over all of the realisations (16). This is the
acquisition function used for determining where to sample f
next, (17). Figure 3 (bottom) compares the expected sweet
spot improvement (16) with the (usual) single-point expected
improvement (4), which clearly demonstrates that the sweet
spot expected improvement gives greater weight to searching
more robust regions of design space. Figure 4 shows the result
of continuing the optimisation procedure for three additional
iterations; the objective function is evaluated at the centre of
the sweet spot of maximum acquisition, S(x′). The robust
sweet spot optimiser quickly locates the region of the optimum
sweet spot, whereas the single-point optimiser searches the
region of the global minimum. Also shown are the median
and interquartile range of the Qˆmax(S(x)) calculated over
100 realisations from the GP following the 11 observations,
showing that the approximation to Q calculated from the GP
realisations is accurate, particularly in regions where f has
been evaluated.
B. Sampling Location
Non-robust acquisition functions, such as the expected
improvement described in Section II-A, determine a point
of maximum acquisition. In contrast, their robust counterparts
yield a region, which presents an additional decision in the
optimisation process: where within this region should the next
observation of the target function be made.
We constrain the location of the new observation xnew to
exist within the region of maximum acquisition S(x′). Further,
we propose the use of a sampling function w(x′), which
determines where within S(x′) to locate xnew. As we show in
our results (Section V) the choice of w has a significant impact
on the algorithm’s ability to estimate the “best” sweet spot.
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S′
Centre Random Most uncertain Worst case
Figure 5. Illustration of each sampling function described in Section IV-B.
The solid line and accompanying shaded region depicts a fitted Gaussian
process model and 95% confidence interval. The hatched region indicates
X \S′. Note that the location depicted for the “random” sample is illustrative
for one possibility of such a function.
Here we present four suggestions for the sampling function w;
Figure 5 illustrates each of them.
1) Centred observation. An obvious choice is to observe
the objective function at the location of maximum
expected improvement—the centre of the sweet spot:
w(x′) = x′ . (20)
2) Most uncertain observation. A maximally explorative
approach to improving the estimate of the quality of the
predicted best sweet spot is to observe the expensive
function at the location of maximum uncertainty within
S(x′):
wσ2(x
′) = argmax
x∈S(x′)
σ2(x) , (21)
where σ2(x) is the predicted variance of the Gaussian
process at the given location, x, see (7).
3) Worst-case prediction. An alternative to improve the
estimate of the sweet spot’s quality is to query at the
location of the worst-case predicted value:
wµ(x
′) = argmax
x∈S(x′)
µ(x) , (22)
where µ(x) is the predicted mean of the Gaussian process
at the given location x.
4) Uniformly at random. Finally, draw xnew uniformly at
random within S(x′):
wU (x′) = random(S(x′)) . (23)
This approach may also be expected to promote explo-
ration, but not in such a directed way as the “most
uncertain observation” scheme.
C. Best-So-Far Sweet Spot
In standard Bayesian optimisation the best-so-far location
x? and function value f(x?) are simply available because
f has been evaluated at x? and deciding on the best-so-far
location is merely a matter of inspecting the evaluated locations.
However, in this robust scheme the improvement for a particular
realisation fj calculating the improvement (14) requires a
procedure to search for the quality of the best sweet spot:
maxx?∈N (XN )Q(S(x
?)) so that candidate sweet spots can be
compared with it. Since the evaluation of Q(S(x)) requires
Algorithm 2 Sweet-spot optimisation
1: Input: Observations of f : DN = {(xn, f(xn))}Nn=1
2: Input: Sampling function, w(·)
3: for n = N,N + 1, . . . do
4: Fit GP to Dn
Determine best-so-far sweet spot
5: x? = argminx∈N (XN ) maxx′∈S(x) µ(x
′)
6: x′ := argmaxx∈X EIS(S(x)) Evolutionary opt.
7: xnew := w(x
′) Where to sample next
8: fn+1 := f(xnew) Expensively evaluate f(xnew)
9: Dn+1 := Dn ∪ {(xnew, f(xnew))}
10: end for
11: Update and return x?
1: procedure EIS(S(x))
2: for j = 1, . . . , J do
3: Draw fj(xm) at {xm} ∈ S(x) ∪ S(x?) Eq. (29)
4: Evaluate improvement Ij (S(x)) Equation (27)
5: end for
6: return 1J
∑
j Ij (S(x)) Equation (16)
7: end procedure
evaluating the modelled f at many locations covering S(x),
this optimisation in turn requires evaluating the modelled f
over all locations that might be covered by the sweet spot, that
is over the extended neighbourhood of XN :
N¯ (XN ) = ∪x∈N (XN )S(x) . (24)
The extended neighbourhood is illustrated in Figure 1.
To avoid this potentially expensive optimisation for every
draw of a realisation of f , we instead identify the best sweet
spot as:
x? = argmin
x∈N (XN )
Qˆ (S(x)) , (25)
where Qˆ is evaluated from the mean of the modelled f :
Qˆ(S(x)) = max
x′∈S(x)
µ(x′) . (26)
As shown in Algorithm 2, x? is determined once each new
observation is acquired (line 5).
By evaluating fj at a number of locations xm in a candidate
sweet spot, the improvement for a particular realisation is then
evaluated as
Ij(S(x)) = max
(
0, Q?j − max
xm∈S(x)
fj(xm)
)
(27)
with the best quality found so far estimated as:
Q?j = max
x∈S(x?)
fj(x) . (28)
D. Efficiency in Higher Dimensions
When the dimension of X is small it is possible to implement
the naı¨ve algorithm (Algorithm 1), such that an exhaustive
search can be used cheaply to find the x′ that maximises
the expected improvement (16). In this naı¨ve scheme it is
necessary to sample realisations of p(f | D) jointly across the
entire feasible space, and then compute the improvement—and
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thus the expected improvement—for a sufficiently dense set of
locations in X . However, this naı¨ve implementation becomes
computationally exorbitant once the number of dimensions goes
beyond just two, due to the increasing number of locations
required to be sampled jointly. For our sweet spot method to
be of much practical use, we must modify the naı¨ve approach
so that a reasonable number of dimensions is achievable.
A more efficient procedure is to use an evolutionary
algorithm to search for the sweet spot with the greatest expected
improvement (Algorithm 2, line 6). Since the locations explored
by the evolutionary optimiser are not known in advance, this
requires the ability to progressively sample a single realisation
of f at new locations as the search proceeds in order to
evaluate Q(S(x)), the quality of a sweet spot at a new
candidate location. We emphasise that accurate evaluation of
the improvement requires the evaluation of (27) for a single
realisation. Approximating Q(S(x)) and Q? using different
realisations is insufficient because it ignores the dependence
between the best-so-far sweet spot and a candidate sweet spot.
Methods for sampling from a multivariate Gaussian density
are well known. A popular method is to compute the Cholesky
decomposition of the covariance matrix K = LLT , where L is
a lower-triangular matrix. Then, if z is a vector whose elements
are samples from a zero-mean univariate Gaussian density,
f = µ+Lz is a sample fromN (µ,K). Here, the computational
complexity is dominated by the cost of computing the Cholesky
decomposition, which is cubic in the size of K. We can exploit
this method of sampling from a Gaussian density so that
we can effectively draw additional samples from the same
realisation post hoc, which enables the evolutionary search for
the maximum of the acquisition function to be performed.
Suppose that a realisation fj has been sampled at locations
xm,m = 1, . . . ,M using the covariance matrix K; denote this
joint sample by f . Then the realisation may be evaluated at a
new location x′ by sampling from
p(f | f ,K) = N (fTK−1c, v − cTK−1c) , (29)
where c = (k(x1,x′), k(x2,x′), . . . , k(xM ,x′))T and v =
k(x′,x′). Using the Cholesky decomposition of K, the required
mean and variance can be efficiently found by solving the
triangular systems Lb = c and LTu = b in turn to obtain
u = K−1c. The Cholesky decomposition of the augmented
covariance may then be updated as:[
K c
cT v
]
=
[
L 0
bT s
] [
LT b
0T s
]
, (30)
where s2 = v − bTb. These ideas are straightforwardly
extended to permit sampling at many new locations instead of
a single x′. In Algorithm 2 these operations are encapsulated in
the EIS procedure which evaluates the expected improvement
for a candidate sweet spot for use in an evolutionary algorithm
to maximise the acquisition function.
V. RESULTS
We present results of the performance of our method in
comparison to the state-of-the-art method described by ur
Rehman et al. in [24] with D ∈ 2, 5, 10 over five common
benchmark functions [28]–[30]; the sixth function is taken from
[24] for direct comparison with their work. Figure 6 presents
two-dimensional visualisations of each function, which are
defined in Table I.
Each benchmark was selected to test a different aspect of
robust optimisation. Function f1 presents a situation where the
robust optimum is situated at a local maximum, which tests the
ability of an algorithm to overlook the better-performing non-
robust region. Our implementation of this benchmark has been
modified from [28] to ensure that the robust optimum exists
exactly at the peak of the local maximum. Benchmarks f2 and
f4 are examples of functions with multiple local minima. In the
case of benchmark f3, the robust optimum resides just outside
of the global optimum, which tests robust procedures’ resilience
to non-robust regions. Optimisers that exploit the parabolic
sphere have difficulty in finding the “step” in f5 containing
the optimum, which occupies a vanishingly small proportion
of the domain as the number of dimensions increases. This
function has been modified from [28] to ensure that the size
of the step remains significant as D increases: even so, the
proportion of X containing the lower step is only 2−D.
The robust quality measure used for evaluating the sweet spot
was the worst-case quality Qmax (10). The size of the sweet
spots were constrained to be spherical with radius θ = |u−l|8 :
S(x) , {s ∈ RD : ‖x− s‖ ≤ θ} , (31)
where u and l are the upper and lower bounds of the domain
respectively (i.e. X = [u, l]D).
We evaluated the four sampling schemes proposed in Section
IV-B: centred observation (20), most uncertain observation (21),
and uniformly at random (23). We have not included the results
of the worst-case prediction sampling scheme (22), because
its performance was not competitive.
To enable paired comparisons, each method was initialised
using the same D+1 Latin hypercube samples. The experiments
were repeated 30 times for statistical comparison.
Figure 7 compares the convergence of each of the methods
tested, and Table II provides an end-of-run summary, including
the median, the median average deviation around the median,
the minimum value, and statistical significance with Bonferroni
correction of each scheme over the 30 runs.
A. Analysis
The convergence plots in Figure 7 show the difference
between the state of the optimiser and the value of the
true robust minimum. They demonstrate that our sweet spot
optimisation procedure is generally capable of locating and
exploiting robust optima with a small number of observations
of the underlying expensive function. However, we note that all
methods perform significantly less well in D = 10 dimensions
and none of the methods is able to locate the robust optimum
for the Levy03 or stepped sphere functions.
Of the three competing sampling functions, w(·), sampling
at the most uncertain location within the sweet spot or at
random consistently produce the best result in terms of final
solution quality and convergence rate. The success of these
methods is largely because of the increased exploration of the
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Figure 6. Two-dimensional visualisations of the six benchmark functions. Exact formulations can be found in Table I.
Table I
SUMMARY OF THE BENCHMARK FUNCTIONS USED FOR EXPERIMENTATION, THE DOMAINS X OVER WHICH THEY WERE EVALUATED, AND THE LOCATION
OF THE ROBUST OPTIMUM x? . A † SIGNIFIES THAT THE STATED EQUATION HAS BEEN MODIFIED FROM THE REFERENCED SOURCE (SEE SECTION V FOR
FULL EXPLANATION).
Name Equation X Ref.
Bumped Bowl† f1(x) = e
1
64
‖x‖2 − 4e−4‖x‖2 [−4, 4]D [28]
Levy03 f2(x) = sin
2(pix1) +
D−1∑
d=1
(ωd − 1)2[1 + 10 sin2(piωd+1)] + (ωD − 1)2[1 + sin2(2piωD)] ,
where ωd = 1 + (xd − 1)/4 for all d = 1, . . . , D
[−4, 4]D [29]
Styblinski-Tang f3(x) =
1
2
D∑
d=1
(
x4d − 16x2d + 5xd
)
[−5, 5]D [30]
Robust Problem 4 f4(x) = 1.3− 1
d
D∑
d=1
H(xd) , where H(xd) =
{
−(xd + 1)2 + 1, if xd < 0
2.6−8|xd−1|, otherwise
[−2, 2]D [28]
Stepped Sphere† f5(x) = D −D
D∏
d=1
G(xd) +
1
100
D∑
d=1
x2d , where G(xd) =
{
1, if xd <0
0, otherwise
[−10, 10]D [28]
Exponential f6(x) =
D∑
d=1
exp(0.3xd)x
2
d [−1, 1]D [24]
best-so-far robust region, which leads to more even coverage
of observations in that key region. The benefits of increased
exploration are evident for the step function f5 in D = 5
dimensions where the most uncertain method is the only method
that explores the bottom of the parabolic bowl containing the
step sufficiently to locate the optimum. In higher dimensions
we conjecture that the model of the function is not sufficiently
good to allow identification of the most uncertain point.
Figure 8 shows the typical search pattern for each of the
three sampling methods and ur Rehman et al.’s approach after
50 iterations on the two-dimensional Styblinski-Tang function
[30]; each run was initialised from the same set of 3 Latin
hypercube samples. It is clear from this example that both the
“random” and “most uncertain” sampling schemes have made
better estimates of the robust optimum. In addition, the “most
uncertain” sampling scheme has been the most exploratory
over the remainder of the domain, and has lead to the most
even coverage of observations at the robust optimum.
In all but one case our method has out-performed that of
ur Rehman et al.’s competing method. In the case of the 10-
dimensional Levy03, ur Rehman et al.’s method was able to
produce a lower median value after 150 iterations, although
this result is not statistically significant. The most uncertain
sampling scheme was able to successfully locate better values
on more (18 vs 12) of the runs than ur Rehman et al..
Generally, and as one might expect, the performance of all
of the compared schemes worsens as the number of dimensions
increases. Benchmark problem f5 is difficult for a GP to model
due to the discontinuous downward step in one corner of the
domain. This problem is exacerbated in higher dimensions:
whilst in two dimensions the downward step covers 14 of the
domain, as noted above, the step scales such that it occupies
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0 100
10−1
100
f1, Bumped Bowl
0 100
100
f2, Levy 03
0 100
10−1
100
f3, Styblinski-Tang
0 100
10−3
10−2
10−1
100
f4, Robust Problem 4
0 100
0
1
2
3
4
5
6
f5, Stepped Sphere
0 100
10−2
10−1
100
f6, Exponential
(a) 5 dimensions
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f1, Bumped Bowl
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4× 100
f2, Levy 03
0 150
10−1
100
f3, Styblinski-Tang
0 150
10−2
10−1
100
f4, Robust Problem 4
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9.0
9.5
10.0
10.5
11.0
11.5
12.0
f5, Stepped Sphere
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10−2
10−1
100
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(b) 10 dimensions
Figure 7. Convergence over the six benchmarks (section V and Table I) of each sampling scheme (section IV-B) and the scheme described by ur Rehman et
al. [24]. Solid lines show the median (over 30 runs) of the difference between the quality of the predicted best sweet spot and the quality of the true best sweet
spot; the shaded regions show the inter-quartile range. The top set of plots (a) display the results from the experiments in 5 dimensions, whereas the bottom set
of plots (b) are from the 10-dimensional experiments. Note that excepting the Stepped Sphere results, all plots are on a semi-log scale on the vertical axis.
1
2D
of the domain. The result is that in ten dimensions the
downward step exists in less than one-thousandth of the domain.
With the extremely limited number of observations made during
our experiments it is no surprise that none of the sampling
schemes nor ur Rehman et al.’s method discovered the step.
In five dimensions only the “most uncertain” and “random”
sampling schemes were able to find the step, which shows
(in this case) that the improved exploration offered by these
schemes presents significant advantages in locating complicated
response features.
In general ur Rehman et al.’s approach and the sweet spot
optimisation with the “centre” sampling scheme do not do well,
and in fact perform similarly poorly in similar circumstances.
This appears to be a result of both of the approaches tending
towards making more exploitative observations.
Each of the presented methods make significant ground
towards improving their quality of robustness, as seen in Figure
7. And each one generally exhibits a similar convergence curve
for the initial 20 iterations. However, during the remainder of
the run it is clear that “most uncertain” and “random” generally
outperform the other approaches.
VI. CONCLUSION
This paper has introduced a novel algorithm for the robust
optimisation of expensive-to-evaluate functions in the context
of Bayesian optimisation. Experiments on a range of commonly-
used benchmark functions show that our method is effective
at locating robust optima, and able to consistently outperform
a state-of-the-art method from the literature. The method
depends upon building a model of the expensive function
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Table II
SUMMARY RESULTS IN 2, 5, AND 10 DIMENSIONS. THREE SAMPLING SCHEMES (SECTION IV-B) AND UR REHMAN ET AL.’S [24] METHOD ARE COMPARED
USING THE MINIMUM (MIN.), AND THE MEDIAN (MED.) OVER 30 RUNS; SPREAD AROUND THE MEDIAN RESULT IS QUANTIFIED BY THE MEDIAN ABSOLUTE
DEVIATION (MAD). BEST MEDIANS, WHICH ARE STATISTICALLY INDISTINGUISHABLE FROM ONE ANOTHER, BUT SIGNIFICANTLY BETTER THAN THE
OTHERS (USING THE WILCOXON SIGNED RANKS TEST [31], SINGLE TAIL, AND BONFERRONI CORRECTION p = 0.05
6
) ARE HIGHLIGHTED IN BOLD. THE
LOWEST MINIMUM VALUE FOR EACH EXPERIMENT IS ITALICISED.
f
Centre Random Most uncertain ur Rehman et al.
Min. Med. MAD Min. Med. MAD Min. Med. MAD Min. Med. MAD
D = 2
f1 0.000 0.972 0.257 0.000 0.376 0.364 0.000 0.000 0.000 0.000 0.828 0.095
f2 0.000 1.410 0.532 0.000 0.984 0.263 0.000 0.276 0.277 0.000 0.808 0.449
f3 0.031 0.764 0.401 0.051 0.651 0.453 0.079 0.310 0.203 0.097 0.531 0.183
f4 0.016 0.364 0.128 0.005 0.325 0.281 0.003 0.072 0.074 0.012 0.073 0.045
f5 0.024 1.781 0.201 0.012 0.295 0.268 0.019 0.209 0.247 0.029 1.762 0.115
f6 0.000 0.010 0.004 0.000 0.001 0.002 0.000 0.003 0.001 0.000 0.042 0.009
D = 5
f1 0.070 0.640 0.236 0.021 0.059 0.015 0.003 0.047 0.019 0.503 0.841 0.071
f2 0.405 1.918 0.711 0.193 0.951 0.252 0.183 0.643 0.373 0.307 1.821 0.754
f3 0.049 0.260 0.064 0.039 0.194 0.045 0.062 0.127 0.034 0.224 0.766 0.198
f4 0.002 0.012 0.008 0.001 0.004 0.003 0.000 0.003 0.002 0.018 0.260 0.148
f5 0.204 4.475 0.301 0.008 4.698 0.131 0.042 0.181 0.132 0.438 4.455 0.045
f6 0.004 0.025 0.005 0.000 0.007 0.002 0.003 0.006 0.002 0.008 0.037 0.009
D = 10
f1 0.202 0.439 0.092 0.049 0.091 0.019 0.089 0.166 0.053 0.367 0.554 0.109
f2 1.702 3.456 0.321 0.710 3.271 0.477 0.256 2.847 0.721 2.014 2.656 0.118
f3 0.058 0.547 0.401 0.054 0.657 0.311 0.042 0.527 0.419 1.040 1.510 0.119
f4 0.001 0.307 0.064 0.002 0.263 0.058 0.001 0.231 0.136 0.124 0.306 0.038
f5 8.984 8.990 0.003 8.983 8.986 0.001 8.982 8.985 0.001 9.051 9.061 0.007
f6 0.009 0.014 0.002 0.004 0.012 0.002 0.008 0.013 0.001 0.011 0.123 0.105
0.0 0.5 1.0
0.0
0.5
1.0
(a) Centre
0.0 0.5 1.0
0.0
0.5
1.0
(b) Random
0.0 0.5 1.0
0.0
0.5
1.0
(c) Most uncertain
0.0 0.5 1.0
0.0
0.5
1.0
(d) ur Rehman et al.
Figure 8. Comparison between where the expensive function (f6) has been
observed by three of the sampling schemes proposed in Section IV-B (a)–(c)
and ur Rehman et al.’s method (d). Crosses indicate observation locations (the
shade of which darkens as the search progresses), and hexagons indicate the
three initial Latin hypercube observations.
and then evaluating the improvement with respect to a chosen
quality function over realisations drawn from the model. The
expectation of these improvements is then used as an acquisition
function, which is searched using an evolutionary algorithm, to
inform the next location of the expensive function to evaluate.
Essential to the success of this method is the ability to
estimate the improvement in the robust quality from a single
realisation of the Gaussian process. We have therefore described
how to efficiently sample from a single realisation during the
course of the evolutionary search.
Standard (non-robust) Bayesian optimisation and ur Rehman
et al.’s method only require the GP to be evaluated once
per iteration; we require J evaluations of the GP to form
an estimate of the robust improvement. Consequently our
methods take roughly J times as long to decide on the next
location for evaluation of the expensive function. While this
additional burden is significant for benchmark functions like
these which are trivial to evaluate, the additional time required
is insignificant in comparison with the time required to evaluate
real-world expensive functions. Note also that interrogating the
GP can be made in parallel.
Subject to the demand that the expensive-to-evaluate function
be evaluated in the putative sweet spot, we have demonstrated
that the choice of sampling location can markedly affect the
convergence rate and quality of the final solution. Methods
that promote exploration are more effective than exploitative
methods and sampling from the location about which the model
is most uncertain is effective, although we suspect that in higher
dimensions that quality of the surrogate model may not be
good enough to properly identify the most uncertain location.
Future work entails the simultaneous optimisation of the
location and the shape of the sweet spot, and improvements in
uncertainty estimation in high dimensions.
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