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Supplementary Note 2: Progressive denoising model
Our proposed progressive denoising model MAP-NN is a refinement and an extension to the conventional direct denoising model, being capable of addressing the above-mentioned drawbacks. Supplementary Figure SN1 .1(b) presents the diagram of the progressive denoising model, which can be formulated in a modularized format:
where the operator • denotes a function composition, g denotes the progressive module called a Conveying-Link-Oriented Network Encoder-decoder (CLONE), g t denotes the t-fold product of the g, and the number of CLONEs for training is denoted by T . Compared to the conventional denoising model in equation (2), the progressive denoising model MAP-NN in equation (3) has the following desirable properties. First, the MAP-NN reduces to the conventional denoising model if there is only one CLONE in the denoising model; i.e., T = 1. When T > 1, the progressive denoising model increases the model complexity/depth without adding new parameters, 13, 14 and increases the size of the receptive field as well. This implies that the MAP-NN is a refinement and an extension of the existing denoising model. Second, as shown in the red bounding box of Supplementary Figure SN1.1(b) , the progressive denoising model can produce a sequence of intermediate denoised images from each CLONE, i.e., {g i (I LD )} T i=1 . Such a sequence of intermediate denoised images can be viewed as a dynamic denoising process, and is directly proportional to a computational elevation of radiation dose. Third, different from learning a direct mapping from LDCT to NDCT images, the learnt noise reduction direction encoded in each CLONE does not require noise-free CT images as the labels/targets for MAP-NN. Last and most importantly, for a new dose level one can apply the trained denoising CLONE multiple times, then obtain a sequence of denoised images, and let domain experts select the best denoising result; in other words, with radiologists-in-the-loop the denoised image quality can be optimized in a task-specific fashion even if exact imaging and protocol knowledge is unknown.
Supplementary Note 3: Double-blind rating procedure
The double-blind rating procedure for subjective image quality evaluation is described as follows:
• 1 = Unacceptable for diagnostic interpretation; • 2 = Suboptimal, acceptable for limited diagnostic information only; • 3 = Average, acceptable for diagnostic interpretation; and • 4 = Better than usual, acceptable for diagnostic interpretation.
The radiologists were also asked to comment on whether any lesions and artifacts were present.
Step 5: Once the rating procedure was done, RPI put the correct labels (DL1, DL2, DL3, IR1, IR2, IR3) for three DL images and three IR images in the spreadsheet. Then, experimental results were analyzed by RPI and MGH together. (2), and produced a sequence of denoised images for radiologists' evaluation in terms of image texture and fidelity of the anatomic structures (3) (4) . Based on the feedbacks, the algorithm can be revised accordingly. b, In the testing stage, we applied the trained model to a new dataset (5) and produced a sequence of denoised images (6), a group of radiologists can determine the optimal denoised images in this sequence (7) . Figure 3 : Detailed network structures used in this study. a, The detailed network structure of the CLONE. Here, n32k3s1 denotes that this (de)convolutional layer has 32 filters of kernel size 3 × 3 with a stride of 1. This CLONE has three conveying paths with concatenation operation and one residual skip connection with element-wise summation. b, The network structure of MAP-NN used in this study has five identical CLONEs that share parameters. c, The discriminator structure used for adversarial training.
Noise
The leaky ReLU has a negative slope of 0.2 when the unit is saturated and not active. Note that zero-padding is not used in (a) and is set to be 1 in (c). 
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