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Abstract
Linear quasi-geostrophic theory predicts an exponential amplitude increase with height
for Rossby waves propagating vertically through a stratified atmosphere, as a result
of wave activity density conservation. At the same time layer-wise conservation of
potential enstrophy constrains wave amplitudes, given the limited amount of poten-
tial enstrophy available in the initial mean flow. A break down of linear theory is
thus expected above a certain critical wave amplitude, raising the question of how
the non-linear flow reacts to limit the vertical penetration of waves.
Keeping in mind the potential importance for the dynamics of the winter stratosphere,
where strong wave penetration and amplitude growth are often observed, the issue
of wave saturation in a non-linear flow is examined in a generally abstract context,
through a variety of simple model studies. We thus consider the cases of a topograph-
ically forced barotropic beta plane channel model, of vertical propagation through a
three-dimensional beta plane channel model, and of a polar coordinate model with
realistic basic state and geometry.
In the barotropic model transient wave growth is forced through the use of bottom
topography and the deviations of the non-linear flow evolution from the predictions
of both a linear and a quasi-linear analytical solution are examined for strong topo-
graphic anomalies. The growth of the forced wave is found to decelerate the zonal
mean flow which in turn reduces the topographic forcing. Wave-mean flow interac-
tions are thus found to be sufficient in leading to saturation of the eddy amplitudes.
Interestingly it is the formation of zonal mean easterlies, rather than the depletion
of mean available potential enstrophy, that is found to be the crucial factor in the
saturation dynamics.
Similar results are obtained for the case of vertical propagation through a three-
dimensional beta plane channel. The vertical penetration of the forced wave is shown
to cause a reduction of the zonal mean winds and mean potential vorticity gradients
in the center of the channel, eventually leading to the formation of either a critical
line or a refractive index turning surface. In both cases the penetration of the wave
to high altitudes is prohibited, thus constraining wave amplitudes. While signs of
non-linear behaviour are clear in synoptic maps of potential vorticity, wave-wave in-
teractions are found to play a secondary role in the saturation process. The results of
the three-dimensional beta plane channel model are then extended to a more realistic
set-up, using a polar coordinate model with a basic state based on the observed winter
stratosphere climatology. The basic conclusions of the idealized study are shown to
remain unchanged.
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Chapter 1
Introduction-Motivation
The dynamics of the middle and high latitude stratosphere are largely dominated
by planetary scale structures, whose horizontal scales extend over thousands of kilo-
meters. As the time scale associated with motions at these scales is long compared
to the rotational period of the Earth the primary dynamical balance achieved is be-
tween pressure gradient forces and the so-called Coriolis force, leading at first order
to the well known geostrophic balance. The key dynamical quantity for the under-
standing of such motions has been shown to be Ertel's potential vorticity, as all other
variables can be obtained from the potential vorticity field through the inversion of
an elliptical type operator (Hoskins et al., 1985). Theoretical arguments, backed
by indirect observations, have led to the now well established notion that motion is
largely confined within isentropic layers, with advection along isentropes dominating
over cross isentropic terms. Thus the dynamics of the large scale flow appear to
be mostly two-dimensional, controlled by the quasi-horizontal advection of potential
vorticity. Moreover, in the absence of diabatic processes and friction, Ertel's poten-
tial vorticity has the important characteristic of being materially conserved. Thus,
with the retrieval of the wind field through the inversion of Ertel's potential vorticity,
one has the closure condition necessary to fully solve for the time evolution of the flow.
Our understanding of the large scale dynamics of the stratosphere has been simplified
even further with the development of quasi-geostrophic theory, which makes use of the
separation of the horizontal wind field into a rotational and a divergent component.
While the divergent part of the flow is dominated by gravity waves, the rotational
component is best described in terms of Rossby wave dynamics, where potential
vorticity plays a central role. Quasi-geostrophic theory, rather than following the
motion along isentropes, describes the advection of particles along pressure surfaces.
In this formulation quasi-geostrophic potential vorticity represents the equivalent of
Ertel's potential vorticity. As can be formally shown, changes in the quasi-geostrophic
potential vorticity on pressure surfaces correspond to changes in Ertel's potential
vorticity on isentropes. As in the case of Ertel's potential vorticity it is possible to
calculate the wind field given the quasi-geostrophic potential vorticity distribution,
by making use of the geostrophic balance relationship. However the inversion of
quasi-geostrophic potential vorticity involves a linear operator, in contrast to the
non-linear character of the inversion of Ertel's potential vorticity (Hoskins et al.,
1985), and thus greatly simplifies the calculation of the wind field, as well as the
qualitative understanding of the overall dynamics.
1.1 Vertical Wave Propagation
Two of the most important contributions to our understanding of stratospheric dy-
namics have come from the work of Charney and Drazin (1961) and Matsuno (1970),
who addressed the issue of the vertical propagation of planetary scale anomalies in
the stratosphere. Charney and Drazin (1961) were the first to put forth the notion
of the wave refractive index, directly relating the vertical eddy structure, and the
ability of different zonal wavenumber disturbances to penetrate to high altitudes, to
the structure of the zonal mean flow, and described the flow in terms of linear Rossby
wave propagation. As shown in their paper the seasonal evolution of the zonal mean
flow, driven by radiative processes that are independent from the strength of the tro-
pospheric forcing of large scale anomalies, leads to large differences in the respective
wave climatologies. In the summer hemisphere strong zonal mean easterlies develop,
blocking the propagation not only of stationary waves, but also of most traveling
synoptic scale systems. It is only with the onset of fall and the development of zonal
mean westerlies that propagation of planetary scale waves is permitted. However
Charney and Drazin (1961) showed that even when the basic state winds are westerly
only waves with large horizontal scales could penetrate in the stratosphere. Moreover
Charney and Drazin (1961) showed that for zonal mean winds stronger than a critical
value vertical wave propagation was inhibited as well. Thus, in the simple calcula-
tions of Charney and Drazin (1961), the observed strong winter westerlies were also
found to block the penetration of waves to the upper levels of the stratosphere.
Matsuno (1970) further clarified the connection between the troposphere and the
stratosphere by testing the idea that stratospheric waves are the continuation of
tropospheric anomalies, propagating both vertically and meridionally. Using the ob-
served amplitudes for stationary zonal wavenumber 1 and 2 anomalies at 500 mb as a
lower boundary condition, and a zonal mean flow capturing the main characteristics
of the winter flow climatology, Matsuno (1970) used the linearized quasi-geostrophic
equations and confirmed that indeed tropospheric forcing seemed to be the major
source of the observed stratospheric wave activity. The results of Matsuno (1970)
also highlighted the importance of meridional refraction, arising due to the sphericity
of the earth's geometry, in reducing the penetration of disturbances to high strato-
spheric levels.
1.2 Non-Linear Dynamical Constraints
The main concern of Charney and Drazin (1961) was to explain the absence of a
corona, similar to the one formed in the sun, from the earth's atmosphere. Their
argument was that if the kinetic energy associated with tropospheric planetary scale
anomalies propagated unattenuated to high altitudes of the atmosphere and was dis-
sipated by small scale processes, thus being transformed to thermal energy, it could
raise the local temperature by as much as 10, 000 K, due to the much lower air den-
sities at high levels. Thus the aim of Charney and Drazin (1961) was to examine,
through linear propagation theory, how the penetration of tropospherically forced
anomalies was limited to levels below the upper stratosphere and mesosphere.
This same question could however be posed from a different angle; For conservative,
quasi-geostrophic flows the propagation of wave anomalies can be shown to occur in a
way such as to conserve wave activity density, defined as A = p , where the overbar
denotes zonal averaging. At the same time the density of air is known to decrease ex-
ponentially with height, with a characteristic vertical scale of about H = 7 km. Thus,
for a disturbance propagating linearly through a flow with constant background po-
tential vorticity gradient, the conservation of wave activity density requires that the
wave amplitude increase as e2H. To the degree that the amplitude of the propagating
disturbance is small no problem arises with the linear prediction. As one however
reaches finite amplitudes the linear solution leads to contradictions with the basic
property of the flow which is the conservation of potential vorticity, as it predicts
values of potential vorticity outside the range of values possibly found in the initial,
undisturbed flow. Thus, since the flow cannot, by its nature, violate the conserva-
tion of potential vorticity, some mechanism would by necessity intervene to block the
penetration of waves to high levels and limit their amplitudes.
Perhaps the clearest demonstration of the limitations set on wave growth, due to
the material conservation of potential vorticity, comes from forming the budget of
potential enstrophy, horizontally averaged over the relevant part of the flow domain.
Potential enstrophy is not a dynamical quantity widely used, except in the con-
text of geostrophic turbulence, where mention of the downward enstrophy cascade
is made. While potential enstrophy can be defined as a local variable, being half of
the square of the potential vorticity q2, it is mostly used in discussing area averaged
budgets. For domains with zonally periodic conditions the zonally averaged total po-
tential enstrophy can be broken into contributions from different zonal wavenumbers
qt2otal = -k q, thus permitting an examination of the transfer of potential enstro-
phy from one scale to the other.
While the local value of potential enstrophy does not provide new information, com-
pared to the knowledge of the potential vorticity field, consideration of is budget over
an isolated domain can greatly simplify the discussion of the dynamics, as in the
absence of external sinks or sources of potential vorticity a conservation principle for
potential enstrophy can be derived. The advantage of domain averaged potential en-
strophy budgets is that they allow one to operate in a eulerian framework, contrary to
the material conservation of potential vorticity which requires by construction one to
follow the motion of particles. Thus potential enstrophy is equivalent to total energy
in classical mechanics, which, while being a very useful quantity, is incapable on its
own of providing any information about the time evolution of the system.
Considering a dynamically isolated domain, the potential enstrophy conservation
principle can be derived as follows:
8q
+ J( ,q) =0
a(_2) + J(, q2) 0 Ot 2
f dxdy = 0
Denoting averages over longitudes with an overbar and averages over latitudes with
brackets, one can rewrite the above equation in a way as to express the total potential
enstrophy at time t as a function of the initial potential enstrophy. Further one can
separate into a zonal mean, representing the mean available potential enstrophy, and
an eddy component.
q2 (t q2 (t = 0)
2 2
_2 q'2 (t) q2 (t = 0)
< >+ < >=< >2 2 2
Linear propagation theory assumes that the background flow can act as an infinite
source of potential enstrophy to the propagating disturbance. The conservation of
potential enstrophy however dictates that at any given level the potential enstrophy
acquired by a non-zonal disturbance not exceed the mean potential enstrophy initially
available in the flow prior to its growth. As discussed in Lindzen and Schoeberl (1982),
this places an upper limit on wave amplitudes, independent of the detailed dynamics
of the flow. The maximum amplitudes such a limit would allow for planetary scale
disturbances, of spatial scales such as observed in the winter stratosphere, was shown
to be well below the amplitudes necessary to lead to a terrestrial corona. Thus, as
Lindzen and Schoeberl (1982) showed, one of the central questions of Charney and
Drazin (1961) could be answered without any reference to the details of the dynamics
of the flow.
As the limit obtained based on the potential enstrophy constraint was found to be
too large to explain the maximum observed stratospheric wave amplitudes Lindzen
and Schoeberl (1982) examined other limits one could obtain based on similar prin-
ciples and compared to observations. Material conservation of potential vorticity for
example, for a wave confined meridionally, seemed to provide an estimate for the
maximum allowed wave amplitudes significantly lower than that obtained assuming
a full depletion of the mean available potential enstrophy. Lindzen and Schoeberl
(1982) also considered a limit whereby wave amplitudes would be confined to values
such as not to lead to a local reversal of the meridional potential vorticity gradients.
While such a limit does not arise from the potential vorticity conservation, it is not
dynamically implausible, as a local reversal of the potential vorticity gradient could
lead to the development of barotropic and baroclinic instabilities that would disrupt
the large scale flow and the propagation of the forced wave.
Another attempt to examine possible limits on wave amplitudes, based on first prin-
ciples, without necessarily alluding to the detailed dynamics, was made by Schoeberl
(1982). An interesting difference of this study, compared to the calculations of Lindzen
and Schoeberl (1982), was that he examined a non-conservative system, where sources
and sinks of potential vorticity might be expected to play an important role. As the
potential enstrophy constraint is strictly valid only in the case of purely adiabatic
flows it is not obvious a priori what the saturation limit for the wave amplitudes
would be in a non-conservative system. For sure a depletion of the mean available
potential enstrophy would lead to a saturation of the wave enstrophy. However, given
that the total potential enstrophy is not conserved, a meaningful limit for the wave
potential enstrophy, in terms of the initial total potential enstrophy, cannot be de-
rived.
However, as argued by Schoeberl (1982), in a steady state system the sources and
sinks of potential enstrophy need to balance, both overall and at each level separately.
Using the steady state assumption one can then examine the balance of terms in
the potential enstrophy budget and, under certain conditions, obtain information
about possible extreme equilibrium states of the flow. Schoeberl (1982) used a very
simple formulation to represent the non-conservative terms, representing them as
linear damping acting on potential vorticity. Thus, in the formulation of Schoeberl
(1982), linear damping suppressed all deviations from radiative equilibrium, damping
any non-zonal disturbances and acting as a restoring force to the zonal mean flow.
The expression obtained by Schoeberl required :
< vq(q - 4 > - < Vq>= 0
As the damping rates for both the eddy component and the zonal mean flow are
identical in this formulation, the damping coefficients drop out of the final expression
obtained by Schoeberl (1982). The maximum wave amplitude compatible with the
assumption of time steadiness was found to be Iq'I = 0 half the value obtained
based on the potential enstrophy conservation principle. However this limit did not
imply that higher wave amplitudes could not be reached. It was rather meant to de-
note that higher amplitudes for the propagating wave, arising from a stronger forcing
at the bottom boundary, would lead to an unsteady flow. In this respect the results
of Schoeberl (1982) were an attempt to explain the behaviour observed in simple
quasi-linear models that produced strong stratospheric vacillations above a certain
value of the bottom forcing amplitude (Holton and Mass, 1976).
The results of Schoeberl's 1982 study depend, to some degree, on the form of damping
chosen. Schoeberl's formulation, using linear damping on potential vorticity, was
intended as an approximation to the effect of radiation on the large scale stratospheric
circulation at intraseasonal time scales. However linear potential vorticity damping
requires equal newtonian cooling and Rayleigh friction coefficients, with no height
variations. Schoeberl (1982) argued that the results obtained do not differ significantly
from a more realistic representation, including the effect of newtonian cooling only,
and allowing the damping coefficients to vary with height.
1.3 Rossby Wave Breaking
In all cases where constraints on wave amplitudes were derived from either potential
enstrophy or potential vorticity conservation considerations no reference was made to
the detailed dynamics of the non-linear flow. Thus the question arises, given these
constraints, how the linear solution, in a case where vertical propagation is not in-
hibited by the zonal mean flow, breaks down and what dynamical mechanisms kick
in to prevent the propagating wave from growing above a certain limit. The ques-
tion can be posed purely as a geophysical fluid dynamics problem, however there are
indications that it might be relevant to the understanding of the dynamics of the
stratosphere during the winter season. While the work of Charney and Drazin (1961)
as well as further elaboration by Dickinson (1969), estimating the effect of radiative
cooling on wave propagation, showed that to some degree wave amplitudes can be
constrained by considering linear propagation notions alone, observations from the
upper layers of the stratosphere often show clear signs of deviation from linear wave
behaviour.
Often stratospheric analysis maps reveal extrusions of large tongues of potential vor-
ticity from the core of the polar vortex (McIntyre and Palmer, 1983; Plumb et al.,
1994; Waugh et al., 1994). These tongues of potential vorticity seem to be advected
around centers of anomalously strong eddy circulations. In the winter hemisphere,
where such phenomena seem to be more abundant, a region of strong anticyclonic
circulation is often seen to form over the Aleutian basin in the north Pacific ocean,
thus being called "Aleutian high". When the circulation associated with the Aleu-
tian high strengthens anomalously, synoptic maps reveal episodes of advection of
potential vorticity tongues around the center of the anticyclone. While linear Rossby
wave behaviour leads to smooth undulations of potential vorticity contours and re-
versible motion of particles across latitude circles, these events seem to correspond
to qualitatively different dynamics. In most cases the deformation of the potential
vorticity field, associated with the formation of potential vorticity tongues, does not
seem to reverse. The wrapping of potential vorticity contours around the strong lo-
cal circulation strongly resembles the deformation observed in breaking sea surface
waves. For this resemblance McIntyre and Palmer (1983, 1985) put forth the term
"Rossby wave breaking", denoting the deviations of the flow dynamics from linear
wave behaviour, once the local potential vorticity gradients reverse sign, and the irre-
versible deformation of the potential vorticity field that seems to be associated with it.
For the most part explanations of the non-linearities that seem to appear in the
stratosphere have relied on the work of Warn and Warn (1978) and Stewartson (1978),
concerning the non-linear evolution of a Rossby wave critical line. In their analytical
solutions, following the time evolution of a nearly inviscid barotropic flow, Warn and
Warn (1978) and Stewartson (1978) showed that in the vicinity of a critical line of a
meridionally propagating, monochromatic Rossby wave, significant rearrangement of
potential vorticity occurred. This rearrangement was seen to arise from the formation
of closed circulation regions and the non-linear advection of potential vorticity by the
large scale streamfunction field. The width of the layer within which the behaviour of
potential vorticity was dominated by non-linear phenomena was found to depend on
the amplitude of the propagating disturbance, thus possibly extending over a large
domain for strongly forced waves. Of course the solution of Warn and Warn (1978)
and Stewartson (1978) is strictly only valid in the small amplitude limit. However the
qualitative description in Warn and Warn (1978) has been largely thought to apply
to the dynamics of large amplitude waves observed in the upper stratosphere as well.
Further elaborations on the work of Warn and Warn (1978) have led to some in-
teresting findings. The time evolution of the flow in the calculations of Warn and
Warn (1978) was found to lead to continuous wrapping of potential vorticity contours
around the center of the closed circulation regions. However calculations by Haynes
(1985) and Killworth and McIntyre (1985) showed that the formation of regions of
locally reversed potential vorticity gradients, resulting from the deformation of the
potential vorticity field in Warn and Warn (1978), could lead to fast growing fine scale
barotropic instabilities. The development of such instabilities was expected to lead to
significant mixing of potential vorticity, tending to eliminate the negative potential
vorticity gradients, and thus disrupting the further deformation of the potential vor-
ticity field. Other studies however (Waugh and Dritschel, 1991) have shown that the
presence of background shear can stabilize such disturbances, and have argued that
this might be the reason for the apparent stability of thin filaments, seen in numerical
models, in the periphery of the polar vortex.
Because the results of Warn and Warn (1978) and Stewartson (1978) were based on
the assumption of small amplitude waves, the non-linear behaviour of the potential
vorticity field was confined in the region of the critical line. In fact the presence of
the critical line was necessary for the behaviour of the flow to deviate from linear
wave theory. It is possible however to retain the main results of Warn and Warn
(1978) and extend their qualitative description of the dynamics of the flow to cases
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of finite amplitude waves and even expand to configurations where critical lines are
not present at all. In the small amplitude case studied by Warn and Warn (1978)
the critical layer that was found to form has the shape of a cat's eye and is confined
zonally by two stagnation points. In a frame of reference wherein the forced wave is
stationary, the flow at the stagnation points satisfies the following conditions:
u=-v= 0
du av Ou dv
<0
Ox Oy ay Ox
In other words the stagnation points constitute saddle points in the streamfunction
field (Polvani et al., 1989; Polvani and Plumb, 1992), denoting points where the total
flow vanishes, in the frame of reference of the propagating wave, and the u and v com-
ponents of the velocity field reverse direction as one crosses through the stagnation
point moving along the y and x axes respectively. Stagnation points have been shown
to lie at the intersection of stable and unstable manifolds, defining lines of confluent
and diffluent motion respectively (Pierrehumbert, 1991), and significant effort has
been put in developing a mathematical formalism appropriate for the description of
their effect on the evolution of the flow (Malhotra and Wiggins, 1998). Most impor-
tantly however the formation of stagnation points and closed circulation regions can
occur even in the absence of critical lines, for wave amplitudes large enough to locally
reverse the sign of the flow.
Thus the results of Warn and Warn (1978) and Stewartson (1978) can be applied to
the case of a large amplitude vertically propagating Rossby wave. To the degree that
other processes, such as damping, inhibition of vertical propagation due to the basic
state structure, or modification of the zonal mean flow by wave-mean flow type of
interactions as the wave grows in amplitude, do not manage to limit the amplitude of
the forced disturbance a stagnation point is expected to form and lead to phenomena
qualitatively similar to the description in Warn and Warn (1978). Since non-linear
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advection of potential vorticity constitutes the central mechanism responsible for the
evolution of the flow in Warn and Warn (1978), the extension to finite amplitude
waves does not seem to pose any particular conceptual complications.
1.4 Past Numerical Studies
As mentioned previously, structures resembling the deformation of the potential vor-
ticity field in a non-linear critical layer appear often in daily stratospheric analysis
products (McIntyre and Palmer, 1983; Plumb et al., 1994; Waugh et al., 1994). Their
apparent agreement with the theoretical picture certainly lends credence to the gross
features appearing in the analyses. However the quality and spatial resolution of
stratospheric data is not sufficient for the details appearing in maps of potential
vorticity to be reliable (McKenna et al., 1989; Karoly and Graves, 1990), and analy-
ses from different meteorological centers often differ significantly in the sub-synoptic
scales (Plumb et al., 1994; Newman et al., 1996). The largest scale characteristics
of the potential vorticity field seem to be fairly well captured, but the uncertainty
becomes significant for any features smaller than the gravest planetary scale undu-
lations. As potential vorticity is a highly differentiated quantity one would need a
spatial resolution much higher than currently available from the satellite observational
system, both in the horizontal and in the vertical direction, in order to properly ex-
amine any Rossby wave breaking events occurring in the stratosphere.
In general, the lack of spatial resolution that unavoidably characterizes the analyzed
data has been attempted to be overcome by means of numerical studies. While com-
putational constraints make high resolution stratospheric general circulation models
very hard to use as research tools, studies with simpler numerical models have been
performed, attempting to compromise between the goal of producing realistic model
integrations and the exploration of basic aspects of the flow dynamics. Among the
various numerical studies many have been based on single layer models (Juckes and
McIntyre, 1987; Polvani and Plumb, 1992; Polvani et al., 1995). Such models can be
run at very high spatial resolution, as required to properly capture the deformation of
the potential vorticity field. Juckes and McIntyre (1987) used such a one-layer model,
forcing it with large amplitude bottom topography, to illustrate the break down of
linear wave behaviour once the disturbances produced by the topographic anomaly
attain large amplitudes. The deformation of the potential vorticity field was indeed
found to be significant and to lead to the creation of fine scale features. Many of the
filaments of potential vorticity produced had their origin in the area of the polar vor-
tex, being characterized by high potential vorticity values, thus leading to the notion
of erosion of the polar vortex by the breaking planetary waves (Polvani et al., 1995).
While there has been a large number of studies with one-layer models, numerical
studies with simple three dimensional models have been lacking, with the exceptions
of Robinson (1988) and Dritschel and Saravanan (1994). The study of Robinson is
perhaps the only case an effort has been made to analyze the dynamics associated
with Rossby wave breaking, rather than simply study their phenomenology. One of
the findings of Robinson (1988) was that wave-wave interactions seemed to act, on the
whole, as a sink of potential enstrophy, damping the primary, vertically propagating
component. At the same time it was shown that the interactions associated with
wave breaking, that had a direct effect onto the amplitude of the propagating wave,
were largely confined to the lower part of the wavenumber spectrum, representing
interactions among mostly large scale waves. Thus the local effect of wave-wave in-
teractions was found to be rather complicated, leading to reinforcement of the forced
disturbance in some latitude bands and damping it in other regions, making it hard
to properly capture the overall effect on the propagating disturbance through either
local damping or diffusion parametrizations.
While the study of Robinson (1988) put considerable effort in analyzing the dynamics
of the flow, it was confined to weak amplitude disturbances and did not look into
any possible significant changes in the propagation of the forced wave, following the
onset of non-linear phenomena. Non-linearities were mostly confined in the region of
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the critical line and no attempt was made to address the issue of saturation of the
propagating wave once its amplitude becomes too large for the flow to sustain further
growth. This question was addressed by Dritschel and Saravanan (1994), who used
a multilevel contour advection model to study the propagation of a large amplitude
disturbance along a polar vortex front. As Dritschel and Saravanan (1994) found, low
amplitude forcing led to weak wave breaking throughout the upper layers of the model
domain, reflecting the strengthening of wave amplitudes with height. For high values
of the bottom forcing however Dritschel and Saravanan (1994) discovered that violent
rearrangement of potential vorticity, associated with wave breaking, occurred at the
lower layers of the model domain, and that the penetration of the forced disturbance
to higher levels seemed to be limited. Dritschel and Saravanan (1994) argued that
intense low level wave breaking led to mixing of potential vorticity, thus destroying
the potential vorticity gradients upon which the forced wave propagates. Thus the
results of Dritschel and Saravanan (1994) indirectly hinted to the possibility that
the final structure of the forced disturbance might be explained, to some degree, by
referring to linear propagation theory. However the study of Dritschel and Saravanan
(1994) did not go beyond a descriptive analysis of the flow evolution.
1.5 Rossby Wave Breaking Parametrization
In general, due to the lack of careful numerical studies, the interaction between wave
breaking and vertical wave propagation is not well understood. Also it is not clear
how one can link the onset of strong wave-wave interactions to the non-linear en-
strophy constraint, imposed by the governing potential vorticity equation, if at all.
Clearly a strong deviation from linear behaviour would be necessary to limit wave
amplitudes if linear propagation led to growth violating the potential enstrophy con-
straint. However the Warn and Warn (1978) description of wave breaking suggests
that other mechanisms might kick in before such amplitudes are ever reached. Thus it
is not obvious that the potential enstrophy constraint ever becomes directly relevant
to the dynamics of the flow.
Garcia (1991) made an interesting attempt to explain in qualitative terms, but also to
parametrize, the effect of wave-wave interactions onto the vertical wave propagation
and the flow evolution. The central idea in Garcia (1991) was based on parametriza-
tions previously developed for gravity wave breaking (Lindzen, 1968). Garcia assumed
that the dynamics of forced planetary scale waves are governed by quasi-linear in-
teractions, until the point where their amplitude becomes so large as to reverse the
sign of the potential vorticity gradient in some region of the flow. Garcia then put
forth the hypothesis that wave-wave interactions, that inevitably arise, would act as
a local sink of potential enstrophy, directly damping the propagating wave. Garcia
assumed that the non-linear flow evolution would be dominated by the growth of
small scale instabilities, acting to prevent the local potential vorticity gradient from
becoming negative. While this assumption was based on previous work by Haynes
(1985) and Killworth and McIntyre (1985), it did not constitute a crucial point in the
parametrization. As long as wave-wave interactions cascade enstrophy down to the
dissipation scale the assumption of local damping can be justified. However Garcia
did assume that the effective damping produced by wave-wave interactions could ad-
just so as place a solid limit onto the amplitude of the large scale disturbance.
Taking the cut-off criterion for the wave amplitudes to be q'l = q,, Garcia (1991)
set the amplitude of the propagating wave equal to the saturation level whenever the
linear propagation calculations led to higher values. The non-linear modification of
the propagating wave amplitude, through its assumed local damping in the regions of
wave breaking, was found to lead to changes in the zonal mean flow, since it produced
a significant Eliassen-Palm flux convergence. As the modification of the mean flow
in turn affects the propagation of the forced wave, an iterative procedure was used
to calculate the final state reached by the flow. In the final equilibrium state, after
the wave field and the zonal mean flow have adjusted to each other, Garcia (1991)
assumed a balance being achieved between the upward flux of wave activity and its
local destruction by non-linear processes at the regions of saturation.
Thus the study of Garcia (1991) was the first that attempted to express formally the
interaction between the non-linear dynamics and vertical wave propagation. Randel
and Garcia (1994) further proceeded to test this parametrization by applying it to
realistic stratospheric flows and comparing the results with observations. Their re-
sults showed good agreement, in terms of both the climatological mean flow obtained
in their simple model and the wave amplitudes produced. This seemed to suggest
that the simple parametrization of the non-linear dynamics was not only qualitatively
correct but was also capable of giving good quantitative predictions. The success of
Garcia (1991) and Randel and Garcia (1994) was indeed remarkable. However some
words of caution are necessary; For one thing some of the key assumptions in Gar-
cia's formulation 1991 were inconsistent with the findings of Robinson (1988), who
showed that parametrizing wave-wave interactions as a local sink of potential enstro-
phy was a poor approximation to the true three-dimensional dynamics. Moreover,
the good agreement found between the model results in Randel and Garcia (1994)
and observations, was at least partly due to the adjustment of the saturation criterion
they used for wave amplitudes. While Garcia (1991) proposed ql = qy as a cut-off
amplitude, Randel and Garcia (1994) used twice this value in their study. Thus it is
important to keep in mind that the Rossby wave breaking parametrization put forth
by Garcia, even though based on plausible physical mechanisms, represents to some
degree arbitrary assumptions about the true behaviour of the non-linear flow.
1.6 Synopsis
The present study attempts to bring together the various issues raised above, and
shed some light onto the question of vertical propagation, wave saturation and the
non-linear evolution of the flow, approaching the issue from a rather theoretical angle.
Our intention is not to simulate the behaviour of the winter stratosphere, but rather
to ask the more fundamental question of how the saturation of a vertically propa-
gating Rossby wave occurs. Taking linear theory as our starting point we consider
the potential enstrophy constraint and its relevance to the dynamics of the flow, and
examine numerically the evolution of a quasi-geostrophic flow when large amplitude
waves are being forced in it.
Even though our motivation comes from the problem of vertically propagating waves,
the present study is not confined to multilevel model cases only, since the question of
wave saturation can be posed equally well in the context of a barotropic model. As the
barotropic vorticity equation has many similarities to the potential vorticity equation
of a three-dimensional flow the investigation of the dynamics of the barotropic model
can provide significant insight into the types of interaction expected to be seen in the
three-dimensional case.
The organization of the material in the chapters to follow is as follows: In chapter 2
the issue of wave saturation is addressed using a quasi-geostrophic beta plane channel
barotropic model. A simple mechanism is presented that allows producing transient
growth of a disturbance without violating potential vorticity conservation. A linear
analytical solution is constructed and the non-linear evolution of the flow is exam-
ined as the wave forcing reaches high amplitudes. In chapters 3 - 5 on the other hand
we proceed to examine the vertical propagation problem, using a quasi-geostrophic
multilevel beta plane channel model. Assuming a simple basic state we calculate a
linear solution and increase the wave forcing to amplitudes bound to lead the linear
solution to a break down. The saturation of the wave amplitudes is then examined
and the dynamics of the flow are analyzed so as to understand the dominant modes
of interaction observed in the model. The examination of the vertical propagation
case is split in two parts. In chapter 3 a steady state study of the evolution of the
non-linear flow is presented, concentrating on the changes in the flow as the bottom
forcing amplitude is increased, in a step-wise fashion, to high values. In a next step,
in chapter 5, the transient response of the flow to a turn-on of the bottom forcing is
examined. The time dependent study allows us to examine not only the dependence
of the results obtained in the steady state investigation on the turn-on time scale,
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but also to explore aspects of the dynamics that the steady state study cannot, by
its nature, address.
For the most part rather idealized set-ups have been used in the present study, the
goal being to separate the phenomena linked to the wave saturation process from
interactions arising due to other factors, for example non-linear interactions in a
critical line. Not only are simple models, such as the beta plane channel barotropic
and multilevel models, used, but the configurations in these models are also taken
as simple as possible. While this approach allows us to answer questions about the
dynamics of the flow with clarity it can also pose problems in arguing about the
validity of the simple model results to real-world phenomena. To address possible
criticisms, and to examine the behaviour of the flow under more realistic conditions,
a polar coordinate model study has been performed, its results being presented in
chapter 6. The polar model has the advantage of adequately representing effects
arising from the sphericity of the earth's geometry and the spatial variations of the
climatological basic state wind field, while retaining the simplicity of limited domain,
quasi-geostrophic models. Thus, with the polar model study, our attempt is to extend
the results of the simplified models to more realistic configurations while allowing for
a relatively clear interpretation of the dynamics.
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Chapter 2
Barotropic Model - Vacillation
2.1 Motivation
Based on the notion that motions at planetary scales in middle latitude regions are
largely quasi-two dimensional, one-layer models have often been used in the past to
simulate the dynamics within an isentropic layer of the stratified atmosphere. Juckes
and McIntyre (1987) as well as Polvani et al. (1995) and others have used shallow wa-
ter models to approach the question of how non-linearities come about as a result of
the growth of a vertically propagating disturbance and how they affect the dynamics
of the flow. In a shallow water model the turn on of a bottom topographic anomaly
is used to simulate the forcing exerted by the wave propagating from the lower layers
of the atmosphere upon the isentropic layer examined. Juckes and McIntyre (1987)
base their argument for the appropriateness of the one-layer model on the presence
of strong stratification in the stratosphere and on the fact that the vertical scales
associated with observed stratospheric waves are rather long. Dritschel and Sara-
vanan (1994) examined more carefully the relationship between a three-dimensional
model forced by a topographic anomaly and a single layer model and found that for
a barotropic basic state the large scale deformation of the potential vorticity field in
the single layer model compared well quantitatively with that seen in the lower layers
of the three-dimensional flow when the layer depth of the single layer model was cho-
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sen equal to the atmospheric scale height. Still, some aspects of the flow behaviour
observed in the upper layers of the three dimensional model were also captured by
the single layer model, at least qualitatively, thus providing support for a continued
use of such simple models for the exploration of stratospheric dynamics.
However one issue that has not received much attention, regarding the use of one-layer
models for the simulation of a vertically propagating disturbance, is that by prescrib-
ing the bottom topography one implicitly assumes that the disturbance is able to
penetrate to high enough altitudes and reach the strong amplitudes required to lead
to non-linearities. Given the ultimate limit that the potential enstrophy conserva-
tion places on wave amplitudes, it is not obvious a priori that such an assumption is
justifiable. Moreover, it is necessary to consider the possibility that the propagation
of the forced disturbance might lead to a modification of the zonal mean flow such
as to reduce the ability of the wave to propagate even higher up in the vertical. It
is important therefore to keep in mind the above limitations when interpreting the
results of such simplified models.
In the current study we use a barotropic, quasi-geostrophic model to address some
of the issues related with the vertical propagation problem. Given the points raised
above, the barotropic model is used as a conceptual tool to approach the issue of wave
saturation rather than an attempt to simulate the dynamics of the three dimensional
flow, despite the close similarity of the governing equations of the two systems for
quasi-geostrophic flows. In the context of an almost purely conservative flow, with no
sources or sinks of potential vorticity except for hyperdiffusion acting on the very fine
scales, the potential enstrophy constraint provides an exact upper limit to the growth
of any non-zonal disturbance. Thus the issue of wave saturation arises naturally and
the role of wave-wave interactions in the saturation process can be directly linked to
the potential enstrophy constraint.
In the barotropic model, one mechanism of obtaining growth of a disturbance, in
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a manner compatible with the conservation of potential vorticity, is through wave
interference. This requires a configuration where waves of similar spatial structure
but different phase speeds are initially forced in a way so as to interfere destructively,
so that the total eddy field produced by their superposition be of small amplitude
relative to the individual components. As the different wave components propagate
through the domain with different phase speeds their relative phasing will change,
eventually leading to positive interference and an increase in the amplitude of their
superposition. Naturally this only leads to growth over a limited amount of time since
there is no permanent forcing exerted on the flow. Thus the growth is purely transient.
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Figure 2.1: Schematic picture of interference between propagating and stationary
waves, of zonal wavenumber k. Snapshots of relative phasing of two waves at different
times, leading to negative, positive, and negative interference respectively.
As long as the wave amplitudes are small enough for the dynamics to remain linear,
and given the periodicity in the zonal direction, the interference cycle will evolve in
a quasi-periodic fashion, with the total superposition increasing and decreasing in
amplitude depending on the relative wave phasing. A very simple example of how
this mechanism could work in a barotropic beta plane channel model was presented
by Lindzen et al. (1982b). In the present study the linear solution obtained by
Lindzen et al. (1982b) will be used to examine numerically the behaviour of the flow
as one forces the system to higher and higher wave amplitudes. Knowing that the
limit set by potential enstrophy conservation can in no case be overcome, it is of
interest to examine the deviation in the behaviour of the fully non-linear flow from
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the linear prediction. The focus will primarily be on examining at what level wave
amplitudes saturate and what the connection is between saturation and potential
enstrophy conservation. Also we want to understand how non-linearities come about
as one increases the forcing and how they affect the dynamics of the flow.
2.2 Linear analytical solution
Lindzen et al. (1982b) analyzed a simple case of vacillations in a barotropic beta plane
channel model and calculated an analytical solution for the flow evolution by lineariz-
ing the potential vorticity equation and applying a perturbation expansion method.
The basic state they consider consists of a uniform zonal mean flow of strength Uo
flowing over a topographic anomaly h' = h sin(kx) sin(ly). The zonal mean flow forces
a stationary wave, whose amplitude can be calculated from the first order perturba-
tion expansion equation. However the first order equation also accepts homogeneous
solutions, which represent free traveling waves and whose amplitude depends solely
on the condition at time zero. Imposing an initial condition of a purely zonal flow
produces a free traveling wave wave of the same spatial structure as the stationary
wave, equal in amplitude and initially positioned 1800 out of phase with it, so that
their superposition at time zero vanishes.
As the free traveling wave propagates zonally, its superposition with the stationary
wave starts increasing and attains its maximum amplitude, equal to twice the ampli-
tude of the stationary wave, when the two waves get exactly in phase. Subsequently
the superposition starts decreasing in amplitude, with growth and decay cycles evolv-
ing in a periodic manner. The period of the vacillation is controlled by the phase
speed of the propagating wave, which by linear theory depends upon the basic state
wind and potential vorticity gradient and the wave's total wavenumber.
One can further carry the solution to second order. As is shown in Lindzen et al.
(1982b) the interaction of the traveling wave with the bottom topography leads to
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a wave-drag force acting on the zonal mean flow and causing a deceleration of the
flow as the traveling wave tends to get in phase with the stationary component and
a reacceleration towards the initial value U0 during the opposite phase of the cycle.
By carrying the solution to third order one could also calculate the feedback of the
mean flow modification onto the wave amplitude. In general it is to be anticipated
that the decrease in the zonal mean flow would lead to a decrease of the stationary
wave amplitude, however an analytical calculation has not been carried out.
In brief the solution calculated by Lindzen et al. (1982b) is as follows:
= + C1 + I2q2 +.
To = -Uoy
T1 = Al (sin(kx) - sin(kx - kct)) sin(ly)
1
q2 = AIA 2 (y - - sin(21y))(1 - cos(kct))
Uo 1 fo 1 fo 1Al = ( h) A2 A h)c (k2 + 12) H 4 H c
c = Uo - k2 + 12
The solution of Lindzen et al. (1982b) predicts a linear dependence of the maximum
superposition amplitude on the height of the topographic anomaly and places no
limits on the growth of the waves. However, as one goes to stronger and stronger
topographic forcings, one expects the linear prediction for the wave amplitudes to
lead to a contradiction with the potential enstrophy constraint, since the maximum
potential enstrophy the waves can draw from the mean flow in the non-linear flow is
limited by the initial mean available potential enstrophy. Therefore a break down of
the linear solution is expected at sufficiently high topographic forcing values. One
can estimate a priori the levels of topography amplitude at which this is expected
to happen and examine numerically the behaviour of the non-linear flow and its
deviation from the linear solution as one approaches such topographic heights.
2.3 Wave-mean flow interaction
An important point to examine is to what degree the possibility might exist for
the flow to retain the basic characteristics of the linear solution, confining the main
dynamical interactions between the zonal mean flow and the forced large scale waves,
even at high wave amplitudes. If a possibility for a quasi-linear saturation process
is not feasible then naturally one would expect higher non-linearities to come into
play and be important factors in the flow evolution as one increases the topographic
forcing. To examine this one can look at the channel averaged potential enstrophy
budget and separate into a zonal mean and a zonally varying component:
S< ((py + Z)- < py + Z >)2 > a oH
t t
0 < (12 > ,< ' x) fo Oh' foS2 =< '(- ( +  )) > + < '(-u-f ) > + < ('(-J( ', -h')) >t2 y H a H
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In the expressions above overbars denote averaging over longitudes and brackets aver-
aging over latitudes. For the linear solution obtained by Lindzen et al. (1982b) only
terms F2 and 92 are non-zero, representing the interaction between the forced waves
and the mean flow. Looking more closely at term 02 one can see the potential for a
quasi-linear saturation mechanism. Starting from the linear solution one has the fol-
lowing picture: As the traveling wave propagates through the domain, away from its
initial position, its phasing with the topographic anomaly during the first half period
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of the vacillation is such as to lead to a positive sign of the term < (L(- O >h
Therefore as long as the zonal mean flow retains its initial eastward direction the sign
of term g2 is positive, leading to a growth of the superposition enstrophy. At the same
time however the interaction of the traveling wave with the topography produces a
wave drag that decelerates the zonal mean flow, potentially even leading to the for-
mation of zonal mean easterlies in the center of the channel. A possible appearance
of easterlies would cause the topographic forcing term to change sign. In such a case
its spatial correlation with the preexisting vorticity anomaly would reverse the sign
of !2 and lead to a decrease in the wave enstrophy. This could provide a mechanism
for the flow to limit wave growth within a quasi-linear dynamical framework.
2.4 Quasi-linear analytical solution
It turns out that one can reformulate the problem so as to get a "quasi-linear" system
of equations, where the forcing of the waves by the zonal mean flow and the effect of
the wave drag onto the mean flow are taken into account at the same order in the
perturbation expansion. Rambaldi and Flierl (1983) have developed such a system
of equations for a one-dimensional flow. Qualitatively the behaviour of the one-
dimensional system is similar to the case of the two-dimensional channel, since in the
latter the propagation of waves is limited in the zonal direction by the presence of
the side walls. In terms of the one-dimensional system described in Rambaldi and
Flierl (1983) the zeroth order equilibrium solution for the flow consists of a zonal
mean velocity U*, a topographic anomaly h' = hcos(kx), and a stationary wave
T* = A* cos(kx), where:
A* = U 1 fo
0 c* 2 H
The first order solution can be calculated through a system of two equations. The
first equation represents the effect of wave drag onto the zonal mean velocity field,
while the second equation is derived directly from the potential vorticity equation,
by linearizing it around the zero order basic state and looking at the time evolution
of the non-zonal perturbations.
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Substituting the expressions for h', '*I into the equations above and expressing 't as
i = At(t) cos(kx) + B*(t) sin(kx) one obtains:
dU* 1 fot = -H h B 1
dt 2H
dA*
dt k(U* 2
dB* P 1 fodB -(U - -0)A* + k(-A* + I h)U*
dt 0 k2  0 2 H
Three equilibrium solutions can be found, two neutral ones corresponding to sub-
critical and super-critical zonal mean basic state flows (U - 0 < 0 and U - 4 > 0
respectively) and an unstable solution representing the form drag instability discussed
by Charney and DeVore (1979). The form drag instability occurs when the free wave
is stationary (Ug - A = 0) and therefore is resonantly forced by the topography.
For the present problem however I will only concentrate on the neutral solutions.
It can be shown that the frequencies of the vacillations associated with the neutral
modes depend on the magnitude of both the topographic anomaly and the zeroth
order equilibrium stationary wave.
wt = /(U* - )2k2 + ( h)(-A; + -fh)k2
This is a very important difference from the solution of the linear equations of Lindzen
et al. (1982b), which assumed that the frequency of the vacillations depended solely
on the propagation characteristics of the zeroth order zonal mean flow. In the quasi-
linear system of equations one should not think in terms of free traveling waves.
Rather, since the perturbations in the zonal mean wind field reflect directly onto the
waves through the topographic forcing, all eigenmodes of the system are coupled os-
cillations involving both non-zonal perturbations in the potential vorticity field and
variations in the zonal mean velocity. Even though the physics resemble that of the
linear solution of Lindzen et al. (1982b) and w* approaches the eigen-frequency of free
Rossby waves at the limit of h -> 0, all wave components are essentially affected by
the variations in the wind field, and the eigen-frequencies in the quasi-linear system
arise from a combination of the propagation characteristics of the mean flow and the
time-dependent forcing applied on the waves by the modified zonal mean velocity field.
Solving the system in terms of the initial value vacillation problem discussed in
Lindzen et al. (1982b) one needs to satisfy the following conditions:
Ug + U(t = 0) = U(t = 0)
A* + AT(t = 0) = 0
B*(t = 0) = 0
The general solutions have the form U (t) = Uj* cos(w t), A*(t) = A cos(wt), and
B*(t) = B* sin(w t). Using the initial conditions one has:
1 (oh) 2
U (t) = 2 k2 (U - I )2 U os(wlt)
T = (A* ± BT) cos(wtt) sin(kx) - (±B*) sin(kx ± wt)
1 (h) 2  = t=
UO + H U = U(t = 0)2 k2 (U - 1)2
A = -A , B - *0 k(Uo* 
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In the solutions presented above the + sign corresponds to sub-critical and super-
critical basic states respectively. From the equation representing the initial condition
for the zonal mean velocity one can obtain a third degree polynomial in U and find
its roots. However for a qualitative description of the flow evolution it is not neces-
sary to explicitly solve for all the variables. A simple inspection of the expressions
above shows the separation of the non-zonal part of the flow into a steady amplitude
traveling wave and a stationary wave of oscillating amplitude. The changes in the
amplitude of the stationary wave are produced by the vacillations in the zonal mean
flow velocity and it can be shown that the stationary wave decreases as the travel-
ing wave tends to get in phase with it and interfere positively. A very important
characteristic distinguishing the quasi-linear solution from the solution obtained by
Lindzen et al. (1982b) is that by construction it conserves both the kinetic energy
and the potential enstrophy of the total flow (Rambaldi and Flierl, 1983; Charney
and DeVore, 1979). Thus in the context of the present solution there is no "danger"
of excessive wave growth. The decrease of the stationary wave amplitude limits the
maximum superposition amplitude and allows the flow to evolve without violating
the potential enstrophy constraint.
The above results were derived for a one-dimensional system, with no meridional
structure. Generalizing to a two-dimensional barotropic flow is relatively straight-
forward. Following the procedure of Charney and DeVore (1979) one can represent
the flow by a small number of spectral functions. One again obtains a system of
equations, similar to the one presented above for the one-dimensional case. One then
solves for the coefficients of the spectral functions representing the most basic char-
acteristics of the flow. In more simple terms one can modify the above solutions by
substituting k2 + 12 for the total wavenumber square whenever appropriate. It is well
understood of course that the two-dimensional quasi-linear solution is not a perfect
solution and relies on retaining only a small number of spectral functions to represent
the full flow.
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2.5 Nonlinear flow - Parameter space examination
In proceeding to examine the behaviour of the fully non-linear flow it is important to
span carefully the parameter space and establish the domain of validity of the simple
quasi-linear solution obtained above. As discussed in the previous section, the ability
of the quasi-linear solution to limit wave amplitudes and prevent wave growth from
violating the potential enstrophy constraint came as a result of the modification of
the stationary wave amplitude by the decelerated zonal mean flow. The reduction
predicted for the stationary wave amplitude appears to be sufficient to counteract
the effect that the zonal propagation of the traveling wave had on the superposition
amplitude.
However, even though the quasi-linear solution offers a mechanistic explanation for
the behaviour of the flow, one gets a better physical understanding of the dynamics
by considering the argument put forward in section 2.3. To the degree that indeed
it is the formation of zonal mean easterlies that leads to a saturation of the wave
growth one expects the quasi-linear solution to have the greatest difficulty satisfying
the potential enstrophy constraint when the wave drag is least efficient in reversing
the mean flow. Thus, to check for limitations of the quasi-linear solution, one needs to
look for configurations that allow large wave growth while keeping the zonal mean flow
relatively unchanged. To examine quantitatively the parameter values for which one
expects this to occur one can resort to the linear solution of Lindzen et al. (1982b).
The solution for the second order variations in the zonal mean flow gives:
sU = -Al( ( h) )(1 - cos( 2 ly))(1 - cos(kct))4H c
Using the relation Al = uk-+I ( fh) one can rewrite the expression above in terms
of the stationary wave amplitude Al and the basic state wind U0.
JU = (k2 + 12) (1 - cos(21y))(1 - cos(kct))
At the time of maximum zonal mean flow modification the deviation of the mean
velocity at the center of the channel from the basic state velocity U can be shown to
be:
16U max = (k 2 + 12 ) 1
Uo
Therefore the minimum value for the zonal mean velocity in the center of the channel
during the vacillation will be equal to:
Umin = Uo - |6Umax = Uo - (k 2 +12) 1Uo
The expression above shows that for any given wave amplitude A1 the modification of
the mean flow is smaller as the basic state velocity Uo becomes more strongly westerly.
In other words, for strong westerly basic states one can reach high wave amplitudes
before the deceleration produced by the wave drag manages to produce easterly mean
winds in the center of the channel. Thus, to the degree that the potential enstrophy
constraint is one's primary concern, it seems possible that for strongly westerly basic
states the quasi-linear solution might break down and the dynamics of the fully non-
linear flow might deviate strongly from a wave-mean flow type of interaction.
2.6 Numerical runs - Model set-up
To investigate the behaviour of the fully non-linear flow a numerical model has been
used. A beta plane channel configuration is used, with the dimensions of the channel
domain being Lx = 30, 000 km and Ly = 5, 000 km. The topographic forcing used
has a zonal wavenumber one and a meridional half-wavelength equal to the total
width of the domain. Thus the waves produced by the topography have horizon-
tal scales that correspond to characteristic scales of stratospheric planetary waves.
The planetary vorticity and planetary vorticity meridional gradient values are cho-
sen so as to be characteristic of mid-latitude regions, with fo = 1.010 - 4 s- 1 and
p = 1.6 10- 11 m-ls - 1. Also the depth of the fluid is taken to be H = 10, 000 m. Since
the barotropic model is not used to simulate any real atmospheric phenomenon the
choice of H is largely arbitrary.
With these characteristics the westward phase speed, relative to the mean flow, for
waves of the scale of the topographic forcing is c = - = -36.5 ms - 1. Basic
state velocities Uo with values of 10 ms - 1, 18 ms - 1, 33 ms -1 , and 46 ms - have been
used in order to fully span the parameter space. For the first three choices of Uo
the free waves propagate westward, while for Uo = 46 ms - 1 their propagation phase
speed is eastward. While in a three dimensional atmosphere super-critical mean flows
(Uo- 3 > 0) correspond to regions of vertical trapping and evanescence of the
forced stationary disturbance, in a barotropic model the physics do not differ signif-
icantly from the case of sub-critical basic states. The sign of the stationary wave
vorticity anomaly over the topographic troughs and ridges changes sign, but the dy-
namics of the flow remain otherwise similar.
Concerning the numerical methods employed, a spectral representation of the vari-
ous dynamical variables is used in the zonal direction, using trigonometric functions,
while a grid point representation is retained in the meridional. The non-linear terms
appearing in the Jacobian are calculated in grid point space, after projecting the
streamfunction and potential vorticity fields onto the physical space. In the zonal
direction 64 grid-points are used, corresponding to 32 resolved wavenumbers, while
in the meridional the number of grid-points used is 50. The corresponding resolution
in the zonal and meridional direction is dzx - 500 km and dy = 100 km. To conserve
kinetic energy, potential energy, and potential enstrophy the Arakawa formulation for
the calculation of the Jacobian is used. For the forward time integration a simple
leap-frog scheme is used, with time averaging over two consecutive time-steps every
50 steps so as to suppress numerical instabilities.
To damp small scale disturbances diffusion is introduced, using a del-sixth operator
acting on the streamfunction field. The value of the diffusion coefficient used is
Ah = 4.0 1015 m 4s - 1. For the smallest resolvable scale this corresponds to a time-
scale of 1 day for the decay of a disturbance, while for the largest scale waves the
characteristic decay time-scale is of the order of 10, 000 days. The formulation of the
diffusion operator is such as to conserve the total vorticity in the domain and not to
allow a net flux of vorticity out of the channel walls (Marshall, 1984). Apart from
diffusion no further damping is applied to the flow.
2.7 Numerical results
For each of the four basic states chosen, a series of numerical runs was conducted,
each model integration corresponding to a different height of the bottom topography.
The range of topographic anomalies examined for each basic state was such as to lead
the flow well beyond the point at which the linear solution of Lindzen et al. (1982b)
is expected to break down. In each case the evolution of the flow is followed through
the first few vacillation cycles.
x 10- 10 , 10-10
100 150 200 0 50 100
time (days) time (days)
Figure 2.2: Time evolution of the mean
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The first point to note is that even when the total wave disturbance reaches high
amplitudes the behaviour of the flow remains largely periodic with time (see fig-
ure 2.2). Naturally as the topography increases and the deformation of the flow
becomes stronger the time evolution of the flow does not retain a nice periodic evo-
lution for more than a few vacillation cycles. Among the factors responsible for the
deviation from the perfectly periodic vacillation is the deformation of the large scale
waves by the mean shear that develops, as well as the effect of wave-wave interactions
that arise as small scale disturbances start accumulating. Still, however, the persis-
tence of the periodic behaviour after the first growth cycle of the wave, even at very
high forcing values, is quite striking.
To check the agreement between the non-linear flow evolution and the prediction of
the quasi-linear analytical solution the results of the non-linear flow during the first
two vacillation cycles have been analyzed, focusing specifically on the time-evolving
zonal mean velocity at the center of the channel, the amplitude of the zonal wavenum-
ber one traveling wave, as well as the time variation of the stationary wave amplitude.
Extracting the traveling and stationary components from the full zonal wavenumber
1 fields is not straightforward, as there is no direct way of separating the two com-
ponents, given that both their amplitudes could be time varying. However the linear
solution of Lindzen et al. (1982b) allows for an indirect estimation of the traveling
wave amplitude.
Assuming a steadily propagating wave, of constant amplitude I'Jtraveling ll, and of
wavenumber (k, 1), the linear solution of Lindzen et al. (1982b) predicts a time
variation of the zonal mean wind such that:
U = f( h) 1Iltraveling (1 - COs(21y))(1 - cos(kct))
Using this relationship it is possible to infer the amplitude of the traveling wave
from the observed modification of the zonal mean wind. One can then use the ob-
tained estimate for the traveling wave amplitude, subtract it from the observed zonal
wavenumber one fields and calculate the stationary wave amplitude. Decomposing
the zonal mean wind field in terms of cosine basis functions, in space and time, one
has:
N 27r
U(y, t) = N (t) cos(n Ly)
n=O Y
N M 2ir 2w
= f Un,m cos(n 7 y) cos(m 27t)
n=O m=O Y
Retaining only the gravest modes from the Un,m expansion one can approximately
reconstruct the zonal mean velocity field :
27
U = U + U1 (t)(1 - cos(~y))
= Uo + 1,1 (1 - cos(L y))(1 - cos( T t))
Using the formulas from section 2.2 one has:
T'traveling = - T '  , c = wk = To k
To check the credibility of the above calculation for the traveling wave amplitude
one needs to verify that the time varying part of the zonal mean wind field is indeed
adequately represented by the expression Uo + U1,1(1 - cos( y))(1 - cos(-It)). In
figure 2.3 I have plotted both the meridional profile of the zonal mean wind field
at the time of its maximum modification and the time evolution of the value of the
velocity at the center of the channel over a time period of 2T. On top of the lines
corresponding to the observed fields I have plotted the profile and time evolution
expected based on the truncated representation described above. One sees a good
agreement that allows us to use the results obtained for the traveling wave amplitude
with relative confidence.
The results for the time evolution of the stationary wave amplitude are found to agree
quite well with the prediction of the quasi-linear solution. In general the stationary
wave is seen to decrease in amplitude as the zonal mean flow decelerates. For cases
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Figure 2.3: Comparison between the full zonal mean velocity field (solid line) and
the reconstruction obtained by retaining only U1 (thin dashed line) and U1,1 (thick
dash-dot line). Left: Time series of zonal mean velocity at the center of the channel.
Right: Meridional structure at time of maximum modification.
where the zonal mean flow turns to strongly easterly the sign of the stationary wave
flips, corresponding to a change in phase of its ridges and troughs by 180'. This
reduces its superposition with the traveling wave even more.
However the most striking characteristic of the non-linear flow is the change of the
vacillation period as one increases the topographic amplitude. For all basic states the
period of the vacillation is seen to decrease as the topography becomes larger (see
figure 2.4). It is possible to show that this change cannot be accounted for by the
changes in the phase speed of free Rossby waves, that is changes in the propagation
characteristics of the zonal mean flow. Linear calculations of eigenmodes propagating
on the instantaneous zonal mean flow show their phase speeds not being strongly af-
fected by the modification of the mean wind fields. On the other hand the quasi-linear
analytical solution allows for a dependence of the vacillation period not only on the
mean flow propagation characteristics but also on the amplitude of the topography.
*= ( - )2k2 + (± h)(-A+ h)k2
To apply the above formula to the present problem, so as to obtain a quantitative
estimate of the changes in w* as the topography increases, is not straightforward. In
principle one should fully solve for U&, given the initial conditions the quasi-linear
analytical solution has to satisfy, and then calculate accordingly the values of A* and
w1. However it seems more natural to try to get an approximate answer based on
the characteristics of the initial flow, rather than attempt to address all the compli-
cations that enter the problem. This is especially so considering that the quasi-linear
analytical solution is based on a perturbation expansion method, assuming a small
Rossby number, which is not necessarily compatible with the constraints imposed on
the flow by the initial condition.
From the formula presented above for w* it is obvious that immediately one is faced
with a few difficult choices. For one thing in the expression above the value of U
appears instead of that of the initial mean flow velocity Uo. Also, except for the
topography h, the amplitude of the zero order stationary wave also appears to affect
the value of w*. This could perhaps be attributed to the fact that the above expres-
sion was obtained from a perturbation series expansion, where to zeroth order one
assumed an established stationary wave. The initial condition, that of a purely zonal
flow is taken into account to next order only, in order to constrain the amplitude of I1
and to determine U. However, once the basic state is specified, the eigen-frequency
calculated is independent of the initial condition imposed on the flow. In other words
the value for w* would not change even if at time zero the traveling wave was not
taken such as to cancel out the stationary wave disturbance, so as to produce a purely
zonal flow. Therefore it seems reasonable to conjecture that to a large degree it is the
method followed in the perturbation expansion that is responsible for the presence
of the term A* in the expression for w*, as well as for the inconsistency between the
value of U, and the true value of the initial zonal mean flow.
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Figure 2.4: Comparison between the period of vacillation obtained in the numerical
model (+) and the approximate prediction of the quasi-linear analytical solution for
A* = 0 (solid line) and A* = A,,,near (dashed line) respectively. Left: Uo = 18 ms - 1.
Right: U = 46 ms - .
To resolve this ambiguity calculations have been made both with A; = 0 and with
A = Aunear = 1 U( 0h). The results for w* for each case are compared with
the observed change in the frequency of vacillations in the numerical model (see fig-
ure 2.4). For sub-critical basic states the difference in general between the results of
the two calculations is relatively small. However the calculations with A* = 0 are
found to agree better with the numerical results. A clearer distinction between the
two sets of calculations can be seen for the case of Uo = 46 ms - 1. The calculation
corresponding to A* = 0 shows a decrease in the period as the topography increases,
while in the other case the trend is opposite and the prediction is for the period of
vacillation to increase with h, until the point where resonance occurs and w* = 0.
Since in the numerical model the period is seen to decrease with the topographic
amplitude, A* = 0 seems to be the right choice. Altogether the agreement between
the quasi-linear prediction and the non-linear numerical results is surprisingly good,
given the simplifications involved in the analytical calculation.
The central question of the study however regards the limits set on wave growth by
the non-linear dynamical constraints arising from potential vorticity conservation and
the behaviour of the non-linear flow as the topographic forcing becomes stronger. In
this respect one is interested, as a first step, to look at the maximum wave amplitudes
as a function of the topographic forcing. For this purpose the model results for each
numerical run have been analyzed in terms of two key variables, the enstrophy of the
wavenumber (k, 1) disturbance and the mean available potential enstrophy of the flow.
For each numerical run we identify the time when the wavenumber (k, 1) enstrophy
maximizes, as well as the time when the zonal mean available potential enstrophy
becomes minimum. Since the wavenumber (k, 1) enstrophy is only part of the total
eddy potential enstrophy its maximum does not necessarily coincide in time with the
minimum of the mean available potential enstrophy, nor does the sum of the two
quantities equal the initial available potential enstrophy. The interesting point that
comes out of the examination of the model results is that for all basic states, as the
topography increases in amplitude, a saturation of the maximum enstrophy of the
wavenumber (k, 1) component is observed. Interestingly the saturation for the wave
enstrophy occurs at different levels for each case (see figure 2.5). Moreover the wave
saturation does not necessarily coincide with a depletion of the zonal mean avail-
able potential enstrophy. This is especially clear for the weakly westerly basic states,
where Uo = 10 ms -1 and Uo = 18 ms-
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Figure 2.5: Evolution of maximum wave# (k, 1) enstrophy (+) and minimum mean
available potential enstrophy (*), as a function of the topographic forcing. Results
for four different basic states: Uo = 10 ms - ', 18 ms - 1, 33 ms- 1, and 46 ms -1 , going
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In section 2.3 it was argued that the appearance of zonal mean easterlies in the cen-
ter of the channel might lead to a saturation of wave growth. Given that the results
displayed in figure 2.5 show that potential enstrophy conservation cannot be directly
linked to the saturation process, it is important to check the possibility that indeed
it is the mean flow modification that acts to limits wave amplitudes. A first simple
check comes from comparing the results for the maximum wavenumber (k, 1) enstro-
phy from the various experiments with the values for the minimum zonal mean wind,
to see whether the saturation of wave enstrophy coincides with the appearance of
zonal mean easterlies in the channel. The results for the minimum zonal mean ve-
locity, as a function of the topographic amplitude, are presented in figure 2.6. The
values plotted represent averages over the center of the channel domain, covering half
the width of the channel, so as to be representative of a large fraction of the domain
rather than just a single latitude. As can be seen, the value of h at which zonal mean
easterlies are first seen to form does indeed coincide with the topographic amplitude
for which the wavenumber (k, 1) enstrophy first reaches the saturation limit.
Certainly the simple graphic comparison does not consist of a quantitatively con-
vincing argument. To quantify the role of the wave-mean flow interaction, versus
wave-wave interactions and other higher non-linearities, in the saturation of the wave
growth the budget equation for the wavenumber (k, 1) enstrophy is examined. As
discussed in section 2.3 it is possible to separate between the various terms affecting
the eddy enstrophy so as to distinguish between different physical processes involved.
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Figure 2.6: Evolution of minimum zonal mean wind, averaged over the center of the
channel, as a function of the topographic forcing. Results for four different basic
states: Uo = 10 ms- 1, 18 ms - 1, 33ms - 1 , and 46ms -1 , going from left to right and
top to bottom.
Term g2 is very easy to calculate. Comparing its time series for any given numerical
run with the time series of the time rate of change of the wavenumber (k, 1) enstrophy
one can specify the degree to which it is the change in the mean flow velocity that
is responsible for limiting the wave growth. Results are shown on figure 2.7. The
time series for 9 2 coincides quite well with the respective time series for the time
derivative of the wave enstrophy and clearly shows how it is the formation of zonal
mean easterlies that is primarily responsible for the wave saturation. This also ex-
plains the difference in the level at which saturation of wave enstrophy occurs for
different basic states. Indeed, as was argued in section 2.5, for weaker westerly basic
states the wave-drag term produces easterlies in the center of the channel much more
easily than in the case of strongly westerly U. Thus the maximum wave enstrophy at-
tained for U = 10 ms - 1 and U = 18 ms - 1 is lower than for the other two basic states.
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Figure 2.7: Left: Time series of wave# (k, 1) enstrophy (solid line) and mean avail-
able potential enstrophy (dashed line) for Uo = 46 ms - 1 and h = 1, 500 m. Right:
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2.8 Discussion
The barotropic model is a convenient tool in addressing the issue of wave saturation.
For one thing it allows us to examine a purely conservative system and thus look at
the relevance of the potential enstrophy constraint in the saturation process. One of
the interesting findings of the present study is that the enstrophy constraint proves to
be largely irrelevant. For weakly westerly basic states the saturation of wave growth
comes without any sign of complete depletion of the mean available potential en-
strophy. Even in the cases of strongly westerly basic states, where the zonal mean
flow is seen to deform to the point where the mean available potential enstrophy is
completely depleted, the mechanism found to be responsible for the wave saturation
proves to be unrelated to the enstrophy constraint. This is clear from the fact that in
the potential enstrophy budget equation for wave (k, 1), the term G1, which denotes
the ability of the wave to grow in the expense of the mean available potential enstro-
phy, does not seem to affect strongly the time evolution of the eddy enstrophy.
On the whole wave-wave interactions are found to be of secondary importance to the
evolution of the total flow. This is not to say, of course, that wave-wave interactions
are non-existent. Figure 2.8 shows clearly the signature of such interactions, as man-
ifested in the total potential vorticity field at various instances. The deformation of
the potential vorticity field, caused by non-linear advection of the potential vorticity
contours, has the familiar signature of wave breaking, with potential vorticity stretch-
ing and wrapping in the regions of closed circulation. However the analysis of the
numerical results shows that the most important aspects of the dynamics of the flow
can be understood by focusing purely onto the interaction between the forced wave
and the zonal mean flow. As it turns out the quasi-linear interactions, being sufficient
in constraining the wave growth, do not leave room for wave-wave interactions to be-
come important factors dynamically, despite the very high wave amplitudes attained.
This is in sharp contrast to the usual assumption, concerning the vertical propagation
of planetary scale waves in the stratosphere, where wave-mean flow interactions are
thought to be inadequate in limiting the wave amplitudes,
interactions unavoidable.
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Figure 2.8: Snapshots of the streamfunction and potential vorticity evolution for the
case Uo = 33 ms - 1 and h = 400 m.
Ultimately one is interested in linking the results of the barotropic model to the be-
haviour of the three-dimensional flow in the case of vertically propagating waves. As
mentioned in section 5.1, barotropic and shallow water models have often been used
in the past to approximate the behaviour of the flow within an isentropic layer (Juckes
and McIntyre, 1987; Polvani et al., 1995). The configuration used in the present study
is highly idealized; however, it does offer some hints about the possible behaviour of
the flow in the vertical propagation case. For example, the modification of the zonal
mean wind field leads to a decrease in the zonal mean potential vorticity gradient in
the center of the channel (see figure 2.9).
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In the context of the three-dimensional case this would have as a consequence a reduc-
tion of the mean refractive index for the forced wave, and thus a decrease of its ability
to penetrate to high altitudes and attain high amplitudes. This could be sufficient in
leading to a saturation of the wave amplitudes. In the barotropic model the satura-
tion process is achieved through the decrease in the topographic forcing produced by
the zonal mean flow. In the three dimensional flow this would be equivalent to the
decrease in the vertical Eliassen-Palm fluxes, as a consequence of the changes in the
refractive index. Of course, as mentioned in section 5.1, one should be cautious in
extrapolating results from the barotropic model to the vertical propagation case, as
the connection is rather loose.
One particular point that needs to be stressed is that in the current configuration
transience is a key factor in the flow evolution. As the linear solution of Lindzen
et al. (1982b) shows, the stationary wave component does not interact with the bot-
tom topography at all. The wave drag that leads to the modification of the zonal
mean flow is purely a result of the interaction between the traveling wave and the bot-
tom topography. Of course another way to interpret this result is through the wave
activity equation. The increase in the wave activity, that comes about as the super-
position of the traveling and stationary waves increases, translates into a convergence
of the Eliassen-Palm flux which in turn leads to a deceleration of the zonal mean flow.
In this respect the connection with the three dimensional case is relatively straight-
forward, as transience is also expected to dominate the dynamics when one considers
the propagation in the vertical of a wavefront after the rapid switch-on of a wave
source at the lower layers of the atmosphere. Along the propagating wavefront one
expects the interactions to first order to be confined between the propagating wave
and the zonal mean flow, and the results of the barotropic model might prove relevant.
However, when examining cases where the bottom forcing is turned on slowly in
time, transience is less of an issue and damping becomes much more important in
controlling the dynamics. After the decay of transient phenomena associated with the
switch on of the bottom forcing the non-interaction theorem (Boyd, 1976) predicts
that the waves have no means of affecting the zonal mean flow, except through the
indirect action of non-conservative processes. In the three dimensional atmosphere
radiative cooling to space, as approximated by newtonian cooling, is the primary
damping mechanism acting onto the planetary scale waves. In general newtonian
cooling tends to restore the wind field towards a zonal mean radiative equilibrium
and hence damps wave perturbations, thus causing a convergence of Eliassen-Palm
flux. Therefore, given the different balances involved in the dynamics, it is not clear
how much the results of the barotropic vacillation problem would carry on to such a
situation.
Chapter 3
Vertical Propagation- Saturation
Steady State Study
3.1 Motivation
Even though the issue of Rossby wave breaking has been for a long time the focus
of the stratospheric dynamics scientific community, careful numerical studies with
three-dimensional models have been notably lacking. Many of the studies trying to
relate vertical wave propagation to Rossby wave breaking have been based on single
layer models (Juckes and McIntyre, 1987; Polvani and Plumb, 1992; Polvani et al.,
1995) thus suffering from the disadvantages mentioned in chapter 2. At the same
time, while a lot of emphasis has been placed on the phenomenology of Rossby wave
breaking, relatively little attention has been paid to the issue of saturation of the
vertically propagating planetary waves. Garcia (1991) was perhaps one of the first
studies trying to explicitly investigate the issue of wave saturation and attempting to
devise a simple physical parametrization of the saturation dynamics, similar to that
used for breaking gravity waves (Lindzen, 1968). Garcia (1991) assumed that Rossby
wave amplitudes saturated when the "breaking" of the Rossby wave led to a deforma-
tion of the potential vorticity field such as to produce a local reversal of the potential
vorticity gradient. The justification for this assumption came from consideration of
arguments concerning the non-linear downscale enstrophy cascade that is expected
to occur at the regions of Rossby wave breaking. Following the methodology used for
gravity waves Garcia (1991) assumed that wave breaking led to an effective damping
on the propagating wave such as to limit the wave amplitude. The parametrization of
Garcia (1991), although arbitrary, in the sense that its particular assumptions about
the dynamics of the flow have not been verified either observationally or numerically,
had a reasonably sound physical basis and was shown to produce realistic climato-
logical mean stratospheric fields when applied to a simple model.
However rigorous numerical investigations of the dynamics of the three-dimensional
flow have been missing, with the notable exceptions of Robinson (1988) and Dritschel
and Saravanan (1994). In Robinson (1988) a mechanistic, global, primitive equa-
tion model was used to look at the propagation of a wave packet and the effects
of non-linearities as the wave packet propagated vertically and led to an increase in
the wave amplitudes. The focus of Robinson (1988) was in the irreversible changes
in the flow produced by wave-wave interactions associated with the propagation of
the wave packet. However, while Robinson's study shed light on various aspects of
the interactions associated with Rossby wave breaking, it did not examine how these
interactions might lead to a saturation of the wave packet amplitudes themselves.
Dritschel and Saravanan (1994) on the other hand conducted a series of numerical
integrations, using a contour advection model, examining the evolution of the three-
dimensional flow as the bottom forcing became increasingly strong. In their model
a barotropic polar vortex with a single potential vorticity jump was used as a basic
state and the flow was forced at the bottom of the domain by a topographic zonal
wavenumber 1 anomaly. Due to the nature of the contour advection scheme used, no
damping was applied to the interior of the flow and no sponge layer was employed
to absorb the vertically propagating wave activity at the upper layers. Dritschel and
Saravanan (1994) argued that the lack of a sponge layer at the top of the domain did
not seem to affect the dynamics significantly, despite the solid lid upper boundary
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condition. Dritschel and Saravanan's study showed that for small values of the bot-
tom forcing weak wave breaking occurred at the upper layers of the model domain,
leading to tearing off of thin potential vorticity filaments. As the bottom forcing
was increased, wave-wave interactions were found to lead to stronger deviations from
linear dynamics, with violent distortions of the flow at the lower layers. Interestingly
Dritschel and Saravanan (1994) found that such low level distortions seemed to pro-
tect the upper layers of the flow from strong deformation and thus concluded that the
propagation of the forced wave was inhibited. However a detailed analysis of the flow
was not performed and many questions about the connection between wave break-
ing and the propagation of the forced wave were left unanswered. More specifically
neither was the vertical structure of the forced wave analyzed, nor was the effect of
wave-wave interactions onto the wave 1 structure, as opposed to changes in the linear
propagation characteristics of the mean flow, examined.
In the present study the question of the non-linear saturation of a vertically propa-
gating Rossby wave is addressed in the simplest possible context. By considering a
beta plane channel model and a basic state flow that allows propagation of a zonal
wavenumber 1 disturbance throughout the vertical extent of the model domain it
is possible to look at the predictions of linear theory and the deviation of the non-
linear numerical flow as the wave amplitudes become large. Linear theory predicts
that the amplitude of the forced wave increases exponentially with height, due the
decrease of the air density. In a semi-infinite atmosphere the linear solution is bound
to break down, at sufficiently high altitudes, as it would lead to a violation of the
potential enstrophy constraint, predicting amplitudes for the forced wave that would
correspond to enstrophy values higher than the initial available potential enstrophy
at the respective vertical levels. In the case of a numerical model, given the limited
vertical extent of the domain, the break down of the linear solution depends on the
magnitude of the bottom forcing used.
As the basic state chosen is westerly throughout the domain no critical lines exist so as
to complicate the issues. In the nearly inviscid limit the non-linear evolution of Rossby
wave critical lines, as shown in Stewartson (1978) and Warn and Warn (1978), leads
to wave breaking independently of the amplitude of the impinging wave. However
in the present study our focus lies on the connection between non-linearities and the
growth due to vertical wave propagation. In other words we are not interested in wave
breaking per se, but on how it might be connected to the growth of the propagating
wave. Thus, in the absence of critical lines in the basic state any non-linearities that
might appear in the potential vorticity field can be unambiguously related to the
saturation of the forced wave.
3.2 Model Description - Model Set-Up
A multi-level beta plane channel quasi-geostrophic model is used, forced at its lowest
level by a prescribed streamfunction anomaly, which builds up over a specified period
of time from zero amplitude to its final value. The specified bottom anomaly has a
zonal wavenumber 1 and is taken to be perfectly sinusoidal in y. The meridional half
wavelength of the bottom anomaly is chosen equal to the total width of the domain.
The horizontal dimensions of the channel domain are chosen to be L. = 30, 000 km
and L = 5, 000 km. Again, as in the case of the barotropic model, the horizontal
scales used for the forcing of the waves are taken such as to broadly correspond to
those of planetary scale anomalies in the winter stratosphere. Zonal mean winds, uni-
form both in y and z, are chosen as a basic state of the flow. Since the zonal mean wind
field has no contribution to the total basic state potential vorticity, the background
potential vorticity gradient is simply equal to beta. Both the planetary vorticity and
the planetary vorticity gradient are taken such as to correspond to characteristic val-
ues for middle latitude regions, with fo = 1.0 10- 4 s - 1 and / = 1.6 10-11 m-1 s - 1. A
uniform static stability is used throughout the model domain, with the Brunt-Viisili
frequency being N, = 2.0 10-2 s - 1, close to observed stratospheric values. Finally the
scale height is chosen H = 7.0 km.
Figure 3.1: Schematic picture of numerical model set-up. The eddy forcing at the
bottom boundary is prescribed, and can be a function of time. The zonal mean flow
at the lower boundary is kept constant.
A uniform newtonian cooling coefficient with a time-scale of 28 days is applied through-
out the domain, restoring the zonal mean flow towards its initial value and damping
the waves. Estimates for the newtonian damping coefficient, appropriate for the
parametrization of infrared cooling in the stratosphere, range between time scales of
the order of 20 days for the lower stratosphere and 5 days for the stratopause level
(Dickinson, 1973; Fels, 1982; Randel, 1990; Kiehl and Solomon, 1986). It should be
noted of course that there is considerable uncertainty concerning the stratospheric
cooling rates estimated by the various authors. In the present study however the
issue of saturation of vertically propagating waves is approached from a theoretical
point of view. As the primary concern is not the production of realistic simulations
our choice of newtonian cooling coefficient reflects the overall abstraction used in ex-
ploring the dynamics of the flow. The value chosen for the newtonian cooling time
scale is 28 days, long enough so that damping does not become a priori dominant in
the saturation process, leaving room for wave-wave interactions to become important.
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On the other hand an almost undamped system would be over-constrained as it would
leave little room for wave-mean flow interactions to affect the dynamics of the flow.
As the upper boundary condition in the numerical model is one of no vertical motion a
reflection of the forced waves will be produced unless a sponge layer is used to absorb
the vertically propagating wave activity. The efficiency of a sponge layer depends not
only on the strength of the damping coefficient used, but also on its depth compared
to the vertical wavelength of the propagating disturbances. Given the value of the
planetary vorticity gradient and the horizontal dimensions of the domain the verti-
cal wavelength of the forced disturbance, as derived from WKB theory, depends on
the zonal mean wind velocity: kz = ( - k2 - k2) - . The maximum zonal
mean wind speed that allows propagation of the stationary wave in the vertical is
Ucritical £ 28 ms -
Three different basic state velocities have been chosen for the numerical integrations,
so as to cover as fully as possible the model parameter space. These are Uo = 10 ms- 1,
U0 = 20 ms- 1, and U0 = 25 ms -1 . It is expected that the penetration of the forced
wave will lead to a deceleration of the zonal mean flow, similar to the results obtained
in the barotropic model. Judging from the barotropic model study it is plausible to
conjecture that more strongly westerly basic states might allow stronger wave growth
before critical lines or regions of negative mean potential vorticity gradients form, and
perhaps allow for a wider range of dynamical interactions. For the basic state winds
chosen for the various numerical integrations the corresponding vertical wavelength
of the wave 1 disturbance ranges from 30 km to 120 km. Because the efficiency of
a sponge layer depends, among other factors, on its depth compared to the vertical
wavelength of the propagating wave, the sponge layers used in the present model
extend by necessity over several scale heights. To account for the large depth of the
sponge layer the vertical extent of the model domain was chosen equal to 100 km,
so that even with the deepest sponge layer much of the model domain remains unaf-
fected. The vertical structure of the damping coefficient associated with the sponge
layer is shown in figure 3.2, for different basic states.
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Figure 3.2: Damping time-scale associated with the sponge layer, as a function of
height. Left: U = 10 ms -1.Right: Uo = 25 ms - 1.
Concerning the numerics of the model, a horizontal resolution of dz -_ 470 km and
dy - 160 km, corresponding to 64 grid points in the zonal direction and 32 grid points
in the meridional, is used. In the vertical the resolution is dz = 1.0 km. The model
formulation is based on a spectral representation of the dynamical fields in the hori-
zontal, using Fourier-Sine/Cosine functions as the spectral basis, chosen in a way as
to ensure conservation of circulation along the side walls and of mass within each layer
of the model. To avoid aliasing of cross products of dynamical fields onto the large
scales a truncation of all fields is performed, with the truncation wavenumbers being
16 in both the zonal and meridional direction. Furthermore, following the discussion
in Lander and Hoskins (1997), the smallest believable scale is defined as a scale of
wavenumber 1/v/2 the truncation wavenumber in each direction. A filtering function
is introduced to damp disturbances at scales smaller than the smallest "believable"
scale, with damping increasing as one approaches the truncation wavenumber. Al-
together the smallest resolvable scale is taken to correspond to wavenumber 11 in
the zonal and meridional direction. As for the forward time stepping, a third order
Adams-Bashforth scheme is used (Durran, 1991).
As a first step in examining the issue of wave saturation a "steady state" approach
is used. The bottom forcing is increased in a step-wise fashion, allowing enough
time for the flow to reach a statistical equilibrium after each increase in the forcing
amplitude. The equilibrated flow is then examined as the bottom forcing increases
to values bound to lead to a break down of the linear solution. Each step in the flow
"evolution" is described as a snap shot picture. For this reason a close inspection of
the flow is necessary to ensure that the time variability of the equilibrated solution
is not so large as to render any description based on an instantaneous reading of the
flow useless. Throughout the numerical integrations performed the equilibrated states
where found to present relatively small amounts of time variance, corresponding in
most cases to real steady states of the total flow.
3.3 Numerical Results - Wave Saturation
In following the evolution of the flow, as the bottom forcing increases, one needs
to firstly focus on the wave 1 potential enstrophy. In general it is most convenient
to use channel average quantities rather than quantities that retain the latitudinal
dependence of the fields they represent. Thus, we examine the channel averaged
wave 1 potential enstrophy and the mean available potential enstrophy. Linear the-
ory predicts a quadratic dependence of the maximum wave 1 potential enstrophy in
the channel on the bottom streamfunction amplitude. The results of the non-linear
numerical integrations, for each of the basic states used, are shown in figure 3.3.
The first point to note is that, as expected, a saturation of the wave 1 potential enstro-
phy is indeed observed and the maximum potential enstrophy values do not follow the
increase in the bottom forcing beyond a certain value of the bottom streamfunction
amplitude. The second point concerns the potential enstrophy levels at which satu-
ration is achieved. As can be seen by comparing the results from the different basic
states the saturation levels are similar for the cases Uo = 20 ms- 1 and Uo = 25 ms- 1,
but are significantly smaller for the case Uo = 10 ms - 1. Also, as shown in figure 3.3,
the wave 1 saturation does not necessarily coincide with a depletion of the zonal mean
available potential enstrophy. For the more strongly westerly basic states the zonal
mean flow modification leads to a larger decrease in the mean available potential
enstrophy, almost reaching the point of potential enstrophy depletion. However, for
the case Uo = 10 ms- 1 the forced wave still has plenty of potential enstrophy to draw
from the zonal mean flow but seems unable to do so.
Another point that is clear from figure 3.3 is that the forced waves saturate well
below the amplitude one would predict based on the initial mean available poten-
tial enstrophy. In the presence of damping potential vorticity is not conserved and
the initial mean available potential enstrophy does not necessarily provide a useful
prediction for the saturation wave amplitudes. Of course the depletion of the mean
potential enstrophy does place a limit on wave growth, without however telling us
at what value saturation will actually occur. Schoeberl (1982) has calculated ana-
lytically an upper limit for wave amplitudes in the case of a damped, steady state
flow, based on a series of simplifying assumptions about the dynamics of the flow.
At the heart of Schoeberl's 1982 calculation is the fact that for a steady state system
the sources of potential enstrophy need to exactly balance the sinks within the do-
main. In this sense newtonian cooling acts to remove eddy potential enstrophy, while
tending to restore the zonal mean flow towards its equilibrium value, thus acting
as a source of mean available potential enstrophy. Schoeberl (1982) used the severe
spectral truncation put forth in Holton and Mass (1976) to describe both the wave
1 field and the modified zonal mean flow and further assumed constant damping,
acting both on temperature and momentum. Although the form of damping used in
the present numerical model does not coincide with that used in Schoeberl (1982) it
is still of interest to compare our numerical results to results of his simple calculations.
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Figure 3.3: Minimum zonal mean available potential enstrophy (*) and maximum
channel average wave 1 potential enstrophy (o), as functions of the bottom forcing
amplitude. Top left: Uo = 10ms- 1. Top right: Uo = 20ms-1 . Bottom: Uo =
25 ms - 1.
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The upper limit on wave amplitudes obtained by Schoeberl (1982) is I q'| = . In-
terestingly the saturation amplitude in Schoeberl (1982) was found to be independent
of the choice of damping coefficient. This of course depends on the fact that Schoeberl
set the damping rates for both the zonal mean and the wave 1 potential vorticity to
be identical. In general, for different choices of damping coefficients, this would not
be the case. Schoeberl (1982) however argues that for most realistic formulations of
damping the results do not change significantly. Given the values of 3 and LY used
in the present model the above estimate would correspond to a maximum value of
< q2 >= fL lq2 sin2(kyy)dy = 4.0 10-11 - 2 for the channel averaged wave 1
potential enstrophy. This value seems to agree reasonably well with the observed
values for the saturation eddy enstrophy in the numerical model, especially in view
of the many simplifying assumptions used in Schoeberl (1982).
It should be noted however that Schoeberl's results 1982 were primarily meant to
explain the findings of Holton and Mass (1976) regarding the occurrence of periodic
sudden warmings as one increased the bottom forcing above a certain value. Holton
and Mass (1976) used a quasi-linear, highly truncated model to represent the interac-
tion between a vertically propagating wave and the mean flow and found that while
it was possible to reach a steady solution for small forcing amplitudes such a solution
did not exist above a certain critical value for the bottom forcing. In other words
Schoeberl (1982) interpreted the limit obtained for the maximum eddy enstrophy as
the maximum value for which a steady state was possible. Schoeberl (1982) argued
that for forcings strong enough to lead to values above the limit calculated previously
a steady state would not be possible to achieve and vacillations, such as observed in
Holton and Mass (1976), would appear and dominate the dynamics of the system.
By now it is widely accepted that the behaviour observed by Holton and Mass (1976)
was an artifact of the severe truncation of their model. Indeed the present study
seems to confirm this. Even at very high bottom forcing values the eddy potential
enstrophy does not grow beyond the saturation value and the total flow does not ex-
hibit significant transience. Comparison between snapshots of the potential vorticity
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field taken 50 days apart for U = 25 ms - 1 and Tbottom = 2.7 106 m 2s - 1 show clearly
that a steady state has been reached (see figure 3.4).
Figure 3.4: Horizontal maps of potential vorticity at level 50, taken 50 days apart,for U0 = 25 ms - , bottom = 2.7 106 m2s -
3.4 Mean Flow Modification
flow. In general, as the bottom forcing reaches high values, a strong modification of
the zonal mean flow is observed, both in terms of the zonal mean velocity and the
zonal mean potential vorticity gradient. A strong modification of the zonal mean flow
was to be expected, given the convergence of Eliassen-Palm flux that results from the
action of damping upon the propagating wave. Using the steady state wave activity
density equation one has: V . F = -vA. As in the zonal mean momentum equation
the Eliassen-Palm flux is weighted by the inverse density; a given value of Eliassen-
Palm flux convergence is felt more strongly at levels where the density of air is lower.
Thus the strongest deceleration of the zonal mean winds is observed at high levels
in the model domain. In the regions where the mean winds are decreased the zonal
mean potential vorticity gradient decreases as well (see figure 3.5). However regions
of increased zonal mean potential vorticity gradients are seen forming at the sides of
the channel, reminiscent of the mean flow modification in the barotropic model.
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Figure 3.5: Modification of the zonal mean flow due to the vertical penetration of the
forced wave. Left: zonal mean wind. Right: Zonal mean potential vorticity gradient
- normalized by /
The modification of the zonal mean flow can induce important changes in the ability
of the forced wave to propagate through the model domain. Combining information
from both the zonal mean wind field and zonal mean potential vorticity gradient
one can get a qualitative estimate of such effects by looking at the refractive index
diagnostic, first put forth by Charney and Drazin (1961). To apply this to the present
study the quasi-geostrophic formulation for the beta plane channel model is used,
linearizing the potential vorticity equation with respect to a zonally uniform basic
state. Since we are interested in the propagation of the forced stationary wave the
time derivative term drops out of the equation. Also we assume one can to first order
neglect the effect of non-conservative processes on the wave structure. Under the
above assumptions one has:
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Expressing '(x, y, z) = T'(y, z)eikxxe2, and exploiting the fact that the Brunt-
Viisili frequency is taken constant with height in the current model set-up, one
obtains an expression that allows us to link the propagation characteristics of the
wave to the zonal mean flow structure and define the index of refraction for the
propagating wave:
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The index of refraction can provide useful information about the vertical structure
of the forced disturbance, to the degree that linear WKB theory is applicable to the
system under consideration. The conditions for WKB theory to be valid require that
variations in the basic state fields occur at scales larger than the local wavelength
of the propagating disturbance, so that a local wave-like behaviour be a meaningful
description of the dynamics. Expressing the solution to the equations above as a
superposition of waves in the meridional and vertical direction one has
T'(y, z) c A(y, z)e±if kdy e±ik dz
N 2fS k2 + k2 = v2
Thus the r fractive index structure r lects directly onto the vertical structure 
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Thus the refractive index structure reflects directly onto the vertical structure of the
forced disturbance. To the degree that linear propagation theory is indeed suitable to
describe the behaviour of the forced disturbance the deceleration of the zonal mean
winds observed in the numerical model can lead to two different patterns of vertical
propagation. If the zonal mean winds are reduced to the point of becoming locally
easterly a critical line is said to form, corresponding to a singular point in the ex-
pression for the refractive index. In the presence of even small damping critical lines
have been shown to act as absorbing surfaces for linear waves. Linear WKB theory
predicts complete absorption of the vertically propagating wave activity at the critical
line, leading to vanishing wave amplitudes at the layers above it. On the other hand,
in a situation where the zonal mean potential vorticity gradient turns locally nega-
tive, before a zero wind line forms in the model domain, a refractive index turning
point is said to form. In the context of a one-dimensional flow the formation of a
refractive index turning point leads to downward reflection of the propagating wave.
Above the turning point the wave is said to be evanescent, its amplitude decreasing
exponentially with height.
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The changes in the minimum zonal mean velocity and potential vorticity gradient,
as the bottom forcing becomes stronger, are plotted in figure 3.6, for Uo = 10 ms- 1
and Uo = 25 ms - 1. As can be seen by comparing the plots corresponding to the two
different basic states a critical line forms for Uo = 10 ms -1 , before the zonal mean po-
tential vorticity gradient reverses. Calculating the refractive index (figure 3.7) indeed
confirms the presence of the singular point at the latitudes and heights where the
zero wind line forms. On the other hand, for the case Uo = 25 ms - 1 the zonal mean
potential vorticity gradient is seen to reverse sign while the zonal mean winds still
remain westerly throughout the model domain. Easterly winds form only at later
stages, for larger values of the bottom forcing. However the zero wind line forms
above the altitude at which the refractive index turning surface forms. Thus the
forced disturbance is expected to primarily feel the presence of the reflecting surface
rather than the zero wind line above it and thus be reflected downward.
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Figure 3.7: Refractive index squared - normalized - for the wave# 1 disturbance,
corresponding to the modified zonal mean flow. Thick solid line corresponds to
boundary between positive and negative values of v2. Negative contours not plot-
ted. Left: U0 = 10ms - 1, 'Vbottom = 2.0105 m 2s - 1. Right: U0 = 25ms -1 ,
q'bottom = 2.0 106 m 2 S - 1 .
Concerning the usefulness of the refractive index diagnostics the only definite confir-
mation can come out of the comparison of linear propagation calculations with the
observed wave structure, diagnosed from the numerical model results, as it is not
obvious a priori that linear propagation theory can be applied to a situation where
the flow is forced with high amplitude waves. There is however a particular issue that
requires some further discussion, and this concerns critical lines and their effect on
wave propagation. As mentioned above linear WKB theory predicts that the critical
line will act as a perfect wave absorber. On the other hand a great amount of work
has been done studying the non-linear evolution of a Rossby wave critical line in the
case of a barotropic flow (Warn and Warn, 1978; Stewartson, 1978; Killworth and
McIntyre, 1985; Haynes, 1985). The time evolution of the critical layer was found to
depend critically on the non-linear advection of potential vorticity, forming a "cat's
eye" structure where strong mixing of potential vorticity was produced as a result
of the wrapping of potential vorticity contours inside regions of closed circulation.
Certainly some details of the time evolution remain still unclear, especially concern-
ing the development of very fine scale barotropic instabilities once regions of locally
negative potential vorticity gradient form (Haynes, 1985). However Killworth and
McIntyre (1985) showed quite convincingly, without alluding to the specifics of the
flow evolution within the "cat's eye" structure, that in the nearly inviscid limit the
critical layer will alternatively act as an absorber and overreflector and in the long
time limit act as a perfectly reflecting surface.
Even though the derivation of Killworth and McIntyre (1985) refers to a barotropic
flow, linking the deformation of the potential vorticity field in the horizontal plane to
meridional wave activity fluxes, it is in principle possible to extend it and apply it to
the vertical propagation case. Certainly the complications of the three-dimensional
case make a direct application of the barotropic model results difficult. Moreover it
is important to keep in mind that in the presence of damping the results of Killworth
and McIntyre (1985) no longer apply. Killworth and McIntyre (1985) suggest that
it is the action of damping that makes critical lines act as absorbing surfaces on
climatological time-scales. In the present study, since we are looking at statistical
equilibrium states, one might expect a similar behaviour. It is not clear however how
strong the damping needs to be to counteract the tendency for potential vorticity to
be mixed inside the "cat's eye" structure by non-linear advection. In general it is
important to keep in mind the findings of Killworth and McIntyre (1985). However,
given the complications mentioned above, one can at first only resort to the predictions
of linear theory and check a posteriori its agreement with the results of the non-linear
numerical model.
3.5 Vertical Wave Propagation
To look at changes in the vertical structure of the forced disturbance, as the bottom
forcing increases, we concentrate onto the wavenumber 1 streamfunction amplitude.
In all cases the modification of the interior flow is such that penetration of the forced
disturbance to high altitudes seems to be inhibited. As the bottom forcing increases
the wave appears to be increasingly confined to the lower parts of the model domain.
Thus the increase in the bottom forcing does not lead to an increase in the wave
amplitude; as the maximum height to which the wave is able to propagate migrates
to lower and lower levels the relative decrease in the wave 1 amplitude, due to the
density effect, counteracts the increase in the bottom forcing value, thus leading to
a saturation, as seen in figure 3.3. In general, the observed changes in the wave 1
streamfunction field seem to correspond quite well to the changes in the zonal mean
flow and to the modification of the refractive index. The results of the numerical
model seem to suggest that the behaviour of the wave can be largely separated in two
regimes, depending on whether the modification of the zonal mean flow leads to the
formation of a critical line or a refractive index turning point.
Figure 3.8 shows the changes observed in the wave 1 streamfunction field as one in-
creases the bottom forcing, for the basic state Uo = 10 ms-'. The formation of a
critical line, as a result of the mean flow modification, seems to block the penetration
of the wave to high levels. The streamfunction structure shows the wave amplitudes
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Figure 3.8: Change in vertical structure of wave# 1 T as a result of the formation
of a critical line, for Uo = 10 ms-'. Left: T bottom = 5.0 105 m 2 s- 1 . Right: bottom =
11.0 10 m 2 s- 1.
being significantly decreased in the region of the critical layer, in the center of the
channel. Local maxima, both in the streamfunction and potential vorticity field are
seen to form at the flanks of the channel, perhaps suggestive of refraction of the wave
around the critical line region. Plotting the Eliassen-Palm flux vector field (figure 3.9)
however clearly shows the strong flux convergence inside the region of easterlies and
the complete absorption of wave activity.
A similar general mechanism is seen to act in the case of Uo = 25 ms - 1, in the sense
that the modification of the zonal mean flow seems to inhibit the penetration of the
forced wave to high altitudes. The change in the vertical structure of the wave 1
streamfunction field is shown in figure 3.10. Coincident with the appearance of a
refractive index turning point, the maximum streamfunction amplitude is seen to mi-
grate to lower levels, and very little wave activity penetrates to the upper part of the
domain. An interesting difference from the previous case, where the propagating wave
encountered a critical line, is that in this case the behaviour of the wave seems to be
almost one-dimensional. Even though the region corresponding to negative values of
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Figure 3.9: Absorption of wave activity by zero wind line. Eliassen-Palm flux vectors,
superimposed on the zonal mean velocity field. Zonal mean velocity contours are
labeled in ms - 1. Thick solid line represents the zero wind line.
the refractive index squared is localized in y-z, there is no strong sign of refraction
of wave activity around it. Given the meridional scale of the bottom forcing and the
presence of the side wall boundaries even a localized refractive index turning surface
seems capable of producing strong downward reflection of the wave.
The above results suggest that to first order one can understand the changes in the
vertical structure of the forced wave using notions derived from linear propagation
theory, such as the two-dimensional index of refraction. It is interesting however to
see to what degree linear propagation theory can capture accurately, in a quantitative
sense, the characteristics of the wave structure observed in the non-linear numerical
model. Identifying the differences between the wave 1 structure obtained in the non-
linear model and the results from linear calculations, provided the appropriate basic
state, should allow us to understand better the possible role of wave-wave interactions
and the way they affect the wave 1 structure. To proceed to a linear calculation for
the steady state y-z structure of the wave 1 field, for each value of the bottom forcing,
one needs to take into account the modification of the zonal mean flow that occurs as
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Figure 3.10: Change in vertical structure of wave# 1 T as a result of the formation
of a refractive index turning point, for Uo = 25 ms -'. Left: Tbottom = 1.2 106 m 2s- 1 .
Right: Tbottom = 3.3 106 m 2 s - 1 .
one turns on the bottom forcing. Eventually one should check whether it is possible
to capture the dynamics of the flow through a purely quasi-linear dynamical model.
For the moment however we proceed by simply using the modified zonal mean fields
obtained in the non-linear model as basic states for the linear calculations and apply
the appropriate bottom forcing to obtain the predicted steady state wave structure.
Given that in the non-linear model the flow is allowed to reach an equilibrium state,
and that very little transience is observed in this final state, a comparison with the
linear steady state results should be straightforward. Such a comparison, for both
Uo = 10ms- 1 and Uo = 25ms-1 is shown in figure 3.11. The linear calculations
seem to capture not only the general structure of the propagating disturbance but
also show excellent agreement in the maximum wave amplitudes they predict.
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Figure 3.11: Comparison between wave# 1 I structure, as observed in the non-linear
numerical model (left) and as predicted by linear propagation theory (right), given
the modified zonal mean flow. Top: U = 10 ms - 1. Bottom: Uo = 25 ms - 1.
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Figure 3.12: Comparison between maximum wave# 1 streamfunction amplitude ob-
served in the non-linear numerical model and predicted by linear propagation theory.
Left: U = 10 ms - 1.Right: Uo = 25 ms - 1.
The good agreement between the linear calculations and the results of the non-linear
model is seen to persist throughout the range of values used for the bottom forcing.
Even as one goes to very strong bottom forcing values and high wave amplitudes in
the interior of the domain linear theory captures very well, even quantitatively, the
wave 1 structure (see figure 3.12). Such good agreement is quite surprising. As one
moves to strong forcing values the deformation of the flow becomes very significant
and there are clear deviations from a wave-mean flow interaction framework.
Also, the Eulerian mean seems to produce a very misleading picture of the true flow.
In the Eulerian framework the zonal mean potential vorticity gradients are seen to
vanish over a large region in the center of the channel. The horizontal map of the
potential vorticity field however (figure 3.13) shows the existence of a relatively wide
band of strong potential vorticity gradients persisting even at the highest values of the
bottom forcing. The orientation of this band of potential vorticity is almost perfectly
in the North-South direction in the graph shown, thus having no contribution to the
zonal mean potential vorticity gradient. Thus the Eulerian mean seems to give a very
GI. .u4
Figure 3.13: Horizontal map of potential vorticity field at level 50, for U = 25 ms - 1
and q~lbottom = 2.25 106 m 2 s - 1 .
distorted view of the real physical fields. In studies related to wave propagation in the
stratosphere and the dynamics of sudden stratospheric warmings (McIntyre, 1982)
the point was made that Eulerian means are unable to capture the true structure
of the potential vorticity front at the edge of the polar vortex. Because Eulerian
means tend to smear potential vorticity gradients that are not zonally aligned it was
argued that they are unlikely to give an appropriate basic state for estimating the
strength of vertical propagation of a disturbance. However, in the present study,
the good agreement between the non-linear model results and the linear propagation
calculations indicate that the wavenumber 1 disturbance only feels the Eulerian mean
potential vorticity gradients and is unable to propagate along the distorted potential
vorticity front, which is not necessarily surprising since the distortion of the potential
vorticity front is simply a manifestation of the presence of the wave 1 disturbance.
3.6 Characteristics of the full flow
As discussed in the previous paragraph the Eulerian mean diagnostics often repre-
sent a distorted view of the full flow, even though they help in clarifying some of the
E m0-0 -E m
important aspects of the dynamics involved in the flow evolution. However, to the
degree that deviations from a pure wave-mean flow type of interaction are important,
diagnostics based on a decomposition into a zonal mean and a wave 1 field are not
necessarily the most fruitful approach. As it has been often pointed out (Hoskins
et al., 1985; McIntyre, 1982; Juckes and McIntyre, 1987) horizontal maps of potential
vorticity give a much better idea of the full range of interactions involved in the flow
evolution. Such maps are particularly useful when the deformation of the potential
vorticity field is such as to project onto a multitude of zonal wavenumbers. While in
some circumstances a zonal decomposition and an analysis of the dynamics through
the examination of the interactions of different zonal wavenumbers can be useful,
often it unnecessarily obscures the physics involved. Particularly in the context of
Rossby wave breaking, where non-linear advection leads to a strong deformation of the
potential vorticity contours and tends to wrap them around the regions of closed cir-
culations the dynamics are better understood by inspecting the full two-dimensional
horizontal maps of the streamfunction and potential vorticity fields (Polvani et al.,
1995; McIntyre and Palmer, 1983; Haynes, 1985).
The discussion in section 3.5 pointed out the different behaviour observed for U =
10 ms -' and the basic states with stronger zonal mean velocities U. Thus it is natural
to examine these cases separately. In figure 3.14 we plot the changes that come about
in the streamfunction and potential vorticity fields at level 60 as one increases the
bottom forcing, for the basic state Uo = 10 ms - 1. Since, as discussed in the previous
section, the dynamics appear to be strongly influenced by the formation of the zero
wind line it is important to consider the evolution of the zonal mean wind field when
interpreting the two-dimensional plots presented in figure 3.14. A zero wind line is
first seen to form for T bottom = 4.0 105 m 2s - 1 , at a height of 65 km. As the bottom
forcing increases the region covered by easterlies widens and the critical line descends
to about 55 km, for Ibottom = 5.0 10 m 2s - 1 , to 50 km for 1 bottom = 7.0 10 m 2 s - 1,
and to 40 km for 1 bottom = 11.0 105 m2s - 1 .
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Figure 3.14: Horizontal maps of streamfunction (left column) and potential vorticity
fields (right column) at level 60, for Uo = 10 ms-, as one increases the bottom
forcing. Top: Tbottom = 5.0 105 m 2 s - 1 . Middle: Tbottom = 6.0 105 m 2 s- 1 . Bottom:
Ibottom = 7.0 105 m 2 s- 1
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The horizontal maps of the flow show a picture that deviates significantly from
the usual description of a non-linear Rossby wave critical layer. For Tbottom -
5.0 105 m 2s- 1, even though the zero wind line has descended below 60 km, there is no
sign of a closed circulation region, or a "cat's eye" structure. The potential vorticity
field however shows a striking structure, with a high concentration of potential vortic-
ity gradients at the flanks of the channel and very small gradients in the center. For
the most part the potential vorticity field is zonal, with small undulations observed
at the regions of concentrated gradients. This is consistent with the results shown in
figure 3.8, where the forced wave was seen to concentrate at the sides of the channel
as it was approaching the level of the critical line.
However the flattening of the potential vorticity gradients in the center of the channel
is not a signature of non-linear "mixing". Rather the changes in the potential vortic-
ity field should be attributed to "quasi-linear" interactions between the forced wave
and the zonal mean flow. Of course wave-mean flow interactions alone cannot lead
to such a flattening of the potential vorticity gradients, as in a conservative flow the
area between potential vorticity contours needs to be conserved. In this respect the
role of newtonian cooling seems crucial. Still, the point is that the dynamics are con-
fined within a wave-mean flow interaction framework and that ideas about mixing by
non-linear advection do not seem appropriate. Figure 3.15 shows the corresponding
pictures for a purely passive tracer. Clearly the changes in the passive tracer field,
corresponding to Ibottom = 5.0 105 m 2 s - 1, reflect the structure of the streamfunction
field. As no sign of "mixing" can be seen in the passive tracer field our conclusions
about the cause of deformation of the potential vorticity field are further strengthened.
As the bottom forcing increases even further, recirculation regions do form, and the
potential vorticity field does become more noisy. However its main characteristics do
not change appreciably. Because the potential vorticity gradients in the interior of the
channel were weakened by the penetration of the wave, even at intermediate forcing
values, the formation of closed circulation regions does not lead to strong rearrange-
Figure 3.15: Horizontal maps of a passive tracer field at level 60, for Uo = 10 ms - 1,
as one increases the bottom forcing. Left: 1 bottom = 5.0 105 m 2s - 1. Right: qbottom
6.0 105 m 28- 1
ment of potential vorticity. The passive tracer field on the other hand loses any sign
of large scale structure and is dominated by small scale turbulence. In general, as the
forcing increases, the phenomena depicted in figure 3.14 migrate towards lower levels
in the model domain, following the downward migration of the zero wind line. At
T bottom = 9.0 105 m 28 - 1 instabilities, with a dominant zonal wavenumber 6, are seen
to appear above level 50 (see figure 3.16), without however seeming to affect the flow
at the lower layers significantly.
The flow evolution observed in the case Uo = 25 ms -1 resembles more closely the
patterns traditionally linked to Rossby wave breaking. A critical line only forms at
high altitudes after the bottom forcing is increased to very high values, but the forced
waves reach large enough amplitudes that regions of recirculation form nevertheless.
The formation of such closed circulation regions is seen to lead to a strong deformation
of the potential vorticity field, wrapping around contours and leading to extruding
"tongues" in the potential vorticity field. As the bottom forcing becomes stronger
the strength of the recirculation is seen to increase as well. Figure 3.17 shows clearly
the increased deformation of the potential vorticity field that follows the increase in
the bottom forcing. The results from the non-linear model present some interesting
Figure 3.16: Development of instabilities, as depicted in a snapshot of the horizon-
tal structure of the streamfunction field at level 60, for Uo = 10 ms - 1 , q'bottom =
9.0 105 m 2s- 1
features. For one thing the potential vorticity field is seen to resist quite strongly the
action of non-linear advection, despite the very weak value of damping acting on the
flow. Thus a balance is found to be established between the tendency of non-linear
advection to deform the potential vorticity field and that of newtonian cooling to
restore the zonal symmetry. On the other hand the passive tracer field is strongly
mixed within the regions of closed circulation (see figure 3.18). In the stratosphere
it is often assumed that the potential vorticity field acts to a first order as a con-
servative tracer, for relatively short time scales (Waugh et al., 1994; Plumb et al.,
1994; O'Neill and Pope, 1990). While this might be a good first order approximation
under certain circumstances the current results clearly differ significantly from what
one might expect, based on the notions of non-linear "mixing" and homogenization
of potential vorticity, despite the weak values of damping used.
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Figure 3.17: Horizontal maps of streamfunction (left column) and potential vorticity
fields (right column) at level 50, for Uo = 25 ms -1 , as one increases the bottom
forcing. Top: Tbottom = 1.8 106 m 2 8- 1 . Middle: Tbottom = 2.2 106 m 2 s - 1 . Bottom:
4 bottom = 2.7106 m 2 s-1
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A second point that arises from figure 3.17 concerns Haynes' 1985 and Killworth and
Mcintyre's 1985 results that suggested that barotropic instabilities might arise once
negative potential vorticity gradient regions form locally. Such instabilities were ex-
pected to lead to increased mixing within the recirculation regions, thus promoting
even further the notion that recirculation regions lead to homogenization of potential
vorticity. Interestingly no such instabilities are found to develop in the numerical
model. In the calculations of Haynes (1985) and Killworth and McIntyre (1985) the
predicted barotropic instabilities had extremely fine scales. It might therefore be that
the current model's resolution is not sufficient to represent such small scales. How-
ever it should be recalled that both Haynes' 1985 and Killworth and McIntyre's 1985
calculations did not take into account the role of meridional shear by the background,
large scale flow. Waugh and Dritschel (1991) even put forth a formal argument about
how the presence of such shear would stabilize the flow. Waugh and Dritschel (1991)
argued that this was the reason for the apparent stability of vorticity filaments in the
region surrounding the polar vortex. However it is not obvious how one can trans-
late these results to the present situation, where a "background" shear flow cannot
be defined. In any case, whatever the reason, the current model study does show a
suppression of local instabilities.
3.7 Wave-wave interactions. Effects on forced wave.
The results of section 2.3 suggest that to a large extent the saturation of the wave 1
enstrophy is a result of the modification of the zonal mean flow. As linear propaga-
tion theory captures very accurately the structure of the forced disturbance, given the
modified zonal mean flow, the implication seems to be that wave-wave interactions
play a marginal role in the saturation process. On the other hand an examination
of synoptic maps of potential vorticity (see figure 3.17) shows significant deformation
Figure 3.18: Horizontal maps of a passive tracer field at level 50, for Uo = 25 ms -1 ,
as one increases the bottom forcing. Left: Xlbottom = 1.8 106 m 28- 1. Right: Tbottom -
2.7 106 m2s- 1.
occurring at the highest forcing amplitudes. The deformation of the potential vortic-
ity field leads to an increased cascade of enstrophy to smaller scales, evident in the
the formation of "tongues" of potential vorticity and highly localized strong potential
vorticity gradient regions.
In general Rossby wave breaking, as a term, has been used to refer both to the hori-
zontal deformation of the potential vorticity field by non-linear advection and to the
non-linear down-scale cascade of potential enstrophy (McIntyre and Palmer, 1985).
As enstrophy is cascaded to smaller and smaller scales the removal of potential en-
strophy from the large scale forced wave becomes practically irreversible. Eventually,
as the potential enstrophy cascade reaches the smallest scales dissipation processes
are expected to become important and act as enstrophy sinks, thus preventing a con-
tinuous accumulation of potential enstrophy in this part of the spectrum.
To quantify the role of wave-wave interactions in our numerical integrations and in the
saturation of the forced wave the potential enstrophy budget for the zonal wavenumber
1 disturbance is examined, looking at the relative contribution from different terms
as the bottom forcing increases. Starting from the potential vorticity equation one
has:
8q
+ J(l, q) = s
where s represents any sources or sinks of potential vorticity. Except for numerical
truncation and filtering, the only diabatic effects on the flow come from the action
of newtonian cooling and the sponge layer, and their magnitude can be directly cal-
culated from the numerical model. The wave 1 potential enstrophy budget equation
can be written as follows:
0 q 2
< (!L) >=< q'(-J(,q) - J('PI,-q)) > + < slql > + < ql(E E-J(Nq)) >
N M
linear damping wave-wave
In the equation above overbars denote zonal averaging, while brackets denote av-
eraging over latitudes. As shown one can separate the contributions to the zonal
wavenumber 1 potential enstrophy into three terms, corresponding to distinct phys-
ical processes. Thus one has contributions from a "linear" term, corresponding to
the ability of the forced wave to propagate vertically through the modified zonal
mean flow, contributions from a "damping" term corresponding to the direct action
of newtonian cooling onto the forced wave, and from a term representing the effect
of wave-wave interactions onto the enstrophy of the zonal wavenumber 1 wave at any
given vertical level. In the previous section we concentrated on the evolution of the
total flow at a specific height as one increased the bottom forcing. A similar approach
can be followed in the current context as well. However to understand wave satu-
ration one needs to look at the relative contributions to the budget at the heights
at which the potential enstrophy of zonal wavenumber 1 maximizes. As shown in
figure 3.11, as the bottom forcing increases the modification of the zonal mean flow
inhibits the penetration of the wave to high altitudes. Thus the maximum wave 1
potential enstrophy migrates to lower and lower levels as the forcing increases. So, in
calculating the magnitude of each term in the potential enstrophy budget we follow
the downward migration of the maximum of the wave 1 potential enstrophy. The
results from calculations are shown in figure 3.19.
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Figure 3.19: Contribution from various physical processes to the potential enstrophy
budget of the zonal wavenumber 1 wave, as a function of the bottom forcing. Left:
U = 10 ms - 1. Right: Uo = 25 ms - .
It should be noted that in the results presented in figure 3.19 both the linear and
damping term are calculated exactly at the height of maximum wave 1 potential
enstrophy. The non-linear term however is generally found to maximize at slightly
higher levels, corresponding to the levels of strong horizontal deformation seen in
potential vorticity maps. The conditions leading to strong horizontal deformation of
the potential vorticity field depend not only on the wave amplitude but also on the
zonal mean flow. In general it is found that for all basic states the regions of strong
deformation coincide with neither the maximum of the wave 1 potential enstrophy
nor the maximum of the wave 1 streamfunction amplitude.
For the basic state U0 = 10 ms- 1 the results turn out not to differ significantly,
whether one looks at the level of maximum wave 1 potential enstrophy or simply uses
2.5 3 3.5
x 106
the maximum domain value for the non-linear term. In the case of Uo = 20 ms - 1
and U = 25 ms -1 however the difference is quite large. Trying to link the intensity
of wave-wave interactions to the amplitude of the wave 1 potential enstrophy thus
becomes slightly problematic. This is especially so if one tries to relate the current
results to the dynamics of a conservative system and the potential enstrophy con-
straint that applies to it, since in that case one would expect wave-wave interactions
to become the strongest at the layer where the forced wave grows to an amplitude
that threatens to violate the potential enstrophy constraint. In that case identifying
the level at which the wave 1 potential enstrophy maximizes would seem to be the
natural choice in examining contributions from wave-wave interactions to the enstro-
phy budget. The present results suggest that reasoning in terms of the layer-wise
potential enstrophy conservation principle even though perhaps still valid should not
be applied too stringently.
Another point to note is that because the results shown in figure 3.19 do not refer
to a specific vertical level their interpretation is complicated by the fact that wave
amplitudes, and thus the values of the enstrophy budget terms, depend on the den-
sity of air at the level examined each time. In general however the conclusions that
can be drawn seem to be rather clear, in that the changes in the term representing
the linear vertical propagation of the forced wave seem to be dominant. The effect of
wave-wave interactions is seen to lead to a decrease in the wave 1 potential enstrophy,
thus acting as an effective "damping" mechanism on the forced wave. As the bottom
forcing increases, the strength of the "wave-wave" term is generally seen to increase
as well, but saturates as the strongest values of the bottom forcing are reached. Alto-
gether wave-wave interactions seem to be of secondary importance, judging from the
strength of the relative term, as compared to the corresponding changes in the "lin-
ear" term. A comparison of the results presented in figure 3.19 with figure 3.3 makes
this point even clearer. Given that wave-wave interactions act, on average, as a sink
of wave 1 enstrophy and can thus be thought of as an effective "damping" mechanism
it is interesting to compare their effectiveness with that of newtonian cooling. As
mentioned in section 3.2 the value used in the numerical model for newtonian cooling
corresponds to a time-scale of about 28 days. The results in figure 3.19 thus show
that even at the strongest forcing values the effectiveness of wave-wave interactions
in removing enstrophy from the forced wave is limited.
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Figure 3.20: Contribution from various physical processes to the potential enstrophy
budget of the zonal wavenumber 1 wave, at a specific vertical level, as a function of
the bottom forcing. Left: U = 10 ms- 1, level 55. Right: Uo = 25 ms - 1, level 60.
This is even clearer when analyzing the various terms coming into the potential en-
strophy budget at a specific vertical level, kept constant for all values of the bottom
forcing. The choice of the exact level to look at needs to be such as to capture the
downward migration of the forced wave maximum and the development of strong
wave-wave interactions. For the basic state Uo = 10 ms- 1 a good choice for such a
level is z = 55 km, while for Uo = 25 ms -1 z = 60 km is used. As seen in figure 3.20
the modification of the zonal mean flow does indeed reduce or even inhibit the pene-
tration of the wave to high levels as the forcing becomes stronger. Again wave-wave
interactions do not seem to have a particularly strong effect on the wave 1 enstrophy.
It is interesting that even though the comparison between figures 3.14 and 3.17 shows
a stronger deformation of the potential vorticity field for the case U = 25 ms - 1, the
current results show a much more significant role of wave-wave interactions in the
case of U = 10 ms - 1. Even though the absolute value of the non-linear enstrophy
"sink" term is larger for Uo = 25 ms - 1, its relative importance seems to diminish.
3.8 Quasi-linear model comparison
Since to a large extent the interaction seems to be confined between the zonal mean
flow and the forced wave it is interesting to examine the degree to which a purely
quasi-linear model can capture the essential characteristics of the saturation process
and reproduce the current results. As linear theory seems capable of capturing quite
accurately the vertical structure of the propagating wave, given the modified zonal
mean flow, the main question is whether a quasi-linear model would produce the right
eddy momentum fluxes, so as to capture accurately the modification of the mean flow.
To answer this question the numerical integrations described in the previous sections
have been repeated with a quasi-linear model for the basic states Uo = 10 ms - 1 and
Uo = 25 ms - 1. The quasi-linear model does not confine the dynamics to a single zonal
wavenumber, as often such models do, but rather allows for a full spectrum of waves
to arise. However, given that the bottom forcing consists of a purely zonal wavenum-
ber 1 wave, and that wave-wave interactions are suppressed, the only possible source
for higher zonal wavenumbers is an unstable configuration of the zonal mean flow.
Thus, except for the case of very strong forcing at Uo = 10 ms - 1, high wavenumber
components do not arise in the quasi-linear model.
A comparison between the results of the quasi-linear and the non-linear model shows
a general qualitative agreement. The formation of the zero wind line in the case
Uo = 10 ms-' is largely well captured, as is the formation of the refractive index
turning surface for Uo = 25 ms - 1. However the differences between the modified
zonal mean flow fields in the two models are large enough to lead to a quantitatively
different behaviour of the forced wave. Figure 3.21 compares the zonal mean wind
fields produced by the two models for Tlbottom = 7.0 105 m 2s - 1 . As can be seen the
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Figure 3.21: Comparison between the modified zonal mean wind field as observed in
the non-linear numerical model (left) and the quasi-linear version (right), for U
10 ms - 1 , Tbottom - 7.0 105 m 2 - 1 .
quasi-linear model does produce a zero wind line at the right height but not as wide
as the one observed in the non-linear model. Even though the zero wind line leads
to a strong convergence of the Eliassen-Palm flux its relatively small extent allows
the wave to penetrate more deeply in the vertical, as some portion of the wave field
propagates along the flanks of the channel. Thus, as seen in figure 3.22, even though
the broad characteristics of the wave 1 streamfunction structure resemble those of the
non-linear model the amplitudes observed in the quasi-linear model are about twice
as strong.
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Figure 3.22: Change in vertical structure of wave# 1 T as the bottom
increased from 1 bottom = 6.0 105 m 2 s - 1 (top) to 'bottom = 9.0 105 m 2 s - 1
Left: Non-linear model. Right: Quasi-linear model.
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Figure 3.23: Comparison between the wave# 1 refractive index squared, obtained in
the non-linear numerical model (left) and the quasi-linear version (right), for U =
25 ms - 1, bottom - 1.9 106 m 2 - 1 .
A similar picture emerges in the case Uo = 25 ms -1 . A comparison between the refrac-
tive index field, in the two models, shows that the modification of the zonal mean flow
in the quasi-linear model produces a much smaller minimum in the refractive index
than the non-linear one (see figure 3.23). While in the non-linear model a refractive
index turning surface forms at X1 bottom = 1.3 106 m 2s - 1, in the quasi-linear model the
refractive index squared does not turn negative until Wbottom = 3.3 106 m 2s - 1. This
is not to say however that a reflecting surface does not form. As the refractive in-
dex squared equals to the sum of the meridional and vertical wavenumbers squared,
taking into account the meridional structure of the wave shows that the forced wave
becomes vertically trapped even for small but non-negative values of the refractive
index squared. However the vertical trapping in the case of the quasi-linear model is
not as strong as in the non-linear model and the corresponding vertical decay scale
is much larger. This shows clearly in the comparison of the wave 1 streamfunction
fields plotted in figure 3.24. As seen, even though the signs of reflection are clear
in the quasi-linear model as well, with the maximum in the wave 1 streamfunction
migrating to lower levels as the bottom forcing increases, the decay of the wave with
height above that level is much weaker than in the non-linear case. The amplitude of
the maximum wave 1 streamfunction is however reasonably well predicted.
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Figure 3.24: Change in vertical structure of wave# 1 T as the bottom
increased from 'Fbottom = 1.5 106 m 2 s - 1 (top) to 'bottom = 3.3 106 m 2s- 1
Left: Non-linear model. Right: Quasi-linear model.
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The differences observed above between the non-linear and quasi-linear models show
also in a comparison of the maximum wave 1 potential enstrophy (see figure 3.25).
However the comparison based on the wave 1 potential enstrophy turns out to be quite
misleading in a way, as it over-emphasizes differences in the case Uo = 10 ms-1 and
at the same time shows a good but somewhat unrepresentative agreement in the case
of Uo = 25 ms -'. A comparison based on the qualitative characteristics of the wave
structure seems more appropriate and more illuminating. The point to retain in all
cases is that the quasi-linear model is capable of capturing the qualitative behaviour
of the non-linear model but fails in a quantitative sense. As shown in figures 3.21 and
3.23 this is so because of its inability to produce the correct mean eddy momentum
fluxes. As shown in section 3.5 linear theory captures quite well the structure of the
forced wave in the non-linear flow. It can also be shown that eddies other than the
forced wave have a relatively small direct impact onto the zonal mean flow and that
the Eliassen-Palm flux divergence in the non-linear flow is largely dominated by the
wave 1 contribution. However the mean fields obtained by retaining only the wave 1
component and letting the wave and the mean flow adjust to each other turn out to
be different enough to lead to the dissimilarities shown.
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Figure 3.25: Comparison between non-linear and quasi-linear model's maximum
wave# 1 potential enstrophy, as a function of the bottom forcing. Left: Uo = 10 ms- 1.
Right: U = 25 ms -1 .
3.9 Conclusions
The steady state study shows that the saturation of the vertically propagating wave
can, to a large extent, be attributed to wave-mean flow interactions. The modification
of the zonal mean flow is found to be such as to prevent the penetration of the forced
wave to high altitudes, thus limiting wave amplitudes. The modification of the zonal
mean flow leads to two distinct patterns that are shown to affect differently the prop-
agation characteristics of the forced wave, leading however to the same end result.
For weakly westerly basic states a critical line is seen to form leading to absorption
of wave activity. On the other hand, as the basic state winds become more strongly
westerly the decrease in the zonal mean wind field that is seen to follow the pene-
tration of the wave leads to a strong decrease in the zonal mean potential vorticity
gradient in the center of the channel. The reduction of the mean potential vorticity
gradients causes the formation of a turning surface in the refractive index. Thus the
forced wave is reflected downward at the turning surface and decays exponentially
with height above it.
Even though one might have expected linear propagation notions not to apply to a
situation where high wave amplitudes and a strong deformation of the potential vor-
ticity field are present, our calculations show a surprisingly good agreement between
linear, steady state calculations for the propagating wave and the wave structure
found in the non-linear numerical model. Given the modified zonal mean flow linear
calculations were capable of reproducing not simply the qualitative aspects of the
observed wave structure, but also to capture very accurately the observed amplitudes
of the wave 1 streamfunction field. On the other hand it was found that a purely
quasi-linear model was unable to produce the right eddy momentum fluxes and led to
poor agreement with the non-linear model. Even though in the non-linear model the
contribution of the wave 1 field to the Eliassen-Palm flux convergence was dominant,
the zonal mean flow produced in the quasi-linear model was sufficiently different from
the non-linear case so as to lead to significant differences in the amplitudes of the
forced wave, despite the similarities in the broad qualitative characteristics of the
wave structure.
The overall picture that seems to emerge from the present study is that interactions
between the zonal mean flow and the propagating disturbance limit the wave am-
plitudes of the forced wave sufficiently, thus preventing higher non-linearities from
entering the picture. As it was shown, even though the horizontal maps of poten-
tial vorticity present considerable deformation, displaying characteristics commonly
attributed to "breaking" Rossby waves, the contribution of wave-wave interactions
to the wave 1 potential enstrophy budget was found to be small. As an enstrophy
sink wave-wave interactions were found to be at most of the same order as the damp-
ing due to newtonian cooling. However the damping time-scale used for newtonian
cooling in the model was only 28 days. Thus the overall efficiency of the non-linear
enstrophy "sink" seems to be rather limited. Even at the highest bottom forcing val-
ues wave-wave interactions appear to be of secondary importance in the saturation
process.
100
Chapter 4
Steady State, Vertical Propagation
Study : Sensitivity Studies
4.1 Motivation
Even though in chapter 3 a careful study of the dynamics of the three-dimensional
flow was conducted, some of the results presented call for further elucidation. The
numerical integrations performed showed that to a large extent the evolution of the
flow could be understood by focusing primarily on the interactions between the zonal
mean flow and the forced wave component. Even though a purely quasi-linear model
was not capable of reproducing the results of the non-linear model, it was found that
wave-wave interactions were generally of secondary importance in the saturation of
the forced wave, even at the strongest bottom forcing values. The modification of
the mean flow was such as to reduce the ability of the forced wave to propagate to
high altitudes and thus profit from the decrease in air density so as to attain large
amplitudes.
An issue that arises however concerns the choice of value for the newtonian cooling
that acts upon the flow. In the stratosphere damping time-scales associated with
infrared cooling range from 20 days in the lowermost layers to about 5 days at the
stratopause height (Dickinson, 1973; Fels, 1982; Randel, 1990; Kiehl and Solomon,
1986), with considerable uncertainty as to the specific values. However, in addition
to radiative cooling, photochemical reactions related to ozone chemistry also tend to
damp deviations from the zonal mean flow at the upper layers of the stratosphere.
Thus it seems that our choice of newtonian cooling coefficient consists of a very mod-
est estimate for radiative/photochemical damping time scales, if judged in the context
of a realistic model of the stratosphere. It is interesting however to examine how the
dynamics of the flow might change if one uses even smaller values of damping, thus
approaching the almost inviscid limit, even though such a configuration might not be
realistic. The examination of the sensitivity of our results to the value of damping
used might help in understanding better the dynamics of the equilibrated flow.
Given the bottom forcing, acting as a steady source of wave activity, some sort of
wave activity sink is necessary in order to balance the energy and enstrophy input in
the model domain. In the complete absence of damping, and given the limit set by
potential enstrophy conservation on the amplitudes of the propagating disturbance,
wave-wave interactions would necessarily have to come into play, when the forced
wave amplitude exceeds a certain limit, so as to cascade the excess enstrophy to very
fine scales where dissipation processes can act so as to remove it from the system.
In the atmosphere such dissipation processes would be related either to the action of
molecular friction or to mixing by gravity waves. In our numerical model however
a newtonian cooling time scale as long as 7, = 28 days seems sufficient to keep the
dynamics mostly quasi-linear. In the case of Uo = 10 ms-' the absorption of wave
activity occurs at the critical line or within the region of zonal mean easterlies. For
the more strongly westerly basic states the formation of a refractive index turning
surface leads to strong reflection of the wave and thus tends to reduce the influx of
wave activity through the bottom boundary.
In principle it would seem that the choice of damping coefficient would have a stronger
effect on the flow dynamics in the case of a critical layer, since one needs to have com-
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plete absorption of the wave activity so as to balance the wave activity input through
the lower boundary. As there is no reflection of the wave the strength of the wave ac-
tivity input through the bottom boundary remains largely unaffected by the interior
dynamics (figure 4.1) and follows the predictions of linear theory, having a quadratic
dependence upon the value of lbottom. Thus reducing the damping would at first sight
seem to make it harder for the flow to absorb the incoming wave fluxes. However,
one should keep in mind the predictions of linear theory, regarding absorption at a
critical layer; in a one-dimensional system, as the wave approaches the critical line,
its wavelength becomes increasingly small and its group velocity infinitesimally small,
so that even with the smallest value of linear damping the flow has enough time to
absorb the impinging wave activity. Moreover the non-linear numerical model results,
presented in chapter 3, show a rather linear behaviour of the flow in the vicinity of
the critical layer. Thus there seems to be no a priori reason to suspect that decreasing
the damping would lead to a qualitatively different picture.
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Figure 4.1: Change in the vertical component of the Eliassen-Palm flux at the lower
boundary as the bottom forcing increases. Numerical results (solid line) versus de-
pendence expected for a linear system (dashed line). Left: U0 = 10 ms- 1. Right:
Uo = 25 ms - .
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Therefore our focus will be mostly on the sensitivity of the model results to changes in
the newtonian cooling for the case of Uo = 25 ms - 1. Since this basic state allows for
the largest wave growth and the strongest non-linearities to appear we are interested
in how the flow might change if one decreases even further the damping coefficient
used in the model. We examine the changes observed in the model flow as we decrease
the damping to half and one fourth its initial value respectively, for a single value of
the bottom forcing. All the numerical integrations performed refer to the strongest
value of bottom forcing used for Uo = 25 ms - 1 , which corresponds to qfbottom =
3.3 106 m 2s - 1. Starting from the equilibrated flow obtained in the "control" run we
decrease the newtonian cooling applied to the flow and allow the system to slowly
reach its new equilibrium. In following this approach one has to assume that the path
the flow follows during its transient evolution does not influence the final equilibrium
reached. That is we assume that multiple equilibria do not exist in our model, under
the conditions examined.
4.2 Numerical results
A first point to note is that decreasing the newtonian cooling values seems to lead
to increased time variance of the equilibrated flow. To capture as accurately as pos-
sible the time mean characteristics of the flow we examine time periods of 100 days,
sampling data from the model at 10 day intervals. Often the flow is seen to exhibit
fluctuations of time scale larger than 100 days. Thus the statistics inferred by looking
at 100 day periods are not always stationary. However the picture coming out of the
current calculations does not seem to change to first order, even though the variance
calculated often underestimates the true time variance of the flow. Time periods of
100 days seem to be a reasonable compromise between computer resource constraints
and the need to describe the dynamics of the flow accurately.
The results concerning the zonal wavenumber 1 potential enstrophy, in the three
different numerical integrations, are shown in figure 4.2, where the channel average
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wave 1 potential enstrophy is plotted as a function of height. The changes in the
potential enstrophy structure are generally small. In the "control" run two relative
maxima were seen to form, as a result of the reflection of the wave 1 at the refractive
index turning surface. The lowermost maximum, which corresponded to the absolute
maximum in wave 1 potential enstrophy, was observed at a height of about 36 km,
and is seen to migrate to slightly lower levels as one decreases the newtonian cooling
coefficient values, while its value does not appear to change significantly. Also, the
secondary maximum, which appears at higher levels and is a result of the refraction
or tunneling of wave activity past the turning surface, does not change in magnitude
appreciatively, despite its apparent slight increase. The separation between the two
relative maxima does however seem to become stronger with decreasing damping,
leading to a stronger node in the wave 1 potential enstrophy field.
Part of this behaviour seems to be consistent with a stronger reflection of the forced
wave as one decreases the newtonian cooling. For a purely one-dimensional flow a
refractive index turning surface would be expected to lead to perfect reflection of the
forced wave in the absence of damping, and is thus expected to lead to a sharp de-
crease in wave enstrophy at the levels above the turning surface. However the presence
of damping facilitates the tunneling of wave activity through the wave evanescence
region and thus "spreads out" the wave response. Decreasing the damping would thus
seem to lead to a stronger node in the wave 1 enstrophy field. To substantiate such
a connection for the non-linear model results one would need to look at the role of
wave-wave interactions as well. For this purpose the cumulative potential enstrophy
at wavenumbers higher than zonal wavenumber 1 is plotted in figure 4.2, again as a
function of height, for the three different newtonian cooling coefficient values used.
Similarly to the results for the wave 1 potential enstrophy the differences between
the three numerical integrations are almost unnoticeable. Clearly the decrease in the
damping coefficient does not disturb the dynamics of the flow and the wave-mean
flow interaction pattern.
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Figure 4.2: Potential enstrophy, averaged over the channel width, as a function of
height, for zonal wave# 1 (left) and higher zonal wave#s (right). Mean values denoted
with solid line, dashed lines correspond to spread of values within one standard de-
viation. Top: v = 4.0 10-' s - 1. Middle: v = 2.0 10- 7 s - '. Bottom: v = 1.0 10-7 s- 1.
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The above results are also confirmed by an examination of the changes in the strength
of wave-wave interactions and their effect onto the wave 1 potential enstrophy budget.
The variations with height in the magnitude of the non-linear enstrophy "sink" term
are plotted in figure 4.3. Again, the strength of wave-wave interactions does not seem
to change appreciatively with damping. Figure 4.3 actually shows a decrease in the
wave-wave term for the smallest damping value. It is not clear whether this decrease
is robust or simply characteristic of the particular 100 day time period examined.
Overall however it is obvious that the reduction of the newtonian cooling coefficient
does not lead to an increased role of wave-wave interactions.
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Figure 4.4: Horizontal maps of potential vorticity at level 50. Left: v = 1.0 10 7 s - 1 .
Right: v = 4.0 10 7 s - 1.
At the same time however a comparison of horizontal maps of potential vorticity at
various vertical levels does show a slight increase in the flow deformation as one re-
duces the newtonian cooling (see figure 4.4). The regions characterized by a strong
deformation of the potential vorticity field seem to widen and descend to slightly
lower levels. Also one observes a tightening of the band of strong potential vorticity
gradients. Again however potential vorticity is not very well conserved along stream-
lines, as seen from the decay of potential vorticity along the length of the potential
vorticity "tongues" that have been created by non-linear advection. While newtonian
108
cooling might again be responsible for this behaviour, even though its value has been
reduced by a factor of four, this might also be a consequence of the current model
horizontal resolution and the numerical filtering of small scale features that inevitably
comes about. While we do not expect higher resolutions to change the dynamics sig-
nificantly a careful examination of the effects of resolution is presented in section 4.3
so as to clarify the issue.
An interesting point however to note about the present results is that linear prop-
agation theory seems to perform more poorly in the numerical runs with reduced
newtonian cooling coefficients. The comparison between the wave 1 streamfunction
amplitudes in the non-linear numerical model and the steady state linear calcula-
tions, for - - 28 days and r, _ 110 days is shown in figure 4.5. As seen the linear
calculations produce a reflection of the forced wave that is too strong, compared to
the non-linear numerical results. The secondary maximum that is observed in the
streamfunction field at 70 km of altitude is absent in the linear calculations. Also
the amplitude of the streamfunction maximum at the lower levels of the model do-
main is less accurately captured as one decreases the newtonian cooling, leading to
a difference of the order of 30 %. In the analysis of the "control" run in chapter 3
it was shown that the direct effect of damping onto the wave 1 potential enstrophy
was about twice as large as the effect of wave-wave interactions (see chapter 3, fig-
ure 3.19). As the intensity of wave-wave interactions is seen to remain constant in the
present three integrations, a decrease of the newtonian cooling coefficient by a factor
of 4 is expected to make wave-wave effects at least as important as direct damping,
thus accounting for the stronger differences between the non-linear wave 1 fields and
the predictions of linear theory.
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Figure 4.5: Vertical structure of wave#1 T, as observed in the non-linear numerical
model (left) and from linear, steady state calculations (right). Top: v = 4.0 10-7 s-1.
Bottom: v = 1.0 10-7 s- 1.
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4.3 Double Resolution
As the combination of strong bottom forcing and weak newtonian cooling lead to the
formation of thin, horizontal tongues of potential vorticity in the three-dimensional
flow, it is necessary to make sure that the results obtained from the numerical model
are not dependent upon the model resolution. The numerical integrations with a
newtonian cooling coefficient v = 1.0 10- 7 s - 1 are repeated with double the horizon-
tal resolution. Unfortunately, due to computer resource limitations it is not feasible
to double at the same time both the horizontal and the vertical resolution and keep
the aspect ratio of the model grid constant. However we suspect that since most of
the potential vorticity deformation occurs in the horizontal plane and has relatively
deep scales (for a theoretical explanation see Polvani (1991)) a double horizontal res-
olution set-up will be sufficient to clarify how adequate our "standard" numerical
integrations are.
To initialize the dynamical fields the results of the coarse resolution integrations are
interpolated onto a finer grid and the model is run for sufficient time until the in-
fluence of the initial condition vanishes. Again one observes a significant amount of
time variability in the flow, even 100 days after the initialization of the numerical in-
tegration. Given the weak value of the damping, which also acts as a relaxation force
to the flow, it is possible that more time is required for the flow to fully equilibrate
to a steady state. On the other hand the increased variability that is observed might
also be a genuine characteristic of the flow. As in the previous numerical integrations,
numerical results from 100 day periods are examined so as to capture the broad sta-
tistical characteristics of the flow behaviour.
A first point to note is that the gross patterns of dynamical interactions do not seem
to change in the high resolution run. Figure 4.6 shows that the wave 1 potential
enstrophy has not significantly changed compared to the low resolution fields (see
figure 4.2). Also one observes no increase in the amount of potential enstrophy con-
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tained in zonal wavenumbers higher than that of the forced wave. Therefore the
results of the lower resolution model appear to be robust and the behaviour of the
flow does not seem to depend significantly on the small scale interactions. Capturing
the formation of the refractive index turning surface accurately seems to be sufficient
for the model to perform well on the large scales.
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0 20 40 60 80 100 0 20 40 60 80 1
height (km) height (km)
Figure 4.6: Potential enstrophy, averaged over the channel width, as a function of
height. Mean values denoted with solid line, dashed lines correspond to spread of
values within one standard deviation. Left: Zonal wave# 1. Right: Higher zonal
wave s.
At the same time the three-dimensional fields of potential vorticity do present some
differences from the lower resolution pictures. The potential vorticity field at levels
40 and 50 presents a higher degree of noisiness, with small scales being much more
prevalent. Interestingly the smooth behaviour of the potential vorticity tongues that
was seen in lower resolution runs seems to have been lost. While the general picture
remains the same, with the deformation of potential vorticity leading to the forma-
tion of extruding tongues of potential vorticity but not leading to significant mixing
within closed circulation regions, one no longer sees clearly the balance between non-
linear advection and damping that seemed to limit the stretching of the potential
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vorticity contours in the previous integrations. Already, looking at figure 4.4, one
could perhaps see signs of more efficient stretching of the potential vorticity contours
in the low resolution run as well, albeit with considerable uncertainty. It is not clear
though whether the differences observed between the numerical runs with different
resolution are due to a better representation of the resolved scales or because small
scale disturbances mask the larger scale fields in the high resolution model run. In
any case the exact details of the small scale deformation, while perhaps interesting in
terms of comparing to the usual description of Rossby wave breaking events, do not
appear to be crucial for the understanding of the large scale dynamics.
model integration. Left: Level 40. Right: Level 50. C>B~"
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Chapter 5
Vertical Propagation- Transient
Study
5.1 Motivation
While the steady state study sheds a considerable amount of light onto the connection
between wave-wave interactions and the vertical propagation of a forced, planetary
scale disturbance, it does so in a rather unique context, as the problem has been
designed so as to allow for a full equilibration of the flow for each value of the bot-
tom forcing. In nature, and more specifically in the winter stratosphere which is our
primary area of interest, a steady state flow is never achieved. For one thing the
bottom forcing, that is controlled by processes in the troposphere, varies on time
scales of the order of a few days. At the same time the zonal mean flow in the
stratosphere itself experiences significant changes over seasonal time scales, switching
from easterly winds during the summer season to strong westerlies in winter. The
seasonal changes of the mean stratospheric circulation are largely controlled by ra-
diative processes that are independent of the forcing of planetary waves at the lower
levels of the atmosphere. On the other hand the changes in the mean stratospheric
winds have profound effects on the propagation of Rossby waves to high altitudes.
As first shown by Charney and Drazin (1961) zonal mean easterlies prevent the prop-
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agation of most planetary scale disturbances into the stratosphere. With the onset
of autumn the zonal mean winds start turning westerly and propagation of Rossby
waves is slowly permitted into the higher levels of the atmosphere. The propagation
time scale from the troposphere has been shown to lie within the range of 5 to 10
days (Randel, 1987). Thus one needs to take into account two time scales that do
not appear in the steady state problem; one is the monthly time scale for changes
in the zonal mean flow and the other is the time scale for propagation in the ver-
tical of the forced waves and for their response to any changes in the zonal mean flow.
There are two more time scales however that can be important for the dynamics
of a time dependent system. These are the time scale for non-linear advection by
the wave induced velocity field and the time scale associated with newtonian cooling,
that damps potential vorticity and makes it differ from a purely conservative quantity.
In the steady state study a balance was achieved between non-linear advection and
damping, preventing the wrapping of potential vorticity contours around the centers
of closed circulation. However this result depends on the fact that the flow has been
allowed enough time for the forced wave and the zonal mean flow to adjust to each
other and lead to a steady state. These results can apply to a time dependent flow
only to the degree that the time scale for adjustment of the wave to changes in the
mean flow or to changes in the bottom forcing is very short. Thus the possibility
arises that in a transient case, depending on the circumstances, wave-wave interac-
tions might come into play more strongly than observed in the steady state study.
As mentioned in chapter 3, modeling studies of the non-linear dynamics arising from
the propagation of a forced, planetary scale wave are few. Robinson (1988) is per-
haps one of the most interesting ones. Robinson's 1988 numerical investigation con-
centrated on minor warming incidents in a global, primitive equation model with
reduced physics and examined the deviations of the flow dynamics from reversible,
quasi-linear interactions. Because the forced disturbances in Robinson's 1988 study
were relatively weak the issue of wave saturation never seemed to arise. Non-linearities
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were mostly confined in the region of critical lines and did not appear to lead to large
changes in the propagation of the forced planetary scale wave. In the present study
we examine a case where there is significant wave growth in the interior of the model
domain and the changes produced in the zonal mean flow are strong enough to alter
drastically the wave's propagation in the vertical. Although to a large extent the re-
sults of the present study reconfirm the findings of Robinson (1988) they also address
the question of how the vertical propagation of the forced wave is affected by the
changes brought about in the flow due to the action of wave-wave interactions.
5.2 Wave Breaking - Synoptic Description
The set-up we use is essentially the same as described in chapter 3. A basic state
with U0 = 25 ms-' is used, as it allows for the strongest growth of the propagating
disturbance and for the largest deformation of the potential vorticity field. A bottom
forcing value of Tbottom = 2.0 106 m 28- 1 is applied to the flow. This value of the bot-
tom forcing, in the steady state study, was well within the range of values that led to
a saturation of the wave 1 potential enstrophy and produced considerable horizontal
deformation of the potential vorticity field. For the turn-on time scale of the bottom
forcing we use a rather unrealistic value of 200 days. It was found empirically that
this choice of turn-on time scale led to a very clear separation of the evolution of
the flow into a quasi-linear stage, while the amplitude of the propagating wave was
still low, and a non-linear stage, associated with strong deformation of the potential
vorticity field and abrupt changes in the dynamics.
As a first step in examining the behaviour of the flow we concentrate on the time
evolution observed in horizontal maps of potential vorticity. As expected from the
results of the steady state study significant deformation of potential vorticity is first
seen at the upper levels of the model domain. Following the time evolution of hori-
zontal maps of streamfunction one first sees the formation of closed contours on day
165, at level 60. While the formation of a closed contour strictly corresponds to a
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Figure 5.1: Horizontal maps of total streamfunction field (left) and potential vorticity
field (right) at level 60, on day 165 (top) and day 190 (bottom) respectively.
closed circulation in a steady state system only, its appearance signals the dominance
of non-linear advection versus simple zonal advection by the mean flow, at least lo-
cally. As the wave at level 60 grows in amplitude, following the increase in the bottom
forcing, the region covered by closed streamfunction contours is also seen to increase.
This increase is continuous throughout days 165 to 190, as seen in figure 5.1. Coinci-
dent with the formation of closed streamfunction contours a strong deformation of the
potential vorticity field is observed. Starting on day 160 a small "tongue" of potential
vorticity is observed to form. Advection around the local high in the streamfunction
field leads to a clockwise stretching of the potential vorticity "tongue", making the
deformation more prominent. Given the symmetry of the dynamics with respect to
the center of the channel, similar deformation, albeit in the opposite sense, is seen to
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occur in the region of cyclonic circulation in the northern flank of the channel.
By day 190 the potential vorticity contours in the anticyclonic region have been de-
formed significantly and signs of southward advection start appearing, with the po-
tential vorticity contours seemingly tending to get wrapped around the center of the
closed circulation. Shortly afterwards however the anomalous advection of potential
vorticity seems to cease and a picture very close to the steady state arises. Damping
of the potential vorticity field seems to resist the action of non-linear advection and
to prevent any further deformation of the potential vorticity contours. Interestingly
horizontal maps of passive tracer fields at level 60 (see figure 5.2) show a strong ho-
mogenization of the passive tracer concentrations within the closed circulation region.
Figure 5.2: Horizontal map of a purely passive tracer field at level 60, day 190.
This is consistent with the notion that circular advection and chaotic mixing will tend
to act as a strong diffusing mechanism, erasing any sign of the initial spatial gradients
in the tracer concentrations (Pierrehumbert, 1991). Moreover one can get a quantita-
tive estimate for the time scale of advection around the center of the closed circulation
region by following the trajectories of individual tracer particles. A numerical inte-
gration where floats are released on day 160 in the region of the anticyclone reveals
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that indeed some of the floats are caught within the closed circulation region and
follow circular trajectories around its center. The results of the numerical integration
show that it takes about 20 days for the floats to complete a full circle in the period
between day 160 and 190. At later stages the time scale for the circular advection
is seen to increase, consistent with a slight weakening of the circulation that can be
seen in maps of the streamfunction field.
As time progresses the phenomena described above are found to migrate to slightly
lower levels. This downward migration can be thought of as being a result of the
strengthening of the wave 1 amplitude, due to the increase in the bottom forcing,
which allows non-linearities to be manifested at lower parts of the atmosphere. As
the bottom forcing ceases increasing after day 200 the structure of the potential
vorticity field is expected to approach that observed in the steady state study, with
strong deformation limited between levels 50 and 60.
5.3 Mean Flow Modification
As discussed in chapter 3, even though an inspection of the horizontal maps of po-
tential vorticity can be helpful in clarifying some aspects of the dynamics of the flow,
it is perhaps more important to first examine the large scale interactions between the
zonal mean flow and the forced, vertically propagating disturbance. In the steady
state study it was shown that the saturation of the forced wave could be largely at-
tributed to the induced changes in the zonal mean flow propagation characteristics.
To what degree this will prove to apply to the transient evolution of the flow, studied
at present, remains to be seen.
In general the zonal mean winds are seen to decrease in the center of the channel,
following the penetration of the forced wave in the vertical. A similar behaviour was
of course observed in the steady state study as well. While in that case the Eliassen-
Palm flux convergence that led to the mean flow deceleration was attributed to the
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action of damping upon the propagating wave, in the present case a deceleration of
the mean flow is to be expected even in the absence of damping, as a result of the
increase of wave activity that follows the turn-on of the bottom forcing. One can
perhaps think of the flow evolution as consisting of two stages, one when the pas-
sage of a wavefront, associated with the turn-on of the bottom forcing, leads to a
reduction of the zonal mean winds, and a second, after the bottom forcing has ceased
increasing, where newtonian cooling tends to restore the zonal mean flow towards
its radiative equilibrium while at the same time damping the propagating wave and
causing an Eliassen-Palm flux convergence. Given the combined action of wave tran-
sience and damping, the time evolution of the zonal mean flow is expected to perhaps
experience time undulations, related to the adjustment of the wave field to the basic
state it propagates on, before leading to the final state found in the steady state study.
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Figure 5.3: Time series of mean available potential enstrophy (left) and zonal mean
potential vorticity gradient at y = Ly/2 (right), at level 60.
Following the time evolution of the zonal mean flow in the model it is observed that
the decrease of the zonal mean velocity field is smooth and monotonic with time.
The same is also found to apply to the mean available potential enstrophy, as seen
in figure 5.3. However, an examination of the time series of the zonal mean potential
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vorticity gradient at the center of the channel, at level 60, shows a much more inter-
esting behaviour. In general a decrease in the mean gradient is observed during the
fist 150 days, the mean gradient being reduced by about 40 % during this time period.
Interestingly, around day 150 the rate of change seems to decrease significantly and
the value of the mean potential vorticity gradient remains relatively stable for 15 to
20 days. This short period of relatively small changes in the mean gradient value is
however followed by a very strong decrease in its values during the next 20 days. The
rate of change is observed to be much larger than during the first 140 days, when the
evolution of the time series seems to be rather smooth.
The timing of this rapid decrease in the zonal mean potential vorticity gradient seems
to coincide with the first signs of deformation seen in the horizontal maps of poten-
tial vorticity at the same level. Thus it seems that one has a clear separation of
the flow dynamics into a "quasi-linear" stage, where the propagating wave has small
amplitudes and where the mean flow evolves smoothly, responding to the vertical
penetration of the propagating wave, and a second, more strongly "non-linear" stage,
where the amplitude of the forced wave is such as to lead to significant deviations
from quasi-linear dynamics and forces a very abrupt change in the zonal mean flow
as well.
While it is clear by the timing of the sharp decrease of the mean potential vorticity
gradient that the formation of closed streamfunction contours and the strong poten-
tial vorticity deformation that follows are intimately related to it, it is not easy to
explain this connection in terms of heuristic "mixing" arguments that are often used
in the stratospheric dynamics literature. For one thing it is seen that the deformation
of the potential vorticity contours differs significantly from behaving like a passive
tracer that is advected and mixed within the closed circulation region. Furthermore
one can compare the time series for the zonal mean potential vorticity gradient at
the center of the channel, with that of a passive tracer field, which at time zero has
a structure identical to that of the potential vorticity field. As seen in figure 5.4 the
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Figure 5.4: Time series of zonal mean potential vorticity gradient (left), and zonal
mean gradient of a purely passive tracer field (right), at y = Ly/2, at level 60.
passive tracer, even though thoroughly mixed within the closed circulation regions,
does not show the same rapid decrease in its zonal mean gradient value as the poten-
tial vorticity field. Clearly one can see a change in the rate of decrease in the tracer
time series as well, starting on day 170, however the decay rate is significantly smaller
than that of the potential vorticity gradient time series.
However, while the time series of the zonal mean potential vorticity gradient shows
this very clear separation in dynamical time scales, associated with the non-linear
deformation of the potential vorticity field, no signs of such distinct behaviour can be
seen in the mean available potential enstrophy time evolution (see figure 5.3). Since
the mean available potential enstrophy is a quantity representing the meridionally
averaged zonal mean flow at the given level this suggests that the behaviour depicted
in the potential vorticity gradient time series might simply reflect the local dynamics
and not be representative of a wider region. To check for such a possibility time-
latitude plots for the rate of change of the mean potential vorticity gradient at levels
55 and 65 have been plotted in figure 5.5. At both levels one observes a sharp increase
in the rate of change of the mean gradients, concentrated in a narrow region around
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the center of the channel. The timing for this sharp change is different at the two
levels, occurring earlier at higher levels, consistent with the notion that wave ampli-
tudes are larger at higher levels and lead to stronger non-linear interactions sooner
than at levels below. From the figure it is obvious that the latitude band over which
the mean potential vorticity gradients are most strongly affected by this apparent
change in dynamical regime is quite narrow.
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Figure 5.5: Time-latitude diagram for the rate of change of the zonal mean potential
vorticity gradient at level 55 (left) and level 65 (right) respectively. Solid contours
correspond to negative values, dashed contours correspond to positive values.
The behaviour at later times, as depicted in the time-latitude plots, seems to be-
come rather convoluted, as two branches of strongly negative rates of change appear
to form. Such a behaviour could be a sign that a decomposition of the flow into
a zonal mean and wave components is not particularly meaningful after a certain
stage and that phenomena that in reality are local simply happen to project onto the
zonal mean. Altogether, once the deformation of the potential vorticity field becomes
strong one needs to question the usefulness of applying eulerian diagnostics. At the
same time one should keep in mind that the results presented in chapter 3 showed
that even in a highly deformed flow wave-mean flow theory was capable of capturing
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the most important aspects of the dynamics.
Given the concerns presented above, it is important to ask what might have caused
this apparent abrupt, but local, decrease in the zonal mean potential vorticity gra-
dients. A natural question to ask is whether high zonal wavenumber disturbances,
that are seen to form as a result of the deformation of the potential vorticity field,
might affect directly the zonal mean flow and be responsible for the change in the
time scale of interaction. A first obvious quantity to examine is the Eliassen-Palm
flux divergence, as it represents the total eddy forcing onto the zonal mean velocity
field. Even though the zonal mean velocity field does not exhibit a behaviour as
strongly similar to the zonal mean potential vorticity gradient, but rather seems to
follow the smooth time history of the channel averaged mean available potential en-
strophy, a decomposition of the Eliassen-Palm flux into different zonal wavenumber
bands could provide useful information on the dynamics. A time-latitude plot of the
relative contribution of the zonal wavenumber 1 field to the total Eliassen-Palm flux
divergence at level 60 is shown in figure 5.6. As seen the wave 1 field accounts for more
than 90 % of the total divergence, a result also found in the study of Robinson (1988).
To the degree that this result is representative of the flow dynamics it seems to sug-
gest that a sudden change in the structure of the wave 1 would be necessary in order
to produce a strong forcing onto the zonal mean flow and lead to the rapid decrease
in the mean potential vorticity gradient. One should keep in mind however that in
general the zonal mean velocity represents a much smoother field than the mean po-
tential vorticity gradient, which is a highly differentiated quantity. Thus large changes
in the potential vorticity gradient field, such as observed in figure 5.5 might simply
be a consequence of relatively small, perhaps almost unnoticeable, modifications in
the zonal mean velocity. In such a case, the examination of the time evolution of the
Eliassen-Palm flux divergence would not provide useful information for the decipher-
ing of the dynamics of the flow.
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Figure 5.6: Time-latitude diagram for the relative contribution of wave# 1 to the
total Eliassen-Palm flux convergence at level 60.
Given that in our model one has perfect knowledge of the dynamical fields, it is pos-
sible to look directly at the zonally averaged eddy potential vorticity fluxes, and more
specifically, at their second derivative, which would correspond to the eddy forcing
acting on qY. In the real atmosphere the scarcity of data would never permit such a
calculation. In the present model however such an operation is quite feasible. Fig-
ure 5.7 shows the time evolution of 1?, and o( ) , at the center of the channel,
at level 60.
As shown, the rapid changes in the eddy forcing account nicely for the sudden change
in the time series of q,. As the only other term acting upon the mean potential vor-
ticity field comes from newtonian cooling, eddy forcing is the only active mechanism
affecting its evolution. Given that figure 5.7 shows clearly the change in the time
scale of interaction occurring after day 170 it is interesting to ask, just as in the case
of the Eliassen-Palm flux divergence, how the total eddy flux might decompose into
different zonal wavenumbers. Interestingly one sees again that zonal wavenumber 1
induced fluxes are responsible almost entirely for the abrupt change in behaviour, up
to day 180. The zonal wavenumber 2 wave seems to have a negligible contribution
125
I- ii i - -if "NIII .... . . . . ....... . . mN l
x10 -18 x10
4 2
20 1.5
0- 1
-2- 
- 0.5 -
-4 0
-6 -0.5 ,
-8 / -1
-10 -1.5
-12- /-2
-14 - -2.5 ,
-16 -3
140 160 180 200 220 140 150 160 170 180 190 200
time (days) time (days)
Figure 5.7: Left: Time series of rate of change of zonal mean potential vorticity gra-
dient (solid line) and total eddy forcing on the mean flow (dashed line), at y = L/2,
level 60. Right: Time series of total eddy forcing (thick solid line) and decomposition
into contributions from wave# 1 (dash-dot line), wave# 2 (thin solid line) and higher
zonal wave#s (dashed line). Units in both figures are in mn-s-2
throughout the integration period, while higher zonal wavenumbers only come into
play at later stages. Interestingly higher wavenumbers seem to tend to act in a di-
rection opposite to that of wavenumber 1. As seen in figure 5.7 the wave 1 fluxes
act in the direction of further decreasing the zonal mean potential vorticity gradients
but higher wavenumbers prevent them from doing so. The time series of the mean
potential vorticity gradient shown in figure 5.4 shows that by day 190 the mean gra-
dient has reached its minimum value, being slightly negative, and over the next 20
day period recovers to relatively small but positive values. Thus one could argue that
high wavenumbers keep the mean potential vorticity gradient from turning strongly
negative, acting as stabilizers to the flow.
Such an interpretation however would be more appropriate for describing small scale
barotropic instabilities, tending to smear out the regions of negative potential vor-
ticity gradients, rather than the interactions among large scale waves, which can be
shown to be primarily responsible for the eddy fluxes shown in figure 5.7. Moreover
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the decomposition into different zonal wavenumbers is probably misrepresentative of
the real dynamics after a certain point, as mentioned in section 5.2. Still, the point to
retain is that the anomalously strong eddy fluxes observed between day 170 and 190
can be attributed to the zonal wavenumber 1 wave and to changes in its structure.
This is even more obvious if ones looks at an average of the eddy fluxes over a quarter
of the domain width (see figure 5.8). Such an average should on one hand retain
the signature of the anomalous local dynamics depicted in figure 5.5 and at the same
time be characteristic of a reasonably large scale in the flow, rather than a completely
local response to the deformation of the potential vorticity field.
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Figure 5.8: Time series of total eddy forcing (thick solid line) and decomposition into
contributions from wave# 1 (dash-dot line), wave# 2 (thin solid line) and higher zonal
wave#s (dashed line), at level 60, averaged over [Ly, L,]. Units are in m1S-2.
Altogether it seems that one can describe the dynamics associated with the abrupt
changes in the flow evolution as follows: The appearance of closed circulation regions,
that comes as a result of the growth in amplitude of the zonal wavenumber 1 distur-
bance, leads to significant deformation of potential vorticity, thus also affecting the
structure of the wave 1 potential vorticity field itself. The changes in the horizontal
structure of wave 1 in turn produce strong eddy potential vorticity fluxes and lead to
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a rapid interaction with the zonal mean flow, at time scales much shorter than those
involved during the "quasi-linear" stages of the flow evolution.
Such an interpretation relies of course on a wave-mean flow approach and it is not
obvious that it is appropriate for the present case. On the other hand, it does not seem
easy to explain the time evolution of the mean potential vorticity gradient by simply
following the motion of the "tongues" of potential vorticity. Not only do they cover
limited regions of the horizontal domain, thus having a relatively weak projection
onto the zonal mean, but also their positioning and their behaviour in time do not
allow for a clear link with the time evolution of the zonal mean potential vorticity
gradient values.
5.4 Wave 1 Propagation
The strong changes observed in the zonal mean flow are naturally expected to have
a significant impact onto the structure and the amplitude of the zonal wavenumber
1 disturbance. The decrease in the zonal mean potential vorticity gradients leads to
an equally strong decrease in the wave 1 refractive index and to the formation of a
refractive index turning surface, thus changing drastically the propagation character-
istics of the forced wave. Focusing on the time evolution of wave amplitudes at level
60 one observes a strong decay of the wave 1 potential enstrophy values after day 175
(see figure 5.9), despite the continued increase in the bottom forcing until day 200.
Other wave quantities at the same level, like for example the wave 1 streamfunction
amplitude, also decrease after day 180. Plots of the two-dimensional structure of
the wave 1 streamfunction (figure 5.10) show a general downward migration of the
maximum in the amplitude and a reduction of amplitudes at the upper levels of the
model domain occurring at late stages in the numerical integration. The observed
changes in the wave structure appear to be at least qualitatively consistent with the
changes observed in the refractive index and the formation of a reflecting surface.
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Figure 5.9: Time series of channel average wave# 1 potential enstrophy at level 60.
It is interesting that the changes in the wave 1 structure seem to respond quite rapidly
to the changes in the zonal mean flow and that its time evolution seems to be quali-
tatively consistent with the picture one would obtain from linear propagation theory,
as was the case in the steady state study of chapter 3 also. Figure 5.11 shows the
predictions of linear theory, given the instantaneous zonal mean flow and bottom
wave forcing, for the steady state wave 1 structure. Because in the non-linear model
the large scale waves do not respond immediately to changes in the zonal mean flow
and in the bottom forcing, a comparison with a steady state linear calculation is not
expected to give accurate results. However the steady state calculation should rep-
resent to a good degree the changes in the ability of the forced wave to penetrate in
the vertical, due to the modification of the zonal mean flow. Any differences should
reflect on one hand deviations from linear propagation theory and on the other hand
the fact that the interior wave structure does not respond instantaneously to changes
in the boundary condition and the basic state characteristics.
A comparison between figures 5.10 and 5.11 shows good agreement. The linear cal-
culations capture not only the downward migration of the maximum in the wave 1
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amplitudes, but also predict with reasonable accuracy the magnitude of the stream-
function amplitude itself. In general the steady state linear calculations seem to
overestimate the wave 1 amplitudes by about 20 %. This can be partly attributed to
the values of the bottom forcing used in the linear calculations. As the bottom forcing
continuously increases until day 200, and given the time delay for the propagation of
information from the lower boundary to the upper levels of the domain, the interior
wave amplitudes on each given day are not expected to be in equilibrium with the
instantaneous value of the bottom forcing. The extent of the disagreement between
the linear steady state calculations and the wave amplitudes in the non-linear flow
will thus depend, among other factors, on the time scale for propagation of the wave.
However, while the quantitative comparison of the wave 1 field structure shows these
differences in the streamfunction amplitudes, the linear, steady state calculations
appear to predict remarkably well the height at which the maximum wave 1 stream-
function amplitude is observed. This is at first sight quite surprising, considering that
the time scale for the modification of the zonal mean flow is very short in the period
between days 160 and 190; One would perhaps not expect the forced wave, even if it
behaved mostly in a linear fashion, to be able to respond immediately to the mean
flow changes. However it seems that its propagation time scale is short enough for
the comparison between the instantaneous wave structure and the linear steady state
prediction to give good agreement. For the undisturbed basic state the forced zonal
wavenumber 1 wave had a vertical wavelength of 120 km and a corresponding vertical
group velocity of 0.022 ms - 1. Using these values one gets a characteristic time scale
for propagation of information in the vertical, over a distance of 20 km, of the order
of 10 days. This estimate seems consistent with the observed response time of the
wave to the modifications of the mean flow.
It is interesting that again, as in chapter 3, linear propagation theory is capable of
capturing so accurately the evolution of the wave 1 field. As discussed in section 5.3
it is clear that non-linear dynamics are an important ingredient in understanding the
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time evolution of the flow after day 170. The fact that
1 field seems to respond mostly linearly to the abrupt
potential vorticity gradients in the center of the channel
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Figure 5.10: Time evolution of the wave# 1 streamfunction field in the non-linear
numerical model.
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Figure 5.11: Linear, steady state predictions for wave# 1 streamfunction amplitude,
given the instantaneous zonal mean flow from the numerical non-linear model inte-
gration and the appropriate bottom forcing value.
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5.5 Wave-Wave Interactions. Modification to Lin-
ear Propagation
In the steady state study presented in chapter 3 it was shown that on average wave-
wave interactions acted as a sink of potential enstrophy for the zonal wavenumber
1 disturbance. At the same time it was shown that the importance of this "sink"
term, in the saturation process, was rather secondary. Interestingly it was found that
the strength of the non-linear term did not increase proportionally to the bottom
forcing. The "quasi-linear" saturation mechanism seemed to limit non-linearities to
small values. The steady state study, however, left many questions unanswered. In
the present time dependent study one has the chance to explore in more detail the
effect of wave-wave interactions upon the propagation of the forced wave and see
in what ways non-linear interactions modulate the linear propagation and affect the
evolution of the flow.
As in chapter 3, we look at the contribution of wave-wave interactions onto the wave
1 potential enstrophy budget. However, while in the steady state study we exam-
ined channel averaged quantities only, here we retain the meridional dependence so
as to understand better the local dynamics of the non-linear flow. Figure 5.12 shows
a time-latitude plot of the strength of wave-wave interactions at level 60, focusing
on the dynamics after day 140. The first obvious point to note is that wave-wave
interactions act as an enstrophy "sink" only in a channel average sense. If one looks
at the meridional structure of the non-linear enstrophy forcing term one sees that it
tends to reinforce the wave 1 potential enstrophy at the center of the channel while
acting in the opposite direction at the flanks. In general, and especially during the
"quasi-linear" stage of the flow evolution, the zonal mean potential vorticity gradient
was seen to decrease in the center and increase at the flanks. On the other hand hor-
izontal maps of the potential vorticity field show that the eulerian mean is a rather
poor representation of the potential vorticity structure and that in reality one has
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a band of strong potential vorticity gradients that undulates in the north south di-
rection as a function of longitude. The fact that linear theory seems to capture well
the vertical structure of the forced wave indicates that the zonal wavenumber 1 dis-
turbance mostly feels the eulerian mean potential vorticity gradient rather than the
local potential vorticity front depicted in figure 5.1. At the same time however the
results presented in figure 5.12 suggest that one does have some deviations from this
behaviour. Thus, in the center of the channel, where the potential vorticity front is
north-south oriented but has not vanished, wave-wave interactions lead to a strength-
ening of the wave 1 potential enstrophy, in a way representing the ability of wave 1
to propagate along the deformed basic state. A similar explanation can also perhaps
account for the generally negative value of the wave-wave term at the flanks of the
channel.
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Figure 5.12: Time-latitude diagram of the effect of wave-wave interactions onto the
local wave# 1 potential enstrophy. Solid lines correspond to a positive forcing onto
the local wave# 1 potential enstrophy, dashed contours to negative forcing. Units of
contours are in s-
A behaviour similar to the one depicted in figure 5.12 was also observed by Robinson
(1988), although Robinson's results referred to averages over 300 latitude bands. In
Robinson's study it was found that wave-wave interactions led to local destruction of
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wave 1 potential enstrophy at some latitudes while apparently reinforcing the wave 1
at others. However the relation between the sign of the wave-wave interaction term
in Robinson's study and the linear propagation of the forced wave was not examined,
so a direct comparison with the present results is not possible.
In our current analysis we see that at the later stages of the flow evolution, start-
ing from day 200, the forcing from wave-wave interactions in the central part of the
channel seems to change sign and to lead to local destruction of wave 1 potential
enstrophy. This however comes much later than the time when the wave 1 enstro-
phy is seen to start decreasing at this level. One also sees a similar behaviour when
comparing the time series for the time tendency of the channel averaged wave 1 po-
tential enstrophy to the non-linear "sink" term, also channel averaged, at level 60
(see figure 5.13). Clearly the wave-wave term increases in amplitude after the wave
1 potential enstrophy has started decreasing. This time lag seems to suggest that
wave-wave interactions, while being a result of the growth of wave 1, do not act as
a regulatory, amplitude limiting mechanism. The decrease in the wave 1 enstrophy
should rather be attributed to the changes in the zonal mean flow propagation char-
acteristics, consistent with the analysis of section 5.4.
Coming back to the issue of the modifications that wave-wave interactions bring about
to the linear propagation of the forced wave, a comparison between the instantaneous
two-dimensional structure of the refractive index squared and the term representing
the effect of wave-wave interactions onto the wave 1 potential enstrophy is shown
in figure 5.14. As can be seen the modification of the zonal mean flow leads to the
formation of negative regions for the refractive index squared, causing a reflection of
the forced wave, and thus preventing it from reaching the upper levels of the model
domain. Again it is seen that wave-wave interactions cannot be described simply as
a local, in y-z, sink of wave 1 potential enstrophy. Rather, to first order one might
perhaps think of them as a modification to the linear propagation picture, allowing
for the fact that the eulerian mean is not a good representation of the potential vor-
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Figure 5.13: Time series for the rate of change of the wave# 1 channel averaged
potential enstrophy at level 60 (solid line), and the calculated effect of wave-wave
interactions (dashed line). Units are in s - 3
ticity field and that in the three-dimensional flow the potential vorticity front in the
center of the channel does not vanish, as the zonal mean would suggest, but rather
undulates in the north-south direction. Of course this description covers only part
of the picture since, as seen on day 220, the wave-wave term does exhibit a local
behaviour that is significantly more complicated.
One point that is worth stressing even further, and was mentioned in the study
of Robinson (1988) as well, is that for the most part only interactions with zonal
wavenumbers 2 and 3 affect directly the wave 1 field, as they represent more than
80 % of the total eddy forcing. In this respect it seems that even a low resolution
model might be capable of reproducing the broad characteristics of the time evolution
of the non-linear flow with a satisfactory degree of accuracy, at least to the degree
that the focus is on the behaviour of the zonal wavenumber 1 field.
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Figure 5.14: Left: Normalized, two-dimensional structure of the wave# 1 refractive
index squared on days 185 (top) and 220 (bottom). Heavy solid line corresponds to
the boundary between positive and negative values of the refractive index squared.
Negative values are not plotted. Right: Effect of wave-wave interactions onto the
wave# 1 potential enstrophy on days 185 (top) and 220 (bottom). Dashed contours
correspond to negative values of the wave-wave forcing, solid lines correspond to
positive values.
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5.6 Sensitivity to turn-on time scale
In the present study the time scale for the turn-on of the bottom forcing has, so far,
been set to the rather unrealistic value of 200 days. In nature, on the other hand,
the tropospheric forcing of stratospheric planetary waves is observed to fluctuate over
time scales of days and wave propagation occurs in a rather episodic manner. How-
ever, even though in the current study the time scale associated with the bottom
forcing was rather long, it was seen that the internal dynamics of the flow introduced
a much shorter time scale, of the order of 20 days, showing most prominently in the
time series of the zonal mean potential vorticity gradient (see figure 5.3). As seen
in section 5.4 the forced wave responded quite rapidly to the changes in the zonal
mean flow. The time scale for the wave adjustment, over a 20 km vertical scale, was
found to be about 10 days, thus explaining the good agreement between the wave
1 structure observed in the time dependent non-linear model and the prediction of
steady state linear calculations, given the instantaneous zonal mean flow.
In terms of the synoptic development, which is often the focus of studies on strato-
spheric dynamics, it was seen that non-linear advection produced significant deforma-
tion of the potential vorticity field, but was eventually balanced by damping, which
limited the stretching of the vorticity contours. At no point was complete wrapping
of potential vorticity contours around the closed circulation regions observed. On the
other hand, in the stratospheric dynamics literature, it is often argued that strong
non-linear advection, that results from the vertical penetration of planetary scale
waves, leads to strong quasi-horizontal mixing, thus creating a large zone of homoge-
nized potential vorticity in mid-latitudes (McIntyre and Palmer, 1984). Given that in
the present numerical model such a behaviour is not observed, even for the strongest
values of the bottom forcing, it is interesting to see to what degree this behaviour
might change as one goes to shorter turn-on times for the bottom forcing. In general
one would expect the behaviour of the flow to differ from the current findings only
so far as the turn-on time approaches the 10 day time scale, observed in the present
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study to represent the adjustment time of the wave to changes in the mean flow.
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Figure 5.15: Time series of various terms affecting the wave# 1 potential enstrophy
budget at level 60, for Tforcing = 10 days. Linear propagation term (thin solid line),
linear damping term (thin dashed line), wave-wave interactions (thick solid line) and
wave# 1 potential enstrophy tendency (thick dashed line). Units are in s - 3
Numerical integrations with 4bottom = 2.5 106 m 2 s- 1 have been repeated for values of
the turn-on time scale ranging from 10 days to 100 days. The numerical results for
each integration have been analyzed both in terms of the synoptic evolution and in
terms of eulerian diagnostics for the mean flow and the various wave components. In
a first step it is observed that the behaviour described in the previous sections applies
to the flow evolution in all present cases as well, even for the shortest turn-on time;
That is wave-wave interactions seem to play a secondary role in affecting the ampli-
tude of the wave 1 component, which responds in a mostly quasi-linear fashion to the
modifications of the zonal mean flow. Figure 5.15 shows the time evolving relative
contribution of various terms in the potential enstrophy budget of wave 1, at level 60,
for the shortest Tforcing value used. As mentioned, even in this case the modification
of the zonal mean flow seems to have the strongest effect onto the wave 1 potential
enstrophy evolution. The magnitude of the wave-wave term clearly cannot account
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for the changes in the wave 1 amplitudes, even though non-linear interactions leave
a strong mark onto the horizontal maps of potential vorticity.
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Figure 5.16: Maximum value of the wave-wave interaction term, affecting the wave#
1 potential enstrophy at level 60, as a function of Tforacng. Units are in s -3
Examining the sensitivity of the maximum strength of wave-wave interactions to the
value of the turn-on time scale, one observes a very strong dependence, with the wave-
wave term reaching values more than twice as strong in the case of Tforcing = 10 days,
compared to longer time scales (see figure 5.16). Interestingly the case Tforcing =
10 days also presents the most violent horizontal deformation of the potential vortic-
ity field. Thus there seems to be good correspondence between the observed potential
vorticity deformation and the effect of wave-wave interactions onto the wave 1 po-
tential enstrophy budget. Linking however this increase in the strength of wave-wave
interactions to the amplitude of wave 1 is not straightforward. As seen in figure 5.17
the maximum wave 1 streamfunction amplitude at level 60 does not present a strong
dependence on the turn-on time scale for the bottom forcing. Not only are the dif-
ferences between values corresponding to different values of -forcing small, but the
strongest wave 1 streamfunction amplitude seems to occur at intermediate values of
Tforang, at time scales of about 50 days.
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The wave 1 channel averaged potential enstrophy on the other hand does seem to
follow a behaviour similar to that of the wave-wave interaction term, maximizing at
the shortest turn-on time scale. However the difference in potential enstrophy val-
ues between Tforcing = 10 days and 100 days is of the order of 30 % only. Moreover,
as discussed in chapter 3, the potential enstrophy conservation principle, that could
potentially link the wave 1 potential enstrophy values to the strength of wave-wave
interactions, does not seem to be directly applicable, as the height at which the wave
1 potential enstrophy maximizes does not correspond to that at which wave-wave
interactions become the strongest. High wavenumber disturbances are a by-product
of the deformation of the potential vorticity field by non-linear advection and any
physical explanation for their strengthening needs to tie their amplitude to the wave
1 streamfunction values rather than wave 1 potential enstrophy.
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Figure 5.17: Maximum values of wave# 1 streamfunction amplitude and wave# 1
potential enstrophy, at level 60, as functions of Tforcing.
As mentioned previously, snapshots of the horizontal structure of the total flow re-
veal a significantly stronger deformation of the potential vorticity field for Tforcing =
10 days than for longer time scales. Figure 5.18 shows the time evolution of some
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select potential vorticity contours, revealing the deformation caused by non-linear
advection once closed circulation regions form. Because of the action of newtonian
cooling, potential vorticity contours do not behave like contours of conservative trac-
ers, even for the shortest turn-on time scales. As the comparison of model results
for different turn-on times shows, complete wrapping of potential vorticity contours
around closed circulation regions is only found to occur for Tforcing = 10 days, and the
strongest deformation occurs at level 50. Even in this case however damping seems to
quickly come into play (see figure 5.18), halting the deformation of potential vorticity
and leading to a balance similar to that described in the steady state study. This
balance seems to largely be established by day 58, about 15 days after the first signs
of strong deformation.
Contrary to the time evolution of the potential vorticity field at level 50, at level
60 the effect of non-linear advection appears to be successfully halted by damping
early on in the time evolution of the flow, leading to a time sequence similar to the
one described in section 5.2. The difference in damping time scales between these
two levels, due to the presence of the exponentially increasing sponge layer, is of the
order of 30 %, with the damping time being about 17 days at level 50 and 11 days at
level 60. Given that the wave 1 streamfunction values attained at these two levels are
almost identical, the differences in damping might account for the differences in the
strength of the potential vorticity deformation.
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Figure 5.18: Snapshots of horizontal maps of potential vorticity at level 50, for
Tforcing = 10days. Contours selected correspond to potential vorticity values of
1.0 10- 5 s - 1, 1.5 10- 5 s - 1 , 2.0 10- 5 s-1, and 2.5 10- 5 s- 1, high potential vorticity values
corresponding to higher latitudes.
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In nature the newtonian cooling time scale at the upper layers of the stratosphere,
where wave amplitudes usually maximize, is thought to be of the order of 5 days or
less. Thus the current results hint to the possibility that stratospheric damping be
strong enough to prevent significant "mixing" of potential vorticity even in the gravest
wave episodes. Of course the results of the current study suggest that such details
are not important as far as the large scale dynamics are concerned. At the same time
however an accurate description of the phenomenology of Rossby wave breaking can
be useful in properly interpreting pictures of stratospheric potential vorticity fields
derived from satellite observations.
As the horizontal resolution of stratospheric data is rather coarse, maps produced
from analyzed wind and temperature can only describe the gravest scales in the po-
tential vorticity field and even these contain large uncertainties (Karoly and Graves,
1990; McKenna et al., 1989). Simulations with numerical models certainly help in
confirming the validity of stratospheric analyses, especially for the large scale fea-
tures. In turn the good comparison with observations provides support for use of
numerical models in approaching the dynamics of the true flow. It should be noted
that simulations with contour advection models (Waugh et al., 1994) often show the
extraction of thin filaments of potential vorticity from the core of the polar vortex and
seem to agree reasonably well on short time scales with measurements of chemical
tracer concentrations from aircraft flights through the lower stratosphere. However,
as contour advection simulations treat potential vorticity as a purely conservative
quantity, one needs to understand how their results, which are generally argued to
apply primarily to the lower stratosphere, might apply to large scale wave breaking
events at higher altitudes, where damping processes can probably not be neglected.
5.7 Non-zonal basic state
In the numerical integrations performed so far the bottom forcing has been chosen
such as to excite a single zonal wavenumber instead of a multitude of waves or a local-
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ized disturbance. As was seen in the model runs, the vertical propagation of the forced
disturbance, for strong enough bottom forcing values, led to strong deformation of the
potential vorticity field and in that respect also led to significant deviations from pure
wave-mean flow type of interactions. Thus, at the levels where non-linear advection
was seen to become important, a wide spectrum of zonal wavenumber components
was forced. At the same time however it was shown that given the modified zonal
mean flow linear propagation theory was able to capture with remarkable accuracy
the changes in the vertical structure of wave 1 seen in the time dependent non-linear
numerical model.
Given that our basic state was chosen to be purely zonal and that the bottom forcing
was rather idealized, one could argue that it is due to these simplifications that linear
theory appears to give such good results. In nature a purely zonal basic state rarely
exists, as zonal wavenumbers 1 and 2 are usually found to coexist in the stratosphere.
Thus it is of interest to check the sensitivity of the results presented in the previous
sections to a case where the basic state upon which our forced wave propagates con-
sists of our initial zonal mean flow and a zonal wavenumber 2 component.
In nature the propagation of wavenumber 2 disturbances in the stratosphere is in gen-
eral weaker than that of zonal wavenumber 1 waves, as they are refracted equatorward
more readily than their wave 1 counterparts. Thus, in general, wave 2 amplitudes
appear relatively weak, rarely leading to important deviations from linear behaviour.
In a beta plane channel model on the other hand, due to the presence of the side walls
and the absence of equatorward refraction, a forced wavenumber 2 disturbance will
penetrate all the way to the higher levels of the model domain, and is thus expected
to have a potentially significant impact on the propagation of the forced wavenumber
1 disturbance. However, as in nature the meridional refraction of wave 2 prevents it
from propagating to the upper layers of the stratosphere, it is not a priori clear to
what degree it affects the dynamics linked to the occasional strong wave 1 vertical
penetration.
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Figure 5.19: Left: Horizontal map of potential vorticity at level 60, capturing the
non-zonal character of the basic state. Right: Wave# 2 streamfunction amplitude,
in m2 - 1, as a function of height.
Thus, in designing a numerical run with a zonal wavenumber 2 wave present in the
initial condition, one needs to be careful as to the choice of the amplitudes for the
wave 2 disturbance; These are chosen to be large enough so as to potentially affect
the wave 1 propagation, but limited to a range such that the basic state be governed
by linear dynamics. A horizontal map of the potential vorticity at level 60, before the
turn-on of the bottom forcing for the wave 1 disturbance, is shown in figure 5.19. The
wave 2 amplitude at level 60 is 7.0 106 m 2s - 1 , about one fifth the maximum amplitude
reached by the wave 1 disturbance in the numerical run described in section 5.4. For
the geometry of our model domain, and given that Uo = 25 ms - 1, wave 2 turns out
to be vertically trapped. However, as the mean winds are only slightly stronger than
the maximum wind speeds that permit wave 2 propagation, its amplitude does not
decrease strongly with height. Rather it is seen to slightly increase, by a factor of
3 over a vertical distance of 70 km (see figure 5.19). The vertical trapping is thus
found to be barely sufficient to counteract the amplitude increase due to the den-
sity effect. Because the wavenumber 2 disturbance is vertically trapped its structure
is barotropic, with no phase tilt in the vertical. As a consequence it produces no
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Eliassen-Palm flux convergence and leaves the zonal mean wind field completely un-
affected by its vertical penetration. Thus, except for the presence of the wavenumber
2 disturbance in the basic state, all other conditions are identical to those used in the
model set up described in section 5.2.
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Figure 5.20: Horizontal maps of potential vorticity at level 60, on days 165 (left) and
190 (right).
Interestingly the dynamics of the flow do not seem to be significantly affected by the
presence of the zonal wavenumber 2 disturbance. Following the synoptic evolution
of potential vorticity at level 60 one sees a surprisingly close correspondence to the
evolution described in section 5.2. As in the case of the purely zonal basic state,
a closed streamfunction contour is first seen to form at that level on day 160. The
formation of the closed streamfunction contour is followed by a strong deformation
of the potential vorticity field, as shown in figure 5.20. The evolution of the potential
vorticity field is almost identical to that presented in figure 5.1. Thus it seems that
the presence of the wave 2 plays a rather minor role in the dynamics observed.
This is also clear when comparing the evolution of the vertical structure of the wave
1 streamfunction to that observed in the purely zonal basic state case. As shown in
figure 5.21, one observes again a weakening of the wave 1 amplitudes at the upper
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levels of the model domain and a downward migration of the maximum in the wave
1 streamfunction amplitude. A comparison with the results in figure 5.10 shows the
remarkably close agreement. It can be shown that linear theory, only using the modi-
fied zonal mean flow for the basic state, captures very well the behaviour of the wave
1 disturbance again, despite the fact that the "background" flow is in reality not zonal.
, IP111 on day 160
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Figure 5.21: Time evolution of the
numerical model, for the case of the
IIT1I on day 180
IIYll on day 220
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y-axis
wave# 1 streamfunction field in the non-linear
non-zonal basic state. Units are in m 2 s- 1
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Given this behaviour, and since the initial amplitude of the wave 2 component was
large enough to be expected to affect the flow evolution, it is interesting to examine
the time evolution of wave 2, so as to better understand the reasons for this lack of
disagreement between the numerical integrations with a zonal and a non-zonal basic
state. Observing the time evolution of the wave 2 one sees a decrease of its amplitude
at high altitudes, even though the bottom forcing is kept constant. This behaviour
can be seen in figure 5.22 where the wave 2 streamfunction amplitude at level 70 is
plotted as a function of time. As the zonal mean flow is strongly influenced by the
vertical penetration of the zonal wavenumber 1 disturbance, it is important to check
whether the decrease of the wave 2 amplitudes with time might simply reflect the
changes in the mean flow propagation characteristics. To check for the possibility
that linear theory might successfully account for changes in the wave structure, we
rely on a numerical integration with a linearized version of the model, where the
modified, time dependent zonal mean flow is taken from the non-linear model run.
As the results of these calculations show (see figure 5.22), changes in the zonal mean
flow do lead to a decrease in the wave 2 amplitudes, but not as strong or as rapid as
observed in the non-linear model.
Clearly wave-wave interactions between the wave 1 and 2 components are important
in modulating the wave 2 amplitudes. However these interactions reduce the wave 2
amplitudes before the zonal wavenumber 1 component builds up to significant levels.
Thus the consequent evolution of the flow dynamics, associated with the strengthen-
ing of the wave 1 amplitudes and the significant deformation of the potential vorticity
field, occurs largely in the same way as if the basic state on which the wave 1 distur-
bance is propagating were purely zonal. In the stratosphere, especially in reference
to sudden stratospheric warmings, a strong anticorrelation between wave 1 and wave
2 amplitudes has often been observed (O'Neill and Taylor, 1979; Fairlie and O'Neill,
1988; Hirota et al., 1990). In general each component is observed to reach significant
amplitudes at times when the other component appears relatively weak. While wave-
wave interactions are expected to be important for these amplitude modulations, the
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Figure 5.22: Time evolution of the wave# 2 streamfunction amplitude at level 70.
Results of non-linear numerical model (solid line) versus linear calculations (dashed
line), given the modified, time dependent zonal mean flow. Units are in m 2s - 1.
results presented above suggest that quasi-linear propagation notions might still be
applicable in explaining the behaviour of each of the wave components separately
during the periods where the other wave is weakened at the levels of interest.
5.8 Conclusions
The present study attempts to go a step further in the understanding of the cou-
pling between wave-wave interactions, associated with Rossby wave breaking, and
the vertical propagation of a forced, planetary scale disturbance. While the results
presented in chapter 3 showed that in the steady state the saturation of the wave
1 amplitudes could be explained through basically quasi-linear dynamics, the time
dependent study allows one to examine not only the sensitivity of these results to the
time scale associated with the turn-on of the bottom forcing, but also to clarify other
aspects of the dynamics that the steady state study, by its nature, was unable to
address. Moreover the present examination allows for a more natural connection to
geophysically relevant situations, especially concerning the propagation of planetary
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scale anomalies in the winter stratosphere.
Following the time dependent response of the flow to a slow turn-on of the bottom
forcing it was found that the growth of the vertically propagating disturbance led to
the formation of closed circulation regions and significant deformation of the potential
vorticity field, similarly to the results of the steady state study. Interestingly it was
found that coincident with the first signs of deformation of the potential vorticity
field, at altitudes between 50 and 60 km, was a very rapid modification of the zonal
mean flow, most noticeable in the zonal mean potential vorticity gradient time series.
The time scale for the modification of the zonal mean flow was seen to be of the
order of 20 days, much shorter than the slow time scale associated with wave-mean
flow interactions occurring at earlier stages. Thus there seemed to be a clear dis-
tinction between the "quasi-linear" stage in the flow evolution and a more violent,
"non-linear" stage.
Despite the coincidence observed between the timing of the rapid mean flow modifi-
cation and the onset of the deformation of potential vorticity by non-linear advection,
it is not clear how the changes in the mean gradient values, observed in the model,
can be explained in terms of the advection of "tongues" of potential vorticity that
are seen to form. While heuristic "mixing" arguments are often invoked in describing
the dynamics related to the strengthening of stratospheric planetary waves, they do
not seem appropriate for the present situation, as the deformation of the potential
vorticity field only influences directly limited regions of the flow. On the other hand
it is often argued that an analysis of the dynamics in terms of eulerian means, and a
decomposition into different wavenumbers is unnatural and obscuring when dealing
with local phenomena. However, such an analysis, for the eddy forcing term acting on
the mean flow, can be helpful in identifying the dynamically important spatial scales.
As in Robinson (1988), an examination of the relative contributions from different
zonal components shows that to a large extent the anomalous eddy fluxes, responsible
for the rapid mean flow modification, can be attributed to the zonal wavenumber 1
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disturbance, and thus involve the well resolved dynamical scales of the model domain.
Even more interesting is perhaps the finding that the zonal wavenumber 1 distur-
bance is consequently seen to respond in a linear fashion to the modifications of the
zonal mean flow. As the reduction of the mean potential vorticity gradients causes
the formation of a refractive index turning surface, the wave 1 is reflected downward
and its amplitude at the upper levels of the model domain is reduced. Not only are
the changes in the wave 1 structure in qualitative agreement with the changes ob-
served in the refractive index, and in line with linear propagation notions, but linear,
steady state linear calculations, given the instantaneous modified zonal mean flow,
produce very close quantitative agreement with the non-linear model results as well.
This agreement is at first sight surprising, given the rapid modification of the mean
flow observed in the non-linear model. It is found however that the time scale for
propagation of information in the vertical, over a 20 km depth scale, calculated from
the group velocity of the forced wave, is of the order of 10 days. Thus, despite the
very rapid changes in the zonal mean flow, the adjustment time scale of the forced
wave is short enough for linear, steady state calculations to capture well its evolution.
The good agreement of linear calculations for the wave 1 structure with the results of
the non-linear model is also surprising in view of the significant horizontal deforma-
tion of potential vorticity that is observed in the numerical model. An examination
of the direct effect of wave-wave interactions onto the wave 1 potential enstrophy
budget shows a relatively small contribution, compared to the effect of changes in the
mean flow, in line with the results presented in chapter 3. As mentioned in the in-
troductory chapter, it is often thought that wave-wave interactions can be described
as an effective local damping of the forced, vertically propagating wave, acting as
sinks of potential enstrophy. The present results suggest that while this is true in
a channel average sense, the meridional structure of this non-linear forcing onto the
wave 1 is much more convoluted, leading to a reinforcing of the wave 1 enstrophy at
some latitude bands and acting as an effective "damping" at the flanks of the channel.
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This behaviour seems to be consistent, at least partly, with the notion that the forced
wave does not simply feel the eulerian mean field, but rather propagates onto a wavy
basic state. However, while signs of this behaviour are clear in the structure of the
wave-wave term, the success of linear propagation theory suggests that on the whole
the direct effect of non-linear interactions onto wave 1 is small.
Thus it seems possible to describe the behaviour of the flow in relatively simple terms,
based mostly on quasi-linear notions, being careful of course not to neglect the crucial
role of non-linear interactions in producing the strong modification of the zonal mean
flow when closed circulation regions first form. The fact that the dynamics of the flow
can be simplified, by concentrating on the evolution of the zonal mean flow and the
linear adjustment of the forced wave, is very important, as it allows for a clear physical
interpretation of the flow evolution. Thus the saturation of the forced disturbance
can be understood intuitively without necessarily referring to the full complexity of
the non-linear model. At the same time however, for the purposes of a quantitative
prediction, it seems hard to avoid resorting to fully resolving numerical simulations.
Given the complexity of the non-linear interactions observed in the numerical model,
a simple physical parametrization of non-linear processes, as put forth by Garcia
(1991), that would allow one to explicitly represent only the large scale dynamics,
does not seem feasible.
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Chapter 6
Polar Model Study
6.1 Introduction
The issue of wave saturation has so far been examined in a rather idealized context,
both in the barotropic and in the three-dimensional beta plane channel model. While
the results presented in chapters 3 and 5 suggest very clearly that the dynamics of
the flow are primarily controlled by the interaction between the zonal mean flow and
the forced, propagating disturbance, it would be useful to examine the same problem
in a more realistic set-up. One reason is that the geometry of the beta plane channel
model, with the presence of solid side wall boundaries, seems to restrict to a large de-
gree the evolution of the flow, and to essentially reduce the character of the dynamics
to a one-dimensional problem.
As mentioned in the introductory chapter, deviations from linear wave behaviour are
often observed in the stratosphere. However, given the presence of a critical line
in the sub-tropics, which in the nearly inviscid limit leads to non-linear phenom-
ena independently of the amplitude of the propagating wave (Warn and Warn, 1978;
Stewartson, 1978), it is not clear whether the observed non-linearities can be linked
to the enstrophy constraint and to a wave saturation process related to it. At the
same time, recent studies (Harnik and Lindzen, 2000) have depicted incidents of wave
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growth in observations that coincide with a deceleration of the mean flow in the upper
stratosphere and the formation of a refractive index turning surface. This behaviour
is very similar to the patterns of flow evolution observed in the previous chapters
and thus suggests that the notions of wave saturation, through the modification of
the mean flow propagation characteristics, might indeed be applicable to phenomena
observed in the stratosphere.
In general, stratospheric dynamics studies, examining deviations from linear wave
behaviour, have focussed primarily on the behaviour of the northern hemisphere.
Planetary waves in the southern hemisphere stratosphere appear, in general, to have
smaller amplitudes than their northern hemisphere counterparts and thus behave
more nearly as linear Rossby waves. The relative weakness of southern hemisphere
waves has been largely attributed to the absence of strong topographic wave sources,
as well as the absence of strong land-sea contrast in mid-latitudes. However, despite
the general quiescence of the southern hemisphere stratosphere, incidents of strong
wave growth do occasionally occur, as the study of Harnik and Lindzen (2000) shows.
Moreover, the presence of strong orography over Antarctica requires that some at-
tention be paid to its possible importance as a wave source. The issue of Antarctica
arises not only because of its high surface elevations, but also because its position
seems ideal for the study of the enstrophy saturation problem. As the planetary
vorticity gradient vanishes at the pole, and is confined to very small values in its
vicinity, one would expect a locally forced, vertically propagating wave, that is con-
fined in the region between 90 0 S and 70'S, to run into enstrophy depletion problems
almost immediately. On the other hand, calculating the actual zonal mean potential
vorticity gradient from climatological analyzed data, one sees that the contribution
from the relative vorticity dominates over that of the planetary vorticity, even at
polar latitudes (see figure 6.1). The structure of the zonal mean wind field seems to
lead to stronger positive potential vorticity gradients in the polar troposphere and to
negative gradients above the tropopause, in the 900 S - 70 0 S latitude band.
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Figure 6.1: Left: Monthly mean, zonal mean potential vorticity gradient for July
1992, derived from NASA/GSFC fields. Shaded regions mark negative mean potential
vorticity gradients. Units in m-ls - 1. Right: Refractive index squared for a stationary
zonal wavenumber 1 disturbance, for July 1992. Shaded regions denote regions of wave
evanescence.
This structure can also be depicted by examining the refractive index, defined in
spherical coordinates as v2 - a 2  2  2 N8 )2. One noticeable feature is
the presence of a duct of positive refractive index squared values in the lower 10 km, at
polar latitudes (figure 6.1). Had the zonal mean potential vorticity gradients followed
the structure of the planetary vorticity one would expect negative refractive index
squared values in the vicinity of the pole, due to the dominance of the - k
2  term
at high latitudes. The presence of a wave propagation duct in the polar troposphere
underlines the existence of non-negligible mean potential vorticity gradients. Even
however with the positive contribution from the mean relative vorticity, the overall
potential vorticity gradients over Antarctica are weak. Thus, given the strong orog-
raphy, the question of wave saturation remains valid.
Certainly there are many complicating factors affecting the dynamics of polar lat-
itudes, making it hard to predict, even in a qualitative sense, the response of the
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flow to forcing of waves by Antarctica. For one thing the refractive index structure
shown in figure 6.1 hints, at best, to relatively weak growth in the polar troposphere.
Also the general tendency of waves to refract away from high latitude regions needs
to be taken into account, especially since the refractive index squared values in the
polar stratosphere become negative. More importantly however there are significant
uncertainties not only as to the nature of the forcing by Antarctica, whether it is
primarily thermal or orographic, but also as to its magnitude, as the physics of the
surface flow over the dome of Antarctica appear to be rather complex.
Polar latitudes are also especially hard to study due to the almost complete lack of
trustworthy atmospheric data. Not only are observations from polar regions very
sparse, but also analyzed fields of the southern hemisphere flow are plagued by prob-
lems of the forecasting models, which affect the analysis through the specification of
a first guess field. As a consequence, current estimates of the flow at polar latitudes
are highly uncertain, especially so in the southern hemisphere where the presence of
Antarctica introduces special problems with regard to the surface flow and tempera-
ture structure.
Given the above considerations, the present study does not attempt to produce real-
istic simulations of the high latitude circulation. Rather we try to identify patterns
of behaviour in the hypothetical case where wave saturation becomes an issue. The
goal is on one hand to extend the findings of the beta plane channel model to a
spherical geometry and to a more realistic flow configuration, and on the other hand
to examine any possible unique features of the flow evolution at polar latitudes. Thus
the present study attempts to approach issues that could prove relevant to the par-
ticular dynamics of the southern hemisphere, while maintaining a reasonable degree
of abstraction, in face of the large uncertainties characterizing high latitudes.
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6.2 Antarctica as a wave source
One of the first studies examining the role of Antarctica as a wave source was that
of James (1988). Using a barotropic model, James (1988) showed that the topo-
graphic forcing by winds over Antarctica could be quite significant, as it generated
a wavetrain which propagated equatorward and was absorbed at the critical line in
the subtropics. The agreement between the model results and the observed southern
hemisphere, upper troposphere wave climatology was found to be quite good, despite
the extreme simplicity of the model and the neglect of forcing from tropical and sub-
tropical regions. Thus, while the study of James (1988) could not, by its nature,
address the issue of vertical propagation of the forced waves into the stratosphere,
its results suggested that Antarctica could be a significant source for stratospheric
anomalies in southern winter.
In a separate study, Mechoso (1981), using a low resolution GCM, compared the July
climatology obtained in the model with and without southern hemisphere topographic
anomalies. While no attempt was made to examine the relative contribution of each
topographic feature separately, Mechoso (1981) found that the presence of the various
topographic anomalies led to significant forcing of stationary waves at 500 mb, both
at polar (70 - 90'S) and high latitude regions (50 - 70'S). The stationary waves
produced by the topographic forcing were predominantly found to consist of a zonal
wavenumber 1 component, and the presence of large wave amplitudes at polar lati-
tudes seemed to hint to the importance of Antarctica as a wave source, thus pointing
in the same direction as the study of James (1988).
Subsequent studies however seem to contradict these results. Quintanar and Me-
choso (1995a) examined the characteristics of stationary waves in middle and high
latitudes of the southern hemisphere, using analyzed data, and attempted to identify
the main sources of wave activity. Their results showed that while some of the upper
tropospheric wave activity, observed in high latitudes (50 - 70'S), could be traced to
158
sources over Antarctica, low latitude sources seemed to be at least equally important.
Furthermore, sensitivity tests with a numerical general circulation model (Quintanar
and Mechoso, 1995b) gave similar results, showing low latitude wave sources and zonal
asymmetries in the southern ocean's sea surface temperatures being just as important
as Antarctica in forcing waves in the 50 - 70'S latitude band. The importance of
Antarctica as a wave source was thus found to be confined mainly to the polar regions.
Overall however, numerical studies concentrating on the southern hemisphere wave
climatology have been very few. Thus an intercomparison between different models is
not possible and one cannot get a sense of the uncertainty in the presented results and
conclusions. Given the numerical difficulties associated with the representation of the
flow at polar latitudes, and the significant lack of data by which to validate the model
performance, one would expect uncertainties to be quite large. Not only are physical
processes, such as the ones causing the observed strong temperature inversion over
Antarctica, difficult to model, given the relatively poor resolution of most models,
but also the strength of the direct topographic forcing is subject to the uncertainty in
the surface winds, which is quite high. Thus these factors need to be taken seriously
into account in any modeling study.
A simple calculation that, to the extent of our knowledge, has not been done is to
examine the sensitivity of the topographic wave source, associated with Antarctica,
to the uncertainty in the surface wind field, using a linear model of the flow. Taking
monthly mean zonal mean winds and temperatures from analyzed data, one can
construct a realistic basic state and estimate the linear stationary wave response to
topographic forcing by low level winds flowing over Antarctica. Using steady state,
linear, quasi-geostrophic equations on spherical coordinates one has:
co q) v' + v1 = -vqI
a cos(¢) BA a 8€
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where the first equation corresponds to the linearized potential vorticity equation
in the interior of the flow and the second to the linearized potential temperature
equation, used at the lower boundary. In spherical coordinates the potential vorticity,
streamfunction, geopotential height, horizontal velocity, and potential temperature
fields are related as follows:
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For the linear calculations a hemispheric domain is used, with sponge layers absorbing
the impinging wave activity both at the equatorward and the upper boundary. The
numerical domain is taken to extend up to 100 km, so that the calculated wave am-
plitudes at the upper stratospheric levels not be affected by the upper sponge layer.
Data for the zonal mean wind and temperature are taken from the Stratospheric
Chemistry and Dynamics Branch of NASA/GSFC, given on 18 pressure levels rang-
ing from 1000 mb to 0.4 mb. Tropospheric data (1000 - 100 mb) are provided by the
Global Data Assimilation System (GDAS), while stratospheric data (70 - 0.4 mb) are
taken from the NCEP Climate Prediction Center. The combined data set is then
regridded at NASA/GSFC onto a regularly spaced 50 longitude by 2' latitude hori-
zontal grid, with winds being estimated from geopotential height using the gradient
wind balance relation.
For the purpose of constructing a basic state the zonal mean wind and tempera-
ture fields are further interpolated onto a grid spaced evenly at 10 in the meridional
direction and 1 km in the vertical, a resolution sufficiently high for derivatives to
be reasonably accurate. Static stability and meridional potential vorticity gradients
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are then computed from the regularly gridded wind and temperature fields. Given
that NASA/GSFC data extend only to 0.4 mb, the zonal mean winds and the Brunt-
Viiislai frequency are taken constant above that level. For the calculation of the oro-
graphic forcing, the topographic elevation of Antarctica is decomposed into different
zonal wavenumbers, and the vertical propagation of each wave is examined separately.
The main dome is found to project most strongly onto the zonal wavenumber 1 and 3
Fourier components, with maximum amplitudes of 1, 600 m and 1, 000 m respectively
(see figure 6.2). As the zonal wavenumber 3 component is less strongly forced and is
often blocked from propagating into the stratosphere, our calculations only concen-
trate on wave 1.
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Figure 6.2: Decomposition of the surface elevation of Antarctica into different zonal
wavenumbers, as a function of latitude. Left: Zonal wavenumber 1. Right: Zonal
wavenumber 3.
Before proceeding any further one needs to check two issues that could cause the linear
calculations to fail; The first one regards the assumption that the vertical propagation
of the forced anomaly can be well captured by a linear model. In general the ampli-
tudes of stratospheric waves in the southern hemisphere are small, so linear equations
are expected to give reasonable results. This however requires that the analyzed zonal
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mean fields capture well the true climatological basic state. The second point con-
cerns the estimation of the forcing of planetary scale waves by Antarctica. For one
thing, the formulation presented above does not account for the thermal forcing as-
sociated with the strong infrared cooling occurring over the dome of Antarctica, even
though it appears to be quite important (Quintanar and Mechoso, 1995a, 1995b).
Another issue is that linear formulations for the topographic forcing assume motion
of air parcels over the topographic elevations rather than around them, as is usually
observed in non-linear flows, and thus fail in estimating correctly the effect of the
topography.
To check the ability of linear theory to capture the observed southern hemisphere wave
climatology the linear quasi-geostrophic model is forced by prescribing ' to the ob-
served monthly mean wave 1 geopotential height amplitudes at the 500 mb level at the
lower boundary. Newtonian cooling with a vertical profile similar to that estimated
by Dickinson (1973) is used, with damping time scales being of the order of 20 days
at the tropopause level and reaching values of 5 days at the stratopause. While the
uncertainty in the newtonian cooling coefficients is significant, the sensitivity of the
results can be shown to be rather small. Assuming uniform weak newtonian cooling,
of a time scale of 20 days, only changes the wave amplitudes at the stratopause by
30%.
The results of the linear calculations, using observed monthly mean 500 mb geopo-
tential height anomalies as bottom forcing, have been compared to observed monthly
mean wave 1 amplitudes for various months of the southern hemisphere fall and winter
season, March through August, covering different years as well. In general the com-
parison shows good agreement. The linear calculations not only estimate correctly
the order of magnitude of the peak wave amplitudes, but also capture reasonably well
the overall structure of the propagating wave (see figures 6.3 and 6.4). This relatively
good agreement lends credence both to the gross features of the analyzed zonal mean
fields, used as a basic state in the linear calculations, and to the estimates of the wave
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1 amplitudes appearing in the analysis.
To be fair, significant differences are occasionally found between analysis and the
linear predictions. At some instances the linear calculations predict too strong prop-
agation through the lower layers of the stratosphere, when the observed wave 1 ampli-
tudes seem to remain constant rather than increasing with height. At other times the
analyzed wave 1 geopotential height field shows a maximum in amplitude at altitudes
between 30 and 40 km, with amplitudes decreasing slightly at higher levels. While
the linear calculations often, especially during the fall season months, present a local
maximum of the right magnitude and at the right position, they show no inhibition
of propagation to higher levels, and lead to higher amplitudes at the stratopause
level. This disagreement could arise from inadequate damping of the propagating
wave. However increasing the newtonian cooling in the upper stratosphere to values
of 1 day-' does not seem to appreciably reduce the problem.
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Figure 6.3: Comparison between monthly mean wave 1 geopotential height amplitudes
from NASA/GSFC analysis (left) and from linear calculations (right). Units in m.
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Figure 6.4: Comparison between monthly mean wave 1 geopotential height amplitudes
from NASA/GSFC analysis (left) and from linear calculations (right). Units in m.
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In general the largest differences appear to occur during the winter months , June
through August. While a break down of linear theory could be suspected to be the
reason for the disagreement, since the propagating waves attain their largest ampli-
tudes during these months, this does not seem a plausible explanation. Given the
strength of the mean winds linear theory seems a reasonable approximation. While
part of the problem might lie with the structure of the assumed basic state, errors in
the satellite retrievals may also contaminate the wave amplitudes in the stratospheric
analyses, especially at levels close to the stratopause. Altogether it is not easy to
attribute the observed discrepancies to some specific factor without further detailed
work. For the purposes of the present calculations however it suffices to say that
overall linear calculations seem to give a reasonable fit to the observed wave fields
(see table 6.1) and thus can be trusted at least for a qualitative discussion of the
potential importance of different southern hemisphere wave sources.
Focusing on Antarctica and its potential importance as a wave source, linear calcula-
tions that isolate the topographic forcing at polar latitudes from other possible middle
and low latitude wave sources have been performed. To estimate the strength of the
topographic forcing by winds flowing over Antarctica the steady state linearized po-
tential temperature equation is used between 900S and 650 S. Equatorward of 65°S
however the wave 1 geopotential height amplitude is set to zero. Thus in the linear
calculations the wave source is confined to polar latitudes.
Since use of a logarithmic pressure vertical coordinate is made, some care is required
in dealing with the lower boundary. In a zonal mean sense the elevation of Antarctica
ranges from 2, 000 m at the pole to 0 m at 65°S, while the largest topographic peak
reaches a height of 3, 000 m. In models that use sigma coordinates the presence of
topography does not pose any particular problems, as the lower boundary follows
the surface elevation variations. In the present formulation however, where the lower
boundary is kept at a fixed pressure level, its position can potentially have a strong
effect on the model results. Clearly an issue of physical interpretation inevitably
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Month/Year 70 0 S, 10 km 70S , 30 km 60 0S ,50 km
March 1992 180 120 120 180 210 240
March 1995 80 80 80 100 180 80
March 1996 80 60 80 80 100 80
April 1993 90 80 210 200 330 400
April 1994 100 100 150 220 600 450
April 1997 100 120 350 300 550 320
May 1993 120 120 270 240 240 400
May 1995 120 100 270 260 210 350
May 1996 100 80 400 220 500 320
June 1994 50 80 250 280 300 550
June 1995 150 140 300 300 100 450
June 1996 90 140 180 400 180 800
July 1992 100 100 200 500 800 1700
July 1993 100 100 150 220 350 600
July 1996 50 80 150 300 550 1600
August 1992 100 140 400 800 800 1700
August 1994 50 80 400 550 1100 1400
August 1997 100 60 300 600 650 1200
Table 6.1: Comparison
amplitude (bold fonts),
between observed monthly mean wave 1 geopotential height
and the results of linear calculations (italic fonts). Wave
amplitudes are measured at three different locations, denoted by latitude and height
from the surface at the head of each column. Units in m.
arises in the log-pressure coordinate model as the mean winds at the ground level
cross through the orography.
The most important point however concerns the sensitivity of the orographic forcing
to the choice of "surface" winds. As mentioned previously, over Antarctica, the
linearized potential temperature equation is used as a lower boundary condition. For
forced, stationary waves this can be written in its most simple form as:
-OT' T oh'
U O + v = -Uforcing S
ax ay ax
Since in log-pressure coordinates the zonal mean winds cross through the highs of
the orographic anomalies, eulerian mean winds, taken at the pressure level of the
mean surface elevation, are not expected to give accurate results, except at the limit
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of very small orography. Unfortunately no straightforward remedy for this problem
exists. Past studies have acknowledged this problem (Lindzen et al., 1982a; Jacqmin
and Lindzen, 1985; James, 1988) and have used winds from different pressure levels,
elevated from the surface, as equivalent "surface" winds, to calculate the topographic
forcing term. In all cases however the particular choice is largely arbitrary and the
sensitivity to changes in the lower boundary needs to be carefully examined before
reaching any definite conclusions.
Umean (m/sec) Umean (m/sec)
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Figure 6.5: Southern hemisphere zonal mean winds, from monthly mean
NASA/GSFC data. Left: April 1994. Right: July 1993.
In the current calculations the lower boundary is set at 1 km above the sea level,
corresponding approximately to the zonal mean surface elevation of Antarctica at
800S, where the peak wave forcing is expected to occur. To examine the sensitiv-
ity to uncertainties in the bottom boundary condition, winds from different levels
are used for the estimation of the orographic forcing (see table 6.2). The sensitivity
of the linear results to the choice of "forcing" winds appears to be quite high. As
the low level winds are in general quite weak, with a transition from easterlies to
westerlies apparently taking place within 2 - 3 km from the surface (see figure 6.5),
small changes in the pressure level at which Uforcing is calculated can lead to changes
in the wave response by as much as an order of magnitude. Given the poor overall
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performance of most numerical models in the polar regions, and the small number
of observations constraining the models used in operational weather forecasting and
climate research centers, the uncertainty in the estimated wind field in climatological
analyses is expected to be large. Thus, in a way, the sensitivity of the linear model
results gives an indication of the
given the poor knowledge of the
degree of uncertainty one should expect in general,
flow at these latitudes.
Month/Year level 1 level 2 level 3 level 4
March 1992 300 60 100 180
March 1995 280 100 40 100
March 1996 260 60 60 120
April 1993 500 200 100 240
April 1994 800 450 140 60
April 1997 600 200 80 200
May 1993 650 220 100 260
May 1995 600 180 160 300
May 1996 700 350 60 80
June 1994 1050 500 100 120
June 1995 500 120 160 400
June 1996 900 300 140 300
July 1992 1250 500 60 200
July 1993 650 280 260 300
July 1996 600 180 140 400
August 1992 1000 260 220 350
August 1994 1250 500 20 300
August 1997 1250 600 200 220
Table 6.2: Maximum wave 1 geopotential height amplitude (units in m), forced by
Antarctica, for different choices of equivalent "surface" winds. Level numbers at the
head of each column refer to the level above sea surface at which Uforcing is calculated.
It is interesting to note, comparing the results of tables 6.1 and 6.2, that Antarctica
seems capable of exciting waves of significant amplitudes and of contributing to a large
degree to the observed southern hemisphere stratospheric wave climatology. While
the linear calculations cannot lead to any definite results, given the uncertainty in the
forcing, they do suggest that concerns about waves forced by Antarctica leading to
non-linear interactions might be valid. Using Garcia's criterion (1991), stating that
169
non-linear saturation of a vertically propagating wave is expected whenever lq > y,
the linear model results suggest that deviations from linear dynamics are mostly
expected to occur, interestingly enough, in the troposphere and lower stratosphere.
The potential vorticity gradients associated with the polar night jet seem to be strong
enough to ensure a mostly linear behaviour in the upper stratosphere. In all cases
however the issue of the response of a non-linear flow to strong forcing of planetary
waves at polar latitudes can only be delineated through a non-linear numerical mod-
eling study. Such a study is presented in the following sections.
A note is warranted however on the procedure followed above; A more physically
sound way of calculating the topographic forcing might be not to assume that the
full height of the topographic anomaly enters the forcing term, but rather to use an
equivalent height, defined as a local Froude height h'Froude = . The Froude height
should represent the maximum height at which a particle can be lifted by flow over a
topographic anomaly, as the Froude number denotes the ability of the flow to convert
kinetic energy to potential energy. For topographic anomalies larger than the Froude
height the motion of air is expected to occur mostly around the topographic bump
rather than over it. Thus h'Froude should represent the maximum forcing that can
be produced by the topography. A reasonable choice for the forcing winds Ufor,,ng
would then be the mean winds at a height h'Froude below the peak of the topography,
Uforcing U(z = h' - h'Froude).
Unfortunately such a calculation has never been put to test before. An obvious check
of its success would come from examining its prediction for stationary waves in the
northern hemisphere. Still a few preliminary conclusions, regarding the topographic
forcing by Antarctica, can be drawn. It can be shown that the Brunt-Viiisli fre-
quency, as calculated from the analysed temperature fields of NCEP and UKMO,
generally presents small variations in the immediate vicinity of Antarctica. The
largest variations seem to occur in the zonal mean wind field. In general, both in
NCEP and UKMO analyses, the mean winds appear to be easterly close to the sur-
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face, turning westerly with height, with a zero wind line at approximately 3 - 4 km
above the sea level. If one where simply to use the winds from the NCEP data-set
one would obtain a Froude height of 300 - 400 m at 2 km of altitude, but only about
50 m as one approaches the topographic peak. While both values are significantly
smaller than the true wave# 1 topographic anomaly amplitude (2 1, 600 m), the
second number clearly represents an utterly insignificant wave source. A comparison
however between the mean winds in the two data-sets reveals an uncertainty of about
2 - 3rhs - 1 at each respective vertical level. While this is an estimate of differences
in the two analyses rather than a true measure of uncertainty, it does provide a first
rough estimate. Given that the maximum easterly winds at the surface of Antarctica
appear to be of the order of -3 ms - 1, it seems that a Froude height of 300 - 400 m
is a reasonable estimate for the maximum "effective" topographic height.
Combining the information about the Froude height and the uncertainty in the wind
field one can show that the maximum topographic forcing, based on the Froude
height method, should be about four times smaller than in the results presented in
table 6.2. This factor of four simply represents the difference between the true height
and the Froude height. Of course, as mentioned previously, this represents only an
upper limit for the topographic forcing and does not preclude the possibility that the
topographic forcing be much smaller, as will be the case if the true mean winds are
indeed very weak close to the topographic peak. In that case one would need to find
a way to estimate the forcing of planetary waves produced by the horizontal motion
of particles around the topography, rather than vertical motion over it. Given the
overall uncertainties of the southern hemisphere flow such a study would certainly
require significant further elaborations.
6.3 Polar cap model formulation
In examining high latitude phenomena, associated with the dynamics of the winter
stratosphere, a limited domain model seems to be a much more appropriate choice
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than a global model. At the same time however it is necessary that a spectral for-
mulation be used, in order to properly capture the dynamics close to the pole. While
in spherical coordinates one can employ Legendre polynomials as basis functions of
a spectral model, one is by necessity limited to global or hemispheric domains, due
to the boundary conditions that need to be satisfied. Thus one has limited flexi-
bility as to the choice of the meridional extent of the numerical domain. Bridger
and Stevens (1980) however developed an approximation to the spherical coordinate
quasi-geostrophic equations that allows one to use modified Bessel functions as ba-
sis functions and use a limited, hemispheric or sub-hemispheric, numerical domain.
The formulation of Bridger and Stevens (1980) resembles the mid-latitude beta plane
approximation and the equatorial beta plane formulation (Lindzen, 1967), in that it
uses a simplified geometry to approximate the sphericity of the earth's surface and
its effect on the large scale dynamics.
Briefly, Bridger and Stevens (1980) considered a polar cylindrical geometry, where
the variations of planetary vorticity, as a function of radial distance from the pole,
are approximated by:
r2
f(r) = 2Q(1 - a2
where Q and a are the rotational frequency and the radius of the Earth respectively.
As in the usual beta-plane quasi-geostrophic approximation, the planetary vorticity
is taken to be constant, in this case equal to its value at the pole fo = 2Q, except
when its meridional derivative is considered. Given the quadratic dependence of the
planetary vorticity with latitude in the expression above, the meridional planetary
vorticity gradient is taken to vary linearly as a function of the radial distance from
the pole:
Of r
Or a2
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Thus the planetary vorticity gradient vanishes at the pole and increases as one moves
to middle and low latitudes. Bridger and Stevens (1980) showed that the agreement
between the planetary vorticity gradient values in spherical coordinates and its ap-
proximation in the polar cylindrical coordinate system is very good from the pole
to 450 of latitude. Significant deviations, of the order of 30% are only found as one
moves further equatorward. However the major failure of the polar coordinate quasi-
geostrophic formulation, as discussed in Bridger and Stevens (1980), comes from the
neglect of meridional variations of the planetary vorticity when its "central" value fo
is used in the potential vorticity formulation. In spherical coordinates variations of
the planetary vorticity are taken into account directly, in the vortex stretching term,
rather than simply through the local beta effect. Thus significant differences from the
spherical coordinate representation can be expected as one approaches sub-tropical
and tropical latitudes, and the results pertaining to latitudes equatorward of 300 are
not expected to be a good representation of the true flow.
In the formulation of Bridger and Stevens (1980) the expressions for the potential
vorticity and the horizontal velocity components, as functions of the streamfunction
field, are as follows:
02T 10&F 1 a2  1 a f 2
q = f (r) + Ps + p
r2  rr 2 002 P z N2 oz
u r r O0
As mentioned previously, in the polar cylindrical coordinate formulation Bessel func-
tions arise naturally as a complete set of basis functions. Not only are Bessel functions
eigenfunctions of the Laplacian operator that relates streamfunction to potential vor-
ticity, but they are also eigenfunctions of the potential vorticity equation, given the
specific formulation for the planetary vorticity. Decomposing the flow in terms of
different zonal wavenumbers {, q}(r, 0, z) = En { n, tn}(r, z)eikO, one has:
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While Bessel functions of both the first and the second kind are eigenfunctions of
the Laplacian operator, only Bessel functions of the first kind satisfy the appropriate
boundary conditions at the pole and the equatorward boundary, requiring that I
and o¢ be finite. Expanding the dynamical fields in terms of a discrete set of Bessel
functions of the first kind one has:
-I = Z Jn (n,mr)eZknO 2= 2 Jn(n,mT)eiknO
n m n m
As Bridger and Stevens (1980) showed, for disturbances of large zonal and meridional
scales the results of the polar cylindrical coordinate formulation for the phase speed
and meridional structure of free traveling waves compare well to the structure and
phase speeds of free Rossby-Haurwitz waves obtained in spherical coordinates. On the
other hand, for modes of smaller scales, with significant amplitudes close to the equa-
tor, the success of the polar coordinate approximation was shown to be smaller. This
confirms the original hypothesis that polar cylindrical coordinates would be mostly
appropriate for the study of high latitude phenomena.
Using Fourier-Bessel functions as basis functions for the spectral representation of the
dynamical fields one can proceed in formulating a numerical algorithm for the fully
non-linear flow, following the standard procedures used in the beta plane channel
model (see chapter 3). Thus a pseudo-spectral formulation is used, with all numerical
calculations performed in spectral space except for the calculation of the jacobian
terms, where the products between the two horizontal velocity components and the
potential vorticity field are taken in physical space and then projected back to spectral
space for further calculations.
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6.4 Model set-up
As in section 6.2, wind and temperature data from NASA/GSFC are used for the
construction of a zonal mean basic state, interpolating onto a grid with resolution
of 10 in latitude by 1 km in the vertical. The meridional extent of the model do-
main is taken to correspond to 900 of latitude, or equivalently 10, 000 km in the polar
cylindrical coordinate framework. In the vertical a total depth of 100 km is used,
keeping winds and Brunt-Vaisdil frequency constant above the 0.4 mb pressure level,
the upper limit of the NASA/GSFC data-set.
Provided the zonal mean basic state, a zonal wavenumber 1 disturbance is forced at
the lower boundary, by prescribing the bottom boundary streamfunction as a func-
tion of time. The prescribed wave 1 anomaly at the lower boundary is confined to a
latitude band extending from the pole to 60 0 S, being set to zero equatorward of that
latitude. A meridional shape of a sine half-wave is used, modified by a gaussian curve
so as to smooth out discontinuities in the eddy zonal velocity field at 60 0 S. As in the
beta plane channel model, a vertical sponge layer is used to prevent reflections from
the upper boundary, where a solid boundary condition is used. Since in the polar
model one has meridional refraction towards the equator, in addition to vertical wave
penetration, a lateral sponge layer at the equatorward boundary is also necessary, to
absorb the impinging wave activity. The damping time scale distribution, associated
with the vertical and lateral sponge layers, is plotted in figure 6.6.
In addition to the damping employed for the vertical and lateral sponge layers, new-
tonian cooling is also used, damping all non-zonal perturbations and restoring the
zonal mean flow towards the initial basic state. As our goal is not to simulate the
winter stratospheric flow, but rather to examine in a relatively simplified context the
dynamics associated with wave saturation, uniform newtonian cooling is used, with
a time scale of 20 days. Such a value is below most estimates of newtonian cooling in
the real stratosphere (Dickinson, 1973; Fels, 1982; Kiehl and Solomon, 1986; Randel,
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Figure 6.6: Damping time scale (units in days) associated with the vertical and lateral
sponge layers.
1990) and is chosen so as to allow more easily the growth of waves to high ampli-
tudes and the onset of non-linear interactions. In a further simplifying assumption
we consider the basic state constructed to be the radiative equilibrium towards which
newtonian cooling is restoring the flow. In reality of course eddy mean fluxes force
the climatological zonal mean flow away from radiative equilibrium. Concerns about
such details are however well beyond the scope of the present study.
A point that is important to stress however is that the approximation of the full
radiative processes by local newtonian cooling cannot account for the possibility of
positive feedbacks between local ozone concentration anomalies and the propagating
planetary waves. While local generation processes, for the most part tied to local
barotropic and baroclinic instabilities, have often been examined (Hartmann, 1983,
1985;Manney et al., 1991), especially in connection to the wavenumber 2 and 3 com-
ponents of the flow, it is generally accepted that for the wave 1 disturbance the forcing
comes from the troposphere (Matsuno, 1970). The success of Matsuno's (1970) simple
study, which used a crude newtonian cooling parametrization, seems to suggest that
the details concerning radiative processes are not particularly important for the first
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order picture. However the possibility that radiation feedbacks help sustain a local
wave source should not be disregarded, as even with the simple newtonian cooling
parametrization one cannot ensure that the Eliassen-Palm flux will be convergent
everywhere (Andrews, 1987). For the purposes of the present study however, as with
the points raised previously, such complications need not be scrutinized.
Concerning other numerical details, the resolution of the model has been set, as men-
tioned previously, to dz = 1 km in the vertical and dr = 110 km in the meridional
direction, corresponding to a 10 resolution in spherical coordinates. In the zonal di-
rection 32 grid points are used, corresponding to 16 wavenumbers. While the zonal
resolution is rather coarse, the results of the beta plane channel model suggest that it
should be adequate to capture the main characteristics of the flow evolution, as the
strongest interactions are confined in the lower part of the wavenumber spectrum.
Numerical experiments with double the zonal resolution give results that agree well
with those of the "low" resolution integrations, thus confirming that resolving the
smallest scales is not crucial for the dynamics of the large scale flow. Furthermore,
it should be noted that the spatial resolution becomes increasingly fine as one ap-
proaches the pole. Thus one does not expect significant problems in the representation
of the dynamics in the high latitude regions.
6.5 Nonlinear Model - Numerical Results
For the purposes of the non-linear numerical integrations monthly mean, zonal mean
winds from July 1992 are used to construct the model basic state, as during the win-
ter months tropospherically forced disturbances penetrate well into the stratosphere
and are found to reach their largest amplitudes. As discussed in past studies (Karoly
and Hoskins, 1982; Harnik and Lindzen, 2000) the polar night stratospheric jet seems
to form a waveguide, directing wave activity mostly in the vertical, with relatively
small amounts leaking towards the equator. Thus the structure of the wintertime
stratospheric mean flow seems to facilitate vertical propagation, preventing a strong
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Figure 6.7: Basic state flow constructed from NASA/GSFC monthly mean zonal
winds for July 1992. Left: Zonal mean velocity. Right: Zonal mean potential vorticity
gradient. Solid/dashed contours correspond to positive/negative values respectively.
Thick solid line demarks the zero contour.
equatorward refraction and leading to higher wave amplitudes.
As in chapter 3, the bottom forcing is turned on in a stepwise fashion, allowing
the interior flow to equilibrate to each value of the forcing before proceeding to a
further increase in amplitude. Overall, the bottom forcing is varied from zero to
4 !bottom = 5.0 107 m 2s - 1, corresponding to a maximum geopotential height anomaly
of 500 m at the surface. As mentioned previously, our goal is to examine qualitatively
the behaviour of the non-linear flow rather than produce realistic simulations of the
real atmosphere. In this respect the range of forcing values presented above is cho-
sen under the sole condition that it lead to strong deviations from linear behaviour
and to saturation of the wave amplitudes. A discussion about whether such forcing
amplitudes are realistic will be deferred until later in the chapter.
Examining the evolution of the wave 1 field, one sees that as the forcing increases
above W1 bottom = 2.0 107 m 2 s- 1 the maximum in the wave 1 streamfunction migrates
to lower levels and propagation into the upper part of the model domain, which
was initially allowed, appears to be inhibited (see figure 6.8). At the same time the
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maximum wave 1 amplitude does not seem to change appreciatively, ranging between
1.0 107 m 2s- 1 and 1.5 107 m 2s- 1 . Given the choice of constant zonal mean winds above
the stratopause level, the relative invariance of the saturation wave 1 streamfunction
amplitude, as it migrates to lower altitudes, does not seem surprising. Recalling the
results of chapter 3, the saturation amplitude for the wave 1 streamfunction was found
to be constant, reaching however different values for each basic state.
To understand the changes in the vertical structure of the forced wave, and the dy-
179
nl Il IilIlII tibIYIY lii 1 ~
Umean (m/sec) dQ /drmean
100 100
90- go 0
80 80
70 70
? 60 E 60
10
E 50 50
- 40 4 40
30 0 ' 30
20 20 C -
10 10
-90 -60 -30 0 -90 -60 -30 0
latitude (degrees) latitude (degrees)
Figure 6.9: Zonal mean flow, modified by the vertical penetration of the forced wave,
for \Ilbottom = 3.0 10m 2s-1 . Left: Zonal mean velocity. Right: Zonal mean poten-
tial vorticity gradient. Solid/dashed contours correspond to positive/negative values
respectively. Thick solid line demarks the zero contour.
namics responsible for the wave saturation process, the evolution of the zonal mean
flow is examined as the bottom forcing increases to high values. As discussed in the
previous chapters, the penetration of the forced disturbance is expected to lead to
a decrease of the zonal mean winds, as it is associated with a convergence of wave
activity flux. In turn the reduction of the mean winds should produce a local decrease
in the zonal mean potential vorticity gradients. Such a behaviour is indeed observed
in the model flow. Figure 6.9 shows the strong reduction in the zonal mean winds at
the upper parts of the model domain that occurs as the bottom forcing reaches high
amplitudes. Interestingly one observes the formation of strongly negative zonal mean
potential vorticity gradients, located at the same position as the relative minimum in
the zonal mean wind field.
The formation of regions of negative zonal mean potential vorticity gradients seems to
coincide well with the downward migration of the maximum in the wave 1 streamfunc-
tion, hinting again, as in the case of the beta plane channel model, to the possibility
that the saturation can be understood mostly through linear propagation notions. As
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negative potential vorticity gradients correspond to negative refractive index squared
values one expects a reflecting surface to form, inhibiting the penetration of the wave
to high altitudes. As seen in figure 6.9 the region of negative potential vorticity
gradients is quite extensive in the horizontal, making it hard for the wave to refract
meridionally and continue its propagation to the upper layers of the domain. An
examination of the changes in the Eliassen-Palm flux vector field does indeed confirm
this, showing strong equatorward deflection of wave activity in the highly deformed
mean flow case.
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Figure 6.10: Changes in T1 structure as the bottom forcing increases from T bottom =
1.0 107 m 2s-1 (left column) to 5.0 107 m 2s-1 (right column). Top: Vertical wavenum-
ber. Real/imaginary values denoted with solid/dashed contours respectively. Bottom:
Sum of meridional and vertical wavenumber squared. Only positive values marked.
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Further analysis of the wave 1 field in terms of its vertical and meridional structure
and a comparison with the changes in the refractive index, which is a diagnostic based
on the properties of the zonal mean flow, can allow for a better understanding of how
observed changes in the wave 1 field are related to the modification of the zonal mean
flow. Signs of downward reflection of the wave are clear in both the vertical wavenum-
ber and in the sum of meridional and vertical wavenumbers squared (figure 6.10), with
the development of a strong wave evanescence region and the increased confinement
of the wave as the bottom forcing increases. Overall the agreement of the wave 1
structure with the refractive index structure is quite good, and for the most part the
forced wave seems to adjust to the changes in the zonal mean flow according to the
predictions of linear WKB theory.
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for 2bottom = 1.0 107 m 2 s- 1 (left) and 2bottom = 4.0 10 2 s- 1 (right).
In this respect the behaviour of the flow seems to resemble very closely the pattern
of interaction observed in the beta plane channel model (chapters 3 through 5) where
saturation of the forced wave was found to occur largely through the modification of
the mean flow, as the formation of critical lines or reflecting surfaces prevented the
penetration of the forced wave to high altitudes. In the present case the modifica-
tion of the mean flow is also found to lead to a strong decrease in the vertical wave
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activity fluxes through the formation of a refractive index turning surface, produc-
ing a strong equatorward deflection of the Eliassen-Palm flux vectors (see figure 6.11).
In the beta plane channel model it was found that linear propagation theory could
predict quite accurately the structure and the amplitude of the forced disturbance,
given the modified zonal mean flow, even in cases when the total flow was highly
deformed and non-linearities appeared strong. These findings allowed us to connect
unambiguously the changes in the vertical structure of the propagating disturbance
with the modification of the zonal mean flow. They also suggested that the satura-
tion of the forced wave could be captured, at least to first order, through a purely
quasi-linear model. In the present case, given the qualitative similarity between the
observed changes in the wave 1 structure and the zonal mean flow modification, it
is of interest to examine the ability of linear calculations to capture quantitatively
the structure of the wave 1 field. Following the same method as in chapter 3, a
linear steady state model is used to obtain the predicted wave 1 structure, taking
the modified zonal mean flow from the non-linear model integrations. As shown in
figure 6.12, linear calculations do show a qualitative agreement in the broad structure
of the wave, but fail to go beyond this point.
While signs of a downward reflection of the wave are clear in the linear calculations,
the overall wave structure appears much more convoluted than in the non-linear
model. As the bottom forcing becomes stronger and the modification of the mean
flow more pronounced the linear calculations present a strong wave 1 streamfunction
maximum at about the stratopause level, at the equatorward flank of the strato-
spheric jet. This new local maximum, which comes as a result of refraction of the
wave around the region of negative refractive index squared values, allows in its own
turn for increased penetration of the wave to higher altitudes, thus leading to signif-
icant differences from the wave 1 field observed in the non-linear model.
The reasons for this disagreement with the non-linear model results can be understood
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Figure 6.12: Structure of wave# 1 ', as predicted by linear propagation theory,
given the modified zonal mean flow, for different values of the bottom forcing. Units
in m2s-1
by analyzing the relative contributions from different dynamical terms to the local
wave 1 potential enstrophy budget, as was done in chapter 3:
t - q(-J(I',q)-J(I')) + s'q' + q'(E -J(', q))
N M
linear damping wave-wave
By calculating the various individual terms it is possible to diagnose the relative
strength of linear versus non-linear interactions in the final balance, and in this sense
understand the limitations of the linear calculations presented above.
An inspection of figure 6.13 shows that for high forcing values non-linear terms be-
come quite strong 1. While the formation of a refractive index turning surface tends
to reflect the propagating disturbance downward and equatorward non-linear terms
in the region of the upper stratosphere act as to reduce this tendency, apparently
allowing the wave to penetrate more strongly into the region of negative refractive
index squared values. The non-linear terms turn out to be dominated by interactions
1The general noisiness of the calculated fields mostly reflects the noisiness in the zonal mean
potential vorticity gradient field. For a synoptic picture of the total flow see figure 6.14
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between the largest scale wave components. In this respect they can be thought of as
"correcting" the linear propagation term by taking into account the strong deviation
from zonality of the large scale flow that is observed in horizontal maps of geopoten-
tial height and potential vorticity.
Given the strong contribution of wave-wave interactions to the observed wave 1 po-
tential enstrophy budget, it is not surprising that linear calculations fail to give a
good prediction for the structure of the propagating wave. To first order however the
linear solution does show a behaviour similar to that observed in the non-linear model,
confirming that wave-mean flow interactions are the dominant mechanism by which
saturation comes about. What is interesting to note on the other hand, compared to
the results obtained in chapters 3 and 5, is that deviations from a pure quasi-linear
behaviour are much more pronounced in the present configuration. The reason for
such a difference is not obvious but could be related to differences in the structure of
the basic state, which in the current case has strong meridional shear. In the presence
of shear, stretching the potential vorticity field, one might expect a wider range of
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dynamical interactions, leading to stronger deviations from wave-mean flow types of
behaviour.
Another issue that deserves some further attention is the behaviour of the flow in
the immediate vicinity of Antarctica where, as mentioned in the introduction, the
potential enstrophy constraint was expected to come strongly into play. As it turns
out, for the July 1992 basic state, wave 1 appears to be trapped in the troposphere,
presenting no growth between the surface and 20 km, even for small forcing values,
when the tropospheric mean flow remains largely unaffected (see figure 6.8). This
vertical trapping occurs despite the presence of positive refractive index squared values
in the troposphere, seen in figure 6.1. Comparison of the refractive index field between
different months and years shows a similar structure, with a duct of positive values
at polar latitudes below 10 km. Thus the July 1992 basic state seems to be rather
typical. However, as the refractive index diagnostic does not take into account the
meridional scale of the bottom forcing (see equation 6.1), the forced wave turns out
to be vertically trapped.
2= _ k 1 4Q2 sin2  _ 4Q2 sin 2 ~ 2
v k + k (6.1)
- cr acos2 O2 4H 2  N2 - N2 z
In other instances, for example using mean winds from April 1994, one can get a
disturbance that does present some, albeit small, growth with height in the lower
20 km region. The dynamics however are found to be very similar in both cases, so
a discussion of the flow evolution for the July 1992 basic state is fairly representa-
tive. The main feature of the flow, as the bottom forcing increases, is found to be a
reduction of the tropospheric zonal mean winds and the formation of a deep layer of
surface easterlies. The decrease in the mean wind speed, as seen already, is a common
characteristic of the flow response at all heights. However, the general weakness of
the tropospheric flow at high latitudes makes the formation of easterly mean winds
easier. The climatological zonal mean wind fields show a thin layer of surface east-
erlies over the dome of Antarctica throughout the various seasons. With the turn-on
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of the bottom forcing this layer is found to increase significantly in depth, covering
as much as the whole lower 20 km region poleward of 60 0S (see figure 6.9).
In the context of WKB theory, the presence of a deep layer of easterly winds corre-
sponds to a region of negative refractive index squared, thus denoting a region of wave
evanescence. For the July 1992 basic state the trapping of the forced disturbance does
not seem to increase as the mean easterlies become stronger. For cases however where
propagation was initially allowed, producing slight amplitude growth, the deepening
of the layer of mean easterlies does indeed lead to changes in the vertical structure
of the wave in the troposphere, constraining the tropospheric and lower stratospheric
wave amplitudes to values smaller or at most equal to that of the prescribed surface
forcing.
These results however point to a significant inadequacy of the present model. In the
current formulation the bottom forcing is prescribed, its amplitude being independent
of the lower tropospheric winds. Thus, changes in the mean winds close to the surface
affect the propagation of the waves through the troposphere but not the forcing
itself. Clearly this is not a realistic formulation for a topographic wave source. A
more appropriate choice might have been to use the potential temperature equation,
where the topographic forcing depends on the surface winds or some "equivalent"
surface winds and can adjust to changes in the interior flow. At the limit of small
topography the potential temperature equation should give a better estimate of the
topographic forcing. Because however of the great elevation of the dome of Antarctica
the physics controlling the surface flow are complicated, involving strong surface
infrared cooling, and cannot be captured by a quasi-geostrophic model. Thus any
attempt to use a formulation more complicated than the present one would be largely
pointless. It seems preferable, given the problems mentioned above, to maintain
the current approach, artificially prescribing the strength of the wave source, and
examine qualitatively the dynamics of the interior non-linear flow, keeping in mind
that changes in the bottom forcing itself could play an important part in preventing
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wave growth in the real atmosphere.
6.6 Conclusions
The results of the polar cap model show the same qualitative patterns of behaviour
as in the beta plane channel model. Wave saturation seems to occur via a primarily
quasi-linear mechanism, where the modification of the mean flow limits the vertical
propagation of the forced disturbance. As in the beta plane channel model, a strong
deceleration of the zonal mean winds is observed when the forced anomaly reaches
significant amplitudes, leading in turn to a significant reduction in the zonal mean
potential vorticity gradients. For strong bottom forcing values negative mean poten-
tial vorticity gradients are seen to form, producing extensive regions with negative
index of refraction squared values.
The formation of a refractive index turning surface is found to act as a reflecting sur-
face, limiting the penetration of the propagating wave to higher altitudes. Negative
mean potential vorticity gradients are found to form at successively lower altitudes,
as the bottom forcing increases. The forced disturbance is increasingly confined to
the lower parts of the model domain and the maximum in the wave 1 streamfunction
amplitude is found to migrate downward. Thus increases in the bottom forcing are
counterbalanced by the increased confinement of the forced wave, leading to a satu-
ration of the wave 1 streamfunction amplitudes.
The qualitative agreement between the observed changes in the refractive index field
and the wave 1 structure allows for a relatively clear interpretation of the dynam-
ics. Linear calculations for the wave 1 structure, given the modified zonal mean
flow, further reinforce the conclusions drawn from the refractive index diagnostics, as
they present a structure qualitatively similar to that seen in the non-linear model.
Thus it seems that to first order one can explain the saturation of the propagating
wave through wave-mean flow type of interactions. At the same time however wave-
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Figure 6.14: Synoptic maps of total streamfunction (left) and potential vorticity
(right), for Tlbottom = 4.0 107 m 2 s- 1 , at 50 km of altitude.
wave interactions appear to be much more prominent in the polar cap model than
in the beta plane case. Not only do horizontal maps of potential vorticity appear
much more distorted, with small scale features blurring the large scale structure, but
also the linear calculations for the wave 1 structure show much poorer quantitative
agreement with the non-linear model results than in the beta plane channel geometry.
Given the results presented in chapters 3 and 5, where the deformation of the total
flow was found to be rather limited, the increased strength of wave-wave interactions
in the current set-up could perhaps be attributed to differences in the basic state.
The presence of strong meridional shear in the current basic state flow is expected
to lead to stretching of the waves propagating along the core of the stratospheric jet,
and through their meridional deformation to stronger excitation of other wave com-
ponents. It should be noted however that the newtonian cooling values used in the
present model, corresponding to a damping time scale of 20 days, are rather small.
Estimates for infrared cooling suggest that the appropriate time scales might be as
small as 5 days at the upper levels of the stratosphere (Dickinson, 1973). As in the
beta plane channel it was found that newtonian cooling contributed significantly in
preventing the deformation of the potential vorticity field by non-linear advection,
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more realistic values of newtonian cooling could lead to closer similarity to the beta
plane channel results and to a clearer interpretation of the dynamics.
Regarding the particular concerns about Antarctica and the saturation of waves forced
by it, a deep layer of zonal mean easterly winds was found to develop in the lower
troposphere, leading to vertical trapping of the forced wave in the lower 20 km. While
the formation of zonal mean easterlies was found to be sufficient to prevent problems
related to potential wave growth in the troposphere, it was not able by itself to pre-
vent tunneling of the forced wave in the stratosphere, and strong wave growth at
high altitudes. In general, observations from the southern hemisphere stratosphere
show waves of relatively weak amplitudes and a mostly linear behaviour of the flow,
suggesting a general weakness of wave sources in the southern hemisphere.
To the extent that this applies to Antarctica, two possible explanations can be given to
account for the apparent lack of strong wave amplitudes in stratospheric observations;
first it is possible that in reality neither orographic, nor thermal effects are strong
enough to lead to significant wave forcing by Antarctica. In the present study the
bottom forcing was artificially increased to values leading to significant non-linear in-
teractions in the interior of the flow, without considering the plausibility of the forcing
values used. Given the large uncertainty in the magnitude of the topographic forcing,
revealed by simple linear calculations, this was not a senseless approach. However it is
possible that the forcing of stationary waves is indeed weak, despite the strong orog-
raphy of Antarctica, due to the weakness of the surface winds or other possible factors.
The second possibility however is that changes in the low level winds, such as observed
in the non-linear model run, might be important in affecting the bottom forcing of
stationary waves, limiting the strength of the wave source to small amplitudes. In
such a case one would have an indirect saturation mechanism that does not so much
rely on the non-linear dynamics of the interior flow but rather on the modification
of the surface conditions and the surface forcing. Given the general weakness of the
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basic state surface winds and the large relative effect even small amplitude propa-
gating waves would have on them this is not an implausible hypothesis. However
the present model does not seem well suited to answer such a question, as it is not
only plagued by a poor representation of the flow over the orography, compared to
a sigma coordinate model, but also lacks completely any representation of physical
mechanisms that seem crucial in obtaining a realistic surface flow.
In this respect the results presented in the current study are not meant to be trans-
lated directly to the behaviour of the southern hemisphere stratosphere, although
patterns of interactions similar to the ones observed in the present model are found
occasionally in analyzed data (Harnik and Lindzen, 2000). Rather the present study
attempts to address in a more realistic framework phenomena studied in the previous
chapters, related to wave saturation, that might have counterparts in the observed
winter stratosphere dynamics, without however necessarily referring to the southern
hemisphere or to waves forced by Antarctica only. While the numerical study was
based on a basic state characteristic of the southern hemisphere winter season its
results are general enough to be useful in approaching the issue of wave propagation
and the non-linear behaviour of the stratospheric flow more generally.
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Chapter 7
Conclusions
7.1 Summary
The focus of this thesis has been on the saturation of vertically propagating Rossby
waves and on the dynamics involved in it. As a starting point we use the results
of linear quasi-geostrophic theory. As discussed in Charney and Drazin (1961) and
Matsuno (1971), linear theory predicts an exponential amplitude increase with height
of planetary scale disturbances, as they propagate through the winter stratosphere.
However, as pointed out by Lindzen and Schoeberl (1982), the linear solution cannot
be expected to hold at all altitudes, if not for any other reason, because it predicts
wave amplitudes so large that they lead to contradictions with the potential enstro-
phy constraint. Briefly, potential enstrophy conservation requires that wave growth
be limited to amplitudes such that the potential enstrophy acquired by the propa-
gating disturbance at any given level do not exceed the potential enstrophy initially
available in the undisturbed flow. Simple but explicit limits for the maximum allowed
eddy potential enstrophy, for both perfectly conservative and damped systems, have
been calculated by Schoeberl (1982), building on the ideas of Lindzen and Schoeberl
(1982). Thus, given the constraints derived by Schoeberl (1982), the present study
tries to investigate the mechanism through which the vertical propagation and the
amplitude growth of tropospherically forced Rossby waves is halted, and how linear
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theory breaks down.
Of course this is not the first study to examine the non-linear behaviour of quasi-
geostrophic flows in the presence of large amplitude, forced planetary waves. However,
in most previous cases the focus has been on understanding the non-linear behaviour
of the potential vorticity field from a kinematic point of view, focusing on the syn-
optic evolution of the flow and on the role of critical lines and stagnation points
(Warn and Warn, 1978; Stewartson, 1978; Juckes and McIntyre, 1987; Polvani and
Plumb, 1992), without explicitly addressing the issue of how the deformation of the
potential vorticity field prevents further growth of the forced disturbance. Also, even
though Rossby wave breaking studies have led to the formation of crude hypotheses
of how the saturation of propagating waves might be achieved (Garcia, 1991), no
attempt has been made to confirm their validity through a numerical modeling study.
Thus the current study really represents the first attempt to look at the saturation
of Rossby waves and understand the dynamics through which it is achieved. Our
goal has been to understand how the constraints placed on eddy growth by potential
enstrophy conservation are felt by the flow and to what degree the deviations from
linear behaviour are connected to the inability of the linear solution to satisfy these
non-linear constraints.
In our examination of the wave saturation issue we have followed a three-step ap-
proach, starting from the simplest case, that of a barotropic model forced by bottom
topography, proceeding to the case of a wave propagating vertically through a three-
dimensional beta-plane channel model, and concluding with the study of a polar cap
model, where a realistic basic state flow has been used. Interestingly, it was found in
all cases that the dynamics of the flow remained largely quasi-linear and that wave-
mean flow interactions were sufficient in leading to the saturation of the forced wave.
Invariably it was found that the growth of the forced anomaly led to a deceleration of
the zonal mean flow, as expected from simple considerations of propagation of wave
activity; The modification of the zonal mean flow in turn was found to act so as to
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reduce the forcing of the planetary scale wave, and thus led to amplitudes smaller
than originally expected and eventually to saturation. In the barotropic model this
occurred through the reduction of the topographic forcing and the formation of zonal
mean easterly winds. In the vertically propagating case it was the formation of either
critical lines or reflecting surfaces that was found to prevent the forced wave from
penetrating to the upper layers of the domain and to limit its growth.
Altogether, despite the strong modification of the flow by the large amplitude distur-
bance and the strong deformation of the potential vorticity field by non-linear advec-
tion, quasi-linear theory proves to be a very useful tool in explaining the dynamics
of the wave saturation; In the barotropic case an analytical quasi-linear solution,
that captures surprisingly well the behaviour of the non-linear flow, is developed,
greatly simplifying the interpretation of the dynamics. In the case of vertical propa-
gation through the beta-plane channel model, linear propagation notions and WKB
theory are also found capable of qualitatively capturing the saturation of the forced
wave. Moreover, given the modified zonal mean flow from the non-linear numerical
integrations, linear calculations are found to produce surprisingly good quantitative
agreement with the results of the non-linear model.
Overall, wave-wave interactions are found to play a rather secondary role in the wave
saturation. As the modification of the mean flow reduces the forcing of the large
amplitude wave and eases the strain on the flow, strongly non-linear phenomena do
not have the chance to enter the picture and the dynamics remain mostly quasi-linear.
This appears to be in contrast with the usual assumption that wave-wave interactions
become an indispensable part of the dynamics as the wave increases in amplitude
(McIntyre and Palmer, 1983, 1985; Garcia, 1991). While wave-wave interactions do
on average act as enstrophy sinks, damping the primary forced wave, their direct
effect on it appears to be rather weak and certainly not capable of accounting for the
saturation of its amplitude. If nothing else, the results of chapter 5 seem to suggest
that wave-wave interactions primarily affect the dynamics by indirectly reinforcing
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the interaction between the forced wave and the zonal mean flow.
7.2 Unsolved issues
One question that has not been possible to answer in the present study is at what
amplitude level the saturation of the propagating waves occurs. As was shown in
chapter 3 wave saturation occurred at different amplitudes, depending on the ba-
sic state wind velocity chosen. Even though all basic states examined in chapter 3
had the same amount of initial mean available potential enstrophy, no distinct level
of saturation was found for the eddy enstrophy. To first order the maximum eddy
enstrophy value was found to depend on whether saturation occurred as a result of
the formation of a critical line or due to the downward reflection of the wave by a
refractive index turning surface. However, further model runs have been performed
that show an apparent lack of a distinct saturation limit.
These numerical runs, that are complimentary to the ones presented in chapter 3,
have been performed both for a variety of basic state velocities Uo, as well as for a
number of different values of newtonian cooling. Thus, for the configuration described
in chapter 3, further runs with Uo values of 13 ms -1 , 17 ms - ', 23 ms - 1, and 27 ms -1
have been performed. Also, for a basic state with U0 = 23 ms - 1 numerical runs have
been performed with newtonian cooling coefficient values corresponding to damping
time-scales of 28, 14, 7, and 2.8 days. The results for the first set of model runs, vary-
ing the basic state velocity, are shown in figure 7.1. As shown, despite the fact that
the initial zonal mean available potential enstrophy is the same for all basic states,
the maximum wave 1 potential enstrophy obtained in each case varies in amplitude
significantly.
One factor that could possibly affect the maximum eddy enstrophy values is differ-
ences in the damping felt by the wave in each case. While the background newtonian
cooling coefficient is kept the same for all basic states, the damping time-scale for the
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Figure 7.1: Maximum wave# 1 potential enstrophy for various basic state wind ve-
locities Uo
propagating wave depends on its vertical wavenumber, the damping time-scale being
shorter the shorter the vertical wavelength is. An almost barotropic disturbance has
very small temperature anomaly values associated with it and thus is only weakly
affected by the newtonian cooling. While in the formulation of Schoeberl (1982) the
damping coefficient drops out of the problem, in the present case, where damping only
applies to the temperature field, things might be expected to differ slightly. However,
models runs keeping the basic state winds constant and varying the newtonian cool-
ing coefficient do not support such a hypothesis. As shown in figure 7.2, despite the
large changes in the damping time-scale, the resulting differences in the saturation
wave 1 potential enstrophy value are only slight.
At the same time, despite the relative stability of the wave 1 potential enstrophy val-
ues, one observes large variations in the maximum value of the non-linear enstrophy
"sink" as the damping coefficient changes, as well as in the vertical Eliassen-Palm flux
component. In chapter 3, where for each basic state the damping coefficient was kept
constant and the bottom forcing was slowly increased to high amplitudes, the value
Fz was found to depend strongly on the bottom forcing, with increased modification
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Figure 7.2: Left: Maximum wave# 1 potential enstrophy for various choices of
Tdamping. Right: Maximum values of the non-linear enstrophy "sink", i.e. the ef-
fect of wave-wave interactions onto the wave# 1 potential enstrophy.
of the interior flow producing a stronger downward reflection of the forced wave and
a decrease in the maximum Fz value. At the same time however the non-linear en-
strophy "sink" was found to reach a steady value, independent of the variations in
Fz. Given these results the sensitivity of the non-linear "sink" term in the present set
of model runs seems puzzling, especially as wave-wave interactions seem to become
stronger with increased damping. In principle one would expect increased damping
to facilitate wave-mean flow interactions and reduce the importance of higher non-
linearities. Moreover, the increased effect of wave-wave interactions onto the wave 1
field does not correspond to an increase in the total enstrophy at high wavenumbers
and thus is hard to explain physically.
Altogether the above results point at issues that still remain to be clarified. Despite
the qualitative understanding of the saturation dynamics that the present study pro-
vides, we have not succeeded in answering the question of what the final balance
achieved, between forcing of the wave by the vertical Eliassen-Palm fluxes and dissi-
pation by linear damping and non-linear processes, is. While the modification of the
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zonal mean flow has indeed been found to reduce the upward flux of wave activity
the results presented in figures 7.1 and 7.2 do not allow for a quantitative prediction
of the level of saturation of the wave activity flux or the wave 1 potential enstrophy.
Thus they do not yet allow for the development of a simple parametrization of the
saturation dynamics, similar to that put forth by Garcia (1991).
A separate issue that needs to be resolved regards the differences between the results
of the beta-plane channel model and the polar cap model flow. As was shown in
chapter 6, while the saturation of the propagating wave in the polar model was found
to occur qualitatively in the same manner as in the beta-plane channel case, the total
potential vorticity field was found to exhibit much more structure in the small scales
(see figure 7.3) and appears much more turbulent. Even though the displacement
of the polar vortex by the amplifying wave is clear, in agreement with the strong
undulations of the potential vorticity front observed in the beta-plane channel model,
the presence of highly energetic small scale features obscures the interactions between
the large scale components.
Figure 7.3: Snapshots of the horizontal structure of the flow, at an altitude of 45 km,
in the polar cap model. Left: Total streamfunction field. Right: Potential vorticity.
Moreover, its was found that linear calculations were significantly less successful in
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reproducing the structure of the forced wave observed in the non-linear model, con-
trary to the beta-plane channel model results. The failure of the linear calculations
underlines the increased significance of wave-wave interactions and of their effect onto
the amplitude of the propagating wave. The reason for these differences is not ob-
vious, as in the beta plane channel model the dynamics of the large scale flow were
not interrupted by small scale processes even at the largest forcing values used. One
plausible hypothesis is that the large meridional shear of the basic state flow, that is
absent in the beta-plane channel configurations, might be responsible for the appear-
ance of stronger small scale disturbances, through the stretching and deformation of
the primary wave.
A question that is also interesting to look into, with respect to the more turbulent
character of the equilibrated flow in the polar model, is how this picture might be
modified if the newtonian cooling coefficient used in the numerical integrations is
given more realistic values. In the integrations presented in chapter 6 the newtonian
cooling used was taken uniform throughout the domain, with a characteristic damping
time-scale of 20 days. Use of a radiative cooling profile similar to that proposed by
Dickinson (1973) might give results that resemble more closely those of chapter 3
through 5 and underline the effectiveness of wave-mean flow interactions in leading
to the saturation of the wave.
7.3 Application to the winter stratosphere
While for the most part the present study has been conducted in a rather abstract
context, using very simple models and flow configurations, our initial motivation
came from consideration of the issue of vertical wave propagation through the winter
stratosphere. Thus it is interesting to see to what degree the findings of this the-
sis have a direct application to the dynamics of planetary scale disturbances in the
real stratosphere. Giving an answer to this question is not entirely straightforward.
While incidents of strong wave growth and deviations from linear wave behaviour
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are occasionally observed (McIntyre and Palmer, 1983), it is not a priori clear that
wave amplitudes grow as high as to reach the saturation limit. After all, the main
argument of Charney and Drazin (1961) was that the structure of the zonal mean
flow is such as to prevent strong growth of the tropospherically forced disturbances
and limit wave amplitudes.
In the polar cap model integrations, with the basic state chosen to correspond to
the observed monthly mean zonal mean flow for July 1992, it was found that the
saturation value for the wave 1 geopotential height amplitude was about 1, 500 m. Of
course, as the results of the beta-plane channel model suggest, this value depends on
the strength of the basic state winds and is expected to be different for other months,
or for different years, and is also expected to differ between the two hemispheres.
Moreover, some dependence on unknown parameters, such as the proper newtonian
cooling time-scale, is expected as well, even though the results presented in figure 7.2
suggest that the sensitivity of the saturation amplitude to the damping value used
might be small. Still, taking these factors into consideration, the results of the polar
model study do allow for a rough comparison with observed eddy geopotential height
amplitudes and can give a first hint about the degree to which wave saturation and
the type of interactions described in the previous chapters might be relevant to the
behaviour of the winter stratosphere.
Climatological data, averaged over the period 1979-1990 (Randel, 1992), show wave
amplitudes in the upper stratosphere reaching values as high as 1, 000 m in the south-
ern hemisphere and 1, 200 m in the northern hemisphere, during each hemisphere's
winter season respectively. These values are not much smaller from the saturation
amplitude obtained in the polar cap model integrations. This is not to say of course
that the saturation dynamics are necessarily relevant for the climatological mean flow.
In the southern hemisphere the winter stratosphere appears to be relatively quiescent
and synoptic maps of the total flow show a rather linear behaviour. In the northern
hemisphere on the other hand wave growth appears stronger and is frequently found
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to lead to large deviations from linear behaviour, with significant deformation of the
potential vorticity field, in the characteristic fashion of Rossby wave breaking. Thus
it seems plausible to hypothesize that wave saturation might become an issue for the
northern hemisphere wintertime dynamics, even on climatological time-scales. Still,
it is probably more reasonable to expect the dynamics described in the present work
to apply to individual years, rather than to multiyear climatological fields such as
presented in Randel (1992).
The dynamics relevant to wave saturation are however expected to come into play
more clearly in the case of individual episodes of wave growth. For one thing the
analyzed potential vorticity fields in many cases show strong stripping of potential
vorticity contours from the polar vortex, similar to the deformation found to co-
incide with the on-set of the saturation process in our time-dependent numerical
integration (see chapter 5). More importantly however, recent studies (Harnik and
Lindzen, 2000), using analyzed stratospheric data, have depicted incidents of strong
wave growth in the southern hemisphere that appear to lead to the development of
regions of negative index of refraction, as a result of strong Eliassen-Palm flux conver-
gence at the upper levels of the stratosphere, and to subsequent downward reflection
of the large amplitude wave. As discussed in chapter 6, this pattern of behaviour
seems to agree very well with our results, and to further strengthen our belief in the
applicability of our findings.
It would be perhaps interesting to further analyze the flow evolution in a few select
cases and check the agreement between the simple model results and the observed
behaviour of the flow. Such a comparison would perhaps help even more in delineating
the dynamics and in understanding in simple terms the time evolution of the flow,
as the results of the present study deviate significantly from the usual assumptions
about the character of the interactions related to strong wave growth and point in
a direction different from the focus of the stratospheric dynamics literature of recent
years. Altogether we believe that the results presented in this work allow for a new
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understanding of how the vertical propagation of tropospherically forced, planetary
scale disturbances affects the dynamics of the winter stratosphere. Perhaps it might
also be possible in future studies to address other questions, such as the erosion of
the polar vortex by breaking planetary scale waves, in a unified framework that takes
into account not only the effect of the large amplitude disturbances onto the mean
flow, but also the feedback on the vertical structure of the propagating disturbances
themselves.
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