4 Towards the end of the last century, B. Mandelbrot saw the importance, revealed 5 the beauty, and robustly promoted (multi)fractals. Multiplicative cascades are closely 6 20
1 Introduction 3 The weaver's distribution 141 In order to keep things finite, suppose for the rest of this contribution that first moments 142 exist, such that without real loss of generality µ(H 0 ) = 0 and µ(H 1 ) = 1 are the 143 expected values of the two distributions involved. 144 A particularly simple way to alternate between H 0 and H 1 is to take the next batch 145 of 2 j observations (j = 0, 1, . . .) from population H 0 with probability 1 − p, and from 146 population H 1 with probability p. To avoid trivialities, we assume 0 < p < 1 throughout 147 this contribution. Thus, one creates a hierarchical random system (a particular random 148 probability measure) composed of a choice mechanism which selects the population in 149 charge, and a realization mechanism which provides observations from the population 150 selected. Given two distributions H 0 and H 1 , define exponential sampling as follows: A sample 153 of size 2 n − 1, i.e., X 1 ; X 2 , X 3 ; X 4 , X 5 , X 6 , X 7 ; . . . ; X 2 n−1 , . . . , X 2 n −1 , consists of n sub-154 samples, where the ith sub-sample X 2 i−1 , . . . , X 2 i −1 has size 2 i−1 for i = 1, . . . , n. 155 The selection mechanism B chooses H 1 with probability p, and H 0 with probability 1−p 156 (independent of anything else, 0 < p < 1). Thus, with these probabilities, the ith sub-sample comes from H 1 or H 0 , respectively. Finally, denote by B n the collection of n 158 such independent choices. 159 With probability p, the first observation comes from H 1 , and with probability 1 − p, (1 − p)p = p 2 + p(1 − p) = p.
Similar to the binomial distribution, every path splits in two. However, unlike the 168 binomial distribution, the paths do not combine. Rather, like threads, they interweave. . . .
In a sense, the difference between splitting and weaving is minor: Given a binary string, 170 the former operation adds the next cipher to the right (a suffix), whereas the latter 171 operation adds the next cipher to the left (a prefix).
172
After n steps (selections, choices), one thus obtains an interesting distribution:
173
Theorem 2. (The weaver's distribution) 174
Given the situation described in Definition 1, suppose the first moments are µ(H 0 ) = 0 175 and µ(H 1 ) = 1, respectively.
176
For n = 1, 2, . . . let S n = ∑ 2 n −1 i=1 X i ,X n = S n /(2 n − 1), and Y n = E(X n |B n ). Some 177 elementary properties of these processes are:
178
(i) Y n assumes the values y k = y k,n = k/(2 n − 1) for k = 0, 1, . . . , 2 n − 1, and the 179 difference between the realizations of Y n is a constant; more precisely, 180 y k+1 − y k = k+1 2 n −1 − k 2 n −1 = 1/(2 n − 1) for k = 0, . . . , 2 n − 2 181 (ii) Suppose B n = b n , then b n = (b n−1 , . . . , b 1 , b 0 ) is a binary vector of length n, i.e., b i−1 = 0 if in the ith selection, B chooses H 0 , and b i−1 = 1 otherwise. Note that b i−1 can also be interpreted as the ith digit in the binary representation of a natural number k ∈ {0, . . . , 2 n − 1}, i.e., k = ∑ n−1 i=0 b i 2 i . Then the probability p k at the point y k is given by
where #1 and #0 denote the number of ones and zeros in b n , respectively. In 182 particular, every p k can be written in the form p k = p j (1 − p) n−j with some 183 j ∈ {0, . . . , n}. (iii) More generally and explicitly, the distributions of B n , E(S n |B n ), and Y n are
Proof: (i) is obvious since E(S n |B n ) assumes the values 0, 1, . . . , 2 n − 1, and (ii) follows 185 from (iii). (iii) holds by construction, or since by the binomial theorem
We say that Y n has a weaver's distribution, Y n ∼ W (n, p), with parameters n and p.
188
Since powers of two play a major role, 'binary distribution' would also be a suitable Given the assumptions and the notation of the last theorem, let b n = s ij be a vector 193 with exactly i ones and j zeros, such that i + j = n. Moreover, set f = p/(1 − p).
194
(i) The probabilities p(·) of the concatenated vectors (s ij , 1), (1, s ij ), (s ij , 0), and (0, s ij )
In particular, p k+1 /p k = p/(1 − p) = f for any two adjacent realizations y k , y k+1 , and k = 0, 2, . . . , 2 n −2. The probabilities p(·) of the concatenated vectors (0, 1, s ij ), (1, 0, s ij ), etc., are
(ii) For n = 1, 2, . . ., p 0 = p 0 (n) = (1 − p) n is the probability that only H 0 is chosen, 195 and p k = p 0 · f #1 for k = 0, . . . , 2 n − 1, where, again, #1 is the number of 196 ones in the binary representation of k. This means that the vector of probabilities 197 p n = (p 0 , p 1 , . . . , p 2 n −1 ) can be written as follows:
. . , f n−2 , f n−1 , f n−1 , f n ) = p 0 · f n (iii) More explicitly, with p 0 = 1, the vector f n has dimension 2 n and obeys the recursive relation f 0 = 1, and f n = (f n−1 , f · f n−1 ) for n = 1, 2, . . . Thus its components can be calculated with the help of the following scheme, which may be interpreted as a geometric version of Pascal's triangle. 1 n = 0 : 1
1 Pascal named his triangle "triangle arithmetique." Thus, at least in French, it is straightforward to name the above multiplicative structure "triangle geometrique." Since row n has 2 n entries, the geometric triangle is a 'real' triangle on the ld scale.
Every row has 2 n entries. Note that the left and the right of every | are 'separated' 199 by the factor f in the following sense: First
203
(iv) One may construct successive rows of (iii) in a rather elementary way: Start with 204 a single 1 in the very first row. Then, fork every entry of row n into two, by (v) Applying the logarithm base f to every entry of the geometric triangle yields the exponents, i.e., the following numbers:
n Sum s n 0 0 0
In general, s 0 = 0, and s n+1 = 2s n + 2 n for n = 0, 1, . . . That is, one obtains the 1, 4, 12, 32, 80, 192, 448, 1024, 2304, . . . 210 Proof: (i) is proven in the statement of the theorem. However, (i) is also obvious, since 211 the positions of the numbers 0 and 1 are irrelevant for the probabilities in question. In 212 particular, for k = 0, 2, . . . , 2 n − 2, the binary representations of k and k + 1 differ in 213 exactly one position.
214
(ii) Using Theorem 2 (ii), one obtains immediately
is a consequence of self-similarity. Since the binary representations of 0 and 2 n−1 , 217 and of 1 and 2 n−1 + 1, etc., differ only by a single one,
Since, again by (ii), also p n = p 0 f n , the desired result follows.
219
One may also prove (iii) by induction on n: First, p 1 = f p 0 , and thus (p 0 , p 1 ) = 220
. Let #1 be the number of ones in b n . With probability 222 1 − p, the next selection leads to (0, b n ), and with probability p this selection results in
223
(1, b n ). Since in the first case, the number of ones does not change, and in the second 224 case, the number of ones increases by one, we obtain on the one hand (to the left),
is tantamount to f n being reproduced as the first half of f n+1 . (Upon moving from n to 227 n + 1, the exponent of f does not change.) On the other hand (to the right), we obtain
The additional factor f means that the second half of f n+1 has to 230 be f · f n .
231
(iv) The proof is by induction on n. For n = 0 there is nothing to prove, and the 232 equivalence is obvious for n = 1. By the inductive assumption, the vector occurring on 233 line n, having length 2 n , has the form w n = (l n−1 , r n−1 ) = (l n−1 , f · l n−1 ) where l n−1 is 234 a vector of length 2 n−1 . In other words, r k /l k = f for k = 1, . . . , 2 n−1 .
235
Local splits (see the definition given in the statement of the theorem) produce a vector 236 w n+1 of length 2 n+1 . Since, locally, a step to the left reproduces the numbers, and a 237 step to the right multiplies any two entries on tier n with the same factor f , we also 238 have, because of the inductive assumption, w 2 n +k /w k = f for k = 1, . . . , 2 n . Therefore 239 w n+1 = (l n , f · l n ). (v) Straightforward induction on n yields the recursive formula. ♢
241
Note that the multiplicative triangle lies at the heart of the observation that "the best 242 known multifractal constructions use multiplicative operations" (Mandelbrot (1999), 243 p. 32).
244
Theorem 4. (Further properties of the weaver's distribution).
245
Given the assumptions and the notation of Theorem 2, one obtains 246 (i) The probabilities corresponding to row n can be constructed by the following simple scheme: fork every probability of row n into two, by multiplying each entry with 1 − p (on 249 the left) and p (on the right), respectively.
250
(ii) For p > 1/2, the sequence p 0 , f p 0 , f 2 p 0 , . . . increases. Accordingly, for p < 1/2, 251 we have f < 1. Therefore the sequence p 0 , f p 0 , f 2 p 0 , . . . decreases. If p = 1/2, 252 all probabilities coincide, i.e. we obtain the discrete uniform distribution on the 253 values y k = k/(2 n − 1); p k = 1/2 n for k = 0, 1, . . . , 2 n − 1.
254
(iii) If p > 1/2, the mode occurs in one, and the median is larger than 1/2. Vice versa,
255
if p < 1/2, the mode occurs in zero, and the median is less than 1/2.
For all n ≥ 0 and k = 0, . . . , 2 n define v k,n = 259 k/2 n . For every fixed n, the mass left and right of v k,n (0 < k < 2 n ) is constant 260 for every m ≥ n, and so is the value of F (v k,n ). In particular,
etc.
265
(vi) The total mass p k in every interval [v k,n , v k+1,n ] (k = 0, . . . , 2 n − 1) remains the 266 same for all m ≥ n. For m = n it is located at the point y k = y k,n = k/(2 n − 1).
267
In the interest of consistency let y 0,0 = p and p 0 = 1 if n = 0.
268
Thus W (n, p) may be interpreted as a discretisation of the density in the corre-269 sponding classical p model.
270
(vii) Distribution of the jumps (stick heights): F n has 2 n points of discontinuity. If 271 p = 1/2 there is a constant jump height h = 1/2 n . Otherwise, there are n + 1 272 different jump sizes, given by h j = p j (1−p) n−j for j = 0, . . . , n, having a binomial 273 distribution. That is, there is 1 jump of size h 0 = (1 − p) n , there are ( n 1 ) = n 274 jumps of size h 1 = (1 − p) n−1 p, etc.
275
Proof:
276
(i) For n = 1, 2, . . ., we have p 0 = p 0 (n) = (1 − p) n for the leftmost probability (only 277 H 0 is selected). Applying the geometric triangle yields the result.
278
(ii) We have p < 1/2 ⇒ f > 1. Thus the mass in y 1 exceeds the mass in y 0 = 0 by 279 the factor f , and the result follows straightforwardly.
280
(iii) is due to self-similarity. The claim for the mode can also be shown directly, since,
282
(iv) Exchanging the roles of zeros and ones, and replacing p by 1 − p yields the same 283 distribution. In other words: The reflection of W (n, p) across the axis of symmetry 284 y = 1/2 is W (n, 1 − p).
285
(v) follows immediately from the geometric triangle. Geometrically speaking, the unit 286 interval on the horizontal axis is successively halved. At the same time, the unit 287 interval on the vertical axis is successively divided according to the ratio f . Thus, 288 for finite n ≥ 1, one obtains a step function with 2 n jumps.
289
(vi) holds because of the local interpretation of the geometric triangle: Each split can 290 be interpreted as distributing the mass p k in y k to the points y 2k,n+1 and y 2k+1,n+1 291 in that same interval. Graphically, the stick of height p k in y k,n is broken into two 292 sticks of heights (1 − p)p k and p · p k , located in y 2k,n+1 and y 2k+1,n+1 , respectively.
293
(vii) is due to construction. ♢
294
Remark: In the last theorem, the probabilities in (i) are the same as those in the classi-295 cal p model (de Wijs 1951 (de Wijs , 1953 . Its 'multifractal interpretation' is due to Mandelbrot 296 (see, in particular, Mandelbrot (1989), section 5). Note, however, that the weaver's 297 distribution is discrete and based on exponential sampling. Thus it obtains 2 n values.
298
Also note that there are two kinds of scale: the first could be named 'discrete time,' 299 i.e., the total number of observations t = 2 n , the second would be 'logarithmic time,' 300 that is, the number of selections, ld 2 n = n. 301 4 Moments
302
Theorem 5. (Expected value). Let Y n ∼ W (n, p). Then, for every n ≥ 1, the expected 303 value of Y n is p.
304
Proof: Let µ = EY n . One may decompose µ into a sum of n terms t 0 , . . . , t n−1 ,
305
where the index j counts the number of zeros in the corresponding binary vector
where y [j] is the sum of all realizations with corresponding probability mass p j . 308 j = 0: There is only one vector of dimension n without the entry zero, i.e., b n =
309
(1, . . . , 1). The corresponding probability is p n and thus t 0 = 1 · p n 
More intuitively, the number 2 n − 1 is represented by a vector of n successive ones in 313 the binary system. In the last equation we are looking for all sequences of length n 314 with exactly one zero. There are exactly n such sequences, with the zero placed in each 315 possible position. Thus their sum is n(2 n − 1) − (2 n − 1) = (n − 1)(2 n − 1). Dividing 316 by 2 n − 1 yields the result, and t 1 = (n − 1)p n−1 (1 − p).
317
In general, there are ( n j ) ways to place exactly j zeros in a binary string of length n.
318
Without the zeros, the sum of these sequences would be ( n j ) (2 n − 1). However, for every 319 'chain' of zeros we have to subtract ∑ n−1 i=0 2 i = 2 n − 1, and there are j n · ( n j ) such chains.
320
Thus 321
and therefore t j = ( n−1 j ) p n−j (1 − p) j .
322
Putting everything together with the help of the binomial theorem, we get: 
Proof: If we interpret k = ∑ n−1 i=0 b i as a binary number of length n, the i + 1th 332 step of the above selection scheme defines its ith digit (from the right to the left, 333 i = 0, . . . , n − 1). Since the digits are independent by construction, every step con-334 tributes a certain amount to the overall variance, independent of all of the other steps.
335
This means that the total variance can be decomposed into n parts σ 2 0 , . . . , σ 2 n−1 that 336 sum to the total variance. The variance contributed by the ith digit is the difference 337 between (? · · ·?1? · · ·?) and (? · · ·?0? · · ·?), where the question marks denote arbitrary 338 other binary digits (the same for both numbers).
339
As a typical example, consider the case n = 3. The first step introduces variance that can be assessed by means of considering two adjacent realizations of Y 3 , e.g., the values 0 = (000) 2 and 1/7 = (001) 2 /(111) 2 . This results in
By the same token, the variance produced by the second step can be measured by two realizations that differ only in the second component of their binary representation, e.g., the values 0 = (000) 2 and 2/7 = (010) 2 /(111) 2 . This gives
Finally, since the variance produced by the last step (consisting of 4 bifurcations) is the same for all their descendants, it suffices to consider just one of these forks, e.g., (00) 2 and the values 0 = (000) 2 and 4/7 = (100) 2 /(111) 2 . This leads to
Putting everything together, we obtain σ 2 (Y 3 ) = σ 2 0 + σ 2 1 + σ 2 2 = (1 + 4 + 16)p(1 − p)/7 2 .
Therefore, in general,
Note that the numerator shows an additive analogue to factorials: For factorials, n! = 341 (n − 1)! · n holds. For the numerator, we have
Corollary 7. EY 2 n exists, and so do all higher moments EY j n for j ≥ 1.
343
Proof: For fixed n, all realizations y k are in the unit interval. Thus y k ≥ y 2 k ≥ y 3 k ≥ . . . ,
344
with strict inequality if 0 < y k < 1. Therefore 0 < EY i n < EY j n if i > j. ♢ 345 Lemma 8. The limit of the variance term is 1 3 p(1 − p)
346
Proof: Considered as a function of n, σ 2 (Y n ) is monotonically decreasing. Since it is 347 also nonnegative, it is clearly convergent. Moreover, a straightforward induction on n 348 shows that ∑ n−1 i=0 2 2i = (2 2n − 1)/3, thus Since, due to Theorem 4, the distribution function F n is well-known for all values 352 v(k, n), it is easy to pass to the limit. The limit function F obviously is a distribution 353 function.
354
Theorem 9. (The weaver's hem) 355 Let Y be the limit of (Y n ), defined by its distribution function F = lim n→∞ F n . For 356 obvious reasons, the corresponding distribution, i.e., Y ∼ W (p), may be called the 357 weaver's hem.
358
F is continuous, and the moments are EY = p and σ 2 (Y ) = p(1 − p)/3. Except for the 359 case p = 1/2, when the discrete uniform distribution becomes the continuous uniform 360 distribution on the unit interval (and thus F is the identity function there), F has no 361 density with respect to Lebesgue measure. 362 Proof: Using the notation of Theorem 4, for fixed n, all mass is concentrated at the 363 points y k,n = k/(2 n − 1), (k = 0, . . . , 2 n − 1), and the jump heights there (Theorem 4 364 (vii)) go to zero if n → ∞. Thus F has to be continuous.
365
Because of EX = ∫ 1 0 (1 − G(x))dx for any distribution function G on the unit interval, 366 and F n → F , we also have EY = p for the weaver's hem. An analogous argument for neighbourhood of y k is given by
where #0 and #1 are the number of zeros and ones in the binary representation of k, 376 respectively. If p = 1/2, g k,n = 1, and thus W (1/2) is the uniform distribution on [0, 1].
377
In general, compare Equation (2) and the classical De Moivre-Laplace theorem. In the 378 latter case, one considers ( n k ) p k (1 − p) n−k , which approaches a limit 0 < c < ∞, since 379 the convergence of p k (1 − p) n−k toward zero is counterbalanced by a sequence that goes 380 to infinity at the same speed, i.e., an appropriate binomial coefficient (also depending 381 on n and k).
382
Here, every iteration (n → n + 1) doubles the number of values y k , and thus the first 383 factor is 2 n instead of ( n k )
. Moreover, due to Theorem 4, every y k,n is the starting 384 point of a cascade, i.e., a sequence of local bifurcations in the corresponding interval
385
[v k,n ; v k+1,n ]. After one iteration, the probabilities at y 2k,n+1 and y 2k+1,n+1 , i.e., (1−p)p k 386 and p · p k , respectively, differ by the factor f . After l iterations, the probabilities at 387 the leftmost value y 2 l k,n+l and the rightmost value y 2 l k+(2 l −1),n+l differ by f l . If w.l.o.g.
388
mass is systematically shifted to the right (p > 1/2), we have f > 1, and thus the 389 ratio of these probabilities soon exceeds any bound. Even more so, 2 l (1 − p) l p k → 0 390 and 2 l p l p k → ∞ in every interval [v k,n ; v k+1,n ] if l → ∞. Thus, there cannot be a limit and weaving (see Theorem 4, (vi)) assign the same mass to every interval [v k,n ; v k+1,n ].
403
Since these intervals shrink to zero, the limit distributions have to coincide. ♢ 404 6 The complete process 405 So far, we have mainly considered the distribution of the (conditional) expected values,
406
Y n = E(X n |B), or, equivalently, the case of two one-point distributions located in µ(H 0 ) 407 and µ(H 1 ), respectively. Looking atX n , however, there is not just variance between the 408 populations H 0 and H 1 , that we have considered so far, but also within each of these 409 populations, σ 2 (H 0 ) = σ 2 0 and σ 2 (H 1 ) = σ 2 1 , say, contributing to the total variance.
410
In complete generality, i.e., without specific distributional assumptions or any particular sampling scheme, let n = n 0 + n 1 , and suppose that n 0 independent observations Z 1 , . . . , Z n0 come from the first population, and n 1 independent observations Z ′ 1 , . . . , Z ′ n1 come from the second population. At this point of sampling, the combined distribution is a mixture M giving weight n 0 /n to the sample from H 0 , and weight n 1 /n to the sample from H 1 . In particular,
Thus we get the expected value (total mean)
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Theorem 11. (Expected value and variance)
413
With the assumptions of Theorem 2 , EX n = p and
Proof: Sophisticated bookkeeping. Given exponential sampling, after n selections, there are 2 n mixed distributions Q k (k = 0, . . . , 2 n −1) with the proportion λ k = k/(2 n −1) = y k of observations coming from H 1 . In other words, Q k is a Bernoulli distribution B(y k ).
Distribution Q k occurs with probability p k , where p k comes from a W (n, p) distribution.
If Z k ∼ Q k , and µ k = EZ k , Equation (3) 
due to Theorem 5, using the notation of that theorem, that is, y [j] is the sum of all 414 µ k = y k = E(X n |B n = (b n−1 , . . . , b 0 )) with corresponding probability mass p j . In 415 other words, the sum extends over all vectors (b n−1 , . . . , b 0 ) containing exactly j zeros,
The first part of Equation (4), capturing the variance between the Z k , reads
due to Theorem 6. Finally, the second part of Equation (4), accounting for the variance 418 within the mixtures, becomes 419 E(σ 2 (X n |B n )) = 2 n −1 ∑ k=0 p k σ 2 (X n |B n = (b n−1 , . . . , b 0 ))) For every fixed k = (b n−1 , . . . , b 0 ) 2 , Q k is a mixture with k = ∑ n−1 i=0 b i 2 i observations 420 from H 1 . Using µ(H 0 ) = 0 and µ(H 1 ) = 1, Equation (3) simplifies to µ k = λ k = 421 k/(2 n − 1) and the variance of Z k , again according to Equation (4), is
Altogether we obtain the preliminary result
Now The last term in brackets can be rearranged:
(2 n − 4) + 5 · (2 n − 6) + . . . + (2 n−1 + 2 n−2 ) · (2 n − 1 − (2 n−1 + 2 n−2 ))] + . . . + p n−2 [(2 n−1 − 1)2 n−1 + . . . + (2 n − 5) · 4 + (2 n − 3) · 2 + (2 n − 2) · 1] = ( n − 2 0
and Equation (7) becomes 425 σ 2 n (X n ) = ∑ n−1 i=0 2 2i (2 n − 1) 2 p(1 − p) + 2 n −1 ∑ k=0 p k λ k (1 − λ k ) + 2 n −1 ∑ k=0 p k σ 2 0 + σ 2 1 2 n − 1 = ∑ n−1 i=0 2 2i (2 n − 1) 2 p(1 − p) + ∑ n−1 j=0 2 j (2 n − 1 − 2 j ) (2 n − 1) 2 p(1 − p) + σ 2 0 + σ 2 1 2 n − 1 (8)
where the last equation is due to the next technical lemma. ♢
426
Lemma 12. ∑ n−1 i=0 2 2i (2 n − 1) 2 + ∑ n−1 j=0 2 j (2 n − 1 − 2 j ) (2 n − 1) 2 = 1
Proof: All one has to do is rearrange the terms: There are extensions on several tiers:
462
(i) Looking at Sections 2 and 3, it is straightforward to search for rather explicit 463 formulas for higher moments, e.g. skewness or kurtosis of W (n, p) and W (p).
464
(ii) The binomial distribution is strongly connected with the arithmetic (Pascal's) 465 triangle, and has a number of associated distributions: in particular, the normal, 466 the multinomial, and the geometric distributions. Analogously, the weaver's dis-467 tribution is strongly connected with a multiplicative structure (or the Binomial 468 cascade), and apart from Mandelbrot's limit distribution, other distributions are 469 associated with it. In particular, two generalizations of the geometric distribution 470 are straightforward:
471
Suppose the process stops upon encountering the first one. If this occurs in step i, the classical geometric distribution takes the realization i occurring with probability (1 − r) i−1 r. Here, it is more natural to consider the value 2 i−1 . Suppose the random variable T has such an 'extended' geometric distribution. Then ET = r + 2r(1 − r) + 4r(1 − r) 2 + 8r(1 − r) 3 + . . . = r 2r) i is a geometric series that converges if its argument 2 − 2r is less than 1, convergence occurs if and only if r > 1/2. Moreover, the same kind of reasoning yields that 
