Background: α decay is one of the most important decay modes of atomic nuclei. The half-life of α decay provides valuable information for nuclear structure study. Many theoretical models and empirical formulas have been suggested to describe the half-life of α decay as a function of decay energy (Qα), atomic number (Z), nucleon number (A), and other related. However, the analysis of theoretical uncertainty is rarely done for those α decay models.
I. INTRODUCTION
Since the famous Geiger-Nuttall law was published in the 1910s, α-decay half-life has been studied by physicists for more than a century. To extend the linear and simple empirical relationship to a larger range of nuclei, many effective generalizations, such as the Viola-Seaborg formula [1] , were proposed. Recently, Poenaru et al. introduced the Semi-Fission formula and the Universal curve for α decay based on fission theory [2] . Qi et al. deduced a an experimental result. Interestingly, one always tends to put a single, determined calculated value aside from an experimental error bar in practice. This act could lead to a confusing conclusion in some subtle cases [8] . All the justification should be accompanied with confidence from the statistical perspective. Hence, it is of great importance to implement a further investigation in detail on the uncertainty of a theoretical model. Our purposes are the following:
1. to estimate the confidence interval of the predicted α decay half-lives;
2. to identify the sources of uncertainty for a given formula;
3. to figure out reliability, prosperity, and deficiency of existing models and possible improvements Some pioneering works in other fields have shown ways to study the uncertainty with traditional statistics tools including sensitivity analysis and Bayesian methods [9] [10] [11] [12] [13] [14] . Besides these widely used tools, one can use the non-parametric bootstrap method on uncertainty analysis. As a reasonably accurate estimator widely accepted in the validation for machine learning strategies [15] [16] [17] [18] [19] , the Bootstrap method can simultaneously estimate statistical bias and reproduce the distribution of several given observables without any specific prior assumptions. The method has been tested in an analysis of NN scattering data by Pérez et al. [20] and in studying nuclear mass models [21] . In this paper, we further investigate its ability to explore the parameter space and to extract the uncertainty information.
With present computational power, One can easily implement a powerful non-parametric bootstrap framework. Details of it will be presented in Sec. III. For the sack of simplicity, the authors have focused the study on UDL and the New Geiger-Nuttall Law (NGNL). A brief introduction is given in Sec. II. Both two laws would be tested with a dataset containing 162 even-even α-emitters in Sec. IV and 92 α-decay channels of odd-mass nuclei in Sec. V. Physical essences revealed in uncertainty analysis would also be discussed. In the end, a summary of this article is given in Sec. VI.
II. A BRIEF INTRODUCTION ON DATASET AND MODELS
The present work focuses on the uncertainty analysis of the α-decay half-life estimation. Among the various models, UDL and NGNL are selected for their simplicity and clarity.
Deduced from the R-matrix theory, UDL is read as following [3, 4] :
while NGNL taking the form [7] : log T 1/2 = aZ c Z d A Q α + b AZ c Z d + c + S + P l(l + 1).
(2)
In both equations, A = A c A d A c + A d denotes the reduced mass number, where the subscripts c and d correspond cluster and daughter nuclei, respectively. a, b, c are undetermined coefficients in which one interests. Among the two, NGNL is more complicated. The term S here deals with the shell effect, where S = 0 for nuclei with N > 126 and S = 1 for N 126. l is the quantized angular momentum, and P is one more undetermined coefficient related to the parity. In the case of the α decay, one gets Z c = 2 and A d = 4.
Before further discussion, physical significance should be explained for each term. Indeed, both of the two laws are generalizations of the original Geiger-Nuttall law. Thus, the first term could be regarded as a description of the quantum tunneling process, as is demonstrated by Gamow in 1928, while the second term involving the formation probability. The coefficient a, b, c describe some global average properties and could be written in the explicit form (see Ref. [4] for UDL and Ref. [6] for NGNL).
As for the dataset taken in regression, NUBASE2016 [22] and AME2016 [23, 24] provided by Atomic Mass Data Center are selected for the analysis of even-even (ee) nuclei. For better validation, all the undetermined experimental results (marked with "*" in the dataset), as well as extrapolation results (marked with "#" in the dataset), are removed. As a result, a total of 162 ee nuclei are included for further analysis. The case of odd-mass (oA) nuclei is more complicated. Since the competition between the decay to ground state and to excited state plays an important role here, the present work takes the different decay channels into account. All those data are collected from National Nuclear Data Canter. Similar filtration is performed with an extra rule: only channels with branch ratio greater than 1% are reserved. Finally, the database we use for analysis consists of 162 ee nuclei decaying from ground state to ground state (Gs-Gs), 42 channels of ee nuclei of which N > 126 and l = 2 decaying from ground state to excited state (Gs-Ex) and 92 channels of 46 odd-mass (oA) nuclei. A review of several special outliers will be given in the following discussions.
III. NON-PARAMETRIC BOOTSTRAP AND UNCERTAINTY DECOMPOSITION
We aim to estimate the uncertainty of a given parametric model with several parameters waiting to be determined via fitting. Such a theoretical model are in the form of:
where x denotes the input values and p the parameter. In the present work, the input values are the nuclear properties and the parameters are the corresponding coefficients. u denotes the unspecified deficiency, in other words, the total uncertainty. In general, it is a random variable under certain distribution. In this case, the total uncertainty of a predictive result is known as a mixture of three parts. The first part is systematic, which is due to the deficiency of the model. The second one is statistical, which originates from undetermined parameters. The last part is the experimental uncertainty. For the present dataset, the variations of the measured decay energy are very small in general. The variations of T 1/2 of several nuclei ( 178 Pb, 228 Pu, etc.) are, on the other hand, comparable to those of the theoretical ones. For simplicity, all data are regarded as exact values in the most analyses presented in this work. Meanwhile, test analysis is also implemented based on the present dataset to examine the uncertainty induced by experimental uncertainties.
Traditional statistical methods such as the linear fitting provide tools to access the variation of parameters and bias between theoretical and experimental results.
The key technique here, the resampling, further reconstructs the parameter space and records simultaneously the uncertainty information. It can be described as a 3-step calculation like the following:
Step 1. From a given dataset, e.g. the 162-term ee nuclei dataset, one can always extract N samples with the same sample size 162, by resampling with replacement (a data can be selected more than once during resampling). From a statistical point of view, it is reasonable to keep the size and the degrees of freedom of each bootstrap sample the same as those of the original dataset. The statistical result is obviously more precise when N takes larger values.
As verification, available experimental uncertainties are also taken into consideration. With the normality assumption, additional variations are introduced to every observable (decay energy and half-life) used in each bootstrap sample,
where σ exp (N u k ) denotes the corresponding experimental uncertainty. It should be emphasized that the variation takes different values for different observables in different bootstrap samples, to take into account the random effect induced by experimental uncertainty. In the present study, the experimental uncertainty of decay energy E and/or of half-life T 1/2 is included, while that of intensity I is not due to the lack of information of its uncertainty in the data library. Now the preparation is completed. The extracted samples named bootstrap sample by Efron [25] would play the role of a test set in the following calculation.
Step 2. A fitting process is implemented on each bootstrap sample with all results, i.e. fitting parame-ters, saved. Here distributions on parameter space are approached by counting the parameter arrays obtained.
Step 3. Hence, with the obtained parameters, it is easy to compute predictive half-lives for all nuclei in the original dataset. Comparing with the experimental values, residuals are derived. All information about the uncertainty is in fact encoded in it.
Intuitively, resampling is comparable to experimental measurement. While measuring an unknown physical quantity, a natural strategy is repeating several identical measurements upon the same object. Likewise, the Bootstrap method could be considered as a Monte-Carlo event generator. While repeating resampling and calculation described above, it is like to repeat virtual measurements upon the given theoretical model. With sufficient replications, one can safely approximate the distribution of any observables. For summarizing, a flow chart is presented in Fig. 1 . In practice, the replication quantity is taken to be N = 10 6 with a computation facility.
In Step 3, the residual between the recorded experimental value and the measured values is defined as:
where N u k indicates the k-th nucleus in the original dataset and BS i denotes different bootstrap sample with i ranging from 1 to N . Our goal is to extract the different types of uncertainties from cards in hand. Naturally, the estimated value is set as the center of all predicted valuer (N u k ) = N i=1 r (N u k , BS i ) /N and the statistical uncertainty indicates the dispersion of results. In other words, it is the unbiased standard deviation:
(6)
On the other hand, the systematic uncertainty yields gaps between the estimated value and the "true" value. After simple calculation, one might find that it is equal to the absolute value of the mean of residuals we concerned:
(7) Noticed that until now, what we obtained is the uncertainty for a specific nucleus. However, the systematic uncertainty is more important for a whole dataset rather than a single data. The formulas just derived is merely an intermediate result and let us focus on the following definition: The coefficient 1/M emphasizes the fact that every nucleus contributes equally to resampling. In the case of Ordinary Least Square fitting, such a definition is asymptotically coincident to the RMS metric when quantity N goes to infinity. Total uncertainty for a single nucleus is evaluated as:
Similarly, it can be generalized to the whole dataset, as well as the statistical uncertainty. Thus it is easy to verify the following relation holds in a global sense:
Besides the uncertainty evaluation for the theoretical descriptions on the known properties, another important task is to assign confidence interval to each predicted result, which should be a composition of the global systematic bias due to model deficiency and the statistical uncertainty assigned to the specific nucleus. It is considered to take the following form (the approximation is due to the large resampling quantity):
Now one can apply the framework to study the predictive power of UDL and NGNL.
IV. APPLICATION TO EVEN-EVEN NUCLEI
In this section, the established non-parametric bootstrap method is tested by applying it to both UDL and NGNL with a dataset consisting of 162 ee nuclei. Firstly, the resampling is applied to the whole dataset. Then, the shell effect is accounted to investigate its impact in decay half-life prediction. Since we noticed that the neutron shell plays a more important role than that of proton in α decay theory [26] , the original dataset is divided into two parts according to the neutron number, (i) the set for ee nuclei with N 126 and (ii) the set for ee nuclei with N > 126. The same resampling method will be applied respectively to these two subsets. Furthermore, another dataset composed of 42 α-decay channels of ee nuclei with N > 126 and l = 2 is investigated and compared with the results from the ground state to ground state.
A. Exploration in parameter space and uncertainty Fig. 2 shows the reconstructed marginal distribution of each parameter in the corresponding parameter space for both UDL and NGNL. Curves except the N > 126 results with 210 Pb approximate the normal distributions, which indicates that both UDL and NGNL sketched out common decay features with stochastically extended parameters. The results also support the normality assumption in traditional statistical methods. As for the dataset N > 126 with 210 Pb, its distribution with large extension indicates that 210 Pb is an outlier in this dataset. It is the only nuclide with Z = 82 and N > 126, whose decay feature is slightly different from other nuclides in the same set. Here the present framework works as an indicator of outliers. The expected distribution can still be extracted from the deformed case, because the resampling strategy takes a sample without 210 Pb with a probabil-
The distribution for the dataset N > 126 with 210 Pb in Fig. 2 can be considered as a combination of two peaks, from the bootstrap samples with and without the outlier. One can see that the additional 210 Pb tends to incline the regression plane further, as is discussed in Ref. [27] . Traditional statistics, including the mean values and the standard deviations (S.D.), are taken to sketch out the approximately normal distributions. Otherwise, one should calculate the percentile via numerical methods to determine the confidence interval in the case of the deformed distribution. The mean values and S.D. of each parameter in UDL and NGNL are summarized in TABLE I. The comparison of the results shown in the first three rows confirms the assumption that the experimental uncertainty can be negligible in our analysis. Moreover, all parameters take relatively small S.D. comparing with their mean values. The constant term takes the largest uncertainty, which suggests that the preformation of α clusters is not well described and some properties of nu-clei may need to be included, such as the deformation. It is clearly seen that both UDL and NGNL result in rather a similar parameter a but quite different b and c, which comes from the selection of different radius models and will be discussed later.
If the "outlier" nucleus 210 Pb is added to all dataset and the dataset with N 126, the fitting results change little as seen in TABLE I. But if 210 Pb is added to the dataset with N > 126, the fitting results changes with a certain degree, as shown in both Fig. 2 and TABLE I. The comparison among these results indicates that the behavior of decay properties of 210 Pb is not an outlier in all dataset but the dataset with N > 126. Hence, the decay property of 210 Pb is more like those of nuclei with N 126. This result is consistent with the microscopic calculations as presented in Refs. [8, 27] . It is related to the fact that the α formation probability is expected to be strongly suppressed at the N = 126 and Z = 82 shell closures (see for example Fig. 21 in Ref. [8] ). In particular, the α formation probability in semi-magic nucleus 210 Pb with Z = 82 is expected to be similar to that of the nucleus 210 Po with N = 126 but is strongly suppressed in comparison to neighboring open-shell nuclei. Such suppression is due to the reduced pairing correlation caused by the large Z = 82 proton shell gap in Z = 82 and N = 126 neutron shell gap in 210 Po [28] . In later discussion, 210 82 Pb 128 is treated as a normal nucleus in the group with N 126.
Another advantage of the present framework is to help 
investigate the correlation between pairs of parameters as an approximation of the given joint distribution easily. As an illustration, the calculated Pearson matrix in different cases is shown in TABLE II. All the parameters are mutually resistant. After classifying the nuclei into two different neutron shell, the correlation between parameters a and b is weakened, and, on the contrary, the correlation between parameters b and c is reinforced, upon which it is interesting to perform further investiga-tion.
As an important criterion, the decomposed uncertainties are also presented in TABLE I. In general, NGNL gives a better description than UDL, according to a comparison of systematic uncertainties. Especially when the parameters of UDL are obtained from dataset N 126 and used to describe the N > 126 data, the average value of the residuals is negative and far from zero. Thus a large systematic uncertainty is obtained, which indicates that UDL needs to include shell effect and will be discussed in the following section.
On the contrary, NGNL shows its consistency among all results. Noticed that both two laws are more suitable for the heavier nuclei, a possible interpretation is that the α decay of heavy nuclei is dominated by the tunneling process. The existence of cluster structure facilitates the preformation part. Comparing with the systematic uncertainties, all statistical uncertainties are negligible, which indicates that the existing terms in both UDL and NGNL do reflect the physical nature of α decay of nuclides considered here. Such small statistical uncertainties ensure the stability of a global prediction on all nuclides. But certain values of systematic uncertainties indicate that some more physical terms may need to be considered in the two laws.
B. Universality and shell correction
Since both laws are assumed to give a universal description at least for the even-even nuclei, it is of interest to investigate their performance while facing the shell closure. From Fig. 2 , parameter a and b in both laws show certain deviations from N > 126 case to N 126 case. If parameters obtained from the N 126 data are used to describe the N > 126 data as an extrapolation shown in Table I , the systematic uncertainty becomes much larger for UDL, while the uncertainty of NGNL is relatively small because of the shell correction term.
Removing the shell correction term S from NGNL, an uncorrected formula read as:
UDL can also be seen as a corrected version of it, with multiplying an extra factor A
to the second term. Predictive residuals of the three laws are plotted in Fig. 3 . It shows that the uncorrected formula tends to overestimate the nuclei with N > 126 and underestimate the nuclei with N ≤ 126. Both the corrections laws, NGNL and UDL, cause the shifts towards smaller residues in Fig. 3 . Comparing between two laws, the term S in NGNL yields a more homogeneous distribution when crossing the N = 126 shell closure. UDL gives correct but little modifications to the uncorrected formula.
Interestingly, UDL much improves the description on nuclei just above the N = 126 shell closure compared with the uncorrected formula. One possible explanation can be found from the explicit form of parameter b. Based on different but equivalent physical consideration, UDL gives b = − 2e √ 2m n r 0 ln 10 + const and the uncorrected formula gives b = − 4e √ 2m n R ln 10 +const [6] . The difference appears merely on the factor corresponds to the nuclear radius, while UDL assumes
and the uncorrected formula regards it as an global average property [6] .
The preformation radius is normally estimated via the Bohr-Sommerfeld quantization condition. A preformed α cluster in quasi-bound state locates on an orbit, of which radius R satisfies:
where the global quanta G = 2n + L and where µ denotes the reduced mass. The orbit radius is estimated by the following quadratic formula with a constant nuclear potential V N as a simple estimation:
The approximation is reasonable since the comparison:
≈ 47.8483 (15) holds. Buck pointed out that the global quanta increases from 22 to 24 after crossing the shell closure [26] . The result is a deviation of the preformation radius:
where µ = m n A and m n denotes the nucleon mass. If a form b ∝ 2e √ 2m n R ln 10 is taken, the contribution of ∆R on the residue of half-life can be estimated:
Within the errors of our treatment we take m n c 2 ≈ 938.9MeV, c = 197.3MeV and the nuclear potential V N ≈ 100MeV. The numerical result shows that ∆ ≈ −0.68, which gives quite similar values to the term S. It is of interest to replace the constant S in NGNL with the explicit form of the radius. To reduce the complexity, the radius on the denominator is estimated via
Hence, the corrected formula reads:
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with b 1 , c 1 two constants, and ρ the corresponding variable to parameter b for certain nucleus in Eq. (1) and (2) . As mentioned above, in both two laws, b 1 and c 1 terms are absorbed in the b and c terms, respectively. It should be noted that an increment on FP will induce the decrement of half-life. The b 1 term should have an opposite sign to the b term. Assuming the separation radius changes little from decaying to ground state to decaying to excited state, The change of FP can be estimated via log(FP Gs−Ex /FP Gs−Gs ) = (∆b 1 )ρ + (∆c 1 ).
where ∆b 1 
. The change on FP, FP Gs−Ex /FP Gs−Gs , in each nuclei can be estimated by Eq. (20) . Then the average FP Gs−Ex /FP Gs−Gs for considered 42 nuclei is shown in the TABLE III, which is smaller than one and indicates the hindered decay process for Gs-Ex channels.
C. Discussions on Outliers
For a given decay formula, some half-lives may be calculated far from the observed data. Theoretical results are presented with error bars in Fig. 4 to identify possible outliers. Note that the parameters taken are deduced from the corresponding nuclei dataset. 228 Pu and 174 Hf are outliers in both two laws, which are identified by the large differences (much larger than 2 σ 2 sys + σ 2 stat (N u i )) between their calculated and observed half-lives as seen in Fig. 4 .
For 228 Pu, the observed half-life has a large uncertainty, which is 2.3 ± 1.3 s in NUBASE2016 [22] and 1.1 +2.0 −0.5 s in Ref. [29] , respectively. If observed uncertainties are taken into account, calculated results and observed data agree with each other, as seen in Fig. 5 .
The 2494.52 ± 2.26 keV α decay energy of 174 Hf in AME2016 [24] is consistent with the one recommended in Ref. [30] , but the same reference recorded another value 2559 ± 30 keV, which is coherent with the radii systematic. If the latter decay energy is used, the calculated results agree rather well with the observed data, as seen in Fig. 5 .
As seen in Fig. 4 , 186 Po is slightly underestimated by both laws. NUBASE2016 [22] and AME2016 [24] gave its half-life and decay energy 34 ± 12 µs and 8501.17 ± 13.71 keV, respectively, while 28 +16 −6 µs and 8320 ± 15 keV are respectively presented in Ref. [31] . Comparisons in Fig.  5 indicate calculated results with 8320 ± 15keV are more closed to the observed decay half-lives.
Another interesting application is on the newly observed superallowed α decay from 104 Te to 100 Sn. A decay chain is newly observed from 108 Xe → 104 Te → 100 Sn [32] . Since 100 Sn is a doubly magic nucleus with the same numbers of protons and neutrons, it is expected that the decay toward such a nucleus possesses an extremely large FP. If the superallowed nature is assumed for the α decay of 104 Te, models with parameters obtained from other nuclei should much overestimate the half-life of 104 Te.
The newly observed half-lives of two decays are compared with theoretical calculations in Fig. 6 . The parameters used for the results in Fig. 6 gies and half-lives are listed in Table IV . The error bars in Fig. 6 show the theoretical uncertainties obtained through the present work, while the center values are calculated with the decay energies and their upper and lower bounds given in Ref. [32] . The left figure suggests that decay of 108 Xe shows no deviations from the global laws with parameters obtained from the other nuclei. A similar conclusion was drawn in Ref. [8] . The half-life of 104 Te → 100 Sn decay locates outside the theoretical error bars of both laws with experimental decay energy. However, if the upper bound of experimental decay energy is used for calculation, the calculated half-life locates inside the error bars of both laws.
A very recent experiment suggested such an upper bound could be reduced to 4 ns [33] . The green arrow in Fig. 6 indicates that the newly measured limit makes superallowed nature more significant compared with the theoretical predictions. However, the superallowed nature may not be properly approved with high confidence (up to 95%) at this stage by considering the large theoretical and experimental uncertainties. In addition, one cannot exclude the possibility that additional term may be needed in our present formula for a more proper description of those light nuclei, which will further increase the theoretical uncertainty.
V. APPLICATION TO ODD-MASS NUCLEI
In UDL, the Coulomb-Hankel function takes the approximation of H + 0 (χ, ρ) at the case of α decay between ground states of ee nuclei, of which the spins and parities are both 0 + [3, 4] . As a result, modifications should be considered for UDL to describe the α decay half-life between oA nuclei, as is done in Ref. [34] for proton decay. NGNL proposed a correction for decays with changes of spins [6] . In fact, α decays between oA nuclei are different from those between ee nuclei mainly because of the pairing effect and change of spin and/or parity values. The dataset of 92 α decay channels is hence separated into two groups: (i) without spin or parity change (oA nc) and (ii) with spin and/or parity change (oA c). Parameter distributions obtained with the Bootstrap method are drawn in Fig. 7 . Table VI presents the correlation coefficients between each pair of parameters, which show strong correlations between parameters b and c. The statistics of parameters and the decomposed uncertainties are listed in Table V . Similar to the case of ee nuclei, the results show that the fitting parameters and their uncertainties are barely influenced by the experimental uncertainty. For simplicity, the test is limited to oA nc nuclei. From these results, some special discussions can be addressed.
The first one is the parameters obtained from ee nuclei cannot be used to estimate the half-lives of oA nc nuclei, although both the ee nuclei and oA nc nuclei correspond to l = 0. The peak value of the parameter a of ee nuclei presents a negative shift compared with those of the oA nc, oA c, and oA nuclei. The half-lives of oA nc nuclei are globally underestimated by the parameters from ee nuclei, as shown in Table V . Since the first term of both UDL and NGNL corresponds to the quantum tunneling effect, a hindrance exists for oA nuclei during the emission process of an α particle, which is not surprising.
To investigate the difference caused by the unpaired nucleon, parameters obtained with ee nuclei were applied to calculate the half-lives of the oA nc nuclei. The decomposed uncertainties are listed in Table V . The systematic uncertainty is larger than σ sys (oA nc) for both formulas. Moreover, the residuals calculated by parameters obtained with ee nuclei are globally positive. It does indicate that the parameters obtained with ee nuclei underestimate the α decay half-lives of oA nc nuclei.
The second one is a systematic hindrance for α decay with the change of spin and/or parity. The halflives of oA c nuclei are globally underestimated by the parameters from oA nc nuclei, as shown in Table V . Although the parameters a and b of the oA nc nuclei drop in the 95% confidence interval of the corresponding parameters of oA c nuclei. The parameter c of the oA c nuclei presents a positive shift compared with the oA nc nuclei.
From the uncertainty analysis, both UDL and NGNL presents the largest statistical uncertainty and systematic uncertainty for the oA c nuclei. Particularly, σ stat (oA c) is three times larger than σ stat (oA nc), which indicates the weaker compatibility between these two formulas and oA c nuclei. Such a result coincides with the weakness of UDL. What confusing is that NGNL has accounted for the effect of angular momentum, but the uncertainties are as large as UDL, which should be due to the nonglobal property of the parameter P .
The third one is the value of parameter P . From the fitting results, one cannot rule out the possibility that the parameter P takes zero or even negative values for parts of oA c nuclei, which contradicts the physical consideration that the change of spin and/or parity after decay should increase the α decay half-life. Actually, the value of P strongly depends on the datasets used for fitting. It is difficult to obtain a global parameter P based on the large differences among mean values of P obtained from different datasets and corresponding large standard deviations, which are presented in Table V .
One recalls the change of spin in the α decay process for oA c nuclei compared to the oA nc nuclei. To investigate the existence of such a hindrance, the parameters obtained with oA nc nuclei are used to estimate the half-lives of oA c nuclei. Note that P = 0 in this extrapolation. The results are compared with the half-lives of oA c nuclei calculated with parameters obtained with itself. The residuals calculated with the parameters obtained with oA nc nuclei are generally positive, so the half-lives of oA c nuclei are underestimated. Moreover, an increment of systematic uncertainty comparing with σ sys (oA c) is noted, which are listed in Table V . Hence, it proves the existence of a systematic hindrance in the α decay process of oA c nuclei. Residue of each nuclei is used to calculate the parameter P together with angular momentum variation l. It is clearly seen in Table V that the value of P has a very large uncertainty, If only l = 2 nuclei (around 65% of all oA c nuclei) are considered, the uncertainty of P is much reduced but remains to be large. The value of P depends on the choices of different isotopes and isotones as the dataset, which is also reported by Ren et al. in Ref. [7] .
As the two types of residuals present an overall shift for decays from l = 0 to l = 0 relative to those of l = 0 to l = 0 decays. We, therefore, include a correction term for both UDL and NGNL, denoted as UDLC and NGNLC:
log
where δ = 1 for oA c nuclei and δ = 0 for oA nc nuclei. Since 28 out of 43 channels in the oA c dataset are with l = 2, 6 = 2(2 + 1) is set to be a coefficient of P δ.
The bootstrap is applied to analyze such two corrected formulas. The results are presented in Fig. 7 , Table V  and Table VI . In this case, parameters P 1 and P 2 stay positive, which is consistent with the physical consideration that the change of spin and parity hinder the α decay process. The relatively small uncertainties assure that the shift could be a global property. Moreover, observing that the systematic uncertainty is reduced while the statistical one is quasi invariant, it is believed that the constant correction is suitable to estimate the decay behavior.
VI. SUMMARY
A framework based on the non-parametric bootstrap method is established in the present work to study the theoretical and statistical uncertainties of α decay models. The key objective is to reconstruct the distributions of several observables and to decompose the uncertainty for given theoretical models simultaneously. Independent from any specific assumption, it is quite generic and easy to implement with modern computational facilities.
For simplicity, we only applied the model to study two existing empirical decay formulas for α decay half-life. The decomposed uncertainties also serve as an evaluator for the newly observed superallowed decay, 104 Te → 100 Sn. Our results suggest that this process is overestimated by the two laws with the parameters obtained from fitting to other nuclei while neglecting the experimental uncertainty on decay energy or theoretical uncertainty estimated in the present work. However, the observed half-life locates inside the estimated error bar when both the uncertainties are included. Therefore further measurements on the decay energy and half-life are recommended to assure the justification on superallowed nature.
Even if the same s-wave radiation of α is considered, uncertainty analysis clearly reveals that, as expected, oA nuclei have hindered the decay process comparing with neighboring ee nuclei due to the suppression of pairing. Moreover, oA nuclei with spin and/or parity change show additional hindrance compared with oA nuclei without spin or parity change, which can be related to changes in nuclear structure (or configuration) between the daughter and mother nuclei. Such hindrances deserve further investigations.
The present work emphasizes the analysis of the uncertainty of theoretical works. It reaffirms the reliability of conclusions from a parametric model. It is also straightforward to apply the model for a more complicated, non- 
