This paper proposes a prognostic framework for online prediction of fatigue crack growth in industrial equipment. The key contribution is the combination of a recursive Bayesian technique and a dynamic-weighted ensemble methodology to integrate multiple stochastic degradation models. To show the application of the proposed framework, a case study is considered, concerning fatigue crack growth under time-varying operation conditions. The results indicate that the proposed prognostic framework performs well in comparison to single crack growth models in terms of prediction accuracy under evolving operating conditions.
the prior distribution of the degradation states can be combined with the likelihood of the monitored measurements for updating the posterior distribution of the states adaptively when new measurements are available. In [22] , Boris et al. presented a prognostic method based on a Bayesian technique to dynamically update the stress intensive range of the physical degradation model at each load cycle until failure, using the condition monitoring measurements. In another study, a comprehensive architecture for both fault detection and isolation (FDI), and failure prognosis for a UH-60 planetary carrier plate was carried out by exploiting a non-linear degradation model and a Bayesian variant, to effectively detect abnormal conditions and predict online the crack depth evolution of the equipment [23] .
In practice, the performance of online prognostic models for fatigue crack growth heavily depends on the adopted physics-offailure model and it is very important to figure out an appropriate modelling framework for a specific degradation process under time-varying operation conditions. To address this issue, numerous fatigue crack growth models have been extensively studied [24] [25] [26] [27] [28] [29] [30] . In [31] , a comparison of stochastic fatigue crack growth models including the Markov chain model, the Yang's power law model, and a polynomial model were carried out. The results showed that each degradation model has its own range of applicability, and only fits a certain particular degradation process. To the knowledge of the authors, there is no general consensus on a comprehensive prognostic model for fatigue crack growth under different degradation processes. Recently, in the applications of Lithiumion battery prognostics, hybrid and multi-degradation model ensembles have gained interest because of higher accuracy and better generalization capability than individual degradation models [32, 33] . The basic idea behind these empirical frameworks is to find a set of diverse degradation models which cover different situations so that they complement each other. In [33] , an interacting multiple model particle filter (IMMPF) was introduced to combine the estimations from three battery capacity degradation models. The study concluded that the interacting multiple model can achieve higher robustness in terms of smaller estimation errors and more stable performance than a single model.
In this paper, a prognostic framework for fatigue crack growth is proposed by integrating a recursive Bayesian technique and a dynamic ensemble. The degradation state of the component is estimated based on the condition monitoring data collected until the current load cycle, and short-term degradation state prediction is performed to anticipate and proactively prevent sudden breakdowns of the component in a near future. The key contribution of the work is the dynamic ensemble which combines different crack evolution models with dynamic weights. The dynamic weights are computed based on the historical estimation error for a predefined number of the latest load cycles. To the authors' knowledge, this ensemble framework has been here developed and applied for the first time for a prognostic problem of fatigue crack growth. To validate the performance of the proposed framework, a case study concerning fatigue crack growth with evolving operation conditions is carried out and the results are compared with those obtained by applying single degradation models.
The rest of this paper is organized as follows. Section 2 introduces the degradation models for fatigue crack growth and details the proposed prognostic framework. Section 3 describes the illustrative case study of fatigue crack growth with different load conditions. Finally, Section 4 concludes the study. 
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where f t denotes the state transition function and g t is the measurement function; − ω t 1 and v t are independent identically distributed (i.i.d.) state noise and measurement noise sequences, respectively. The current degradation state x t depends only on the previous state − x t 1 , and not on the states at previous times. This represents a first-order Markov process with independent degradation increments. The Bayesian technique can be used for estimating the system state x t at time t by constructing the posterior probability density function (pdf) p x z ( | ) t t 1: based on the state transition function and the monitored measurements. More specifically, the system state is recursively estimated by performing the following two steps, namely prediction and update.
The prediction step involves using both the previous state estimation − x t 1 and the state transition model in Eq. (1) to estimate the prior distribution of the current state x t via the Chapman-Kolmogorov equation, as follows:
is the conditional probability distribution defined by the state model in Eq. (1). The initial distribution
0 is assumed to be available and is known as the prior. In the update step, the new measurement z t is used for obtaining the posterior state pdf p x z ( | ) t t 1: by applying Bayes' theorem, as follows:
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is defined by:
Sequential parameter identification
A main advantage of the proposed prognostic framework lies also in the capability of identifying time-varying parameters from the sequential data, as detailed in this section. Let us add the time-varying parameter θ t to the state vector at the inspection time t, as follows:
For this new state vector, the state-space system model in Eqs. (1) and (2) can be reformulated as follows:
where
and
.
Based on the modified model, the posterior joint distribution
1: can be obtained by employing the recursive Bayesian algorithm discussed in the previous section. In this circumstance, the initial distribution is assumed independent of θ, that is,
0 . Finally, the marginal posterior distributions of the system state x t and the time-varying parameter θ t can be obtained by:
1: 1:
Short-term state prediction
We consider the degradation state estimation not only at the current load cycle t, i.e. state regression, but also the prediction at fixed prediction horizons = + T t τ , i.e. short-term prediction. In the following case study, three scenarios are considered: (1) degradation state regression at the current time = T t; (2) short-term state prediction at time = + T t 100; and (3) short-term state prediction at time = + T t 300.
Fatigue crack growth models
For applying the Bayesian recursive technique for state estimation to the fatigue crack growth process, four stochastic degradation models of fatigue crack growth are considered, including Paris-Erdogan, polynomial, global function-based, and curve fitting technique-based models.
Paris-Erdogan model
One well known degradation model for fatigue crack growth is the Paris-Erdogan law [34] , which represents the dependence between the crack growth rate dx dN / and the Irwin's stress intensity factor K Δ [35] as follows:
where x is the crack length, C and m are material constants, and N is the number of fatigue load cycles. In this study, the ParisErdogan model is employed for considering an infinite plate with a center crack subjected to a sinusoidally applied stress σ , where the geometric factor is equal to 1 and the stress intensity factor K Δ is defined as follows [35] :
where σ Δ is the cyclic stress amplitude. To take into consideration the statistical variability of the crack growth rate in practice, Myötyri et al. [36] introduced a stochastic variant of the Paris-Erdogan model by using a process intrinsic stochasticity, given by:
is an additional white Gaussian noise. For t Δ sufficiently small, the state-space model in Eq. (15) can be discretized as follows:
which represents a non-linear Markov process with independent evolution of the degradation state x.
Polynomial model
A mismatch of crack growth models based on power function with the median crack growth curve has been discovered [31, 37] . To address this issue, a crack growth model based on polynomial function was proposed as follows [31] :
are polynomial constants. The stress intensity factor K Δ is not considered in this model [31] . In other studies, the polynomial model was shown to yield the best fit in the linear least square stage of the degradation process [32, 33] .
The Markov process representation for a polynomial function-based crack growth model can be defined as follows:
Global function
Despite the fact that the Paris-Erdogan model and polynomial model show satisfactory performance in the description of the fatigue crack growth process, the effects of equipment geometry on the degradation process have not been taken into consideration [30] . To tackle this shortcoming, Hossien et al. [30] introduced a global function by further reformulating the model for stress intensity range in Eq. (14), using a geometric factor defined as follows:
where h(x) is the geometric factor. In this work, a case study considering a center-cracked plate under uniform tension is considered for validating the global function-based crack growth model, in which the geometric factor h(x) is defined by [38] :
where w is the specimen width. The global function-based crack growth model can be further discretized as follows: [30] , the authors presented another empirical crack growth model based on a curve fitting technique, given by:
where C 1 , C 2 , m denote the model constants, whose values need to be estimated. According to [30] , the stress intensity factor K Δ is not considered in the model.
The authors showed that the crack growth model based on the curve fitting function had capabilities of outperforming the conventional models, such as the power function and the polynomial function, in terms of higher prediction accuracy and lower computation cost. The discretized Markov process representation for a curve fitting function-based crack growth model can be defined as follows: Table 1 Detailed settings of model characteristics of fatigue crack growth case studies. H.
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Dynamic-weighted ensemble for prediction
Although various stochastic crack growth models have been studied, it is still difficult to develop a unique accurate model for specific degradation processes, particularly for the ones under time-varying operation conditions. In this section, a dynamic-weighted ensemble is presented to find automatically the best combinations of multiple crack growth models with respect to their estimation performances. The proposed algorithm consists of the following three steps:
(a) Step 1: At the load cycle time t, when the new measurement is available, the time-varying model parameters and the estimated degradation states given by each model are updated by using the recursive Bayesian algorithm described in Section 2.1.
Step 2: The estimated degradation state of each individual model is weighted by their estimation errors for the last cycles as follows: 
where w t i and ϕ t i are the dynamic weight and estimation error coefficient of the ith model at time t, respectively. The estimation error coefficient ϕ t i is defined as follows:
where δ is the time horizon (δ = 50 load cycles in the case study that follows) andx k i is the estimated degradation state of the ith model at time k. Consequently, the highest weight is given to the model in the ensemble with lowest error at the present time t, and vice versa, the smallest weight in constructing the ensemble is assigned to the least accurate model at time t. (c) Step 3: Once the dynamic weights for all models at the current time t are calculated, the predicted degradation state of the ensemble is computed as follows:
where ∼ x T is the ensemble predicted state at the load cycle T and N M is the number of degradation models (N M = 4 in this study). Note that the weights are for the current load cycle as no new measurements are available for any future load cycles.
Results and discussion
Illustrative case study of fatigue crack growth
Numerical simulations of fatigue crack growth have been carried out with an initial crack length x 0 of 10 −4 mm and a test frequency of 1 Hz. The total number of fatigue load cycles is N = 2000 cycles. To explore the capabilities of the proposed approach under time-varying degradation processes, the fatigue lifetime of the simulated crack growth is split into four continuous and equivalent periods, where the crack length is generated according to different crack growth models as follows: (a) In the first 500-load-cycle period, the Paris-Erdogan model is employed to simulate the crack propagation process as described in Eq. (16) . In this regard, the Paris-Erdogan model can provide a linear relationship between dx dN log( / ) and K log(Δ ), in other words, the stress intensity factor (SIF) range of simulated data is compatible to the Region II (Paris region). (23) is utilized.
The model parameters in this work are first initialized based on empirical knowledge, as detailed in Table 1 . Subsequently, a Bayesian-based parameter identification approach, as presented in Section 2.1.2, is applied to adaptively update the parameters according to the real-time information from measured data at each load cycle.
For the purpose of extensively validating the effectiveness of the proposed approach for drifting degradation processes, two crack growth profiles under different conditions of load ratio, R = 0.1 and R = 0.15, are artificially integrated to expand the case study of the simulated crack growth, as illustrated in Fig. 2 . Specifically, the load ratio R, or the stress ratio, measures the general influence of the mean stress on the fatigue crack growth behavior, and is defined by the ratio of the minimum to the maximum stresses experienced during a cycle. As the ratio R increases, the fatigue crack growth rate curve is shifted toward higher dx dN / [38] . In order to validate the SIF ranges of the generated crack growth data, an investigation is carried out on the first 500-load-cycle period, where the crack size is very small, and the results are illustrated in Figs. 3 and 4 . The state noise is also considered in this investigation. As expected, the results clearly show a linear relationship between dx dN log( / ) and K log(Δ ) in all cases of stress ratio conditions, which means that the simulated data completely correspond to the Region II (Paris region).
Performance evaluation
The proposed prognostic framework based on recursive Bayesian technique and dynamic-weighted ensemble is applied to determine the best combination of multiple crack growth models in terms of degradation prediction performance. More specifically, when a new monitored measurement is available, the degradation states and crack growth model parameters are estimated online via the Bayesian technique. The four stochastic crack growth models described in Section 2.2 are considered. The weight for each individual model is updated at the current load cycle and the ensemble is obtained by integrating the individual degradation models. The mean square error (MSE) is considered as the performance evaluation index to indicate prediction accuracy: 
where x t andx t i denote the true degradation state and the prediction of the ith crack growth model at time t, respectively.
The degradation state estimations at different load ratios are shown in Figs. 5 and 6. As expected, the estimated degradation states among different models are similar for the current time, as shown in Figs. 5(a) and 6(a), but obviously separated for short-term state predictions. This indicates the effectiveness of the prediction error-based dynamic weights in reflecting the performance of different degradation models. An interesting observation in Figs. 5 and 6 is that the polynomial model can exhibit satisfactory performance when the fatigue crack depth is small, but its performance is rapidly degraded when the crack becomes longer. This is mainly because of the fact that the polynomial function only fits in the linear least square stage of the degradation process, as mentioned in Section 2.2.2. In other words, the polynomial model is able to achieve satisfactory performance only for linear and deterministic fatigue crack growth processes. In contrast, by combining dynamically different degradation models, the proposed ensemble approach can achieve superior performance to the individual models in predicting the degradation states of fatigue crack growth. Table 2 shows that the proposed ensemble framework outperforms the individual crack growth models, yielding a prediction accuracy of 2.07 and 33.14 in terms of MSE for short-term degradation state prediction at time t + 300 under the load ratios R = 0.1 and R = 0.15, respectively.
The impact of uncertainty on the performance of the proposed framework in case of unknown initial state of degradation has also been investigated. In this case, the monitored data are assumed unavailable from time 1 to t 0 (t 0 = 500 in this study), and the true degradation state of the system x t0 is also assumed unknown. The performance of the proposed approach under different load ratio conditions is shown in Figs. 7 and 8 . The dashed line with marker is the predicted degradation states of the proposed approach while the dotted lines are the 95% confidence intervals. The results in Figs. 7 and 8 show that the proposed framework can yield accurate state predictions even without knowledge of the initial degradation state. In Fig. 8(c) , some abnormal spikes in the confidence intervals can be observed. Note that these abnormal spikes exist only in the case study in which the degradation state prediction is performed at time t + 300 with no available measurement until the time t 0 = 500. For the relative shorter prediction horizon, no spike is observed. This can be explained by the fact that for a long-term prediction time t + 300, the performances of individual models in the ensemble can be unexpectedly degraded due to the propagation of uncertainty. As can be seen in Figs. 9 and 10 below, in the last 400 load cycles, the performance diversity between the polynomial model and the others is clearly observed, and, furthermore, the variance of the polynomial model also rapidly increases, resulting in unsatisfactory performance in the estimation of the confidence intervals. 
Conclusions
This paper proposes a prognostic framework for predicting the degradation states of fatigue crack growth under different load conditions. Although several degradation models have been investigated for fatigue crack growth prognosis in the literature, there is no general consensus on a comprehensive crack growth model over different degradation processes. To address this issue, a dynamicweighted ensemble of multiple degradation models is presented. The key idea of the proposed approach is to utilize a dynamic weight vector, which is updated at each load cycle when the new measurements become available, for evaluating individual degradation models performance with respect to their estimation errors on previous cycles. Short-term predictions of crack growth are also provided to anticipate and proactively prevent sudden breakdowns of the component in a near future. Simulation results show that the proposed prognostic framework can yield a satisfactory performance under evolving operating conditions, and outperforms individual models for fatigue crack growth in terms of prediction accuracy.
The performance of the proposed dynamic-weighted ensemble framework depends also on the specific degradation models used in the ensemble. More advanced degradation models of fatigue crack growth (e.g. those of the FKM Directive [39] ) can be accommodated in the framework. Moreover, not only state-dependent but also age-dependent models can be used for predicting the degradation process of fatigue crack growth [40] . Note that the predetermined initial values of the model parameters may affect the
