I. INTRODUCTION
Optimization problems are widely encountered in various fields in science and technology. Sometimes such problems can be very complex because of the actual and practical nature of the objective function or the model constraint. ED (Economic dispatch) is one of the most important optimization problems in power system operation and planning by scheduling of generators to minimize the total operating cost and to meet load demand of the power system over some appropriate period while satisfying various equality and inequality constraint. The ED basically considers the load balance constraint beside the generating capacity limits. However, in practical ED, ramp rate limits as well as prohibited operating zones (POZ), valve point effects, and multi-fuel option must be taken into the account to provide the completeness for the ED problem formulation [1] .
Over the past few years, a number of approaches have been developed for solving the ED using classical mathemathical programming methods [2] [3] [4] [5] [6] [7] [8] . However, conventional method failed to solve the problem because they are highly sensitive to starting points and frequently converge to local optimum solution or diverge altogether. Besides, conventional method usually have simple mathematical model and high search speed. But, it will use approximation to search for the algorithms that have the required characteristics. This may cause to suboptimal operation and huge revenue loss over time [9] .
Hence, to solve the ED problem by using meta-heuristic optimization techniques have become very popular over the last two decades especially Genetic Algorithm (GA), Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO) which have been applied in various fields of study. There are four reasons meta-heuristic have become remarkably common. There are simplicity, flexibility, derivation-free mechanism, and local optima avoidance [10] . First, they have been inspired by simple concepts with respect to physical phenomena, animals' behaviors, or evolutionary concepts. Second, flexibility refers to the applicability of meta-heuristics to different problems without any special changes in the structure of the algorithm. Third, the majority of meta-heuristics have derivation-free mechanisms. In contrast to gradient-based optimization approaches, metaheuristics optimize problems stochastically. Finally, metaheuristics have superior abilities to avoid local optima compared to conventional optimization techniques. This is due to the stochastic nature of meta-heuristics which allow them to avoid stagnation in local solutions and search the entire search space extensively. Thus, the new meta-heuristic, GWO proposed by S. Mirjalili [10] is implemented in solving ED problems.
II. ECONOMIC DISPATCH PROBLEMS
The Objective of Economic Dispatch is to minimize the fuel cost while satisfying several equality and inequality constraints. Hence, the problem is formulated as below.
A. Economic Load Dispatch Formulation
The primary concern of ED problem is to minimize of its objective function. The objective function is formulated as below, where F t is total fuel cost, N is number of generating unit and F i (P Gi ) is operating fuel cost of generating unit i.
B. Minimization of Fuel Cost
The generator cost curve is represented by quadratic functions and the total fuel cost F(P G ) in (RM/h) can be expressed as: 
where N is the number of generators; a i , b i , c i are the cost coefficients of the i-th generator and P G is the vector of real power outputs of generators and defined as:
C. Constraints
• Power Balance/Equality Constraint The total generated power must cover the total power demand P D and the real power of transmission loss, P loss which can be defined as:
To achieve accurate economic dispatch, the transmission loss can be formulated by B-matrix method. 
where,
P j = the output generation of unit j (MW).
B ij = the ij-th element of the loss coefficient square matrix.
B i0 = the i-th element of the loss coefficient.
B 00 = the loss coefficient constant.
• Generation Capacity/Inequality Constraint For stable operation, the real power output of each generator is restricted by lower and upper limits as follows:
III. GREY WOLF OPTIMIZER (GWO)
In this section the inspiration of the proposed method is first discussed. Then, the mathematical model is provided.
A. Inspiration
Grey wolves (Canis lupus) are considered as predators, meaning that they are at the top of the food chain. They live in group approximately 5-12 on average. The particular interest is they have a very strict social dominant hierarchy as shown in Fig. 1 . The leader can be a male or a female, called alpha. The alpha's decisions are dictated to the pack. However, some kind of democratic behavior has also been observed which means the alpha is not necessarily the strongest but the best in term of managing the pack. Hence, it shows that the discipline of the pack is much more important than its strength.
The second level in the hierarchy of grey wolf is beta. He or she probably is the best candidate to be the alpha in case one of the alpha wolves passes away or becomes very old. The beta wolf plays the role of an advisor to the alpha and discipliner for the pack. The beta strengthens the alpha's commands throughout the pack and gives feedback to the alpha.
The third level is delta. Delta wolves have to submit to alphas and betas, but they dominate the omega. Scouts, sentinels, elders, hunters, and caretakers belong to this category. Scouts are responsible for watching the boundaries of the territory and warning the pack in case of any danger. Sentinels protect and guarantee the safety of the pack. Elders are the experienced wolves who used to be alpha or beta. Hunters help the alphas and betas when hunting prey and providing food for the pack. Lastly, the caretakers are responsible for caring for the weak, ill, and wounded wolves in the pack.
The lowest ranking grey wolf is omega. The omega plays the role of scapegoat. They are the last wolves that are allowed to eat. It may seem the omega is not an important individual in the pack, but it help to maintain the dominance structure of the entire pack. In some cases the omega is also the babysitters in the pack.
Group hunting is another interesting social behavior of grey wolves. According to Muro et al. [11] the main phases of grey wolf hunting are as follows:
• Tracking, chasing, and approaching the prey.
• Pursuing, encircling, and harassing the prey until it stops moving.
• Attack towards the prey This hunting techniques and the social hierarchy of grey wolves are mathematically modeled in order to design GWO.
IV. MATHEMATICAL MODEL AND ALGORITHM
In this section, the mathematical models of social hierarchy, tracking, encircling, and attacking prey are provided.
A. Social Hierarchy
We consider the fittest solution as the alpha (α). Consequently, the second and third best solutions are named beta (β) and delta (δ) respectively. The rest of the candidate solutions are assumed to be omega (ω). In the GWO algorithm the hunting (optimization) is guided by α, β, and δ. The ω wolves follow these three wolves.
B. Encircling Prey
When the wolves do hunting, they tend to encircle their prey. The following equations depicted the encircling behavior [5] :
where D is position of each hunter from ω or any other hunters, t is the current iteration, 
3 ) 1 ( Finally GWO algorithm is terminated by the criterion that has been set initially.
V. METHODOLOGY
Firstly, a set of candidate for solution, X sa,ng is initialized. This comprises of the number of generations of the system that will be optimized which resulted a minimum cost by fulfilling all the constraints. The variables of the optimal ED are expressed as follows:
where sa is the number of search agent and n g is the number of generator plant in the system which is generated randomly for initialization. Eq. (2) was applied in the performance evaluation of the ED problem until the optimum cost is achieved. For inequality constraints, similar to any other techniques, when the solutions obtained for any iteration are out of boundaries, GWO chooses the boundaries values, while for equality constraint, when it is violated, the penalty factor, PF is implemented and embedded in the cost function, as follows:
The algorithm will continue until the maximum iteration is met and the optimum result is obtained.
VI. SIMULATION RESULTS & DISCUSSION
A system with 20 generators is used to show the effectiveness of GWO. The system data are tabulated in Table  1 [12, 13] . The valve point loading effect is not considered for this system but transmission loss is considered. For this test system load demand is 2500 MW. The results reported in the literature viz. BBO [14] , Li [12] , HM [12] , QP and GAMS [15] , ABCNN [16] , ABC [17] , CS [18] and Firefly [19] are compared with the GWO-based results and the potential benefit of the GWO as an optimizing algorithm for this specific application is established.
The simulation results for GWO, CS, Firefly, ABCNN, ABC, BBO, LI, HM, QP and GAMS are tabulated in the Table  2 where the real power generation by each generator unit for the given demand and the total cost are described. It can be observed from Table 2 that the minimum costs achieved by the GWO based method for test system is 60413.0014 $/h. Again, power mismatches are the third least ones in the GWO as compared to others algorithm. It also can be noted that the power generated by GWO are within the range of the minimum and maximum bounds at each generator. Hence, it can be concluded that for all the mentioned test system the performance of the GWO is found to be the best one. 
VII. CONCLUSION
The various optimization techniques have been applied to economic problem in this paper. The results obtained show that GWO have been successfully implemented to solve different ED problems besides GWO is able to provide very competitive results in terms of minimizing total fuel cost and lower transmission loss. It has been observed that the GWO has the ability to converge to a better quality near-optimal solution and possesses better convergence characteristics than other prevailing techniques reported in the recent literatures. It is also clear from the results obtained by different trials that the GWO shows a good balance between exploration and exploitation that result in high local optima avoidance. This superior capability is due to the adaptive value of A. It is because half of the iterations are devoted to exploration, 
