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ABSTRACT

METAREASONING FOR PLANNING AND EXECUTION
IN AUTONOMOUS SYSTEMS
FEBRUARY 2022
JUSTIN SVEGLIATO
B.Sc., MARIST COLLEGE
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Shlomo Zilberstein

Metareasoning is the process by which an autonomous system optimizes, specifically monitors and controls, its own planning and execution processes in order to
operate more effectively in its environment. As autonomous systems rapidly grow
in sophistication and autonomy, the need for metareasoning has become critical for
efficient and reliable operation in noisy, stochastic, unstructured domains for long
periods of time. This is due to the uncertainty over the limitations of their reasoning
capabilities and the range of their potential circumstances. However, despite considerable progress in metareasoning as a whole over the last thirty years, work on
metareasoning for planning relies on several assumptions that diminish its accuracy
and practical utility in autonomous systems that operate in the real world while work
on metareasoning for execution has not seen much attention yet. This dissertation
therefore proposes more effective metareasoning for planning while expanding the

vii

scope of metareasoning to execution to improve the efficiency of planning and the
reliability of execution in autonomous systems.
In the first part of this dissertation, we propose two forms of metareasoning for
efficient planning in autonomous systems. The first approach determines when to
interrupt an anytime algorithm and act on the current solution by using online performance prediction: the meta-level control technique estimates optimal stopping of
the anytime algorithm by predicting the performance of the anytime algorithm online. The second approach tunes the hyperparameters of the anytime algorithm at
runtime by using deep reinforcement learning: the meta-level control technique estimates optimal hyperparameter tuning of the anytime algorithm by learning through
simulation. The final result is a metareasoning framework that can determine the
stopping point as well as tune the hyperparameters of anytime algorithms to achieve
efficient planning in autonomous systems.
In the second part of this dissertation, we propose two forms of metareasoning for
reliable execution in autonomous systems. The first approach recovers from exceptions
that can be encountered during operation by using belief space planning: the metalevel control technique interleaves a main decision process with a set of exception
handlers to detect, identify, and handle exceptions. The second approach maintains
and restores safety during operation by using probabilistic planning: the meta-level
control technique executes in parallel a main decision process and a set of safety
processes with a conflict resolver for arbitration. The final result is a metareasoning
framework that can recover from exceptions as well as maintain and restore safety to
attain reliable execution in autonomous systems.
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CHAPTER 1
INTRODUCTION

1.1

Metareasoning for Bounded Rationality

It has long been recognized that intelligent agents cannot be capable of perfect rationality due to the intractability of optimal decision making in complex domains [132, 133, 67, 123, 178]. In fact, in the early twentieth century, Herbert Simon
noted the two main limitations of optimal decision making that is necessary to perfect rationality. First, perfect rationality can be impossible for autonomous systems
because optimal decision making may require performing an intractable number of
computations within a limited amount of time. Second, even if it were possible,
perfect rationality can reduce the utility offered to autonomous systems since optimal decision making may involve using substantial computational resources, such as
computation time, excessive processor usage, or memory pressure. As an example of
these limitations, the optimal policy to a decision making problem that represents a
navigation task can either be impossible to compute or take so long to compute that
it no longer offers any utility to a mobile robot, such as an autonomous vehicle, a
space exploration rover, or an unmanned aerial vehicle. Hence, motivated by the lack
of operational significance of optimal decision making in complex domains, Simon
concluded that intelligent agents ought to be capable of bounded rationality by using
some criteria that evaluates whether or not a decision is satisficing—meaning that
the decision is “satisfactory” or “good enough” in Scottish—for the situation at hand.
Simon’s analysis of bounded rationality in intelligent agents has resulted in a
substantial body of work within psychology and artificial intelligence. In psychology,
1

there have been efforts to develop descriptive models of human rationality [45]. These
models attempt to describe how people make decisions in the real world in the face of
difficult problems with considerable uncertainty, complicated features, and strict time
constraints. For example, instead of heavily relying on logical reasoning and exhaustive knowledge, there have been studies that suggest that people rely on simple—
albeit roughly accurate—general-purpose heuristic methods for decision making in
complex situations [46]. Moreover, in artificial intelligence, there have been efforts to
develop computational approaches to bounded rationality [123]. These approaches attempt to build methods that incorporate the cost of decision making among other factors into the process of deliberation of autonomous systems [52, 66, 37, 163, 122, 175].
For instance, there have been methods that determine when to interrupt an anytime
algorithm and act on the current solution by balancing the quality of a solution with
the computation time required to compute that solution [61, 60, 149] and techniques
that execute a portfolio of anytime algorithm in parallel by allocating different shares
of processing power [109]. However, while Simon was the first to offer a comprehensive analysis of bounded rationality, he did not propose an effective computational
framework for implementing bounded rationality in intelligent agents.
Specifically, in artificial intelligence, there have been three main computational
approaches to bounded rationality in intelligent agents that have gradually been developed over the last fifty years. The earliest and simplest computational approach
to bounded rationality has been based on approximate reasoning. Approximate reasoning can take on many different forms. A typical form of approximate reasoning
employs algorithms that can compute an approximate solution to an instance of a
problem. More often than not, computing an approximate solution requires significantly less computational resources than computing an optimal solution to a problem. For example, in contrast to exact heuristic search algorithms that are designed
to compute an optimal solution to a search problem, such as A* or LAO* [62, 59],
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approximate heuristic search algorithms, such as anytime weighted A* or anytime
RBFS [61, 58], can be used to calculate an approximate solution. Both exact and
approximate heuristic search algorithms, however, still exploit domain knowledge to
guide the search process, which improves their efficiency by reducing the amount
of computation that must be performed by these algorithms. Another form of approximate reasoning employs algorithms that can compute an optimal solution to an
instance of an approximate problem. In other words, it solves a simplified version
of the original problem. By eliminating details that may be necessary to optimality
in order to reduce complexity, the simplified version of the original problem can be
significantly easier to solve optimally. For instance, in the field of probabilistic planning, it is possible to solve reduced models that remove either less informative state
features or less likely outcomes, which may be necessary for perfect rationality but
not critical for bounded rationality [112, 113, 126, 129, 128, 127]. However, regardless of its form, approximate reasoning is often complemented by other more complex
computational approaches to bounded rationality.
The most ambitious computational approach to bounded rationality has been
based on bounded optimality. Bounded optimality techniques find the most effective
program that can compute a solution to an instance of a problem within the space
of programs that are defined by the specific computational architecture of an autonomous system [121, 122]. More formally, a program can be said to be optimal if
the overall expected utility of running the program on the specific computational architecture of an autonomous system is at least as high as all other programs that could
be run. For example, on a mobile robot, if the computational architecture requires
node expansions in a heuristic search algorithm to plan a route in an office building,
the space of programs could be represented by different strategies for ordering the
set of nodes to be expanded by the heuristic search algorithm [121]. Moreover, if the
mobile robot used an anytime algorithm for route planning instead, the space of pro-
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grams could be represented by different methods for deciding when to interrupt the
anytime algorithm and act on the current solution [60]. It is therefore the responsibility of the designer—and surprisingly not the autonomous system itself—to not only
develop the program but also prove that the program is optimal for the computational
architecture of an autonomous system. Since bounded optimality techniques can be
challenging to develop for many problems even given a finite space of programs, a
weaker form has been proposed for asymptotic bounded optimality that only requires
that the program performs as effectively as the optimal program by a constant factor
on every instance of the problem. However, while bounded optimality offers a formal
framework and exhibits many useful properties for bounded rationality, it has rarely
been used in practice due to the lack of practicality and feasibility of optimizing over
programs that solve problems rather than over solutions to problems.
The computational approach to bounded rationality that has seen the most use
in practice has been based on metareasoning [178]. In general, a metareasoning technique is a process that enables an autonomous system to monitor and control its own
object-level processes in order to act more effectively in its environment. When a
metareasoning technique can be proven to be optimal with respect to maximizing the
overall expected utility of an autonomous system, we typically refer to it as optimal
metareasoning. As an example, one of the most popular forms of optimal metareasoning enables an autonomous system to monitor and control an anytime algorithm
as its own planning process. In particular, there have been different metareasoning
techniques for determining when to interrupt an anytime algorithm and act on the
current solution by using a model that represents the performance of the anytime algorithm [61, 60]. At a high level, this general framework allows autonomous systems
to handle any uncertainty about the range of their potential circumstances and the
limitations of their reasoning capabilities. Metareasoning is therefore the focus of this
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thesis because it has been shown to be the most effective computational approach to
bounded rationality in autonomous systems over the years.
Naturally, there has been a wide range of work on metareasoning for autonomous
systems. Generally, each metareasoning technique optimizes—namely monitors and
controls—a specific object-level process that is executed by the autonomous system.
Here, we mention just a few typical examples of metareasoning that monitor and
control different forms of planning. First, [90] offers a technique for algorithm selection that identifies the best algorithm to solve a problem among a set of candidate
algorithms by compiling a model with a limited number of features to predict the
efficiency and accuracy of each algorithm. Similarly, [109] introduces a technique for
algorithm portfolios that executes a collection of anytime algorithms in parallel by
allocating different shares of processing power to each algorithm. Moreover, [179]
presents a technique for contract sequencing that executes an anytime algorithm for
a sequence of contracts with or without stochastic information about the deadline.
More recently, [63] proposes a technique for simulation selection that chooses the next
computation, specifically the next simulation, to be performed by Monte Carlo tree
search techniques by representing the decision as a Bayesian selection problem that
maximizes the value of information. Finally, [5] provides a technique for state space
expansion that interleaves unrolling the state space of a Markov decision process with
solving for a partial policy by using a set of heuristic conditions. Central to these
metareasoning techniques is the idea that a decision or a set of decisions must be
made by the autonomous system to optimize a specific form of planning.
A large body of work on metareasoning for autonomous systems that is related to
planning but is broader in scope has also been well studied. First, [41] introduces a
technique for learning management that determines when to restart or stop learning
based on its perceived skill level on the problem at hand by managing a collection of
heuristics. Next, [118] proposes a technique for filter selection that identifies a filter
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from a bank of filters given the perceived effectiveness of each filter in tracking a
selected object. In addition, [101] and [48] provide a technique for domain knowledge
adaptation that adjusts the domain knowledge of an autonomous system if a decision has been deemed incorrect by using meta-knowledge that describes the current
structure of that domain knowledge. Moreover, [11] offers a technique for case-based
reasoning adjustment that monitors a case-based reasoner, determines the cause of
any failures, and selects actions that adjust the case-based reasoner accordingly. More
broadly, [9] and [8] develop a framework referred to as the meta-cognitive loop that
monitors, reasons about, and adjusts the decision-making module of an autonomous
system to improve its robustness to perturbations of the world. Note that it is worthwhile to mention that a collection of work on distributed metareasoning [114, 120]
and metareasoning in cognitive architectures [34, 84] has seen much attention.
Generally, as autonomous systems rapidly grow in sophistication and autonomy,
the need for metareasoning as an approach to bounded rationality has become critical
to their design, development, and deployment. In this thesis, we argue that metareasoning is an effective framework for both efficient and reliable decision making in
autonomous systems that operate in noisy, stochastic, unstructured domains for long
periods of time: efficient in that the system has the ability to perform rapid planning
and reliable in that the system has the ability to exhibit robust execution. This dissertation answers four main questions that are central to efficient and reliable decision
making in autonomous systems that operate in the real world:
1. Stopping. How can an autonomous system determine when to interrupt an
anytime algorithm and act on the current solution without the need for any
substantial offline work?
2. Hyperparameter Tuning. How can an autonomous system tune the hyperparameters of an anytime algorithm at runtime to boost its overall performance
on a specific problem instance and time constraint?
6
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Figure 1.1: A metareasoning framework for monitoring and controlling the planning
and execution processes of autonomous systems.
3. Exception Recovery. How can an autonomous system not only detect and
identify but also handle exceptions during operation that prevent its main decision processes from completing a task?
4. Safety. How can an autonomous system maintain and restore safety during
operation as its main decision processes are completing a task?
In order to answer these questions, we propose a novel metareasoning framework
for autonomous systems with two modules shown in Figure 1.1. Suppose that an
autonomous system has a planning process that plans a policy and an execution process that executes a policy. This metareasoning framework enables the autonomous
system to monitor and control its planning processes for efficiency and its execution
processes for reliability. At a high level, the main objective of this thesis is to develop
more effective metareasoning for planning while expanding the scope of metareasoning
to execution. We summarize the planning module and the execution module below.
The planning meta-level control module monitors and controls the planning process of the autonomous system in order to efficiently generate a policy to be followed
by the execution module. Similar to earlier work [60], we use a planning process based
on an anytime algorithm that gradually improves the quality of a policy as it runs and
returns the current policy if it is interrupted. However, because meta-level control of
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anytime algorithms poses two well-known limitations, we propose two forms of metareasoning for the planning process. First, since existing meta-level control techniques
rely on several unrealistic assumptions that can diminish the accuracy and practical
utility of anytime algorithms in autonomous systems that operate in the real world,
we offer metareasoning for optimal stopping that uses online performance prediction
and reinforcement learning. Second, since existing meta-level control techniques do
not tune the hyperparameters of anytime algorithms at runtime, which can slow the
improvement in the quality of a policy in many domains, we offer metareasoning for
optimal hyperparameter tuning that uses deep reinforcement learning.
The execution meta-level control module monitors and controls the execution process of the autonomous system in order to reliably follow a policy generated by the
planning module. However, because there has been little work in applying meta-level
control beyond the planning process to the execution process of an autonomous system, we propose two forms of metareasoning for the execution process. First, we
offer metareasoning for exception recovery that interleaves a main decision process
with a set of exception handlers to detect, identify, and handle exceptions during
operation by using belief space planning. Second, we offer metareasoning for safety
that executes in parallel a main decision process and a set of safety processes with
a conflict resolver for arbitration to maintain and restore safety during operation by
using probabilistic planning.

1.2

Thesis Contributions

We summarize the two forms of metareasoning for the planning module (i.e., Contributions 1 and 2) and the two forms of metareasoning for the execution module (i.e.,
Contributions 3 and 4) that compose the metareasoning framework that we propose
for autonomous systems. Note that each main chapter of this thesis corresponds to a
contribution. We summarize the contributions of this thesis below.
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1. Metareasoning for Stopping (Planning) Anytime algorithms offer a tradeoff between solution quality and computation time that has proven to be useful
in autonomous systems for a wide range of real-time decision making problems.
To optimize this trade-off, an autonomous system has to solve a challenging
meta-level control problem: the autonomous system must decide when to interrupt the anytime algorithm and act on the current solution. Existing meta-level
control techniques for anytime algorithms, however, rely on planning with a performance profile that must be compiled offline prior to the activation of metalevel control. This poses a number of unrealistic assumptions that reduce the
accuracy and usefulness of meta-level control of anytime algorithms in the real
world. Eliminating these assumptions, we therefore introduce two different approaches to meta-level control of anytime algorithms. First, we propose a novel
model-based approach to meta-level control based on online performance prediction that adapts to each instance of a problem without any substantial offline
preprocessing. Second, we propose a novel model-free approach to meta-level
control based on reinforcement learning that adapts to each instance of a problem by learning through online simulation. Both approaches are evaluated on a
set of experiments that show that they outperform existing meta-level control
techniques that require substantial offline work on several common benchmark
domains and a mobile robot domain. The result is nonmyopic meta-level control that improves the accuracy and usefulness of meta-level control of anytime
algorithms in autonomous systems.

2. Metareasoning for Hyperparameter Tuning (Planning) Anytime algorithms often have hyperparameters that can be tuned at runtime to boost their
overall performance in a given scenario—a specific problem instance and time
constraint. However, while existing work on metareasoning has focused on
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determining when to interrupt an anytime algorithm and act on the current
solution, there has not been much work on tuning the hyperparameters of an
anytime algorithm at runtime. We therefore offer a general, decision-theoretic
metareasoning approach that optimizes both the stopping point and hyperparameters of anytime algorithms. First, we propose a generalization of an anytime algorithm called an adjustable algorithm that can be interrupted at any
time for its current solution with hyperparameters that can be tuned at runtime. Next, we offer a meta-level control technique that monitors and controls
an adjustable algorithm by using deep reinforcement learning. Finally, we show
that an application of our approach boosts overall performance on a common
benchmark domain that uses anytime weighted A* to solve a range of heuristic search problems and a mobile robot application that uses RRT* to solve
motion planning problems compared to standard approaches that either set its
hyperparameters to a static value or tune its hyperparameters heuristically. The
result is nonmyopic meta-level control that uses deep reinforcement learning to
boost the overall performance of adjustable algorithms in autonomous systems.

3. Metareasoning for Exception Recovery (Execution) Due to the complexity of the real world, autonomous systems use decision-making models that rely
on simplifying assumptions to make them computationally tractable and feasible to design. However, since these limited decision-making models cannot fully
capture the domain of operation, an autonomous system may encounter unanticipated scenarios that cannot be resolved effectively. Addressing this problem,
we therefore introduce an exception recovery metareasoning system that uses
belief space planning to detect, identify, and handle exceptions during operation by interleaving a main decision process with a set of exception handlers.
We then apply an exception recovery metareasoning system to an autonomous
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driving domain. Finally, we demonstrate that an exception recovery metareasoning vehicle is effective in simulation and on a fully operational prototype.
The result is a belief space planning approach to robust exception recovery in
autonomous systems.

4. Metareasoning for Safety (Execution) Maintaining and restoring safety
is critical to autonomous systems that operate in the real world. While developers carefully design, develop, and test the models used by autonomous
systems for decision making, it is infeasible to build monolithic decision-making
models that maintain or restore safety in every possible scenario that can be
encountered within the domain of operation. Due to this limitation, the need
for autonomous systems to have the ability to maintain and restore safety is
critical. We therefore introduce a safety metareasoning system that reduces
the severity of the system’s safety concerns and the interference to the system’s
task. In particular, the system executes in parallel a task process that completes
a specified task and safety processes that each address a specified safety concern
with a conflict resolver for arbitration. First, we offer a formal definition of a
safety metareasoning system as well as a recommendation algorithm for a safety
process and an arbitration algorithm for a conflict resolver with a theoretical
analysis of the correctness and worst-case time-complexity for each algorithm.
We then apply a safety metareasoning system to a planetary rover exploration
domain. Finally, we demonstrate that a safety metareasoning planetary rover
is effective in simulation. The result is a probabilistic planning approach to
maintaining and restoring safety in autonomous systems.
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1.3

Graduate Work

We list work completed during my graduate career—namely conference papers,
patents, and workshop papers—that has been published in chronological order below.
This work has been separated into thesis work that has been completed toward my
thesis and additional work that has been completed outside of my thesis. Note that
an asterisk denotes that the authors contributed equally.
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1.4

Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 reviews the standard
formal sequential decision-making models and the standard solution methods used
to solve them. Chapter 3 offers a model-based metareasoning approach that uses
online performance prediction and a model-free metareasoning approach that uses
reinforcement learning to monitor and control anytime algorithms in autonomous
systems, enabling the planning module to determine when to interrupt an anytime
algorithm and act on the current solution. Chapter 4 offers a metareasoning approach
that uses deep reinforcement learning to monitor and control adjustable algorithms in
autonomous systems, allowing the planning module to tune the hyperparameters of
an adjustable algorithm at runtime. Chapter 5 offers a metareasoning approach that
uses belief space planning for exception recovery in autonomous systems, enabling
the execution module to detect, identify, and handle exceptions during operation.
Chapter 6 offers a metareasoning approach that uses probability planning for safety
in autonomous systems, allowing the execution module to maintain and restore safety
during operation. Chapter 7 concludes with a summary of the thesis and future work.
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CHAPTER 2
BACKGROUND

2.1

Overview

In this chapter, we review the standard formal sequential decision-making models and the standard solution methods used to solve them. First, we review the
standard definition of Markov decision processes (MDP) and their standard planning
and reinforcement learning methods. This includes a discussion of infinite horizon
problems, finite horizon problems, stochastic shortest path problems, and other relevant concepts as well as a discussion of planning methods, such as value iteration,
policy iteration, and linear programming, and reinforcement learning methods, such
as SARSA and Q-Learning. Second, we review the standard definition of partially
observable Markov decision processes (POMDP) and a standard planning method.
This includes a discussion of infinite horizon problems, finite horizon problems, and
belief MDPs as well as a discussion of the planning method value iteration.

2.2

Markov Decision Processes

A Markov decision process is a formal sequential decision-making model for
reasoning in fully observable, stochastic environments [20]. Intuitively, the process
describes the world of the agent using four components: a set of states of the world, a
set of actions of the agent, a transition function, and a reward function. At each time
step, when the agent performs an action in a state, the agent receives a reward based
on the reward function and transitions to a successor state based on the transition
function. Most importantly, a Markov decision process satisfies a special property.
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The Markov property holds that any transition to a successor state only depends
on the current state of the world and the current action of the agent, which means
that the history of states and actions before the current state and action do not
matter. The goal of the agent is to maximize some notion of value over all states.
2.2.1

Formal Definition

A Markov decision process (MDP) is a formal sequential decision-making
model for reasoning in fully observable, stochastic environments [20]. An MDP can
be described as a tuple, hS, A, T, Ri, where
• S is a finite set of states,
• A is a finite set of actions,
• T : S × A × S → [0, 1] is a transition function, T (s, a, s0 ) = Pr(s0 |s, a), that
represents the probability of reaching a state s0 ∈ S after performing an action
a ∈ A in a state s ∈ S, and
• R : S × A → R is a reward function, R(s, a), that represents the expected
immediate reward of performing an action a ∈ A in a state s ∈ S.
Figure 2.1 illustrates the casual relationships of a single time step of an MDP. At
each time step in a problem of either an infinite horizon h = ∞ or a finite horizon
h ∈ N, the agent is in a state s ∈ S. When the agent performs an action a ∈ A in a
state s ∈ S, there is a reward and a transition: the agent gains a reward of R(s, a) ∈ R
and transitions to a successor state s0 ∈ S with a probability of T (s, a, s0 ) ∈ [0, 1]. The
agent repeats these steps indefinitely if the problem has an infinite horizon h = ∞ or
until reaching a horizon h ∈ N if the problem has a finite horizon h ∈ N.
A solution to an MDP is a policy that indicates the action that the agent should
perform in each state at each time step. The policy is used in an objective function
that describes the value of each state at each time step with respect to that policy.
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Figure 2.1: A Bayesian network for the casual relationships of an MDP.
The value of each state at each time step with respect to the policy is the expected
cumulative reward that the agent would gain starting in that state and performing
actions indicated by that policy until reaching the horizon. The expected cumulative
reward is discounted in infinite horizon problems and undiscounted in finite horizon
problems. In general, the goal of the agent is to find an optimal policy with an
objective function that maximizes the value of each state at each time step over
either an infinite horizon h = ∞ or a finite horizon h ∈ N. We describe the objective
functions for infinite horizon problems and finite horizon problems below.

2.2.1.1

Infinite Horizon Problems

In an MDP with an infinite horizon h = ∞ of a set of time steps T = {1, 2, . . . , ∞}
and a discount factor γ ∈ [0, 1), a policy π : S → A indicates that the agent should
perform an action π(s) ∈ A in a state s ∈ S. The goal of the agent is to find an
optimal policy π ∗ : S → A with an objective function that maximizes the value, or
the expected discounted cumulative reward, over all states of the MDP:
∞
hX
i
E
γ t R(st , π(st ))|π ,
t=0
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(2.1)

where st ∈ S is a random variable that represents the state at a time step t ∈ T
generated by following the transition function T : S × A × S → [0, 1]. Note that the
time step does not need to be included in the representation of the policy or the value
function in the case of infinite horizon problems.
For a policy π : S → A, the state-value function V π : S → R is the value, or the
expected discounted cumulative reward, for each state s ∈ S of the MDP using the
Bellman equation:

V π (s) = R(s, π(s)) + γ

X

T (s, π(s), s0 )V π (s0 ).

(2.2)

s0 ∈S

For a policy π : S → A, the action-value function Qπ : S × A → R is the value,
or the expected discounted cumulative reward, for each state s ∈ S and each action
a ∈ A of the MDP:

X

Qπ (s, a) = R(s, a) + γ

T (s, a, s0 )V π (s0 ).

(2.3)

s0 ∈S

By using either the state-value function V π : S → R or the action-value function
Qπ : S × A → R of a policy π : S → A, it is possible to define the state-value
function V ∗ : S → R of an optimal policy π ∗ : S → A that maximizes the value, or
the expected discounted cumulative reward, for each state s ∈ S of the MDP using
the Bellman optimality equation:

h
i
X
V ∗ (s) = max R(s, a) + γ
T (s, a, s0 )V ∗ (s0 )
a∈A

(2.4)

s0 ∈S

= max Q∗ (s, a).

(2.5)

a∈A

Once the optimal action-value function Q∗ : S × A → R has been calculated, the
optimal policy π ∗ : S → A can be calculated by performing a one-step lookahead over
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each action a ∈ A of the MDP in the following way:
π ∗ (s) = arg max Q∗ (s, a).

(2.6)

a∈A

2.2.1.2

Finite Horizon Problems

In an MDP with a finite horizon h ∈ N of a set of time steps T = {1, 2, . . . , h}, a
policy π : S × T → A indicates that the agent should perform an action π(s, t) ∈ A in
a state s ∈ S at a time step t ∈ T . The goal of the agent is to find an optimal policy
π ∗ : S × T → A with an objective function that maximizes the value, or the expected
undiscounted cumulative reward, over all states and all time steps of the MDP:
h
hX
i
E
R(st , π(st , t))|π ,

(2.7)

t=0

where st ∈ S is a random variable that represents the state at a time step t ∈ T
generated by following the transition function T : S × A × S → [0, 1].
For a policy π : S × T → A, the state-value function V π : S × T → R is the value,
or the expected undiscounted cumulative reward, for each state s ∈ S at a time step
t ∈ T of the MDP using the Bellman equation:

V π (st , t) = R(st , π(st , t)) + γ

X

T (st , π(st , t), st−1 )V π (st−1 , t − 1).

(2.8)

st−1 ∈S

For a policy π : S × T → A, the action-value function Qπ : S × A × T → R is the
value, or the expected undiscounted cumulative reward, for each state st ∈ S, each
action at ∈ A, and each time step t ∈ T of the MDP:

Qπ (st , at , t) = R(st , at ) + γ

X

T (st , at , st−1 )V π (st−1 , t − 1).

(2.9)

st−1 ∈S

By using either the state-value function V π : S × T → R or the action-value
function Qπ : S × A × T → R of a policy π : S × T → A, it is possible to define an
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optimal policy π ∗ : S × T → A that maximizes value, or the expected undiscounted
cumulative reward, for each state s ∈ S and each time step t ∈ T of the MDP using
the Bellman optimality equation:
h
i
X
V ∗ (st , t) = max R(st , a) + γ
T (st , a, st−1 )V ∗ (st−1 , t − 1)
a∈A

(2.10)

st−1 ∈S

= max Q∗ (st , a, t).

(2.11)

a∈A

Once the optimal action-value function Q∗ : S × A × T → R has been calculated,
the optimal policy π ∗ : S × T → A can be calculated by performing a one-step
lookahead over each action a ∈ A of the MDP in the following way:
π ∗ (st , t) = arg max Q∗ (st , a, t).

(2.12)

a∈A

2.2.1.3

Stochastic Shortest Path Problems

Although MDPs are a standard formal sequential decision-making model that has
been widely used in many applications, there is another formulation of MDPs that
has been widely used as well. A stochastic shortest path problem (SSP) is
an MDP with an initial state, a goal state, and a cost function instead of a reward
function [82]. Intuitively, in an SSP, the agent must go from an initial state to a goal
state in the least amount of cumulative cost. Since there is an initial state and a goal
state, an SSP has an indefinite horizon, which means that the horizon is finite but
unknown a priori. An SSP can be described as a tuple, hS, A, T, C, s0 , sg i, where
• S is a finite set of states,
• A is a finite set of actions,
• T : S × A × S → [0, 1] is a transition function, T (s, a, s0 ) = Pr(s0 |s, a), that
represents the probability of reaching a state s0 ∈ S after performing an action
a ∈ A in a state s ∈ S,
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• C : S × A → R+ is a cost function, C(s, a), that represents the expected
immediate cost of performing an action a ∈ A in a state s ∈ S,
• s0 ∈ S is an initial state, and
• sg ∈ S is a goal state such that the transition probability T (sg , a, sg ) is 1 and
the cost C(sg , a) is 0 for each action a ∈ A, which means that the goal state sg
is an absorbing state with nil cost.
In an SSP with an indefinite horizon h ∈ N of a set of time steps T = {1, 2, . . . , h}
where the horizon h ∈ N is finite but unknown a priori, a policy π : S → A indicates
that the agent should perform an action π(s) ∈ A in a state s ∈ S. The goal of
the agent is to find an optimal policy π ∗ : S → A with an objective function that
minimizes the value, or the expected undiscounted cumulative cost, over all states of
the SSP:
∞
hX
i
t
t
E
C(s , π(s ))|π, s0 ,

(2.13)

t=0

where st ∈ S is a random variable that represents the state at a time step t ∈ T
generated by following the transition function T : S × A × S → [0, 1]. Note that the
time step does not need to be included in the representation of the policy or the value
function in the case of indefinite horizon problems.
For a policy π : S → A, the state-value function V π : S → R is the value, or the
expected undiscounted cumulative cost, for each state s ∈ S of the SSP using the
Bellman equation:

V π (s) = C(s, π(s)) + γ

X

T (s, π(s), s0 )V π (s0 )].

(2.14)

s0 ∈S

For a policy π : S → A, the action-value function Qπ : S × A → R is the value, or
the expected undiscounted cumulative cost, for each state s ∈ S of the SSP:
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X

Qπ (s, a) = C(s, a) + γ

T (s, a, s0 )V π (s0 ).

(2.15)

s0 ∈S

By using either the state-value function V π : S → R or the action-value function
Qπ : S × A → R of a policy π : S → A, it is possible to define the state-value
function V ∗ : S → R of an optimal policy π ∗ : S → A that minimizes the value, or
the expected undiscounted cumulative cost, for each state s ∈ S of the SSP using the
Bellman optimality equation:
h

∗

V (s) = max C(s, a) + γ
a∈A

X

0

∗

0

T (s, a, s )V (s )

i

(2.16)

s0 ∈S

= max Q∗ (s, a).

(2.17)

a∈A

Once the optimal action-value function Q∗ : S × A → R has been calculated, the
optimal policy π ∗ : S → A can be calculated by performing a one-step lookahead over
each action a ∈ A of the SSP in the following way:

π ∗ (s) = arg max Q∗ (s, a).

(2.18)

a∈A

It is important to observe that a formal sequential decision-making model is an
SSP if it satisfies two important conditions below.
1. There must exist a proper policy, which is a policy that has a probability of
1 of reaching the goal state sg ∈ S as the time step t ∈ T approaches ∞.
2. Every improper policy, which is a policy that has a probability of less than
1 of reaching the goal sg ∈ S, must incur a state-value or action-value of ∞.
2.2.1.4

Relevant Concepts

There are two special types of states that are useful to discuss here. First, if the
state in which the agent starts from is known in advance, like in an SSP, we call it an
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initial state s0 ∈ S. An initial state can be used to eliminate the need for planning
over all states by only planning for states that are reachable from the initial state.
This can be used to significantly reduce the computational requirements of computing
an optimal policy. Second, if the state in which the agent ends at is known in advance,
like in an SSP, we call it a terminal state. In some contexts, it is also called an
absorbing state. A terminal state is a state in which any action performed in that
state transitions back to that state: more formally, a state s ∈ S is terminal if the
transition probability T (s, a, s) is 1 for each action a ∈ A.
It is possible to represent the state space S or the action space A in terms of a
set of state factors or a set of action factors. For example, if we express a state
space S in terms of a set of state factors {S1 , S2 , . . . , SN }, the state space S is equal to
S1 ×S2 ×· · ·×SN . Similarly, if we express an action space A in terms of a set of action
factors {A1 , A2 , . . . , AN }, the action space A is equal to A1 ×A2 ×· · ·×AN . Generally,
while there may be specific conditions under which this does not hold given a state
space or action space with certain properties, a factored representation of a state
space or an action space is for convenience and not for computational tractability.
While the reward function R(s, a) often uses a representation in terms of the
current state s ∈ S and the current action a ∈ A of the agent, there are two other
representations. First, when the reward gained by the agent is only a function of its
current state s ∈ S, the reward function R(s) can be used. Second, when the reward
gained by the agent is a function of not only its current state s ∈ S and current action
a ∈ A but also its successor state s0 ∈ S, the reward function R(s, a, s0 ) can be used.
An MDP that uses one representation of the reward function can easily be mapped
to an MDP that uses another representation of the reward function.
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2.2.2

Planning Methods

There are many planning methods that can be used to solve infinite horizon MDPs.
In general, while solving infinite horizon MDPs is P-complete in the size of the problem
in states and actions, it is common to have an exponential state space and action space
defined by every permutation of the set of state factors and the set of action factors.
We discuss several important exact planning methods for infinite horizon MDPs, such
as value iteration, policy iteration, and linear programming, that have been used as
a foundation for more sophisticated approximate planning methods.
2.2.2.1

Value Iteration

Value Iteration is an exact planning method for solving infinite horizon MDPs [20].
This planning method constructs a sequence of optimal finite horizon value functions
∗
V0∗ , V1∗ , . . . , Vt∗ . As each consecutive optimal finite horizon value function Vt+1
is con-

structed from the current optimal finite horizon value function Vt∗ , it approaches the
optimal infinite horizon value function V ∗ as the time step t ∈ T approaches the
infinite horizon h = ∞. That is, the difference between the optimal infinite horizon
value function V ∗ and the optimal t-horizon value function Vt∗ goes to zero as the
time step t ∈ T approaches the infinite horizon h = ∞. For a given time step t ∈ T ,
this difference can be calculated in the following way:

lim max |V ∗ (s) − Vt∗ (s)| = 0,

t→∞ s∈S

where V ∗ (s) is the optimal infinite horizon value function and Vt∗ (s) is the optimal thorizon value function. For a given Bellman error , the optimal infinite horizon value
function can be calculated in a finite number of optimal t-horizon value functions.
We describe the steps of value iteration for infinite horizon MDPs for a given
Bellman error  below.
1. Initialize a time step t = 0.
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2. Initialize an optimal 0-horizon value function V0∗ (s) = 0 for each state s ∈ S.
∗
3. Repeat the following steps until the termination condition maxs∈S |Vt+1
(s) −

Vt∗ (s)| ≤  is satisfied.
∗
(a) Calculate the optimal (t + 1)-horizon value function Vt+1
(s) for each state

s ∈ S using the Bellman optimality equation

h
i
X
∗
Vt+1
(s) = max R(s, a) + γ
T (s, a, s0 )Vt∗ (s0 ) .
a∈A

s0 ∈S

(b) Increment the time step t.
4. Calculate the optimal policy π ∗ (s) for each state s ∈ S using the equation

h

∗

π (s) = arg max R(s, a) + γ
a∈A

X

T (s, a, s

0

i

)Vt∗ (s0 )

.

s0 ∈S

Note that value iteration results in an approximate infinite horizon value function
that is within the following bound of the optimal infinite horizon value function:
2γ
.
1−γ
It is important to highlight that a variant of value iteration, called asynchronous
value iteration, serves as the basis for more sophisticated approximate planning
methods that solve infinite horizon MDPs and SSPs: the Bellman optimality equation
can be applied to any state in any order as long as no state is starved indefinitely.

2.2.2.2

Policy Iteration

Policy iteration is an exact planning method for solving infinite horizon MDPs [20].
This planning methods begins with an initial 0-horizon policy π0 . It then alternates
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between a policy evaluation step that determines the value function V πt of the current
t-horizon policy πt and a policy improvement step that generates a new (t+1)-horizon
policy πt+1 based on the value function V πt of the current t-horizon policy πt .
We describe the steps of policy iteration for infinite horizon MDPs below.
1. Initialize an arbitrary 0-horizon policy π0 (s) = a for each state s ∈ S with any
(random) action a ∈ A.
2. Repeat the following steps until the termination condition πt (s) = πt+1 (s) is
satisfied.
• Evaluate the current policy πt (s) by calculating the value function V πt (s)
of the t-horizon policy πt (s) for each state s ∈ S using the Bellman equation

V πt (s) = R(s, πt (s)) + γ

X

T (s, πt (s), s0 )V πt (s0 ).

s0 ∈S

• Improve the current policy πt (s) by calculating the new (t + 1)-horizon
policy πt+1 for each state s ∈ S using the equation

i
h
X
0
πt 0
T (s, πt (s), s )V (s ) .
πt+1 (s) = arg max R(s, πt (s)) + γ
a∈A

s0 ∈S

It is important to note that policy iteration tends to converge in a smaller number
of iterations than value iteration in practice but requires more computation in each
iteration since the policy evaluation step requires solving a system of linear equations.

2.2.2.3

Linear Programming

A common approach to solving infinite horizon MDPs expresses the optimization
problem as a linear program [97]. While the standard definition of an infinite horizon
MDP is used here, it must be augmented with an initial state function d : S → [0, 1]
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that represents the probability Pr(s) ∈ [0, 1] of starting in a state s ∈ S. In the
primal form, a set of value variables Vs for the value V (s) of each state s ∈ S are
minimized subject to a set of constraints that maintain consistent values using the
Bellman equation. We describe the primal form of the linear program below.

minimize
V

X

d(s)Vs

s∈S

subject to Vs ≥ R(s, a) + γ

X

T (s, a, s0 )Vs0 ∀s ∈ S, a ∈ A

s0 ∈S

In the dual form, a set of occupancy measures µsa for the discounted number of
times an action a ∈ A is performed in a state s ∈ S is maximized subject to a set of
constraints that maintain consistent occupancy measures and nonnegative occupancy
measures. We describe the dual form of the linear program below.

maximize

XX

subject to

X

µ

R(s, a)µsa

s∈S a∈A
0

µsa0 = d(s0 ) + γ

a0 ∈A

XX

T (s, a, s0 )µsa ∀s0 ∈ S

s∈S a∈A

µsa ≥ 0

∀s ∈ S, a ∈ A

It is easy to calculate an optimal policy from an optimal solution to the primal
form or the dual form of the linear program by using the set of value variables Vs or
the set of occupancy measures µsa . Note that linear programming has served as the
basis of recent solution methods [103].

2.2.3

Reinforcement Learning Methods

There are many reinforcement learning methods that can be used to solve infinite
and finite horizon MDPs. To maximize a notion of value, a reinforcement learning
agent learns a policy by taking actions in its environment and observing rewards
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from its environment. Similar to planning, the goal of reinforcement learning is to
maximize expected discounted cumulative reward over time.
∞
X

E
γ t R(st , π(st ))|π .
t=0

TD learning, a central approach to reinforcement learning, enables an agent to
learn an optimal policy without a model of the transition function or the reward
function. In particular, the agent can learn in TD learning in the following way.
Suppose that an agent is operates in an environment. At each time step, the agent
performs an action at ∈ A in a state st ∈ S at time step t, gains a reward signal rt ,
transitions to a state st+1 , and performs an action at+1 ∈ A in a state st+1 ∈ S. By
using this information, the agent can learn the optimal value function over time. We
discuss two standard reinforcement learning methods for MDPs that are based on
TD learning, specifically SARSA and Q-Learning, that have been used as the basis
for more sophisticated approximate reinforcement learning methods.
2.2.3.1

SARSA

SARSA is the on-policy form of TD learning. In on-policy control, we learn the
action-value function of the policy that is currently being followed by the agent. At
each time step t ∈ T , given a state s ∈ S, an action a ∈ A, a reward signal r ∈ R,
a successor state s0 ∈ S, and an action a0 ∈ A, the agent updates its action-value
function using the SARSA update rule:
Q(s, a) → Q(s, a) + α[r + γQ(s0 , a0 ) − Q(s, a)],

(2.19)

where α is a learning rate that changes the amount that the action-value function
Q(s, a) is adjusted in each update.
We describe the steps of the standard reinforcement learning method that uses
the SARSA update rule below.
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1. Initialize an arbitrary action-value function Q(s, a) for each state s ∈ S and
each action a ∈ A.
2. Repeat the following steps for each episode 1, 2, . . . , N .
(a) Set the current state s ∈ S.
(b) Repeat for each step of the episode until the state s ∈ S is terminal or
the horizon h ∈ R is reached.
i. Select an action a ∈ A for the current state s ∈ S using a policy π(s)
calculated from the action-value function Q(s, a) and an exploration
strategy, such as softmax action selection or -greedy action selection.
ii. Perform the action a ∈ A.
iii. Observe a reward r ∈ R.
iv. Transition to a successor state s0 ∈ S.
v. Update the action-value function Q(s, a) using the SARSA update
rule as follows:

Q(s, a) → Q(s, a) + α[r + γQ(s0 , a0 ) − Q(s, a)].

vi. Set the state s ∈ S to the successor state s0 ∈ S.

2.2.3.2

Q-Learning

Q-Learning is an off-policy form of TD learning. In off-policy control, we learn
the action-value function of the policy that differs from the policy currently being
followed by the agent. At each time step t ∈ T , given a state s ∈ S, an action a ∈ A,
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a reward signal r ∈ R, and a successor state s0 ∈ S, the agent updates its action-value
function using the Q-Learning update rule:
Q(s, a) → Q(s, a) + α[r + γ max
Q(s0 , a0 ) − Q(s, a)],
0
a ∈A

(2.20)

where α is a learning rate that changes the amount that the action-value function
Q(s, a) is adjusted in each update.
We describe the steps of the standard reinforcement learning method that uses
the Q-Learning update rule below.
1. Initialize an arbitrary action-value function Q(s, a) for each state s ∈ S and
each action a ∈ A.
2. Repeat the following steps for each episode 1, 2, . . . , N .
(a) Set the current state s ∈ S.
(b) Repeat for each step of the episode until the state s ∈ S is terminal or
the horizon h ∈ R is reached.
i. Select an action a ∈ A for the current state s ∈ S using a policy π(s)
calculated from the action-value function Q(s, a) and an exploration
strategy, such as softmax action selection or -greedy action selection.
ii. Perform the action a ∈ A.
iii. Observe a reward r ∈ R.
iv. Transition to a successor state s0 ∈ S.
v. Update the action-value function Q(s, a) using the Q-Learning update rule as follows:
Q(s, a) → Q(s, a) + α[r + γ max
Q(s0 , a0 ) − Q(s, a)].
0
a ∈A

vi. Set the state s ∈ S to the successor state s0 ∈ S.
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2.3

Partially Observable Markov Decision Processes

A partially observable Markov decision process is a formal sequential decisionmaking model for reasoning in partially observable, stochastic environments [134, 76].
A partially observe Markov decision process is an MDP with two extra components:
a set of observations made by the agent and an observation function. At each time
step, when the agent performs an action in a state, the agent not only receives a
reward based on the reward function and transitions to a successor state based on the
transition function but also makes an observation based on the observation function.
Similarly, the goal of the agent is to maximize some notion of value over all states.

2.3.1

Formal Definition

A partially observable Markov decision process (POMDP) can be described as a tuple, hS, A, T, R, Ω, Oi, where
• S is a finite set of states,
• A is a finite set of actions,
• T : S × A × S → [0, 1] is a transition function, T (s, a, s0 ) = Pr(s0 |s, a), that
represents the probability of reaching a state s0 ∈ S after performing an action
a ∈ A in a state s ∈ S,
• R : S × A → R is a reward function, R(s, a), that represents the expected
immediate reward of performing an action a ∈ A in a state s ∈ S,
• Ω is a finite set of observations, and
• O : S × A × Ω → [0, 1] is an observation function, O(s, a, ω) = Pr(ω|s0 , a),
that represents the probability of making an observation ω ∈ Ω after performing
an action a ∈ A and reaching a state s0 ∈ S.
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Figure 2.2: A Bayesian network for the casual relationships of a POMDP.
Figure 2.2 illustrates the casual relationships of a single time step of a POMDP.
At each time step in a problem of either an infinite horizon h = ∞ or a finite
horizon h ∈ N, the agent is in a state s ∈ S. When the agent performs an action
a ∈ A in a state s ∈ S, there is a reward and a transition: the agent gains a reward
of R(s, a) ∈ R and transitions to a successor state s0 ∈ S with a probability of
T (s, a, s0 ) ∈ [0, 1]. Once the agent has transitioned to a successor state s0 ∈ S after
performing action a ∈ A, the agent makes an observation ω ∈ Ω with a probability
of O(s, a, ω) ∈ [0, 1]. The agent repeats these steps indefinitely if the problem has an
infinite horizon h = ∞ or until reaching a horizon h ∈ N if the problem has a finite
horizon h ∈ N.
It is important to mention that the agent does not necessarily know its current
state s ∈ S. Instead, the agent makes noisy observations ω ∈ Ω that reflect its
current state s ∈ S and current action a ∈ A. More formally, in order to represent
its uncertainty, the agent maintains a belief state b ∈ B, a probability distribution
Pr(s|b) over each state s ∈ S, where B = ∆|S| is the space of all belief states. In
general, since the belief state summarizes the entire history of states, actions, and
observations that are encountered by the agent in a partially observable stochastic
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environment, the belief state satisfies the Markov property. Initially, the agent begins
with an initial belief state b0 ∈ B. After performing an action a ∈ A and making an
observation ω ∈ Ω, the agent updates its current belief state b ∈ B to a new belief
state b0 ∈ B using the belief state update equation:
P
O(a, s0 , ω) s∈S T (s, a, s0 )b(s)
,
b (s |b, a, ω) =
Pr(ω|b, s0 )
0

0

(2.21)

where Pr(ω|b, s0 ) is the probability that the agent observes an observation ω ∈ Ω
given that the agent has a belief state b ∈ B in a state s0 ∈ S, which serves as a
normalization constant. Note that the notation b0a,ω is used to represent the successor
belief state generated by the belief state update equation for a belief state b ∈ B, an
action a ∈ A, and an observation ω ∈ Ω.
A solution to a POMDP is a policy that indicates the action that the agent should
perform in each belief state at each time step. That is, instead of using a policy based
on its current state, the agent uses a policy based on its current belief state. Like an
MDP, however, the policy is used in an objective function that describes the value
of each state at each time step with respect to that policy. The value of each state
at each time step with respect to the policy is the expected cumulative reward that
the agent would gain starting in that belief state and performing actions indicated by
that policy until reaching the horizon. The expected cumulative reward is discounted
in infinite horizon problems and undiscounted in finite horizon problems. In general,
the goal of the agent is to find an optimal policy with an objective function that
maximizes the value of each belief state at each time step over either an infinite
horizon h = ∞ or a finite horizon h ∈ N. We describe the objective functions for
infinite horizon problems and finite horizon problems below.
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2.3.1.1

Infinite Horizons Problems

In a POMDP with an infinite horizon h = ∞ of a set of time steps T =
{1, 2, . . . , ∞} and a discount factor γ ∈ [0, 1), a policy π : B → A indicates that
the agent should perform an action π(s) ∈ A in a belief state b ∈ B. Given an initial
belief b0 ∈ B, the goal of the agent is to find an optimal policy π : B → A with an
objective function that maximizes the value, or the expected discounted cumulative
reward, over all belief states of the POMDP:
∞
hX
i
t
t
t
0
E
γ R(b , π(b ))|π, b ,

(2.22)

t=0

where bt ∈ B is a random variable that represents the belief state at a time step
t ∈ T generated by following the transition function T : S × A × S → [0, 1] and the
observation function O : S × A × Ω → [0, 1]. Note that the time step does not need
to be included in the representation of the policy or the value function in the case of
infinite horizon problems.
For a policy π : B → A, the state-value function V π : B → R is the value, or the
expected discounted cumulative reward, for each belief state b ∈ B of the POMDP
using the Bellman equation:
V π (b) =

X

b(s)R(s, π(b)) + γ

X

Pr(ω|b, π(b))V π (b0π(b),ω ).

(2.23)

ω∈Ω

s∈S

For a policy π : B → A, the action-value function Qπ : B × A → R is the value,
or the expected discounted cumulative reward, for each belief state b ∈ B and each
action a ∈ A of the POMDP:
Qπ (b, a) =

X

b(s)R(s, π(b)) + γ

s∈S

X

Pr(ω|b, a)V π (b0a,ω ).

(2.24)

ω∈Ω

By using either the state-value function V π : B → R or the action-value function
Qπ : B × A → R of a policy π : B → A, it is possible to define the state-value
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function V ∗ : B → R of an optimal policy π ∗ : B → A that maximizes the value,
or the expected discounted cumulative reward, for each belief state b ∈ B of the
POMDP using the Bellman optimality equation:

V ∗ (b) = max
a∈A

hX

b(s)R(s, a) + γ

s∈S

X

Pr(ω|b, π(b))V π (b0π(b)ω )

i

(2.25)

ω∈Ω

= max Q∗ (b, a).

(2.26)

a∈A

Once the optimal action-value function Q∗ : B × A → R has been calculated, the
optimal policy π ∗ : B → A can be calculated by performing a one-step lookahead
over each action a ∈ A of the MDP in the following way:

π ∗ (b) = arg max Q∗ (b, a).

(2.27)

a∈A

It is important to highlight that, while infinite horizon POMDPs are an interesting
framework for theoretical analysis, they are undecidable for most problems because
there can be an infinite space of belief states with or without an initial belief state.

2.3.1.2

Finite Horizon Problems

In a POMDP with a finite horizon h ∈ N of a set of time steps T = {1, 2, . . . , h}
and a discount factor γ ∈ [0, 1), a policy π : B → A indicates that the agent should
perform an action π(b) ∈ A in a belief state b ∈ B. Given an initial belief b0 ∈ B, the
goal of the agent is to find an optimal policy π : B → A with an objective function
that maximizes the value, or the expected discounted cumulative reward, over all
belief states and all time steps of the POMDP:
∞
hX
i
E
γ t R(bt , π(bt ))|π, b0 ,
t=0

36

(2.28)

where bt ∈ B is a random variable that represents the belief state at a time step
t ∈ T generated by following the transition function T : S × A × S → [0, 1] and the
observation function O : S × A × Ω → [0, 1].
However, instead of using a policy π : B → A, we use another representation
in the interest of clarity for this discussion. At a time step t ∈ T , a policy tree
σt ∈ Γt is a tuple, ha, υt i, where a ∈ A is an action that should be performed by
the agent and υt : Ω → Γt−1 is an observation strategy that indicates a policy tree
σt−1 ∈ Γt−1 that should be followed after making an observation ω ∈ Ω. Given a set
of observation strategies Γt−1 , the set of policy trees Γt available to the agent with t
time steps remaining in the problem is defined by the set below:

Γt = {hat , υt i | at ∈ A, υt ∈ Γt−1 }.

Note that a policy tree is only represented by an action a ∈ A without an observation
strategy when there are no time steps remaining in the problem since the agent does
not need to make an observation ω ∈ Ω to select a policy tree at the final time step.
By representing a policy π : B → A as a policy tree σt = ha, υt i ∈ Γt with an
action a ∈ A and an observation strategy υt : Ω → Γt−1 at each time step t ∈ T , the
state-value function for each state s ∈ S can be represented like so:

Vtπ (s) = Vtσt (s) = R(s, a) + γ

X

T (s, a, s0 )

s0 ∈S

X

O(s, a, ω)V υt (o) (s0 ).

(2.29)

ω∈Ω

Given the state-value function Vtπ (s) = Vtσt (s) and a policy tree σt = ha, υt i ∈ Γt
with an action a ∈ A and an observation strategy υt : Ω → Γt−1 at each time step
t ∈ T , it is possible to define a value function for each belief state b ∈ B in the
following way:
Vtπ (b) = Vtσt (b) =

X
s∈S
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b(s)Vtσt (s).

(2.30)

Using a state-value function Vtπ (s) = Vtσt (s) for each state s ∈ S, the optimal
value function for each belief state b ∈ B can be calculated as follows:

Vt∗ (b) = max
σ∈Γt

X

σt (s)

b(s)Vt

(s).

(2.31)

s∈S

The optimal value function Vt∗ (b) for each belief state b ∈ B can be viewed as the
σt (s)

upper surface of all of the state-value functions Vt

(s) that represent each policy

tree σt = ha, υt i ∈ Γt with an action a ∈ A and an observation strategy υt : Ω → Γt−1
at a time step t ∈ T . The optimal value function Vt∗ (b) is therefore piecewise linear
and convex. It is therefore possible to write the optimal value function Vt∗ (b) in
another representation. Let us first define an α-vector ασ as a vector that contains
the optimal value of each state s ∈ S with respect to the policy tree σ ∈ Γ:

ασ = [V σ (s0 ), V σ (s1 ), . . . , V σ (sn )].

By representing the value function Vtσ (b) as a set of α-vector ασ for a policy tree
σ ∈ Γ, we can rewrite the optimal value function Vt∗ (b) in the following way:

Vt∗ (b) = max
σ∈Γt

X

b(s)ασ (s) = max
α∈Vt

s∈S

X

b(s)α(s),

(2.32)

s∈S

where Vt is the set of all α-vectors such that each α-vector uniquely represents a
policy tree σ ∈ Γt at a time step t ∈ T .
2.3.1.3

Belief Markov Decision Processes

An infinite horizon POMDP or a finite horizon POMDP can be cast as a continuous space MDP with a state space that is the set of belief states and an action space
that is the set of actions from the original POMDP. This is typically called a belief
MDP. A belief MDP can be described as a tuple, hB, A, τ, ρi, where
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1. B = ∆|S| is the set of belief states from the original POMDP,
2. A is the set of actions from the original POMDP,
3. τ : B ×A×B → [0, 1] is the belief transition function, τ (b, a, b0 ) = Pr(b0 |b, a),
that represents the probability of reaching a belief state b0 ∈ B after performing
an action a ∈ A in a belief state B ∈ B, and
4. ρ : B × A → R is the belief reward function, ρ(b, a), that represents the
expected immediate reward of performing an action a ∈ A in a belief state
b∈B
It is possible to represent the belief transition function τ (b, a, b0 ) and the belief
reward function ρ(b, a) in terms of the original formulation of the POMDP. The belief
transition function τ (b, a, b0 ) can be represented in the following way:

τ (b, a, b0 ) =

X

Pr(b0 |a, b, ω)

X

O(s, a, ω)

X

s0 ∈S

ω∈Ω

T (s, a, s0 )b(s),

(2.33)

s∈S

where Pr(b0 |a, b, ω) can be defined as [ba,ω = b0 ] with Iverson bracket notation [·]. The
belief reward function ρ(b, a) can be represented in the following way:

ρ(b, a) =

X

b(s)R(s, a).

(2.34)

s∈S

In a belief MDP, the optimal state-value function V ∗ : B → R for a belief b ∈ B
that can be used to calculate the optimal policy π ∗ : B → A is as follows:

h

∗

V (b) = max ρ(b, a) + γ
a∈A

X
ω∈Ω
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Pr(ω|b, a)V

∗

i

(b0a,ω )

.

(2.35)

In a belief MDP, the optimal action-value function Q∗ : B × A → R for a belief
b ∈ B that can be used to calculate the optimal policy π ∗ : B → A is as follows:

Q∗ (b, a) = ρ(b, a) + γ

X

Pr(ω|b, a)V ∗ (b0a,ω ).

(2.36)

ω∈Ω

Finally, we can calculate the optimal policy π ∗ : B → A by performing a one-stop
look-ahead over the optimal action-value function Q∗ : B × A → R:

π ∗ (b) = arg max Q∗ (b, a).
a∈A

2.3.2

Planning Methods

There are many planning methods that can be used to solve infinite horizon
POMDPs. We discuss an important exact planning method for infinite horizon
POMDPs, value iteration, that has been used as a foundation for more sophisticated
approximate planning methods [94, 32, 110, 135].
2.3.2.1

Value Iteration

Value Iteration is a standard exact planning method for solving infinite horizon
POMDPs [20]. This planning method constructs a sequence of optimal finite horizon
value functions V0∗ , V1∗ , . . . , Vt∗ . As each consecutive optimal finite horizon value func∗
tion Vt+1
is constructed from the current optimal finite horizon value function Vt∗ ,

it approaches the optimal infinite horizon value function V ∗ as the time step t ∈ T
approaches the infinite horizon h = ∞. That is, the difference between the optimal
infinite horizon value function V ∗ and the optimal t-horizon value function Vt∗ goes
to zero as the time step t ∈ T approaches the infinite horizon h = ∞. For a given
time step t ∈ T , this difference can be calculated in the following way:

lim max |V ∗ (b) − Vt∗ (b)| = 0,

t→∞ b∈B
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where V ∗ (b) is the optimal infinite horizon value function and Vt∗ (b) is the optimal thorizon value function. For a given Bellman error , the optimal infinite horizon value
function can be calculated in a finite number of optimal t-horizon value functions.
We describe the steps of value iteration for infinite horizon POMDPs in terms of
a belief MDP hB, A, τ, ρi for a given Bellman error  below.
1. Initialize a time step t = 0.
2. Initialize an optimal 0-horizon value function V0∗ (b) = 0 for each belief state
b ∈ B.
∗
(b) −
3. Repeat the following steps until the termination condition maxb∈B |Vt+1

Vt∗ (b)| ≤  is satisfied.
∗
(b) for each belief
(a) Calculate the optimal (t+1)-horizon value function Vt+1

state b ∈ B using the Bellman optimality equation

h
i
X
∗
Vt+1
(b) = max ρ(b, a) + γ
Pr(ω|b, a)V ∗ (b0a,ω ) .
a∈A

ω∈Ω

(b) Increment the time step t.
4. Calculate the optimal policy π ∗ (b) for each belief state b ∈ B using the equation

h
i
X
π(b) = arg max ρ(b, a) + γ
Pr(ω|b, a)V ∗ (b0a,ω ) .
a∈A

ω∈Ω

Note that value iteration results in an approximate infinite horizon value function
that is within the following bound of the optimal infinite horizon value function:
2γ
.
1−γ
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CHAPTER 3
METAREASONING FOR STOPPING

3.1

Introduction

Starting with metareasoning for planning, we offer two metareasoning approaches
that enable autonomous systems to determine the optimal stopping point of anytime
algorithms. Anytime algorithms have been developed for a wide range of real-time
decision-making problems, such as belief-space planning [110, 135, 86], probabilistic
inference [115], heuristic search [61, 116, 105, 30, 35], motion planning [19, 157, 95, 77],
constraint satisfaction [161], and object detection [181, 176, 78, 117]. Simply put, an
anytime algorithm is an algorithm that gradually improves the quality of the current
solution as it runs and returns the current solution if it is interrupted. This behavior
offers a trade-off between solution quality and computation time that has proven to
be useful in autonomous systems that need to produce effective action in a timely
manner. However, in order to optimize this trade-off, an autonomous system has to
solve a challenging meta-level control problem: the autonomous system must decide
when to interrupt the anytime algorithm and act on the current solution.
Generally, there have been two main approaches to meta-level control of anytime
algorithms in autonomous systems. The earliest approach that was proposed executes
the anytime algorithm until a stopping point determined prior to runtime [66, 27].
Because the stopping point is not adjusted once the anytime algorithm starts, this
approach is called fixed allocation. While fixed allocation is effective given negligible uncertainty in the performance of the anytime algorithm or the urgency for
the solution, there is often substantial uncertainty in either or both these variables in
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real-time decision-making problems [108]. In response, a more sophisticated approach
that was developed tracks the performance of the anytime algorithm and estimates
a stopping point at runtime periodically [67, 182, 60, 92]. Since the stopping point
is adjusted as the anytime algorithm is running, this approach is called monitoring
and control. Overall, monitoring and control has proven to be a substantially more
effective approach to meta-level control of anytime algorithms than fixed allocation.
Current meta-level control techniques that monitor and control anytime algorithms have traditionally relied on planning with a model, called a performance profile, that describes the performance of a given anytime algorithm solving a specific
problem on a particular system [177, 60]. This model must be compiled offline through
simulation before the activation of meta-level control by using the anytime algorithm
to solve thousands of instances of the problem on the system. Planning with a
performance profile, however, imposes many assumptions that are often violated by
autonomous systems that operate in the real world [149, 150]:
• There must be enough time for offline compilation of the performance profile of
the anytime algorithm prior to the activation of meta-level control.
• The parameters of the anytime algorithm across every problem instance must
not change over time to avoid invalidating the performance profile.
• The distribution of problem instances solved by the anytime algorithm must be
known and fixed to compile and avoid invalidating the performance profile.
• The processor and memory conditions of the system that executes the anytime
algorithm must be static to avoid invalidating the performance profile.
In short, by using a performance profile that must be compiled offline and cannot be
updated online, existing meta-level control techniques make a number of assumptions
that reduce their accuracy and usefulness in the real world.
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3.1.1

Contributions

In this chapter, we make the following contributions. First, we propose a novel
model-based approach to meta-level control based on online performance prediction
by offering these contributions:
1. a online performance prediction framework that can be used by a meta-level
control technique to predict the performance of an anytime algorithm, and
2. a model-based meta-level control technique that determines when to interrupt
an anytime algorithm and act on the current solution by using the online performance prediction framework.
Second, we propose a novel model-free approach to meta-level control based on reinforcement learning by offering these contributions:
3. a formal MDP representation of the meta-level control problem for anytime
algorithms that can be used to learn the optimal stopping point of an anytime
algorithm with reinforcement learning, and
4. a model-free meta-level control technique that learns when to interrupt an anytime algorithm and act on the current solution by using the formal MDP representation of the meta-level control problem for anytime algorithms.
Our work is evaluated on a set of experiments that show that they outperform existing
meta-level control techniques that require substantial offline work on several common
benchmark domains and a mobile robot domain.

3.2

Meta-Level Control Problem

We begin by reviewing the meta-level control problem for anytime algorithms.
This problem requires a model that describes the utility of a solution computed by
an anytime algorithm. Naturally, in real-time decision-making problems, a solution
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Figure 3.1: An example of the meta-level control problem.
of a specific quality calculated in a minute has lower utility than a solution of the
same quality calculated in a second. At a minimum, this implies that the utility
of a solution is likely a function of not only its quality but also its computation
time [65, 27]. Following this line of intuition, we define the utility of a solution below.
Definition 1. A time-dependent utility function, U : Φ × Ψ → R, represents
the utility of a solution of quality q ∈ Φ at time step t ∈ Ψ.
A time-dependent utility function can often be simplified by expressing it as
the difference between two functions typically referred to as object-level utility and
inference-level utility [64]. Object-level utility represents the utility of a solution by
considering its quality but disregarding its computation time while inference-level
utility represents the utility of a solution by taking into account its computation time
but ignoring its quality. Therefore, adopting more recent terminology [121], we define
this property as follows [60].
Definition 2. A time-dependent utility function, U : Φ×Ψ → R, is time-separable
if the utility of a solution of quality q ∈ Φ at time step t ∈ Ψ can be expressed as the
difference between two functions, U (q, t) = UI (q) − UC (t), where UI : Φ → R+ is the
intrinsic value function and UC : Ψ → R+ is the cost of time.
Given a time-dependent utility function, the meta-level control problem is the
problem in which an autonomous system must decide when to interrupt an anytime
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algorithm and act on the current solution. Figure 3.1 provides an illustration of the
meta-level control problem [177]. In this illustration, the algorithm should ideally be
interrupted at the optimal stopping point because this is the maximum point of the
time-dependent utility function. In practice, however, the optimal stopping point can
rarely be determined as a result of considerable uncertainty over two variables: the
performance of the algorithm and the urgency for the solution. The optimal stopping
condition must therefore be approximated using an approach that models either or
both of these variables. Note that we assume that there is only uncertainty about
the performance of the algorithm throughout this chapter following earlier work [60].

3.3

Model-Based Metareasoning with Online Performance
Prediction

We first propose a novel model-based meta-level control approach based on online
performance prediction. This section offers an online performance prediction framework that can be used by a meta-level control technique to predict the performance
of an anytime algorithm. Existing meta-level control techniques instead use a performance profile as a function in terms of a state of computation that represents the
computation time and the quality of the current solution to predict the expected
quality of the next solution [37, 67, 60]. Relying on a performance profile, however,
has several drawbacks because it requires significant preprocessing that can decrease
the accuracy and usefulness of meta-level control in real world domains.
We define a pair of vectors that jointly represent the performance of an anytime
algorithm in place of a performance profile. The first vector represents the past
performance of the anytime algorithm as it currently solves a specific instance of a
problem. Past performance can be expressed as a vector of solution qualities from the
initial solution to the current solution observed over the elapsed time of the anytime
algorithm. More formally, we describe past performance in the following way.
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Definition 3. A performance history, ~h, represents the past performance of an
anytime algorithm on a given instance of a problem as a vector of solution qualities,
~h = [q0 q1 . . . qt ], observed from the start time step 0 to the current time step t at
fixed intervals of a duration ∆.
The second vector represents the future performance of an anytime algorithm as it
currently solves a specific instance of a problem. Future performance can be expressed
as a vector of solution qualities from the current solution to the final solution projected over the remaining time of the anytime algorithm. More formally, we describe
future performance in the following way.
Definition 4. A performance projection, p~, represents the future performance
of an anytime algorithm on a given instance of a problem as a vector of solution
qualities, p~ = [qt+1 qt+2 . . . qT ], projected from the time step t + 1 to the final time
step T at fixed intervals of a duration ∆ such that the final time step T is an upper
bound on the computation time allocated to the anytime algorithm.
We use the past performance of the anytime algorithm on the specific instance
of the problem currently being solved to predict its future performance. This can
be viewed as a function that computes a performance projection from a performance
history. It is possible for this function to be implemented in many different ways. In
most cases, a simple method, such as nonlinear regression, can compute a sensible
performance projection from a performance history. In other cases, a more complex
method that uses a rich model, such as neural network or a regression tree, that
includes features that describe the problem, the anytime algorithm, or the underlying
system can be used instead [15, 68, 172]. However, a rich model must be adapted to
an online context to avoid the drawbacks of a performance profile. It is also possible
for this function to compute performance projections from a weighted performance
history with a bias toward recent solution qualities. Here, without committing to a
specific implementation, we provide a general definition of this function below.
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Figure 3.2: An illustration of online performance prediction.
Definition 5. A performance predictor, Ξ(~h) = p~, generates a performance projection p~ from a performance history ~h.
Figure 3.2 offers an intuitive depiction of a performance predictor. Recall that the
performance history is a sequence of solution qualities observed from the start time
step to the current time step of the anytime algorithm while each performance projection is a sequence of solution qualities projected after the current time step to the
final time step of the anytime algorithm. Ideally, the performance predictor computes
performance projections that approach the true performance of an anytime algorithm
as the size of the performance history increases. For instance, at the ith time step, the
performance projection p~ i does not closely approximate the true performance p~ ∗ : in
fact, it appears to be overly optimistic. However, at the (i + 1)th time step, the next
performance projection p~ i+1 draws closer to the true performance p~ ∗ . Intuitively, as
the performance predictor exploits more information from the solution qualities in
the performance history, we observe that the performance projections approach the
true performance of an anytime algorithm in practice in our experiments.

3.4

Model-Based Meta-Level Control Technique

This section offers a model-based meta-level control technique that determines
when to interrupt an anytime algorithm and act on the current solution by using
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Algorithm 1: A general approach to model-based meta-level control that
determines when to interrupt an anytime algorithm and act on the current
solution by using online performance prediction.
Input: An anytime algorithm Λ, a performance predictor Ξ, a projected
stopping condition C, and a duration ∆
Output: A solution α
1 t ← 0
2 ~
h←[]
3 Λ.Start()
4
5
6
7
8
9
10
11
12
13
14

while Λ.Running() do
α ← Λ.CurrentSolution()
q ← α.Quality()
~h ← ~hkq
p~ = Ξ(~h)
if C(~p) then
Λ.Stop()
return α
t←t+∆
Sleep(∆)
return α

the online performance prediction framework. Similar to earlier work, our meta-level
control technique monitors the performance of the anytime algorithm and estimates
the stopping point at runtime [67, 28, 182, 60]. However, unlike existing meta-level
control techniques that rely on planning with a performance profile that must be
compiled offline before the activation of meta-level control, our meta-level control
technique uses the online performance prediction framework: at each monitoring
step, it computes a performance projection from a growing performance history using
a performance predictor. Our meta-level control technique therefore avoids relying on
significant preprocessing that can decrease the accuracy and usefulness of meta-level
control of anytime algorithms.
Algorithm 1 outlines the general form of our meta-level control technique. First,
the current time step is initialized, the performance history is initialized to an empty
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vector, and the anytime algorithm is started (Lines 1-3). Next, the performance of
the algorithm is monitored at fixed intervals until interrupted early or terminated
naturally (Line 4). During each monitoring step, there are several steps. The quality of the current solution is appended to the performance history (Lines 5-7) and a
performance projection is computed from that performance history using the performance predictor (Line 8). If the performance projection meets the stopping condition,
which we describe in detail later in the chapter, the anytime algorithm is interrupted
and the current solution is returned (Lines 9-11). Otherwise, the anytime algorithm
continues to run (Lines 12-13). Finally, the current solution is returned if the anytime
algorithm is terminated naturally but not interrupted early (Line 14).
In general, any meta-level control technique uses a stopping condition to determine
whether or not an anytime algorithm should be interrupted. If the stopping condition
evaluates to true, the meta-level control technique interrupts the anytime algorithm.
Otherwise, it lets the anytime algorithm continue to run. An optimal stopping condition interrupts the anytime algorithm when the expected value of computation (EVC)
is no longer positive, where the EVC can be expressed as the expected improvement
of the time-dependent utility of the current solution [67]. However, to calculate the
EVC, the meta-level control technique must consider the entire sequence of remaining
decisions about whether to continue or interrupt the algorithm. Hence, because such
a calculation is often intractable, meta-level control uses an estimate of the EVC in
practice. Given this line of reasoning, our meta-level control technique uses a stopping condition that depends on the projected performance of an anytime algorithm.
We call this a projected stopping condition and denote it as C(~p) in Algorithm 1. We
develop two projected stopping conditions below.
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3.4.1

Myopic Projected Stopping Condition

The first projected stopping condition uses the projected one-step improvement
of the time-dependent utility of the current solution to determine whether or not the
anytime algorithm should be interrupted. More formally, this myopic improvement
can be expressed as the difference between two time-dependent utilities: the timedependent utility of the projected next solution and the time-dependent utility of the
current solution. We define myopic improvement in the following way.
Definition 6. Suppose that an anytime algorithm computes a solution of quality q ∈ Φ
at time step t ∈ Ψ. The myopic projected value of computation (MPVC) is

MPVC(q, t, ∆) = U (pt+∆ , t + ∆) − U (q, t)

for an additional duration ∆ given the current performance projection p~.
Our meta-level control technique allows the anytime algorithm to continue to run
while the MPVC is positive: simply put, the anytime algorithm executes as long as
the projected one-step improvement of the current solution is positive. We define our
myopic stopping condition below.
Definition 7. The meta-level control technique with the myopic stopping condition lets an anytime algorithm continue as long as MPVC(q, t, ∆) > 0.
We call this version of our technique the myopic meta-level control technique.
If the performance of the anytime algorithm is strictly concave, our myopic metalevel control technique will interrupt the algorithm at the optimal stopping point near
the global maximum of the time-dependent utility. Intuitively, when the performance
of the anytime algorithm is concave, the benefit of continuing the anytime algorithm
diminishes over time. Thus, if our myopic meta-level control technique decides to
interrupt the anytime algorithm, that decision will remain optimal at any later time
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step. However, the performance of the anytime algorithm often includes steps with
little or no improvement. In this more likely case, since our myopic meta-level control
technique only considers the very next solution, it may interrupt the anytime algorithm too early near a local maximum of the time-dependent utility. Hence, we define
a more accurate but more computationally demanding projected stopping condition
to relax the assumption that the performance of the anytime algorithm is concave.

3.4.2

Nonmyopic Projected Stopping Condition

The second projected stopping condition improves upon the first condition by
considering the projected best solution instead of the projected next solution. More
formally, this nonmyopic improvement can be expressed as the difference between two
time-dependent utilities: the time-dependent utility of the projected best solution and
the time-dependent utility of the current solution. We define nonmyopic improvement
in the following way.
Definition 8. Suppose that an anytime algorithm computes a solution of quality
q ∈ Φ at time step t ∈ Ψ. The nonmyopic projected value of computation
(NPVC) is
NPVC(q, t) = max
U (pt0 , t0 ) − U (q, t)
0
t ∈Ψ

given the current performance projection p~.
Our meta-level control technique allows the anytime algorithm to continue to run
while the NPVC is positive: intuitively, even if the projected one-step improvement
of the current solution is zero or negative, the anytime algorithm executes as long as
the projected future improvement of the current solution is positive. We define our
nonmyopic stopping condition below.
Definition 9. The meta-level control technique with the nonmyopic stopping condition lets an anytime algorithm continue as long as NPVC(q, t) > 0.
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We call this version of our technique the nonmyopic meta-level control technique.
Our nonmyopic meta-level control technique is not as shortsighted as our myopic
meta-level control technique. Simply put, because the nonmyopic stopping condition
uses the projected best solution in place of the projected next solution, our nonmyopic
meta-level control technique is less likely to interrupt the anytime algorithm too early
near a local maximum of the time-dependent utility. As a result, even when the
performance of the anytime algorithm includes steps with little or no improvement,
our nonmyopic meta-level control technique will still interrupt the anytime algorithm
closer to the optimal stopping point near the global maximum of the time-dependent
utility. This results in more effective meta-level control of anytime algorithms.

3.5

Model-Free Metareasoning with Reinforcement Learning

We now turn to a novel model-free approach to meta-level control based on reinforcement learning. This section offers a formal MDP representation of the meta-level
control problem for anytime algorithms that can be used to learn the optimal stopping
point of an anytime algorithm with reinforcement learning. Reinforcement learning
has led to a variety of methods [140] that have been effective across a range of applications from game playing [152] to helicopter control [81]. In order to maximize some
notion of value, a reinforcement learning agent can learn a policy by performing actions and observing rewards in its environment both online and incrementally. This
is critical to meta-level control of anytime algorithms for two reasons. First, because
there is often not enough time before the activation of meta-level control in real-time
environments, the policy must be compiled online. Second, since the parameters of
meta-level control often change over time in dynamic environments, the policy must
be updated incrementally. Hence, reinforcement learning is a natural approach to
meta-level control of anytime algorithms.
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Figure 3.3: A depiction of model-free meta-level control.
Figure 3.3 illustrates how a meta-level control technique that uses a reinforcement learning method learns its policy for a problem with parameters that change
gradually over time. Suppose the meta-level control technique compiles its policy
for the problem online (the green section of the first problem). When the parameters of the problem change (the problem transition), the policy of the meta-level
control technique may degrade in performance. In response, the meta-level control
technique updates its policy for the problem incrementally (the red section of the
second problem). Generally, if there is insufficient time before the activation of metalevel control or the parameters of meta-level control change over time, the meta-level
control technique can learn its policy on the fly from scratch.
Although we are unaware of any model-free approach to meta-level control based
on reinforcement learning, our approach, which is compatible with work on managing
the execution of different planning models and methods [148, 147], is an especially
good fit for several reasons. First, while the transition dynamics given the performance of an anytime algorithm may be unknown, reinforcement learning can learn an
effective policy by balancing exploitation with exploration. Next, by ignoring large
regions of the state space unlikely to be reached in practice, reinforcement learning
can reduce the overhead of learning an effective policy by learning a partial policy
that covers only reachable regions of the state space instead of a universal policy
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that covers the entire state space. Finally, while the transition dynamics given the
performance of an anytime algorithm may be nonstationary, reinforcement learning
can maintain an effective policy by making minor adjustments with negligible overhead. In short, meta-level control shares many properties with problems that have
traditionally been solved by reinforcement learning.
Our model-free approach to meta-level control based on reinforcement learning
expresses the meta-level control problem as an MDP. We now provide a formal description of the meta-level control problem by representing it as an MDP below.
Definition 10. The meta-level control problem for monitoring and controlling an anytime algorithm, Λ, is represented by an MDP hΦ, Ψ, S, A, T, R, s0 i
given a time-dependent utility function U : Φ × Ψ → R:
• Φ = {q0 , q1 , . . . , qNΦ } is a set of qualities for the current solution of the anytime
algorithm.
• Ψ = {t0 , t1 , . . . , tNΨ } is a set of time steps for the current solution of the anytime
algorithm.
• S = Φ × Ψ is a set of states of anytime computation: each state s ∈ S indicates
that the anytime algorithm has a solution of quality q ∈ Φ at time step t ∈ Ψ.
• A = {Stop, Continue} is a set of actions of anytime computation: the Stop
action interrupts the anytime algorithm and the Continue action executes the
anytime algorithm for another time step of duration ∆.
• T : S × A × S → [0, 1] is a transition function of anytime computation that is
unknown and possibly nonstationary that represents the probability of reaching a
state s0 = (q 0 , t0 ) ∈ S after performing an action a ∈ A in a state s = (q, t) ∈ S.
• R : S × A × S → R is a reward function of anytime computation that
we define later in this chapter that represents the expected immediate reward of
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reaching a state s0 = (q 0 , t0 ) ∈ S after performing an action a ∈ A in a state
s = (q, t) ∈ S.
• s0 ∈ S is an optional start state that is typically s0 = (q0 , t0 ) that indicates that
the anytime algorithm has a solution of quality q0 ∈ Φ at time step t0 ∈ Ψ.
Note that the discount factor γ is set to 1 because the meta-level control problem has
an indefinite horizon since an anytime algorithm must terminate eventually [57].
The meta-level control problem has a reward function of anytime computation that describes the reward that is generated for each solution computed by the
anytime algorithm. This can be represented as a piecewise function of two components. First, if the action is to execute the anytime algorithm for another time step,
the reward is the difference between the utility of the current solution and the utility
of the previous solution. Second, if the action is to interrupt the anytime algorithm
immediately, the reward is nil. We define the reward function in the following way.
Definition 11. Given a state of anytime computation s = (q, t) ∈ S, an action
of anytime computation a ∈ A, and a successor state of anytime computation s0 =
(q 0 , t0 ) ∈ S, the reward function of anytime computation can be represented by
the piecewise function

R(s, a, s0 ) =




U (q 0 , t0 ) − U (q, t), if a = Continue,


0,

otherwise,

where U : Φ × Ψ → R is a time-dependent utility function.
Note that it is easy to verify that the reward of anytime computation is consistent with
the objective of optimizing time-dependent utility: running the anytime algorithm
until a solution of quality q ∈ Φ at time step t ∈ Ψ results in a cumulative reward of
anytime computation equal to the time-dependent utility U (q, t).
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The main objective of the meta-level control problem is to generate an optimal
policy that performs optimal meta-level control of the anytime algorithm under a set
of assumptions. Intuitively, given the assumption that the quality and computation
time of the current solution determines the quality and computation time of the
successor solution without any need for the history of solutions up until the current
solution, the meta-level control problem generates an optimal policy that produces
optimal meta-level control of the anytime algorithm. We formalize this notion below.
Remark 1. If the quality qt ∈ Φ and time step t ∈ Ψ of the current solution determines the quality qt+1 ∈ Φ and time step (t + 1) ∈ Ψ of the successor solution
without any need for the history of solutions [(q0 , 0), (q1 , 1), . . . , (qt−1 , t − 1)] up until
the current solution, the optimal policy π ∗ : S → A of the meta-level control problem
determines the optimal stopping point t∗ of the anytime algorithm.
Proof Sketch. This follows directly from the Markov assumption of an MDP: the
transition dynamics over a successor state of computation s0 = (q 0 , t0 ) ∈ S only
depends on the current state of computation s = (q, t) ∈ S given an action of anytime
computation a ∈ A.
Although many approaches to meta-level control have traditionally represented
the state of computation as the quality and time step of the current solution, such
a representation may not be sufficient since the improvement in the quality of the
solution given its current quality and time step may not be Markovian. This representation could therefore benefit from additional features that describe the state
of computation. In particular, it could include features that summarize the internal
state of the algorithm, such as the size of the open list of anytime A* [58], the instance
of the problem, such as the cluster distance of a TSP [75], or the performance of the
system, such as the memory pressure of the system. While our model-free approach
exhibits near optimal performance and fast convergence with a simple state of com-
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putation in our experiments, it can naturally augment the state of computation by
using reinforcement learning. To this end, we describe in detail the use of a more
sophisticated state of computation in the following chapter.

3.6

Model-Free Meta-Level Control Technique

This section offers a model-free meta-level control technique that learns when to
interrupt an anytime algorithm and act on the current solution by using the formal
MDP representation of the meta-level control problem for anytime algorithms. Similar
to earlier work and the model-based meta-level control technique proposed earlier in
the chapter, our meta-level control technique monitors the performance of the anytime
algorithm and estimates the stopping point at runtime [67, 28, 182, 60]. However,
unlike existing meta-level control techniques that rely on planning with a performance
profile that must be compiled offline before the activation of meta-level control, our
meta-level control technique uses reinforcement learning to learn the policy online
and incrementally instead: it builds its policy gradually using the reward of anytime
computation each time the anytime algorithm updates its solution to the instance of
the problem at hand. By replacing offline compilation with online learning, our metalevel control technique eliminates the unrealistic assumptions of existing meta-level
control techniques that reduce their accuracy and usefulness in the real world.
Algorithm 2 outlines the general form of our meta-level control technique. First,
the state is initialized using the initial quality and time step, the action is initialized
using the policy induced by the initial action-value function and the exploration strategy, and the anytime algorithm is started for a fixed duration (Lines 1-4). Next, the
performance of the anytime algorithm is monitored at fixed intervals at interrupted
early or terminated naturally (Line 5). During each monitoring step, there are several steps. The current solution is first retrieved from the anytime algorithm (Line 6).
The successor state is then built using the new quality and time step (Line 7). The
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Algorithm 2: A general approach to model-free meta-level control that
learns when to interrupt an anytime algorithm and act on the current solution by using reinforcement learning.
Input: An anytime algorithm Λ, an action-value function Q, an update rule
ρ, an exploration strategy ξ, and a duration ∆t
Output: A solution σ
1

s = (q, t) ← s0

2

a ← πξQ (s)

3
4
5
6

Λ.Start()
Sleep(∆t)
while Λ.Running() do
σ ← Λ.CurrentSolution()

7

s0 = (q 0 , t0 ) ← (σ.Quality(), t + ∆t)

8

r ← R(s, a, s0 )

9

ρ(Q, r, α)

10

a ← πξQ (s0 )

13

if a = Stop then
Λ.Stop()
return σ

14

s ← s0

15

Sleep(∆t)

11
12

16

return σ

reward of anytime computation is subsequently calculated using the state, the action,
and the successor state (Line 8). The action-value function is in turn updated using
the update rule based on the reward of anytime computation and the learning rate
(Line 9). An action is once again selected from the policy induced by the updated
action-value function and the exploration strategy (Line 10). If the action indicates
to stop, the anytime algorithm is interrupted and the current solution is returned
(Lines 11-13). Otherwise, the state is set to the successor state and the anytime
algorithm continues to run for a fixed duration (Lines 14-15). Finally, the current
solution is returned if the anytime algorithm is terminated naturally but not inter-
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rupted early (Line 16). Note that the action-value function can easily be represented
by a table [140] or approximated by a linear [83] or nonlinear function [100].
Our meta-level control technique has been generalized to support many reinforcement learning methods. It can use on-policy and off-policy temporal difference (TD)
learning methods like TD(λ) and SARSA(λ) [139, 33] as well as exploration strategies
like -greedy and softmax action selection [140]. While we do not commit to a specific
reinforcement learning method, we describe our meta-level control technique using greedy Q-learning [162] as an example because it has been analyzed extensively and
proven effective across many applications [137, 151, 96]. We discuss the update rules
and the exploration strategies of our meta-level control technique below.

3.6.1

Update Rules

A reinforcement learning agent can update its action-value function by following
an update rule that uses a reward signal emitted by the environment. In Algorithm 2,
when a new solution is computed in each monitoring step, our meta-level control
technique updates the action-value function using the update rule based on the reward
of anytime computation and the learning rate. However, when the anytime algorithm
is interrupted, our meta-level control technique does not update the action-value
function because there is no change in the solution.

3.6.1.1

-greedy Q-learning Example

Given an action-value function Q, a reward of anytime computation r = R(s, a, s0 ),
and a learning rate α, the update rule ρ(Q, r, α) is below:

+

Q(s, a) ← α[r + max
Q(s0 , a0 ) − Q(s, a)],
0
a ∈A

where the current state is s = (q, t) ∈ S, the current action is a ∈ A, and the successor
state is s0 = (q 0 , t0 ) ∈ S.
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3.6.2

Exploration Strategies

A reinforcement learning agent can balance exploitation with exploration by following an exploration strategy. In Algorithm 2, when the action-value function is
updated in each monitoring step, our meta-level control technique technique updates
the policy using the action-value function and the exploration strategy.
3.6.2.1

-greedy Q-learning Example

The greedy policy must first be calculated. This policy can be built by performing
a one-step lookahead over every action available at the current state. Given an actionvalue function Q, the greedy policy π Q (s) is calculated below:

π Q (s) ← arg max Q(s, a),
a∈A

where the current state is s = (q, t) ∈ S.
Finally, once the greedy policy has been calculated, it can be modified to follow
-greedy exploration by introducing randomness. Given an exploration probability 
and a greedy policy π Q , the -greedy policy πξQ (s) is calculated below:

πξQ (s) =




π Q (s),

with probability 1 - ,



random(A), otherwise,
where the current state is s = (q, t) ∈ S.

3.7

Experiments

In this section, we evaluate our model-based and model-free approach to meta-level
control of anytime algorithms on several common benchmark domains and a mobile
robot domain. In each common benchmark domain, an autonomous system solves
the meta-level control problem for a given anytime algorithm on a specific problem: it
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must decide when to interrupt an anytime algorithm and act on the current solution.
To do this, each trial runs two processes in parallel. The object-level process uses an
anytime algorithm to solve an instance of the problem. At the same time, the metalevel process uses a meta-level control technique to monitor and control the anytime
algorithm at fixed intervals. The trial is over once the anytime algorithm is either
interrupted early or terminated naturally. All meta-level control techniques monitor
approximately every tenth of a second.
Any meta-level control problem requires a time-dependent utility function. Similar
to earlier work [60], given a solution of quality q ∈ Φ at time step t ∈ Ψ, the timedependent utility can be defined as the function U (q, t) = αq − eβt , where the rates
α and β are selected in practice based on the value of a solution (the intrinsic value
function) and the urgency for a solution (the cost of time). These rates are selected
deliberately to avoid trivializing the problem by making the urgency for a solution so
low that the anytime algorithm runs to completion or so high that it is interrupted
immediately. Note that the first term and the second term of the time-dependent
utility function represents the intrinsic value function and the cost of time.

3.7.1

Domains

We discuss each common benchmark domain and the mobile robot domain below.
Ideally, the quality of a solution can be defined as the approximation ratio, q = c∗ /c,
where c∗ is the cost of the optimal solution and c is the cost of the current solution.
However, since computing the cost of the optimal solution for complex problems is
often infeasible, we estimate the quality of a solution as the approximation ratio,
q = `/c, where ` is a problem-dependent lower bound on the cost of the optimal
solution and c is the cost of the current solution like earlier work [60].
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3.7.1.1

Lin-Kernighan Heuristic Domain

The first domain uses the Lin-Kernighan heuristic to solve travelling salesman
problems (TSP). A TSP has a set of cities that must be visited using the shortest
possible route where a distance is given for each pair of cities. The Lin-Kernighan
heuristic is a standard tour improvement algorithm that starts with an initial tour
and gradually improves that tour by swapping specific subtours until convergence [93].
Solution (tour) quality is approximated using the length of the minimum spanning
tree of the TSP as the lower bound `tsp
3.7.1.2

Genetic Algorithm Domain

The second domain uses a genetic algorithm to solve job-shop problems (JSP). A
JSP has a set of jobs composed of a sequence of tasks that must be scheduled on a set of
machines. The genetic algorithm is a standard open-source Python implementation,
jsp-ga, based on swap mutation and generalized order crossover used to solve JSPs
approximately [36, 102, 24, 39]. Solution (schedule) quality is approximated using
the time required to complete the longest job as the lower bound `jsp .
3.7.1.3

Simulated Annealing Domain

The third domain uses simulated annealing to solve quadratic assignment problems
(QAP). A QAP has a set of facilities that must be assigned to a set of locations
where a distance is given for each pair of locations and a flow is given for each pair
of facilities. The simulating annealing algorithm is a standard open-source Fortran
implementation, QAPLIB, used to solve QAPs approximately [164, 29, 99]. Solution
(assignment) quality is approximated using the Gilmore-Lawler bound, the optimal
cost of a linearized QAP [47], as the lower bound `qap .
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3.7.1.4

Mobile Robot Domain

The fourth domain uses a path planning algorithm to solve path planning problems. Each path planning problem involves finding a path between a start location
and a goal location that maximizes a measure of safety based on the probability of
collision in a map with many obstacles and walls. The path planning algorithm is a
standard open-source robotics C++ implementation, epic [168], based on harmonic
function path planning in log-space that is designed for an iClebo Kobuki. Solution
(path plan) quality is approximated using a measure of safety based on the probability
of collision. Note that conducting experiments on an actual mobile robot ensures that
our approaches produce meaningful behavior that is suitable for use on real systems.
3.7.2

Model-Based Evaluation

We first evaluate our model-based metareasoning approach by comparing it to the
standard myopic and nonmyopic general-purpose offline planning meta-level control
techniques that can be used with any anytime algorithm [60]:
• a myopic monitor that interrupts an anytime algorithm once an estimate of the
EVC is no longer positive, and
• a nonmyopic monitor that interrupts an anytime algorithm once instructed to
by a monitoring policy.
Note that, as discussed earlier, both general-purpose offline planning meta-level control techniques rely on a performance profile that must be compiled offline prior to
the activation of meta-level control.
In contrast to existing meta-level control techniques that require substantial offline work, our approach only requires a simple performance predictor. We use a
performance predictor based on nonlinear least squares regression with the model,
~ = θ1 g(x + θ2 ) + θ3 , where the vector θ~ contains the parameters of the model
f (x; θ)
and the function g represents a nonlinear function, since it is a simple implementation
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Type

Prediction

50-Tsp

60-Tsp

70-Tsp

80-Tsp

90-Tsp

Nonmyopic

Online
Offline

93.67
92.98

89.64
86.53

91.23
89.75

91.09
90.51

94.41
92.26

Myopic

Online
Offline

80.47
60.98

70.29
43.66

63.07
37.88

59.61
39.29

59.91
42.53

Table 3.1: The average time-dependent utility for the best tour computed by the
Lin-Kernighan heuristic on five TSPs with our model-based metareasoning approach.
Type

Prediction

20-Jsp

40-Jsp

60-Jsp

Nonmyopic

Online
Offline

119.19
115.64

102.62
95.57

101.23
94.05

Myopic

Online
Offline

114.08
101.20

97.49
91.28

96.34
92.83

Table 3.2: The average time-dependent utility for the best schedule computed by the
genetic algorithm on three JSPs with our model-based metareasoning approach.
Type

Prediction

100-Qap

150-Qap

200-Qap

Nonmyopic

Online
Offline

165.55
162.78

167.29
163.91

164.78
162.84

Myopic

Online
Offline

162.20
159.55

161.53
159.82

160.77
159.32

Table 3.3: The average time-dependent utility for the best assignment computed by
simulated annealing on three QAPs with our model-based metareasoning approach.
of a performance predictor that we have observed to work well with many anytime
algorithms. Moreover, because anytime algorithms generally exhibit the diminishing
returns property [177], many logarithmic and sigmoidal functions work effectively.
Here, for the performance predictor, we use the sigmoidal function g(x) = arctan(x)
but have observed empirically that g(x) = log(x) is effective as well since many
anytime algorithms exhibits diminishing returns. Note that, unlike a performance
profile that must be built using a lengthy program, a performance predictor can be
implemented in a few lines of code using the open-source Python library SciPy.
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Type

Prediction

Office

Mine-S

Mine-L

Nonmyopic

Online
Offline

88.43
79.12

87.90
56.02

86.74
70.83

Myopic

Online
Offline

85.60
44.12

86.72
52.91

84.62
65.76

Table 3.4: The average time-dependent utility for the best path computed by the path
planning algorithm on three maps with our model-based metareasoning approach.
On the common benchmark domains, all versions of our meta-level control technique are evaluated along their degree of optimality. Tables 3.1, 3.2, and 3.3 show the
average time-dependent utility of the final solution for each version of our meta-level
control techniques across 100 instances of all common benchmark problems. This
means that higher average time-dependent utility signifies better performance. The
results of the myopic and nonmyopic versions of the meta-level control techniques
have been separated to ensure a fair comparison.
In the mobile robot domain, all versions of our meta-level control technique
are evaluated along their degree of optimality. Table 3.4 shows the average timedependent utility of the final solution for each of our meta-level control techniques
across 100 instances of three path planning problems. Each problem uses a different
map. The first map, Office, is a domain of an office in which the goal is impeded
by many boxes, furniture, and walls. The other maps, Mine-S and Mine-L, are
standard domains of coal mines generated with a mapping procedure [155]. Every
instance of a problem has a random start position but the same goal position.
Figure 3.4 depicts the results of the experiments on an actual mobile robot. In
this case, we run our nonmyopic meta-level control technique on the Office map.
We only consider our nonmyopic meta-level control technique given its dominant
performance in the mobile robot simulation. The four scenarios are associated with
an infinite, high, low, and nil cost of time but the same start and goal position.
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Figure 3.4: The Office map (left) with the riskiest path (red ), a very risky path
(yellow ), a very safe path (blue), and the safest path (green) in addition to the
environment of the mobile robot (right).
3.7.2.1

Discussion

On all common benchmark domains, not only does our meta-level control technique avoid offline work, but it also outperforms the state-of-the-art meta-level control techniques. Given similar results across every domain in Tables 3.1, 3.2, and 3.3,
we focus our analysis on the Lin-Kernighan heuristic domain in Table 3.1. In the
nonmyopic case, our meta-level control technique incurs a loss under 2% on every
problem. As the size of the problem increases, the loss of our nonmyopic metalevel control technique remains steady while the existing meta-level control technique
varies. In the myopic case, the difference between our meta-level control technique
and the meta-level control existing technique is even larger. As the size of the problem increases, the myopic meta-level control technique degrades more slowly than the
existing meta-level control technique as well. While all meta-level control techniques
may be improved with a richer model using problem-specific instance features [75],
it is very encouraging that we observe near optimal results given only computation
time and solution quality as the state of computation.
Figure 3.5 illustrates the preprocessing time required to compile a performance
profile and a monitoring policy for the state-of-the-art meta-level control techniques
on the Lin-Kernighan heuristic domain. This shows that preprocessing time grows
rapidly with the size of the problem. In fact, even for modest problems, compiling
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Figure 3.5: The preprocessing time of prevailing planning approaches.

Figure 3.6: The change in the prediction error of our approach.
a performance profile and a monitoring policy can take hours of offline work. Furthermore, Figure 3.6 illustrates the improvement in the prediction error over time for
our nonmyopic technique on the Lin-Kernighan heuristic domain. This shows that
prediction error falls quickly with the size of the performance history. In particular,
for all problems, the prediction error starts at less than 21% and ends at less than 7%.
Note that the prediction error is expressed as the maximum difference between the
current performance projection and the true performance of the anytime algorithm.
On the mobile robot domain, our meta-level control technique substantially outperforms the state-of-the-art meta-level control techniques. In simulation in Table 3.4,
since the performance of the path planning algorithm is concave [168], our myopic
meta-level control technique performs nearly as well as our nonmyopic meta-level
control technique. In fact, our myopic meta-level control technique even outperforms
the existing nonmyopic meta-level control technique due to large variation across instances of the problem, which is not captured by a performance profile. Crucially, on
a mobile robot in Figure 3.4, our nonmyopic meta-level control technique effectively
trades computation time with path safety. Given a high cost of time, the robot dan-
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gerously traverses through the boxes to the goal. However, given a low cost of time,
the robot safely avoids the boxes entirely.
It may seem counterintuitive that our meta-level control technique outperforms
state-of-the-art meta-level control techniques shown to be optimal [60]. The key idea
is that existing meta-level control techniques assume that a performance profile is
an exact model of the behavior of an anytime algorithm. There are a number of
reasons, however, why such a model may not be adequate. First, existing meta-level
control techniques assume that the model is accurate across different instances of
a problem while our meta-level control technique adapts to each instance by using
online performance prediction. Next, when existing meta-level control techniques are
deployed, they do not perform as well because the model was compiled using some
predicted distribution instead of the true but unknown distribution. Moreover, the
model loses information about the performance of the algorithm as solution quality
and computation time must be discretized into a small number of bins. Finally,
since the model is compiled under specific CPU and memory conditions, existing
meta-level control techniques become less accurate given variance in these conditions.
Even without any offline work, our meta-level control technique avoids these pitfalls.

3.7.3

Model-Free Evaluation

We now evaluate our model-free metareasoning approach by comparing it to the
prevailing nonmyopic general-purpose planning technique that can be used with any
anytime algorithm [60]:
• a nonmyopic monitor that interrupts an anytime algorithm once instructed to
by a monitoring policy.
Each version of our meta-level control technique uses a different reinforcement learning
method with some function representation following -greedy action selection. In
particular, we evaluate the following versions of our meta-level control technique:
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• tabular SARSA,
• tabular Q-learning,
• Fourier basis SARSA, and
• Fourier basis Q-Learning.
Note that we experiment with tabular functions and linear approximations with
Fourier basis for our meta-level control techniques because they are often the first
to be tried by researchers and practitioners in reinforcement learning [83].
All of our meta-level control techniques begin with a randomized initial policy that
is equally likely to stop or continue the anytime algorithm. This policy is updated
as the meta-level control technique learns from 5000 random problem instances. The
exploration probability  is set to 0.1 with a decay of 0.999 while the learning rate α
is set to 0.1 for our tabular meta-level control techniques and 0.00001 for our Fourier
basis meta-level control techniques. It is also possible to design an initial policy that
exploits the form of the time-dependent utility function in safety-critical domains.
The planning meta-level control technique, however, uses a static policy that cannot
be updated over time. This policy is calculated by applying dynamic programming
to a performance profile compiled from 2000 random problem instances solved to
completion prior to the activation of meta-level control.
On the common benchmark domains, all versions of our meta-level control technique are evaluated along three important dimensions: the degree of optimality, the
rate of convergence, and the rate of adaptation. First, for the degree of optimality,
Tables 3.5, 3.6, and 3.7 show the average time-dependent utility loss of the final solution for each version of our meta-level control techniques across 100 instances of all
benchmark problems. This means that lower average time-dependent utility losses
signify better performance. Next, for the rate of convergence, Figure 3.7 shows the
change in the time-dependent utility of the policy for each of our meta-level con70

Method

50-Tsp

60-Tsp

70-Tsp

80-Tsp

90-Tsp

Planning

11.40

15.27

8.95

10.68

11.96

SARSA(Table)
Q-learning(Table)

13.94
15.66

16.73
18.61

13.61
20.93

24.49
23.34

21.46
26.44

SARSA(Fourier)
Q-learning(Fourier)

2.27
2.69

6.77
6.33

3.75
2.51

3.81
5.64

5.68
5.25

Table 3.5: The average time-dependent utility loss for the best tour computed by the
Lin-Kernighan heuristic on five TSPs with our model-free metareasoning approach.
Method

20-Jsp

40-Jsp

60-Jsp

Planning

2.85

5.54

2.52

SARSA(Table)
Q-learning(Table)

18.26
18.17

17.23
16.96

15.33
14.43

SARSA(Fourier)
Q-learning(Fourier)

2.11
2.77

2.37
1.88

1.38
2.22

Table 3.6: The average time-dependent utility loss for the best schedule computed by
the genetic algorithm on two JSPs with our model-free metareasoning approach.
Method

100-Qap

150-Qap

200-Qap

Planning

4.33

6.52

7.13

SARSA(Table)
Q-learning(Table)

4.13
3.36

3.97
3.95

4.39
3.52

SARSA(Fourier)
Q-learning(Fourier)

0.69
0.36

0.51
0.53

1.12
1.17

Table 3.7: The average time-dependent utility loss for the best assignment computed
by simulated annealing on two QAPs with our model-free metareasoning approach.
trol techniques on select benchmark problems. Finally, for the rate of adaptation,
Figure 3.8 shows the number of episodes required by each of our meta-level control
techniques to adapt to a change in the parameters of select benchmark problems.
In the mobile robot domain, all versions of our meta-level control technique
are evaluated along their degree of optimality. Table 3.8 shows the average timedependent utility loss of the final solution for each of our meta-level control techniques
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Figure 3.7: The learning curves for each of our meta-level control techniques on the
60-Tsp, 40-Jsp, and 150-Qap benchmark problems.

Figure 3.8: The adaptation period for each of our Fourier basis meta-level control
techniques on all TSP benchmark problems.
across 100 instances of the three path planning problems. Recall that the first map,
Office, is a domain of an office in which the goal is impeded by many boxes, furniture, and walls while the other maps, Mine-S and Mine-L, are standard domains
of coal mines generated with a mapping procedure [155]. Again, every instance of a
problem has a random start position but the same goal position.
Figure 3.9 shows a simulation of the mobile robot domain. An autonomous system
can use a model-free approach to meta-level control based on reinforcement learning
to learn when to interrupt a path planning algorithm and act on the current path plan.
As the number of episodes increases, the utility of the current path plan approaches
the utility of the final path plan that optimizes the trade-off between solution quality
and computation time. It is important to highlight that the path plan at convergence
requires minutes while the final path plan only involves seconds of deliberation.
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Method

Office

Mine-S

Mine-L

Planning

12.02

10.64

11.02

SARSA(Table)
Q-learning(Table)

5.52
3.59

6.72
6.01

5.66
4.08

SARSA(Fourier)
Q-learning(Fourier)

2.95
2.75

3.37
3.15

2.34
3.13

Table 3.8: The average time-dependent utility loss for the best path computed by the
path planning algorithm on three maps with our model-free metareasoning approach.
3.7.3.1

Discussion

Our model-free approach to meta-level control based on reinforcement learning
outperforms the planning meta-level control technique across every domain. Given
near optimal performance in Tables 3.5, 3.6, 3.7, and 3.8 and fast convergence in
Figure 3.7, we focus on our meta-level control techniques that use a linear approximation with Fourier basis. Our meta-level control techniques incur a loss lower than
3% on most problems with an upper limit of 7% while the planning meta-level control technique incurs a loss higher than 10% on most problems with an upper limit
of 16%. Our meta-level control techniques also have less variance compared to the
planning meta-level control technique. Overall, although our approach can be improved in several ways, it is encouraging that it exhibits near optimal performance
and fast convergence using standard reinforcement learning methods, simple function
approximations, and naive exploration strategies.
Our approach also adapts to meta-level control problems with parameters that
change over time. In Figure 3.8, our meta-level control techniques update their policies in under 1000 random instances to adapt to a change in the size of each TSP
benchmark problem. The planning meta-level control technique, however, requires
substantial offline work because it has to compile a completely new policy by applying
dynamic programming to a performance profile prior to meta-level control.
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Figure 3.9: A simulation of the mobile robot domain.
Using reinforcement learning for model-free meta-level control offers a number of
advantages over the traditional planning paradigm. First, when the parameters of
meta-level control change over time, our approach can update its policy incrementally
on the fly. This is critical since the settings of the anytime algorithm, the distribution
of problem instances, and the CPU and memory conditions of the system often shift in
practice. Moreover, when there is not enough time before the activation of meta-level
control, our approach can compile its policy online from scratch. Most importantly,
even if the parameters of meta-level control do not change over time and there is
enough time before the activation of meta-level control, our approach still outperforms
the planning paradigm by learning a significantly more effective policy in substantially
less time. This is because reinforcement learning focuses on meaningful regions of the
state space of the meta-level control problem in contrast to planning.

3.8

Summary

This chapter introduces two metareasoning approaches to stopping of anytime
algorithms: a model-based approach that uses online performance prediction and a
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model-free approach that uses reinforcement learning. By learning the performance
of the anytime algorithm using either a model-based or model-free approach, it is
possible to avoid relying on significant preprocessing that can decrease the accuracy and usefulness of existing metareasoning methods for anytime algorithms in the
real world. In our experiments, we show that both approaches outperform existing
meta-level control techniques that require substantial offline work on several common
benchmark domains and a mobile robot domain.
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CHAPTER 4
METAREASONING FOR HYPERPARAMETER TUNING

4.1

Introduction

Building on our work in the previous chapter, we develop a metareasoning approach that enables autonomous systems to not only determine the optimal stopping
point but also tune the hyperparameters of anytime algorithms at runtime. Naturally, anytime algorithms often have hyperparameters that can be tuned at runtime
to boost their overall performance in a specific scenario—given a certain problem
instance and a time constraint. As we described in detail earlier, the central property of an anytime algorithm is that it can be interrupted at any time to provide a
solution that is gradually improved upon at runtime [177], which offers an important
trade-off between the quality and computation time of a solution that has proven to
be useful in a variety of real-time decision-making problems. Currently, to manage
this trade-off, existing work on metareasoning has focused on determining when to
interrupt an anytime algorithm and act on the current solution. However, the scope
of metareasoning can ideally be expanded to tune the hyperparameters of an anytime
algorithm at runtime in order to boost its overall performance in a specific scenario.
There has been a substantial body of work on developing metareasoning techniques
that determine when to interrupt an anytime algorithm and act on the current solution as we discussed earlier. Generally, these methods monitor and control an anytime
algorithm by tracking its performance and estimating its stopping point at runtime.
For example, an early approach models optimal stopping as a sequential decision
problem and derives a meta-level control policy using dynamic programming tech76

niques [60]. Moreover, in the previous chapter, we offered a model-based approach
and a model-free approach that estimate the optimal stopping point of an anytime
algorithm using online performance prediction and reinforcement learning. All of
these methods, however, cannot tune the hyperparameters of the anytime algorithm
at runtime to improve its overall performance in a specific scenario.
Nevertheless, formal techniques for tuning the hyperparameters of an anytime
algorithm at runtime have largely been designed for specific anytime algorithms. For
instance, there have been methods for heuristically tuning the weight of an anytime
heuristic search algorithm called anytime weighted A* [58, 138, 153, 22] and methods
for heuristically tuning the growth factor and area of focus of an anytime motion
planning algorithm called RRT* [156, 4, 80]. However, these methods have several
drawbacks as they lack formal analysis or generality and require expertise in the
implementation of the anytime algorithm. Most importantly, they do not fully utilize
that an anytime algorithm continually computes solutions of a well-defined utility as
it runs.
We therefore introduce a general, decision-theoretic metareasoning approach to
both optimal stopping and optimal hyperparameter tuning for a generalization of an
anytime algorithm that we call an adjustable algorithm. Our approach models the
problem of monitoring and controlling an adjustable algorithm as a deep reinforcement learning problem, specifically an MDP, with two main attributes. Its states
represent the quality and computation time of the current solution and any other
features needed to summarize the internal state of the algorithm, the instance of the
problem, or the performance of the system. Its actions represent either interrupting
the algorithm or executing the algorithm for another time step while tuning its internal hyperparameters. Given this MDP, our meta-level control technique uses deep
reinforcement learning to learn a policy for both optimal stopping and optimal hyperparameter tuning of the adjustable algorithm: it performs a series of episodes that
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each use the adjustable algorithm to solve a generated instance of a specific problem.
Our experiments on distinct search paradigms, particularly anytime weighted A* for
heuristic search and RRT* for motion planning, highlight that deep reinforcement
learning is an effective approach to metareasoning for adjustable algorithms given
the abundance of simulations that are generated readily.

4.1.1

Contributions

In this chapter, we make the following contributions: (1) a generalization of an
anytime algorithm called an adjustable algorithm that can be interrupted at any time
for its current solution and has hyperparameters that can be tuned at runtime, (2) a
meta-level control technique that learns optimal stopping and optimal hyperparameter tuning of an adjustable algorithm by using deep reinforcement learning, (3) an
example of our approach on anytime weighted A*, and (4) a set of experiments that
show that our approach boosts overall performance on a common benchmark domain
that uses anytime weighted A* to solve a range of heuristic search problems and a
mobile robot application that uses RRT* to solve motion planning problems.

4.2

Related Work

There are two broad approaches to automatic hyperparameter tuning for general
algorithms. Model-based approaches typically interleave fitting a model with selecting
hyperparameters based on that model. Notably, building on earlier work in sequential
model-based optimization [14, 72, 71], the SMAC method uses a model represented
as a random forest to select the hyperparameters of an algorithm [70]. However,
while model-free approaches do not use any model, they have still been shown to be
effective across a range of applications. Limited to numerical hyperparameters, the
CALIBRA method uses experimental designs to find initial hyperparameters followed
by local search to improve those hyperparameters [1] while the F-Race method lever-
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ages racing algorithms from machine learning [25, 26] to select the hyperparameters of
an algorithm. Extending to categorical hyperparameters, the GGA method employs
parallel gender-based genetic algorithms [10] while the ParamILS method performs
iterated local search [74, 73] to select the hyperparameters of an algorithm.
We highlight that these methods are largely designed for general algorithms and
typically do not exploit anytime algorithms. By applying deep reinforcement learning
to anytime algorithms in particular, our approach avoids many drawbacks often imposed by current methods. First, unlike methods that only support numerical hyperparameters and deterministic algorithms, our approach also supports both categorical
hyperparameters and stochastic algorithms. Next, unlike methods that only optimize
the hyperparameters of an algorithm on a single problem instance, our approach optimizes the hyperparameters of an algorithm on multiple problem instances. In fact,
our approach adjusts the hyperparameters of an algorithm on a specific instance of a
problem at runtime. Finally, unlike methods that always execute an algorithm until
completion, our approach terminates an algorithm early if necessary.
An orthogonal line of work that focuses on using a portfolio of algorithms to solve
different instances of hard computational problems has seen recent attention as well.
This research recognizes that different algorithms tend to dominate each other on
different instances of a problem because there is often no single best algorithm [89].
This has resulted in methods that can use portfolios of algorithms for satisfiability [50],
ensemble methods in machine learning [40, 42], and multiple methods in real-time
problem solving [160, 180]. Notably, SATzilla [172], an efficient solver that manages
a portfolio of algorithms to solve difficult satisfaction problems, has won multiple
competitions and has continued to dominate the field.
In the previous chapter, we discussed the body of work for optimal stopping of
anytime algorithms that has grown over the last thirty years. In particular, early
approaches based on fixed allocation execute the anytime algorithm until a stopping
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point determined prior to runtime [66, 27] in comparison to recent approaches based
on monitoring and control that track the performance of the anytime algorithm and
estimates a stopping point at runtime periodically [67, 182, 60, 92, 149, 146]. Our
approach not only estimates the stopping point but also tunes the hyperparameters
of an anytime algorithm at runtime to boost its overall performance.
Most recently, in the field of heuristic search, a couple techniques have been proposed for dynamically selecting the heuristic function by using deep reinforcement
learning [136] and dynamically adjusting the search strategy in classical planning
by using evolutionary strategies [51]. Moreover, in the field of motion planning, a
technique has been proposed for learning the parameters of a planner from demonstration [171]. However, our approach focuses more broadly on anytime algorithms
instead of just heuristic search as we will see in our experiments.

4.3

Adjustable Algorithms

We begin by proposing a generalization of an anytime algorithm called an adjustable algorithm. An adjustable algorithm has both internal state and internal
hyperparameters. Simply put, a metareasoner can monitor the internal state of the
algorithm and control the internal hyperparameters to either interrupt the algorithm
or execute the algorithm for another time step while adjusting its internal operation.
This results in a new meta-level control problem that involves both stopping and
hyperparameter tuning of an adjustable algorithm. At a high level, we will see that
our approach monitors and controls an adjustable algorithm by expressing this new
meta-level control problem as a deep reinforcement learning problem. We define an
adjustable algorithm is defined as follows.
Definition 12. An adjustable algorithm, Λ, has internal state that can be monitored and internal hyperparameters {Θ0 , Θ1 , . . . , Θ`Θ } that can be controlled such that
the internal hyperparameter Θ0 = {Stop, Continue} either interrupts the algorithm
80

Figure 4.1: An example of two executions of anytime weighted A*.
or executes the algorithm for another time step and the internal hyperparameters
{Θ1 , . . . , Θ`Θ } adjust the internal operation of the algorithm.
We use anytime weighted A* to illustrate our approach throughout the chapter.
Anytime weighted A*, an anytime algorithm that extends the popular A* heuristic
search algorithm [61, 91, 3, 58, 154], is an example of an adjustable algorithm. This
algorithm (1) uses an inadmissible heuristic to quickly find suboptimal solutions,
(2) continues the search after each suboptimal solution is found, (3) provides an
error bound on each suboptimal solution when it is interrupted, and (4) guarantees
an optimal solution once the open list is empty. Notably, the standard evaluation
function f (n) = g(n) + h(n) that is used to select the next node for expansion from
the open list is replaced with a weighted evaluation function fw (n) = g(n) + w · h(n),
where the path cost function g(n) is the cost of the path from the start node to a
node n and the heuristic function h(n) is the estimated cost from a node n to the
goal node given a weight w ≥ 1. Intuitively, by weighting the heuristic function h(n)
more heavily than the path cost function g(n) for any weight w > 1, the algorithm
prioritizes expanding nodes that appear closer to reaching any solution instead of
nodes that lead to the optimal solution. This causes the algorithm to speed up
computation time at the expense of solution quality.
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Figure 4.1 shows typical performance curves of two runs of anytime weighted A*
with different weights that each solve a given instance of a problem. With deadlines,
a weight of 2.0 leads to better quality at Contract 1 while a weight of 1.5 results
in better quality at Contract 2. Without deadlines, a weight of 2.0 leads to better
quality in the short term but worse quality in the long term while a weight of 1.5
results in worse quality in the short term but better quality in the long term. This
poses an important question: is it possible to develop a metareasoning approach that
tunes the hyperparameters of an adjustable algorithm at runtime to boost its overall
performance with or without deadlines? In this chapter, we answer this question by
offering a simple metareasoning framework for learning optimal stopping and optimal
hyperparameter tuning of adjustable algorithms with deep reinforcement learning.
Our approach to monitoring and controlling adjustable algorithms based on deep
reinforcement learning expresses the meta-level control problem as an MDP. This
meta-level control problem, which can be viewed as an extension of the meta-level
control problem for monitoring and controlling anytime algorithms defined in the
previous chapter, is an MDP that has two central attributes. First, the the set of
states has state factors that reflect the quality and computation time of the current
solution along with state factors that reflect the internal state of the algorithm, the
instance of the problem, or the performance of the system. Second, the set of actions
has an action factor that reflects the internal hyperparameter that either interrupts
the algorithm or executes the algorithm for another time step along with action
factors that reflect the internal hyperparameters that adjust the internal operation of
the algorithm. We now provide a formal description of the meta-level control problem
by representing it as an MDP below.
Definition 13. The meta-level control problem for monitoring and controlling an adjustable algorithm, Λ, is represented by an MDP hΦ, Ψ, F, S, A, T, R, s0 i
given a time-dependent utility function U : Φ × Ψ → R:
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• Φ = {q0 , q1 , . . . , qNΦ } is a set of qualities for the current solution of the adjustable algorithm.
• Ψ = {t0 , t1 , . . . , tNΨ } is a set of time steps for the current solution of the adjustable algorithm.
• F = F0 × F1 × · · · × FNF is a set of features that summarize the internal state
of the algorithm, the instance of the problem, or the performance of the system.
• S = Φ × Ψ × F is a set of states of adjustable computation: each state s ∈ S
indicates that the adjustable algorithm has a solution of quality q ∈ Φ at time
step t ∈ Ψ with a feature f ∈ F .
• A = Θ0 ×Θ1 ×· · ·×ΘNΘ is a set of actions of adjustable computation: the internal hyperparameter Θ0 = {Stop, Continue} either interrupts the adjustable
algorithm or executes the adjustable algorithm for another time step of duration
∆ while the internal hyperparameters Θ1 , . . . , ΘNΘ adjust the internal operation
of the adjustable algorithm.
• T : S × A × S → [0, 1] is a transition function of adjustable computation that is
unknown and possibly nonstationary that represents the probability of reaching
a state s0 = (q 0 , t0 , f 0 ) ∈ S after performing an action a ∈ A in a state s =
(q, t, f ) ∈ S.
• R : S×A×S → R is a reward function of adjustable computation that represents
the expected immediate reward, R(s, a, s0 ) = U (q 0 , t0 )−U (q, t), of reaching a state
s0 = (q 0 , t0 , f 0 ) ∈ S after performing an action a ∈ A in a state s = (q, t, f ) ∈ S.
• s0 ∈ S is an optional start state that is typically s0 = (q0 , t0 , f0 ) ∈ S that
indicates that the adjustable algorithm has a solution of quality q0 ∈ Φ at time
step t0 ∈ Ψ with a feature f0 ∈ F .
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Observe that, following the previous chapter, the discount factor γ of the MDP is
set to 1 because the meta-level control problem has an indefinite horizon since an adjustable algorithm must terminate eventually [57]. Moreover, it is easy to verify that
the reward of adjustable computation is consistent with the objective of optimizing
time-dependent utility: running the adjustable algorithm until a solution of quality
q ∈ Φ at time step t ∈ Ψ with a feature f ∈ F results in a cumulative reward of
adjustable computation equal to the time-dependent utility U (q, t).
Similar to the previous chapter, the meta-level control problem here recognizes
that the state of computation as only the quality and computation time of the current
solution [182] will likely not be Markovian. Consequently, it is clear that the state
of computation could be augmented with features that summarize the internal state
of algorithm, the instance of the problem, or the performance of the system. As
an example, in a domain that uses anytime weighted A* to solve an instance of a
TSP, there could be features for the mean of the g- and h-values on the open list
of anytime weighted A*, the number of cities in the instance of the TSP [75], or
the processor usage of the system. Our approach to adjustable algorithms can use a
complex representation with a range of features for the state of computation to better
approximate the Markov property by using deep reinforcement learning.

4.4

Metareasoning with Deep Reinforcement Learning

We now offer a meta-level control technique that uses deep reinforcement learning
to monitor and control adjustable algorithms. Here, our meta-level control technique
uses deep reinforcement learning to learn both optimal stopping and optimal hyperparameter tuning of an adjustable algorithm: it performs a series of episodes that
each use the adjustable algorithm to solve a generated instance of a specific problem.
Deep reinforcement learning has been effective across a variety of applications,
including Atari [100], chess [131], and StarCraft [159]. A deep reinforcement learn-
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Figure 4.2: A diagram of our meta-level control technique.
ing agent can learn a policy expressed as a neural network by performing actions
and observing rewards in its environment. This makes it a natural approach to the
meta-level control problem for monitoring and controlling adjustable algorithms for
three reasons [140]. First, by balancing exploitation with exploration, it can learn a
policy that tunes the internal hyperparameters of the algorithm without knowing the
transition function. Next, by ignoring large regions of the state space that are not
reached in practice, it can reduce the overhead of learning a policy that tunes the
internal hyperparameters of the algorithm. Finally, by using a neural network that
can learn complex relationships between large input and output spaces, it can learn
the effect of the internal hyperparameters on the internal state of the algorithm.
Algorithm 3 shows our metareasoning technique for monitoring and controlling
adjustable algorithms using deep Q-learning [100]. Each episode (Line 4) starts by
executing the adjustable algorithm for a time step on a generated instance of a specific
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problem (Lines 5-11). For each time step as the adjustable algorithm is executing
(Line 12), there are several steps. First, the experience buffer is updated with the
current state of computation, the current action of computation, the current reward,
and the next state of computation (Lines 13-15) as shown in Figure 4.2. Next, if
the size of the experience buffer exceeds the initialization period, we sample a minibatch (Lines 16-17). With that minibatch, the temporal-difference error is used to
update the action-value network via backpropagation and then the target action-value
network is updated via a moving average (Lines 17-21). Thereafter, the adjustable
algorithm is either interrupted or executed for another time step while adjusting its
internal hyperparameters by following the policy computed from the action-value network and the exploration strategy (Lines 22-28). Finally, the action-value function is
returned (Line 29). We now walk through each line of Algorithm 3 below.
Reinforcement Learning Episode Loop The experience buffer is initialized to a
capacity (Line 1). The current action-value function is initialized to an action-value
network (Line 2). The target action-value function is initialized to the current actionvalue function (Line 3). An episode loop iterates from 1 to the number of episodes
(Line 4). For each episode, the following phases are performed for setup (Lines 511), monitor (Lines 12-15), update (Lines 16-21), and control (Lines 22-28). The
action-value function is returned (Line 29).
Episode Setup Phase An instance is sampled from the problem distribution and
the adjustable algorithm is set up to solve that problem instance (Lines 5-6). The
current time is initialized to zero, the current state is initialized to the quality and
computation time of the initial solution along with any extra features, and the current
action is initialized to the policy calculated from the current action-value function and
the exploration strategy at the current state (Lines 7-9). The adjustable algorithm
starts to solve the problem instance with the hyperparameters following the current
action (Lines 10-11).
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Algorithm 3: Our meta-level control technique that uses deep reinforcement
learning, specifically deep Q-learning, to learn both optimal stopping and
optimal hyperparameter tuning of an adjustable algorithm.
Input: An adjustable algorithm Λ, an action-value network N , a step size α1 , a
target action-value network step size α2 , an exploration strategy E, an
experience buffer capacity `1 , a number of episodes `2 , an initialization
period `3 , a minibatch size `4 , and a duration ∆
Output: An action-value function Q
1
2
3
4
5
6
7
8
9
10
11
12
13
14

B ← ExperienceBuffer(`1 )
Q ← NeuralNetwork(N )
Q̂ ← Q
for i = 1, 2, . . . , `2 do
P ← SampleProblemDistribution()
Λ.Setup(P )
t←0
st ← (Λ.GetΦ(), Λ.GetΨ(), Λ.GetF ())
at ← πEQ (st )
Λ.Start(at .Θ1 , . . . , at .Θ`Θ )
Sleep(∆)
while Λ.Running() do
st+1 ← (Λ.GetΦ(), Λ.GetΨ(), Λ.GetF ())
rt ← R(st , at , st+1 )

15

B.Append((st , at , rt , st+1 ))

16

if B.Size() ≥ `3 then
M ← B.SampleMinibatch(`4 )
L̂(r, s0 ) := r + γ maxa0 ∈A Q̂(s0 , a0 )
L(s, a, r, s0 ) := [L̂(r, s0 ) − Q(s, a)]2

17
18
19
20
21
22
23
24
25
26
27
28
29

Q.Backpropagate(M, L, α1 )
Q̂ ← (1 − α2 ) · Q̂ + α2 · Q
t←t+1
at ← πEQ (st )
if at .Θ0 = Stop then
Λ.Stop()
break
Λ.Continue(at .Θ1 , . . . , at .Θ`Θ )
Sleep(∆)
return Q
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Episode Monitor Phase A loop runs until the adjustable algorithm is interrupted
early or terminated naturally (Line 12). The successor state is set to the quality and
computation time of the new solution and any extra features while the current reward
is calculated from the current state, the current action, and the successor state (Lines
13-14). The experience buffer is appended with the current state, the current action,
the current reward, and the successor state (Line 15).
Episode Update Phase The phase occurs if the size of the experience buffer is
greater than the initialization period (Line 16). A minibatch is sampled from the
experience buffer (Line 17). The loss function is defined as the square of the temporaldifference error (Lines 18-19). The current action-value function as a neural network
is updated via backpropagation from the minibatch, the loss function, and the step
size and the target action-value function is updated using the current action-value
function (Lines 20-21).
Episode Control Phase The current time is incremented and the new current
action is set to the policy calculated from the current action-value function and an
exploration strategy at the new current state (Lines 22-23). If the action indicates
to stop the adjustable algorithm, the adjustable algorithm is interrupted and the
loop iterates to the next episode (Lines 24-26). Otherwise, the adjustable algorithm
continues execution after tuning its internal hyperparameters (Lines 27-28).

4.5

Anytime Weighted A* Example

We turn to an application of our approach to anytime weighted A*. Recall that
anytime weighted A* is an anytime heuristic search algorithm that uses an inadmissible heuristic function to find suboptimal solutions, continues searching after
each suboptimal solution is found, exhibits an error bound on a suboptimal solution when it is interrupted, and guarantees an optimal solution once the open list
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is empty. Importantly, anytime weighted A* uses a weighted evaluation function
fw (n) = g(n)+w ·h(n) instead of the standard evaluation function f (n) = g(n)+h(n)
with a path cost function g(n) and a heuristic function h(n) for a given node n.
Meta-level control therefore involves not only optimal stopping and but also optimal
hyperparameter tuning of the weight of anytime weighted A*.
Recent work on anytime weighted A* has focused on selecting the best static
weight for a specific problem [58], choosing the best static weight for a specific instance of a problem [138], and adjusting the weight at runtime heuristically [153].
However, there is also work that shows that anytime weighted A* can be improved
through random restarting when a solution is found [116] and even work that analyzes
the failure conditions of anytime weighted A* with respect to its weight for specific
problems [166]. Overall, recent work has shown that the problem of adjusting the
weight of anytime weighted A* at runtime is challenging.
Intuitively, the meta-level control problem for monitoring and controlling anytime
weighted A* is an MDP with two important attributes. The set of states reflects the
quality and computation time of the current solution and extra features that summarize the nodes in the open list, the instance of the problem, and the performance of
the system. The set of actions reflects an internal hyperparameter that either interrupts the algorithm or executes anytime weighted A* for another time step and an
internal hyperparameter that adjusts the weight of anytime weighted A*. This MDP
is used by our meta-level control technique learn how to monitor and control anytime
weighted A* effectively using deep reinforcement learning.
More formally, the meta-level control problem for monitoring and controlling anytime weighted A*, Λ, is represented by an MDP hΦ, Ψ, F, S, A, T, R, s0 i given a timedependent utility function U : Φ × Ψ → R. Φ = [0, 1] is the set of qualities. Ψ = [0, τ ]
is the set of time steps with a deadline τ . F is the set of features such that the feature
w ∈ W is the current weight, the features µg ∈ R and µh ∈ R are the mean of the
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Figure 4.3: An example of a metareasoning architecture for anytime weighted A*
that has a meta-level process and an object-level process.
g- and h-values on the open list, the features σg ∈ R and σh ∈ R are the standard
deviation of the g- and h-values on the open list, the features g ∈ R and h ∈ R are
the minimum g- and h-values on the open list, the feature ζ ∈ R is the value log(n)
for the number of nodes n on the open list, the feature q̄ ∈ R is the h-value of the
initial state divided by the minimum f -value on the open list, the feature h0 is the
h-value of the initial state, the feature ρg,h ∈ [−1, 1] is the correlation between the gand h-values on the open list, the feature κ ∈ K is a set of settings for the instance of
the problem, and the feature χ ∈ [0, 1] is the processor usage of the system. A is the
set of actions of computation: the internal hyperparameter Θ0 ∈ {Stop, Continue}
interrupts the algorithm or executes the algorithm for another time step while the
internal hyperparameter Θ1 = {←, →} adjusts the weight w ∈ W by shifting its
pointer to the set of weights W = {1, 1.5, 2, 3, 4, 5} either left or right. Note that S,
A, T , R, and s0 follow from the meta-level control problem for adjustable algorithms.
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Figure 4.4: A modified implementation of anytime weighted A* that manages multiple
open lists each associated with a specific weight.
The metareasoning architecture as shown in Figure 4.3 has a meta-level process
that monitors and controls an object-level process that executes anytime weighted A*.
Anytime weighted A* involves a simple modification to allow its weight to be
adjusted at runtime. Instead of inserting/deleting a node into/from a single open list
for a static weight, the algorithm inserts/deletes this node into/from |W | open lists
each ordered by the fw -value of a weight w ∈ W as illustrated in Figure 4.4 such that
each open list has a different ordering of the same exact nodes. The worst-case time
complexity for inserting/deleting a node across all open lists of size n sequentially is
O(|W | log n), which are two operations that can be parallelized for each open list.

4.6

Experiments

In this section, we evaluate our approach on a common benchmark domain that
uses anytime weighted A* to solve a range of heuristic search problems and a mobile
robot application that uses RRT* to solve motion planning problems.
In our experiments, our approach and each standard approach solve 1000 randomized instances of a problem using the adjustable algorithm from both domains.
For each randomized instance, we record the final solution quality produced by the
adjustable algorithm for all approaches. Ideally, for any instance of a problem, recall that we define solution quality as the approximation ratio, q = c∗ /c, where c∗
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is the cost of the optimal solution and c is the cost of the current solution. However, since computing the cost of the optimal solution for complex problems is often
infeasible, we estimate solution quality as the approximation ratio, q = ĉ∗ /c, where
ĉ∗ is a problem-dependent lower bound on the cost of the optimal solution and c is
the cost of the current solution following existing work on anytime algorithms [60].
Intuitively, a solution quality q = 0 means no solution was computed while a solution
quality q = 1 means an optimal solution was computed.
The meta-level control problem for monitoring and controlling adjustable algorithms involves a time-dependent utility function. We consider a contract setting
for our experiments: the algorithm must terminate before a deadline of τ sec to
avoid a severe utility penalty Υ. This is common in planning and robotics where
a system has a fixed duration for planning before execution. Formally, given a solution of quality q ∈ Φ at time step t ∈ Ψ, the time-dependent utility function is
U (q, t) = [t ≤ τ ] · UI (q) − [t > τ ] · Υ, where UI (q) = ιq is the utility of a solution
of quality q ∈ Φ for an intrinsic value multiplier ι. It is important to note that our
approach can support any given well-behaved time-dependent utility function.
Our approach is trained on randomized instances of every problem for both domains. Each problem only involves a few hours of training. Algorithm 3 uses typical
settings for deep Q-learning. The action-value network N is a fully connected neural
network with two hidden layers of 64 and 32 nodes with ReLU activation and a linear
output layer of 5 nodes. The step size α1 is 0.0001. The target action-value network
step size α2 is 0.001. The exploration strategy E is -greedy action selection with an
exploration probability  that is annealed from 1 to 0.1 over 1000 episodes. The experience buffer capacity `1 is ∞. The number of episodes `2 is 15000 and 30000 for the
anytime weighted A* and RRT* domains. The initialization period `3 is 1000. The
minibatch size `4 is 64. The duration ∆ is 1/20th of the contract. Our experiments
were run on an AMD Ryzen 3900X processor with 32 GB of RAM.
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Our open source Julia library, Metareasoning.jl, was used in our experiments: it
offers our approach and the RL environments for anytime weighted A* and RRT*.

4.6.1

Common Benchmark Domain

We begin by considering the common benchmark domain that uses anytime weighted
A* to solve a range of heuristic search problems. Here, we compare our approach to
standard approaches that run anytime weighted A* with either a static weight, a
dynamic weight that increases from the lowest weight after each solution, or a dynamic weight that decreases from the highest weight after each solution given a set
of commonly used weights of 1, 1.5, 2, 3, 4, and 5.
We provide a brief description of each benchmark domain below. Each heuristic
search problem is selected to reflect problems that require different static weights
and problems for which counterintuitive behavior of anytime weighted A* was reported [166]. The parameters are selected to avoid trivializing the problem by either
not having enough time so that no approach finds any solution or having too much
time so that every approach finds the optimal solution within the contract. The duration τ corresponds to 6000, 6000, 3000, and 2400 node expansions for Sp, Isp, Tsp,
and Cnp. We enforce a node expansion limit instead of a duration for reproducibility.
4.6.1.1

Sliding Puzzle

An Sp instance has J = j 2 − 1 tiles with each tile i labeled from 1 to J in a
j × j grid. Every tile must be moved from an initial position to a desired position
given a unit cost c(i) = 1 for moving a tile i. The sum of the Manhattan distances
from the current position of each tile to its desired position is used as an admissible
and consistent heuristic function h. The number of tiles J is 15. The difficulty of an
instance, as measured by the h-value of the initial configuration of all tiles, is chosen
randomly between 35 and 45. The meta-level control MDP has a set of settings K
that represent the difficulty for the instance of the problem.
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4.6.1.2

Inverse Sliding Puzzle

An Isp instance is the same as an Sp instance except that there is an inverse cost
c(i) = 1/i for moving a tile i. This means that the sum of the Manhattan distances
from the current position of each tile to its desired position, weighted by the cost of
moving each tile, is used as an admissible and consistent heuristic function h.

4.6.1.3

Traveling Salesman Problem

A Tsp instance has J cities that must be visited along an optimal route given a
cost for each edge between a pair of cities. A percentage of the edges have an infinite
cost to control its sparsity. The total cost of a minimum spanning tree across the
unvisited cities with an infinite cost for no feasible tour is used as an admissible and
consistent heuristic function h. The number of cities J is chosen randomly between
25 and 35. The percentage of edges with an infinite cost is chosen randomly between
0% and 30%. The cost for each edge between a pair of cities is chosen randomly. The
meta-level control MDP has a set of settings K that represent the number of cities
and the percentage of edges with an infinite cost for the instance of the problem.

4.6.1.4

City Navigation Problem

A Cnp instance simulates navigating between two locations in different cities [166].
There are J cities scattered randomly on a j×j square such that each city is connected
by a random tour and to its nearest nJ cities. Each city contains I locations scattered
randomly throughout the city that is an i × i square such that each location in the
city is connected by a random tour and to its nearest nI locations. The edge between
a pair of cities costs the Euclidean distance plus an offset β1 . The edge between a pair
of locations within a city costs the Euclidean distance scaled by a random number
sampled between 1 and a maximum β2 . The goal is to find an optimal path from a
randomly selected location in one city to a randomly selected location in another city.
The Euclidean distance from the current location to the target location is used as an
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Figure 4.5: The box plots of the final solution qualities produced by anytime weighted
A* for each approach over all instances of the Sp (top-left), Isp (top-right), Tsp
(bottom-left), and Cnp (bottom-right) heuristic search problems.
admissible and consistent heuristic h. The parameters are chosen such that J = 150,
j = 100, nJ = 3, I = 150, i = 1, nI = 3, α = 2, and β = 1.1. The meta-level control
MDP does not have any additional set of settings K for the instance of the problem.

4.6.1.5

Discussion

Figure 4.5 shows the results for the common benchmark domain. Note that the
crosses denote the mean, the bullets denote the outliers, and the median and upper
quartiles can be zero for some approaches. Generally, our approach tends to solve
more problem instances with higher solution quality than the best standard approach:
it exhibits a better mean solution quality than DEC for Sp and w = 1.5 for Isp
and also a comparable mean solution quality to w = 2 for Tsp and w = 1.5 for
Cnp. Overall, our approach is better than or comparable to the baselines approaches
without any need to tune the weight manually.
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Figure 4.6: The first pair of analyses for the Sp heuristic search problem.

Figure 4.7: The second pair of analyses for the Sp heuristic search problem.
Figure 4.6 and 4.7 offers a set of analyses of our approach on the Sp heuristic
search problem. Let us begin by examining the first pair of analyses in Figure 4.6.
First, Figure 4.6(a) is a line chart that shows how the solution quality (left y-axis),
the solution quality upper bound (left y-axis), and the weight (right y-axis) change
with the node expansions for a select instance where the faded line for the typical
weight in the shaded region represents the mean weight and its standard deviation
over all instances (right y-axis). In this figure, our approach adjusts the weight based
on solution quality and other features that are not shown. Generally, the mean weight
increases as the node expansions increase to ensure generating at least one solution.
Second, Figure 4.6(b) is a line chart that shows how the mean final solution quality
(left y-axis) and the mean weight (right y-axis) change with the training episodes. In
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this figure, our approach improves its final solution quality with each training episode
by learning gradually. In fact, the mean weight initially increases but then decreases
to generate higher quality solutions.
Let us turn to examining the second pair of analyses in Figure 4.7. Figure 4.7(a)
is a histogram that shows the distribution over all instances for the solution quality
error of our approach where solution quality error is the normalized difference between
the final solution quality of our approach and the final solution quality of the best
approach. In this figure, our approach exhibits a solution quality error of 0 for over
700 instances. While roughly 100 instances have a solution quality error of 1, this
is still better than the standard approaches. Figure 4.7(b) is a bar chart that shows
the importance as a percentage of the top 10 features learned by our approach where
importance is the mean absolute weight of a feature in the input layer of the neural
network. In this figure, it is clear that our approach uses the other features, such
as the current weight, the upper bound on solution quality, and the initial heuristic
value in addition to solution quality and computation time.

4.6.2

Mobile Robot Application

We now consider the mobile robot application that uses RRT* to solve motion
planning problems. RRT* is a popular algorithm that computes an optimal motion
plan from a start state to a goal state by rapidly expanding a tree via sampling
the map randomly [77]. Typically, RRT* has two hyperparameters: a growth factor
limiting how much the tree grows for each sample and an area of focus biasing where
each sample is drawn. Recent work on RRT* focuses on heuristically tuning the
growth factor and area of focus [156, 4, 80].
Here, we compare our approach that runs RRT* with an adjustable growth factor
and an adjustable area of focus to a standard approach that runs RRT* with a small
and large static growth factor and a uniform area of focus that spans the entire map.
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Figure 4.8: The performance of our approach and the standard approach to RRT*
with a small and large growth factor over all instances of the motion planning problem.
Note that our approach can increase or decrease the growth factor between the small
and large growth factors of the standard approach and move a small square as the
area of focus either north, east, south, or west. Each motion planning problem is
a map with a high density of obstacles where the start and goal states are in the
bottom-left and top-right corners. The duration τ corresponds to 1000 samples. We
enforce a sample limit instead of a duration for reproducibility.
At a high level, the meta-level control problem for monitoring and controlling
RRT* is similar to anytime weighted A* but with a different set of features and actions of computation. The set of features includes the growth factor, the position
of an area of focus, the percentage of samples that have expanded the tree, a lower
bound on the remaining distance to the goal state, an estimate of the free space of
the map, an estimated average size of the obstacles of the map, and a score for each
possible area of focus that considers an estimated probability of improving the current
path, the fraction of the current path within that area of focus, the fraction of the
tree within that area of focus, and the average curvature of the current path within
that area of focus. The actions of computation includes the internal hyperparameter
that interrupts the algorithm or executes the algorithm for another time step, the
internal hyperparameter that increases or decreases the growth factor, and the internal hyperparameter that moves the position of the area of focus either north, east,

98

1

2

3

4

Figure 4.9: The evolution of RRT* over the number of samples for our approach on
a select instance of the motion planning problem from Checkpoint 1 to 4.
south, or west. Note that the other attributes of the MDP follow directly from the
meta-level control problem for adjustable algorithms.

4.6.2.1

Discussion

Figure 4.8 shows how the mean solution quality changes with the number of samples for each approach. In general, our approach outperforms the standard approach
to RRT*: it produces a higher mean solution quality than the standard approach by
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adjusting the growth factor and the area of focus. In particular, our approach reaches
a mean solution quality of roughly 0.72 while the standard approach to RRT* reaches
a mean solution quality of 0.62 for the large growth factor and a mean solution quality
of 0.59 for the small growth factor. It is important to highlight that our approach
is comparable to or higher than the standard approach to RRT* over any number of
samples, which indicates that it is sampling in a more efficient way that results in
better motion plans. Given that we did not modify any of the settings of our deep
reinforcement learning architecture that were originally used for anytime weighted
A*, this result is encouraging. It is likely that our results would be even stronger had
we modified the setting of our deep reinforcement learning architecture.
Figure 4.9 illustrates how our approach adjusts RRT* in practice. Note that the
black shapes are the obstacles, the red and green circles are the start and goal states,
the blue lines are the current tree, the cyan circles are the samples, the purple line
is the current path, and the orange box is the current area of focus. In general, our
approach guides the tree from the start state to the goal state of the map by focusing
on the frontier that has been less explored to compute an initial path quickly. In
particular, for all checkpoints, we observe that the area of focus is always placed at
the frontier of the existing tree of RRT*. Intuitively, our approach shifts the area of
focus to the frontier in order to compute an initial motion plan as quickly as possible.
Once our approach has computed an initial motion plan, it tends to favor the center of
the map near this motion plan in order to improve it as quickly as possible. Overall,
our approach learns how to shift the area of focus to specific areas of the map, which
outperforms the standard approach that simply samples from the entire map, by not
only reducing how long it takes to compute an initial motion plan but also reducing
how long it takes to improve that initial motion plan.
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4.7

Summary

This chapter introduces a metareasoning approach to hyperparameter tuning of
adjustable algorithms. By using deep reinforcement learning, our approach not only
boosts the performance of an adjustable algorithm by tuning its hyperparameters at
runtime on a specific instance of a problem, but it also eliminates any need for manual
hyperparameter exploration. In our experiments, we show that our approach boosts
overall performance on a common benchmark domain that uses anytime weighted A*
to solve a range of heuristic search problems and a mobile robot application that uses
RRT* to solve motion planning problems.

101

CHAPTER 5
METAREASONING FOR EXCEPTION RECOVERY

5.1

Introduction

Shifting to metareasoning for execution, we present a metareasoning approach
that enables autonomous systems to detect, identify, and handle exceptions during
operation. Autonomous systems have been deployed across many applications, such as
autonomous driving [167, 169, 107], space exploration [183, 165], search and rescue [31,
53, 111], and energy conservation in smart buildings [87]. At a high level, these
autonomous systems use decision-making models that have inherent limitations. For
example, a self-driving car may be designed to drive along a route but not capable of
passing different obstacles that block its route. Hence, in order to guarantee reliable
operation under normal conditions, some restricting assumptions must be satisfied.
This simplifies the complexity of designing, developing, and evaluating methods for
efficient planning and plan execution [43, 54]. However, as a result of relying on
incomplete decision-making models, the autonomous system may encounter a wide
range of unanticipated scenarios that cannot be resolved during normal operation.
A simple approach to ensuring that the necessary conditions of normal operation
are satisfied is to place the entire responsibility on the researcher or practitioner
deploying the autonomous system. However, although relying on human judgment
can improve performance [173], it is desirable to limit human involvement when the
conditions of normal operation are violated. In fact, most of this responsibility should
ideally be delegated to the autonomous system itself. Therefore, in this chapter,
we propose a metareasoning approach that can pause a primary decision-making
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Figure 5.1: An example of an exception recovery metareasoning system.
model designed for normal operation and activate a secondary decision-making model
designed to restore normal operation—with or without human involvement—given
any violation of the necessary conditions of normal operation.
Despite tremendous progress in metareasoning centered on monitoring and controlling anytime algorithms [60], there have been few attempts to build autonomous
systems that use metareasoning to recover from exceptional situations effectively.
Such a system poses many challenges. First, because an unanticipated scenario is
not captured by a decision-making model by definition, the model does not have the
information needed to resolve that exception. Next, while a decision-making model
can be extended to capture a set of unanticipated scenarios, a naı̈ve approach will
exponentially grow the complexity of the model with the number of exceptions. This
is often infeasible for complex exceptions in real world applications. Finally, since
a decision-making model cannot capture every unanticipated scenario, there will always be exceptions that cannot be resolved properly. In short, building autonomous
systems that recover from exceptional situations effectively can be challenging.
There has been recent work in exception recovery that has focused on fault
diagnosis—particularly detecting and identifying faults—during normal operation.
For instance, many approaches diagnose faults by exploiting methods that use particle filters [38, 158, 98] or multiple model estimation with neural networks [119, 49].
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While these approaches can detect and identify exceptions reliably, they do not offer a
comprehensive framework that can also handle exceptions without human assistance.
In particular, after an exception has been detected and identified by the autonomous
system, these approaches often cease operation to request human assistance. In this
chapter, building on recent work in fault diagnosis, our goal is to propose an exception
recovery framework that detects, identifies, and handles exceptions effectively.
Hence, we propose an approach for building exception recovery metareasoning
systems that use belief space planning for exception recovery. In Figure 5.1, this
approach makes decisions by interleaving two types of decision processes: a main
decision process designed for normal operation and a set of exception handlers designed for exceptional operation. As the system completes its task, it activates its
decision processes based on a belief over potential exceptions. If its belief suggests
normal operation, it executes its main decision process. Otherwise, if its belief indicates exceptional operation, it suspends its main decision process and executes an
exception handler. It can also gather information or, if necessary, transfer control
to a human operator given any uncertainty in its belief. At a high level, exception
recovery metareasoning systems interleave a central decision process with a set of
exceptions handlers by using a belief over a set of potential exceptions.

5.1.1

Contributions

In this chapter, we make the following contributions: (1) a formal definition of an
exception recovery metareasoning system and its key properties, (2) a framework for
profiling decision processes, (3) an application of an exception recovery metareasoning
system to an autonomous driving domain, and (4) a demonstration that our approach
is effective in simulation and on a fully operational prototype.
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5.2

Exception Recovery

Given the complexity of the real world, autonomous systems have traditionally
relied on limited decision-making models that depend on a number of simplifying
assumptions to support planning and execution [43]. However, due to these limitations, autonomous systems can encounter unanticipated scenarios that cannot be
resolved effectively. For instance, an autonomous vehicle can encounter different types
of obstacles along its route. Achieving the complete potential of autonomous systems
therefore requires the capability to recover from exceptional situations [6].

5.2.1

Exception Recovery Metareasoning Systems

In order to recover from exceptions, an exception recovery metareasoning system
maintains a belief over a set of potential exceptions. The system uses this belief to
reason about how to interleave a set of decision processes. Naturally, the set of decision
processes includes the regular process, which makes decisions using a model designed
for a particular task. If the system believes that there is not an exception, suggesting
normal operation, it executes the regular process. The set of decision processes also
includes a set of exception handlers, which make decisions based on a model designed
for a specific exception. If the system believes that there is an exception, indicating
exceptional operation, it executes an exception handler. It is also possible for the
system to transfer control to a human operator given any uncertainty over many
different exceptions. As an example, in a self-driving car, the regular process could
be for navigating a route while the exception handlers could be for handling different
types of obstacles. In short, by using its belief over a set of potential exceptions, the
system alternates between regular decision making and exception handling.
Figure 5.2 illustrates how an exception recovery metareasoning system partitions
its belief space over the set of potential exceptions into regions that are associated
with distinct decision processes. Intuitively, each region of the belief space indicates
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Figure 5.2: The space of beliefs of an exception recovery metareasoning system over
the set of potential exceptions where each region is linked to a decision process.
whether or not the assumptions of the regular process have been violated. In general,
the system executes whichever decision process is associated with the region that
contains its current belief. In this diagram, the regular process corresponds to the
largest region of the belief space. This region denotes normal operation because
each belief indicates that the system has not encountered an exception. Thus, when
its belief lies within this region, the system executes the regular process. Similarly,
each exception handler correspond to a smaller region of the belief space. These
regions mark exceptional operation since each belief suggests that the system has
encountered an exception. Hence, when its belief lies within one of these regions, the
system executes an exception handler instead. In short, the system simply executes
whichever decision process is associated with the region containing its current belief.
The execution of an exception recovery metareasoning system can be viewed as a
two-level hierarchy of decision processes: the high-level decision process is the exception recovery metareasoning system while the low-level decision process is the regular
process or an exception handler. When the exception recovery metareasoning system
executes the regular process or an exception handler, which can be viewed as a form of
an option [141, 13], it transfers control to that decision process until a completion condition has been satisfied. The completion condition of the decision process depends
on whether it is the regular process or an exception handler: the system executes the
regular process for a fixed duration and an exception handler until termination. Once
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its completion condition has been met, the decision process generates an indicator
that describes the status of its operation. Finally, after observing the indicator generated by the decision process, the exception recovery metareasoning system resumes
execution once again. This repeats until the exception recovery metareasoning system
has been terminated given the termination of the regular process.
Every decision process generates an indicator that describes its status after execution. An exception recovery metareasoning system uses each indicator to update its
belief over potential exceptions. The information offered by the indicator, however,
depends on the decision process. Because the objective of the regular process is to
complete a specific task, it can generate a success or a failure signal (e.g., the route
has been or cannot be completed) or a signal that suggests whether or not an exception has been encountered (e.g., an obstacle has been encountered). However, since
the goal of an exception handler is to resolve a particular exception, it can generate
a success signal (e.g., the obstacle is no longer blocking) or a signal that suggests
different modes of failure (e.g., the obstacle is still blocking). Note that it is also
possible for a decision process to generate other indicators, such as an abort signal if
its execution is deemed no longer necessary.
An exception recovery metareasoning system always has a default exception handler, called the human assistance exception handler, that is assumed to handle any
exception that is not yet linked to an exception handler. In particular, if there is
no exception handler designed for a specific exception, it will execute the human assistance exception handler as a general form of exception handling. For example, if
a self-driving car is blocked by an unrecognized obstacle, it will transfer control to
the driver rather than use an obstacle handler. Thus, as new exception handlers are
added to the system, its reliance on human assistance will diminish appropriately.
An exception recovery metareasoning system has standard attributes along with
exceptions, decision processes, and indicators. That is, the system has standard states,
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standard actions, and standard observations. For instance along with its corresponding standard observations, an autonomous vehicle could have standard states for wait
time and standard actions for waiting and edging in order to support information
gathering during normal and exceptional operation. The system has a standard transition function, standard reward function, and standard observation function as well.
Since an exception recovery metareasoning system can naturally be represented as
a belief space planning problem, we offer a formal description of an exception recovery
metareasoning system by representing it as a POMDP below.
Definition 14. An exception recovery metareasoning system can be described
as a POMDP hE, P, I, S, A, T , R, Ω, Oi, where
• E is a set of exceptions that can be encountered (denoted as ei ),
• P is a set of decision processes that can be executed (denoted as pj ),
• I is a set of indicators that can be generated (denoted as ik ),
• S = S × E is a set of factored states that is cross product of a set of standard
states S and a set of exceptions E,
• A = A ∪ P is a set of actions that is a union of a set of standard actions A and
a set of decision processes P ,
• T : S × A × S → [0, 1] is a transition function that is composed of a standard
transition function T : S × A × S → [0, 1], a transition profile τp : S → 4|S| ,
and an exception profile ξp : S → 4|E| ,
• R : S × A × S → R is a reward function that is composed of a standard reward
function R : S × A × S → [0, 1] and a cost profile ζp : S → R,
• Ω = Ω∪I is a set of observations that is a union of a set of standard observations
Ω and a set of indicators I, and
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• O : S × A × Ω → [0, 1] is an observation function that is composed of a
standard observation function O : S × A × Ω → [0, 1] and an indicator profile
ιp : S → 4|I| .
At a minimum, the first three attributes of an exception recovery metareasoning
system contain several elements. The set of exceptions E requires normal operation
η. The set of decision processes P requires the regular process γ and the human
assistance exception handler λ. The set of indicators I requires a success signal σ
and a failure signal φ. Note that the automated exception handler set, without the
regular process or the human assistance exception handler, is denoted as H.
There are several principles that should be followed when building an exception
handler. First, in order to cover as many exceptions as possible, an exception handler
should be general rather than narrowly specialized. For instance, a self-driving car
should have exception handlers for broad classes of obstacles that exhibit similar
properties and behavior. Next, during the handling of an exception, an exception
handler should meet the requirements of the regular process to prevent the exception
handler from impacting the regular progress. Finally, by monitoring the conditions
for which it has been activated, an exception handler should terminate itself if it
determines that its execution is no longer necessary.
Following recent work on metareasoning for anytime algorithms [150, 149, 23], it is
natural to view an exception recovery metareasoning system as a meta-level controller
that monitors and controls the regular process at fixed intervals. In particular, the
system monitors the regular process by maintaining a belief over whether or not the
assumptions of normal operation have been violated and controls the regular process
by executing it or suspending it to execute an exception handler. As a meta-level
controller, the systems weighs the likelihood of normal and exceptional operation with
the cost of executing the regular process or an exception handler.
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Figure 5.3: An exception recovery metareasoning system that interleaves the regular
process with exception handlers based on its belief over possible exceptions.
Figure 5.3 offers an intuitive illustration of an exception recovery metareasoning
system. Generally, in order to complete a particular task, the system runs different
decision processes: it either executes the regular process for a fixed duration or an
exception handler until termination. Once a decision process—that is, either the
regular process or an exception handler—has satisfied its completion condition, it
generates an indicator that can be used to update the belief of the system: the regular
process emits an indicator after a fixed duration while an exception handler emits an
indicator after termination. In this diagram, the system executes the regular process
that emits indicator that suggest whether or not an exception has been encountered.
However, in between several executions of the regular process, the system executes an
exception handler that succeeds (emitting a success signal) and the human assistance
exception handler that succeeds (emitting a success signal). During the execution of
an exception handler, the regular process can be viewed as being suspended or paused.
Once the regular process has reached a goal state or a dead end state, it terminates
and emits a success or failure indicator that terminates the system.

5.2.2

Decision Process Profiles

Although a decision process can make decisions using a sophisticated decisionmaking model, an exception recovery metareasoning system does not rely on the
internal mechanisms of a decision process. A decision process is instead summarized
by a set of profiles. Intuitively, each profile forms as an abstraction over some feature
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of the internal mechanisms of the decision process within the system: that is to
say, each profile describes a different dimension of the decision process within the
context of the system. These profiles are used to compose the transition, reward,
and observation functions in the definition of an exception recovery metareasoning
system. We define each decision process profile below.
The first decision process profile indicates how a decision process transitions
through the standard state space of the system. This can be expressed as a function that maps a factored state to a probability distribution over all standard states.
Definition 15. A transition profile, τp : S → 4|S| , gives the probability of ending
up in state s0 ∈ S after executing the decision process p ∈ P in state s ∈ S.
The second decision process profile captures how a decision process transitions
through the exception space of the system. This can be viewed as a function that
maps a factored state to a probability distribution over all exceptions.
Definition 16. An exception profile, ξp : S → 4|E| , gives the probability of ending
up with exception e0 ∈ E after executing the decision process p ∈ P in state s ∈ S.
The third decision process profile encapsulates the cost of the system executing a
decision process. This can be characterized as a function that maps a factored state
to an expected immediate cost of a decision process as follows.
Definition 17. A cost profile, ζp : S → R, gives the expected cost of executing the
decision process p ∈ P in state s ∈ S.
The fourth decision process profile characterizes how a decision process emits an
indicator to the system. This can be specified as a function that maps a factored
state to a probability distribution over all indicators below.
Definition 18. An indicator profile, ιp : S → 4|I| , gives the probability of observing an indicator i ∈ I after executing the decision process p ∈ P and ending up in
state s ∈ S.
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Finally, putting all of these profiles together, we present the complete description
of a decision process as follows.
Definition 19. A decision process, p ∈ P , can be described as a tuple of profiles
hτp , ξp , ζp , ιp i that summarize its operation such that τp is the transition profile, ξp is
the exception profile, ζp is the cost profile, and ιp is the indicator profile.
All decision processes use a policy to make decisions. A policy can be calculated
in many ways. In most cases, it is possible to derive the policy from different decisionmaking models, such as an MDP, a POMDP, a decentralized POMDP, or an SSP. It
is also possible for a domain expert to derive the policy by hand. Once the policy has
been calculated, the transition, exception, and indicator profiles can be calculated
either by hand or by sampling trajectories of when each decision process is executed
by the exception recovery metareasoning system [167].
Figure 5.4 illustrates the transition of an exception recovery metareasoning system
during the execution of a decision process. Intuitively, while its internal mechanisms
may be sophisticated, a decision process is simply an action that is available to the
system: when the system executes a decision process in a particular state, it transitions through states in its state space. In this illustration, the exception recovery
metareasoning system executes a decision process p starting in state s = (s, e) and
ending in state s0 = (s0 , e0 ). Once the system initiates the decision process in state
s = (s, e), it transfers control to that decision process. The decision process then
transitions through the states in its own state space by performing actions in its own
action space starting from its start state (the first doubled node) and ending in its
goal state (the second doubled node). After the decision process has been terminated,
it transfers control back to the system in state s0 = (s0 , e0 ).

112

Introspective Autonomous System 〈E, P, I , S, A, T, R, Ω, O〉
State s
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Execute Decision Process p

Exception e
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= ⟨τp , ξp , ζp , ιp ⟩

Figure 5.4: The transition of an exception recovery metareasoning system in its state
space during the execution of a decision process.
5.2.3

Dynamics

Now, by using the formal definition of a decision process, we can express the
transition, reward, and observation functions of an exception recovery metareasoning
system. For the transition function and the reward function, if the action is a decision
process, the relevant profiles are used. Otherwise, the relevant standard function
is used. Given a state s = (s, e) ∈ S, an action a ∈ A, and a successor state
s0 = (s0 , e0 ) ∈ S, we describe the transition function and the reward function below.

T (s, a, s0 ) =




τa (s, s0 )ξa (s, e0 ) if a ∈ P


T (s, a, s0 )

R(s, a, s0 ) =




−ζa (s)

otherwise

if a ∈ P



R(s, a, s0 ) otherwise
For the observation function, if the action is a decision process and the observation
is an indicator, the relevant profile is used. However, if the action is a standard action
and the observation is a standard observation, the relevant standard function is used.
Otherwise, the probability is nil. Given a successor state s0 = (s0 , e0 ) ∈ S, an action
a ∈ A, and an observation ω ∈ Ω, we express the observation function as follows.
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O(s0 , a, ω) =

5.2.4





ιa (s0 , ω)





if a ∈ P and ω ∈ I

O(s0 , a, ω) if a ∈ A and ω ∈ Ω






0
otherwise

Robustness

An exception recovery metareasoning system enables the regular process to complete a task by handling exceptions that can be encountered during operation with a
set of exception handlers. These exception handlers are critical to the effectiveness of
the system. We therefore define the main properties of an exception handler below.
Definition 20. An exception handler, h ∈ H, is strong if it is guaranteed to handle
a specific exception e ∈ E for all states s ∈ S.
Definition 21. An exception handler, h ∈ H, is conditionally strong if it is
guaranteed to handle a specific exception e ∈ E for some states s ∈ S.
Definition 22. An exception handler, h ∈ H, is weak if it is not strong or conditionally strong.
Recall that the exception profile of a decision process describes its level of effectiveness in handling a particular exception. Intuitively, for a strong exception handler
(Definition 20) and a conditionally strong exception handler (Definition 21), the exception profile of the decision process must indicate that a particular exception is
handled with certainty for either all states or some states respectively. Otherwise,
the exception handler is considered to be weak (Definition 22).
Finally, given all of these properties, we define the central property of an exception
recovery metareasoning system in the following way.
Definition 23. An exception recovery metareasoning system is robust if there exists
a strong or conditionally strong exception handler, h ∈ H, that is guaranteed to handle
any exception e ∈ E that may arise in any state s ∈ S during operation.
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Figure 5.5: An example route with several obstacles.

5.3

Autonomous Driving Domain

In this section, we provide an application of exception recovery metareasoning
systems to an autonomous driving domain. In this domain, an autonomous vehicle
must drive along a route from a start location to a goal location. However, as the
autonomous vehicle progresses along this route, it can encounter different types of
obstacles of increasing volatility that must be resolved:
• a static obstacle that remains stopped permanently,
• a dynamic obstacle that stops and goes repeatedly, and
• an erratic obstacle that behaves unpredictably.
It is possible to extend the autonomous driving domain to include different obstacles,
such as a pedestrian, a parked car, a garbage truck, a road block, a car that is parallel
parking, a bicycle, a construction zone, or an obstructed traffic light [106, 107].
Figure 5.5 shows an example route that has a static obstacle (the parked car icon),
a dynamic obstacle (the garbage truck icon), and an erratic obstacle (the bear paw
icon) that must be passed by the autonomous vehicle. As discussed earlier, recall that
an exception recovery metareasoning system requires a set of decision processes that
includes the regular process and the set of exception handlers. We describe the regular
process, the set of exception handlers, and the exception recovery metareasoning
system of the autonomous driving domain below.
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5.3.1

Navigation Problem

First, we consider the regular process of the system. The decision-making model
of the regular process is a navigation problem where the autonomous vehicle must
drive along a route from a start location to a goal location. In particular, for the
regular process γ ∈ P , the navigation problem can be represented by the tuple
hS γ , Aγ , T γ , C γ , sγ0 , sγg i, where
• S γ is a set of states that represent intersections,
• Aγ is a set of actions that represent road segments,
• T γ : S γ × Aγ × S γ → [0, 1] is a transition function that represents whether or
not an intersection s ∈ S γ is connected to an intersection s0 ∈ S γ by a road
segment a ∈ Aγ ,
• C γ : S γ × Aγ × S γ → R+ is a cost function that represents the length of a road
segment a ∈ Aγ that connects an intersection s ∈ S γ to an intersection s0 ∈ S γ ,
• sγ0 is a start intersection, and
• sγg is a goal intersection.
The navigation problem assumes that all road segments do not have any obstacles
at its level of abstraction. Given this limitation, when the autonomous vehicle is
driving from one intersection to another intersection through some road segment, the
navigation problem makes the assumption that the road segment will be traversed
successfully. In the real world, however, there may be a number of obstacles that
must be handled by the autonomous vehicle on any road segment.

5.3.2

Obstacle Handling Problem

Next, we consider each exception handler of the system. At minimum, the exception handlers include a human assistance obstacle handler λ that is guaranteed
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to resolve any obstacle with a high penalty. More importantly, the exception handlers also include an automated obstacle handler designed for each obstacle. Each
decision-making model is based on a version of the obstacle handling problem. That
is, for each automated obstacle handler, h ∈ H, the obstacle handling problem
can be expressed as the tuple hS h , Ah , T h , C h , sh0 , shg i, where
• S h = Sph × Slh × Srh × Sbh is a set of factored states such that Sph describes
the position of the autonomous vehicle (obstructed/passing/passing with caution/collision/unobstructed), Slh describes whether or not the left lane is available (open/closed), Srh describes whether or not the right lane is available
(open/closed), and Sbh describes whether or not the obstacle is blocking (blocking/not blocking),
• Ah = {Stop, Edge, Go, Pass, PassWithCaution} is a set of actions that
represents the maneuvers of the autonomous vehicle,
• T h : S h ×Ah ×S h → [0, 1] is a transition function that multiplies the probabilities
of a range of scenarios including the probability Pr(s0l |sl ) that the availability
of the left lane changes, the probability Pr(s0r |sr ) that the availability of the
right lane changes, and the probability Pr(s0b |sb ) of whether or not the obstacle
is blocking changes,
• C h : S h × Ah × S h → R+ is a cost function with unit cost for every state other
than a goal state,
• sh0 is a start state with an obstructed position, and
• shg is a goal state with an unobstructed position.
Note that any state with a collision or infinite waiting is an absorbing dead end state
with unit cost. This may occur in two situations: the Go action is executed when the

117

state factor sb is blocking and the Pass or PassWithCaution action is executed
when the state factor is closed sl and the state factor sr is closed.
All obstacles handlers are based on the obstacle handling problem. In particular,
the transition function of the obstacle handling problem has been modified to follow
the expected behavior of each type of obstacle that can be encountered by the autonomous vehicle. This involves adjusting the probability Pr(s0b |sb ) of whether or not
the obstacle is blocking changes. First, for the static obstacle handler, this probability will be low because a static obstacle has a low likelihood of changing its position.
As a result, the policy of the static obstacle handler indicates to pass the obstacle
immediately (the Pass action). Next, for the dynamic obstacle handler, this probability will be moderate since a dynamic obstacle has a medium likelihood of changing
its position. Thus, the policy of the dynamic obstacle handler indicates to pass the
obstacle cautiously (the PassWithCaution action). Finally, for the erratic obstacle
handler, this probability will be high provided that an erratic obstacle handler has
a high likelihood of changing its position. Hence, the policy of the erratic obstacle
handler indicates to stop and wait for the obstacle to move (the Stop action).
5.3.3

Exception Recovery Metareasoning Vehicle

Given the regular process and each exception handler, we consider the exception
recovery metareasoning system. The exception recovery metareasoning vehicle,
v, can be described as an exception recovery metareasoning system represented as a
tuple hE v , P v , I v , S v , Av , T v , Rv , Ωv , O v i, where
• E v = {η, e1 , e2 , e3 } is a set of exceptions such that η is no obstacle, and e1 , e2 ,
and e3 is the presence of a static, dynamic, and erratic obstacle respectively,
• P v = {γ, λ, h1 , h2 , h3 } is a set of decision processes such that γ is the regular
process, λ is the human assistance obstacle handler, and h1 , h2 , and h3 is the
static, dynamic, and erratic obstacle handler respectively,
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• I v = {σ, φ, ib , im } is a set of indicators such that σ is the success signal, φ is the
failure signal, and ib and im are signals that indicate whether or not an obstacle
is blocking and moving respectively,
• S v = S v × E v is a set of factored states: a standard state set S v and the
exception set E v such that S v is the wait time (none/short/medium/long),
• Av = Av ∪ P v is a set of actions: a standard action set Av = {Edge, Wait}
and the decision process set P v ,
• T v : S v × Av × S v → [0, 1] is a transition function,
• Rv : S v × Av × S v → R is a reward function,
• Ωv = Ωv ∪ I v is a set of observations that is a union of a standard observation
set Ωv and the indicator set I v , and
• O v : S v × Av × Ωv → [0, 1] is an observation function.
Note that a monolithic POMDP that reasons about both the navigation problem
and the obstacle handling problems together would rapidly become computationally
intractable. Given the navigation problem with |S γ | states and n obstacle handling
problems with |S h | states, such a POMDP requires |S γ | · |S h |n states. For instance,
if there are 30 intersections and 3 types of obstacles, there would be 1920000 states,
which cannot be solved even with state-of-the-art POMDP solvers [110, 135].

5.3.4

Analysis

Our goal is to show that the exception recovery metareasoning vehicle can complete its route by handling all obstacles that can be detected and identified during
navigation. This involves proving that all obstacle handlers are strong and the exception recovery metareasoning system is robust. First, for an obstacle handler to
be strong, it must always handle a particular obstacle across all states of the system.
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To do this, the obstacle handler problem must be guaranteed to reach the goal state,
which indicates that the obstacle has been handled. We must therefore prove that the
obstacle handling problem is an SSP, a class of decision-making models that ensures
goal reachability [21, 82]. We show that every obstacle handler is strong below.
Proposition 1. An obstacle handler, h ∈ H v ⊂ P v , is strong.
Proof Sketch. At a high level, in order to show that an obstacle handler, h ∈ H v ⊂ P v ,
is strong, we prove that the obstacle handling problem is an SSP. The problem must
satisfy two important conditions to be an SSP. First, there must exist a proper policy
such that there is an action that can reach the goal state with unit probability for
all states. Second, all improper policies must incur an infinite cost for all states from
which it cannot reach the goal state with unit probability.
We begin with the first condition. There are two scenarios where the goal state
cannot be reached due to a dead end state: either the Go action is selected when the
state factor sb is blocking or the Pass or PassWithCaution action is selected when
the the state factors sl and sr are closed. A dead end state, however, can be avoided
using the Stop action. Because the blocking probability Pr(s0b |sb ) of the transition
function is nonzero, the obstacle will eventually no longer be blocking and the goal
state can be reached using the Go action. Thus, since there exists a proper policy,
the first condition is met. We now prove the second condition. By definition, a dead
end state is an absorbing state with nonzero cost. Hence, since all policies that can
transition to a dead end state incur an infinite cost, the second condition is met.
Therefore, since the obstacle handling problem is an SSP because it satisfies both
SSP conditions, it follows that the obstacle handler is strong.
Finally, given that all obstacle handlers are strong, it is easy to show that the
exception recovery metareasoning system is robust as follows.
Theorem 1. An exception recovery metareasoning vehicle, v, is robust.
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Proof Sketch. To show that the exception recovery metareasoning vehicle, v, is robust,
we prove there exists an obstacle handler that can always handle any obstacle. By
Proposition 1, we know that all obstacle handlers are strong. Therefore, the exception
recovery metareasoning vehicle is robust.

5.4

Demonstration

In this section, we demonstrate that the exception recovery metareasoning vehicle is effective in simulation and on a fully operational prototype. In particular,
we compare different versions of the exception recovery metareasoning vehicle to an
autonomous vehicle that does not have exception recovery. Each exception recovery metareasoning vehicle can only execute a specific set of obstacle handlers. The
set of obstacle handlers, H vi ⊂ P vi , that are available to each exception recovery
metareasoning vehicle vi is listed below:
• H v1 = {λ},
• H v2 = {λ, h1 },
• H v3 = {λ, h1 , h2 }, and
• H v4 = {λ, h1 , h2 , h3 }
The autonomous vehicle that does not have exception recovery cannot use any obstacle handlers. We refer to this autonomous vehicle as the regular autonomous vehicle.
In simulation, each experiment represents an instance of the navigation problem
with different obstacle handling problems: the exception recovery metareasoning vehicle has to complete a route with static, dynamic, and erratic obstacles from a start
location to a goal location. To do this, we run an exception recovery metareasoning
vehicle process. This process uses a belief to interleave decision process during operation. When the current belief suggests that normal operation, the navigation process
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Obstacle Handlers
None
λ
λ, h1
λ, h1 , h2
λ, h1 , h2 , h3

Incidents

Autonomy (%)

Transfers

Time (s)

12
0
0
0
0

—
51.4
60.3
72.0
84.3

—
12
9
6
3

—
750.2
700.0
649.8
599.5

Table 5.1: The performance of all autonomous vehicles on exception recovery.

Figure 5.6: A fully operational exception recovery metareasoning vehicle prototype.
is executed. However, when the current belief suggests exceptional operation, an obstacle handling process is executed. The exception recovery metareasoning vehicle
process finally terminates when the navigation process has been terminated.
All autonomous vehicles traverse a route with 3 instances of each type of obstacle
that can be resolved by a particular obstacle handler and 3 instances of an unrecognized obstacle that can only be resolved by the human assistance obstacle handler for
a total of 12 obstacles. Other routes can be constructed using the observation that
the expected time required to handle each type of obstacle remains consistent: handling a static obstacle, a dynamic obstacle, an erratic obstacle, and an unrecognized
obstacle requires 12.3, 15.1, 12.5, and 14.7 seconds respectively. Due to implementation constraints, transferring control to and from the driver safely requires roughly 8
seconds following recent work on the transfer of control problem [167, 2, 170].
Table 5.1 shows the performance of the regular autonomous vehicle and each version of the exception recovery metareasoning vehicle. First, the Obstacle Handlers
column lists the obstacle handlers available to the vehicle. Second, the Incidents col-
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umn includes the number of exceptions that prevent the vehicle from completing its
route due to an exception that leads to a collision or infinite waiting. Third, the Autonomy column shows the percentage of time that the vehicle is driven autonomously.
Fourth, the Transfers column includes the number of activations of the human assistance exception handler by the vehicle. Fifth, the Time column presents the time
needed for the vehicle to complete its route in seconds. Note that the dashes denote
that the vehicle cannot complete its route for the regular autonomous vehicle.
On a fully operational autonomous vehicle prototype, we demonstrate that the
exception recovery metareasoning vehicle is effective on a route in the real world. The
route included a static obstacle, a dynamic obstacle, and an erratic obstacle. The
static obstacle was a parked vehicle, the dynamic obstacle was a slow-moving vehicle,
and the erratic obstacle was an unpredictable pedestrian. The vehicle completed its
route by resolving all obstacles. Figure 5.6 shows the fully operational autonomous
vehicle prototype passing a dynamic obstacle during the demonstration.

5.5

Discussion

All experiments highlight the effectiveness of the exception recovery metareasoning
vehicle in the real world. In general, as each obstacle handler is added to the exception
recovery metareasoning vehicle in Table 5.1, the scope of autonomy increases while
the duration of the route decreases without any potential incidents. Initially, when
the vehicle cannot execute any obstacle handlers, it does not complete its route due
to 12 potential incidents. Once the human assistance obstacle handler is added to
the vehicle, the vehicle completes its route without any potential incidents since a
human operator can handle all obstacles that can be encountered during navigation.
However, because the vehicle cannot handle any obstacle without a human operator,
it exhibits a low level of autonomy (51.4%) and route time (750.2 s), which includes 12
transfers. More importantly, as each obstacle handler is added to the vehicle, its level
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of autonomy increases without any potential incidents. Finally, when the vehicle can
execute all obstacle handlers, its exhibits a high level of autonomy (84.3%) and route
time (599.5 s), which only includes 3 transfers. The remaining unknown obstacles
cannot be handled by any obstacle handler: they must be handled by the human
assistance obstacle handler instead. We emphasize that the duration of the route
decreases because the overhead of transferring control to a human operator decreases
as each obstacle handler is added to the system. In short, the exception recovery
metareasoning vehicle becomes progressively more independent while decreasing the
duration of its route without impacting the safety and reliability of operation.
Exception recovery metareasoning systems offer a number of advantages over traditional autonomous systems. First, because the system reasons over a space of
beliefs, it can represent the uncertainty over whether or not the assumptions of the
regular process have been violated. Next, since the system has a belief over the set
of potential exceptions, it can perform actions that gather more information about
whether or not an exception has been encountered. Moreover, without increasing
the complexity of the regular process, each exception handler can exploit additional
information that is not available to the regular process that may be necessary to handling a particular exception. Finally, the system offers a modular framework that can
easily be extended with additional exception handlers without affecting the effectiveness of the regular process. Exception recovery metareasoning systems are therefore
a natural approach to recovering from exceptions during operation.

5.6

Summary

This chapter introduces a metareasoning approach to exception recovery. An exception recovery metareasoning system interleaves a regular process with a set of
exception handlers to detect, identify, and handle exceptions by using belief space
planning. By reasoning over the assumptions of normal operation, our approach in-
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terleaves the regular process with different exception handlers to identify, detect, and
handle exception in a scalable way. In our experiments, we show that an application
of an exception recovery metareasoning system to autonomous driving is effective in
simulation and on a fully operational prototype.
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CHAPTER 6
METAREASONING FOR SAFETY

6.1

Introduction

Going beyond our work in the previous chapter, we propose a metareasoning
approach that enables autonomous systems to maintain and restore safety during
operation. While planning and robotics experts carefully design, build, and test
the models used by autonomous systems for high-level decision making, it is often
infeasible for these models to ensure safety across every scenario within the domain
of operation [148]. This is due to the inherent challenge of specifying comprehensive
decision-making models that results from the complexity of the state space or action
space, a lack of information about the environment, or a misunderstanding of the
limitations of the autonomous system [17]. For example, a courier robot could use a
decision-making model with features for safely interacting with different types of doors
but not for navigating a crosswalk, which increases the risk of endangering people,
damaging property, or breaking the courier robot when navigating a crosswalk [18].
Therefore, as autonomous systems grow in independence and complexity [7], it is
critical to give them the ability to maintain and restore safety during operation.
A naive approach to giving an autonomous system the ability to maintain and
restore safety would be to use a comprehensive decision-making model with every
feature needed to cover every scenario within the domain of operation. Such a model,
however, would suffer from two main drawbacks in real world environments [148].
First, the model would simply be infeasible to design due to the intractability of
complex environments. Second, even if it were feasible to design, the model would
126

likely be infeasible to solve with exact or even approximate methods due to the
urgency of real-time environments. Hence, in order to avoid the infeasibility of a
monolithic model, this chapter offers a scalable framework for safe decision making in
autonomous systems that decouples the system into a primary process with features
that are necessary to achieving its main goal and secondary processes each with
features that are necessary to responding to a particular hazard.
There are several areas that work toward safety in autonomous systems that
have seen recent attention [7]. First, methods avoid negative side effects that cause
a system to interfere with its environment (e.g., by adding an extra term to its
objective function [124, 125] or modifying its decision-making model based on human feedback [174, 16]). Next, methods mitigate reward hacking that cause a system to game its reward function (e.g., by applying ethical constraints to its behavior [12, 130, 79, 144, 143, 145, 104] or treating its reward function as an observation
of its true objective function [56, 55, 88]). Finally, methods handle distributional
change that cause a system to perform poorly in a new environment that differs from
its original environment (e.g., by detecting anomalies using Monte Carlo methods
based on particle filters [38, 158, 98] or multiple model estimation based on neural
networks [119, 49]). However, while these areas are critical to safety in autonomous
systems, this chapter focuses on tweaking the operation of an autonomous system for
safe decision making.
In particular, we propose a disciplined, decision-theoretic metareasoning approach
to safe decision making in autonomous systems [142]. A safety metareasoning system
executes in parallel a task process that completes a specified task and safety processes
that each address a specified safety concern with a conflict resolver for arbitration.
Like a standard autonomous system, the task process completes a specified task
by performing an action in its current state following its policy. However, at fixed
intervals as the task process performs each action, there are two extra operations that
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Figure 6.1: An illustration of a safety metareasoning system.
are not considered by a standard autonomous system. First, the safety processes each
address a specified safety concern by recommending a rating over a set of parameters
in its current state that can adjust the action being performed by the task process.
Second, the conflict resolver for arbitration selects the optimal parameter that will
adjust the action being performed by the task process given the ratings over the set of
parameters recommended by the safety processes. Our experiments highlight that our
approach optimizes the severity of safety concerns (the danger of particular hazards)
and the interference to the task (the overhead of safety on the main goal).
Consider the planetary rover exploration domain that is illustrated in Figure 6.1.
In this domain, a planetary rover executes a task process Υ that analyzes different points of interest within a region of a planet and safety processes θc , θd , and θr
that address crevices, dust storms, and rough terrain with a conflict resolver σ for
arbitration. Consider the highlighted time slice that shows the planetary rover completing the analysis task while addressing crevices, dust storms, and rough terrain.
Intuitively, (1) the task process performs the East action starting in the cell (3, 7)
and ending in the cell (4, 7), (2) the safety processes θc , θd , and θr recommend the
parameters (∅, ⇒), (∅, ∅), and (⇓, ∅), that can adjust the wheel rotation rate and
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the steering of the East action being performed by the task process Υ, and (3) the
conflict resolver σ selects the optimal parameter (⇓, ⇒) that adjusts the East action
being performed by the task process Υ given the parameters (∅, ⇒), (∅, ∅), and
(⇓, ∅) recommended by the safety processes θc , θd , and θr . It is important to note
that this example refers to a parameter for each safety process instead of a rating
over a set of parameters in the interest of illustrating our approach.

6.1.1

Contributions

In this chapter, we make the following contributions: (1) a formal definition of a
safety metareasoning system and its key attributes, (2) a recommendation algorithm
for a safety process, (3) an arbitration algorithm for a conflict resolver, (4) an application of a safety metareasoning system to a planetary rover exploration domain,
and (5) a demonstration that our approach is effective in simulation.

6.2

Safety

We begin by proposing the metareasoning framework, called a safety metareasoning system, that enables an autonomous system to maintain and restore safety.
A safety metareasoning system executes in parallel a task process that completes a
specified task and safety processes that each address a specified safety concern with
a conflict resolver for arbitration. We describe each attribute of our approach below.

6.2.1

Completing Tasks

The task process completes a specified task by performing an action in its current
state following its policy. The representation of the task process must reflect the
properties of the task. In this chapter, the task process is represented by an MDP,
a decision process for tasks with full observability, because it is a standard model
used throughout planning and robotics [140]. However, it is possible to use different
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classes of decision processes for tasks with partial observability [76] or start and goal
states [82]. We define the task process more formally below.
Definition 24. The task process, which is represented by an MDP Υ = hS, A, T, Ri,
performs an action a = π(s) ∈ A in a state s ∈ S following a policy π in order to
complete a specified task.
Example. To complete the analysis task, the planetary rover in the highlighted area
of Figure 6.1 must execute the task process Υ that performs the East action starting
in the cell (3, 7) and ending in the cell (4, 7).
6.2.2

Addressing Safety Concerns

A safety process addresses a specified safety concern by recommending a rating
over a set of parameters in its current state that can adjust the action being performed
by the task process. The representation of a safety process is a variant of an MDP with
several attributes: a set of states that describe the safety concern, a set of parameters
that can adjust the action being performed by the task process, a transition function
that reflects the dynamics of the world, a severity function that reflects the danger of
particular hazards, and an interference function that reflects the overhead of safety
on the main goal. We define a safety process more formally below.
Definition 25. A safety process, which is represented by a variant of an MDP
θ = hS̄, P̄ , T̄ , φ, ψi ∈ Θ, recommends a rating ρθs̄ over a set of parameters P̄ in a state
s̄ ∈ S̄ that can adjust the action a ∈ A being performed by the task process Υ in order
to address a specified safety concern.
• S̄ is a set of states that describe the safety concern.
• P̄ = P̄1 × P̄2 × · · · × P̄N is a set of parameters such that each parameter factor
P̄i adjusts the action a ∈ A being performed by the task process Υ with a ∅ ∈ P̄i
symbol that indicates no adjustment.
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• T̄ : S̄ × P̄ × S̄ → [0, 1] is a transition function that represents the probability of
reaching a state s̄0 ∈ S̄ after using a parameter p̄ ∈ P̄ in a state s̄ ∈ S̄.
• φ : S̄ → {1, 2, . . . , L} is a severity function that represents the severity of the
safety concern in a state s̄ ∈ S̄ such that 1 is the lowest severity level and L is
the highest severity level where a severity level 1 ≤ ` ≤ L is strictly safer than
a severity level 1 ≤ ` + 1 ≤ L.
• ψ : P̄ → R+ is an interference function that represents the interference of a
parameter p̄ ∈ P̄ on the action a ∈ A being performed by the task process Υ.
Example. To address crevices, dust storms, and rough terrain, the planetary rover
in the highlighted area of Figure 6.1 must execute the safety processes θc , θd , and θr
that recommend the parameters (∅, ⇒), (∅, ∅), and (⇓, ∅) that can adjust the wheel
rotation rate and steering of the East action being performed by the task process Υ.
It is critical that each safety process recommends a rating over a set of parameters
instead of only a parameter. Intuitively, this enables the conflict resolver to select
a parameter that addresses the safety concern of each safety process simultaneously.
Accordingly, for a given state, this rating contains |L| + 1 values for each of the |P̄ |
parameters. For each severity level, it includes the expected discounted cumulative
frequency of a severity level that is incurred by the safety process when using a
specific parameter in a given state. It also includes the expected discounted cumulative
interference that is incurred by the safety process when using a specific parameter
in a given state. These quantities allow a safety metareasoning system to not only
minimize each severity level but also minimize interference in the objective function
described later in the chapter. We define a rating with these values below.
Definition 26. A rating, ρθs̄ , over a set of parameters P̄ in a state s̄ ∈ S̄ recommended by a safety process θ ∈ Θ is expressed as a |P̄ | × (|L| + 1) matrix:
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Φθ [1]
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 .


θ
θ
θ
θ
Φs̄,p̄N [1] Φs̄,p̄N [2] . . . Φs̄,p̄N [L] Ψs̄,p̄N
When a safety process θ ∈ Θ uses a parameter p̄ ∈ P̄ in a state s̄ ∈ S̄, the expected
discounted frequency of a severity level 1 ≤ ` ≤ L incurred is the following:

Φθs̄,p̄ [`] = [φ(s̄) = `] + γ

X

T̄ (s̄, p̄, s̄0 ) min Φθs̄0 ,p̄0 [`].

s̄0 ∈S̄

p̄0 ∈P̄

When a safety process θ ∈ Θ uses a parameter p̄ ∈ P̄ in a state s̄ ∈ S̄, the expected
discounted cumulative interference incurred is the following:

Ψθs̄,p̄ = ψ(p̄) + γ

X

T̄ (s̄, p̄, s̄0 ) min Ψθs̄0 ,p̄0 .

s̄0 ∈S̄

p̄0 ∈P̄

Note that the operator [·] denotes Iverson bracket notation.

6.2.3

Resolving Conflicts

The conflict resolver for arbitration selects the optimal parameter that will adjust
the action being performed by the task process given the ratings over the set of
parameters recommended by the safety processes. Intuitively, if no safety process or
only one safety process encounters its safety concern, there is no need for arbitration.
However, if multiple safety processes encounter their safety concerns, the conflict
resolver arbitrates by selecting the parameter that optimally addresses each safety
concern. The representation of the conflict resolver is a function that maps the ratings
over the set of parameters recommended by the safety processes to a parameter. We
define the conflict resolver more formally below.
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Definition 27. The conflict resolver, σ : ρθs̄11 × ρθs̄22 × · · · × ρθs̄nn → P̄ , selects the
optimal parameter p̄ ∈ P̄ that adjusts the action a ∈ A being performed by the task
process Υ given the ratings ρs̄θii over the set of parameters P̄ recommended by the safety
processes θi ∈ Θ for arbitration.
Example. For arbitration, the planetary rover in the highlighted area of Figure 6.1
must use the conflict resolver σ that selects the optimal parameter (⇓, ⇒) that adjusts
the East action being performed by the task process Υ given the parameters (∅, ⇒),
(∅, ∅), (⇓, ∅) recommended by the safety processes θc , θd , and θr .
The optimal parameter selected by the conflict resolver satisfies a lexicographic
objective function. This lexicographic objective function allows a safety metareasoning system to—in sequence—minimize each severity level and the interference of the
safety processes. First, in the order of decreasing severity level, this parameter must
minimize the maximum expected discounted frequency of each severity level incurred
across all safety processes (minimize the maximum anticipated danger of particular
hazards). Second, this parameter must minimize the maximum expected discounted
cumulative interference incurred across all safety processes (minimize the maximum
anticipated overhead of safety on the main goal). Formally, given each rating ρθs̄ii
over the set of parameters P̄ recommended by each safety process θi ∈ Θ in its state
s̄i ∈ S̄ i , we define this function below.
h

i
min max Φθs̄ii ,p̄ [L]  Φθs̄ii ,p̄ [L − 1]  · · ·  Φθs̄ii ,p̄ [1]  Ψθs̄ii ,p̄
p̄∈P̄

θi ∈Θ

Note that the lexicographic preference operator  denotes that the left term is always
optimized prior to the right term without any slack.
6.2.4

Safety Metareasoning Systems

Putting the analysis process, the safety processes, and the conflict resolver together, we now provide a description of a safety metareasoning system below.
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Figure 6.2: A safety metareasoning system that has the task process (red ), a set of
safety processes (blue), and the conflict resolver (purple).
Definition 28. A safety metareasoning system, hΥ, Θ, σi, runs in parallel a
task process Υ that completes a specified task and safety processes Θ that each address
a specified safety concern with a conflict resolver σ for arbitration.
Figure 6.2 summarizes a safety metareasoning system. There is a task transition
for the task process Υ from the state st ∈ S at time step t ∈ H to the successor
state st+1 ∈ S at time step (t + 1) ∈ H given the action at = π(st ) ∈ A. During
this task transition, there are many safety transitions for each safety process θi ∈ Θ
from the state s̄it̄ ∈ S̄ i at time step t̄ ∈ H̄ to the successor state s̄it̄0 ∈ S̄ i at time step
t̄0 ∈ H̄. In each safety transition, each safety process θi ∈ Θ recommends a rating
ρθs̄ii over the set of parameter P̄ to the conflict resolver σ. The conflict resolver σ
t̄

then selects the optimal parameter p̄t̄ ∈ P̄ that satisfies the lexicographic objective
function. Once the optimal parameter p̄t̄ ∈ P̄ is selected by the conflict resolver σ,
the action at = π(st ) ∈ A of the task process Υ is adjusted in a way that reflects
that optimal parameter. Notice that the task process Υ operates on course-grained
time steps t ∈ H while each safety process θi ∈ Θ operates on fine-grained time steps
t̄ ∈ H̄ as the actions performed by the task process can continually be adjusted by
the parameters recommended by the safety processes.
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The actions of the task process and the parameters of the safety processes are
tightly integrated. In particular, a safety metareasoning system must send an action
and a parameter to a motion planner that computes motor commands that reflect
performing the action subject to the constraints imposed by the parameter. Suppose
that a planetary rover performs the North action with the (⇓, ⇐) parameter for
slowing down and shifting left. Here, the planetary rover must send the North
action and the (⇓, ⇐) parameter to the motion planner that must compute motor
commands that move the planetary rover north subject to the constraints of slowing
down and swerving left. Formally, an action a ∈ A of a task process can be viewed
as a parameterized action a[p̄] ∈ A given a parameter p̄ ∈ P̄ of the safety processes.
In the following sections, we describe two main algorithms required by a safety
metareasoning system. First, the recommendation algorithm generates a matrix that
is used to construct the rating for each state of a safety process. Second, the arbitration algorithm implements the conflict resolver that selects the optimal parameter
across all safety processes. We now describe both algorithms in detail below.

6.2.4.1

Recommendation Algorithm

The recommendation algorithm in Algorithm 4 generates a matrix that is used to
construct the rating for each state of a safety process (between the blue and purple
objects in Figure 6.2). In particular, given a safety process, the recommendation
algorithm generates multiple values that are discussed in the prior section for every
state-parameter pair of the safety process: the expected discounted frequency of each
severity level incurred and the expected discounted cumulative interference incurred
when using a parameter in a state for each state and parameter of that safety process.
The basis for computing these values involves—for each severity level in the order of
decreasing severity level followed by the interference—performing |L| + 1 executions
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Algorithm 4: The recommendation algorithm for a safety process.
Input: The safety process θ = hS̄, P̄ , T̄ , φ, ψi
Output: The matrix ρθ that is used to construct the rating ρθs̄ for each state
s̄ ∈ S̄ of the safety process θ
2

for ` → L, L − 1, . . . , 1 do
Φθ [`] ← 0S̄×P̄

3

Ψθ ← 0S̄×P̄

4

Λ←∅

5

for ` → L, L − 1, . . . , 1 do
κ(s̄) := [φ(s̄) = `]
Φθ [`] ← ModifiedValueIteration(θ, κ, Λ)

1

6
7
8
9
10
11
12

13
14
15

for s̄ in S̄ do
α ← minp̄∈P̄ Φθs̄,p̄ [`]
for p̄ in P̄ do
if Φθs̄,p̄ [`] > α then
Λ ← Λ ∪ (s̄, p̄)
κ(p̄) := ψ(p̄)
Ψθ ← ModifiedValueIteration(θ, κ, Λ)


return ρθ = Φθ [1], Φθ [2], . . . , Φθ [L], Ψθ

of modified value iteration that operates on a space of states and parameters with a
cost function in place of a space of states and actions with a reward function.
At a high level, the recommendation algorithm executes modified value iteration
for each severity level in the order of decreasing severity level followed by the interference to satisfy the lexicographic objective function. Generally, as we will describe
later this section, this algorithm performs two steps. First, it executes modified value
iteration for each severity level in the order of decreasing severity level. Second, it
executes modified value iteration solely for the interference. Across every execution of
modified value iteration, the algorithm keeps a set of state-parameter pairs that violate the lexicographic objective function, which grows with each execution of modified
value iteration. This set of violating state-parameter pairs is thereby used in each
execution of modified value iteration to ignore—for each state—any parameter worse
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than the optimal parameter in the prior executions of modified value iteration. The
final output of the recommendation algorithm is a matrix that is used to construct
the rating for each state of the safety process. Note that this algorithm is performed
offline for each safety process before the operation of the safety metareasoning system.
Algorithm 4 describes the recommendation algorithm. Initially, for each severity
level and the interference, an |S̄| × |P̄ | matrix is initialized (Lines 1-3). The |S̄| × |P̄ |
matrix for each severity level (Lines 5-7) and the interference (Lines 13-14) is then
populated with its corresponding expected discounted values using modified value
iteration that minimizes over states and parameters given a cost function instead of
maximizing over states and actions given a reward function. Observe that the cost
function κ(s̄) is used to compute the expected discounted frequency of each severity
level (Line 6) while the cost function κ(p̄) is used to compute the expected discounted
cumulative interference (Line 13). Finally, the |S̄| × |P̄ | matrix for each severity level
and the interference is stacked into an |S̄| × |P̄ | × (L + 1) matrix (Line 15) that is
used to construct the rating for each state of a safety process.
Most importantly, in order to satisfy the lexicographic objective function, a set
of violating state-parameter pairs is initialized (Line 4). For each severity level, a
state-parameter pair is added to the set of violating state-parameter pairs if that
parameter in that state is worse than the optimal parameter in that state (Lines
8-12). The set of violating state-parameter pairs enables modified value iteration
to forbid every state-parameter pair that did not satisfy the lexicographic objective
function from the previous executions of modified value iteration (Lines 7 and 14).
We provide a sketch that demonstrates the correctness and the worst-case time
complexity of the recommendation algorithm below.
Proposition 2 (Correctness). Algorithm 4 generates a matrix ρθ of the expected discounted frequency Φθs̄,p̄ [`] of each severity level 1 ≤ ` ≤ L and the expected discounted
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cumulative interference Ψθs̄,p̄ for each state s̄ ∈ S̄ and parameter p̄ ∈ P̄ of a safety
process θ ∈ Θ that satisfies the lexicographic objective function.
Proof Sketch. Observe that there is an execution of a form of value iteration for
each severity level and the interference in the order of the lexicographic objective
function. It is well known that standard value iteration without any set of violating state-parameter pairs is guaranteed to compute the corresponding expected
discounted values for each severity level and the interference but may not satisfy the
lexicographic objective function. However, by forbidding the set of violating stateparameter pairs, modified value iteration satisfies the lexicographic objective function.
Thus, Algorithm 4 is correct.
Proposition 3 (Time Complexity). Algorithm 4 exhibits a worst-case time complexity of O((L + 1)|S̄|2 |P̄ |).
Proof Sketch. There are L + 1 executions of value iteration that each have a time
complexity of O(|S̄|2 |P̄ |) for a total time complexity of O((L + 1)|S̄|2 |P̄ |).
6.2.4.2

Arbitration Algorithm

The arbitration algorithm in Algorithm 5 implements the conflict resolver that selects the parameter that optimally addresses the safety concern of each safety process
(between the purple and blue objects in Figure 6.2). At a high level, this algorithm
prunes a set of potentially optimal parameters for each severity level in the order of
decreasing severity level followed by the interference to optimize the lexicographic
objective function. That is, this algorithm initializes a set of potentially optimal parameters that can be recommended by each safety process. Given the ordering of the
lexicographic objective function, the algorithm prunes the set of potentially optimal
parameters in two steps. First, the algorithm prunes the set of potentially optimal
parameters in the order of decreasing severity level based on the expected discounted
frequency of each severity level incurred using a given parameter in a specific state.
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Algorithm 5: The arbitration algorithm for a conflict resolver.
Input: The ratings ρs̄θii in the current state s̄i ∈ S̄ i of the safety processes
θi ∈ Θ
Output: A random optimal parameter p̄ ∈ P̄
1

P̄ ∗ ← P̄

7

for ν → Φ[L], Φ[L
 − 1], . . . , Φ[1],
 Ψ do
α ← minp̄∈P̄ maxθi ∈Θ νs̄θii,p̄
for p̄ in P̄ ∗ do
β ← maxθi ∈Θ νs̄θii,p̄
if β > α then
P̄ ∗ ← P̄ ∗ \ {p̄}

8

return Random(P̄ ∗ )

2
3
4
5
6

Second, the algorithm prunes the set of potentially optimal parameters based on the
expected discounted cumulative interference incurred by the safety process using a
given parameter in a specific state. The result is a random optimal parameter that
optimizes the lexicographic objective function. Note that this algorithm is performed
online during the operation of the safety metareasoning system.
Algorithm 5 describes the arbitration algorithm. Initially, a set of potentially
optimal parameters is initialized (Line 1). Each severity level in the order of decreasing
severity level followed by the interference is then processed (Line 2). To optimize
the lexicographic objective function, the set of potentially optimal parameters is then
pruned (Line 3-7). This involves computing the value of the parameter that minimizes
the maximum respective expected discounted value over all safety processes (Line 3).
With the value of this parameter, each parameter that has a maximum respective
expected discounted value greater than that value is pruned (Line 4-7). Finally, a
random optimal parameter that optimally addresses each safety process is selected
(Line 8). This algorithm is performed online during the operation of the system.
We provide a sketch that demonstrates the correctness and the worst-case time
complexity of the arbitration algorithm below.
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Proposition 4 (Correctness). Algorithm 5 selects a random optimal parameter p̄ ∈ P̄
that optimizes the lexicographic objective function given the ratings ρθs̄ii in the current
state s̄i ∈ S̄ i of the safety processes θi ∈ Θ.
Proof Sketch. In the order of the lexicographic objective function, any parameter
with a maximum expected discounted frequency greater than the optimal parameter
for each severity level is pruned and any parameter with a maximum discounted
cumulative interference greater than the optimal parameter for the interference is
pruned. Since this optimizes the lexicographic objective function, it follows that any
remaining parameter is optimal. Hence, Algorithm 5 is correct.
Proposition 5 (Time Complexity). Algorithm 5 exhibits a worst-case time complexity of O((L + 1)|P̄ ||Θ|).
Proof Sketch. There are L severity level pruning steps that each have a time complexity of O(|P̄ ||Θ|) and an interference pruning step that has a time complexity of
O(|P̄ ||Θ|) for a total time complexity of O((L + 1)|P̄ ||Θ|).

6.3

Planetary Rover Exploration Domain

We turn to an application of safety metareasoning systems to a planetary rover
exploration domain [44] that forms the basis of the experiments used to evaluate our
approach in the next section. Such a domain is relevant because a planetary rover
should address its safety concerns while completing its task without relying on any
human assistance from mission control on Earth that could take hours or even days.
This would not only slow down every mission but also make some missions infeasible.
In this domain, a planetary rover must analyze different points of interest within
a region of a planet while addressing crevices, dust storms, and rough terrain. The
planetary rover has a battery, a rock analyzer, a soil analyzer, and an objective report
for the analysis statuses of all points of interests. Moreover, the planetary rover is
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within a region of the planet that is composed as a grid where each cell experiences
a type of weather. In each cell, the planetary rover can move north, east, south, or
west and can also reboot its analyzers, charge its battery, analyze its current cell, and
transmit its data back to mission control on Earth to complete its mission. We now
describe the analysis task of the planetary rover in detail below.
The planetary rover has 4 internal components: a battery of a battery level b ∈
B = {0, 1, . . . , M } where 0 is a discharged battery and M is a charged battery, a
rock analyzer of a health status h1 ∈ H1 = {Nominal, Error}, a soil analyzer of
a health status h2 ∈ H2 = {Nominal, Error}, and an objective report o ∈ O =
{True, False}I with an analysis status True or False for all points of interest I.
The planetary rover is within a region of a planet as an m by n grid where
each cell is at a horizontal location x ∈ X = {1, 2, . . . , n} and a vertical location
y ∈ Y = {1, 2, . . . , m} with weather of a type w ∈ W = {Light, Dark}.
The planetary rover can perform 4 movement actions in each cell (x, y): it can
move north to a cell (x, y + 1), east to a cell (x + 1, y), south to a cell (x, y − 1), or
west to a cell (x − 1, y) as long as the new horizontal position is between 1 and n and
the new vertical position is between 1 and m.
The planetary rover can perform 4 stationary actions in each cell (x, y): it can
reboot its analyzers to set the health statuses of the rock analyzer h1 and the soil
analyzer h2 to Nominal, charge its battery to the battery level b0 = (b + 2) if the cell
(x, y) has weather of a type w = Light, analyze the cell (x, y) if the health statuses
of the rock analyzer h1 and the soil analyzer h2 are set to Nominal, and transmit its
data to complete the mission if the objective report is o = {True}I with an analysis
status True for all points of interest I.
Importantly, to incorporate battery management, all actions discharge the battery
to a battery level b0 = (b − 1) and requires the battery to be at a battery level b > 0.
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6.3.1

Task Process

We consider the task process Υ designed to complete the analysis task of the
planetary rover that is represented by an MDP Υ = hS, A, T, Ri. The set of states
S = X × Y × B × H1 × H2 × O crosses a set of horizontal positions X, a set of vertical
positions Y , a set of battery levels B, a set of rock analyzer health statuses H1 , a
set of soil analyzer health statuses H2 , and a set of objective reports O. The set of
actions A = {↑, →, ↓, ←, , ⊕, , } contains the north action ↑, the east action →,
the south action ↓ , the west action ←, the reboot action
the analyze action

, and the transmit action

, the charge action ⊕,

. The transition function T and the

reward function R are designed for the analysis task of the task process Υ.

6.3.2

Safety Processes

We consider each safety process, θ = hS̄, P̄ , T̄ , φ, ψi ∈ Θ, designed to address a
safety concern of the planetary rover. Intuitively, each safety process has information
about its safety concern and can adjust the action performed by the task process by
changing its wheel rotation rate (i.e., speed ) and its steering (i.e., direction).
Formally, each safety process θ ∈ Θ has a different set of states S̄θ that describe
the safety concern but uses the same set of parameters P̄ = P̄1 × P̄2 with parameter
factors P̄1 and P̄2 : the wheel rotation rate parameter factor P̄1 = {∅, ⇓, ⇑, ♦} such
that the value ⇓ decreases the wheel rotation rate, the value ⇑ increases the wheel
rotation rate, and the value ♦ stops the wheel rotation rate and the steering parameter
factor P̄2 = {∅, ⇐, ⇒} such that the value ⇐ shifts the planetary rover to the left
and the value ⇒ shifts the planetary rover to the right (with the ∅ symbol that
indicates no adjustment in both parameter factors). The transition function T̄θ , the
severity function φθ , and the interference function ψθ are designed to address the
specific safety concern of each safety process θ ∈ Θ. We describe the crevice safety
process, the dust storm safety process, and the rough terrain safety process below.
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6.3.2.1

Crevices

The crevice safety process, θc = hS̄c , P̄ , T̄c , φc , ψc i, monitors for crevices to prevent the planetary rover from inhibiting the movement of its wheels. The set of states
S̄c = Fc1 ×Fc2 ×Fc3 ×Fc4 crosses the horizontal rover position relative to the crevice Fc1 =
{None, Approaching, At}, the vertical rover position relative to the crevice Fc2 =
{None, Left, Center, Right}, the rover speed Fc3 = {None, Low, Normal, High},
and the rover offset relative to its normal path Fc4 = {Left, Center, Right}. The
transition function T̄c reflects the dynamics between a state s̄ ∈ S̄c , a parameter
p̄ ∈ P̄c , and a successor state s̄0 ∈ S̄c , the severity function φc indicates the severity of
a crevice in a state s̄ ∈ S̄c , and the interference function ψc represents the interference
of a parameter p̄ ∈ P̄c on an action a ∈ A performed by the task process. These three
attributes are designed to enable the crevice safety process to avoid navigating into
crevices that inhibit the movement of the wheels of the planetary rover.

6.3.2.2

Dust Storms

The dust storm safety process, θd = hS̄d , P̄ , T̄d , φd , ψd i, monitors for dust storms
to prevent the planetary rover from damaging its sensitive sensors. The set of states
S̄d = Fd1 ×Fd2 crosses the dust storm density Fd1 = {1, 2, . . . , J} with a limit J and the
rover mode Fd2 = {IsAwake, IsSleeping}. The transition function T̄d reflects the
dynamics between a state s̄ ∈ S̄d , a parameter p̄ ∈ P̄d , and a successor state s̄0 ∈ S̄d ,
the severity function φd indicates the severity of the dust storm in a state s̄ ∈ S̄d , and
the interference function ψd represents the interference of a parameter p̄ ∈ P̄d on an
action a ∈ A performed by the task process. These three attributes are designed to
enable the dust storm safety process to avoid damaging the sensitive sensors of the
planetary rover.
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6.3.2.3

Rough Terrain

The rough terrain safety process, θr = hS̄r , P̄ , T̄r , φr , ψr i, monitors for rough terrain to prevent the planetary rover from damaging its wheels. The set of states
S̄r = Fr1 × Fr2 × Fr3 crosses the horizontal rover position relative to the crevice Fr1 =
{None, Approaching, At}, the rover speed Fr2 = {None, Low, Normal, High},
and the terrain roughness Fr3 = {1, 2, . . . , K} with a limit K. The transition function
T̄r reflects the dynamics between a state s̄ ∈ S̄r , a parameter p̄ ∈ P̄r , and a successor
state s̄0 ∈ S̄r , the severity function φr indicates the severity of the rough terrain in a
state s̄ ∈ S̄r , and the interference function ψr represents the interference of a parameter p̄ ∈ P̄r on an action a ∈ A performed by the task process. These three attributes
are designed to enable the rough terrain safety process to avoid damaging the wheels
of the planetary rover.

6.4

Demonstration

In this section, we demonstrate that the application of safety metareasoning systems to the planetary rover exploration domain is effective in simulation. In particular, we compare a standard planetary rover to different safety metareasoning planetary
rovers. The standard planetary rover r0 does not have any safety metareasoning while
each safety metareasoning planetary rover ri>0 has a growing set of safety processes:
Θr0 = {}, Θr1 = {θc }, Θr2 = {θc , θd }, and Θr3 = {θc , θd , θr }.
Each planetary rover must complete the analysis task while addressing crevices,
dust storms, and rough terrain that occur stochastically either in isolation or simultaneously during 50 simulations. For the analysis task, the internal components
of the planetary rover begin with a battery level b = M = 10, health statuses
h1 = h2 = Nominal, and an objective report o = (False, False) while the region of the planet has |I| = 2 points of interest in an n = 10 by m = 10 grid such
that each cell has weather of a type w = Light with 0.8 probability or w = Dark
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Figure 6.3: The performance of each planetary rover for the severity levels and the
interference starting with no safety processes and ending with all safety processes.
with 0.2 probability. For dust storms, the dust storm density limit is J = 10. For
rough terrain, the terrain roughness limit is K = 10.

6.5

Discussion

Figure 6.3 shows that our approach is effective in simulation. Note that Figures
6.3a to 6.3d have a limit of 100 as unsafe operation is rare, Figure 6.3e has a limit of
6000 as safe operation is common, and Figure 6.3f has a limit of 2000. In Figure 6.3a
and 6.3e, at the highest and lowest severity levels, the severity level 5 frequency
decreases while the severity level 1 frequency increases from r0 to r3 as expected.
In Figures 6.3b, 6.3c, and 6.3d, at the middle severity levels, the severity level 4, 3,
and 2 frequencies remain roughly equal or decrease from r0 to r2 but then increase
at r3 . This is because the severity level 4, 3, and 2 frequencies for crevices and
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Figure 6.4: The severity level probability distributions for different combinations of
safety concerns across every simulation.
dust storms must increase to decrease the severity level 5 frequency for rough terrain
because a lower severity level is strictly preferred to a higher severity level due to the
lexicographic objective function. In Figure 6.3f, the cumulative interference increases
from r0 to r3 as expected. This is because the interference must increase to shift the
severity level frequencies from the severity level 5 to the severity level 1 but only as
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Capabilities

Size[Naive]

Size[Proposed]

Analysis Task
+ Crevices
+ Dust Storms
+ Rough Terrain

16000
16000
+ 2288000
+ 144
+ 43776000
+ 20
+ 5483520000 + 120

Overhead[Proposed] (s)
4.23 × 10−7 ± 1.75 × 10−8
6.63 × 10−5 ± 2.53 × 10−7
7.97 × 10−5 ± 1.16 × 10−7
1.08 × 10−4 ± 2.87 × 10−7

Table 6.1: A comparison of a naive approach and our approach to safety.
much as necessary due to the lexicographic objective function. Overall, the system
optimizes the severity of its safety concerns and the interference to its task.
Figure 6.4 compares our approach with the lexicographic objective function to a
simple objective function for arbitration. The simple objective function always addresses safety concerns both sequentially and independently: that is, it first addresses
a crevice (if any), then a dust storm (if any), and finally rough terrain (if any) without
reasoning about how addressing one safety concern could impact other safety concerns
or how addressing multiple safety concerns could be performed simultaneously. Typically, for each figure, the lexicographic objective function (Objective[Lexicographic])
exhibits a severity level probability distribution that encourages low severity levels
but discourages high severity levels compared to the simple objective function (Objective[Simple]). Note that we use a baseline approach that has no metareasoning to
evaluate the lexicographic objective function and the simple objective function.
Table 6.1 compares our proposed approach to a naive approach that would use a
monolithic MDP with every feature of the analysis task and each safety process. However, note that the naive approach is intractable to design and solve given the complexity of its state space and action space. Generally, as the agent becomes capable of addressing each safety concern by including the set of states for each safety process, the
naive approach grows multiplicatively (Size[Naive]) while our approach grows additively (Size[Proposed]) with negligible overhead for arbitration (Overhead[Proposed])
with the set of states for each safety process (Capabilities).
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6.6

Summary

This chapter introduces a metareasoning approach to safety. A safety metareasoning system executes in parallel a task process that completes a specified task and a set
of safety processes that each address a specified safety concern with a conflict resolver
for arbitration by using probabilistic planning. By decoupling an autonomous system
into a task process and a set of safety processes, our approach provides a framework
for autonomous systems to complete a task while addressing safety concerns in a way
that avoids a monolithic decision-making model that is often not only intractable but
also infeasible to build correctly. In our experiments, we show that an application of a
safety metareasoning system to planetary rover exploration is effective in simulation.
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CHAPTER 7
CONCLUSION

7.1

Summary of Contributions

The primary objective of this thesis has been to introduce principled metareasoning for monitoring and controlling the planning processes and the execution processes
of an autonomous system in order for it to operate more effectively in the real world.
To do this, we proposed four different forms of metareasoning in autonomous systems
that led to not only more effective meta-level control for planning but also expanded
the scope of meta-level control to execution. This has resulted in four metareasoning
approaches that enable an autonomous system to (1) determine when to interrupt an
anytime algorithm and act on the current solution, (2) adjust the hyperparameters of
an adjustable algorithm at runtime, (3) detect, identify, and recover from exceptions
during operation, and (4) maintain and restore safety during operation. For each
approach, we demonstrated that it outperformed standard techniques on a number
of common benchmark domains and applications, including autonomous driving and
planetary rover exploration. Overall, this thesis highlights that metareasoning is a
robust framework for boosting the efficiency and reliability of the decision making of
autonomous systems in a way that goes beyond prevailing work. We summarize the
contributions of this thesis below.

7.1.1

Metareasoning for Stopping

Chapter 3 introduced two metareasoning approaches to stopping of anytime algorithms. For the model-based approach, we first developed an online performance
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prediction framework that can be used by a meta-level control technique to predict
the performance of an anytime algorithm. We then built a model-based meta-level
control technique that determines the optimal stopping point by using the online performance prediction framework. For the model-free approach, we first developed a
formal MDP representation of the meta-level control problem for anytime algorithms
that can be used to learn the optimal stopping point of an anytime algorithm with
reinforcement learning. We then built a model-free meta-level control technique that
learns the optimal stopping point by using the formal MDP representation of the
meta-level control problem for anytime algorithms. Finally, we showed that both approaches outperform existing meta-level control techniques that require substantial
offline work on several common benchmark domains and a mobile robot domain.

7.1.2

Metareasoning for Hyperparameter Tuning

Chapter 4 introduced a metareasoning approach to hyperparameter tuning of adjustable algorithms. First, we developed a formal generalization of an anytime algorithm called an adjustable algorithm that can be interrupted at any time for its
current solution with hyperparameters that can be tuned at runtime. Next, we built
a meta-level control technique that monitors and controls an adjustable algorithm
by using deep reinforcement learning to learn optimal stopping and optimal hyperparameter tuning. Finally, we showed that our approach boosts overall performance
on a common benchmark domain that uses anytime weighted A* to solve a range of
heuristic search problems and a mobile robot application that uses RRT* to solve
motion planning problems.

7.1.3

Metareasoning for Exception Recovery

Chapter 5 introduced a metareasoning approach to exception recovery: an exception recovery metareasoning system interleaves a regular process with a set of
exception handlers to detect, identify, and handle exceptions by using belief space
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planning. First, we developed a formal definition of an exception recovery metareasoning system and its key properties. Next, we offered a framework for profiling
decision processes for the main decision process and each exception handler. Finally,
we showed that an application of an exception recovery metareasoning system to
autonomous driving is effective in simulation and on a fully operational prototype.

7.1.4

Metareasoning for Safety

Chapter 6 introduced a metareasoning approach to safety: a safety metareasoning
system executes in parallel a task process that completes a specified task and a set of
safety processes that each address a specified safety concern with a conflict resolver
for arbitration by using probabilistic planning. First, we developed a formal definition
of a safety metareasoning system and its key attributes. Next, we offered a formal
definition of a safety metareasoning system as well as a recommendation algorithm for
a safety process and an arbitration algorithm for a conflict resolver with a theoretical
analysis of the correctness and worst-case time-complexity for each algorithm. Finally,
we showed that an application of a safety metareasoning system to planetary rover
exploration is effective in simulation.

7.2

Future Work

There are many promising areas of future work. We discuss several areas of future
work in metareasoning for planning and metareasoning for execution below.

7.2.1

Metareasoning for Planning

Our work on metareasoning for planning has focused on monitoring and controlling a single algorithm. It is possible, however, to use metareasoning for monitoring
and controlling multiple algorithms at once. Existing work has generally focused on
algorithm selection methods that chooses the best algorithm to solve a specific instance of a problem among a set of algorithms [85] and algorithm portfolio methods
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that execute a set of algorithms in parallel by assigning different allocations of computation time to each algorithm [69, 109]. However, while these methods have been
effective for general algorithms, they have not typically taken advantage of the main
property of anytime algorithms. An interesting line of work could therefore focus on
developing methods that solve a specific instance of a problem by executing multiple
anytime algorithms in sequence that each share an intermediate solution representation. Intuitively, once the current anytime algorithm reaches a point of diminishing
returns along its performance curve, it would pass its current intermediate solution to
another anytime algorithm within the portfolio of anytime algorithms, which would
perhaps overcome the diminishing returns of the current anytime algorithm. Overall,
the goal of this line of work would be to compute solutions of better quality in less
computation time by executing multiple anytime algorithms in sequence.
Our work on metareasoning for hyperparameter tuning can also be extended in
several ways. First, while we offered a preliminary analysis of the meta-level control
problem for monitoring and controlling anytime weighted A* and RRT*, there is
further optimization and exploration that could be performed to find the best metalevel control problem for each algorithm. For example, the states of computation could
include more informative features while the actions of computation could include more
useful hyperparameters in order to produce more effective meta-level control. Next,
although we conducted an initial exploration of how our approach chooses to adjust
the hyperparameters of anytime weighted A* and RRT* that intuitively explains
the boost in their overall performance, there is further experimentation that could be
performed to better understand its choices. Finally, since our experiments employ the
standard implementations of anytime weighted A* and RRT*, it would be beneficial
to examine more sophisticated versions of each algorithm while also applying our
approach to different classes of algorithms that are popular throughout planning and
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robotics. Needless to say, there are many extensions of our work on metareasoning
for hyperparameter tuning that have not been investigated yet.

7.2.2

Metareasoning for Execution

Our work on metareasoning for both exception recovery and safety can be expanded in several ways. First, our approaches could be applied to a variety of domains, such as package delivery, physical therapy, and household assistance. This
would demonstrate the generality of each approach and the challenges of applying
them to different classes of domains. Next, our approaches could employ more sophisticated general-purpose exception handlers and safety processes that could be
used in a range of different tasks that are common in planning and robotics. This
would highlight that each approach can go beyond the preliminary exception handlers
and safety processes considered in this thesis that have been simplified in the interest
of clarity. Finally, for both approaches, it is possible to perform a deeper theoretical
analysis of their assumptions and their guarantees for exception recovery or safety in
different classes of domains. Overall, there is a seemingly endless amount of work that
could be done to further develop metareasoning for exception recovery and safety.

7.2.3

Integrating Planning and Execution

This thesis proposes a two-pronged metareasoning framework with a planning
module and an execution module. However, the communication between each module
poses many interesting research questions surrounding how the modules could inform
each other of their progress and problems. On the one hand, if the planning module
computes a plan of low solution quality despite determining when to interrupt and
how to tune the hyperparameters of its planning processes, this could indicate to the
execution module that its execution processes may encounter more exceptions and
safety concerns than usual. On the other hand, if the execution module observes that
its execution processes continue to encounter more exceptions and safety concerns
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than usual, this could indicate to the planning module that it may need to monitor
and control its planning processes in a different way. Developing a formal way of
integrating the planning module and the execution module is an important area of
research that we have not given attention to in this thesis.

7.3

Final Thoughts

Throughout this thesis, we have shown that metareasoning can be a powerful approach to building autonomous systems that are required to operate in noisy, stochastic, unstructured domains for long periods of time. In particular, we have shown
that metareasoning can enable autonomous systems to optimize their own planning
processes and their own execution processes for more efficient and reliable decision
making. To this end, we have applied metareasoning to an array of algorithms and
applications, including heuristic search, motion planning, genetic algorithms, simulating annealing, path planning, autonomous driving, and planetary rover exploration.
Most importantly, the main objective of this thesis has been to demonstrate to researchers and practitioners in planning and robotics that many challenging research
questions that arise during the design, development, and deployment of autonomous
systems in the real world can be answered using metareasoning. Finally, while this
thesis represents only a small contribution to building general-purpose autonomous
systems with efficient and reliable decision making, we hope that researchers and
practitioners find value in the main ideas that have been presented here.
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