Introduction
Among the natural questions rst encountered in Galois theory, the problem of computing the Galois group of a given polynomial (e.g., of the splitting eld of this polynomial, relatively to the base eld) is quite natural. We will call it the direct Galois problem. The early mathematicians concerned with the so-called Galois theory created the concept of resolvent, a very suitable one in Galois direct problem. In fact, resolvents and Galois groups were discovered simultaneously, essentially by Lagrange, whose papers on algebraic equations really contains reasonings about groups, although Lagrange did not clearly de ne groups. In these papers, the correspondence between groups and resolvents is also displayed, rather more deeply than in Galois himself (the main contribution of Galois seems related to groups themselves, not to resolvents; he certainly knew Lagrange's work, but he did not have enough time to develop all ideas arising from this knowledge ). During the XIXth century, no really new idea about algebraic equations was found after those of Lagrange, Abel and Galois, and in most papers or monographs, Galois theory was developed using resolvents and nothing else. In the well-known works of Kronecker, Vogt, Weber, C. Jordan and others, attempts very similar one another in order to determine the Galois group of a polynomial are found: one begins with a resolvent, chosen overall according to its ease of determination; whenever this resolvent has a root in the base eld, by what all these authors call the main Galois theorem on resolvents, the Galois group will be contained in the group of this resolvent. If not, one adds a root of the resolvent to the base eld, and so on. What is obtained in this manner is a Jordan-H older sequence of the Galois group , but where only the successive factor groups are known. Moreover, none of these authors points out the case of multiple roots in a resolvent, a circumstance under which the main Galois theorem becomes false (note that in Lagrange's original papers, this case is considered, and Lagrange not only says that then the method fails; but he suggests some ideas to overcome this obstacle. See 11] ). The rst author who really considered the set of all resolvents of a given polynomial and looked at the structure of this set within Galois groups was Berwick. In fact, he uses parts of what we call partition tables to deduce the Galois group from certain con gurations of the resolvent factorizations over the base eld (See 3]). After him, Soicher, Foulkes, Stauduhar,McKay and others investigated this method, obtaining signi cant results. For example, it can be found, in several of their works, that the factorization of a single separable resolvent su ces to deduce the Galois group of an irreducible polynomial of degree 7. Soicher and McKay calculate partial partition tables associated to linear resolvents, thus deducing Galois groups from this factorization of resolvents in many cases up to degree 11. In this paper, we present our main idea for improving the use of resolvents in the Galois direct problem for a polynomial f. Instead of starting with resolvents, we consider the set of all subgroups of the symmetric group S n (n = degree of f). We associate to it a square matrix which coe cients are partitions of integers (here, we mean the word partition in its combinatory sense, not in its set-theoretical sense). These partitions are related to the di erent pairs of conjugacy classes of the subgroups of S n . We call this matrix the partition matrix of S n . Its rows and columns both correspond to the conjugacy classes of subgroups of S n , but not in the same manner: the row conjugacy classes of groups must be viewed as candidates for being the conjugacy class of the seeked Galois group of f, and the column conjugacy classes of groups, as test conjugacy classes. To each test conjugacy class, we associate a resolvent of f; factoring the latter over the base eld, we get a certain partition . We show that the family of partitions such obtained when taking successively all the test conjugacy classes builds one, and exactly one, row of the partition matrix (See Theorem 14). Thus, the Galois direct problem for f amounts to recognize this row, i.e. to e ectively factorize all the resolvents associated to test groups. This seems to be a tremendous task; fortunately, one needs not to compute all this resolvents. In many cases of interest, only a few number of them, associated to test groups of low index in S n , are su cient to our aim. Moreover, when these resolvents are not irreducible, (as it happens almost systematically when the seeked Galois group has high index in S n ), one needs not the whole resolvent, but only some of its factors (See 2]). So, our method allows us to compute Galois groups of separable (not necessarily irreducible) polynomials in many cases up to degree 11: in 1993, we gave a complete algorithm for separable polynomials up to degree 7, and for irreducible polynomials of degree 8, 9 and 11; we gave also an algorithm which covers partially the case of irreducible polynomials of degree 10 (see also 15]).
The idea of partition matrix can be extended to a general nite reference group as well as S n . This leads to generalization of our method to the socalled relative resolvents, (the ones considered above being called absolute resolvents). (See section 4) Finally, the partition matrix can be a powerful theoretical tool, not only a numerical one. As examples, we give a general theorem relating some resolvents, which are very easy to compute, to cyclic or metacyclic Galois groups (see 2]), and we develop a complete method for the Galois group of a polynomial of fth degree having general coe cients (See 6]); the parallel method for polynomial of fourth degree can be found in 1].
Contents of the paper: Section 2 is devoted to the concept of Lagrange resolvent; Section 3 introduces the partition matrix, with statements and proofs of the main results announced above; Section 4 gives an extension to relative resolvents; Section 5 contains some original theoretical results on resolvents.
2 The concept of resolvent Permutation representations . Let K be a commutative eld and let E be a galoisian extension of K. For each polynomial f 2 K X] normal over K, the Galois group Gal (E/K) admits a natural representation in the permutation group of the roots set of f. Thus it will be useful to recall some elementary facts concerning permutation representations. For details, see 4].
Notation . Let C be a conjugacy class of subgroups of a nite group G. We will denote I C the subgroup \ H2C H of G. Then H / G. The class C will be said to bereduced i I C = fe G g. Now, let E be a nite non-empty set. One de nes a permutation representation of G in E as a group morphism: : G ! S E .
The integer N = card (E) is called the degree of . The representation is said faithful i is injective, transitive i the G-set E de ned by has but one orbit, and primitive i the corresponding G-set is primitive. When is transitive, the set fStab G (x)g x2E is a conjugacy class of subgroups of G, which will be said associated with .
Two permutation representations : G ! S E and : G ! S F are called equivalent i there is a bijection : E ! F such that (G) = ?1 (G) for all g 2 G. In case and are equivalent, then Ker ( ) = Ker ( ), the conjugacy classes of subgroups associated with them as above are the same; thus and are both faithful or not, and both transitive or not. Clearly, a permutation representation of degree N of G is equivalent to a permutation representation of G in 1; N] ]. The latter will be called a symmetric representation of G (of degree N).
Transitive permutation representations . Let : G ! S E a transitive permutation representation of the nite group G. Denote by C the associated class: it is reduced i is faithful. Now, choose any x 0 2 E; put H 0 = Stab G (x 0 ). For every element x 2 E, the set (x) = fg 2 G j (g)(x 0 ) = xg is a left coset of G mod H 0 . The map of E into the set (G=H 0 ) is one-to-one; it is readily seen that establishes an equivalence between and the permutation representation of G in S (G=H 0 ) de ned by the left translations of G. The following theorem is easy to check: Theorem 1 Let G be a nite group; let E be a non-empty nite set; put N = card (E). The mapping sending each equivalence class ? of transitive permutation representations of G in E to its associated conjugacy class of subgroups C ? de nes a bijection of the set of these representations on the set of those conjugacy classes of subgroups of G all elements of which have index N in G. This bijection associates reduced classes to faithful representations.
The class ffe G gg corresponds to the set of regular representations.
Permutation representations and splitting elds . From now on, through the whole remaining of the paper, we will denote by k a xed commutative eld, and we will choose once for all an algebraic closure k of k. To each polynomial f 2 k X], there corresponds the splitting eld E f of f over k, i.e. the k-algebra generated in k by the root set of f. Now consider a separable non constant monic polynomial f 2 k X], of degree n, together with an ordering 1 ; : : :; n of its roots set in k. Then we obtain a symmetric representation of degree n of Gal (E f /k):
Gal (E f /k) ! S n ; 7 ! s (1) where s ( i ) = s (i) for all i; (1 i n). This representation will be said associated with the given ordering ( i ) of the set root of f. It is faithful; it is transitive i f is irreducible.
Let t 2 S n . Put 0 i = t ?1 (i) for all i. The symmetric representation associated with the new ordering ( 0 i ) is equivalent to the representation (1), for it is given by the map: 7 ! s 0 = ts t ?1 .
When k is in nite, it is well-known that for each galoisian extension E of k, any faithful symmetric representation of Gal (E/k) is obtainable as the representation associated with an ordering of the roots set in k of a suitable separable polynomial f 2 k X]. (See 2] ). Note that the regular left representation of G corresponds to the case where f is the minimal polynomial of any primitive element of E over k.
Generic resolvents . Let n be a xed natural integer; let X 1 ; : : :; X n be indeterminates over k. Denote by F the eld k(X 1 ; : : : ; X n ), by A the ring k X 1 ; : : :; X n ], by 1 ; : : :; n the elementarysymmetricpolynomials in X 1 ; : : :; X n , by S the ring k 1 ; : : : ; n ], and by K the eld k( 1 ; : : : ; n ). These notations will be available in all the sequel. Then F is the splitting eld over K of F(T) = T n ? 1 T n?1 + + (?1) n n = Q n i=1 (T ? X i ) 2 S T]; so, F is a galoisian extension of K; the symmetric representation associated with the ordering X 1 ; : : :; X n of the roots of F is a group isomorphism: Gal (F/K) ! S n .
It will be convenient to identify the groups Gal (F/K) and S n by means of this isomorphism. Thus, for all 2 S n and f = f(X 1 ; : : :; X n ) 2 F, the image of f under the action of is f(X (1) ; : : : ; X (n) ): it will be denoted by ? f. To 
(X ? i ) = X e ? C 1 X e?1 + : : : + (?1) e C e 2 S X] : (2) PROOF. The freedom of the nitely generated S-module A H comes from the aboved noticed property of ( 1 ; : : :; n ) of being a homogeneous system of parameters (See 13]). Obviously, the rank r of this module is given by: r = dim K Specialized resolvents . In this section, we x a separable monic polynomial f = X n ? c 1 X n?1 + : : : + (?1) n c n 2 k X], of degree n 1, and we denote by E its splitting eld in k. The set of roots of R f of f will be ordered once and for all: R f = f 1 ; : : : ; n g. In order to abridge notations, we denote the specialization morphism A ! k; ' = '(X 1 ; : : :; X n ) 7 ! '( 1 ; : : :; n ) by ' 7 ! e '. Obviously, f i = c i for 1 i n.
De nition 5 Let be a primitive invariant of a subgroup H of S n . The polynomial obtained by substituting the above c i 's to the i 's of 2.2 in L will be called the (H; )-resolvent of f; we will denote it by L ;f . The invariant will be said to bef-separable i L ;f is separable.
As separable resolvents are the easiest to deal with, we must make sure to have at our disposal a whole crowd of them:
Theorem 6 Assume k is in nite. Let A be a subring of k having k as its eld of quotients. Then there exists a primitive homogeneous invariant f-separable of H belonging to A X 1 ; : : :; X n ].
PROOF. Let H be the set of left cosets ( S n /H ). Take n indeterminates U 1 ; : : :; U n over F. As the i 's are distinct, the n! elements ( P n i=1 U i s(i) ) ? 1; (s 2 S n ) of k U 1 ; : : : ; U n ] are mutually coprime. Hence, de ning ' C 2 k U 1 ; : : :; U n ] for C 2 H by:
U i s(i) ) ? 1 ; (6) these ' C 's are mutually coprime too; a fortiori, they are distinct. As A is in nite, we may choose (u 1 ; : : : ; u n ) 2 A n such that the mapping H ! k U 1 ; : : : ; U n ]; C 7 ! ' C (u 1 ; : : :; u n ) is injective. Then, put: (8) hence the polynomial L ;f is separable. In order to obtain a homogeneous primitive invariant, take a new indeterminate over F. For The next theorem is a crucial tool for relating generic and specialized resolvents. Let ? = Gal (E/k). By means of the ordering ( 1 ; : : : ; n ) of the roots set of f, ? can be identi ed with a subgroup of S n . We will do so. 
(keep in mind that in the left-hand side of (11), acts as an element of Gal (F/K), while in the right-hand side, it acts as an element of Gal (E/k)). Rather starting with resolvents, chosen almost randomly after the constraints of e ective calculations, we de ne a priori global abstract groupistic tables in which partitions issued from the factorization of resolvents over the base eld necessarily insert. These tables can be computed by means of various softwares (our calculations were performed on GAP (see 10]); there are some others valuables group softwares, as CAYLEY or MAGMA). From the tables, we infer resolvents needed to search particular Galois groups, and not conversely. Let n be a non-null natural integer. We will call partition of n any n-uple PROOF. We rst show that the choice of U in U is irrelevant. Indeed, let 2 G, and put U 0 = U ?1 . Then we have a natural bijection f : ( G/U ) ! ( G/U 0 ), given by C 7 ! C ?1 , which is easily veri ed to be an isomorphism of G-sets. Thus P(V;U 0 ) = P(V;U). Now, we can prove the independence of P(V;U) on the choice of V in V. Take 2 G ; put V 0 = V ?1 and U 0 = U ?1 . The inner automorphism I : x 7 ! x ?1 of G satis es I ( C) = I ( )I (C) for all 2 G and C 2 ( G/U ). Hence, I induces a bijection of the V -orbit set ( G/U ) onto the V 0 -orbit set ( G/U 0 ). Therefore, P(V 0 ; U 0 ) = P(V;U). By applying the rst part of the proof, we see that P(V 0 ; U 0 ) = P(V 0 ; U); hence P(V;U) = P(V 0 ; U), as desired.
In order to de ne our partition matrix, we now order in any way the conjugacy classes of subgroups of G, namely: (C 1 ; : : :; C s ) (hence s denotes the number of these classes). It will be convenient to choose this ordering so that the indexes ( G : H]) H2C i be decreasing functions of i; thus, C 1 = ffe G gg and C s = fGg. Due to proposition 1.1, to every pair (U; V) of conjugacy classes of subgroups of G, we may associate a well-de ned partition, namely, the partition equal to P(V;U) for all choices of U in U and V in V. This well-de ned partition will be denoted $(V; U). De nition 11 With $(C i ; C j ) 6 = $(C j ; C j ). Therefore the i-th row and the j-th row of P G are distinct.
The main theorem . Now we arrive at the heart of our actual problem, how to relate the partition matrices and the resolvents. At this stage, we will restore the notations n; A; F;K; F; f = X n + P n i=1 (?1) i c i X n?i ; E , ( 1 ; : : :; n ) and the corresponding hypotheses put on at the beginning of sections 2.1.4. and 2.1.6. We denote by ? the Galois group Gal (E/k), and by C its conjugacy class in S n . The set N n will be equipped with the direct product ordering issued from the natural order on N. This ordering will be denoted . Thus, for a = (a 1 ; : : :; a n ) 2 N n and b = (b 1 ; : : :; b n ) 2 N n , the assertion a b means that a i b i for all i. Recall that the result '( 1 ; : : :; n ) of the specialization (X 1 ; : : : ; X n ) ! ( 1 ; : : : ; n ) in a polynomial ' ( 1 ; : : :; e ) $(C; C) : (12) b) If L ;f is separable, one has: ( 1 ; : : :; e ) = $(C; C) : (13) PROOF. Take b) As L ;f is separable, now P e j=1 j j = e. This obviously forces the inequality (12) to be an equality.
We now return to our problem of nding the Galois group ? = Gal (E/k) of f. Here we take as group G the group S n . We will x an ordering (C 1 ; : : :; C s ) for the conjugacy classes of subgroups of S n , as explained just after proposition 3.1, and we will use the corresponding partition matrix P Sn = $(C i ; C j )] f 1 i s 1 j s For each j 2 1; s] ], denote e j = S n : H j ], choose a subgroup H j 2 C j and a primitive invariant j of H j . Let j;`b e the number of irreducible factors over k of degree`of L j ;f (1 ` e j ). Put: P j = ( j;1 ; : : :; j;e j ). Then it is immediatly seen from (13): Theorem 16 Assume all the above invariants j be f-separable. The conjugacy class of ? in S n is C r , where r designates the integer such that the r-th row of the partition matrix P Sn coincides with (P 1 ; : : : ; P s ), the P j 's being those de ned previously. Now, the chasing'resolvents method runs as follows: rst of all, the partition matrix P Sn is displayed (we have found it entirely for n 7 using the software GAP). Then, f-separable primitive invariants j are determined, corresponding specialized resolvents L j ;f are computed; it remains to factorize these resolvents over the base eld and to apply theorem 3.6. (Note that existence of such j 's is made sure by theorem 2.6 when k has null characteristic). When running the chasing'resolvents method, it is convenient to view the above subgroups H j as test groups (keeping in mind that only their conjugacy classes are relevant). They correspond to the columns of P Sn . On the other hand, the rows of P Sn , which correspond too to the classes C j , must be viewed as the candidates subgroup classes, because one and only one of them comes from ?.
The worth of this method should'nt fail to strike the reader, owing to its applicability to polynomials f assumed solely to be separable, not necessarily irreducible over the base eld k.
Improvements to the chasing'resolvents method. . Of course, if all the j 's and all the L j ;f 's had to be computed, this would be an almost insuperable task.
Fortunately, it appears that only very few of them are needed for explicit calculations. For example, if it is known that f is irreducible over k, only the columns of P Sn relative to transitive subgroup classes of S n are required. (By a transitive class, we mean a class of transitive subgroups of S n ). Moreover, far from all test groups are needed, as shown by direct examination of the actual partition matrices at our disposal. The heavy hypotheses of separability can be enlarged too. Finally, in many cases, the whole resolvents are not needed: some suitable factors of them may su ce.
Example 17 The degree 4. Now, we shall display the chasing'resolvents method for n = 4, which will su ce for a good understanding (the complete partition matrices are available for all n 7; the partial partition matrices relative to transitive candidates are available too up to degree 11; we cannot give any of them here, for the sake of their excessive length). For our present purpose, we assume the characteristic of k is neither 2 nor 3. By using GAP, we rst obtain groups H j representative of the 11 conjugacy classes in S 4 , ordered as explained above: Invariant X 1 X 2 2 X 3 3 X 1 X 2 X 2 $(C m ; C j ) = $(C r ; C j ). We will say that a subset J of 1; s] ] sorts the class C r i \ j2J U j;r = frg. This amounts to requiring that in the submatrix of P Sn obtained by cancelling the columns which index is not in J, the rows of index 6 = r are all di erent from the r-th. Clearly, when ? happens to belong to C r , in order to nd ?, the chasing'resolvents method will work with the only knowledge of the resolvents L j ;f where j describes any set J sorting C r . As an example, look again at the table 2 : it is seen that the invariant 9 , classically used for solving equations of degree 4, is a very bad one as regards to sorting. At the contrary, the pair (X 1 X 2 X 2 3 ; 4 ) su ces for sorting any conjugacy class of subgroups of S 4 .
Relative resolvents
In this section, we keep all the general notations and hypotheses of section 3. We x a subgroup L 0 of S n containing ?, and we put e 0 = S n : L 0 ]. We denote by C L 0 ] the conjugacy class of ? = Gal (E/k) in L 0 . It follows readily from (11) ;f (X).
Le J be the set fj 2 coincides with (P 1 ; : : : ; P s 0 ), the P j 's being those de ned previously.
As a nice application of relative resolvents, we mention the complete general determination of the Galois group for a polynomial of degree 4 . It must be noticed that the above resolvent L 9 ;f , which looked so bad, becomes a very good one when joining to it a suitable relative resolvent. In addition, L 9 ;f is always separable when f is (see 1] and 6]). Specialization of Galois groups . By means of resolvents, the classical Dedekind theorem about specialization of Galois groups can be highly improved. In fact, assuming that some separable irreducible resolvents remain irreducible separable under specialization, we have proved that Galois groups remain the same (the Dedekind theorem gives only su cient conditions under which the spcialized Galois group will be a subgroup of the initial Galois group). (For details, see 2]).
