In this paper, we consider G a b o r expansion of signals that are oversampled in the time-frequency domain by a n integer factor. We demonstrate that using a combination of non minimum norm dual windows a n d discrete Fourier transforms (DFT), we can obtain the Gabor expansion very efficiently. The conventional method used to solve this problem is compared with o u r method and the advantages of our method are explicitly shown.
INTRODUCTION
It is often necessary to represent signals in the combined time-frequency domain as many applications in the fields of pattern classification, computer vision, and texture segmentation, among others, require localization of frequencies in time (or space). Representation in the time-frequency domain can be accomplished by many techniques, among which the Gabor representation is one of the most popular. Important advangtages of the Gahor representation include uniform resolution and optimal resolution in the time-frequency domain with the Gaussian window function.
We consider a discreie time, finite energy signal f[k] E C L , with Gabor coefficients cm," given by: = y[k -na]eJ2"mbk/L is a dual Gahor window, ii = Lla E N and 6 = Llb E N are the number of shifts along the time and frequency axes respectively and N denotes the set of natural numbers. The task is to efficiently compute a dual Gabor window y [ k ] .
In this paper, we consider the case in which the representation is overcomplete, so that the vectors g,,,, , we discussed the problems of computational complexity and instability often seen in the computation of the minimum norm dual window and introduced non minimum norm dual windows. In this paper, we propose a fast method to compute the dual window y[k] based on discrete Fourier transforms (DFh) and non minimum norm dual windows for integer oversampling. We also derive an easily verifiable condition for the existence of the non minimum norm dual window for integer oversampling. We analyze the complexity of computing both the minimum norm dual window and the non minimum norm dual window and and show that our method is much faster.
The paper is organized as follows: in Section 2, we focus on the formulation of the problem, briefly introduce the standard method to solve this prohlem and consider non minimal duals. In Section 3, we mention some properties of the non minimal dual of the type introduced in Section 2 and use them to develop existence conditions for the non minimum dual. In Section 4, ,we present a DIT based technique for computing the dual that is faster than the traditional techniques. Some examples are considered in Section 5 .
NON MINIMUM NORM DUALS
Consider the expansion of a discrete time, finite energy sig-
overcomplete basis for C L , our problem is to reconstruct 0-7803-8427-XlO4!$20.00@2004 IEEE the signal from the coefficients (I). In matrix form, the coefficients can be written as i. = ~* t 
Here I, is an identity matrix of size a x a, @ denotes the Kronecker product, and F is a Fourier matrix of size ii x ii, given by
Therefore we have that
where R is a diagonal matrix, S = GG' and FB is defined by (7). Using (9), the computation of the inverse of the matrix S is straightforward; it is given by
The minimum norm dual window is then computed as [31, 
. , A x -I )
where A,, p E 0,. . . , ii -1 is an a x a matrix, and C stands for rotation of the blocks A,, so that P has the following structure:
In general (when L is not divisible by ab), the matrices A,, p E 0,. . . , i i -1 have no particular structure. However, when L is divisible by ab, the matrices A,, p E 0,. . . ,ii-1 are either diagonal matrices or null matrices. More specifially, the matrices A , , p E 0, Llab,. . . , ( b -l ) L / a b are diagonal matrices and the other matrices are null matrices [SI.
In our previous paper [7] , we showed that if P is invertible, then a dual of the form (12) exists. When L is divisible by ab, we have an easily verifiable condition for the invertilibity of P as shown below in Theorem I. The condition for invetibility of P relies on the definition of the DFT of a block circulant matrix which is given by F ( P ) = C ( . & , . . . , A i -l 
COMPUTATIONAL ISSUES

In many practical applications, the window function g [ k ]
is chosen to he a Gaussian function given by g effective spread of h[k] is a. Outside this effective spread, the value of the window is negligibly small (less than a thousandth of the value of the window at the peak). The effective spread of the window h[k] is from -a12 to a l 2 . Therefore, the matrix H is made block diagonal for all practical purposes and looks as shown below.
The E is used to denote that the value of the elements in these blocks is extremely small. Each block H,, U E 0 , . . . ,Ti -1 and E is of size a x 6.
In the creation of the matrix P it can be seen that, because we limited the spread of h(k], the elements of P are generated by Pk,k+q~ = l , q E 0, ..., b -l a n d kn,a E 0,1,. . . ,a and 0 otherwise.
Theorem 2 [7] If g [ k ]
= C k 2 / " : , 0 < u1 < x and h(k] = e-k2/ui, 0 < uz < M and L is divisible by ab, then the matrix P i s invertible.0 The theorem allows us to use all Gaussian functions in our implementations of the algorithm when L i s divisible by ab. The proof of the theorem follows directly from Theorem I .
Algorithm:
The algorithm to compute the dual window when L i s divis- 
Computational Complexity
The computational complexity of the traditional algorithm Usually ii i s very large compared to a since the shift needs to be small enough to capture all the details of the signal accurately. Therefsre, anything that removes Ti component from the multiplications will simplify the procedure. In our case, the number of operations necessary to generate the matrix P is 2ab and the number of additions i s 0. The computational complexity for computing the Fourier components and inverting P i s given by O (2Llog(b) ). The overall computational complexity of our algorithm is given by 0(2Llog(b)) + 2ab. Since b < ii and 2ah < ( E + l)ah, our technique i s much faster than the traditional algorithm.
EXAMPLES
We now consider examples of two possible dual windows of a typical Gaussian Window with uI = 16. Figure I shows a typical minimum norm dual window with c1 = u2 = 16.
The lattice constants (a, b) were both set to 8 and the length of the signal was 256. Figure 2 shows the non minimum '2 . . , dual with 02 = 4. Since a is 8 (quadruple the value ofua), the values of h[k] outside twice the spread can he neglected.
As can he seen in Figure 2 , even the non minimal dual window gives a good localization. The number of operations necessary to compute the minimum norm dual i s roughly 8 times the number of operations required to calculate the non minimum norm dual shown in Figure 2 .
I t has been observed that when u1 i s very different from the shift a , the determinant o f the matrix S = GG' is very close to zero (though it is never equal to zero) [7] . I 
