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Abstract
In this paper, we study a system of p-Laplacian elliptic equations


pu− |u|p−2u= Fu(|x|, u, v) in RN,
−pv + |v|p−2v = Fv(|x|, u, v) in RN,
u, v ∈ W1,p(RN).
Applying Principle of Symmetric Criticality and a Limit Index Theory, under some assumptions
on Fu, Fv, we can obtain the existence of inﬁnitely many radial solutions and nonradial solutions
for the above system, which extends some results in Li (Nonlinear Anal. TMA 25 (1995) 1371).
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1. Introduction
The paper is devoted to the study of multiple solutions for a noncooperative elliptic
system


pu− |u|p−2u = Fu(|x|, u, v) in RN,
−pv + |v|p−2v = Fv(|x|, u, v) in RN,
u, v ∈ W 1,p(RN),
(1.1)
where 1 < p < N, Fs(|x|, s, t) = F(|x|,s,t)s , Ft (|x|, s, t) =
F(|x|,s,t)
t . The growth
condition of F(|x|, s, t) will be given in the following. The functional corresponding
to the problem (1.1) is
I (u, v) := − 1
p
∫
RN
(|∇u|p + |u|p) dx + 1
p
∫
RN
(|∇v|p + |v|p) dx − J (u, v), (1.2)
where J (u, v) = ∫RN F (|x|, u, v) dx, u, v ∈ W 1,p(RN).
The functional I is strongly indeﬁnite in the sense that it is neither bounded from
above nor from below. There are many strongly indeﬁnite functionals which correspond
to some Hamiltonian Systems, Nonlinear Wave Equations and Noncooperative Elliptic
Systems coming from physical situations. Some strongly indeﬁnite functionals having
symmetries with respect to the action of some Lie group, such as Z2, S1, are expected
to have multiple solutions. There are a lot of papers concerned with the topic. For
example, see [2,3,7,13] and the references therein.
In [2], Benci assumed X is a Hilbert space, f satisﬁes (PS) condition and is the form
f (u) = 12 〈Lu, u〉 + (u),
where L is bounded self-adjoint operator and ′ is Compact. In [3], Costa assumed
f (u) = 12 〈Lu, u〉 −N(u),
where  is a bounded domain, u ∈ H ⊂ L2(), L is an unbounded, self-adjoint operator
on the closed subspace H of L2(), N ′ is compact. Under some conditions, the above
two authors obtained the existence of multiplicity of solutions for the functional f. As
a application, Costa considered the problem (1.1) for p = 2 in bounded domains. In
[7], the author consider the boundary value problem
{
pu = Fu(x, u, v) in , u| = 0,−pv = Fv(x, u, v) in , v| = 0,
where u, v ∈ W 1,p0 (),  is an bounded domain in RN, 1 < p < N. Comparing with
[2], there are some difﬁculties in considering the above problem because W 1,p0 () is
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not always a Hilbert space for general p. In order to overcome these difﬁculties, Li
introduced a Limit Index Theory. And he obtained an unbounded sequence of solutions
for the above boundary value problem.
In the present paper, we are interested in ﬁnding the existence of inﬁnitely many
radial and nonradial solutions for the problem (1.1). Our approach is largely inspired
by Bartsch and Willem [1] and Li [7]. There are two difﬁculties in considering the
elliptic problem (1.1). One is the functional (1.2) is strongly indeﬁnite. Therefore one
cannot apply the Symmetric Mountain Pass Theorem in considering the existence of
inﬁnitely many critical points of the functional I. The other is the loss of compactness,
that is, the imbedding W 1,p(RN) ↪→ Lq(RN) (p < q < p∗ = Np
N−p ) is not compact
because RN is an unbounded domain. In our paper, we consider the functional I in
W
1,p
O(N)(R
N), then apply the Principle of Symmetric Criticality [10]. The principle says
that any critical point of I in W 1,pO(N)(R
N) is the critical point of I in W 1,p(RN). Since
the imbedding W 1,pO(N)(R
N) ↪→ Lq(RN) is compact, we can apply the Limit Index
Theory to obtain the existence of multiplicity of solutions for the functional (1.2). In
order to apply the Limit Index Theory, we must overcome a few difﬁculties in the
choice of the decomposition of W 1,pO(N)(R
N).
Our fundamental assumptions are as follows:
(A1) F ∈ C1([0,+∞)× R2,R).
(A2) for some p < q < p∗ = NpN−p , C1, C2 > 0 ∀r0, |Fs(r, s, t)| + |Ft(r, s, t)|
C1(|s|p−1 + |t |p−1)+ C2(|s|q−1 + |t |q−1).
(A3) There exist  > p and C3 > 0 such that for every r0, s2 + t2C3
0 < F(r, s, t)sFs(r, s, t)+ tFt (r, s, t).
(A4) |Fs(|x|, s, t)| + |Ft(|x|, s, t)| = o(|s|p−1)+ o(|t |p−1), uniformly on RN as |s|2 +
|t |2 → 0.
(A5) sFs(r, s, t)0 or tFt (r, s, t)0 ∀(r, s, t) ∈ [0,+∞)× R2.
(A6) F is even in (s, t): F(r,−s,−t) = F(r, s, t) for any r0, s, t ∈ R.
Now we can state our main results:
Theorem 1.1. Assume that F satisﬁes (A1)–(A6). Then the functional I possesses an
unbounded sequence of critical values ck , that is, the problem (1.1) possesses inﬁnitely
many radial solutions ±uk, k ∈ N.
Theorem 1.2. If N = 4 or N6, and under the assumptions (A1)–(A6), the problem
(1.1) possesses inﬁnitely many nonradial solutions ±uk, k ∈ N.
Remark 1.3. The assumptions (A1)–(A4), (A6) is taken from [1]. In [1], the authors
considered the existence of nonradial solutions for the Euclidean scalar ﬁeld equation:
−u+ V (|x|)u = f (|x|, u), x ∈ RN, u ∈ H 1(RN).
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The paper is organized as follows: In Section 2, we shall give some preliminaries.
In Section 3, the proof of (PS)∗c condition is given. In Section 4, we shall give the
proof of Theorems 1.1 and 1.2. In this section, we use the Limit Index Theory and
Principle of Symmetric Criticality to prove them.
Notation. | · |p is the usual norm in Lp(RN). Lp2 (RN) = Lp(RN) × Lp(RN) with
the norm ‖(u, v)‖(p) := (|u|pp + |v|pp)
1
p
. D() := {u ∈ C∞()| supp u is a compact
subset in }. E := W 1,p(RN) is the completion of D(RN) with the norm ‖u‖p :=
(
∫
RN (|∇u|p + |u|p) dx)
1
p
. Weak (resp., strong) convergence is denoted by ⇀ (resp.,
→). G1 = O(N) is the group of orthogonal linear transformations in RN . EG1 =
W
1,p
O(N)(R
N) := {u ∈ W 1,p(RN); gu(x) = u(g−1x) = u(x), g ∈ O(N)}. G2 =
Z2, Y = E × E, X = YG1 = EG1 × EG1 . Ci will denote a positive constant and can
be determined in concrete conditions.
2. Preliminaries
First of all, we recall the Limit Index Theory due to Li [7] and the Principle of
Symmetric Criticality due to Palais [10]. In order to do that, we introduce the following
deﬁnitions (see [15]).
Deﬁnition 2.1. The action of a topological group G on a normed space Z is a contin-
uous map
G× Z → Z : [g, z] → gz
such that
1 · z = z, (gh)z = g(hz), z −→ gz is linear for ∀g, h ∈ G.
The action is isometric if
‖gz‖ = ‖z‖.
The set of invariant points is deﬁned by
Fix G := {z ∈ Z; gz = z ∀g ∈ G}.
A set A ⊂ Z is invariant if gA = A for every g ∈ G. A function  : Z → R is
invariant if (g(z)) = (z) for every g ∈ G, z ∈ Z. A map f : Z → Z is equivariant
if f (g(z)) = g(f (z)) for every g ∈ G, z ∈ Z.
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Suppose Z is a G-Banach space, that is, there is a G isometric action on Z. Let
 = {A ⊂ Z; A is closed and gA = A ∀g ∈ G}
be the family of all G-invariant closed subsets of Z, and let
 = {h ∈ C0(Z,Z); h(gz) = g(h(z)) ∀g ∈ G}
be the class of all G-equivariant mapping of Z. Finally, we call the set
O(z) = {gz; g ∈ G}
G-orbit of z.
Deﬁnition 2.2 (cf. Struwe [11, p. 91]). An index for (G,,) is a mapping i : →
Z+ ∪ {+∞}(where Z+ is the set of all nonnegative integers) such that for all A, B ∈
, h ∈  the following conditions are satisﬁed:
(1) i(A) = 0 ⇔ A = ∅,
(2) (Monotonicity) A ⊂ B ⇒ i(A) i(B),
(3) (Subadditivity) i(A ∪ B) i(A)+ i(B),
(4) (Supervariance) i(A) i(h(A)),
(5) (Continuity) If A is compact and A ∩ Fix G = ∅, then i(A) <∞ and there is a
G-invariant neighbourhood N of A such that i(N) = i(A),
(6) (Normalization) If z∈Fix G, i(O(z)) = 1.
Deﬁnition 2.3 (cf. Benci [2, Deﬁnition 2.1]). An index theory is said to satisfy the
d-dimension property if there is a positive integer d such that
i(V dk ∩ S1) = k
for all dk-dimensional subspaces V dk ∈  such that V dk ∩ Fix G = {0}, where S1 is
the unit sphere in Z.
Suppose U and V are G-invariant closed subspaces of Z such that
Z = U ⊕ V,
where V is inﬁnite dimensional and
V = ∪∞j=1Vj ,
where Vj is a dnj -dimensional G-invariant subspace of V, j = 1, 2, . . . , and V1 ⊂
V2 ⊂ . . . . Let
Zj = U ⊕ Vj
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and ∀A ∈ , let
Aj = A ∩ Zj .
Deﬁnition 2.4 (cf. Li [7, Deﬁnition 2.4]). Let i be an index theory satisfying the d-
dimension property. A limit index with respect to (Zj ) induced by i is a mapping
i∞ : → Z ∪ {−∞,+∞}
given by
i∞(A) = lim sup
j→∞
(i(Aj )− nj ).
Proposition 2.5 (cf. Li [7, Deﬁnition 2.5]). Let A,B ∈ . Then i∞ satisﬁes:
(1) A = ∅ ⇒ i∞(A) = −∞,
(2) (Monotonicity) A ⊂ B ⇒ i∞(A) i∞(B),
(3) (Subadditivity) i∞(A ∪ B) i∞(A)+ i(B),
(4) If V ∩ Fix G = {0}, then i∞(S ∩ V ) = 0, where S = {u ∈ Z, ‖z‖ = },
(5) If Y0 and Y˜0 are G-invariant closed subspaces of V such that V = Y0⊕ Y˜0, Y˜0 ⊂
Vj0 for some j0 and dim Y˜0 = dm, then i∞(S ∩ Y0) −m.
Deﬁnition 2.6. A functional f ∈ C1(Z,R) is said to satisfy the condition (PS)∗c if any
sequence {znk }, znk ∈ Z(nk) such that
f (znk )→ c and dfnk (znk )→ 0 as k →∞
possesses a convergent subsequence, where Z(nk) is the nk-dimension subspace of Z,
fnk = f |Z(nk) .
Theorem 2.7 (cf. Li [7, Corollary 4.4]). Assume that
(B1) f ∈ C1(Z,R) is G-invariant,
(B2) there are G-invariant closed subspaces U and V such that V is inﬁnite dimensional
and Z = U ⊕ V .
(B3) there is a sequence of G-invariant ﬁnite-dimensional subspaces
V1 ⊂ V2 ⊂ · · · ⊂ Vj ⊂ · · · , dim Vj = dnj ,
such that V = ∪∞j=1Vj ,
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(B4) there is an index theory i on Z satisfying the d-dimension property,
(B5) there are G-invariant subspaces Y0, Y˜0, Y1 of V such that V = Y0⊕Y˜0, Y1, Y˜0 ⊂
Vj0 for some j0 and dim Y˜0 = dm < dk = dimY1,
(B6) there are  and 	,  < 	 such that f satisﬁes (PS)∗c , ∀c ∈ [,	],
(B7)


(a) either F ix G ⊂ U ⊕ Y1 or F ix G ∩ V = {0},
(b) there is  > 0 such that f (z) ∀z ∈ Y0 ∩ S,
(c) f (z)	 ∀z ∈ U ⊕ Y1,
if i∞ is the limit index corresponding to i, then the numbers
cj = inf
i∞(A) j
sup
z∈A
f (z), −k + 1j −m,
are critical values of f and c−k+1 · · · c−m	. Moreover, if c = cl = · · · =
cl+r , r0, then i(Kc)r + 1, where Kc = {z ∈ Z; df (z) = 0, f (z) = c}.
At last, we shall give our proof of the Principle of Symmetric Criticality (cf. [10,
Theorem 5.4]).
Proposition 2.8. Assume that I is a G– invariant functional, if (u, v) ∈ X such that
dI (u, v) = 0 in X∗ = Y ∗G1 = E∗G1 × E∗G1 , then dI (u, v) = 0 in Y ∗ = E∗ × E∗.
3. Proof of the (PS)∗c conditions
By Proposition 2.8, for ﬁnding critical points of the functional (1.2) in Y , we can
consider the existence of critical points of the functional (1.2) in X. From now on,
we make the restriction that the deﬁnition domain of the functional I is X. In order
to prove that I satisﬁes (PS)∗c , we recall some properties of the Banach space E and
EG1 .
According to [14, 4.9.4], there exists a Schauder basis {e′n}∞n=1 for E. Let en =∫
O(N)
e′n(g(x)) dg, going if necessary to select one in identical elements, we know
that {en}∞n=1 is a Schauder basis for EG1 . Since EG1 is reﬂexive, there are {e∗m}∞m=1,
such that 〈e∗m, en〉 = 
m,n =
{
1 if m = n
0 if m  = n forms a basis for E
∗
G1
. Denote
E
(n)
G1
= span{e1, . . . , en},
E
(n)⊥
G1
= span{en+1, . . .}
and
E
∗(n)
G1
= span{e∗1, . . . , e∗n}.
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Let Pn : EG1 → E(n)G1 be the projector corresponding to the decomposition EG1 =
E
(n)
G1
⊕E(n)⊥G1 and P ∗n : E∗G1 → E
∗(n)
G1
be the projector corresponding to the decomposi-
tion E∗G1 = E
∗(n)
G1
⊕ E∗(n)⊥G1 . Then Pnu→ u, P ∗n v∗ → v∗ for any u ∈ EG1 , v∗ ∈ E∗G1
as n→∞ and 〈P ∗n v∗, u〉 = 〈v∗, Pnu〉.
Lemma 3.1. Assume 1p, r <∞, f ∈ C(RN × R2) and
f (x, u, v)C4(|u|
p
r + |v|
p
r ).
Then, for every (u, v) ∈ Lp2 (RN), f (·, u, v) ∈ Lr(RN) and the operator
T1 : Lp2 (RN)→ Lr(RN) : (u, v)→ f (x, u, v)
is continuous.
Proof. (1) Assume that (u, v) ∈ Lp2 (RN). Since
∫
RN
|f (x, u, v)|r dxC4
∫
RN
(|u|
p
r + |v|
p
r )r dxC42r
(∫
RN
(|u|p + |v|p) dx
)
<∞,
it follows that f (·, u, v) ∈ Lr(RN).
(2) Assume (un, vn) → (u, v) ∈ Lp2 (RN). Going if necessary to a subsequence, we
can assume that un(x)→ u(x), vn(x)→ v(x) a.e. on RN . There exists a subsequence
(u˜n, v˜n) of (un, vn) such that
|u˜j+1 − u˜j |p2−j , |v˜j+1 − v˜j |p2−j ∀j1.
Let us deﬁne
(u˜(x), v˜(x)) :=

|u˜1(x)| + +∞∑
j=1
|u˜j+1(x)− u˜j (x)|, |v˜1(x)| +
+∞∑
j=1
|v˜j+1(x)− v˜j (x)|

 .
And u˜(x) ∈ Lp(RN), v˜(x) ∈ Lp(RN). It is clear that, |u˜n(x)| u˜(x), |v˜n(x)| v˜(x),
a.e. on RN, and so |u(x)| u˜(x), |v(x)| v˜(x). Since
|f (x, u˜n, v˜n)− f (x, u, v)|r4rC4(|u˜|p + |v˜|p) ∈ L1(RN).
It follows from Lebesgue dominated convergence theorem that T1(u˜n, v˜n) → T1(u, v)
in Lr(RN). Then T1(un, vn)→ T1(u, v) in Lr(RN). 
214 D. Huang, Yongqing Li / J. Differential Equations 215 (2005) 206–223
Deﬁnition 3.2. On the space Lp(RN) ∩ Lq(RN), we deﬁne the norm
|u|p∧q = |u|p + |u|q .
On the space Lp2 (R
N) ∩ Lq2(RN), we deﬁne the norm
‖(u, v)‖p∧q = ‖(u, v)‖(p) + ‖(u, v)‖(q).
On the space Lp(RN)+ Lq(RN), we deﬁne the norm
|u|p∨q = inf{|v|p + ||q; v ∈ Lp(RN), ∈ Lq(RN), u = v + }.
Lemma 3.3. Assume that 1p, r, q, s <∞, f ∈ C(RN × R2) and
f (x, u, v)C5(|u|
p
r + |v|
p
r )+ C6(|u|
q
s + |v|
q
s ).
Then, for every (u, v) ∈ Lp2 (RN) ∩ Lq2(RN), f (·, u, v) ∈ Lr(RN)+ Ls(RN) and the
operator
T2 : Lp2 (RN) ∩ Lq2(RN)→ Lr(RN)+ Ls(RN) : (u, v)→ f (x, u, v)
is continuous.
Proof. Let  ∈ D((−2, 2) × (−2, 2)) be such that  = 1 on (−1, 1) × (−1, 1) and
deﬁne
g(x, u, v) := (u, v)f (x, u, v), h(x, u, v) := (1− (u, v))f (x, u, v).
We can assume that p/rq/s. Hence we have
|g(x, u, v)|C7(|u|
p
r + |v|
p
r ), |h(x, u, v)|C8(|u|
q
s + |v|
q
s ).
Assume that (un, vn)→ (u, v) in Lp2 (RN) ∩ Lq2(RN). As in the proof of Lemma 3.1,
we have that g(x, un, vn) → g(x, u, v) in Lr(RN) and h(x, un, vn) → h(x, u, v) in
Ls(RN). Since
|f (x, un, vn)− f (x, u, v)|r∨s
 |g(x, un, vn)− g(x, u, v)|r + |h(x, un, vn)− h(x, u, v)|s ,
it follows that f (x, un, vn)→ f (x, u, v) in Lr(RN)+ Ls(RN). 
D. Huang, Yongqing Li / J. Differential Equations 215 (2005) 206–223 215
Proposition 3.4. Suppose F satisﬁes (A1)–(A4). Then
(i) I, J ∈ C1(X,R) and
〈dI (u, v), (u˜, v˜)〉
= −
∫
RN
|∇u|p−2∇u∇u˜ dx + |u|p−2uu˜
+
∫
RN
|∇v|p−2∇v∇v˜ dx − 〈dJ (u, v), (u˜, v˜)〉 + |v|p−2vv˜,
where
〈dJ (u, v), (u˜, v˜)〉 =
∫
RN
Fs(|x|, u, v)u˜ dx +
∫
RN
Ft (|x|, u, v)v˜ dx.
In particular, each critical point of I is a weak solution of the problem (1.1).
(ii) dJ is compact.
Proof. (i)
〈dI (u, v), (u˜, v˜)〉
= −
∫
RN
|∇u|p−2∇u∇u˜ dx + |u|p−2uu˜
+
∫
RN
|∇v|p−2∇v∇v˜ dx − 〈dJ (u, v), (u˜, v˜)〉 + |v|p−2vv˜,
the proof is similar to that in [12, Proposition 5.1]. Now, we shall only prove if
(un, vn) → (u, v) in X, then ‖dJ (un, vn) − dJ (u, v)‖ → 0, that is dJ is continuous.
By Hölder Inequality
|〈dJ (un, vn), (u˜, v˜)〉 − 〈dJ (u, v), (u˜, v˜)〉|

∫
RN
|Fs(|x|, un, vn)− Fs(|x|, u, v)||u˜| dx
+
∫
RN
|Ft(|x|, un, vn)− Ft(|x|, u, v)||v˜| dx
 |Fs(|x|, un, vn)− Fs(|x|, u, v)|p′∨q ′ |u˜|p∧q
+|Ft(|x|, un, vn)− Ft(|x|, u, v)|p′∨q ′ |v˜|p∧q,
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where 1/p + 1/p′ = 1, 1/q + 1/q ′ = 1. By (un, vn) → (u, v) in X, we have
(un, vn)→ (u, v) in Lp2 (RN) ∩ Lq2(RN). It follows from (A2) and Lemma 3.3 that
Ft(|x|, un, vn)→ Ft(|x|, u, v) in Lp′(RN)+ Lq ′(RN),
Fs(|x|, un, vn)→ Fs(|x|, u, v) in Lp′(RN)+ Lq ′(RN).
Therefore, ‖dJ (un, vn)− dJ (u, v)‖ → 0.
(ii) Using (A2) and (A4), for ∀ ε > 0, we obtain that ∃ Cε > 0 such that
|Fs(|x|, s, t)| + |Ft(|x|, s, t)|ε(|s|p−1 + |t |p−1)+ Cε(|s|q−1 + |t |q−1).
Let us assume un ⇀ u, vn ⇀ v in EG1 . Since EG1 ↪→ Lq(RN) is compact, we have
(un, vn)→ (u, v) in Lq2(RN). By Lemma 3.1,
Fs(|x|, un, vn)− ε(|un|p−1 + |vn|p−1)→ Fs(|x|, u, v)− ε(|u|p−1 + |v|p−1)
in L
q
q−1 (RN),
Ft (|x|, un, vn)− ε(|un|p−1 + |vn|p−1)→ Ft(|x|, u, v)− ε(|u|p−1 + |v|p−1)
in L
q
q−1 (RN).
So we obtain
‖Fs(|x|, un, vn)− Fs(|x|, u, v)‖ + ‖Ft(|x|, un, vn)− Ft(|x|, u, v)‖
= sup
‖u˜‖p1
∫
RN
|Fs(|x|, un, vn)− Fs(|x|, u, v)||u˜| dx
+ sup
‖v˜‖p1
∫
RN
|Ft(|x|, un, vn)− Ft(|x|, u, v)||v˜| dx < εC9.
Hence, dJ is compact. 
Lemma 3.5 (cf. Damascelli [5]). There exist constants C10, C11 such that for all
,  ∈ Rn, n1,
(||p−2− ||p−2)(− )C10(|| + ||)p−2|− |2,
(||p−2− ||p−2)(− )C11|− |p if p2.
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Lemma 3.6. Let T3 : E → E∗ be the mapping given by
〈T3u, v〉 =
∫
RN
(|∇u|p−2∇u∇v + |u|p−2uv) dx.
Then
(i) The operator T3 is bounded, continuous.
(ii) If un ⇀ u˜ in E and 〈T3un − T3u˜, un − u˜〉 → 0, then un → u˜ in E.
Proof. (i) By
‖T3u‖E∗ = sup
‖v‖p1
∫
RN
(|∇u|p−2∇u∇v + |u|p−2uv) dx
 sup
‖v‖p1
(|∇u|p−1p |∇v|p + |u|p−1p |v|p)
 |∇u|p−1p + |u|p−1p , (3.1)
we know that T3 is bounded. If un → u˜ in E, that is ‖un− u˜‖ → 0. By (3.1), we have
‖T3un − T3u˜‖E∗ → 0. Therefore, T3 is continuous.
(ii) If un ⇀ u˜ in E, then {un} is bounded in E. By Lemma 3.5,
〈T3un − T3u˜, un − u˜〉
=
∫
RN
(|∇un|p−2∇un − |∇u˜|p−2∇u˜)(∇un − ∇u˜) dx
+
∫
RN
(|un|p−2un − |u˜|p−2u˜)(un − u˜) dx
(|∇un − ∇u˜|pp + |un − u˜|pp) if p2.
If 1 < p < 2, by Lemma 3.5 and Hölder inequality,
‖un − u˜‖pp 
∫
RN
|∇un − ∇u˜|p(|∇un| + |∇u˜|)
p(p−2)
2 (|∇un| + |∇u˜|)
p(2−p)
2 dx
+
∫
RN
|un − u˜|p(|un| + |u˜|)
p(p−2)
2 (|un| + |u˜|)
p(2−p)
2 dx

(∫
RN
|∇un − ∇u˜|2 · (|∇un| + |∇u˜|)p−2 dx
)p
2
×
(∫
RN
(|∇un| + |∇u˜|)p dx
) 2−p
2
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+
(∫
RN
|un − u˜|2 · (|un| + |u˜|)p−2 dx
)p
2
(∫
RN
(|un| + |u˜|)p dx
) 2−p
2

(
1
C10
∫
RN
(|∇un|p−2∇un − |∇u˜|p−2∇u˜)(∇un − ∇u˜) dx
)p
2
C12
+
(
1
C10
∫
RN
(|un|p−2un − |u˜|p−2u˜)(un − u˜) dx
)p
2
C12 → 0.
The proof is complete. 
Now set
X = EG1 × EG1 , Xn = EG1 × E(n)G1 .
Deﬁne a group action of G2 = {1, 1}Z2 by setting
1(u, v) = (−u,−v).
Let
 = {A ⊂ X; A is closed and (u, v) ∈ A⇒ (−u,−v) ∈ A}
It is easy to see that Fix G2 = {0} × {0}. Deﬁne an index  on  by: (A) = min{n ∈
Z+; ∃h ∈ C(A,Rn/{0}) such that h(−u,−v) = h(u, v)}, (A) = 0 if A = ∅,
(A) = ∞ if such h does not exist.
Remark 3.7. The index  satisﬁes the one-dimensional property. ∞ is well deﬁned
with respect to Xn from  according to the Deﬁnition 2.4.
Lemma 3.8. Assume that F satisﬁes (A1)–(A5). Let {(unk , vnk )} be a sequence such
that (unk , vnk ) ∈ Xnk ,
Ink (unk , vnk )→ c, dInk (unk , vnk )→ 0 as k →∞, (3.2)
where Ink = I |Xnk . If {(unk , vnk )} is bounded in X, then it possesses a subsequence
which converges to a critical point of the functional I .
Proof. Since E is reﬂexive, we can know EG1 is reﬂexive and X is reﬂexive. So{(unk , vnk )} has a weakly convergent subsequence. Going if necessary to a subsequence,
let unk ⇀ u¯ and vnk ⇀ v¯. By Proposition 3.4,
dJ (unk , vnk )→ dJ (u¯, v¯).
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Note that
dI (u, v) = (−T3u, T3v)− dJ (u, v)
and
dIn(u, v) = (−T3u, P ∗n T3v)− dJn(u, v). (3.3)
Since
dJ (unk , vnk ) = (DuJ (unk , vnk ), P ∗nDuJ (unk , vnk )),
it is easy to see that dJnk (unk , vnk ) → dJ (u¯, v¯). It follows from (3.2) and (3.3) that
T3unk and P ∗nkT3vnk converge. Let
T3unk → u∗ and P ∗nkT3vnk → v∗.
Observe that
〈T3unk − T3u¯, unk − u¯〉 = 〈T3unk − u∗, unk − u¯〉 + 〈u∗ − T3u¯, unk − u¯〉 → 0 (3.4)
and
〈T3vnk − T3v¯, vnk − v¯〉 = 〈T3vnk − P ∗nkT3vnk , vnk − v¯〉 + 〈P ∗nkT3vnk − T3v¯, vnk − v¯〉.
By Proposition 3.6, T3 is a bounded operator, so {T3vnk } is a bounded set. Note that
Pnk v¯ → v¯. Hence
〈T3vnk − P ∗nkT3vnk , vnk − v¯〉 = 〈T3vnk , Pnk v¯ − v¯〉 → 0.
The same reasoning as in (3.4) shows that
〈P ∗nkT3vnk − T3v¯, vnk − v¯〉 → 0.
Consequently, 〈T3vnk−T3v¯, vnk−v¯〉 → 0. We conclude by Proposition 3.6 that unk → u¯
and vnk → v¯ in E.
It remains to show that (u¯, v¯) is a critical point of the functional I, i.e., dI (u¯, v¯) = 0.
From Proposition 3.6, we have T3unk → T3u¯ and T3vnk → T3v¯. Thus
dInk (unk , vnk ) = (−T3unk , P ∗n T3vnk )− dJnk (unk , vnk )→ (−T3u¯, T3v¯)− dJ (u¯, v¯).
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Hence the conclusion follows from (3.2). 
Lemma 3.9. Suppose that F satisﬁes (A1)–(A5). Then the functional I satisﬁes (PS)∗c
with respect to {Xnk } for each c.
Proof. By Lemma 3.8, we only need to prove each sequence satisfying (unk , vnk ) ∈
Xnk ,
Ink (unk , vnk )→ c, dInk (unk , vnk )→ 0
is bounded. Let {(unk , vnk )} be such a sequence. By (A5),
‖unk‖p〈−dInk (unk , vnk ), (unk , 0)〉
= ‖unk‖pp +
∫
RN
Fu(|x|, unk , vnk )unk dx
‖unk‖pp.
So we have {unk } is bounded in E. On the other hand, by (A4),
c + ‖unk‖p + ‖vnk‖p  I (unk , vnk )−
1

〈dInk (unk , vnk ), (unk , vnk )〉

(
1
p
− 1

)
(−‖unk‖pp + ‖vnk‖pp).
Since {unk } is bounded in E, we obtain that {vnk } is bounded in E. Therefore,
{(unk , vnk )} is bounded in X. 
4. Proof of Theorems 1.1 and 1.2
In this section, we shall give the proof of Theorems 1.1 and 1.2 by applying the
Limit Index Theory and the Principle of Symmetric Criticality.
Lemma 4.1. If p < q < p∗ = Np
N−p , then we have that

m := sup
u∈Em⊥G1 , ‖u‖p=1
|u|q → 0, m→∞.
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Proof. It is clear that 0 < 
m+1
m, so that 
m → 
0, m→∞. For every m0,
there exists um ∈ Em⊥G1 such that ‖um‖p = 1 and |um|q > 
m2 . By the deﬁnition of
Em⊥G1 , um ⇀ 0 in EG1 . Since the imbedding EG1 ↪→ Lq(RN) is compact, um → 0 in
Lq(RN). Thus we have prove 
 = 0. 
Proof of Theorem 1.1. Note that I is invariant with respect to the action of G1. By
the Principle of Symmetric Criticality, any critical point of I |X is a solution of the
problem (1.1). So, we shall ﬁnd the critical points of the functional I in the space X.
By the assumption (A6), I is invariant with respect to the action G. we shall apply
Theorem 2.7 in order to ﬁnd the weak solutions for the problem (1.1).
Set
X = U ⊕ V, U = EG1 × {0}, V = {0} × EG1 ,
Y0 = {0} × Em⊥G1 , Y1 = {0} × E(k)G1 ,
where m and k are to be determined. It is clear that Y0, Y1 are G-invariant and
codimV Y0 = m, dimY1 = k, Fix G2 = {(0, 0)}, and (a) of (B7) in Theorem 2.7 is
satisﬁed. It remains to verify (b), (c) of (B7).
(i) If (0, v) ∈ Y0 ∩ Sm (where Sm is to be determined), then by (A2), (A3),
I (0, v) = 1
p
‖v‖pp −
∫
RN
F (|x|, 0, v) dx
 1
p
‖v‖pp − 12p
∫
RN
|v|p dx − C13
∫
RN
|v|q dx
 1
2p
‖v‖pp − C13|v|qq
 1
2p
‖v‖pp − C13
qm‖v‖qp.
Choose m = (2C13q
qm)
1
p−q
, by Lemma 4.1, we have,
I |Y0∩Sm 
(
1
2p
− 1
2q
)
(2C13q
qm)
p
p−q = m →∞ as m→∞.
(ii) After integrating, we obtain from (A2)–(A4) the existence of two constants C14 >
0, 0 < C15 < 1p such that
F(|x|, u, 0)C14|u| − C15|u|p for ∀x ∈ RN, u ∈ R.
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Hence, we have
I (u, 0) = − 1
p
‖u‖pp −
∫
RN
F (|x|, u, 0) dx
 − 1
p
‖u‖pp + C15
∫
RN
|u|p dx − C14|u|.
Therefore,
sup
u∈EG1
I (u, 0) < +∞.
Choose  such that
 > sup
u∈EG1
I (u, 0).
For each (u, v) ∈ U ⊕ Y1,
I (u, v) = − 1
p
‖u‖pp + 1
p
‖v‖pp −
∫
RN
F (|x|, u, v) dx
 − 1
p
‖u‖pp + 1
p
‖v‖pp − C14|v| + C15|v|pp − C14|u| + C15|u|pp
 1
p
‖v‖pp − C14|v| + C15|v|pp + .
Because of the fact that on the ﬁnite-dimension space Y1 all norms are equivalent, we
can choose k > m and 	k > m such that
I |U⊕Y1	k.
By the Theorem 2.7, we can get
cj = inf
i∞(A) j
sup
u∈A
I (u), −k + 1j −m, mcj	k,
where cj are critical values of the functional I. Letting m → ∞, we can get an un-
bounded sequence of critical values cj . And because the functional I is even, we obtain
two critical points ±uj of I responding to cj . 
Proof of Theorem 1.2. Let 2m N2 be a ﬁxed integer different from
N−1
2 . The
action of G3 := O(m) × O(m) × O(N − 2m) on E is deﬁned by gu(x) := u(g−1x).
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By a result in [8], the embedding EG3 ↪→ Lq(RN) is compact, where EG3 := {u ∈
E; gu(x) = u(g−1x) = u(x), g ∈ G3}. Let 2 be the involution deﬁned on RN =
Rm ⊕ Rm ⊕ RN−2m by
2(x1, x2, x3) := (x2, x1, x3).
The action of S := {id, 2} on EG3 is deﬁned by
su(x) :=
{
u(x) s = id,
−u(s−1x) s = 2.
It is clear that 0 is the only radial function of EG3S = {u|u ∈ EG3 , su = u, ∀s ∈ S}.
Moreover the embedding EG3S ↪→ Lq(RN) is compact. Let X = EG3S × EG3S , as in
the proof of Theorem 1.1, we obtain a sequence of solutions ±uk of the problem (1.1).
The proof is complete. 
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