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Abstract: A new method of model matching control for linear and nonlinear discrete time systems is presented in this paper. The 
method is very simple and useful not only for linear but also for nonlinear systems. If there is no uncertainty like a model error, 
this method gives a closed loop system whose characteristic is exactly the same with the one of the desired model. To 
cope with the real applications, integral action is easily introduced with some other free parameters. This result is also 
extended for systems with time lag and multivariable systems. 
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１．はじめに 
 
定年退職者として「総説」の執筆を依頼された．
しかし、筆者は「総説」を説くほどの大きな仕事
をしてきたわけでなく、いくつかの分野でささや
かな貢献をしてきたに過ぎない．そこで、この数
年間での最も新しい仕事の一つを延べることで、
その任にかえたい．制御系設計法の多くはシステ
ムの数学的モデルに基づく場合が多く、従って、
モデリングあるいはシステム同定の精度が制御系
設計の結果に大きく影響する．しかし、システム
をより正確に、あるいは応答のより広い範囲で表
現するには、非線形同定法が必要となってくる．
しかも、その同定結果を制御系設計に容易に用い
ることが出来ることが重要である．そこで、非線
形問題に対する強力な武器であると言われている
ニューラルネットワーク（ＮＮ）の勉強を始めて
みたが、その構造は階層型、学習アルゴリズムは
勾配法では、たいした進展が期待できないことは
明らかである．しかし幸運なことに、勾配法でな
く最小２乗原理に基づく新しい学習アルゴリズム
を開発することができた[1]．この結果は、その構
造の若干の変形により、相互結合型ＮＮにも適用
可能である．これが後に有効となり、さらにその
構造を拡張して、Double-Parasol型ＮＮの構成に
到達した．これは、動的システムの同定により適
した構造となっており、その後開発した制御系設
計法である Target Following Control (TFC)と併
せて、同定－制御の一つの方法を提案している
[2]-[4]． 
一方、同定法としては、フーリエ級数を有限項
で打ち切った三角多項式をＮＮとして用いる考え
に至り、これもまた別の同定―制御の方法を示し
ている[5],[6]． 
ところで制御系設計法は各種の方法が提案さ
れているが、モデル参照型として、モデルマッチ
ング法が古くから知られている[7]-[11]．しかし
近年では、Ｈ無限大理論による最適化問題の一つ
と考えられているようである[12],[13]． 
本報告では、かって、筆者が提案した線形シス
テムに対するモデルマッチング法[10]による制御
信号が、より簡単に得られることを示し、さらに
非線形システムにも適用可能であることを示す． 
多くの制御系設計法は、ある種の数学的理論を
背景にその理論が構成されていることが多く、そ
のための基礎勉強が必要となるが、ここで提案す
るモデルマッチング法は、大学初年級の知識のみ
で理解可能である．残る課題は、対象となるシス
テムのシステムモデルをいかに精度よく求めるか
であるが、先に記した非線形システムに対する同
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定法が有効となると考えている．もう一つは、与
えられたシステム、およびそのシステムモデルに
対して、どのような規範モデルを与えるかが重要
であり、制御性能の成否を決定する要因となる． 
本論の読者の中に、興味を持って本手法を応用
し、実用に耐え得る有効なものへと格上げしてい
ただくことを願っている． 
 
２．パルス伝達関数 
 
 本節ではパルス伝達関数で表されるシステム
を考える．すなわち、線形システムを対象とする．
まず従来法の設計手順を示し、そこから提案する
新しい方法が必然的に得られることを示す． 
 
２．１ 従来法 
 
 次式で表されるスカラー線形システムを考える． 
)()()()( kuzRkyzP              (1) 
ここに )(zP はシフトオペレータｚのｎ次モニック
多項式、 )(zR はｚのｍ次安定多項式、ｋは時間ス
テップを表す．ここで制御器 )(ku を 
 )()()()(
)()(
1)( kUzAkuzC
zDzKG
ku d   
)()( kyzB   (2) 
と仮定し、これを用いたシステム(1)の閉ループ系
が規範モデルの特性と一致するように、ｚの多項
式 )(),(),(),(),( zGzDzCzBzA およびスカラーＫを
定めることがモデルマッチング法の目的である．
詳細は文献[0]を参照されたいが、結果は以下の通
りである． 
[設計手順] 
1) 規範モデル 
)()()()( kuzRkyzP dddd                     (3) 
を定める．ただし、 )(),( zRzP dd はそれぞれｎd次、
ｍd次の安定多項式であり、相対次数の条件 
mnmn dd                             (4) 
を満たすものとする． 
2) 必要ならば積分機能を設定する． 
 ,....2,1,0,)1()(  zzD              (5) 
3) モニック安定多項式T(z)を定める．その次数は 
 12   mnn d             (6) 
とする． 
4) 次式を満たすQ(z), S(z)を求める． 
 )()()()()()( zSzPzDzQzPzT d         (7) 
 1)(deg  mnnnzQ d   
 1)(deg   nmnnzS d  
5) 求める多項式を以下のように定める． 
 (1) ),()()( 1 zDzAzA   
)()()()(1 zRzQzKGzA               (10a) 
 (2) )()()()()()()( zPzTzPzDzQzSzB d (10b) 
 (3) )()()( zRzTzC d                    (10c) 
ここに、 1)()(deg)(deg  nzRzQzG であり、さら
に 2)(deg 1  nzA となるようにＫを定める．すな
わち、Ｋは )(zR の最高次の係数となる． 
 
 この設計手順は(2)を(1)に代入し、得られる閉
ループ系のパルス伝達関数が規範モデルのそれと
一致するように設計されている．求まる制御入力
信号は因果律を満たす実現可能なものとなる．と
ころで、設計手順により得られた制御入力(2)を逆
に辿ってみる．まず(2)より 
)()()()()()}()()({ kyzBkuzCkuzAzDzKG d   
(10a)1をもちいて 
)()()()()()()}()({ 1 kyzBkuzCkuzDzAzKG d   
さらに、(10a)2, (10b), (10c) を用いて 
)()}()()()()({
)()()()()()()(
kyzPzTzPzDzQ
kuzRzTkuzRzDzQ
d
dd


 
となる．これを整理して 
)}.()()()(){(
)}()()()(){()(
kuzRkyzPzT
kuzRkyzPzDzQ
ddd 

      (11) 
この形が新しく提案する方法を示唆している． 
 
２．２ 提案法 
 
 システム(1)と規範モデル(3)が与えられたとき、
制御の目的は、閉ループ系の特性が規範モデルの
それと一致させるように制御入力 )(ku を決定する
ことである．これと同値ではあるが、制御入力を
適切に選ぶことにより、その閉ループ系が 
 )()()()( kuzRkyzP ddd                     (12) 
となるように制御入力 )(ku を求めることである．
すなわち、(1)、(3)を書き換えた二つの恒等式 
 0)()()()(  kuzRkyzP  
 0)()()()(  kuzRkyzP ddd  
が等価であること、従って、 
 )()()()()()()()( kuzRkyzPkuzRkyzP ddd   (13) 
が成立するように )(ku を求めればよい．これより、 
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 )()()()}()({)()( kuzRkyzPzPkukR ddd     (14) 
あるいは 
 






 )(
)(
)(
)(
)(
)(
)(
)(
)(1)( ku
zG
zCky
zG
zBku
zG
zA
K
ku d  (15) 
 )()()( zRzKGzA                        (16a) 
 )()()( zPzPzB d                       (16b) 
 )()( zRzC d                            (16c) 
が求まる．ただしこれは 11  dd mmnn の場
合であり、 1)(deg  nzG 、 2)(deg  nzA とする
ことにより、実現可能な制御入力（ＭＭＣ）が得
られる．これを一般化し、さらに補償要素の導入
を可 能 にす るた め に は、 モ ニッ ク多 項式
)(),(),( zDzQzT を用いて 
 )}()()()(){()( kuzRkyzPzDzQ   
    ) } .()()()(){( kuzRkyzPzT ddd        (17) 
と表す．これよりＭＭＣは 
 )()()({)()()()( zPzDzQkuzRzDzQ   
    )()()()()}()( kuzRzTkyzPzT ddd      (18) 
となる．あるいは(10)を用いて(2)のように表すこ
とも可能である． 
（例題１）次のような２次のシステムと１次の規
範モデル 
,)(,)( 2121
2 rzrzRpzpzzP   
dddd rzRpzzP  )(,)( 1  
を考え、 dzzD )( とする．このとき 2)( zzT  , 
1)( zQ  とおくことができ、(18)は 
)())(( 21 kurzrdz   
)()}())({( 221
2 kypzzpzpzdz d  
)(2 kuzr dd  
)(})(){( 212
2
1 kydpzdppzdpp d   
).(2 kuzr dd  
となる．これよりＭＭＣは 



 )(1)( 2
1
ku
z
r
r
ku  
)(
)(
)()( 212
2
1 ky
dzz
dpzdppzdpp d


  





 )(
)(
2
ku
dzz
zr
d
d  
と求まる．ここで、 1d が通常の積分器の導入で
あり、 0d が積分器なし、その中間の 10  d の
ときは、積分機能の能力の何割かの導入となる．
具体的には数値例のグラフを参照されたい． 
この結果は従来法でも導出可能であるが、より
簡単に導かれている．さらに )(zT の次数を大きく
したり、あるいは 21
2)( tztzzT  のように自由パ
ラメータを増やすことは可能であるが、その役割、
指針については不明であり、オブザーバ理論と同
様に、安定多項式である以外の条件をつけるのは
困難と予測している． 
 
３．差分方程式系 
 
 前節では、パルス伝達関数で表されるシステム
を対象としてきたが、そのままでは非線形系に拡
張することは困難であるので、システムを差分方
程式で表現してみる．線形差分方程式系はパルス
伝達関数と等価であるので、前節で述べた提案す
るモデルマッチング法がそのまま適用されるのは
当然であるが、その結果が自然に非線形系に一般
化できることが特徴である． 
 
３．１ 線形系 
 
線形システムを 
)()()1(
1
0
1
0
jkurjkypky
n
j
j
n
j
j  




      (19) 
で表し、規範モデルを 
 
)()()1(
1
0
1
0
jkurjkypky d
n
j
dj
n
j
ddjd
dd
 




 (20) 
とする．このとき制御の目的は、その閉ループ系
が 
)()()1(
1
0
1
0
jkurjkypky d
n
j
dj
n
j
dj
dd
 




   (21) 
となるように、制御入力 )(ku を求めることである． 
従って、前節と同様に 








 




)()()1()()(
1
0
1
0
jkurjkypkyzDzQ
n
j
j
n
j
j  




 


1
0
)()1()(
dn
j
dj jkypkyzT  







1
0
)(
dn
j
ddj jkur      (22) 
と置き、これから )(ku を求めればよい．ここで重
要なことは、(22)に )(0 kur の項があり、従って )(ku
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を利用可能な信号の関数として表現できることで
ある．この場合は 00 r であればよい． 00 r の場
合はむだ時間を含む場合であり、下記の別の項目
として延べる．結論として、ＭＭＣ入力の導出の
ためには、 )(0 kur の項の存在が本質であり、その他
の項は線形である理由は何もない．これから当然
のごとく、次節の非線形系への拡張が可能となる． 
（例題２）（例題１）と同じ問題を扱う．すなわ
ち、システムと規範モデルは 
)1()()1()()1( 2121  kurkurkypkypky  
 )()()1( kurkypky ddddd   
とする． dzzD )( とするとき、 zzT )( , 1)( zQ  
とおけばよい． )(zT の次数の例題１との違いは、
システム表現によるものである．このとき(22)は 
)()1()()1(){( 121 kurkypkypkydz   
)}()()1({)}1(2 kurkypkyzkur ddd   
となり、（例題１）と同じ制御入力 )(ku が求まる．
上式で、 )1( kzy が消去されることが重要である．
これにより、因果律を満たす実現可能な制御入力
を求めることが可能となる． 
 
３．２ 非線形系 
 
 ここで扱うシステムは 
0),,()()1(  ruyfkruky k           (23) 
),...)2(),1(),...,1(),((),(  kukukykyfuyf k  
であり、右辺第一項のみが重要である．また、規
範モデルは 
 ),()1( , ddkdd uyfky            (24) 
 ),(, ddkd uyf  
),...)1(),(),...,1(),((  kukukykyf dddd  
とする．補償を考慮しない最も簡単な場合は 
),()()1( uyfkruky k  
),()1( , dkd uyfky      (25) 
より、 
 ),(),(1)( , uyfuyfr
ku kdkd              (26) 
がＭＭＣとして求まる．これを制御入力として
(23)に用いると、閉ループ系は 
 ),()1( , dkd uyfky                      (27) 
となっていることが容易に確かめられる． 
 実際への応用においては、(3)のシステム表現を
正確に獲得することは困難である．代わりに、そ
の推定値によるシステムモデル 
 0ˆ),,(ˆ)(ˆ)1(  ruyfkurky k           (28) 
を利用することになるり、実際のＭＭＣは 
  ),(ˆ),(
ˆ
1)( , uyfuyfr
ku kdkd              (29) 
となる．このとき、規範モデルとの正確な一致は
期待できず、過渡特性は勿論のこと、定常特性に
おいても偏差が発生する．そのための補償要素の
導入として、 
 ),()()1()()( uyfkrukyzDzQ k  
 ),()1()( , dkd uyfkyzT     (30) 
が一つの方法である．ここに )(),(),( zTzDzQ はす
べてモニック多項式であり、 
)(deg)()(deg zTzDzQ                    (31) 
とする．これにより y の最高次が消去され、実行
可能な入力が求まる．また、 )(zD は積分機能とし
て他と区別している。これを用いた例は後記の数
値例を参照されたい． 
 
３．２ むだ時間を含む非線形系 
 
 本稿で提案する手法は、むだ時間を含むシステ
ムに対しても全く同じ考え方で適用可能であるが、
因果律を満たす制御入力を得るために、若干の工
夫が必要となる．１ステップのむだ時間を含むシ
ステムとして 
0),,()1()1(  ruyfkruky k         (32) 
),...)3(),2(),...,1(),((),(  kukukykyfuyf k  
を考える．これは 
),()()2( 1 uyfkruky k                 (33) 
と同じである．これに提案するモデルマッチング
法を適用すると、制御入力 )(ku に未来の出力
)1( ky が含まれ、実行不可能となる．なぜなら 
),(1 uyf k  
),...)2(),1(),...,(),1((  kukukykyf   (34) 
であり、右辺に )1( ky を含むからである．この問
題を解決するために、この )1( ky に(32)を代入し
て、(33)の代わりに 
),()()2( uyfkruky k                  (35) 
),...)2(),1(),...,1(),((),(  kukukykyfuyf k  
を扱えばよい．mステップのむだ時間を含む場合
も、システム、および規範モデルは 
 ),()()1( uyfkrumky k               (36) 
 ),()1( , ddkdd uyfmky                 (37) 
と表されているとして一般性を失わない．このと
きＭＭＣの設計手法は 
 ),()()1()()( uyfkrumkyzDzQ k  
       ),()1()( , dkd uyfmkyzT    (38) 
となるが、同じ次数のモニック多項式である
)()( zDzQ と )(zT は、最初の m+1項を等しくしなけ
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ればならない．例えば、 
 11
1 .....)()( 
  mm
mm qztztzzDzQ       (39) 
 11
1 .....)( 
  mm
mm tztztzzT           (40) 
とすることにより、因果律を満たした制御入力が
得られる．また、 
mm ttq  .....1 11                     (41) 
と選ぶことにより、 
)1)(......()()(  zzzDzQ m                (42) 
となって、積分機能を持たせることができる． 
（例題３）m＝1の場合で、 21
2)( tztzzT  、 
21
2)()( qzqzzDzQ  とおくと 
)()()1()()( 2211 kytqkytqkru   
    )2()1( 21  kruqkruq  
    ),(),(),( 2211 uyfquyfquyf kkk    
  ),(),(),( 2,21,1, dkddkddkd uyftuyftuyf    
となり、 11 tq   が必要となる．このとき 
)2()1()()()( 2122  kruqkrutkytqkru  
),(),(),( 2211 uyfquyftuyf kkk    
),(),(),( 2,21,1, dkddkddkd uyftuyftuyf    
(＊) 
である．このとき、 
12 1 tq   
とすれば、積分機能を持つことを示す．そのため
に、 1)( kud のステップ応答において、閉ループ
系は安定であり、すべての信号は有界なとき、そ
の定常状態における値を 
 ,)(,)2()1()( ykyukukuku   
,),(),(),( 21 fuyfuyfuyf kkk    
ddkddkddkd fuyfuyfuyf   ),(),(),( 2,1,,  
とおくと、上の(＊)から 
fqtytqurqt )1()()1( 212221   
dftt )1( 21   
となる．従って、 
12 1 tq   
のときは 
dd yttfttytt )1()1()1( 212121   
となり、 01 21  tt であれば 
dyy   
が成立する．すなわち、定常偏差（オフセット）
＝０となり、積分機能の働きをしていることがわ
かる． 
 
４．多変数系 
 
本稿で提案しているモデルマッチング法は多
変数系にも拡張可能である．むだ時間を含まない
場合は単純であるが、含む場合にはその含まれ方
により、形式的な分類が必要となる． 
 
４．１ むだ時間を含まない場合 
 
多変数系の非線形系を 
),()()1( uyfRuy kkk                   (43) 
で表す． kfuy ,, は n次元ベクトルであり、Rは n
次正方行列とする．また規範モデルを 
 ),()1( , ddkdd k uyfy                    (44) 
とする。Rが正則なとき、スカラーの場合と同様
に 
 ),()()1( uyfRuy kkk   
       ),()1( , dkdk uyfy          (45) 
から、ＭＭＣは 
 ),(),()( ,1 uyfuyfRu kdkdk             (46) 
と求まる．これは補償要素を全く含まない場合で
あり、これを考慮するときは、 
 ),()()1()()( uyfRuyDQ kkkzz   
       ),()1()( , dkdkz uyfyT       (47) 
から )(ku を求めればよい．例えば、 )(,)( zz TIQ   
Iz , ID )()( dzz  のときは 
  )1()((),()( 1   kkdk k RuyuyfRu  
        ),()),( ,1 dkdk uyfuyf      (48) 
となる．また、システムでなくシステムモデル 
 ),(ˆ)(ˆ)1( uyfuRy kkk                   (49) 
で対処する場合には 
  )1(ˆ)((),(ˆˆ)( 1   kkdk k uRyuyfRu  
     ),()),(ˆ ,1 dkdk uyfuyf            (50) 
が実際のＭＭＣとなる． 
 
４．２ むだ時間を含む場合 
 
行列 Rが正則でないときは、多変数のどれかに
むだ時間を含まれることになるが、一般論での説
明は冗長となるので、３変数の場合を例として述
べる．すなわち、システムとして 
)2()1()()1(  kkkky Ti
T
i
T
ii utusur  
3,2,1),,(,  if ki uy       (51) 
を考える．これはまた 
)2()1()()1(  kkkk TuSuRuy  
),( uyf k      (52) 
と表される．このとき、行列 Rのランクにより、
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以下のように分類される． 
[Case 1] 3),,( 321  rrrR rankrank : 
 この場合は Rが正則であるので、４．１の結果
が適用される． 
[Case 2] 2),,( 321  rrrR rankrank : 
 このとき一般性を失うことなく 2),( 21 rrrank
を仮定すると、 13 rr c 2rd を満たすスカラーc, d 
が存在する．そこで、新しい変数 
)()()()( 2134 kdykcykyky               (53) 
を導入すると、 
 ),()2()1()1( ,4214 uyuquq k
TT fkkky    (54) 
   2131 sssq dc  , 2132 tttq dc  ,  
kf ,4 kkk dfcff ,2,1,3   
と、むだ時間を含むサブシステムが陽に現れる。
すると全システム(51)は 
 )1()(
)2(
)1(
)1(
2
2
1
1
2
1
4
2
1








































kk
ky
ky
ky
T
T
T
T
T
T
u
q
s
s
u
q
r
r
 
)2(2
1













 kT
T
u
0
t
t













),(
),(
),(
,4
,2
,1
uy
uy
uy
k
k
k
f
f
f
   (55) 
あるいは、等価であるが 
 ),()()()()1( ,11111 uyfuTuSuRy kkkkk   (56) 
と表される．ここに記号の置き換えは自明である
ので、省略する． 
[Case 2-1] 3),,( 1211  qrrR rankrank : 
 このときシステムは内部に１ステップのむだ時
間を含み、 1R が正則であるので、[Case 1] と同様
にＭＭＣを決定することができる． 
[Case 2-2] 2),,( 1211  qrrR rankrank : 
このとき、 2),( 21 rrrank を仮定しているので、
21111 rrq dc  を満たす 11, dc が存在する．すると
(54)を導いたと同様に、新しい変数を導入して 
),()2()1()1( ,5435 uyuquq k
TT fkkky    (57) 
が導かれる．これは、システムが尐なくとも２ス
テップのむだ時間を含んでいることを示している． 
そして、 )(ku の係数行列が正則であれば、
[Case2-1]と同様にＭＭＣを決定できる．しかし、
正則でなければ、再び同様な変数変換を行い、得
られる )(ku の係数行列が正則となるまで繰り返
される． 
[Case 3] 1),,( 321  rrrR rankrank : 
 この場合は、 12 rr c , 3r 1rd  が成立する dc,    
が存在する．すると[Case2]と同様にして、尐な
くとも１ステップのむだ時間を含むサブシステム
が２つ存在することになる．その結果、適切な変
数変換の後、全システムは 
 )1()(
)2(
)2(
)1(
2
2
1
1
1
1
5
4
1


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
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   (57) 
となる。これはまた、入力変数の先頭行列のラン
クにより分類される． 
[Case 3-1] 3),,( 1112  qprR rankrank : 
 このとき２つのサブシステムはそれぞれ１ステ
ップのむだ時間を含み、ＭＭＣは[Case2-1]と同様
に決定できる． 
[Case 3-2] 2),,( 1112  qprR rankrank : 
 この場合、２つのサブシステムの一方は１ステ
ップのむだ時間を含み、他方は２ステップ以上で
ある場合、あるいはともに２ステップ以上のむだ
時間を含む場合など、[Case2-2]と同様な議論が、
得られる )(ku の係数行列が正則となるまで繰り
返される． 
[Case 4] 0),,( 321  rrrR rankrank : 
 この場合は 0R のときであり、(52)で、Rの代
わりに Sを対象として、同じ議論が繰り返される． 
 
５． 数値例 
 
ここでは数値例によるシミュレーション結
果を述べる．まず、システムとシステムモデルが
次式によって表す． 
 )(sin29.0)1(06.0)(5.0)1( kykykyky   
       ))1(4.0)(7.0(8.0  kuku  
 )(sin29.0)1(06.0)(5.0)1(ˆ kykykyky   
       )1(4.0)(7.0  kuku  
システムとそのモデルとはゲインの違いを与えて
いる．また、規範モデルは 
 )1(14.0)(9.0)1(  kykyky ddd  
       )1(09.0)(15.0  kuku dd  
とする．ここで、 dzzD )( とし、 2)( zzT  , )(zQ  
1 としたときのＭＭＣは 
 )1(sin29.0)2(06.0)1(5.0)()(  kykykykydz
   )1(9.0)()2(4.0)1(7.0  kykyzkuku  
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)2(09.0)1(15.0)2(14.0  kukuky dd  
を )(ku で表すことにより求まる．実際には 
 )1(sin29.0)2(06.0)1(5.0)()1( 1   kykykykydz
   )1(9.0)()2(4.0)1(7.0  kykykuku  
)2(09.0)1(15.0)2(14.0  kukuky dd  
から求めたほうが簡単である． 
3.0)0( y として初期値の違いを与えているが、
ゲインも異なっているので、補償なしでは過渡特
性は勿論のこと、定常偏差も０とはならない．そ
こで、ｄの各値による違いを以下に示す．Fig.1 は
ｄ＝０であり、補償要素の全くない場合である．
当然、大きな定常偏差（オフセット）が生じてい
る．そこで、ｄ＝0.5、1、1.5と大きくしていった
場合が Fig.2、Fig.3、Fig.4 である。ｄ＝0.5 では、
オフセットがほぼ半減し、ｄ＝1 では完全に 0と
なっている．すなわち、 1)(  zzD が積分器の働
きをしていることが確認できる．また、ｄ＝1.5 と
さらに大きくすると、システムの出力ゲインが大
きくなりすぎて、ｄ＝０とは逆むきのオフセット
を生じている． 
一般に、オフセットはなしが好ましいことは当
然であるが、積分器の導入は、システムのモデル
誤差に対する安定領域を狭くし、いわゆるロバス
ト性を弱くすることになる。このオフセットの大
きさと安定領域とのトレードオフを図るのが
dzzD )( であり、中間（ 10  d ）の値が意味
をもってくることになる．すなわち、 dzzD )(
は積分器の積分機能に対するパワーレベルを表し
ているとも考えられる． 
 
６． まとめ 
 
本論では、筆者の最近の研究の中から、モデル
マッチング法について述べた．この方法は古くか
ら議論されていたが、線形システムおよびその周
辺に対象が限られていた．しかし、本論で提案し
た設計法は、その手法がより簡単になっていると
同時に、非線形システムにも適用可能なものであ
る．さらに、むだ時間系、多変数系にも拡張可能
であり、最も簡潔であり、一般的な設計法である
と考えている。この簡単な方法が今頃になって得
られたかの最大の理由は、そのシステム表現にあ
る．伝統的にはラプラス変換による伝達関数表現
がよく知られているが、基本的に線形表現に限定
される、その後は状態変数表現が活発となる．こ
れはシステムの内部表現とその構造にも立ち入っ
ており、数学的により厳密な理論と設計法の確立
に貢献してきた．非線形にも拡張可能であるが、 
 
Fig.1 Step response with d=0 
 
Fig.2 Step response with d=0.5 
 
Fig.3 Step response with d=1 
 
Fig.4 Step response with d=1.5 
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状態方程式、出力方程式をともに非線形の一般形
にすると、線形近似以外に対処の方法がなくなっ
てしまう．非線形への拡張を可能とする本論の手
法は差分方程式を用いており、唯一、現時点の制
御入力変数が線形に存在することを仮定している．
この場合、状態空間法で指摘された伝達関数法の
欠陥である可制御性など内部情報の不足について
は、差分方程式についても注意を払う必要がある． 
 最後に、筆者の最近の研究の中で、さらに推し
進めたいものに、線形計画法に対する新しい解法
の研究[14]がある．これは超平面に対する法線ベ
クトルに着目した方法であり、考え方は筆者の古
い研究[15]と同様である．この方法を巡回セール
スマン問題など各種の数理計画問題の解法として
拡張することが夢であったが、どなたかが引き継
いで発展させていただけることを願っている． 
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