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THE WAVE BREAKING FOR WHITHAM-TYPE
EQUATIONS REVISITED
JEAN-CLAUDE SAUT AND YUEXUN WANG
Abstract. We prove wave breaking (shock formation) for someWhitham-
type equations which include the Burgers-Hilbert equation, the frac-
tional Korteweg-de Vries equation, and the classical Whitham equation.
The result seems to be new for the Burgers-Hilbert equation. In the
other cases we provide simpler proofs than the known ones.
1. Introduction
We consider nonlocal dispersive perturbations of the Burgers equation
ut + uux +
∫ ∞
−∞
k(x− y)ux(y, t)dy = 0, (1.1)
where k is a real-valued kernel measuring the (weak) dispersive effects. This
equation can also be written in the form
ut + uux − Lux = 0,
where the Fourier multiplier operator L is defined by
L̂f(ξ) = p(ξ)fˆ(ξ),
where p = kˆ.
A particular case is the fractional KdV equation (fKdV)
∂tu+ u∂xu− |D|α∂xu = 0, (1.2)
where u maps Rt×Rx to R and |D|α is the usual Fourier multiplier operator
with symbol |ξ|α.
We will restrict for the fKdV equation to the weakly dispersive case −1 <
α < 0, and refer to [13,15] for a study of the case 0 < α < 1 which displays
quite different (dispersive) properties.
When α = −1, (1.2) is the Burgers-Hilbert equation introduced in [1]
as a model for waves with constant nonzero linearized frequency providing
an effective equation for the motion of a vorticity discontinuity in a two-
dimensional flow of an inviscid, incompressible fluid:
ut + uux −Hu = 0, (1.3)
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where H = p.v. 1x is the Hilbert transform with Fourier symbol −isgn ξ.
We will also consider the Whitham equation introduced in [19]
∂tu+ u∂xu+
∫
R
K(x− y)∂yu(y, t)dy = 0, (1.4)
where
K(x) =
1√
2π
∫
R
eixξ
√
tanh ξ
ξ
dξ,
and its rescaled version
∂tu+ ǫu∂xu+
∫
R
Kǫ(x− y)∂yu(y, t) dy = 0, (1.5)
where Kǫ is defined by
Kǫ(x) =
1√
2π
∫
R
eixξ
√
tanh
√
ǫξ√
ǫξ
dξ =
1√
ǫ
K
(
x√
ǫ
)
, (1.6)
ǫ being a positive parameter, the long wave limit ǫ → 0 making the link
with the KdV equation, see [11] and Section 7 below.
Although of not clear physical relevance (see however [11] for a rigorous
connection of the Whitham equation to the modeling of weakly nonlinear
water waves), the fKdV equation (1.2) when −1 < α < 0 and the Whitham
equation (1.4) (likes the fKdV equation with α = −12 for high frequencies)
are very rich toy models to investigate the effects of a weak dispersive term
on the dynamics of a conservation law such as the Burgers equation
∂tu+ ǫu∂xu = 0, u(x, 0) = φ(x). (1.7)
It is well known that for the Burgers equation (1.7) any non trivial non
increasing H2 initial data φ of size O(1) will lead to a shock formation at a
finite time of order O
(
1
ǫ||u0||H2
)
.
The aim of the present paper is to investigate the effect of adding a weak
dispersion on this phenomenon, in particular to see if the shock formation
persists. Such a question was already raised for the first time by Whitham
in [18] and this issue has been considered in previous works that we describe
now.
Naumkin and Shishmarev [16] and Constantin and Escher [4] have proven
a wave breaking phenomena for a Whitham type equation such as (1.1) with
a kernel k satisfying
k ∈ C(R) ∩ L1(R), symmetric and monotonically decreasing on R+.
This result does not apply to the Whitham equation (1.4) since the
Whitham kernel satisfies K(0) =∞.
When −1 < α < 0, Castro, Co´rdoba and Gancedo have proven for the
fKdV equation (1.2) with some initial data in L2(R) ∩ C1+δ(R) with 0 <
δ < 1, a finite time blow-up of the C1+δ(R) norm, without proving the
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occurrence of a wave breaking, that is blow-up of the sup norm of gradient
of the solution, the solution itself remaining bounded.
To our knowledge no rigorous proof of shock formation for the Burgers-
Hilbert equation (1.3) has been established although the numerical simula-
tions in [1] strongly suggest its existence.
Finally, the existence of a wave breaking for the fKdV equation (1.2) when
−1 < α < −13 and for the Whitham equation (1.4) has been established
in [7, 8].
We refer to [11, 12] for various numerical simulations of the fKV equa-
tion and Whitham equations, in particular for a description of the blow-up
solutions.
We aim in this paper to provide a simple proof of wave breaking for the
fKdV equation in the all range −1 ≤ α < −25 (including thus the Burgers-
Hilbert equation) and for the Whitham equation. Contrary to [7, 8] our
proof does not use an infinite number of ODE’s and hence less assumptions
on the initial data are needed. The wave breaking for the Burgers-Hilbert
equation (1.3) is not covered in [7, 8] whose argument causes a logarithmic
loss in estimating the term K1(t, x) (see (3.6)) which prevents the proof
to work. We overcome this difficulty by using the cancellation property
of Hilbert transform and Morrey’s inequality to replace the integration by
parts. For the Whitham equation (1.4), our new observation is that one can
use interpolation between ‖∂3xu‖L2 (the singularity is too high which can not
be used directly) and ‖∂xu‖L∞ (the singularity is low) to control ‖∂2xu‖L∞ ,
this balance allows us to give a very simple proof. This idea also works for
the fKdV equation (1.2) in the range −12 ≤ α < −25 . We remark that one
could push α forward up to α = 0 if one could obtain better estimates on
higher derivatives of the solution.
For the rescaled Whitham equation (1.5) we show that its wave breaking
time has the order O(ǫ−1[− infR φ′(x)]−1) which confirms that the long-time
existence in [11] is optimal.
2. The main results
To present our main results, we will use the best constants from Gagliardo-
Nirenberg interpolation, Sobolev embedding andMorrey embedding inequal-
ities
CGN := inf
f 6=0
‖∂2xu‖L∞(R)
‖∂xu‖
1
3
L∞(R)‖∂3xu‖
2
3
L2(R)
,
CSob := inf
f 6=0
‖f‖L∞(R)
‖f‖H1(R)
, CMor := inf
f 6=0
|f |
C0,
1
2 (R)
‖fx‖L2(R)
,
where the semi norm | · |C0,γ (R) is defined by
|f |C0,γ(R) =: sup
x,y∈R, x 6=y
|f(x)− f(y)|
|x− y|γ .
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We say that the solution of (1.2) ((1.3) or (1.4) or (1.5)) exhibits wave
breaking if there exists some T > 0 such that
|u(x, t)| <∞, x ∈ R, t ∈ [0, T ),
but
inf
R
∂xu(x, t) −→ −∞, as t −→ T − .
Our first result can be stated precisely as follows:
Theorem 2.1 (Burgers-Hilbert equation). Let δ ∈ (0, 1−
√
3
2 ]. Assume that
φ ∈ H2(R) satisfies
δ2(inf
R
φ′(x))2 > CSob‖φ‖H2 + 4‖φ′‖L2 + 64CMor‖φ′′‖L2 , (2.1)
− (1− δ)2 inf
R
φ′(x) > 6
(‖φ‖L2
C0
)
+ 24CMor
(‖φ′‖L2
C0
)
, (2.2)
− (1− δ)3 inf
R
φ′(x) > 8
(‖φ′‖L2
C1
)
+ 128CMor
(‖φ′′‖L2
C1
)
, (2.3)
where the constant C0 and C1 satisfy
‖φ‖L∞ ≤ C0
2
, ‖φ′‖L∞ ≤ C1
2
. (2.4)
Then the solution to the Cauchy problem (1.3) with the initial data u(0, x) =
φ(x) exhibits wave breaking at some time T > 0. Moreover
− 1
infR φ′(x)
1
1 + δ
< T < − 1
infR φ′(x)
1
(1− δ)2 . (2.5)
In order to deal with the Whitham equation we first collect the following
property of K(x) [8]:
Lemma 2.2. There exist constants L0, L∞ > 0 such that
K(x) ≤ L0√|x| and |K ′(x)| ≤ L0√|x|3 , for 0 < |x| ≤ 1,
and ∫ ∞
1
|K ′(x)|dx ≤ L∞.
Our result on the Whitham equation is as follows:
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Theorem 2.3 (Whitham equation). Let δ ∈ (0, 1 − 2
√
2
3 ]. Assume that
φ ∈ H3(R) satisfies
δ2(inf
R
φ′(x))2 > 4L0CSob‖φ‖H3 + 2C1(3L0 + L∞) + 36L0CGNC
1
3
1 ‖φ′′′‖
2
3
L2
,
(2.6)
− (1− δ)2 inf
R
φ′(x) > 8(3L0 + L∞) + 16L0
(
C1
C0
)
, (2.7)
− (1− δ)3 inf
R
φ′(x) > 4(3L0 + L∞) + 36L0CGN
(‖φ′′′‖L2
C1
) 2
3
, (2.8)
where the constant C0 and C1 satisfy
‖φ‖L∞ ≤ C0
2
, ‖φ′‖L∞ ≤ C1
2
. (2.9)
Then the solution of the Cauchy problem (1.4) with initial data u(0, x) =
φ(x) exhibits wave breaking at some time T > 0. Moreover
− 1
infR φ′(x)
1
1 + δ
< T < − 1
infR φ′(x)
1
(1− δ)2 .
Theorem 2.4 (fKdV equation: α ∈ (−1,−25 )). Let δ > 0 be sufficiently
small and α ∈ (− 1, 5(1−δ)2−77−2(1−δ)2 ). Assume that φ ∈ H3(R) satisfies
δ2(inf
R
φ′(x))2 > CSob‖φ‖H2 +
4C1
1 + α
+
18CGN
−α
(
C
1
3
1 ‖φ′′′‖
2
3
L2
)
, (2.10)
− (1− δ)2 inf
R
φ′(x) >
8
−α(1 + α) +
2
α2
(
C1
C0
)
, (2.11)
− (1− δ)3 inf
R
φ′(x) >
8
1 + α
+
36CGN
−α
(‖φ′′′‖L2
C1
) 2
3
, (2.12)
where the constant C0 and C1 satisfy
‖φ‖L∞ ≤ C0
2
, ‖φ′‖L∞ ≤ C1
2
. (2.13)
Then the solution of the Cauchy problem (1.2) with the initial data u(0, x) =
φ(x) exhibits wave breaking at some time T > 0. Moreover
− 1
infR φ′(x)
1
1 + δ
< T < − 1
infR φ′(x)
1
(1− δ)2 .
Remark 2.5. It is easy to see that there exists some φ ∈ H2(R) satisfying
(2.1)-(2.3) and (2.4) in Theorem 2.1. Indeed, given any φ0 ∈ H2(R) with
infR φ
′
0(x) < 0, let φ = λφ0 with λ > 0 and C0 = 2λ‖φ0‖L∞ , C1 = 2λ‖φ′0‖L∞
that obviously satisfy (2.4), then choosing λ sufficiently large, one checks
that φ satisfies (2.1)-(2.3) by comparing the powers of λ in both sides of
each inequality. One can similarly analyze the assumptions in Theorem 2.3
and 2.4.
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Remark 2.6. The result in Theorem 2.1 (Theorem 2.4) does not contradict
the existence of smooth solutions of the Burgers-Hilbert equation (fKdV
equation) with initial data of size O(ǫ) on the enhanced time scale O(1/ǫ2)
which has been established in [9, 10] ( [5]).
We finally give a very simple blowup result on the Burgers-Hilbert equa-
tion which reads as:
Theorem 2.7. Assume that φ ∈ H2(R) satisfies
F (0) =: −
∫ ∞
0
(
φ(x)− φ(0)) exp(−x) dx ≥ 4‖φ‖ 12
L2
. (2.14)
Then, the lifespan T ∗ of the solution u ∈ C([0, T ∗);H2(R)) to the Cauchy
problem (1.3) with the initial data u(0, x) = φ(x) is bounded above by
T ∗ ≤ 4
F (0)
=: T ∗∗, (2.15)
and
lim
t→T ∗∗−
‖ux‖L∞ =∞. (2.16)
Remark 2.8. One can relax the assumption φ ∈ H2(R) in Theorem 2.7 as
φ ∈ L2(R)∩C0,1(R) if there exists a solution in u ∈ L2(R)∩C([0, T ∗);C0,1(R)).
Remark 2.9. To prove Theorem 2.7, we use a functional (see (6.2)) with a
smooth, fast decay weight defined on half line inspired by [14] which uses a
similar functional to study the blowup of Euler and Euler-Poisson equations.
The choice of this functional makes our proof very simple. One may refer
to [3,6] for the use of functionals with singular weights on the whole line to
prove blowup of dispersive equations.
3. Proof of Theorem 2.1
Proof of Theorem 2.1. It is standard that the Cauchy problem of (1.3) with
u(0, x) = φ(x) is well-posed in the class C
(
[0, T ) : H2(R)
)
for some T > 0.
We assume that T is the maximal time of existence hereafter. We define the
particle path
d
dt
X(t, x) = u(X(t, x), t), X(0, x) = x.
Since u(x, t) ∈ C([0, T ) : H2(R)), the ODE theory shows that X(·;x) exists
throughout the interval t ∈ [0, T ) for all x ∈ R. We denote
v0(t, x) = u(X(t, x), t), v1(t, x) = ∂xu(X(t, x), t),
and
m(t) = inf
x∈R
v1(t;x) = inf
x∈R
∂xu(x, t) =: m(0)q
−1(t). (3.1)
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It is easy to see that
m(t) < 0, t ∈ [0, T ), (3.2)
q(0) = 1, q(t) > 0, t ∈ [0, T ). (3.3)
It follows from (1.3) that
dv0
dt
+K0(t, x) = 0, (3.4)
dv1
dt
+ v21 +K1(t, x) = 0, (3.5)
where
K0(t, x) = Hu(X(t, x), t) =
∫
R
sgn(y)
|y| u(X(t, x) − y, t) dy,
K1(t, x) = H∂xu(X(t, x), t) =
∫
R
sgn(y)
|y| ∂xu(X(t, x) − y, t) dy.
(3.6)
The main ingredient in proving Theorem 2.1 is to show that
|K1(t, x)| < δ2m2(t), for all t ∈ [0, T ) and x ∈ R. (3.7)
Once (3.7) is shown, we may easily finish the proof. Indeed, for t ∈ [0, T ),
and any x ∈ Σδ(t) = Σδ,1(t) = {x ∈ R : v1(t, x) ≤ (1 − δ)m(t)}, we deduce
by applying Lemma 9.1 from Appendix with t1 = 0, t2 = t that
m(0) ≤ v1(0, x) ≤ (1− δ)m(0),
and then combining this with (9.7) and (9.11) one sees that
r(t, x) ≤ m(0)(v−11 (0, x) + (1− δ)t) ≤
1
1− δ +m(0)(1 − δ)t.
and
r(t, x) ≥ m(0)(v−11 (0, x) + (1 + δ)t) ≥ (1− δ) +m(0)(1 − δ2)t.
These two inequalities together with (9.8) give
(1− δ) +m(0)(1 − δ2)t ≤ q(t) ≤ 1
1− δ +m(0)(1 − δ)t,
that is
(1− δ) + inf
x∈R
φ′(x)(1 − δ2)t ≤ q(t) ≤ 1
1− δ + infx∈Rφ
′(x)(1− δ)t.
Hence (2.5) follows.
In the rest of this section, we turn to prove (3.7). First observe that (3.7)
holds at t = 0:
|K1(0, x)| = |Hφ′(x)| ≤ CSob‖φ‖H2 < δ2m2(0), x ∈ R,
where we have used the Sobolev embedding and the assumption (2.1). We
now prove (3.7) by contradiction for t 6= 0. Suppose that |K1(T1, x0)| =
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δ2m2(T1) for some T1 ∈ (0, T ) and some x0 ∈ R. By continuity, without loss
of generality, we may assume that
|K1(t, x)| ≤ δ2m2(t), for all t ∈ [0, T1] and x ∈ R. (3.8)
We claim that
‖v0(t)‖L∞ = ‖u(t)‖L∞ < C0, for all t ∈ [0, T1], (3.9)
and
‖v1(t)‖L∞ = ‖∂xu(t)‖L∞ < C1q−1(t), for all t ∈ [0, T1], (3.10)
where C0, C1 satisfy (2.4). First observe by (2.4) and (3.3) that
‖v0(0)‖L∞ = ‖φ‖L∞ < C0,
and
‖v1(0)‖L∞ = ‖φ′‖L∞ < C1q−1(0).
We will use a contradiction argument to show (3.9) and (3.10). Suppose that
(3.9) and (3.10) hold for all t ∈ [0, T2), but fails for either (3.9) or (3.10) at
t = T2 for some T2 ∈ (0, T1]. Hence, by continuity, it holds
‖v0(t)‖L∞ = ‖u(t)‖L∞ < C0, for all t ∈ [0, T2], (3.11)
and
‖v1(t)‖L∞ = ‖∂xu(t)‖L∞ < C1q−1(t), for all t ∈ [0, T2]. (3.12)
To bound K0(t;x), we split, for η ∈ (0, 1], the integral into two parts as
follows:
K0(t, x) =
∫
|y|<η
sgn(y)
|y| u(X(t, x) − y, t) dy︸ ︷︷ ︸
I1
+
∫
|y|≥η
sgn(y)
|y| u(X(t, x) − y, t) dy︸ ︷︷ ︸
I2
.
The term I2 can be easily estimated as:
|I2| ≤
(∫
|y|≥η
1
|y|2 dy
)1/2
‖u‖L2 ≤ 2η−
1
2‖φ‖L2 , (3.13)
due to the conservation of ‖u‖L2 . For the term I1, we estimate
|I1| =
∣∣∣∣ ∫|y|<η sgn(y)|y| [u(X(t, x) − y, t)− u(X(t, x), t)] dy
∣∣∣∣
≤ |u|
C0,
1
2 (R)
∫
|y|<η
1
|y| |y|
1
2 dy ≤ 4CMorη
1
2‖∂xu‖L2(R),
(3.14)
where we have used Morrey’s inequality
|u|
C0,
1
2 (R)
≤ CMor‖∂xu‖L2(R).
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It remains to control ‖∂xu‖L2 . Taking the first derivative ∂x on (1.3) with
respect to x, multiplying it by ∂xu and integrating it on x over R, one finally
gets
1
2
d
dt
∫
R
(∂xu)
2 dx = −
∫
R
∂xuH∂xudx−
∫
R
[(∂xu)
3 + u∂2xu∂xu] dx
= −1
2
∫
R
(∂xu)
3 dx,
where on the right hand side we have used the fact that the first term
vanishes due to the anti-symmetry of H and integration by parts in the
second term. Hence, one obtains
d
dt
∫
R
(∂xu)
2 dx = −
∫
R
∂xu(∂xu)
2 dx ≤ −m(t)
∫
R
(∂xu)
2 dx
= −m(0)q−1(t)
∫
R
(∂xu)
2 dx,
which combines with (9.13) implies for all t ∈ [0, T2] that
‖∂xu(t)‖L2 ≤ ‖φ′‖L2(1− δ)−
1
2(1−δ)2 q(t)
− 1
2(1−δ)2
≤ 2‖φ′‖L2q(t)−
1
2(1−δ)2 ,
(3.15)
where we have used δ ∈ (0, 1 −
√
3
2 ]. One finally obtains from (3.14) and
(3.15) that
|I1| ≤ 8CMor‖φ′‖L2η
1
2 q(t)
− 1
2(1−δ)2 . (3.16)
By choosing η = q(t)
1
2(1−δ)2 , for all t ∈ [0, T2] and x ∈ R, we see from
(3.13) and (3.16) that
|K0(t, x)| ≤ 8CMor‖φ′‖L2η
1
2 q(t)
− 1
2(1−δ)2 + 2η−
1
2 ‖φ‖L2
≤ (2‖φ‖L2 + 8CMor‖φ′‖L2)q(t)−
1
4(1−δ)2
≤ (2‖φ‖L2 + 8CMor‖φ′‖L2)q(t)−
1
3 ,
(3.17)
where we have used δ ∈ (0, 1 −
√
3
2 ] and (9.9). In view of (3.4), (3.17) and
(9.12), we may now control v0(t, x) for all t ∈ [0, T2] and for all x ∈ R as
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follows:
|v0(t, x)| ≤ ‖φ‖L∞ +
∫ t
0
|K0(τ, x)|dτ
≤ 1
2
C0 + (2‖φ‖L2 + 8CMor‖φ′‖L2)
∫ t
0
q−
1
3 (τ) dτ
≤ 1
2
C0 − (3‖φ‖L2 + 12CMor‖φ′‖L2)m−1(0)(1 − δ)−
4
3 [(1− δ)− 23 − q 23 (t)]
≤ 1
2
C0 − (3‖φ‖L2 + 12CMor‖φ′‖L2)(1− δ)−2m−1(0)
< C0,
(3.18)
where we have used
‖φ‖L∞ ≤ 1
2
C0 ≤ 1
2
C0q
−1(t),
due to the assumption (2.4) and (9.9) in the first inequality, and (2.2) in the
last inequality.
To estimate K1(t;x), we again, for η ∈ (0, 1], split the integral into two
parts as follows:
K1(t, x) =
∫
|y|<η
sgn(y)
|y| ∂xu(X(t, x) − y, t) dy︸ ︷︷ ︸
I3
+
∫
|y|≥η
sgn(y)
|y| ∂xu(X(t, x) − y, t) dy︸ ︷︷ ︸
I4
.
With the same manipulation as in I2, one can estimate
|I4| ≤ 2η−
1
2 ‖∂xu‖L2 ≤ 4‖φ′‖L2η−
1
2 q(t)
− 1
2(1−δ)2 , (3.19)
where we have invoked (3.15). In a similar fashion to I1, we have
|I3| ≤ 4CMorη
1
2‖∂2xu‖L2(R). (3.20)
It remains to control ‖∂2xu‖L2 . Similarly to treatment of the first deriva-
tive ∂xu, we have
d
dt
∫
R
(∂2xu)
2 dx = −5
∫
R
∂xu(∂
2
xu)
2 dx ≤ −5m(t)
∫
R
(∂2xu)
2 dx
= −5m(0)q−1(t)
∫
R
(∂2xu)
2 dx,
which gives for all t ∈ [0, T2] that
‖∂2xu(t)‖L2 ≤ ‖φ′′‖L2(1− δ)
− 5
2(1−δ)2 q(t)
− 5
2(1−δ)2
≤ 16‖φ′′‖L2q(t)−
5
2(1−δ)2 ,
(3.21)
where we have used δ ∈ (0, 1 −
√
3
2 ]. It follows from (3.20) and (3.21)
|I3| ≤ 64CMor‖φ′′‖L2η
1
2 q(t)
− 5
2(1−δ)2 . (3.22)
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In view of (3.19) and (3.22), taking η = q(t)
2
(1−δ)2 , we conclude for all
t ∈ [0, T2] and x ∈ R that
|K1(t, x)| ≤ 64CMor‖φ′′‖L2η
1
2 q(t)
− 5
2(1−δ)2 + 4‖φ′‖L2η−
1
2 q(t)
− 1
2(1−δ)2
≤ (4‖φ′‖L2 + 64CMor‖φ′′‖L2)q(t)−
3
2(1−δ)2
≤ (4‖φ′‖L2 + 64CMor‖φ′′‖L2)q(t)−2,
(3.23)
where we have used (9.9) and
− 3
2(1− δ)2 ≥ −2,
which follows from δ ∈ (0, 1 −
√
3
2 ]. Recalling (3.5) that
dv1
dt
= −v21 −K1(t, x) ≤ |K1(t, x)|,
one uses (3.23) and (9.12) to estimate for all t ∈ [0, T2] and x ∈ R that
v1(t, x) ≤ ‖φ′‖L∞ + (4‖φ′‖L2 + 64CMor‖φ′′‖L2)
∫ t
0
q−2(τ) dτ
≤ 1
2
C1q
−1(t)− (1− δ)−3m−1(0)(4‖φ′‖L2 + 64CMor‖φ′′‖L2)[q−1(t)− (1− δ)]
≤ 1
2
C1q
−1(t)− (1− δ)−3m−1(0)(4‖φ′‖L2 + 64CMor‖φ′′‖L2)q−1(t)
< C1q
−1(t),
(3.24)
where we have used
‖φ′‖L∞ ≤ 1
2
C1 ≤ 1
2
C1q
−1(t),
due to the assumption (2.4) and (9.9) in the first inequality, and the as-
sumption (2.3) in the last inequality. On the other hand, (2.4) and (3.1)
imply that
v1(t, x) ≥ m(t) = m(0)q−1(t) ≥ −1
2
C1q
−1(t), (3.25)
for all t ∈ [0, T2] and x ∈ R.
A contradiction to (3.11)-(3.12) occurs following from (3.18), (3.24) and
(3.25). Now we go back to (3.23) and use (2.1) to find that
|K1(t, x)| ≤ (4‖φ′‖L2 + 64CMor‖φ′′‖L2)m−2(0)m2(t) < δ2m2(t),
for all t ∈ [0, T1] and all x ∈ R. We get a contradiction to (3.8)! This means
we have shown (3.7) for all t ∈ [0, T ) and all x ∈ R.

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4. Proof of Theorem 2.3
Proof of Theorem 2.3. We first note that the Cauchy problem of (1.4) with
u(0, x) = φ(x) is well-posed in the class C
(
[0, T ) : H3(R)
)
for some T > 0
and we now assume that T is the maximal time of existence. Using the same
notations X(t, x), v0(t, x), v1(t, x),m(t) and q(t) as Section 3, it then follows
from (1.4) that
dv0
dt
+K0(t, x) = 0, (4.1)
dv1
dt
+ v21 +K1(t, x) = 0, (4.2)
where
K0(t, x) =
∫
R
K(y)∂xu(X(t, x) − y, t) dy,
K1(t, x) =
∫
R
K(y)∂2xu(X(t, x) − y, t) dy.
(4.3)
To prove Theorem 2.3, it suffices to show that
|K1(t, x)| < δ2m2(t), for all t ∈ [0, T ) and x ∈ R. (4.4)
We first check that (4.4) holds at t = 0. To estimate K1(0;x), we split the
integral as follows:
K1(0, x) =
∫
R
K(y)φ′′(x− y) dy
=
∫
|y|<1
K(y)φ′′(x− y) dy +
∫
|y|≥1
K(y)φ′′(x− y) dy.
In view of Lemma 2.2, one has∣∣∣∣ ∫|y|<1K(y)φ′′(x− y) dy
∣∣∣∣ ≤ ‖φ′′‖L∞∣∣∣∣ ∫|y|<1K(y) dy
∣∣∣∣ ≤ 4L0CSob‖φ‖H3 .
(4.5)
where we have used Sobolev embedding. We use integration by parts to get∣∣∣∣ ∫|y|≥1K(y)φ′′(x− y) dy
∣∣∣∣
≤
∣∣K(1)[φ′(−1− y)− φ′(1− y)]∣∣+ ∣∣∣∣ ∫|y|≥1K ′(y)φ′(x− y) dy
∣∣∣∣
≤ 2L0‖φ′‖L∞ + ‖φ′‖L∞
∣∣∣∣ ∫|y|≥1K ′(y) dy
∣∣∣∣
≤ 2(L0 + L∞)‖φ′‖L∞ ≤ C1(L0 + L∞),
(4.6)
where we have used Lemma 2.2 in the third inequality and (2.9) in the last
inequality. It follows from (4.5) and (4.6) that
|K1(0, x)| ≤ 4L0CSob‖φ‖H3 + C1(L0 + L∞) < δ2m2(0), x ∈ R,
where we have used (2.6).
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We now turn to prove (4.4) by contradiction for t 6= 0. Suppose that
|K1(T1, x0)| = δ2m2(T1) for some T1 ∈ (0, T ) and some x0 ∈ R. By continu-
ity, without loss of generality, we may assume that
|K1(t, x)| ≤ δ2m2(t), for all t ∈ [0, T1] and x ∈ R. (4.7)
We claim that
‖v0(t)‖L∞ = ‖u(t)‖L∞ < C0, for all t ∈ [0, T1], (4.8)
and
‖v1(t)‖L∞ = ‖∂xu(t)‖L∞ < C1q−1(t), for all t ∈ [0, T1], (4.9)
where C0, C1 satisfy (2.9). First observe that
‖v0(0)‖L∞ = ‖φ‖L∞ < C0,
and
‖v1(0)‖L∞ = ‖φ′‖L∞ < C1q−1(0).
A contradiction argument will be used to show (4.8) and (4.9). Suppose
that (4.8) and (4.9) hold for all t ∈ [0, T2), but fails for either (4.8) or (4.9)
at t = T2 for some T2 ∈ (0, T1]. Hence, by continuity, it holds
‖v0(t)‖L∞ = ‖u(t)‖L∞ < C0, for all t ∈ [0, T2], (4.10)
and
‖v1(t)‖L∞ = ‖∂xu(t)‖L∞ < C1q−1(t), for all t ∈ [0, T2]. (4.11)
To control K0(t, x), we split the integral with η ∈ (0, 1] as follows:
K0(t, x) =
∫
|y|≤η
K(y)∂xu(X(t, x) − y, t) dy︸ ︷︷ ︸
I1
+
∫
|y|>η
K(y)∂xu(X(t, x) − y, t) dy︸ ︷︷ ︸
I2
.
For the term I1, using Lemma 2.2 and (4.11), we have
|I1| ≤ 2
∫
|y|≤η
L0√
|y| dy · ‖v1‖L
∞ ≤ 4L0η
1
2‖v1‖L∞ ≤ 4L0C1η
1
2 q−1(t). (4.12)
Considering the term I2, we use integration by parts to bound it as follows:
|I2| ≤
∣∣K(η)[u(X(t, x) − η, t) − u(X(t, x) + η, t)]∣∣
+
∣∣∣∣ ∫
η<|y|≤1
K ′(y)u(X(t, x) − y, t) dy
∣∣∣∣
+
∣∣∣∣ ∫|y|>1K ′(y)u(X(t, x) − y, t) dy
∣∣∣∣
≤ 2L0η−
1
2 ‖v0‖L∞ + 4L0(η−
1
2 − 1)‖v0‖L∞ + 2L∞‖v0‖L∞
≤ 2(3L0η−
1
2 + L∞)‖v0‖L∞ ≤ 2C0(3L0 + L∞)η−
1
2 ,
(4.13)
where we have used Lemma 2.2 in the third inequality and (4.10) in the last
inequality.
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In view of (4.12) and (4.13), one chooses η = q(t) to get
|K0(t, x)| ≤ 2
[
C0(3L0 + L∞) + 2L0C1
]
q−
1
2 (t), (4.14)
for all t ∈ [0, T2] and for all x ∈ R. By (4.1), (4.14) and (9.12), we may now
control v0(t;x) for all t ∈ [0, T2] and for all x ∈ R as follows:
|v0(t, x)| ≤ ‖φ‖L∞ +
∫ t
0
|K0(τ, x)|dτ
≤ 1
2
C0 + 2
[
C0(3L0 + L∞) + 2L0C1
] ∫ t
0
q−
1
2 (τ) dτ
≤ 1
2
C0 − 4
[
C0(3L0 + L∞) + 2L0C1
]
m−1(0)(1 − δ)− 32 [(1− δ)− 12 − q 12 (t)]
≤ 1
2
C0 − 4
[
C0(3L0 + L∞) + 2L0C1
]
(1− δ)−2m−1(0)
< C0.
(4.15)
where we have used (2.7) in the last inequality.
To bound K1(t, x), we proceed as:
K1(t, x) =
∫
|y|≤η
K(y)∂2xu(X(t, x) − y, t) dy︸ ︷︷ ︸
I3
+
∫
|y|>η
K(y)∂2xu(X(t, x) − y, t) dy︸ ︷︷ ︸
I4
.
Similar to I2, by integration by parts, one has
|I4| ≤ 2L0η−
1
2 ‖v1‖L∞ + 4L0(η−
1
2 − 1)‖v1‖L∞ + 2L∞‖v1‖L∞
≤ 2C1(3L0 + L∞)η−
1
2 q−1(t),
(4.16)
where we have used Lemma 2.2 in the second inequality and (4.11) in the
last inequality. For the term I3, one estimates
|I3| ≤ 2
∫
|y|≤η
L0√|y| dy · ‖∂2xu‖L∞ ≤ 4L0η 12 ‖∂2xu‖L∞ , (4.17)
where we have used Lemma 2.2 again.
In order to control ‖∂2xu‖L∞ , we need to estimate ‖∂3xu‖L2 . We differen-
tiate (1.4) three times with respect to x, multiply by ∂3xu and integrate on
x over R to get
1
2
d
dt
∫
R
(∂3xu)
2 dx = −
∫
R
∂3xu
∫
R
K(x− y)∂4yu(y) dy dx
−
∫
R
[4∂xu(∂
3
xu)
2 + 3(∂2xu)
2∂3xu+ u∂
4
xu∂
3
xu] dx.
(4.18)
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Obviously, the first term on the right hand side of (4.18) vanishes since K(·)
is even. On the other hand, one uses integration by parts to see that∫
R
(∂2xu)
2∂3xudx = 0,∫
R
u∂4xu∂
3
xudx = −
1
2
∫
R
∂xu(∂
3
xu)
2 dx.
(4.19)
We substitute (4.19) into (4.18) to deduce
d
dt
∫
R
(∂3xu)
2 dx = −7
∫
R
∂xu(∂
3
xu)
2 dx ≤ −7m(0)q−1(t)‖∂3xu‖2L2 . (4.20)
Solving (4.20) by using (9.13) gives
‖∂3xu‖L2 ≤ ‖φ′′′‖L2(1− δ)
− 7
2(1−δ)2 q(t)
− 7
2(1−δ)2
≤ 16‖φ′′′‖L2q(t)−
7
2(1−δ)2
(4.21)
for all t ∈ [0, T2], where we have used δ ∈ (0, 1 − 2
√
2
3 ]. However the bound
(4.21) for ‖∂3xu‖L2 is too bad to control ‖∂2xu‖L∞ by Sobolev embedding
directly. To get a better bound, we use Gagliardo-Nirenberg interpolation
to deduce
‖∂2xu‖L∞ ≤ CGN‖∂xu‖
1
3
L∞‖∂3xu‖
2
3
L2
≤ 9CGNC
1
3
1 ‖φ′′′‖
2
3
L2
q(t)
− 1
3
− 7
3(1−δ)2 ,
(4.22)
where we have used (4.11) and (4.21). We then may estimate in view of
(4.17) and (4.22) that
|I3| ≤ 36L0CGNC
1
3
1 ‖φ′′′‖
2
3
L2
η
1
2 q(t)
− 1
3
− 7
3(1−δ)2 . (4.23)
In light of (4.16) and (4.23), we take η = q(t)
− 2
3
+ 7
3(1−δ)2 to obtain
|K1(t, x)| ≤
[
2C1(3L0 + L∞) + 36L0CGNC
1
3
1 ‖φ′′′‖
2
3
L2
]
q(t)
− 2
3
− 7
6(1−δ)2
≤ [2C1(3L0 + L∞) + 36L0CGNC 131 ‖φ′′′‖ 23L2]q−2(t), (4.24)
for all t ∈ [0, T2] and for all x ∈ R, where we have used
−2
3
− 7
6(1− δ)2 ≥ −2,
which follows from δ ∈ (0, 1 − 2
√
2
3 ] and (9.9). Recalling (4.2) that
dv1
dt
= −v21 −K1(t, x) ≤ |K1(t, x)|,
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one uses (4.24) and (9.12) to estimate
v1(t, x)
≤ ‖φ′‖L∞ +
[
2C1(3L0 + L∞) + 36L0CGNC
1
3
1 ‖φ′′′‖
2
3
L2
] ∫ t
0
q−2(τ) dτ
≤ 1
2
C1q
−1(t)− (1− δ)−3m−1(0)[2C1(3L0 + L∞) + 36L0CGNC 131 ‖φ′′′‖ 23L2][q−1(t)− (1− δ)]
≤ 1
2
C1q
−1(t)− (1− δ)−3m−1(0)[2C1(3L0 + L∞) + 36L0CGNC 131 ‖φ′′′‖ 23L2]q−1(t)
< C1q
−1(t),
(4.25)
where we have used (2.8) in the last inequality. On the other hand, one has
v1(t, x) ≥ m(t) = m(0)q−1(t) ≥ −1
2
C1q
−1(t). (4.26)
for all t ∈ [0, T2] and x ∈ R.
A contradiction to (4.10)-(4.11) occurs following from (4.15), (4.25) and
(4.26). Now we go back to (4.24) and use (2.6) to find that
|K1(t, x)| ≤ [2C1(3L0 + L∞) + 36L0CGNC
1
3
1 ‖φ′′′‖
2
3
L2
]
m−2(0)m2(t) < δ2m2(t),
for all t ∈ [0, T1] and all x ∈ R. We get a contradiction to (4.7)! This means
that we have shown (4.4) for all t ∈ [0, T ) and all x ∈ R.

5. Proof of Theorem 2.4
Proof of Theorem 2.4. We first note that the Cauchy problem of (1.2) with
u(0, x) = φ(x) is well-posed in the class C
(
[0, T ) : H3(R)
)
for some T > 0
and we now assume that T is the maximal time of existence. Using the
same notations X(t, x), v0(t, x), v1(t, x),m(t) and q(t) as in Section 3, it
then follows from (1.2) that
dv0
dt
+K0(t, x) = 0, (5.1)
dv1
dt
+ v21 +K1(t, x) = 0, (5.2)
where
K0(t, x) =
∫
R
sgn(y)
|y|2+α [u(X(t, x), t) − u(X(t, x) − y, t)] dy,
K1(t, x) =
∫
R
sgn(y)
|y|2+α [∂xu(X(t, x), t) − ∂xu(X(t, x) − y, t)] dy.
(5.3)
We are done if we show
|K1(t, x)| < δ2m2(t), for all t ∈ [0, T ) and x ∈ R. (5.4)
In view of (2.10), one easily checks that (5.4) holds at t = 0. We will
prove (5.4) by contradiction. Suppose that |K1(T1, x0)| = δ2m2(T1) for
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some T1 ∈ (0, T ) and some x0 ∈ R. By continuity, without loss of generality,
we may assume that
|K1(t, x)| ≤ δ2m2(t), for all t ∈ [0, T1] and x ∈ R.
We claim that
‖v0(t)‖L∞ = ‖u(t)‖L∞ < C0, for all t ∈ [0, T1], (5.5)
and
‖v1(t)‖L∞ = ‖∂xu(t)‖L∞ < C1q−1(t), for all t ∈ [0, T1], (5.6)
where C0, C1 satisfy (2.13). First observe that
‖v0(0)‖L∞ = ‖φ‖L∞ < C0,
and
‖v1(0)‖L∞ = ‖φ′‖L∞ < C1q−1(0).
We then proceed by contradiction in order to show (5.5) and (5.6). Suppose
that (5.5) and (5.6) hold for all t ∈ [0, T2), but fails for either (5.5) or (5.6)
at t = T2 for some T2 ∈ (0, T1]. Hence, by continuity, it holds
‖v0(t)‖L∞ = ‖u(t)‖L∞ < C0, for all t ∈ [0, T2], (5.7)
and
‖v1(t)‖L∞ = ‖∂xu(t)‖L∞ < C1q−1(t), for all t ∈ [0, T2]. (5.8)
Let η ∈ (0, 1], we split the integral into two parts:
K0(t, x) =
∫
|y|<η
sgn(y)
|y|2+α [u(X(t, x), t) − u(X(t, x) − y, t)] dy︸ ︷︷ ︸
I1
+
∫
|y|≥η
sgn(y)
|y|2+α [u(X(t, x), t) − u(X(t, x) − y, t)] dy︸ ︷︷ ︸
I2
.
We then estimate
|I1| =
∣∣∣∣ ∫|y|<η sgn(y)|y|2+α [u(X(t, x) − y, t)− u(X(t, x), t)] dy
∣∣∣∣
≤ |u|C0,1(R)
∫
|y|<η
1
|y|2+α |y|dy
≤ 2−αη
−α‖∂xu‖L∞ ≤ 2C1−α η
−αq(t)−1,
(5.9)
and
|I2| ≤ 4
1 + α
η−(1+α)‖v0‖L∞ ≤ 4C0
1 + α
η−(1+α). (5.10)
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Choosing η = q(t), for all t ∈ [0, T2] and for all x ∈ R, one obtains from
(5.9) and (5.10) that
|K0(t, x)| ≤
(
4C0
1 + α
+
2C1
−α
)
q(t)−(1+α).
This together with (5.1) and (9.12) yields
|v0(t, x)| ≤ ‖φ‖L∞ +
∫ t
0
|K0(t, x)|dt
≤ 1
2
C0 +
(
4C0
1 + α
+
2C1
−α
)∫ t
0
q−(1+α)(τ) dτ
≤ 1
2
C0 −
(
4C0
1 + α
+
2C1
−α
)
m−1(0)(1 − δ)−(α+2)(−α)−1[(1− δ)α − q−α(t)]
≤ 1
2
C0 +
1
α
(
4C0
1 + α
+
2C1
−α
)
(1− δ)−2m−1(0)
< C0,
(5.11)
for all t ∈ [0, T2] and for all x ∈ R, where we have used (2.11).
To estimate K1(t, x), we also split the integral into two parts:
K1(t, x) =
∫
|y|<η
sgn(y)
|y|2+α [∂xu(X(t, x), t) − ∂xu(X(t, x) − y, t)] dy︸ ︷︷ ︸
I3
+
∫
|y|≥η
sgn(y)
|y|2+α [∂xu(X(t, x), t) − ∂xu(X(t, x) − y, t)] dy︸ ︷︷ ︸
I4
.
The term I4 can be simply estimated as
|I4| ≤ 4C1
1 + α
η−(1+α)q−1(t). (5.12)
For the term I3, we estimate
|I3| ≤ |∂xu|C0,1(R)
∫
|y|<η
1
|y|2+α |y|dy ≤
2
−αη
−α‖∂2xu‖L∞ . (5.13)
Following the same line as in the proof of (4.18)-(4.22) and using the
assumption that δ > 0 is sufficient small (to make the last inequality of
(4.21) to be true), one has
‖∂2xu‖L∞ ≤ CGN‖∂xu‖
1
3
L∞‖∂3xu‖
2
3
L2
≤ 9CGNC
1
3
1 ‖φ′′′‖
2
3
L2
q(t)
− 1
3
− 7
3(1−δ)2 .
(5.14)
We then may estimate in view of (5.13) and (5.14) that
|I3| ≤
18CGNC
1
3
1 ‖φ′′′‖
2
3
L2
−α η
−αq(t)
− 1
3
− 7
3(1−δ)2 . (5.15)
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By choosing η = q(t)
− 2
3
+ 7
3(1−δ)2 , we conclude from (5.12) and (5.15) that
|K1(t, x)| ≤
(
4C1
1 + α
+
18CGNC
1
3
1 ‖φ′′′‖
2
3
L2
−α
)
q(t)
−
[
1
3
+ 7
3(1−δ)2
]
(1+α)+α
≤
(
4C1
1 + α
+
18CGNC
1
3
1 ‖φ′′′‖
2
3
L2
−α
)
q−2(t),
(5.16)
for all [0, T2] and all x ∈ R, where we have used
−
[
1
3
+
7
3(1 − δ)2
]
(1 + α) + α ≥ −2,
which follows from the assumptions that δ > 0 is sufficient small and α ∈
(−1, 5(1−δ)2−7
7−2(1−δ)2 ). In view of (5.2), (5.16) and (9.12), one has
v1(t, x) ≤ ‖φ′‖L∞ +
(
4C1
1 + α
+
18CGNC
1
3
1 ‖φ′′′‖
2
3
L2
−α
)∫ t
0
q−2(τ) dτ
≤ 1
2
C1q
−1(t)− (1− δ)−3m−1(0)
(
4C1
1 + α
+
18CGNC
1
3
1 ‖φ′′′‖
2
3
L2
−α
)
[q−1(t)− (1− δ)]
≤ 1
2
C1q
−1(t)− (1− δ)−3m−1(0)
(
4C1
1 + α
+
18CGNC
1
3
1 ‖φ′′′‖
2
3
L2
−α
)
q−1(t)
< C1q
−1(t),
(5.17)
where we have used (2.12). On the other hand, one also has
v1(t, x) ≥ m(t) = m(0)q−1(t) ≥ −1
2
C1q
−1(t). (5.18)
With (5.11), (5.17) and (5.18) at hand, the same argument in Section 3
can be used to complete the proof.

6. Proof of Theorem 2.7
Proof of Theorem 2.7. It is trivial that the Cauchy problem of (1.3) with
u(0, x) = φ(x) is well-posed in the class C
(
[0, T ∗) : H2(R)
)
for some T ∗ > 0.
We assume that T ∗ is the maximal time of existence hereafter. Let Y (t)
solve the ODE
d
dt
Y (t) = u(t, Y (t)), Y (0) = 0.
It is easy to see that Y (t) is well-defined over [0, T ∗). We define
v(t, x) = u(t, x+ Y (t)).
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A small calculation shows that v satisfies the equation(
v(t, x) − v(t, 0))
t
+
(
v(t, x)− v(t, 0))vx(t, x)−H(v(t, x)− v(t, 0)) = 0.
(6.1)
We introduce the weighted velocity with a smooth, fast decay weight on
half line as follows:
F (t) = −
∫ ∞
0
(
v(t, x)− v(t, 0)) exp(−x) dx. (6.2)
Suppose T ∗ =∞. It results from (6.1) that
d
dt
F (t) =
∫ ∞
0
[(
v(t, x)− v(t, 0))∂xv −H(v(t, x)− v(t, 0))] exp(−x) dx.
(6.3)
Since v(t, x)− v(t, 0) vanishes at x = 0, by integrating by parts, one has∫ ∞
0
(
v(t, x) − v(t, 0))∂xv exp(−x) dx
=
∫ ∞
0
(
v(t, x) − v(t, 0))∂x(v(t, x)− v(t, 0)) exp(−x) dx
=
1
2
∫ ∞
0
(
v(t, x)− v(t, 0))2 exp(−x) dx =: Q(t).
(6.4)
By the property of Hilbert transform, one obtains∫ ∞
0
H(v(t, x)− v(t, 0)) exp(−x) dx
≤
(∫ ∞
0
[H(v(t, x)− v(t, 0))]2 dx)12(∫ ∞
0
exp(−2x) dx
) 1
2
≤
√
2
2
(∫
R
[H(v(t, x) − v(t, 0))]2 dx)12 ≤ √2
2
‖v(t, x) − v(t, 0)‖L2
=
√
2
2
‖u(t, x+ y(t))− u(t, x)‖L2 ≤
√
2‖u0‖L2 .
(6.5)
On the other hand, we have
F 2(t) ≤
∫ ∞
0
(
v(t, x) − v(t, 0))2 exp(−x) dx∫ ∞
0
exp(−x) dx = 2Q(t).
(6.6)
We conclude from (6.3)-(6.6) that
d
dt
F (t) ≥ 1
2
F 2(t)−
√
2‖u0‖L2 .
In view of (2.14), it follows that
F (t) ≥ F (0)
1− F (0)4 t
,
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which means that F (t) will blow up no later than the time 4F (0) =: T
∗∗ that
confirms (2.15). On the other hand
F (t) ≤ sup
x∈R
∣∣∣∣v(t, x)− v(t, 0)x
∣∣∣∣ ∫ ∞
0
x exp(−x) dx ≤ C‖ux‖L∞ ,
which leads to (2.16). This contradiction completes the proof. 
7. The rescaled Whitham equation
We consider here the rescaled Whitham equation (1.5). We will revisit
Theorem 2.3 and its proof by keeping the small parameter ǫ, our goal being
to estimate the blow-up time which should of course be at least of order
O(1/ǫ) since the local solution of the Cauchy problem exists at least on this
time scale.
We first need a ”rescaled” version of Lemma 2.2 :
Lemma 7.1. There exist constants L0, L∞ > 0 and η0 ∈ (0, 1) such that
Kǫ(x) ≤ ǫ−1/4 L0√|x| and |K ′(x)| ≤ ǫ−1/4 L0√|x|3 , for 0 < |x| < ǫ1/2η0,
and ∫ ∞
ǫ1/2η0
|K ′ǫ(x)|dx ≤ ǫ−1/2L∞.
Theorem 2.3 is reformulated as follows:
Theorem 7.2 (rescaled Whitham equation). Let δ ∈ (0, 1− 2
√
2
3 ] and ǫ
−1δ <
1/2. Assume that φ ∈ H3(R) satisfies
δ2ǫ1/4(inf
R
φ′(x))2 > 4L0CSob‖φ‖H3 + 2C1(3L0 + L∞) + 36L0CGNC
1
3
1 ‖φ′′′‖
2
3
L2
,
− (1− δ)2ǫ1/4 inf
R
φ′(x) > 8(3L0 + L∞) + 16L0
(
C1
C0
)
,
− (1− δ)3ǫ1/4 inf
R
φ′(x) > 4(3L0 + L∞) + 36L0CGN
(‖φ′′′‖L2
C1
) 2
3
,
where the constant C0 and C1 satisfy
‖φ‖L∞ ≤ C0
2
, ‖φ′‖L∞ ≤ C1
2
.
Then the solution of the Cauchy problem (1.5) with the initial data u(0, x) =
φ(x) exhibits wave breaking at some time T > 0, namely
|u(x, t)| <∞, x ∈ R, t ∈ [0, T ),
but
inf
R
∂xu(x, t) −→ −∞, as t −→ T − .
Moreover
− 1
infR φ′(x)
1
ǫ(1 + ǫ−1δ)
< T < − 1
infR φ′(x)
1
ǫ(1− ǫ−1δ)2 . (7.1)
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It is worth relating Theorem 7.2 to the results in [11] that compare the
solution of the rescaled Whitham equation and that of the KdV equation
∂tw + ∂xw + ǫw∂xw +
1
6
∂3xw = 0. (7.2)
Actually the next result is proven in [11] (Theorem 2).
Theorem 7.3. Let φ ∈ H∞(R) and let u and w be the respective solutions
of (1.5) and (7.2) with initial data φ. Then, for all j ∈ N, j ≥ 0, there exists
Mj =Mj(‖φ‖Hj+8) > 0 such that
‖(u− w)(t)‖
Hjx
≤Mjǫ2t, (7.3)
for all 0 ≤ t . ǫ−1.
Remark 7.4. The implicit constant in the notation t . ǫ−1 depends on
‖φ‖−1
H2
for j = 0, 1 and ‖φ‖−1
Hj+1
for j ≥ 2.
By Theorem 7.3, the solution u of the rescaled Whitham equation (1.5)
cannot blow up before a time of order O(ǫ−1‖φ‖−1
H3
)
, which is indeed con-
firmed by (7.1) since the obtained wave breaking time isO(ǫ−1[− infR φ′(x)]−1).
The proof of Theorem 7.2 follows that of Theorem 2.3 and Lemma 9.1-
Lemma 9.3 by keeping the small parameter ǫ and we omit it.
8. Final remarks
The results in this paper suggest that the fKdV when −1 ≤ α < 0 and
the Whitham equation share some properties of the nonlinear hyperbolic
Burgers equation. One may ask for instance if they possess global weak
(entropy) solutions. This has been proven for the Burgers-Hilbert equation
in [2].
On the other hand those equations have a (weak) dispersive part, with the
possibility of existence of global strong small solutions. This is suggested by
some numerical simulations in [11] and has been proven for the cubic fKdV
equation with −1 < α < 0 in the work [17] of the Authors.
9. Appendix
In the proofs of Theorem 2.1, 2.3, 2.4, and 7.2, we need to handle the
following ODE
dv1
dt
+ ǫv21 +K1,ǫ(t, x) = 0. (9.1)
For the Burgers-Hilbert equation (1.3), the Whitham equation (1.4), and
the fKdV equation (1.2), one shall take ǫ = 1 in (9.1), and K1,ǫ(t, x)
=: K1(t, x) being defined as (3.6), (4.3), and (5.3) respectively. For the
WAVE BREAKING FOR WHITHAM-TYPE EQUATIONS 23
rescaled Whitham equation (1.5), one shall keep ǫ being a small parameter
in (9.1) and define K1,ǫ(t, x) by
K1,ǫ(t, x) =
∫
R
Kǫ(y)∂
2
xu(X(t, x) − y, t) dy,
where Kǫ(·) is given by (1.6).
In the following we always assume δ ∈ (0, 12), ǫ ∈ (0, 1], ǫ−1δ < 1/2, and
t ∈ [0, T1], and then let
Σδ,ǫ(t) = {x ∈ R : v1(t, x) ≤ (1− ǫ−1δ)m(t)},
and also define
v1(t, x) =: m(0)r
−1(t, x).
We denote Σδ,1(t) =: Σδ(t) (ǫ = 1) for simplicity.
The following technical lemmas for ǫ = 1 were proved in [7, 8, 16], which
can be extended to all ǫ ∈ (0, 1] with slight modifications. We include the
proofs here for the sake of completeness and readers’ convenience.
Lemma 9.1. One has Σδ,ǫ(t2) ⊂ Σδ,ǫ(t1) whenever 0 ≤ t1 ≤ t2 ≤ T1.
Proof. Suppose that there exists some x1 ∈ R such that x1 /∈ Σδ,ǫ(t1) but
x1 ∈ Σδ,ǫ(t2) for some 0 ≤ t1 ≤ t2 ≤ T1, that is
v1(t1, x1) > (1− ǫ−1δ)m(t1) and v1(t2, x1) ≤ (1− ǫ−1δ)m(t2) < 1
2
m(t2).
(9.2)
One can choose t1 and t2 close so that
v1(t, x1) ≤ 1
2
m(t), for all t ∈ [t1, t2].
Indeed since v1(·, x1) and m are uniformly continuous on [0, T1], let
v1(t1, x2) = m(t1) ≤ 1
2
m(t1). (9.3)
We may necessarily choose t2 close to t1 so that
v1(t, x2) ≤ 1
2
m(t), for all t ∈ [t1, t2].
According to (3.8) ((4.4) or (5.4)), one has
|K1,ǫ(t, xj)| ≤ δ2m2(t) ≤ 4δ2v21(t, xj) <
1
2
δv21(t, xj),
for all t ∈ [t1, t2], j = 1, 2. This together with (9.1) yields
dv1
dt
(·, x1) = −ǫv21(·, x1)−K1,ǫ(t, x1) ≥ (−ǫ−
δ
2
)v21(·, x1)
and
dv1
dt
(·, x2) = −ǫv21(·, x2)−K1,ǫ(t, x2) ≤ (−ǫ+
δ
2
)v21(·, x2),
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for t ∈ [t1, t2]. Solving the resulting two inequalities above gives
v1(t2, x1) ≥ v1(t1, x1)
1 + (ǫ+ δ2)v1(t1, x1)(t2 − t1)
, (9.4)
and
v1(t2, x2) ≤ v1(t1, x2)
1 + (ǫ− δ2)v1(t1, x2)(t2 − t1)
. (9.5)
Applying (9.3) to (9.5), one obtains
m(t2) ≤ m(t1)
1 + (ǫ− δ2)m(t1)(t2 − t1)
. (9.6)
In view of (9.2) and (9.4), one estimates
v1(t2, x1) >
(1− ǫ−1δ)m(t1)
1 + (ǫ+ δ2)(1 − ǫ−1δ)m(t1)(t2 − t1)
>
(1− ǫ−1δ)m(t1)
1 + (ǫ− δ2)m(t1)(t2 − t1)
> (1− ǫ−1δ)m(t2),
where we have used (9.6) in the last inequality. We get a contradiction!

Lemma 9.2. We have
ǫ(1 + ǫ−1δ)m(0) ≤ dr
dt
≤ ǫ(1− ǫ−1δ)m(0), (9.7)
q(t) ≤ r(t) ≤ (1− ǫ−1δ)−1q(t), (9.8)
and
0 < q(t) ≤ 1. (9.9)
Proof. Let x ∈ Σδ,ǫ(T1), it then follows from Lemma 9.1 that
m(t) ≤ v1(t, x) ≤ (1− ǫ−1δ)m(t), for all t ∈ [0, T1]. (9.10)
The solution of (9.1) can be expressed
v1(t, x) =
v1(0, x)
1 + ǫv1(0, x)
∫ t
0
(
1 + ǫ−1v−21 K1,ǫ(τ, x)
)
dτ
= m(0)r−1(t, x).
(9.11)
It follows from (9.10) and (3.8) ((4.4) or (5.4)) that
|v−21 K1,ǫ(t, x)| ≤ (1− δ)−2δ2 < δ, for all t ∈ [0, T1].
This together with (9.11) implies (9.7). The inequality (9.8) is a consequence
of (9.10) and (9.11). It is easy to see that r(t, x) is decreasing for all t ∈
[0, T1] from (9.7), and hence v1(t, x) too. Furthermore, by (3.1), q(t) is also
decreasing for all t ∈ [0, T1] which implies (9.9) by (3.3).

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Lemma 9.3. It holds that∫ t
0
q−s(τ) dτ ≤ −(1− ǫ−1δ)−(s+1)(1− s)−1m−1(0)[(1 − ǫ−1δ)s−1 − q1−s(t)],
(9.12)
wheres > 0, s 6= 1, and∫ t
0
q−1(τ) dτ ≤ −(1− ǫ−1δ)−2m−1(0)[− log(1− ǫ−1δ) − log q(t)]. (9.13)
Proof. Let s > 0, s 6= 1, we use (9.7) and (9.8) to deduce that∫ t
0
q−s(τ) dτ ≤ (1− ǫ−1δ)−s
∫ t
0
r−s(τ, x) dτ
≤ (1− ǫ−1δ)−(s+1)m−1(0)
∫ t
0
r−s(τ, x)
d
dt
r(τ, x) dτ
= (1− ǫ−1δ)−(s+1)(1− s)−1m−1(0)[rs−1(t, x)− r1−s(0, x)],
which combines (9.8) implies (9.12). One can verify (9.13) similarly.

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