In this paper, we 
1. INTRODUCTION Activities of daily living (ADLs) are identified as one of the most important measures by elder-care specialists in monitoring the health of the aged [9] . This makes the task of modelling and recognizing ADLs become crucial since our motivating application is the construction of a safe and smart environment for the elderly, equipping them with automatic and unintrusive monitor and support.
Most early activity recognition works have focused on representing and learning the sequential and temporal characteristics in activity sequences. The common choice of stochastic model in these works is the hidden Markov model (HMM) (e.g. [14] , [1] ) owning to its simplicity and effectiveness in modelling sequential data. While being operative for simple behaviours, the HMM performance tends to degrade when the activities exhibit long-term temporal dependency that is difficult to deal with under the strong Markov assumption. One way to overcome this problem is to model the longrange correlation via the duration information of a state. This leads to the introduction of the semi-Markov model and its variants, including the explicit duration HMMs [11] , [12] and the segmental HMMs [2] . In these models, a state is assumed to remain unchanged for some random duration of time before its transit to a new state. For each state, an arbitrary distribution is given to characterize the length of its duration as opposed to a simple geometric in the standard HMM, thus relaxing the Markov assumption via the duration information (i.e. the future does not only depend on the current state but also on the duration information of that state). This form of stochastic model has been an active research topic since the late 1980s driven mainly in the field of speech processing and recognition [3] , [11] . Recently, it has also gained attention in other fields, such as modelling web access traffic patterns [15] , or high-level behavioural patterns in human activities [4] .
The most common method is to model the duration explicitly via the multinomial distribution [11] , [12] , [2] , [6] . The multinomial parameterization however requires a large number of free parameters (in order of the maximum duration M), and as such generally requires more training data to estimate the correct models. More importantly, the burden in computation complexity in both training and classification has made the multinomial an unsuitable choice for a wide range of applications, including activity recognition, where M could be arbitrarily long. More compact parameterization has been attempted to overcome this problem, including the Poisson [12] , the gamma [3] , or more general the exponential family distributions [5] . While keeping the number of free parameters low, these methods still suffer the same computational problem as the multinomial, i.e. their computational complexity scales linearly with Ml. [11] , [6] . However, modelling duration in this way becomes very inefficient when Ml, the maximum duration length, is large. Such a situation is often encountered in activity modelling, especially when some types of activities are considerably longer than others. Thus, the discrete Coxian distribution [7] is proposed as follows.
A discrete M-phase Coxian distribution2 with parameter it = pi, -, uM and A A1, ... , AM, denoted by Cox(t, A)
where 0 < , < 1, The discrete Coxian distribution is a member of the phasetyped distribution family and has the following very appealing interpretation. Figure I shows a left-to-right Markov chain with M + 1 states numbered from 1 to M + 1, with the 2When considering continuous Coxian, the geometric distribution is replaced by its continuous counterpart, the exponential distribution.
self transition parameter Aii = 1 -Ai. The (-) and then setting the re-estimated parameter # to the normalized value of (r). Space restriction prevents us from giving the full set of ML-estimated formulas.
We are giving here only the estimation # for the Coxian duration model and the observation model. 
EXPERIMENTAL RESULTS
A. Activity and Environment descriptions We apply the Cox-HSMM to learn and recognize a relatively complex set of activities in a smart home environment. We consider the following three routines of meal preparation and consumption: [1] : a tea-and-cake-newspaper breakfast, [2] : a scrambled-egg-on-toast lunch, and [3] : a lasagnaand-fresh-salad lunch. These three activities have a similar order of actions taken (Figure 3 ) since meal preparation and consumption generally obey the same sequence of actions. Figure 3 shows the flow of the activities, which consists of twelve steps: (1) take-food-from-fridge, (2) bringfood-to-stove, (3) wash-vegetable/fill-water-at-sink, (4) comeback-to-stove-for-cooking, (5) take-plates/cup-from-cupboard, (6) return-to-stove-for-food, (7) bring-food-to-table, (8) takedrink-from-fridge, (9) have-meal-at-table, (10) clean-stove, (11) wash-dishes-at-sink, and (12) Table 1 , each landmark may have multiple durations, where the first column shows the first visit, the second column is the second visit, and so on5. In this set of experiments, we have covered the fact that an occupant may visit the landmark several times within an activity, and different activities may share the same durations at some places. The environment is a kitchen set up as shown in Figure 4 (ab). The scene is captured by two cameras mounted at two opposite ceiling corners, and a multiple-camera tracking module is used to detect movements and returns the list of positions in x-y coordinates visited by the occupant. For modelling 5For example, for activity [1] , the occupant first stops at the fridge for 1 -2(s) to check out mnilk and cake, then later returns to the fridge for convenience, the kitchen is quantized into 28 square cells of 1m2, and the returned x-y readings are then converted into the cell numbers. The low-level vision tracking module employed in this work is the same as that of [8] . This tracking module however occasionally loses track of the occupant due to occlusions, or when the actor stays still for too long and thus confused with the background. We observe that lost tracks commonly fall into the second scenario. Therefore, we will experiment with two sets of data: the first set (A) consists of the original captured sequences with missing observation, and to further test the robustness of our model, we construct a second set of data (B) in which a missing entry is interpolated by its neighbours.
We a) ), and by adding 3 more geometrics (the 5-phase Cox-HSMM), we can achieve the best possible performance (91.39% -Table 3(b)). Figure 5 illustrates an example of online recognition performed by the Cox-HSMM (M = 2) for a randomly chosen sequence of activity [1] .
Regarding computation time, the M-phase Cox-HSMM scales linearly with the HMM by its phase number M. Our experiment shows that the Cox-HSMM works best with M = 5, thus, the computational increase is inexpensive, especially in compared with the multinomial or exponential family parameterization where the computational scale factor is the maximum duration length, which is in order of hundreds for our datasets, and thus, because of its excessive computational time, the multinomial duration HSMM is not included in our training and testing. Tables 2 and 3 show that the HMM, without duration modelling, has performed much more poorly than the CoxHSMMs; it achieves only around 68% accuracy on average compared to 78% and above for the Cox-HSMMs. This again strongly confirms our belief that duration is important in building accurate models for ADLs. With respect to the variants of the Cox-HSMM (Table 3) , it is observed that the Cox-HSMM performs particularly well for all number of phases M ranging from 3 to 7. It also shows that in our setting and with the dataset A, the best performance of (Table 5 and 2), while the Cox-HSMM performs significantly worse (Tables 6 and 3 (a)). One possible explanation is that our interpolating method is only appropriate for the case where track is lost due to stay-still. If it is due to occlusion, then the filling method may be inappropriate and a state with short durations in nature may now wrongly turn out to be long. By modelling durations, the Cox-HSMM is thus more sensitive to any wrong fillings than the HMM. The better performances achieved in the first experiment (i.e. with dataset A) have clearly suggested that the type of uncertainty resulted from missing observation can be robustly handled directly. 
