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The exit problem from the neighborhood of a global attractor for
heavy-tailed Le´vy diffusions
Michael Ho¨gele∗ and Ilya Pavlyukevich†
Abstract
We consider a finite dimensional deterministic dynamical system with a global attractor A
with a unique ergodic measure P concentrated on it, which is uniformly parametrized by the
mean of the trajectories in a bounded set D containing A. We perturbe this dynamical system
by a multiplicative heavy tailed Le´vy noise of small intensity ε > 0 and solve the asymptotic first
exit time and location problem from a bounded domain D around the attractor A in the limit of
εց 0. In contrast to the case of Gaussian perturbations, the exit time has the asymptotically
algebraic exit rate as a function of ε, just as in the case when A is a stable fixed point (see for
instance [9, 18, 24]). In the small noise limit, we determine the joint law of the first time and the
exit location from Dc. As an example, we study the first exit problem from a neighbourhood
of a stable limit cycle for the Van der Pol oscillator perturbed by multiplicative α-stable Le´vy
noise.
Keywords: global attractor; regular variation; α–stable Le´vy process; multiplicative noise; Itoˆ
SDE; Stratonovich SDE; canonical (Marcus) SDE; first exit time; first exit location; Van der Pol
oscillator.
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1 Introduction
This article studies perturbations of finite dimensional dynamical systems by small multiplicative
Le´vy noise with heavy-tailed large jumps with the focus on the exit behavior from a bounded
neighborhood of those global attractor. The scenario we shall study is as follows.
Let us consider a d-dimensional deterministic dynamical system u˙ = f(u) on a positively in-
variant bounded domain D. We assume that the dynamical system has a global attractor A in D
and that uniformly over the initial conditions in D the time averages of the trajectories converge
to a unique invariant measure P on A. The most prominent examples of systems satisfying these
settings are dynamical systems with a stable fixed point A = {s} or a stable limit cycle A = O.
Clearly, in this case the paths of the dymamical system never leave D.
This situation changes significantly in the presence of a perturbation by noise, however small
its intensity ε > 0 may be. In the generic situation, the perturbed solution always exits from D.
However the growth rate of the exit time shows an asymptotic behavior that strongly depends of
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the nature of the noise. Without any doubt, beginning with the pioneering works by Kramers
[21] and Freidlin and Wentzell [30], the case of Gaussian perturbations has been studied quite
exhaustingly in the realm of the large deviation theory. The literature on large deviation principles
is enormous and representative examples for finite and infinite dimensional systems contain the
works [5, 6, 4, 7, 11, 12]. where perturbed gradient dynamical systems were mainly considered. For
the case of non-gradient and degenerate systems we refer to [2, 8, 13]. They all have in common
that the first exit time rate grows in ε with the order exp(V¯ /ε2), in physics literature known as
Kramer’s law, where is V¯ the minimal amount of energy needed for a Brownian path to steer the
perturbed system from the attractor A to a point on the boundary ∂D. In other words, V¯ depends
only on the dynamical system outside the attractor. The dynamics on the attractor, where no
energy is needed to travel, is irrelevant.
The exit scenario changes fundamentally if the perturbation is a Le´vy process, with power
tailed (heavy tailed) large jumps. In this case, the large jumps determine the exit behavior: It is
possible to perform a time scales separation of big jumps from the small jumps and the Gaussian
component such that on the new time scale the system’s small noise behavior becomes essentially
one of a deterministic system perturbed by large jumps. Using this approach, the gradient case
or the case with point attractors in finite and infinite dimensional systems has been treated in
[9, 14, 18, 19, 24]. Since the deterministic system converges to the stable state fast enough in
comparison to the occurence rate of large jumps, the exit occurs when a system jumps from a
vicinity of s. The resulting exit rate turns out to be of a power order with respect to 1/ε, and the
asymptotic exit location in Dc is given by the probability distribution of large jump increments
conditioned to Dc − s. This is radically different from the case of Gaussian perturbations, where
the exit occurs only on the boundary of D due to the continuity of the paths.
In the present paper, we generalize these results to the case where the global attractor A in
D is not necessarily a stable point. Once again the essential exit behavior is determined by the
deterministic system perturbed by large jumps. However we face the problem that — opposite to the
case of gradient systems — the convergence of the deterministic trajectory to a hyperbolic attractor
as a set does not imply the convergence towards a trajectory on the attractor. Instead, what replaces
the deterministic control of the trajectory is its ergodic behavior, that is its “occupation statistics”
of its time-average on the attractor. In this sense the exit event will be asymptotically triggered
by the large jumps starting on A under the invariant measure P . The exit rate is again of a power
order in 1/ε, but the precise prefactor depends now on the large jump distribution and the ergodic
measure P concentrated on A. The distribution of the exit location is hence given by the probability
distribution for large jumps conditioned to D − v, where v is averaged over P on A. Therefore
contrary to the aforementioned Gaussian case, the deterministic dynamics on the attractor turns
out to be crucial for the asymptotics of the exit times.
We can make this intuition rigorous for a very general class of additive and multiplicative Le´vy
noises with a regularly varying Le´vy measure of index −α, α > 0. In particular, our main result
covers perturbations in Itoˆ and Stratonovich, as well as in the canonical (Marcus) integrals sense,
where jumps in general do not occur along straight lines, but follow the flow of a vector field which
determines the multiplicative noise.
Limit cycles attractors perturbed by Gaussian noise are considered in the physics and other
natural sciences literature since quite some time [10, 15, 16, 22, 23, 27]. As an application of our
main result we work out the example of the Van der Pol oscillator perturbed by multiplicative
α-stable noise.
It has been well-known for a long time, that the first exit time and location problem for general
Markov processes can be stated in terms a Poisson and Dirichlet problem of the generator of this
process, consult for instance [31]. However, the generators of the jump part in the case of Le´vy
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processes are non-local integro-differential operators, for which these problems are hard to solve,
in particular in the case of the canonical Marcus noise. The advantage of our approach is among
others the insensitivity to the boundary regularity of D and the intuitive simplicity of the result.
2 Object of study and main result
2.1 Deterministic dynamics
Consider a bounded domain D ⊂ Rd, d > 1 with piecewise C1-smooth boundary and a vector
field f ∈ C2(D,Rd), which points uniformly inward at the boundary. We are interested in the
d-dimensional dynamical system given as the solution map (t, x) 7→ u(t;x), t > 0, x ∈ D of the
autonomous ordinary differential equation
u˙ = f(u), u(0) = x. (1)
We further assume that the unique solution exists for all x ∈ D and t ≥ 0. Further we assume that
the dynamical system defined by (1) has a global attractor A in D.
Remark 2.1 Since by definition the global attractor attracts bounded sets in D, see for instance
[29], there exists a positively invariant set I with A ⊂ I ⊂ D such that dist(∂D, ∂I) > 0 for which
there is a time S > 0 such that for all x ∈ D and t > S
u(t;x) ∈ I. (2)
(D.1) Let there exist a unique invariant probability measure P on B(Rd) with supp(P ) = A such
that all non-negative, measurable and bounded functions ϕ : Rd → R satisfy
lim
t→∞
sup
x∈D
1
t
∫ t
0
ϕ(u(s;x))ds =
∫
A
ϕ(v)P (dv). (3)
Definition 2.1 For δ > 0 we define the reduced domain of attraction
Dδ := D \ Bδ(∂D).
Remark 2.2 Due to the assumption on the uniform inward pointing of f at ∂D, there is δ0 ∈ (0, 1)
such that for all δ ∈ (0, δ0]
u(t,Dδ) ⊂ Dδ for all t > 0.
2.2 The probabilistic perturbation
On a filtered probability space (Ω,F ,P, (Ft)t>0), satisfying the usual hypothesis in the sense
of [25], we consider a Le´vy process Z = (Zt)t>0 with values in R
m, m > 1 and the following
characteristic function
Eei〈u,Z1〉 = exp
(
−
〈Au, u〉
2
+ i〈b, u〉+
∫
(ei〈u,z〉 − 1− i〈u, z〉1(‖z‖ ≥ 1)ν(dz)
)
, u ∈ Rm. (4)
Let us denote by N(dt, dz) the associated Poisson random measure with the intensity measure
dt ⊗ ν(dz) and the compensated Poisson random measure N˜(dt, dz) = N(dt, dz) − dtν(dz). Con-
sequently, by the Le´vy–Itoˆ theorem [1] the Le´vy process Z given above has the following almost
surely pathwise additive decomposition
Zt = bt+A
1
2Bt +
∫
(0,t]
∫
0<‖z‖<1
zN˜(ds, dz) +
∫
(0,t]
∫
‖z‖>1
zN(ds, dz), t > 0, (5)
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with B = (Bt)t>0 a standard Brownian motion in R
m. Furthermore, the random summands in (5)
are independent. For further details on Le´vy processes we refer to [1] and [28].
(S.1) The Le´vy measure ν of the process Z is regularly varying at ∞ with index −α. Let
h : (0,∞)→ (0,∞) denote its tail,
h(r) :=
∫
‖y‖≥r
ν(dy). (6)
Then there exist α > 0 and a non-trivial self-similar Radon measure µ on R¯m\{0} such that
µ(R¯m\Rm) = 0 and for any a > 0 and any Borel set A bounded away from the origin, 0 /∈ A with
µ(∂A) = 0, the following limit holds true:
µ(aA) = lim
r→∞
ν(raA)
h(r)
=
1
aα
lim
r→∞
ν(rA)
h(r)
=
1
aα
µ(A). (7)
In particular, following [3] there exists a positive function ℓ slowly varying at infinity such that
h(r) =
1
rαℓ(r)
, for all r > 0.
The selfsimilarity property of the limit measure µ implies that µ assigns no mass to spheres centred
at the origin of Rm and has no atoms. For more information on multivariate heavy tails and regular
variation we refer the reader to Hult and Lindskog [17] and Resnick [26].
(S.2) Consider continuous maps G ∈ C(Rd × Rm,Rd) and F,H : Rd → Rd and fix the notation
a(x, y) := F (x)F (y)T for x, y ∈ Rd.
We assume that there exists L > 0 such that f , G, H and F satisfy the following properties.
1. Local Lipschitz conditions: For all x, y ∈ D
‖f(x)− f(y)‖2 + ‖a(x, x)− 2a(x, y) + a(y, y)‖+ ‖H(x)−H(y)‖2
+ ‖F (x) − F (y)‖2 +
∫
B1
‖G(x,w) −G(y,w)‖2ν(dw) 6 L2‖x− y‖2.
2. Local boundedness: For all x ∈ D
‖f(x)‖2 + ‖a(x, x)‖ + ‖H(x)‖2 + ‖F (x)‖2 +
∫
B1
‖G(x,w)‖2ν(dw) 6 L2(1 + ‖x‖2).
3. Large jump coefficient: For all x, y ∈ D and w ∈ Rm
‖G(x,w) −G(y,w)‖ 6 LeL(‖w‖∧L)‖x− y‖.
4. Local bound for G in small balls: There exists δ′ > 0 such that for w ∈ Bδ′(0)
sup
v∈Bδ′ (A)
‖G(v,w)‖ 6 L.
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Proposition 2.1 Let the assumptions (D.1) and (S.1-2) be fulfilled. Then for ε ∈ (0, 1) and
x ∈ D the stochastic differential equation
Xεt,x = x+
∫ t
0
f(Xεs,x)ds+ ε
∫ t
0
H(Xεs,x)b ds+ ε
∫ t
0
F (Xεs,x)d(A
1
2Bs)
+
∫ t
0
∫
‖z‖61
G(Xεs−,x, εz)N˜ (ds, dz) +
∫ t
0
∫
‖z‖>1
G(Xεs−,x, εz)N(ds, dz). (8)
has a unique local strong solution process (Xεt∧T,x)t>0 with ca`dla`g paths in R
d and defines a strong
Markov process with respect to (Ft)t>0, where T = Tx(ε) is the first exit time
Tx(ε) := inf{t > 0: X
ε
t,x /∈ D}, ε > 0, x ∈ D.
The proof can be found for instance stated as Theorem 6.23 in [1] on page 367.
The multiplicative perturbations in the sense of Itoˆ, Fisk–Stratonovich or Marcus are of a special
interest for applications. Assume that Z is a pure jump process with A = 0, b = 0. For a globally
Lipschitz continuous function Φ: Rd → Rd×m consider the Itoˆ and canonical SDEs
Xt = x+
∫ t
0
f(Xs)dt+ ε
∫ t
0
Φ(Xs−)dZs, (9)
X⋄t = x+
∫ t
0
f(X⋄s )dt+ ε
∫ t
0
Φ(X⋄s−) ⋄ dZs. (10)
Then the Itoˆ SDE (9) is obtained from (8) with
G(x, z) := x− Φ(x)z
and the Marcus SDE (10) with
G(x, z) := ϕz(x),
where ϕz(x) = y(1;x) is the solution of the ordinary differential equation
y˙(s) = Φ(y(s))z, y(0) = x, s ∈ [0, 1].
If L is the Lipschitz constant of the matrix function Φ then the Gronwall lemma implies that
‖G(x, z) −G(y, z)‖ 6 LeL‖z‖‖x− y‖ ∀x, y ∈ D, z ∈ Rm.
2.3 The main result
For x ∈ Rd, U ∈ B(Rd) with x /∈ U we denote the set of increments z ∈ Rm which send x into U
by
EU (x) := {z ∈ Rm : x+G(x, z) ∈ U}. (11)
We define the following measure assigning for U ∈ B(Rd)
Q(U) :=
∫
A
µ(EU (y)) P (dy).
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Remark 2.3 Clearly for
λε :=
∫
A
ν
(EDc(y)
ε
)
P (dy) and hε := h
(1
ε
)
, ε ∈ (0, 1)
equation (7) implies
lim
ε→0+
λε
hε
= Q(Dc).
Theorem 2.1 Let Hypotheses (D.1) and (S.1-2) be fulfilled and suppose that Q(∂D) = 0 and
Q(Dc) > 0. Then for any γ ∈ (0, 15) any θ > 0 and U ∈ B(R
d) such that Q(∂U) = 0 the first exit
time Ty(ε) satisfies
lim
ε→0
sup
y∈Dεγ
∣∣∣E [e−θQ(Dc)hεTy(ε)1{XεTy(ε),y ∈ U}]− 11 + θ Q(U ∩D
c)
Q(Dc)
∣∣∣ = 0.
Corollary 2.1 Under the assumptions of Theorem 2.1 follows
Q(Dc)hεTx(ε)
d
→ EXP(1),
P(Xε
Tx(ε),x
∈ U)→
Q(U ∩D)
Q(D)
, ε→ 0,
where the convergence is uniform over all initial values x ∈ Dεγ .
2.4 Example: Van der Pol oscillator perturbed by α-stable Le´vy noise
As a simple but illustrative application of Theorem 2.1 we determine the law of the first exit time of
a Van der Pol oscillator perturbed by small Itoˆ-multiplicative α-stable Le´vy noise. More precisely,
let Z be a bivariate Le´vy process with the characteristic function
E
[
ei〈u,Zt〉
]
= e−tc(α)‖u‖
α
, α ∈ (0, 2), u ∈ R2, c(α) =
π
2α
|Γ(−α2 )|
Γ(1 + α2 )
,
and a Le´vy triplet (0, ν, 0), where
ν(dy) = 1R2\{0}(y)
dy
‖y‖2+α
.
Clearly, ν is a regularly varying measure of index −α with the limit measure µ = ν and a scaling
function
h(r) =
∫
‖y‖≥r
dy
‖y‖2+α
=
2π
α
1
rα
.
Consider a Van der Pol oscillator for u = (u1, u2) and f = (f1, f2)
u˙ = f(u),
{
f1(u1, u2) = u1,
f2(u1, u2) = −u1 + (1− u
2
1)u2.
which has an unstable stationary solution u ≡ 0 and a unique periodic solution u◦ = (u◦1(t), u
◦
2(t))t∈[0,T ◦]
of period T ◦ > 0 irrespective of initial values which we can omit since all quantities involved will
6
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Figure 1: a) A typical exit path of a Van der Pol oscillator perturbed by 1.9-stable Le´vy noise; b)
the domains G⊖(Dc − u◦(t)) in the space of noise jumps for two different values of t ∈ [0, T ◦].
not depend on them. It is well known that the set A = {(u◦1(t), u
◦
2(t))t∈[0,T ◦]} ⊂ R
2 is an ex-
ponentially orbitally stable limit cycle. In particular for any bounded and measurable function
ϕ : Rd → (0,∞) > 0, any initial point x 6= 0, we have
1
t
∫ t
0
ϕ(u(s, x)) ds →
1
T ◦
∫ T ◦
0
ϕ(u◦(s))ds =
∫
A
ϕ(v)P (dv),
where P (B) =
1
T ◦
∫ T ◦
0
1B(u
◦(s))ds, for B ∈ B(R2),
and this convergence is uniform over all x ∈ D bounded away from the origin. Consider now a Van
der Pol oscillator perturbed by multiplicative Itoˆ noise
dXεt = f(X
ε
t )dt+ εG(X
ε
t )dZt
where (x1, x2) 7→ G(x1, x2) is a 2× 2 matrix valued function satisfying Hypotheses (S.1) and (S.2)
of Section 2. Let D be an open bounded invariant domain of attraction containing the limit cycle
A with dist(A, ∂D) > 0, see Fig. 1. Let
Gt = G(u
◦
1(t), u
◦
2(t)) and G
⊖
t :=
{
G−1t , detGt 6= 0,
0, otherwise.
For any δ > 0 we can choose a small neighbourhood Bδ(0) of the unstable fixed point 0 of the
Van der Pol oscillator, such that the domain D(δ) = D\Bδ(0) and f satisfy Hypothesis (D.1). Let
x ∈ D(δ). Denote by T
(δ)
x (ε) the first exit time from the domain D(δ). We are now in the state to
apply Theorem 2.1 and find that
εα
2π
αT ◦
∫ T ◦
0
[ ∫
G⊖s Dc
+
∫
G⊖s B(δ)(0)
dy
‖y − u◦(s)‖2+α
]
ds · T(δ)x (ε)→ EXP (1), ε→ 0.
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Taking into account that
∫
B(δ)
dy → 0 as δ → 0 we finally obtain the limiting law for Ty(ε) such
that
εα
(
2π
αT ◦
∫ T ◦
0
∫
G⊖s Dc
dy
‖y − u◦(s)‖2+α
ds
)
· T(0)x (ε)
d
→ EXP (1), ε→ 0,
with the convergence uniformly over all x ∈ D \ B
ε
1
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(∂D×) with D× = D \ {0}.
3 Small jumps dynamics
The aim of this section is to determine the precise asymptotics of (Xεt,x)t∈[0,T1] for the first large
jump times T1. This will be accomplished in Proposition 3.1, which tell us that for times t ∈ [0, T1)
the deterministic dynamics and its ergodicity property dominates, and at t = T1 there occurs a
single large jump. We assume Hypotheses (D.1) and (S.1-2) to be satisfied in the sequel.
3.1 Asymptotics until the first large jump
Let ρ = ρε, ε ∈ (0, 1], be a positive sequence, which is monotonically increasing to infinity, ρε ր∞
as εց 0 and denote by
βε := ν(B
c
ρε).
Consider the following ε-dependent Le´vy-Itoˆ decomposition Zt := ξ
ε
t + η
ε
t for all t > 0, ε ∈ (0, 1),
ηεt :=
∫
(0,t]
∫
‖z‖>ρε
zN(ds, dz),
ξεt := Zt − η
ε
t = bεt+A
1
2Bt +
∫
(0,t]
∫
0<‖z‖6ρε
zN˜(ds, dz),
bε := b+ E[
∫
(0,1]
∫
{1<‖y‖6ρε}
yN(ds, dz)] = b+
∫
1<‖z‖6ρε
zν(dz).
(12)
The compound Poisson process ηε here is characterised by a family of i.i.d. waiting times (τ εi )i∈N
with τ εi ∼ EXP(βε), the renewal times
T εi =
i∑
k=1
τ εk ,
and an family of i.i.d. large jumps (W εi )i∈N, also independent of (τ
ε
i )i∈N with W
ε
i ∼ νε, where
νε(·) =
ν(· ∩ Bcρε)
ν(Bcρε)
. (13)
The process ξε is a Le´vy process with jumps bounded from above by ρε and hence has all finite
moments.
3.2 Control of the small jump noise
In this subsection we show that the probabilities of deviations of bounded integrals driven by the
small noise εξε defined in (S.2) decay exponentially.
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Lemma 3.1 Let (δε)ε∈(0,1] be a monotone sequence with δε ց 0 as εց 0 satisfying in addition
lim
ε→0+
ε
ρε
δε
= 0. (14)
Then for any C > 0 there is ε0 ∈ (0, 1) such that for all ε ∈ (0, ε0]
ε‖bε‖
δε
6 C. (15)
Proof: In order to prove (15) we center the process ξ, ξ˜t := ξt − bεt, such that ξ˜t is a Le´vy
martingale with jumps bounded from above by ρε. Since ‖bε‖ 6 ‖b‖ + ‖
∫
1<‖z‖6ρε yν(dy)‖ we
obtain by Jensen’s inequality and the regular variation of the function h defined by (6) that
∥∥∥ ∫
1<‖z‖6ρε
yν(dy)
∥∥∥2 6 ∫
1<‖z‖6ρε
‖y‖2ν(dy) = −
∫ ρε
1
r2h(dr) 6 (ρε)2h(1),
such that ‖bε‖ 6 ‖b‖+
√
h(1)ρε, which gives the desired result with the help of (14). 
Lemma 3.2 Let (δε)ε∈(0,1] be a monotone sequence with δε ց 0 as εց 0 and p > 1 satisfying
lim
ε→0+
ερε
δ
(p+1)/2
ε
= 0. (16)
Then for all T > 0 and C > 0 there is ε0 ∈ (0, 1) such that for all ε ∈ (0, ε0]
P([εξ]τε > Cδ
p
ε) 6 e
−Cδ−1ε +1.
Proof: The discontinuous part of the quadratic variation process [εξ˜]dt = [εξ˜]t − trace(A)ε
2t is a
Le´vy subordinator and has the representation
[εξ˜]dt = ε
2
∑
s6t
‖∆ξ˜‖2s = ε
2
∫
(0,t]
∫
0<‖z‖6ρε
‖z‖2N(dz, ds) t > 0 a.s.
Since the jumps of [εξ˜]dt by construction are bounded by (ερ
ε)2 6 1, its Laplace transform is
well-defined for all λ ∈ R and t > 0
E
[
eλ[εξ˜]
d
t ]
]
= exp
(
t
∫
0<‖y‖6ρε
(eλ
2ε2‖y‖2 − 1)ν(dy)
)
= exp
(
− t
∫
0<r6ρε
(eλ
2ε2r2 − 1)h(dr)
)
.
For any λ > 0 the exponential Chebyshev inequality yields
P
(
[εξ˜]dT > Cδ
p
ε
)
6 P
(
eλ[εξ˜]
d
T > eλδε
)
6 e−λCδ
p
εE
[
eλ[εξ˜]
d
T
]
= exp
(
− λCδpε − T
∫
0<r6ρε
(eλ
2ε2r2 − 1)h(dr)
)
.
We continue with the help of es−1 6 2s for small s. Replacing λ by δ
−(p+1)
ε we ensure the smallness
of the argument noting that by (16) sup0<r6ρε ε
2r2/δp+1ε 6 (ερε)2/δ
p+1
ε → 0 for ε→ 0+. We obtain
∣∣T ∫
0<r6ρε
(eε
2r2/δp+1ε − 1)h(dr)
∣∣
9
6
∣∣2Tε2/δp+1ε (
∫
0<r61
+
∫
1<r6ρε
)
r2h(dr)
∣∣
6 2Tε2/δp+1ε
∣∣ ∫
0<r61
r2h(dr)
∣∣ + 2T (ερε)2/δp+1ε |
∫
1<r6ρε
h(dr)
∣∣
6 cT (ερε)2/δp+1ε .
Therefore by (16) there is ε0 ∈ (0, 1) such that ε ∈ (0, ε0] implies the final result
P([εξ˜]T > Cδ
p
ε) 6 exp
(
− Cδ−1ε + trace(A)ε
2T + cT (ερε)2/δp+1ε
)
6 exp
(
− Cδ−1ε + 1
)
.

In the following lemma we estimate the deviation of the stochastic integral with respect to the
(local) martingale part ξ˜ε of the small jumps noise process ξε
ξ˜εt = A
1/2Bt +
∫
0<‖y‖6ρε
yN˜(t, dy).
Lemma 3.3 Let (gt)t>0 be an adapted, ca`dla`g process with bounded values by Cg in R
m⊗d for a
suitable matrix norm. For all T > 0 and functions δε and ρ
ε satisfying (16) for p = 4 there is
ε0 ∈ (0, 1) and a constant C0 > 0 such that for ε ∈ (0, ε0]
P( sup
s∈[0,T ]
ε
d∑
i=1
∣∣ m∑
j=1
∫ t
0
gijs−dξ˜
j(s)
∣∣ > δε) 6 exp(−C0δ−1ε + ln(6d)).
Proof: Suppose maxi,j supt>0 |g
ij
t | 6 Cg almost surely. We consider the each component of the
d-dimensional martingale
M it =
m∑
j=1
∫ t
0
gijs−dξ˜
j(s).
By construction ‖∆tM‖ 6 mdCgρ
ε =: Cρε almost surely. We estimate the probability of a deviation
of size δε from zero conditioned on small quadratic variation
P( sup
s∈[0,T ]
‖εMs‖ > δε) 6 P( sup
s∈[0,T ]
‖εMs‖ > δε | [εM ]T 6 δ
4
ε) + P([εM ]T > δ
4
ε). (17)
Step 1: We estimate the first term of inequality (17). Following the lines of the proofs of
Lemma 26.19 and Theorem 26.17 part (i) in [20] we find the following estimate. For any λ > 0
P( sup
s∈[0,T ]
εM is > δε | [εM ]T 6 δ
4
ε) 6 exp
(
− λδε + λ
2Υ(λCgερ
ε)δ4ε
)
,
where Υ : (0,∞)→ (0,∞),Υ(x) = −(x+ ln(1− x)+)x
−2. Replacing λ by λε = δ
−2
ε and keeping in
mind that limε→0+Υ(λCgερ
ε) = 12 yields
P( sup
s∈[0,T ]
εM is > δε | [εM ]T 6 δ
4
ε) 6 exp
(
− δ−1ε ).
For the infimum of the negative analogue holds the respective estimate, which provides for each i
for λε = dδ
−2
ε instead
P( sup
s∈[0,T ]
|εM is| >
δε
d
| [εM ]T 6 δ
4
ε ) 6 exp
(
− δ−1ε + ln(2)),
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where the right-hand side does not depend on i, such that eventually
P( sup
s∈[0,T ]
‖εMs‖ > δε | [εM ]T 6 δ
4
ε)
6
d∑
i=1
P( sup
s∈[0,T ]
|εM is| >
δε
m
| [εM ]T 6 δ
4
ε )
6 exp
(
− δ−1ε + ln(2d)).
Step 2: We treat the second term in inequality (17). The boundedness assumption of g yields
[εM ]t =
∫ t
0
‖g∗s−gs−‖
2d[εA
1
2B]s +
∫ t
0
‖g∗s−gs−‖
2d[εξ˜]ds 6 C
2(ε2 trace(A)t+ [εξ˜]dt ), t > 0.
Hence
P([εM ]T > δ
4
ε ) 6 P(C
2[εξ˜]dT >
1
2
δ4ε) + P(C
2 trace(A)ε2T >
1
2
δ4ε).
The second term vanishes by (16), which implies ε2 < δ4ε for small ε ∈ (0, 1). The first term is
treated as in Lemma 3.2. Eventually
P([εM ]T > δ
4
ε) 6 P([εξ˜]
d
T >
1
2C2
δ4ε) 6 exp(−
δ−1ε
2C2
+ 1).
Combining Step 1 and 2 yields a constant ε0 ∈ (0, 1) such that for all ε ∈ (0, ε0]
P( sup
s∈[0,T ]
‖εMs‖ > δε) 6 exp(−min(1,
1
2C2
)δ−1ε + ln(2de)).
This finishes the proof. 
3.3 Localization of V ε close to u up to a fixed time
Let V ε be the solution of equation (8), where the driving noise Z is replaced by the ε-dependent
small jumps part ξε of Z as definied in (12). The first large jump time T1 > 0 is exponentially
distributed by with intensity βε ց 0 as εց 0. By definition then
V εt,x = X
ε
t,x for t ∈ [0, T1).
In order to study the fluctions of Xεt,x for t < T1 we introduce
T
∗
x(ε) := inf{t > 0 | V
ε
t,x /∈ D}.
Lemma 3.4 (Non-exit up to fixed times) For any T > 0 there is ε0 ∈ (0, 1) such that for all
ε ∈ (0, ε0] and δε satisfying (16) there
sup
x∈Dδε
P(T∗x(ε) 6 T ) 6 exp(−δ
−1
ε + 2 + ln(d)).
Proof: By Remark 2.2 for any sufficiently small δε and x ∈ Dδε follows
dist(u(t;x), ∂D) > δε ∀t > 0.
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Since T∗x(ε) denotes the exit from D, we infer
{T∗x(ε) 6 T} = {T
∗
x(ε) 6 T} ∩ { sup
t∈[0,T∗x(ε)]
‖Vt,x − u(t;x)‖ > δε}.
We lighten notatoin V = V ε, T∗ = T+x (ε) etc. Then for t 6 T follows by definition
Vt∧T∗,x − u(t ∧ T
∗;x)
=
∫ t∧T∗
0
f(Vs,x)− f(u(s;x))ds + ε
∫ t∧T∗
0
H(Vs,x)bεds+ ε
∫ t∧T∗
0
F (Vs,x)dA
1
2Bs
+
∫ t∧T∗
0
∫
0<‖z‖6ρε
G(Vs−,x, εz)N˜ (ds, dz). (18)
We fix the constant
CD := sup
v∈D
w∈B1
max{L, ‖f(v)‖, ‖H(v)‖, ‖F (v)‖, ‖G(v,w)‖}. (19)
The global Lipschitz property of f on D and the standard integral version of Gronwall’s lemma
yield
sup
x∈Dδε
sup
t∈[0,T∧T∗x]
‖Vt,x − u(t;x)‖
6 eCDT sup
x∈Dδε
sup
t∈[0,T∧Tx]
‖ε
∫ t
0
H(Vs,x)bεds+ ε
∫ t
0
F (Vs,x)dA
1
2Bs
+
∫ t
0
∫
0<‖z‖6ρε
G(Vs−,x, εz)N˜ (ds, dz)‖. (20)
The representation (18) has the (local) martingale part
Mt,x := ε
∫ t
0
F (Vs,x)d(A
1
2Bs) +
∫ t
0
∫
0<‖z‖6ρε
G(Vs−,x, εz)N˜ (ds, dz). (21)
The previous lemma yields for i-th component M it,x and any λ > 0
sup
x∈Dδε
P(T∗x(ε) 6 T )
= sup
x∈Dδε
P(T∗x(ε) 6 T, sup
t∈[0,T∧T∗]
‖Vt,x − u(t;x)‖ > δε)
6 sup
x∈Dδε
P(T∗x(ε) 6 T, sup
t∈[0,T∧T∗]
eCDT ε‖
∫ t
0
H(Vs,x)bεds‖ >
δε
2
)
+ sup
x∈Dδε
P(T∗x(ε) 6 T, sup
t∈[0,T∧T∗]
eCDT ‖Mt,x‖ >
δε
2
| [εξ]T 6 δ
4
ε)
+ P([εξ]T > δ
4
ε)
6 P(ε‖bε‖e
CDTTCD >
δε
2
) + P([εξ]T > δ
4
ε)
+
d∑
i=1
sup
x∈Dδε
P( sup
t∈[0,T∧T∗]
M it,x >
δε
2d
| [εξ]T 6 δ
4
ε) + sup
x∈D2δε
P( sup
t∈[0,T∧T∗]
M it,x < −
δε
2d
| [εξ]T 6 δ
4
ε)
12
6 exp(−δ−1ε + 1) + 2d exp
(
− λ
δε
2d
+ λ2Υ(CDλ)δ
2
ε
)
. (22)
The vanshing of the formal first term in the third to last line is the direct consequence of Lemma 3.1.
We note that the last inequality is valid for any local martingale with jumps bounded from above
by CD. This is satisfied since by (14) limε→0+ ερ
ε = 0 and for x ∈ D and s ∈ [0,T∗x]
‖∆sV
ε
·,x‖ 6 sup
v∈BD
w∈Bερε
‖G(v,w)‖ 6 CD,
where the last inequality stems from (S.2) part 4. We may now replace in inequality (22) λ by
2d/δ2ε and exploit that limr→∞Υ(r) =
1
2 . This yields the desired estimate and finishes the proof.

Corollary 3.1 (Localization up to a fixed time T ) For all T > 0 there is ε0 ∈ (0, 1) such that
for all ε ∈ (0, ε0] and δε satisfying (16) follows
sup
x∈Dδε
P( sup
s∈[0,T ]
‖V εs,x − u(s;x)‖ > δε) 6 exp(−δ
−1
ε + 3 + ln(d)).
Proof: On the event {T∗x > T} we repeat (18), (20) and (22) replacing t ∧ T
∗
x by t ∈ [0, T ]. This
directly yields the desired result. 
3.4 Localization and ergodicity of V ε
Lemma 3.5 (Non-exit) For functions ρε, δε and βε satisfing the relation (16) there exist con-
stants C > 0 and ε0 ∈ (0, 1) such that for all ε ∈ (0, ε0]
sup
x∈Dδε
P(∃ t ∈ [0, T1] : V
ε
t,x /∈ D) 6
Ce−δ
−1
ε
(βεδε)2
.
Proof: Due to the independence of T1 and V
ε we calculate
P(∃ t ∈ [0, T1] : V
ε
t,x /∈ D) 6 P(∃ t ∈ [0,
1
βεδε
] : V εt,x /∈ D) + P(T1 >
1
βεδε
)
By construction
P(T1 >
1
βεδε
) = e−δ
−1
ε → 0.
Recall by Remark 2.1 that t > S and x ∈ D imply u(t;x) ∈ I. Hence
P(∃ t ∈ [0,
1
βεδε
] : V εt,x /∈ D) =
∫ (βεδε)−1
0
βεe
−βεsP(∃ t ∈ [0, s] : V εt,x /∈ D)ds
6
⌈(βεδεS)−1⌉∑
k=1
∫ kS
(k−1)S
βεe
−βεsP(∃ t ∈ [0, s] : V εt,x /∈ D)ds
6
⌈(βεδεS)−1⌉∑
k=1
P(∃ t ∈ [0, kS] : V εt,x /∈ D)e
−βεSk.
We denote by
Ex(ε) := { sup
t∈[0,T ]
‖Vt,x − u(t;x)‖ 6 δε}.
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For the case k = 1, x ∈ Dδε Corollary 3.1 yields
P(T∗x ∈ [0,S]) = P(∃ t ∈ [0,S] : V
ε
t,x /∈ D) 6 P( sup
t∈[0,S]
‖V εt,x − u(t;x)‖ > δε) 6 Ce
−δ−1ε .
Furthermore, Remark 2.1 states that
V εS,x = V
ε
S,x − u(S;x) + u(S;x) ∈ Bδε(0) + I ⊂ D2δε .
Exploiting the Markov property at time S we obtain
P(T∗x ∈ ((k − 1)S, kS])
= P({∀ t ∈ [0, (k − 1)S] : V εt,x ∈ D} ∩ {∃ t ∈ [(k − 1)S, kS] : V
ε
t,x /∈ D})
= P({∀t ∈ [0, (k − 1)S] : V εt,x ∈ D} ∩ {∃t ∈ [(k − 1)S, kS] : V
ε
t,x /∈ D} ∩ Ex) + P(E
c
x)
6 sup
x∈D2δε
P(T∗x(ε) ∈ [(k − 2)S, (k − 1)S]) + Ce
−δ−1ε .
Therefore a recursive argument leads to
P(T∗x ∈ ((k − 1)S, kS]) 6 kCe
−δ−1ε .
Finally summing up we obtain the desired result
P(∃ t ∈ [0,
1
βεδε
] : V εt,x /∈ D) 6
⌈(βεδεS)−1⌉∑
k=1
kCe−δ
−1
ε 6
Ce−δ
−1
ε
(βεδεS)2
.

The proof further yields directly that at the time of the first large jump T1 the small noise solution
V ε is not far from I.
Corollary 3.2 Let the assumptions of Lemma 3.5 be fulfilled. Then for all κ > 0 there is ε0 ∈ (0, 1)
such that for ε ∈ (0, ε0]
sup
x∈Dδε
P(V εT1,x ∈ Bκ(I)) 6
Ce−δ
−1
ε
(βεδε)2
. (23)
We can now state and prove the main result of this section concerning the behavior of Xεt∈[0,T1].
Proposition 3.1 (Ergodicity including the first large jump) Let the functions ρε, δε, βε sat-
isfy (16) for p = 4 and
lim
ε→0+
e−δ
−1
ε
(βεδε)2
= 0. (24)
Consider a set U ∈ B(Rd) such that
lim
t→∞
sup
x∈D
1
t
∫ t
0
µ(E∂U (u(s;x)))ds = 0. (25)
Further, we consider a family U ε ∈ B(Rd) such that for all κ > 0 there exists ε0 ∈ (0, 1) satisfying
for ε ∈ (0, ε0] that U
ε △ U ⊂ Bκ(∂U). Then
lim
ε→0+
sup
x∈Dδε
∣∣E [e−T1λε1{V εT1,x +G(V εT1,x, εW ) ∈ U ε}]−
∫
A
P(v +G(v, εW ) ∈ U)P (dv)
∣∣ = 0. (26)
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Proof: Let θ ∈ (0, 1). Then by Hypothesis (D.2) there is T = Tθ > 0 such that for all t > T
sup
x∈D
|
1
T
∫ T
0
ϕ(u(s;x))ds −
∫
A
ϕ(v)P (dv)| 6
θ
2
. (27)
In addition, we choose T > S. Furthermore there exists κ > 0 such that
sup
x∈D
1
T
∫ T
0
µ(EBκ(∂U)(u(s;x)))ds 6
θ
2
.
Once again we lighten notation V = V ε. Due to the independence of T1 and V we may continue
for x ∈ Dδε
E[e−T1λε1{VT1,x +G(VT1,x, εW ) ∈ U
ε}]
6 E[e−T1λε1{VT1,x +G(VT1,x, εW ) ∈ U
ε}]
6
∞∑
k=0
E
∫ (k+1)T
kT
βεe
−(βε+λε)s1{Vs,x +G(Vs,x, εW ) ∈ U
ε}ds].
We define
Ex(ε) = { sup
t∈[0,T ]
‖Vt,x − u(t;x)‖ 6 δε}
and calculate
E[
∫ (k+1)T
kT
βεe
−(βε+λε)s1{Vs,x +G(Vs,x, εW ) ∈ U
ε}ds]
6 βεe
−(βε+λε)kT E[
∫ (k+1)T
kT
1{Vs,x +G(Vs,x, εW ) ∈ U
ε}ds]
6 T βεe
−(βε+λε)kT (E[
1
T
∫ (k+1)T
kT
1{Vs,x +G(Vs,x, εW ) ∈ U
ε}1(Ex)ds] + sup
x∈Dδε
P(Ecx))
= T βεe
−(βε+λε)kT (E[E[
1
T
∫ (k+1)T
kT
1{Vs,x +G(Vs,x, εW ) ∈ U
ε}1(Ex)ds | FT ]] + sup
x∈Dδε
P(Ecx))
6 T βεe
−(βε+λε)kT ( sup
y∈Bδε (I)
E[
1
T
∫ kT
(k−1)T
1{Vs,x +G(Vs,x, εW ) ∈ U
ε}] + sup
x∈Dδε
P(Ecx)). (28)
A recursive argument yields
E[
∫ (k+1)T
kT
βεe
−(βε+λε)s1{Vs,x +G(Vs,x, εW ) ∈ U
ε}ds]
6 T βεe
−(βε+λε)kT ( sup
y∈Dδε
1
T
∫ T
0
P(Vs,y +G(Vs,y, εW ) ∈ U
ε)ds
+ (k + 1) sup
y∈Dδε
P(Ecy)) = J.
We choose ε0 ∈ (0, 1) small enough such that ε ∈ (0, ε0] implies
(U ε △ U) + B
(1+LeL2)δε
(0) ⊂ Bκ(∂U).
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Hence we may continue
J 6 T βεe
−(βε+λε)kT ( sup
y∈Dδε
(
1
T
∫ T
0
P(u(s; y) +G(u(s; y), εW ) ∈ U ε + B
(1+LeL2 )δε
)ds
+ (k + 1) exp(−δ−1ε + 3 + ln(d))).
The first summand in the brackets satisfies due to the regular variation of ν, the measure continuity
and conditions (25) and (27)
βε
hε
1
T
∫ T
0
P(u(s;x) +G(u(s;x), εW ) ∈ Bκ(U
ε))△ U)ds
6
1
T
∫ T
0
1
hε
ν
(1
ε
EBκ(∂U)(u(s;x))
)
ds
6 (1 + θ)
1
T
∫ T
0
µ
(
EBκ(∂U)(u(s;x)
)
ds 6 (1 + θ)
θ
2
.
Hence
sup
y∈Dδε
(
1
T
∫ T
0
P(u(s; y) +G(u(s; y), εW ) ∈ Bκ(U
ε))ds
6 (1 + θ)
1
T
∫ T
0
µ
(
EU (u(s;x))
)
ds+ (1 + θ)
θ
2
hε
βε
We eventually obtain
1
T
∫ T
0
µ
(
EU (u(s;x))
)
ds 6 (1 + θ)
∫
A
µ
(
EU (v)
)
P (dv).
Summing up over k we end up with an ε0 ∈ (0, 1) such that for ε ∈ (0, ε0]
J 6 (1 + θ)2
T βε
1− e−βεT
(∫
A
µ
(
EU (v)
)
P (dv) + (1 + θ)
θ
2
hε
βε
)
+
βε
(1− e−βεT )2
exp(−δ−1ε + 3 + ln(d))
6 (1 + θ)3
(∫
A
µ(EU (v))P (dv) +
θ
2
)
This closes the proof. 
4 Proof of the Theorem 2.1
In this section we exploit the results on (Xεt,x)t∈[0,T1] and the strong Markov property to pass from
[0, T1] to [Tk−1, Tk] in order to determine the first exit scenario of (X
ε
t,x)t>0. The main step consists
in the upper bound of the Laplace transform.
4.1 The upper bound
Proposition 4.1 Assume Hypotheses (D.1) and (S.1-2) to be satisfied. We choose δε = ε
γ for
γ > 0 and ρε = ε−ρ for ρ ∈ (0, 1) such that conditions (16) for p = 4 and (24) are satisfied.
Furthermore we assume that∫
A
µ(E∂D(y))P (dy) = 0 and
∫
A
µ(ED
c
(y))P (dy) > 0. (29)
16
Then for all θ > 0 and U ∈ B(Rd) such that∫
A
µ(E∂U (y))P (dy) = 0 (30)
and C ∈ (0, 1) there is ε0 ∈ (0, 1) such that for ε ∈ (0, ε0] the first exit time Ty = Ty(ε) satisfies
sup
y∈Dδε
E
[
e−θQ(D
c)hεTy1{XεTy ,y ∈ U}
]
6 (1 + C)
1
1 + θ
Q(U ∩Dc)
Q(Dc)
.
Proof: We start by lightening the notation. Whenever we consider the first jump i = 1 we omit
the index. Hence we write T = T1 = T
ε
1 , W =W1 =W
ε
1 etc. Define τi := Ti − Ti−1. All processes
will loose their ε index. For convenience we abreviate Q = Q(Dc). We define the following events
for y ∈ Dδε and s, t > 0 by
At,s,y := {Xr,· ◦ θs(y) ∈ D for all r ∈ [0, t]},
Bt,s,y := {Xr,· ◦ θs(y) ∈ D for all r ∈ [0, t),Xt,· ◦ θs(y) /∈ D}
Ot,s,y(U) := {Xt,· ◦ θs(y) ∈ U}.
For x ∈ Dδε and with the convention T0 = 0 we denote the trivial disjoint repartition
{Tx <∞} =
∞⋃
k=1
{Tx ∈ (Tk−1, Tk)} ∪ {Tx = Tk}.
Furthermore consider for k > 1 and
{Tx = Tk} =
k−1⋂
i=1
Aτi,Ti−1,XTi−1,x ∩Bτk,Tk−1,XTk−1,x
and analoguously
{Tx ∈ (Tk−1, Tk)} =
k−1⋂
i=1
Aτi,Ti−1,XTi−1,x ∩ {V
k
t ◦ θTk−1(x) /∈ D for some t ∈ (0, τk)}.
Therefore we may calculate
1{Tx = Tk} =
k−1∏
i=1
1(Aτi,Ti−1,XTi−1,x)1(Bτk ,Tk−1,XTk−1,x),
for k = 1
1{Tx ∈ (0, T1)} = 1({Vt,x /∈ D for some t ∈ (0, T1)}
and for k > 2
1{Tx ∈ (Tk−1, Tk)} =
k−1∏
i=1
1(Aτi,Ti−1,XTi−1,x)1({V
k
t ◦ θTk−1(x) /∈ Dδε for some t ∈ (0, τk)}).
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We choose κε := ⌈
1
hε
⌉. Hence
sup
x∈Dδε
E
[
e−θQhεTx1{XTx ,x ∈ U}
]
6
κε−1∑
k=1
sup
x∈Dδε
E
[
e−θQhεTx(1{Tx = Tk}+ 1{Tx ∈ (Tk−1, Tk)})1(OTx ,0,x(U))
]
+
∞∑
k=κε
sup
x∈Dδε
E
[
e−θQhεTx1{Tx ∈ (Tk−1, Tk]}
]
=: S1 + S2 + S3.
First we treat the easiest sum.
1) Estimate of S3: Due to Tk = τ1+ · · ·+ τk and the independence and stationarity of (τi) we
obtain
S3 6
∞∑
k=κε
E[e−θQhεT1 ]k =
∞∑
k=κε
1
(1 + θQhεβε )
k
=
∞∑
k=κε
e
k ln(1− θQhε
βε
)
.
There is ε0 ∈ (0, 1) such that ε ∈ (0, ε0]
S3 6
∞∑
k=κε
e−k2
θQhε
βε =
e
−κε2
θQhε
βε
1− e
−2 θQhε
βε
6
2e
−κε2
θQhε
βε
2θQhεβε
6
C
3
.
2) Estimate of S1: We continue
S1 6
κε∑
k=1
sup
x∈Dδε
E
[
e−θQhεTk1{Tx = Tk}1(OTk ,0,x(U))
]
6
κε∑
k=1
sup
x∈Dδε
E
[
k−1∏
i=1
e−θQhετi1(Aτi,Ti−1,XTi−1,x)1(Bτk ,Tk−1,XTk−1,x)1(Oτk ,Tk−1,XTk−1,x(U))
]
.
Exploiting the same reasoning as in inequality (28) with the strong Markov property of Xε for the
jump times (Tk)k>1 instead of Markov property at deterministic times kT , and the independence
and stationarity of the increments we estimate the k-th summand of S1 by
sup
x∈Dδε
E
[ k−1∏
i=1
e−θQhετi1(Aτi,Ti−1,XTi−1,x)e
−θQhετk−11(Bτk ,Tk−1,XTk−1,x)1(Oτk ,Tk−1,XTk−1,x(U))
]
6 sup
x∈Dδε
E
[(
e−θQhετ11(Aτ1,0,x)1{VT1,x ∈ Dδε}+ 1{VT1,x /∈ Dδε}
)
E
[ k−1∏
i=2
e−θQhετi1(Aτi,Ti−1,XTi−1,x)e
−θQhετk−11(Bτk ,Tk−1,XTk−1,x)1(Oτk ,Tk−1,XTk−1,x(U)) | FT1
]]
6 sup
x∈Dδε
E
[
e−θQhεT1(Ax)
]
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sup
x∈Dδε
E
[ k−2∏
i=1
e−θQhετi1(Aτi,Ti−1,XTi−1,x)e
−θQhετk−21(Bτk−1,Tk−2,XTk−2,x)1(Oτk−1 ,Tk−2,XTk−2,x(U))
]
+ sup
x∈Dδε
P(VT1,x /∈ Dδε) (31)
where we use the abreviation
Ax = AT1,0,x
Bx = BT1,0,x
OUx = OT1,0,x(U).
The recursion from k − 1 to 1 leads to
sup
x∈Dδε
E
[ k−1∏
i=1
e−θQhετi1(Aτi,Ti−1,XTi−1,x)e
−θQhετk−11(Bτk ,Tk−1,XTk−1,x)1(Oτk ,Tk−1,XTk−1,x(U))
6
(
sup
x∈Dδε
E
[
e−θQhεT1(Ax)
])k−1
sup
x∈Dδε
E
[
e−θQhεT1(Bx)1(O
U
x ))
]
+ sup
x∈Dδε
P(VT1,x /∈ Dδε)
k−2∑
j=0
(
sup
x∈Dδε
E
[
e−θQhεT1(Ax)
])j
. (32)
In the same way we estimate the k-th summand of S2 for k > 1.
sup
x∈Dδε
E
[ k−1∏
i=1
e−θQhετi1(Aτi,Ti−1,XTi−1,x)e
−θQhετk−11({V kt ◦ θTk−1(x) ∈ D
c
δε ∩ U for some t ∈ (0, τk)})]
6
(
sup
x∈Dδε
E
[
e−θQhεT1(Ax)
])k−1
sup
x∈Dδε
E
[
e−θQhεT1({V εt,x ∈ D ∩ U for some t ∈ (0, T1)})
]
+ sup
x∈Dδε
P(VT1,x /∈ Dδε)
k−2∑
j=0
(
sup
x∈Dδε
E
[
e−θQhεT1(Ax)
])j
.
We show now that the first sum can be estimated by 1/(1 + θ), the Laplace transform of EXP(1)
evaluated at θ, plus a small error and that both additional sums tend to zero if ε does so.
Starting with the first factor of the main sum we obtain
sup
y∈Dδε
E
[
e−θQhεT1(Ay)
]
6 sup
y∈Dδε
E
[
e−θQhεT (1− 1{VT,y +G(VT,y, εW ) ∈ D
c})
]
.
Proposition 3.1 and the independence of W from T and V ensure the existence ε0 ∈ (0, 1) such
that for ε ∈ (0, ε0]
sup
y∈Dδε
E
[
e−θQhεT1(Ay)
]
6
βε
θQhε + βε
(
1− (1− C)
∫
A
P(v +G(v, εW ) ∈ Dc)P (dv)
)
.
Since by definition
P
(
v +G(v, εW ) ∈ Dc
)
=
1
βε
ν
(1
ε
ED
c
(v))
)
,
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A is compact and the distance d(A, ∂D) > 0, the regular variation of ν implies the existence of a
constant ε0 ∈ (0, 1) such that
sup
v∈A
∣∣∣∣P
(
v +G(v, εW ) ∈ Dc
)
hε
βε
µ
(
ED
c
(v)
) − 1
∣∣∣∣ 6 C, for all ε ∈ (0, ε0].
Hence there is ε0 ∈ (0, 1) such for ε ∈ (0, ε0]
sup
y∈Dδε
E
[
e−θQhεT1(Ay)
]
6
βε
θQhε + βε
(
1− (1−C)2
hε
βε
∫
A
µ
(
ED
c
(u)
)
P (du)
)
=
βε
θQhε + βε
(
1− (1−C)2
Qhε
βε
)
. (33)
The second factor of the main sum can be treated analogously and we obtain for sufficiently
small ε0 ∈ (0, 1) that
sup
y∈Dδε
E
[
e−θQhεT1(By)1(O
U
y )
]
6 (1 + C)2
βε
θQhε + βε
Q(U ∩Dc)hε
βε
(34)
for ε ∈ (0, ε0], where
Q(Dc ∩ U) =
∫
A
µ
(
ED
c∩U (u)
)
P (du).
For the remainder sum we exploit Corollary 3.2 which yields a constant C ′ > 0 and ε0 ∈ (0, 1)
such that for ε ∈ (0, ε0]
sup
y∈Dδε
P(Ty ∈ (0, T )) 6
C ′e−δ
−1
ε
(βεδε)2
and obtain
sup
x∈Dδε
P(VT1,x /∈ Dδε)
kε−1∑
k=1
k−2∑
j=0
(
sup
x∈Dδε
E
[
e−θQhεT1(Ax)
])j
6
C ′e−δ
−1
ε
(βεδε)2
κε−1∑
k=1
k−2∑
j=0
(
βε
θQhε + βε
(
1− (1− C)2
Qhε
βε
))j
.
Let us call
qε =
βε
θQhε + βε
(
1− (1− C)2
Qhε
βε
)
.
Then
sup
x∈Dδε
P(VT1,x /∈ Dδε)
kε−1∑
k=1
k−2∑
j=0
(
sup
x∈Dδε
E
[
e−θQhεT1(Ax)
])j
=:
C ′e−δ
−1
ε
(βεδε)2
κε−2∑
k=0
1− qk−1ε
1− qε
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6
C ′e−δ
−1
ε
(βεδε)2
κε
1− qε
6
C
3
. (35)
Eventually inequalities (33), (34) and (35) combined imply the existence of ε0 ∈ (0, 1) such that
S1 6 (1 + C)
2 βε
θQhε + βε
Q(Dc ∩ U)hε
βε
∞∑
k=1
(
βε
θQhε + βε
(
1−
Qhε
βε
(1− C)2
))k−1
+
C
3
for ε ∈ (0, ε0].
3) Estimate of S2: For k = 1 we exploit Corollary 3.5, which yields a constant C
′ > 0 and
ε0 ∈ (0, 1) such that for ε ∈ (0, ε0]
sup
y∈Dδε
P({Ty ∈ (0, T )} ∩OTy ,0,x(U)) 6 sup
x∈Dδε
P(t ∈ [0, T ] : Vt,x /∈ Dδε ∩ U)
6
C ′e−δ
−1
ε
(βεδε)2
6 ((1 + C)3 − (1 + C)2)
βε
θQhε + βε
Qhε
βε
.
The last estimate follows by the algebraic choice of δε. and eventually with the help of estimate
(35) of the remainder sum
S2 6 ((1 + C)
3 − (1 + C)2)
βε
θQhε + βε
Q(Dc ∩ U)hε
βε
∞∑
k=1
(
βε
θQhε + βε
(
1− (1− C)2
Qhε
βε
))k−1
+
C
3
Conclusion: We infer that there is a sufficiently small constant ε0 ∈ (0, 1) such that for ε ∈ (0, ε0]
sup
x∈Dδε
E
[
e−θQhεTx1{XεTy ,y ∈ U}
]
6 S1 + S2 + S3
6 (1 + C)3
βε
θQhε + βε
Q(Dc ∩ U)hε
βε
∞∑
k=1
(
βε
θQhε + βε
(
1−
Qhε
βε
(1− C)3
))k−1
=
(1 + C)3
βε
θQhε + βε
Q(Dc ∩ U)hε
βε
1−
(
βε
θQhε + βε
(
1−
Qhε
βε
(1− C)3
)) + C
=
(1 + C)3
θ + (1− C)3
Q(Dc ∩ U)
Q
+ C.
By an appropriate renaming of the constant C we close the proof. 
4.2 The lower bound
Proposition 4.2 Let the assumptions of Proposition (4.1) be satisfied. Then for all θ > 0, U ∈
B(Rd) satisfying (30) and C ∈ (0, 1) there is ε0 ∈ (0, 1) such that for ε ∈ (0, ε0] the first exit time
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Ty = Ty(ε) satisfies
inf
y∈Dδε
E
[
e−θQ(D
c)hεTy1{XεTy ,y ∈ U}
]
>
Q(Dc ∩ U)
Q(Dc)
1− C
1 + θ + C
.
Proof: We keep the notation introduced in the proof of Proposition 4.1. We define the following
events for y ∈ Dδε and t, s > 0 by
A−t,s,y = {Xr,· ◦ θs(y) ∈ D for all r ∈ [0, t) and Xt,· ◦ θs(y) ∈ Dδε}
and the abbreviation
A−y = A
−
T1,0,y
.
The identical strong Markov property estimates from below (31) and (32) as in the proof of Propo-
sition 4.1 only with inverted inequalities and neglecting all the nonnegative error terms yields
inf
y∈Dδε
E
[
e−θQhεTy1{XεTy ,y ∈ U}
]
>
∞∑
k=1
(
inf
y∈Dδε
E
[
e−θQhεT1(A−y )
])k−1
inf
y∈Dδε
E
[
e−θQhεT1(By)1(D
U
y )
]
.
Proposition 3.1 yields a constant ε0 ∈ (0, 1) such that for ε ∈ (0, ε0]
inf
y∈Dδε
E
[
e−θQhεT1(A−y )
]
>
βε
θQhε + βε
(1− (1 + C)2
Qhε
βε
(Dc))
and
inf
y∈Dδε
E
[
e−θQhεT1(By)1(D
U
y )
]
> (1− C)2
βε
θQhε + βε
hε
βε
Q(Dc ∩ U).
This eventually implies a constant ε0 ∈ (0, 1) such that for ε ∈ (0, ε0] follows
inf
x∈Dδε
E
[
e−θQhεTx1{XTx,x ∈ U}
]
> (1− C)2
βε
θQhε + βε
hε
βε
Q(U ∩Dc)
∞∑
k=1
(
βε
θQhε + βε
(1− (1 + C)2
hε
βε
Q)
)k−1
=
Q(U ∩Dc)
Q(Dc)
(1− C)2
θ + (1 + C)2
.
An appropriate renaming of the constant C finishes the proof. 
Proof: (Theorem 2.1) For ρ ∈ (0, 12) we define ρ
ε = ε−ρ and verify condition (16) for p = 4 and
(24) for the choice of ρε and δε.
ερε
δ
(p+1)/2
ε
= ε1−ρ−5/2 → 0, as ε→ 0 + .
Since for small ε the intensity βε ≈ε ε
αρℓ( 1ερ )µ(B
c
1(0)) is asymptotically dominated by a polynomial
order just as δε, the reasoning is reduced to the fact that the exponential convergence of e
−δε
dominates (δεβε)
−2 in the limit as ε→ 0+. This implies relation (24). Therefore the upper bound
by Proposition 4.1 and the lower bound by Proposition 4.2 are satisfied, which yields the desired
result. 
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