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1. Introduction
The complexity analysis and the proofs of correctness of many randomised algorithms for com-
puting with ﬁnite groups are based on precise estimates for proportions of certain kinds of elements
in these groups. For example, the Monte-Carlo algorithms to recognise ﬁnite special linear groups
in [9] and for ﬁnite classical groups in [12] require estimates of the proportions of elements called
ppd-elements, while the constructive algorithms in [5] require estimates for the proportions of even-
ordered elements in these groups which power up to so-called strong involutions.
Each of the subsets of ﬁnite classical groups mentioned above possesses certain closure properties
that enable its cardinality to be estimated accurately using the theory of ﬁnite Lie type groups –
a method different from the geometric arguments employed in [5,9,12]. The purpose of this paper is
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Deﬁnition 1.1) and to show, in Theorem 1.3, that the cardinality of such a subset can be expressed as a
weighted sum of cardinalities of corresponding subsets of maximal tori, the weights being determined
by the cardinalities of corresponding subsets of the Weyl group. Essentially the method is effective
because it reduces a diﬃcult estimation problem in a ﬁnite Lie type group to two simpler estimation
problems, namely estimating the cardinalities of certain subsets of maximal tori and of the Weyl
group. As the maximal tori are abelian groups, and as the Weyl group of a classical group is basically
a symmetric group or a wreath product of symmetric groups, estimating proportions of elements in
these groups is usually easier than an equivalent problem in a Lie type group.
The ﬁrst approach of this nature known to the authors, is the beautiful paper [6] of Gus Lehrer in
1992 which gives two general functional equations linking expressions in terms of maximal tori of a
Lie type group with expressions involving the character theory of its Weyl group. Several important
applications are given, both in [6] and his 1998 paper [7], in particular determining the number of
regular semisimple classes in a ﬁnite group of Lie type, and deriving formulae for the Poincaré and
weight polynomials of the variety of regular semisimple elements of a complex reductive algebraic
group and its Lie algebra. The language and focus of Lehrer’s work is representation theoretic, with
several general results expressed as character inner products.
The same general approach was applied also in the 1995 paper [4] of Isaacs, Kantor and Spal-
tenstein proving their stunning theorem bounding below the proportion of p-singular elements in
ﬁnite permutation groups, and also in the 2005 paper of Cohen and Murray to estimate the pro-
portion of regular semisimple elements in the Lie algebra of a connected reductive algebraic group
(see [2, Section 6]) in order to analyse their Las Vegas ‘algorithm for Lang’s Theorem’.
We noticed that this approach of Isaacs et al. could be developed into a powerful theory to de-
termine the cardinalities of many important subsets of ﬁnite Lie type groups. In Sections 1.1 and 1.2
we specify precise conditions on those subsets to which the method applies, and present results con-
cerning their cardinalities. The scope of the theory owes much to an early version of these methods
developed in collaboration with Lübeck in [8]: in that work we reﬁned the arguments of [4] and
proved the equality in Theorem 1.3 below for a family of even-ordered elements in ﬁnite simple
groups of Lie type in odd characteristic. In addition, various issues we encountered in [8] pointed to
the need for general results of the type we obtain in Section 1.2. We give in Theorem 1.9 a signiﬁcant
new application of this theory related to algorithm analysis, namely we derive the proportion of ppd-
elements (found in [12, Theorem 5.7] by geometric arguments) and extend this to deal with a larger
family of ppd-elements that includes, in particular, many of the elements required for the algorithm
in [11].
We feel that this beautiful theory deserves to be better known, especially by those unfamiliar with
the representation theory of ﬁnite Lie type groups. In fact it was our effort to understand properly the
proof in [4] that led to this paper. Our aim has been to present an accessible approach to this theory
in group theoretic language (involving tori, the Weyl group, but not character theory).
We formalise conditions on subsets of ﬁnite Lie type groups, introducing the notion of a ‘quokka
set’, and provide both an expression for the cardinality of a quokka set, and also upper and lower
bounds. In a sequel to this paper we plan to reﬁne and extend the analysis for classical groups
in [4, Theorem 5.1]. A further application of the method to involution construction in ﬁnite Lie type
groups was developed in the course of writing this paper, and will be published in [10].
1.1. Quokka sets and statement of results
Let G be a connected reductive algebraic group deﬁned over the algebraic closure F¯q of a ﬁeld Fq
of order q and characteristic q0. Let  denote the semisimple rank of G . Let F be a Frobenius mor-
phism of G , and let GF denote the subgroup of G ﬁxed by F , that is the set of elements of G that are
ﬁxed points of F . Then GF is a ﬁnite group of Lie type.
By [1, p. 11], each element g ∈ GF can be expressed uniquely in the form g = su, where s ∈ GF is
semisimple, u ∈ GF is unipotent and su = us. This is called the (multiplicative) Jordan decomposition
of g . The element s is called the semisimple part of g and u is called the unipotent part of g . Note that
o(s) is coprime to q0 and o(u) is a power of q0. Moreover in any ﬁnite group and for any prime q0,
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order of s is coprime to q0, see [3, Hilfssatz V.19.6, p. 588]. Since our applications are mainly, but not
exclusively, to ﬁnite Lie type groups, we will use the terms q0-Jordan decomposition, q0-semisimple part
and q0-unipotent part for this more general concept, and we omit the preﬁx q0 if the prime is clear
from the context. Quokka sets are deﬁned as follows for an arbitrary ﬁnite group.
Deﬁnition 1.1. For a ﬁnite group X and a prime q0 dividing |X |, a non-empty subset Q of X is called
a quokka set (or q0-quokka set if we wish to specify the prime) if the following two conditions hold.
(i) If g ∈ X has q0-Jordan decomposition g = su with q0-semisimple part s and q0-unipotent part u,
then g ∈ Q if and only if s ∈ Q ; and
(ii) Q is a union of X-conjugacy classes.
A subgroup U of a connected reductive algebraic group G is said to be F -stable if F (U ) = U ,
and for each subgroup U of G , we write U F = U ∩ GF . Let T0 be an F -stable maximal torus of G ,
and let W = NG(T0)/T0 denote the Weyl group of G . Elements w,w ′ ∈ W are called F -conjugate if
there exists x ∈ W such that w ′ = x−1wF (x). The relation of F -conjugacy is an equivalence relation
on W , and the equivalence classes are called F -conjugacy classes (see [1, p. 84]). For our purposes, the
importance of F -conjugacy lies in the fact that the GF -conjugacy classes of F -stable maximal tori are
in one-to-one correspondence with the F -conjugacy classes of the Weyl group W of G . The explicit
correspondence is stated in [1, Proposition 3.3.3] (see also Section 2.1 and in particular Lemma 2.1 for
details).
Deﬁnition 1.2. Let Q be a quokka set in GF . Then a quokka torus, or Q -torus, is an F -stable maximal
torus which contains an element of Q . The set of all quokka tori is denoted by TQ . A quokka class, or
Q -class, is an F -conjugacy class of W which corresponds to some GF -conjugacy class of quokka tori.
Let CQ denote the set of all quokka classes. For each C ∈ CQ let TC denote a representative element
of TQ corresponding to C .
The main theorem for quokka sets in Lie type groups uses this notation.
Theorem 1.3. Let G be a connected reductive algebraic group deﬁned over the algebraic closure F¯q of a ﬁ-
nite ﬁeld Fq of characteristic q0 , and let T0 and W be as above. Let F be a Frobenius morphism of G with
corresponding ﬁnite group of Lie type GF , and let Q ⊆ GF be a q0-quokka set. Then
|Q |
|GF | =
∑
C∈CQ
|C |
|W | ·
|T FC ∩ Q |
|T FC |
.
In particular, if uQ , Q are positive constants such that Q  |T
F∩Q |
|T F |  uQ for all T ∈ TQ , and if CˆQ =⋃
C∈CQ C , then,
Q
|CˆQ |
|W | 
|Q |
|GF |  uQ
|CˆQ |
|W | . (1)
In applications, it is often possible to derive a uniform upper or lower bound for the proportions
of elements in Q that lie in the quokka tori, and therefore to apply the inequality (1). This is the
strategy used for our ppd-application to prove Theorem 1.9.
1.2. Quokka sets in ﬁnite groups related to GF
Theorem 1.3 applies to ﬁnite classical groups GF such as GL(d,q) but not in general to intermediate
groups H satisfying SL(d,q) < H < GL(d,q). Similarly, Theorem 1.3 applies to PGL(d,q) but not to
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with quokka subsets of these groups. We give a few general results to address these situations.
Lifts of quokka sets. The ﬁrst involves lifting a quokka subset of a ﬁnite group X to a quokka subset
of an extension Y of X relative to a normal subgroup Z , that is, Y /Z ∼= X . For example, this enables
us to lift a quokka subset from PGL(d,q) to GL(d,q), or to any subgroup of GL(d,q) that projects onto
PGL(d,q); and to lift a quokka set from the general (or conformal) symplectic group PGSp(d,q) to one
for GSp(d,q) (the group of all similitudes of the symplectic form).
Theorem 1.4. Let X be a ﬁnite group with order divisible by a prime q0 , and let Y be a ﬁnite group with a
normal subgroup Z such that Y /Z ∼= X under the epimorphism π : Y → X. If Q is a q0-quokka subset of X ,
then the preimage π−1(Q ) is a q0-quokka subset of Y and |π−1(Q )|/|Y | = |Q |/|X |.
Projections of quokka sets. The reverse is sometimes possible allowing us, for example, to project a
quokka set for SL(d,q) to a quokka set for PSL(d,q).
Theorem 1.5. Let X be a ﬁnite group with order divisible by a prime q0 , let Z be a subgroup of the centre
Z(X) of order coprime to q0 , and let Q be a q0-quokka subset of X . Then Q Z/Z is a q0-quokka subset of X/Z .
Moreover,
|Q |
|X | 
|Q Z/Z |
|X/Z | 
|Q | · |Z |
|X |
and the lower bound is an equality if and only if Q Z = Q .
Central products of quokka sets. A similar situation to that for a lift occurs if Y is a central product
Z ◦ X with Z a ﬁnite abelian q′0-group, but in this case Y need not have X as a quotient.
Theorem 1.6. Let X be a ﬁnite group with order divisible by a prime q0 , and let Y be a central product Z ◦ X,
where Z is a ﬁnite abelian group of order coprime to q0 . Suppose that Q is a q0-quokka subset of X . Then:
(a) (Z ∩ X)Q is also a q0-quokka subset of X and of Y ;
(b) Z Q is a q0-quokka subset of Y . Moreover, |Z Q |/|Y |  |Q |/|X |, with equality if and only if (Z ∩
X)Q = Q .
Theorem 1.6 enables us, for example, to extend a quokka subset of Sp(d,q) to one for Z ◦ Sp(d,q)
(where Z ∼= Zq−1 denotes the subgroup of scalar matrices in GL(d,q)), and to extend a quokka subset
for SO(d,q) to one for Z ◦ SO(d,q). However the groups Z ◦ Sp(d,q) or Z ◦ SO(d,q) are not in
general equal to GSp(d,q) or GO(d,q), respectively. It would be useful to reach arbitrary subgroups
between Sp(d,q) and GSp(d,q), and between SO(d,q) and GO(d,q).
Restrictions of quokka sets. We present one further scenario that is sometimes useful. In this case, to
control the order of the quokka set in the related group, we need the following ‘uniformity condition’.
Deﬁnition 1.7. Suppose that GF is as in Theorem 1.3 and that H is a normal subgroup of GF contain-
ing all the unipotent elements of GF . A q0-quokka subset Q of GF is H-uniform if, for each quokka
torus T of G ,
(i) GF = HT F , and
(ii) T ∩ H ∩ Q 
= ∅, and |T ∩ Q |/|T ∩ H ∩ Q | = |GF |/|H|.
Theorem 1.8. Let X be a ﬁnite group with order divisible by a prime q0 , and let H be a subgroup of X. Let Q
be a q0-quokka subset of X such that Q ∩ H 
= ∅. Then the following hold.
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Classical groups.
Type S X δ Conditions
L SL(d,q) GL(d,q) 1 d 3
U SU(d,q) GU(d,q) 2 d 3, or
GU(d,q) Z ◦ GU(d,q) 2 d 3
Sp Sp(d,q) Z ◦ Sp(d,q) 1 d 4, d even
O◦ SO◦(d,q) Z ◦ SO◦(d,q) 1 d 7, d odd
O± SO±(d,q) Z ◦ SO±(d,q) 1 d 8, d even
Table 2
a(e) values for types L, U, Sp and O◦ .
Type Conditions a(e) if d/3 < e d/2 a(e) if d/2 < e d
L 32 − 12e 1
U e odd 32 − 12e 1
U e even 12 0
Sp, O◦ e odd 12 0
Sp, O◦ e even 32 − 12e 1
(a) The set Q ∩ H is a q0-quokka set for H.
(b) If H is normal in X then Q ∩ H is also a q0-quokka set for X.
(c) If X = GF is as in Theorem 1.3, H is normal in X, and Q is H-uniform, then |Q ∩ H|/|H| = |Q |/|GF |.
Theorem 1.8 enables us, for example, to restrict a quokka subset of GL(d,q) or GU(d,q) to one
for SL(d,q) or SU(d,q) and is required in the proof of Theorem 1.9. Theorems 1.3–1.8 are proved in
Section 2.
1.3. Application to primitive prime divisor elements
In this section, by way of an example, we describe how the results in Section 1.2 may be used to
estimate the sizes of ‘ppd-quokka subsets’ for groups related to ﬁnite classical groups of Lie type. In
particular, we state the results of applying Theorem 1.3 to re-derive and generalise [12, Theorem 5.7].
Let q and e be positive integers both at least 2. A prime r is called a primitive prime divisor of qe − 1
if r divides qe − 1 but r does not divide qi − 1 for any positive integer i < e. It was proved by
Zsigmondy [13] that qe − 1 has a primitive prime divisor unless either (q, e) = (2,6) or e = 2 and q =
2s − 1 for some s. In Table 1, GU(d,q) denotes the subgroup of GL(d,q2) preserving a nondegenerate
Hermitian form on the underlying d-dimensional vector space over Fq2 , and Z denotes the subgroup
of scalar matrices in GL(d,qδ). In the case of unitary groups, a scalar wI ∈ Z , where w is a primitive
element of Fq2 , multiplies the form by w
q+1, which is a primitive element of Fq . Thus Z ◦ GU(d,q)
consists of all elements of GL(d,q2) that preserve the form up to an Fq-scalar multiple.
Theorem 1.9. Let S, X , d, δ be as in one of the lines of Table 1, and suppose that S  H  X. Let e be an
integer such that max(1,d/3) < e  d and qδe − 1 has a primitive prime divisor. Let Q ppd(e) be the subset of
all elements of H with order divisible by a primitive prime divisor of qδe − 1. Then Q ppd(e) is either the empty
set, or a quokka subset of H, and
a(e)
e + 1 
|Q ppd(e)|
|H| 
a(e)
e
where a(e) is as in Table 2 for types L, U, Sp, and O◦ , and Table 3 for type O± .
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a(e) values for type O± .
Conditions on e a(e) for O+ a(e) for O−
e = d 0 2
d/2 < e < d, e odd 0 0
d/2 < e < d, e even 1 1
e = d/2, e odd 1 0
e = d/2, e even 2− 1e 1
d/3 < e < d/2, e odd 12
1
2
d/3 < e < d/2, e even 32 − 12e 32 − 12e
Note that in Theorem 1.9 the set Q ppd(e) is empty precisely when the value of a(e) in Tables 2
or 3 is zero. Theorem 1.9 will be proved in Section 5.
Remark 1.10. (a) We can extend the scope of Theorem 1.9 to deal with certain projective groups. If
H is one of the groups in the statement of Theorem 1.9 and if Z is a subgroup of Z(H), then the
conditions of Theorem 1.5 hold and so, for Q = Q ppd(e), the subset Q Z/Z of Z -cosets containing an
element of Q forms a q0-quokka subset of H/Z , and moreover Q Z = Q follows from the deﬁnition
of Q . Thus |Q Z/Z |/|H/Z | = |Q |/|H|, and so satisﬁes the inequalities displayed in Theorem 1.9.
(b) Let X be the group in Table 1 for type Sp, O◦ or O±, and let L be GSp(d,q) or GO◦(d,q)
or GO±(d,q), respectively. Here GSp(d,q),GO◦(d,q), and GO±(d,q) denote the subgroups of GL(d,q)
preserving up to a scalar multiple a nondegenerate alternating of quadratic form on the d-dimensional
underlying vector space over Fq .
Let Q ppd(e; X) and Q ppd(e; L) denote the set of all ppd(d,q; e)-elements in X and L, respec-
tively. Even though Theorem 1.9 does not apply to the groups L, we can obtain lower bounds for
the proportion |Q ppd(e; L)|/|L|. Now Q ppd(e; X) ⊆ Q ppd(e; L) and [L : X] is at most 4 (see for exam-
ple [8, Lemma 4.4]). Hence
|Q ppd(e; L)|
|L| 
|Q ppd(e; X)|
|L| 
|Q ppd(e; X)|
4|X | .
2. Background, and proofs of Theorems 1.3–1.8
First we give a very brief summary of some of the concepts from the theory of algebraic groups
necessary for this paper. More details can be found in [1, Chapter 3], and much of the exposition in
this section follows that given in [8].
2.1. F -stable maximal tori and F -conjugacy
Let G , F , F¯q , , W and T0 be as in Section 1.1. Then each maximal torus of G is conjugate in G
to T0. For elements g,h ∈ G and subgroups U  G , we denote conjugation by g by gh = ghg−1,
hg = g−1hg , gU = gU g−1, and U g = g−1Ug . Thus each F -stable maximal torus T of G is of the
form T = g T0 for some g ∈ G . Moreover, g T0 is F -stable if and only if w(g) := g−1F (g)T0 ∈ W
by [1, Proposition 3.3.1]. Two F -stable maximal tori hT0 and g T0, for g,h ∈ G , are GF -conjugate if and
only if w(g) and w(h) are F -conjugate (see [1, Proposition 3.3.2]).
Note that the natural action of NG(T0) on T0 by conjugation has T0 in the kernel since T0 is
abelian, and hence there is an induced action of W = NG(T0)/T0 on T0. We write wt for the image
of t under the action of w . Using this notation we observe that, for each w ∈ W ,
T F w
−1
0 :=
{
t ∈ T0
∣∣ w F (t) = t} (2)
is a subgroup of T0. We say that T F w
−1
0 is obtained from T
F
0 by twisting with w . For our later appli-
cations it is important to know the structure of the maximal tori corresponding to the F -conjugacy
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torus (g T0)
F of GF is isomorphic to T F w
−1
0 , where w = w(g) as deﬁned in the previous paragraph.
This is a particularly nice subgroup of T0 which is easy to work with. Lemma 2.1 also gives the
one-to-one correspondence between GF -classes of F -stable maximal tori and F -conjugacy classes.
Lemma 2.1. Let T be a GF -conjugacy class of F -stable maximal tori in G, and let g ∈ G be such that g T0 ∈ T .
Then T corresponds to the F -conjugacy class of W containing w := g−1F (g)T0 . Moreover, (g T0)F is isomor-
phic to the subgroup T F w
−1
0 of T0 deﬁned in (2).
Proof. The correspondence between GF -classes of F -stable maximal tori and F -conjugacy classes
in W is proved in [1, Proposition 3.3.3]. It remains to see that (g T0)F ∼= T F w−10 . For this it is enough
to show that the torus (g T0)F of GF is mapped, under conjugation by g , to T
F w(g)−1
0 . Now
g−1((g T0)F )= {g−1x ∣∣ x = gt, F (gt)= gt, t ∈ T0}
= {t ∈ T0 ∣∣ F (gt)= gt}
= {t ∈ T0 ∣∣ F (g)F (t) = gt}
= {t ∈ T0 ∣∣ g−1 F (g)F (t) = t}
= {t ∈ T0 ∣∣ w F (t) = t}
= T F w−10 .
This shows in particular that (g T0)F and T F w
−1
0 are isomorphic. 
Let C ⊂ W be an F -conjugacy class and T (C) the corresponding GF -conjugacy class of F -stable
maximal tori in G . Then, by [1, Proposition 3.3.6 and the preceding remark], for TC ∈ T (C),
∣∣T (C)∣∣= |GF ||C ||T FC ||W | . (3)
The following fact can be derived from two theorems of Steinberg, see [1, Theorem 3.4.1 and
Proposition 6.6.1] (a short derivation can be found in [8, Lemma 2.1]), and an independent proof is
given in [6, Corollaries 1.11 and 1.13].
Lemma 2.2. Let s ∈ GF be semisimple. Then the number of unipotent elements in the centraliser CGF (s) equals
the number of F -stable maximal tori of G containing s.
2.2. Proof of Theorem 1.3
We now prove the main connection between the cardinality of a quokka set Q in GF and that of
certain subsets of quokka tori and subsets of the Weyl group. The approach is similar to that used to
prove Theorem 6.2 in [4].
Let G , T0, W be as in Theorem 1.3, and let Q be a quokka set in GF . Let TQ , CQ be the corre-
sponding sets of quokka tori and quokka classes as in Deﬁnition 1.2. For each semisimple element
s ∈ Q deﬁne
Q (s) = {g ∈ Q ∣∣ u := s−1g is unipotent and su = us}.
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Q =
⋃˙
s∈Q
s semisimple
Q (s).
It follows from the deﬁnition of Q (s) that |Q (s)| equals the number of unipotent elements in
CG(s)F = CGF (s), and by Lemma 2.2, this is equal to the number of F -stable maximal tori of G con-
taining s. Moreover it follows from the deﬁnition of TQ , in Deﬁnition 1.2, that these tori are precisely
the tori in TQ which contain s. Deﬁne
Y = {(s, T ) ∣∣ s semisimple, s ∈ Q ∩ T , T ∈ TQ }.
Then
|Y | =
∑
s∈Q
s semisimple
∣∣Q (s)∣∣= |Q |.
Also, since each maximal torus in GF consists of semisimple elements, we have
|Y | =
∑
T∈TQ
∣∣T F ∩ Q ∣∣= ∑
C∈CQ
∑
T∈TQ (C)
∣∣T F ∩ Q ∣∣ (4)
where, for C ∈ CQ , TQ (C) denotes the subset of TQ of all quokka tori corresponding to C . By
Lemma 2.1, TQ (C) is a GF -conjugacy class. Let TC denote a representative element of TQ (C).
Since, by Deﬁnition 1.1, Q is a union of GF -conjugacy classes, it follows that
∑
T∈TQ (C) |T F ∩ Q | =
|T FC ∩ Q | · |TQ (C)|. Also, by Eq. (3),
∣∣TQ (C)∣∣= |GF ||T FC | ·
|C |
|W | .
Substituting in (4) we obtain
|Q | =
∑
C∈CQ
∑
T∈TQ (C)
∣∣T F ∩ Q ∣∣= ∑
C∈CQ
|T FC ∩ Q |
|T FC |
|C |
|W |
∣∣GF ∣∣.
Dividing both sides by |GF | yields the equation in Theorem 1.3. The inequality follows immediately.
2.3. Proof of Theorem 1.4
Let h ∈ Y and set g = π(h) ∈ X . If h = us is the q0-Jordan decomposition of h and u′ = π(u), s′ =
π(s) then, since the orders of u′ and s′ divide the orders of u and s respectively, it follows that u′ is
a q0-element and s′ has order coprime to q0. Also since us = su we have u′s′ = π(us) = π(su) = s′u′ .
Thus g = s′u′ is the q0-Jordan decomposition of g .
Using the notation above, h ∈ π−1(Q ) if and only if g ∈ Q . Since Q is a q0-quokka set in X ,
g ∈ Q if and only if s′ ∈ Q , and by deﬁnition, s′ ∈ Q if and only if s ∈ π−1(Q ). Thus condition (i) of
Deﬁnition 1.1 holds for π−1(Q ).
Let h ∈ π−1(Q ) and y ∈ Y . Then g = π(h) ∈ Q and since Q is a q0-quokka set, Q contains gπ(y) =
π(hy), whence hy ∈ π−1(Q ). Thus condition (ii) of Deﬁnition 1.1 holds for π−1(Q ). So π−1(Q ) is
a q0-quokka subset of Y . Finally, |π−1(Q )| = |Z |.|Q | and |Y | = |Z |.|X |, and hence |π−1(Q )|/|Y | =
|Q |/|X |.
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First we note that Q Z/Z is closed under conjugation since Q is. Let h ∈ X have q0-Jordan de-
composition us. Then hZ has q0-Jordan decomposition (uZ)(sZ). Now hZ ∈ Q Z/Z if and only if
h has the form h = gz, for some g ∈ Q and z ∈ Z . Thus g = hz−1 has q0-Jordan decomposition
g = u(sz−1), and so, by Deﬁnition 1.1, g ∈ Q if and only if sz−1 ∈ Q . Therefore hZ ∈ Q Z/Z if and
only if sZ = (sz−1)zZ = (sz−1)Z ∈ Q Z/Z . Thus Q Z/Z is a quokka subset of X/Z . The inequalities
|Q | |Q Z | |Q | · |Z | are obvious and |Q | = |Q Z | if and only if Q Z = Q . The remaining assertions
follow.
2.5. Proof of Theorem 1.6
Since Z is central in Y , Y = Z ◦ X , and Q is a q0-quokka subset of X , it follows that both (Z ∩ X)Q
and Z Q are closed under conjugation by elements of Y , and hence also (Z ∩ X)Q is closed under
conjugation in X . Let g ∈ Y have q0-Jordan decomposition g = us. Now g ∈ (Z ∩ X)Q if and only if
g = zg′ for some z ∈ Z ∩ X and g′ ∈ Q . Thus g′ = z−1g , and since z ∈ Z(Y ) has order coprime to q0,
it follows that g′ has q0-Jordan decomposition g′ = u(z−1s); by Deﬁnition 1.1, g′ ∈ Q if and only if
z−1s ∈ Q . Thus, g ∈ (Z ∩ X)Q if and only if s = z(z−1s) ∈ (Z ∩ X)Q . It follows that (Z ∩ X)Q is a
q0-quokka subset of Y = Z ◦ X , and hence also of X . Essentially the same argument shows that Z Q
is a q0-quokka subset of Y .
Finally we estimate the size of Z Q . Consider triples (z, g,h) where z ∈ Z , g ∈ Q , h ∈ Z Q and
zg = h. There are |Z | · |Q | pairs (z, g) ∈ Z × Q and each pair occurs once in a such a triple, namely
with third entry zg . On the other hand each h ∈ Z Q has at least one expression as h = zg with z ∈ Z ,
g ∈ Q . If also h = z′g′ with z′ ∈ Z , g′ ∈ Q , then y := (z′)−1z = g′g−1 ∈ Z ∩ X , and we have (z′, g′) =
(zy−1, yg). Thus each h ∈ Z Q occurs in at most |Z ∩ X | triples, and hence |Z Q | |Z | · |Q |/|Z ∩ X |.
This implies that
|Z Q |
|Y | 
|Z | · |Q |
|Z ∩ X | ·
|Z ∩ X |
|Z | · |X | =
|Q |
|X | .
Equality holds here if and only if each h ∈ Z Q occurs in exactly |Z ∩ X | triples, and this in turn holds
if and only if, for each (z, g) ∈ Z × Q and each y ∈ Z ∩ X , we have also that (zy−1, yg) ∈ Z × Q , or
equivalently, yg ∈ Q . In other words equality holds if and only if (Z ∩ X)Q = Q . This completes the
proof.
2.6. Proof of Theorem 1.8
(a) Since Q is closed under X-conjugacy, also Q ∩ H is closed under H-conjugacy. Let h ∈ H with
q0-Jordan decomposition h = us, that is, h has q0-semisimple part s and q0-unipotent part u. It follows
from the deﬁnition that each of u and s is a power of h and hence lies in 〈h〉 ⊂ H . If h ∈ Q ∩ H then
h ∈ Q and, since Q is a q0-quokka set for X , therefore s ∈ Q . Since also s ∈ H we have s ∈ Q ∩ H .
Similarly, if s ∈ Q ∩H , then, again as Q is a q0-quokka set, it follows that h ∈ Q and hence h ∈ Q ∩H .
Thus Q ∩ H is a q0-quokka subset of H .
(b) Suppose now that H is normal in X . By part (a), the ﬁrst property of Deﬁnition 1.1 holds for
Q ∩ H . Also Q ∩ H is a union of X-conjugacy classes (since both Q and H are unions of X-conjugacy
classes). Thus in this case Q ∩ H is a q0-quokka set also for X .
(c) Now suppose that X = GF as in Theorem 1.3, and that Q is H-uniform. We apply Theorem 1.3
twice, ﬁrst to the q0-quokka set Q of GF to obtain
|Q |
|GF | =
∑
C∈C
|C |
|W | ·
|T FC ∩ Q |
|T FC |Q
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|Q ∩ H|
|GF | =
∑
C∈CQ ∩H
|C |
|W | ·
|T FC ∩ Q ∩ H|
|T FC |
.
There are several important consequences of the fact that Q is H-uniform. Since, by Deﬁnition 1.7,
T ∩ Q ∩ H 
= ∅ for each T ∈ TQ , it follows that TQ = TQ ∩H and hence the summations above are over
the same set CQ = CQ ∩H . Next, since Q is H-uniform, GF = HT FC for each quokka torus TC , and hence
|GF |/|H| = |T FC |/|T FC ∩ H|. Again, since Q is H-uniform (see Deﬁnition 1.7), |T FC ∩ Q |/|T FC ∩ H ∩ Q | =
|GF |/|H|, which implies that |T FC ∩ Q |/|T FC | = (|T FC ∩ (Q ∩ H)|/|T FC |).|GF |/|H|. Substituting this last
inequality into the second displayed equation we conclude that |Q ||GF | = |Q ∩H||H| .
3. Maximal tori in classical groups
In this section we give a careful description of the maximal tori in ﬁnite classical groups GF of
Lie type. Some parts of this section form a summary of Section 3 of [8]. This allows us to compute
the proportions of elements in maximal tori that lie in quokka sets as well as to determine the
corresponding proportions of elements in F -conjugacy classes in the Weyl group. In our applications
it turns out to be most desirable to choose a maximal torus T0 which is easy to describe and on
which we can compute the action of the Weyl group most easily. Note that T0 is a maximal torus
of G (not of GF ), and recall that all maximal F -stable tori are conjugate in G . For each (connected
reductive) classical group G deﬁned over the algebraic closure F¯q of a ﬁnite ﬁeld Fq of order q and
characteristic q0, with a given Dynkin Diagram, we describe
1. an F -stable maximal torus T0 in G and corresponding Weyl group W = NG(T0)/T0;
2. the action of the Weyl group W on T0;
3. the action of the Frobenius morphism F on T0 and W ;
4. the structure of an F -stable maximal torus TC corresponding to a given F -conjugacy class C
in W .
3.1. Type A
For the type A we take G = GL( + 1, F¯q). The ﬁnite groups H we treat satisfy SL( + 1,q) 
H  GF = GL( + 1,q) in the untwisted case, and in the twisted case, SU( + 1,q)  H  Z ◦ GF =
Z ◦ GU( + 1,q) ⊂ GL( + 1,q2), where Z = Z(GL( + 1,q2)). Our arguments prove Theorem 1.9 ﬁrst
for GF and then a careful analysis is required to derive the result for the other subgroups H , including
an application of Theorem 1.8. Let  = 1 in the untwisted case and  = −1 in the twisted case.
Let {e1, . . . , e+1} denote the standard basis for the vector space F¯+1q of row vectors. The diagonal
matrices form a maximal torus, T0, say. Let diag(z1, . . . , z+1) denote the diagonal matrix with en-
tries z1, . . . , z+1. The Weyl group W is isomorphic to S+1 acting on the point set {〈e1〉, . . . , 〈e+1〉}.
We choose a Frobenius morphism F such that F (z) = zq for diagonal matrices z = diag(z1, . . . , z+1).
Then F acts trivially on W , and the F -conjugacy classes of W are the conjugacy classes of W . There-
fore, the F -conjugacy classes are parametrised by the partitions of  + 1 describing the cycle types of
permutations on  + 1 points. The Weyl group also acts on T0 as follows. An element w ∈ W ∼= S+1
permutes the entries of the diagonal matrices in T0 in the same way that it acts on {1, . . . ,  + 1}. In
particular, if t = diag(z1, . . . , z+1) ∈ T F w−10 (as deﬁned in (2)) and if iw = j, then z j = zqi .
Lemma 3.1. Let w ∈ W correspond to the partition β = (b1, . . . ,bm) of ( + 1). Then each maximal torus T F
of G F corresponding to the conjugacy class of w is isomorphic to Zqb1−b1 × · · · × Zqbm−bm . Moreover G F =
T F S, where S = SL( + 1,q) or SU( + 1,q), in the untwisted or twisted cases, respectively.
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a cyclic direct factor Y ∼= Zqb−b of T F corresponds to a subgroup of diagonal matrices generated by
a matrix with b diagonal entries z, zq, z
2q2 , . . . , z
b−1qb−1 and all other diagonal entries equal to 1,
where z ∈ Fqδb has multiplicative order qb − b . This matrix has determinant det := z1+q+···+b−1qb−1 .
In the untwisted case, det = z(qb−1)/(q−1) is a generator of the multiplicative group of Fq , and hence
T F contains elements of all possible determinants in GF = GL( + 1,q), so GF = T F S . In the twisted
case, det = z(qb+1)/(q+1) if b is odd, or z−(qb−1)/(q+1) if b is even, each of which is an element of
order q + 1 in Fq2 . Thus elements of T F can have all the determinants possible for elements of
GF = GU( + 1,q), so again GF = T F S . 
A lemma proving the second assertion in Lemma 3.1 was included in a preliminary version of [8]
but was removed when found not to be necessary for that paper. It is however critical for our proof
of Theorem 1.9.
3.2. Type C
We consider the symplectic group G = Sp(2, F¯q), and a Frobenius morphism F such that GF =
Sp(2,q). Our arguments to prove Theorem 1.9 for GF yield the result for subgroups H satisfying
GF  H  Z ◦ GF (where Z is the subgroup of scalars in GL(2,q)) on applying Theorem 1.6. We
choose an ordered basis (e1, . . . , e, f, . . . , f1) of the 2-dimensional vector space F¯2q of row vectors,
and a symplectic form 〈 〉 with 〈ei, e j〉 = 〈 f i, f j〉 = 0 and 〈ei, f j〉 = −〈 f j, ei〉 = δi, j for 1  i, j  ,
where δi, j = 0 if i 
= j and 1 if i = j. Then G is the subgroup of X := GL(2, F¯q) consisting of all
matrices that leave this form invariant. Let Tˆ0 denote the subgroup of all diagonal matrices in X , as
deﬁned in Section 3.1, and let N = NX (Tˆ0). Then N is generated by Tˆ0 and all monomial matrices and
Wˆ = N/Tˆ0, the Weyl group of X , acts naturally as S2 on {〈ei〉, 〈 f i〉 | 1 i  }. We identify this set
with Ω = {1, . . . , , ¯, . . . , 1¯}, via 〈ei〉 → i and 〈 f i〉 → i¯ and use the convention that ¯¯i = i.
The subgroup T0 := Tˆ0 ∩ G consists of all diagonal matrices of the form diag(z1, . . . , z, z−1 , . . . ,
z−11 ), and is a maximal torus of G . The corresponding Weyl group W = NG(T0)/T0 of G is isomor-
phic to S2  S acting on the point set {〈ei〉, 〈 f i〉 | 1  i  }, identiﬁed as in the previous paragraph
with the set Ω = {1, . . . , , ¯, . . . , 1¯}. Then W is (isomorphic to) the subgroup NG(T0)Tˆ0/Tˆ0 of Wˆ
consisting of all permutations preserving the partition {1, 1¯ | . . . | , ¯} of Ω . Thus W consists of the
so-called signed permutations, that is, permutations w of Ω such that iw = (i¯)w for all i. We de-
ﬁne a projection σ :W → S by mapping a signed permutation to the permutation it induces on
{1, . . . , }. For 1 i <  the ‘generating reﬂection’ wi of W is deﬁned as (i, i+1)(i¯, i + 1), and acts on
t = diag(z1, . . . , z, z−1 , . . . , z−11 ) ∈ T0 by interchanging the entries zi and zi+1 and also interchanging
z−1i and z
−1
i+1. Also the element w = (, ¯) ∈ W acts on t by interchanging the middle entries z
and z−1 . We choose the Frobenius morphism F such that it raises the entries in an element of G to
their q-th power. Thus T0 is F -stable, and F acts trivially on W . The elements w1, . . . ,w generate W
as the wreath product 〈w〉  〈w1, . . . ,w−1〉 ∼= S2  S . Each cycle of length b in the ‘top group’ S of
this wreath product corresponds to 2b elements of W . (For example the cycle (1,2) ∈ S corresponds
to the four elements (1,2)(1¯, 2¯), (1, 2¯)(1¯,2), (1,2, 1¯, 2¯), and (1, 2¯, 1¯,2) of W .) One half of these 2b
elements are 2b-cycles, and the other half are products of two b-cycles, in their actions on Ω . Each
element w ∈ W determines a permutation σ(w) in the top group; if a b-cycle of σ(w) corresponds
to a product of two b-cycles of w we call it a positive cycle of w , and if it corresponds to a 2b-cycle
of w we call it a negative cycle of w . In particular,
• any cycle of σ(w) is a positive cycle of w ′ for exactly half of the 2 elements w ′ ∈ W for which
σ(w ′) = σ(w);
• if two elements w,w ′ ∈ W are conjugate then σ(w) and σ(w ′) have the same cycle type (that is,
are conjugate in S); and if σ(w) and σ(w ′) have the same cycle type, then w , w ′ are conjugate
in W if and only if w , w ′ have the same number of positive cycles of each length.
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cycles of each length. Thus a conjugacy class C of W is determined by its cycle type in S and the
numbers of positive cycles of each length. To describe the tori corresponding to a given conjugacy
class of W , suppose that (β+, β−) is a partition of  (with |β+| + |β−| = ) and suppose that this
partition determines a conjugacy class C of W whose positive cycle lengths make up the parts of
β+ = (b+1 , . . . ,b+j ) and whose negative cycle lengths make up the parts of β− = (b−1 , . . . ,b−k ). Then
(see, for example, [8, Section 5(vi)]) the torus of GF corresponding to C is isomorphic to
( j∏
i=1
Z
qb
+
i −1
)
×
(
k∏
i=1
Z
qb
−
i +1
)
. (5)
3.3. Type B
We consider the special orthogonal group SO(2 + 1, F¯q) and a Frobenius morphism F such that
GF = SO(2 + 1,q). As in the C case, our proofs for GF yield results for all subgroups H satisfying
GF  H  Z ◦ GF on applying Theorem 1.6, where Z is the subgroup of scalars in GL(2 + 1,q).
We choose an ordered basis (e1, . . . , e, e0, e′, . . . e′1) of the (2 + 1)-dimensional vector space F¯2+1q
of row vectors, and an orthogonal form 〈 〉 with 〈ei, e′j〉 = 〈e′j, ei〉 = δi, j , 〈e0, e0〉 = 1 and 〈ei, e j〉 =
〈e′i, e′j〉 = 0. Then G is the subgroup of SL(2 + 1, F¯q) consisting of all matrices that leave this form
invariant. The set of diagonal matrices in G is a maximal torus T0 and consists of all matrices of the
form diag(z1, . . . , z,1, z
−1
 , . . . z
−1
1 ). The description of the Frobenius morphism F , the Weyl group W ,
action on the simple roots, the projection σ :W → S and the action of the generating reﬂections
of W on this torus are the same as in case C . In particular, we still have W = S2  S .
3.4. Type D
Here we consider G = SO(2, F¯q) as a subgroup of SO(2 + 1, F¯q) by ‘forgetting’ the middle basis
vector. (This is the group generated by the root subgroups for roots in the subsystem of type D of
long roots in the root system of type B .) As in the B case, our proofs for GF = SO±(2,q) yield
results for all subgroups H satisfying GF  H  Z ◦ GF on applying Theorem 1.6 where Z is the
subgroup of scalars in GL(2,q). We use the same maximal torus as in type B . The Weyl group W
has index 2 in the Weyl group of type B , which we now denote by WB , and an element of WB lies
in W if and only if it has an even number of negative cycles. In particular w = (, ¯) /∈ W since the
1-cycle () of σ(w) corresponds to the 2-cycle (, ¯) of w and is its unique negative cycle. Thus
WB = W ∪˙Ww , and we note that W consists of all the even permutations of Ω = {1, . . . , , ¯, . . . , 1¯}
lying in WB . In the untwisted case we take the same Frobenius morphism as in the case of B so F -
conjugacy classes coincide with conjugacy classes in W . For the twisted case we twist that Frobenius
morphism with the reﬂection w (along the short simple root) in the Weyl group of type B . Thus
in the twisted case the F -conjugacy classes of W are all the sets of the form C = C ′w , where
C ′ is a conjugacy class of WB not contained in W (and in fact all elements of C ′ are conjugate
under elements of W ). The surjection σ from WB to the symmetric group S is still surjective when
restricted either to W or to the coset Ww because w is in the kernel of σ .
We now describe the tori corresponding to an F -conjugacy class C of W . Recall that a conjugacy
class C ′ of WB corresponds to a partition (β+, β−) of  with |β+| + |β−| =  such that the positive
cycle lengths of elements of C ′ make up the parts of β+ = (b+1 , . . . ,b+j ) and the negative cycle lengths
make up the parts of β− = (b−1 , . . . ,b−k ). Moreover the corresponding tori are isomorphic to the group
in (5) above.
In the untwisted case an F -conjugacy class of W is a conjugacy class C = C ′ of even permutations,
that is, the number of negative cycles is even, or equivalently, β− has an even number of parts. On
the other hand, in the twisted case, an F -conjugacy class C of W has the form C = C ′w , where C ′
is a conjugacy class of WB contained in Ww (and all elements of C ′ are W -conjugate). Since C ′
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Classical type and Lie type.
Type in Theorem 1.9 d δ Lie type G GF
L  + 1 1 A untwisted GL(d, F¯q) GL(d,q)
U  + 1 2 A twisted GL(d, F¯q) GU(d,q)
Sp 2 1 C Sp(d, F¯q) Sp(d,q)
O◦ 2 + 1 1 B SO(d, F¯q) SO◦(d,q)
O+ 2 1 D untwisted SO(d, F¯q) SO+(d, Fq)
O− 2 1 D twisted SO(d, F¯q) SO−(d,Fq)
consists of odd permutations, the number of negative cycles is odd, that is, β− has an odd number of
parts. In particular, |β−| > 0.
In summary, the F -conjugacy classes of W correspond to partitions (β+, β−) of  with |β+| +
|β−| = , such that β− has an even number of parts in the untwisted case, or an odd number of parts
(and hence |β−| > 0) in the twisted case, and the corresponding tori are isomorphic to the groups
in (5).
4. Hypotheses for ppd-application and background
4.1. Hypotheses and notation
For our application to primitive prime divisor elements we work with the following hypothesis:
Hypothesis A. Let G be a connected reductive algebraic group deﬁned over the algebraic closure F¯q
of a ﬁnite ﬁeld Fq and F a Frobenius morphism of G so that GF is a ﬁnite classical group with
semisimple rank . The “type”, dimension d, and value of δ of the groups in Theorem 1.9 correspond
to the “Lie type” and groups G and GF as in Table 4. Thus for type L the group H in Theorem 1.9
satisﬁes SL(d,q)  H  GF , for type U, SU(d,q)  H  Z ◦ GF , while for the other types, GF  H 
Z ◦ GF , where Z is the appropriate group of scalars over Fqδ . In all cases the group H has a natural
action on Fd
qδ
.
Let W denote the Weyl group of GF , and for types B , C and D let σ :W → S denote the
natural projection map. Moreover, if GF is of type D let WB denote the Weyl group of type B such
that WB = W ∪˙ Ww , as described in Section 3.4, and let σˆ :WB → S be the projection map such
that σˆ |W = σ .
4.2. On the Weyl groups of types B , C and D
Here we prove a fundamental result, Proposition 4.2, about the numbers of positive cycles of cer-
tain lengths for elements of these Weyl groups. It requires the following information about sums of
binomial coeﬃcients.
Lemma 4.1. Let n be a positive integer. Then
n∑
i=0
i even
(
n
i
)
=
n∑
i=0
i odd
(
n
i
)
= 2n−1.
Proof. By the Binomial Theorem,
∑n
i=0, i even
(n
i
) + ∑ni=0, i odd (ni) = 2n and ∑ni=0, i even (ni) −∑n
i=0, i odd
(n
i
)= 0. The result follows. 
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Hypothesis A holds with type B , C or D . Suppose also that g ∈ S has exactly x cycles of length divisible
by c, of lengths a1, . . . ,ax, and let a∗ :=∑xi=1 ai  . Then
(a) the proportion of elements in σ−1(g) having exactly x+ positive cycles with lengths divisible by c is
⎧⎪⎨
⎪⎩
( x
x+
) 1
2x for type B,C, or for type D with a
∗ < ,( x
x+
) 1
2x−1 for type D with a
∗ =  and x− even,
0 for type D with a∗ =  and x− odd
(b) and in type D , the proportion of elements in σˆ−1(g) ∩ Ww having exactly x+ positive cycles with
lengths divisible by c is
⎧⎪⎨
⎪⎩
( x
x+
) 1
2x if a
∗ < ,( x
x+
) 1
2x−1 if a
∗ =  and x− is odd,
0 if a∗ =  and x− is even.
Proof. Let τ1, . . . , τx be the g-cycles of lengths a1, . . . ,ax respectively. We ﬁrst consider types B
and C . For each of the τi , the proportion of preimages in σ−1(g) which have τi as a positive cycle
is 1/2. There are
( x
x+
)
ways of choosing a subset of the τi of size x+ , and for each such subset, the
proportion of elements of σ−1(g) for which each τi in this subset is positive, and each τi not in this
subset is negative, is ( 12 )
x . The result now follows for types B and C .
Now consider type D . Recall that WB denotes the Weyl group of type B and that WB = W ∪˙
Ww , and σˆ :WB → S so that σ = σˆ |W and σ−1(g) = σˆ−1(g) ∩ W . For 0 x+  x, deﬁne
U
(
x+
)= {h ∈ σˆ−1(g) ∩ W ∣∣ exactly x+ of the τi positive for h},
V
(
x+
)= {h ∈ σˆ−1(g) ∩ Ww ∣∣ exactly x+ of the τi positive for h}.
We showed in the previous paragraph that (|U (x+)|+ |V (x+)|)/|σˆ−1(g)| is ( xx+)/2x . Suppose ﬁrst that
a∗ < . Then there is a point j that does not lie in any of the τi . For any x+ , h ∈ U (x+) if and only if
h( j j¯) ∈ V (x+) since the same subset of the τi are positive for h and h( j j¯). Hence |U (x+)| = |V (x+)|.
This implies in particular that |σˆ−1(g) ∩ W | =∑xx+=0 |U (x+)| =∑xx+=0 |V (x+)| = |σˆ−1(g) ∩ Ww|.
Therefore |σˆ−1(g)| = 2|σ−1(g) ∩ W | and hence the proportion of σ−1(g) = σˆ−1(g) ∩ W for which
exactly x+ of the τi are positive is
|U (x+)|
|σˆ−1(g) ∩ W | =
2|U (x+)|
2|σˆ−1(g) ∩ W | =
|U (x+)| + |V (x+)|
|σˆ−1(g)| =
(
x
x+
)
1
2x
.
Similarly, the proportion of σˆ−1(g) ∩ Ww for which exactly x+ of the τi are positive is
|V (x+)|
|σˆ−1(g)∩Ww| =
( x
x+
) 1
2x . Thus parts (a) and (b) are proved in this case.
Now suppose that a∗ = . Then each g-cycle is one of the τi . Thus an element h ∈ σˆ−1(g) lies
in W if and only if an even number of the τi are negative for h. It follows that U (x+) 
= ∅ if and only
if x− is even, and similarly V (x+) 
= ∅ if and only if x− is odd. In particular,
σˆ−1(g) ∩ W =
⋃
0rx
r even
U (x− r), σˆ−1(g) ∩ Ww =
⋃
0rx
V (x− r). (6)r odd
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( x
x+
)
/2x , and for x− odd, |V (x+)|/
|σˆ−1(g)| = ( xx+)/2x . Thus, using (6) and Lemma 4.1,
∣∣σˆ−1(g) ∩ W ∣∣= ∑
0rx
r even
∣∣U (x− r)∣∣
= |σˆ
−1(g)|
2x
∑
0rx
r even
(
x
x− r
)
= |σˆ
−1(g)|
2
.
Thus |σˆ−1(g) ∩ W | = |σˆ−1(g) ∩ Ww| = |σˆ−1(g)|/2. Hence the proportion of σ−1(g) = σˆ−1(g) ∩ W
for which exactly x+ of the τi are positive is
|U (x+)|
|σˆ−1(g) ∩ W | =
2|U (x+)|
|σˆ−1(g)| =
{
0 if x− is odd,( x
x+
) 1
2x−1 if x
− is even.
Similarly the proportion of σˆ−1(g) ∩ Ww for which exactly x+ of the τi are positive is
|V (x+)|
|σˆ−1(g) ∩ Ww| =
2|V (x+)|
|σˆ−1(g)| =
{
0 if x− is even,( x
x+
) 1
2x−1 if x
− is odd.
This completes the proof. 
4.3. Further background results
Lemma 4.3. Let r be a prime dividing the order of a ﬁnite abelian group A. Then the proportion μ(A) of
elements of A with order divisible by r satisﬁes 1− 1r μ(A) < 1.
Proof. The set B of elements of A whose order is not divisible by r forms a subgroup of A such that
|B| is not divisible by r, and hence |A : B| r. Therefore μ(A) = |A \ B|/|A| = 1 − 1[A:B]  1 − 1r , and
as the identity element has order not divisible by r, also μ(A) < 1. 
Lemma 4.4. Let e and n be positive integers. If n/2 < e  n then the proportion of elements in Sn with an
e-cycle is 1e and there are no elements with two e-cycles. If n/3 < e  n/2 then the proportion of elements
in Sn with a unique e-cycle is
1
e − 1e2 and the proportion of elements in Sn with two e-cycles is 12e2 .
Proof. The result is clear if n/2 < e  n, so assume that n/3 < e  n/2. We ﬁrst determine the number
of elements in Sn with two e-cycles. Note that the number of e-cycles is at most two. The number of
triples (g, σ1, σ2), where g, σ1, σ2 ∈ Sn , and σ1, σ2 are e-cycles contained in g , is
(n
e
)
(e − 1)!(n−ee )(e −
1)!(n−2e)! = n!/e2. Since each g ∈ Sn with two e-cycles occurs exactly twice as the ﬁrst entry of such
a triple, the number of elements with two e-cycles is n!/2e2 and the proportion of such elements
is 1
2e2
.
The number of pairs (g, σ ), where g, σ ∈ Sn , and σ is an e-cycle contained in g , is
(n
e
)
(e− 1)!(n−
e)! = n!/e. Each permutation with two e-cycles occurs twice as the ﬁrst entry of such a pair, and each
permutation with exactly one e-cycle occurs once. Thus the number of permutations with exactly one
e-cycle is n!e − 2 n!2e2 , and the proportion of these elements in Sn is 1e − 1e2 . 
For a prime p and a positive integer q not divisible by p, we have qp−1 ≡ 1 (mod p). The smallest
positive integer e such that qe ≡ 1 (mod p) is called the order of q modulo p and denoted ordp(q). It
is not hard to prove that, for a positive integer d, qd ≡ 1 (mod p) if and only if ordp(q) divides d.
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e = ordp(q). Then p divides qb + 1 if and only if e divides 2b and p does not divide qb − 1.
Proof. Suppose ﬁrst that p divides qb + 1. Then qb ≡ −1 (mod p), and since p is odd, it follows that
qb 
≡ 1 (mod p), or equivalently, p does not divide qb − 1. Also q2b ≡ (−1)2 ≡ 1 (mod p), and by our
observation before the lemma, this implies that e divides 2b.
Now suppose that e divides 2b and p does not divide qb−1. As we observed above, the condition e
divides 2b implies that q2b ≡ 1 (mod p). Therefore p divides (qb − 1)(qb + 1). As by assumption p
does not divide qb − 1 it follows that p divides qb + 1. 
5. Primitive prime divisor elements
In this section we demonstrate the power of Theorem 1.3 by rederiving and extending the results
of [12] on the proportion of primitive prime divisor elements in classical groups. First we introduce
primitive prime divisor elements and the ppd-quokka sets.
5.1. The ppd-quokka sets
Let q be a power of a prime q0 and e an integer, e  2. Recall from Section 1.3 that a prime r
is called a primitive prime divisor of qe − 1 if r divides qe − 1 but r does not divide qi − 1 for all
positive integers i with i < e (or equivalently, if e = ordr(q)). An element g ∈ GL(d,q) is called a
ppd(d,q; e)-element if there exists a primitive prime divisor of qe − 1 which also divides o(g).
Let GF and H be ﬁnite classical group as in Hypothesis A. Let ppd(GF , e) denote the proportion of
all ppd(d,q; e)-elements in H . In [12, Theorem 5.7] we proved that, if d/2 < e  d and qe − 1 has a
primitive prime divisor that divides |H|, then 1/(e + 1) ppd(H, e) < 1/e, except when d = e and H
is orthogonal in even dimension. (The proportion in this exceptional case depends on the group and
details are given in [12, Theorem 5.7(b)].)
Let Q ppd(e) = Q ppd(e; H) denote the set of all ppd(d,q; e)-elements in H . We show in Lemma 5.1
that Q ppd(e; H) is a quokka set, and therefore refer to Q ppd(e; H) as a quokka subset of H .
Lemma 5.1. The set Q ppd(e; H) is a quokka subset of H.
Proof. Let g ∈ H with Jordan decomposition g = su = us where s is semisimple and u is unipotent.
Suppose that g ∈ Q ppd(e; H). Then there is a primitive prime divisor r of qe − 1 which divides o(g).
Now o(g) = o(s)o(u), and since r does not divide q, this means that r divides o(s) and hence s ∈
Q ppd(e; H). Conversely suppose that s ∈ Q ppd(e; H). Then some primitive prime divisor r of qe − 1
divides o(s), and since o(s) divides o(g), it follows that g ∈ Q ppd(e; H).
Finally Q ppd(e; H) is closed under conjugacy and hence Q ppd(e; H) is a quokka set. 
We ﬁrst prove Theorem 1.9 for the group H = GF , and for this proof we use the language of Lie
type groups. Recall that for types A , B , C and the untwisted type D we choose W such that the
F -conjugacy classes of W are conjugacy classes of W . In the twisted type D an F -conjugacy class C
is a subset of W such that Cw is a conjugacy class of the Weyl group WB of type B . Note that
Cw is contained in Ww = WB \ W . Recall also that, in Hypothesis A, δ = 1 unless G is of twisted
A type, in which case δ = 2. The next lemma speciﬁes the quokka classes in W for Q ppd(e;GF ).
To clarify both the proofs in this section, and the meaning of Tables 5–8, we emphasise that when
D occurs without qualiﬁcation (for example, in line 2 of Table 7 and lines 4, 5, 6 of Table 8) the
type includes both the twisted and the untwisted D types. If the conditions differ between the
untwisted and twisted types we are careful to specify this. For example for type D , if e = 2 = d we
show that the untwisted D type does not arise, and there is therefore no line of Table 6 or Table 7
corresponding to this case.
Lemma 5.2. Suppose that Hypothesis A holds, and let e be an integer such that 2 e  d and qδe − 1 has a
primitive prime divisor. Then an F -conjugacy class C in W is a quokka class for Q ppd(e;GF ) if and only if, for
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Conditions for Lemma 5.2.
Type e Conditions
A e  + 1 e divides |τ |
untwisted
A 2e  + 1 2e divides |τ |
twisted e  + 1, odd |τ | odd, e divides |τ |
B , C e  τ positive, e divides |τ |
e 2, even τ negative, |τ | divisible by e/2 but not e
D e  τ positive, e divides |τ |, and
untwisted total number of negative cycles even
e 2, even τ negative, |τ | divisible by e/2 but not e
and total number of negative cycles even
D e <  τ positive, e divides |τ |, and
twisted total number of negative cycles odd
e 2, even τ negative, |τ | divisible by e/2 but not e
and total number of negative cycles odd
Table 6
Conditions for Lemma 5.3(b).
Line Type e x− x+
1 any 23 < e < 2 1 0
2 B , C or twisted D e = 2 1 0
3 any e <  1 1
4 B , C or twisted D e =  1 1
5 any e <  2 0
6 B , C or untwisted D e =  2 0
Table 7
Conditions for Lemma 5.5 for d/2 < e d.
Line Type e (u, t, x−) |Cˆ ||W |
1 A if twisted then e odd (0,1,−) 1e
2 B , C , or D even; if D then e < 2 (0,0,1) 1e
3 D twisted e = 2 (0,0,1) 1
an element g of C , or of Cw for twisted D type, g for type A or σ(g) for types B , C or D has at least one
cycle τ such that the conditions of one of the lines of Table 5 hold.
Proof. Consider ﬁrst type A . Here C is a conjugacy class of W corresponding to a partition
(b1, . . . ,bk) of  + 1. By Lemmas 3.1 and 4.5, it follows that C is a quokka class for Q ppd(e;GF ) if
and only if (i) in the untwisted case e divides bi for some i  k (and so e   + 1), or (ii) in the
twisted case either for some even bi , qbi − 1 is divisible by a primitive prime divisor of q2e − 1 so 2e
divides bi (and so 2e   + 1), or for some odd bi , qbi + 1 is divisible by a primitive prime divisor of
q2e − 1 so e divides bi (and so e   + 1).
Next consider types C and B . Here C is a conjugacy class in W corresponding to a partition
(β+, β−) of , where β+ = (b+1 , . . . ,b+j ) and β− = (b−1 , . . . ,b−k ). Thus elements of C have positive cy-
cles of lengths b+i for i  j and negative cycles of lengths b
−
i for i  k. Then by Eq. (5) and Lemma 4.5
it follows that C is a quokka class for Q ppd(e;GF ) if and only if either e divides b+i for some i  j
(and hence e  ), or e divides 2b−i but not b
−
i , for some i  k (and hence e/2 ). If e is odd then
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Conditions for Lemma 5.5 for d/3 < e d/2.
Line Type e (u, t, x−) |Cˆ ||W |
1 A if twisted then e odd (0,1,−) 1e − 1e2
2 A (1,0,−) 12e
3 A if twisted then e odd (0,2,−) 12e2
4 B , C or D if D then e <  (0,1,0) 12e
5 B , C or D even; if D then e <  (0,0,1) 1e − 1e2
6 B , C or D even; if D then e <  (0,0,2) 12e2
7 D untwisted e =  (0,1,0) 1
8 D untwisted e = , even (0,0,1) 1 − 22
9 D untwisted e = , even (0,0,2) 12
10 D twisted e = , even (0,0,1) 1
the second possibility never occurs, while if e is even then the second possibility arises if and only if
e/2 divides b−i and e does not divide b
−
i , for some i  k.
Finally we consider type D . Here WB = W ∪˙ Ww , where WB is the Weyl group of type B , and
W = WB ∩ Alt2 . Also C is a conjugacy class in W in the untwisted case, and Cw is a conjugacy
class in WB contained in Ww in the twisted case. In either case σ(C) = σ(Cw) is a conjugacy
class of S . Suppose that elements of C , in the untwisted case, or of Cw , in the twisted case, have
positive cycles of lengths b+i for 1 i  j and negative cycles of lengths b
−
i for 1 i  k. Note that k
is even in the untwisted case and odd (and hence k > 0) in the twisted case (see Section 3.4). Then,
by Lemma 4.5, C corresponds to a quokka torus of Q ppd(e;GF ) if and only if either e divides b+i for
some i  j, or e divides 2b−i but not b
−
i for some i  k. In the twisted case, since k > 0, the ﬁrst
possibility cannot occur if e = . If e is odd then the second possibility never occurs, while if e is even
then the second possibility arises if and only if e  2, e/2 divides b−i and e does not divide b
−
i , for
some i  k. 
Lemma 5.3. Suppose that Hypothesis A holds in case B , C or D , and let e be a positive integer with
e > 1 such that d/3 < e  d and qδe − 1 has a primitive prime divisor. Let g ∈ W lie in a quokka class for
Q ppd(e;GF ). Then one of the following holds:
(a) d/3 < e   d/2, σ(g) has a unique positive cycle of length e and no other cycles of length a multiple
of e/2. Moreover e <  for the twisted type D .
(b) e is even and every cycle of σ(g) of length a multiple of e/2 is an (e/2)-cycle. Moreover, if x+ denotes the
number of positive (e/2)-cycles of g and x− the number of negative (e/2)-cycles of g then one of the lines
of Table 6 holds. In particular x− > 0.
Proof. By Lemma 5.2 one of the lines in Table 5 holds for some cycle τ of σ(g), and in particular
e   if τ is a positive cycle of g and e  2 if τ is a negative cycle of g . Suppose ﬁrst that τ is
positive. Then e   d/2 and e > d/3 2/3 (since 2 d 2 + 1). Therefore 3e/2 > , and hence
|τ | = e, g has a unique positive e-cycle and no other cycles of length divisible by e/2. Moreover e < 
for the twisted type D . Thus (a) holds.
On the other hand, if τ is a negative cycle of g then (see Table 5) e is even, |τ | is divisible by
e/2 but not e, and e  2  d. Now 3e/2 > d/2   and hence all such cycles τ have length e/2.
Moreover, σ(g) has at most two (e/2)-cycles. If σ(g) has a unique (e/2)-cycle then x− = 1, x+ = 0.
Thus line 1 of Table 6 holds if e < 2 (see Table 5). If e = 2 then g has exactly one negative cycle
and hence all types except untwisted D occur (see Table 5) and line 2 of Table 6 holds. If σ(g) has
two (e/2)-cycles then e   and we distinguish two cases:
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(ii) x+ = 0, x− = 2.
In case (i), if e <  then line 3 of Table 6 holds; if e =  then g has exactly one negative cycle and
hence all types except untwisted D type occur (see Table 5) and line 4 of Table 6 holds. In case (ii),
if e <  then line 5 of Table 6 holds. If e =  then g has exactly two negative cycles and hence all
types except twisted D type occur (see Table 5) and line 6 of Table 6 holds. 
Deﬁnition 5.4. Using the notation from Hypothesis A, let e be a positive integer such that d/3 < e  d
and qδe − 1 has a primitive prime divisor. Let Q = Q ppd(e;GF ) and let C be a quokka class for Q .
Then
(a) for type A , C is said to have parameters (u, t,−) if elements of C have u cycles of length 2e and
t cycles of length e, and
(b) for types B , C and D , the class C is said to have parameters (u, t, x−) if elements of C , or of
Cw for twisted D type, have u (positive or negative) cycles of length 2e, t cycles of length e all
of which are positive, and x− negative cycles of length e/2.
Our next aim is to subdivide the Q -classes according to their parameters and the size and parity
of e.
Lemma 5.5. Suppose that Hypothesis A holds with type A , B , C or D . Let e, Q , C be as in Deﬁnition 5.4.
Then the parameters of C are as in one of the lines of Table 7 ( for e > d/2) or Table 8 ( for d/3 < e  d/2).
Moreover, if Cˆ is the union of all Q -classes with the same parameters as C then |Cˆ |/|W | is given in the corre-
sponding line of Table 7 or Table 8.
Proof. We ﬁrst show that the parameters of C are as claimed. If the type is A then by Lemma 5.2
the elements of C have a cycle length divisible by e. If d/2 < e then this cycle length must be e, and
for twisted A type, e is odd. Since e > d/2, there is only one cycle of length e, so the parameters
of C are (0,1,−) as in line 1 of Table 7. If d/3 < e  d/2 then the elements of C can have one or
two e-cycles or one (2e)-cycle, and for twisted A type, if there are e-cycles then e is odd. Thus the
parameters are (0,1,−), (0,2,−), or (1,0,−) as in lines 1, 3, or 2 of Table 8, respectively.
Now suppose that the type is B , C or D . For the elements in C we consider the outcomes of
Lemma 5.3. Suppose ﬁrst that Lemma 5.3(a) holds, so d/3 < e   d/2, the parameters are (0,1,0),
and we have the additional restriction e <  in the case of twisted D type. This yields the parameter
sets listed in lines 4 and 7 of Table 8. Thus we may assume that Lemma 5.3(b) holds. In particular e
is even and u = t = 0. We consider the lines of Table 6 one by one.
Table 6 line 1. The parameters are (0,0,1) and 2/3 < e < 2. This occurs in line 2 of Table 7 if
e > d/2, and in lines 5, 8, or 10 of Table 8 if e  d/2.
Table 6 line 2. Here e = 2 > d/2, x− = 1, and the type is not untwisted D , as in line 2 or 3 of
Table 7.
Table 6 line 3. Here x− = 1, e <  and the type is any of B , C or D , as in line 2 of Table 7 if
e > d/2 or line 5 of Table 8 if e  d/2.
Table 6 line 4. Here x− = 1, e =  d/2, as in Table 8 line 5 (for B and C), or line 8 or 10 (for D).
Table 6 line 5. Here x− = 2, e <  d/2, as in line 6 of Table 8.
Table 6 line 6. Here x− = 2, e =  d/2 and the type is not twisted D , as in line 6 or 9 of Table 8.
For each line of Tables 7 and 8 we now consider the union Cˆ of all Q -classes with this set of
parameters and compute the proportion |Cˆ |/|W |. We ﬁrst consider the lines of Table 7, so d/2 < e  d.
Table 7 line 1. Here Cˆ is the subset of W = S+1 of all elements containing an e-cycle. Hence the
proportion |Cˆ |/|W | is 1e by Lemma 4.4.
Table 7 line 2. Here  < e  2 (and e < 2 in type D) and Cˆ is the set of all elements g of W for
which σ(g) contains an (e/2)-cycle and (i) for types B , C and untwisted D , this cycle is negative
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of elements of S containing an (e/2)-cycle is 2e by Lemma 4.4, and by Lemma 4.2 applied with
x = x− = 1 and c = a∗ = e2 , exactly half of the preimages of these elements have a negative (e/2)-
cycle (for g or gw as appropriate). Thus |Cˆ |/|W | = 2e · 12 = 1e .
Table 7 line 3. Here e = 2, G is of twisted D type, and Cˆ is the union of all F -conjugacy classes C
in W such that elements of Cw have a negative -cycle (see Section 3.4). It follows that Cˆ w consists
of all elements gw in Ww for which σ(gw) is a negative -cycle, or equivalently, such that gw is
a (2)-cycle. Since, by Lemma 4.2(b) applied to an -cycle in S , there are no elements of Ww with
a positive -cycle, all preimages in Ww of -cycles in S have a negative -cycle. The proportion of
-cycles in S is 1/ by Lemma 4.4, and hence |Cˆ | = |Cˆ w| = ( − 1)!2−1 and so |Cˆ |/|W | = 1 .
Now we consider the lines of Table 8, with d/3 < e  d/2.
Table 8 line 1. Here Cˆ is the subset of elements of W = S+1 having a unique cycle of length e. By
Lemma 4.4 the proportion |Cˆ |/|W | is 1e − 1e2 .
Table 8 line 2. Here Cˆ is the subset of elements of W = S+1 having a cycle of length 2e. Thus the
proportion |Cˆ |/|W | is 12e .
Table 8 line 3. Here Cˆ is the subset of elements of W = S+1 having two e-cycles. Thus the propor-
tion |Cˆ |/|W | is 1
2e2
by Lemma 4.4.
For the remaining lines, W = S2  S for types B , C , or (S2  S) ∩ Alt2 for type D . Moreover in
all of these lines, 2/3 d/3 < e, and for type D , we also have e <  = d/2 in lines 4–6 and e =  in
lines 7–10. For each line let Cˆ ′ = Cˆ and W ′ = W for types B , C and untwisted D , and let Cˆ ′ = Cˆ w
and W ′ = Ww for twisted type D .
Table 8 line 4. Here Cˆ ′ is the subset of all elements of W ′ with a unique positive e-cycle, and
note that for type D we have e < . The proportion of elements of S containing an e-cycle is 1e by
Lemma 4.4, and it follows from Lemma 4.2 (applied with x = x+ = 1 and c = a∗ = e) that exactly half
of the preimages in W ′ of these elements have a positive e-cycle. Hence the proportion |Cˆ |/|W | =
|Cˆ ′|/|W ′| is 12e .
Table 8 line 5. Here Cˆ ′ is the subset of all elements of W ′ with a single negative (e/2)-cycle. Since
e/2 > /3, each of these elements has either x+ = 0 or x+ = 1 positive (e/2)-cycles. For i = 0,1,
let Cˆi be the subset of Cˆ ′ with x+ = i. First consider Cˆ0. By Lemma 4.4, the proportion of elements
in S with a unique cycle of length e/2 is 2e − 4e2 , and by Lemma 4.2 (applied with x = x− = 1 and
c = a∗ = e/2), exactly half of the preimages in W ′ of such elements have a negative (e/2)-cycle.
Hence |Cˆ0|/|W ′| = 1e − 2e2 . Now consider Cˆ1. By Lemma 4.4, the proportion of elements in S with
two (e/2)-cycles is 2
e2
. By Lemma 4.2 applied with x = 2, x− = 1, c = e/2, a∗ = e (recalling that if
the type is D then e < ), exactly half of the preimages in W ′ of such elements have one negative
(e/2)-cycle and one positive (e/2)-cycle. Thus |Cˆ1|/|W ′| = 1e2 , and hence |Cˆ |/|W | = 1e − 1e2 .
Table 8 line 6. Here Cˆ ′ is the subset of all elements of W ′ with two negative (e/2)-cycles, and if the
type is D then e < . By Lemma 4.4, the proportion of elements in S with two (e/2)-cycles is 2e2 ,
and by Lemma 4.2 (applied with x = x− = 2, c = e/2, a∗ = e) a quarter of the preimages in W ′ of
these elements have two negative (e/2)-cycles. Hence |Cˆ |/|W | = |Cˆ ′|/|W ′| = 1
2e2
.
Table 8 line 7. Here the type is untwisted D and Cˆ is the subset of all elements of W with a
positive -cycle. We note that, by Lemma 4.2(a), all of the preimages under σ of -cycles in S have
a positive -cycle. Hence the proportion |Cˆ |/|W | = 1

.
Table 8 line 8. Here the type is untwisted D ,  is even, and Cˆ is the subset of elements in W
with a single negative (/2)-cycle. Since by Section 3.4 these elements must have an even number
of negative cycles, it follows that they have exactly one (/2)-cycle. By Lemma 4.4, the proportion
of elements in S with a unique cycle of length /2 is 2 − 42 , and by Lemma 4.2(a) (applied with
x = x− = 1 and c = a∗ = /2) exactly half of the preimages under σ of such elements have a negative
(/2)-cycle. Hence |Cˆ |/|W | = 1

− 22 .
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two negative (/2)-cycles. By Lemma 4.4, the proportion of elements in S with two (/2)-cycles
is 2
2
, and by Lemma 4.2(a) (applied with x = x− = 2, c = /2, a∗ = ) exactly half of the preimages
under σ have two negative (/2)-cycles. Hence the proportion |Cˆ |/|W | = 1
2
.
Table 8 line 10. Here the type is twisted D ,  is even, and Cˆ w is the subset of all elements
of Ww with a unique negative (/2)-cycle and either x+ = 0 or x+ = 1 positive (/2)-cycles. (Note
that by Section 3.4 these elements must have an odd number of negative cycles.) For i = 0,1, let
Cˆi be the subset of Cˆ w with x+ = i. First consider Cˆ0. By Lemma 4.4, the proportion of elements
in S with a unique cycle of length /2 is 2 − 42 , and by Lemma 4.2(b) (applied with x = x− = 1 and
c = a∗ = /2), exactly half of the preimages in Ww under σˆ of such elements have a negative (/2)-
cycle. Hence |Cˆ0|/|Ww| = 1 − 22 . Now consider Cˆ1. By Lemma 4.4, the proportion of elements in S
with two (/2)-cycles is 2
2
, and by Lemma 4.2(b) (applied with x = 2, x− = 1, c = /2, a∗ = ) all
of the preimages in Ww under σˆ of such elements have one negative (/2)-cycle and one positive
(/2)-cycle. Hence |Cˆ1|/|Ww| = 22 , and so |Cˆ |/|W | = (|Cˆ0|/|Ww|) + (|Cˆ1|/|Ww|) = 1 . 
We now apply the inequalities in Theorem 1.3 using the information about Q ppd(e;GF ) in Tables 7
and 8 to prove Theorem 1.9.
Proof of Theorem 1.9. We ﬁrst prove the theorem for H = GF , that is H is one of GL(d,q), GU(d,q),
Sp(d,q), or SO(d,q). The set Q := Q ppd(e;GF ) is a quokka subset of GF by Lemma 5.1. Let TQ denote
the set of quokka tori, and CQ the set of quokka classes for Q (see Deﬁnition 1.2). For C ∈ CQ let TC
denote a representative F -stable maximal torus in TQ corresponding to C . Let r be a primitive prime
divisor of qδe − 1. Then the order of q modulo the prime r is e or 2e and consequently e divides
r−1. In particular r  e+1. It follows from Lemma 4.3 that the proportion |TC ∩ Q |/|T FC | 1−1/r 
e/(e + 1). Thus the inequalities (1) in Theorem 1.3 hold with Q = e/(e + 1) and uQ = 1, that is
e
e + 1
|CˆQ |
|W | 
|Q |
|GF | 
|CˆQ |
|W |
where the quantity |CˆQ |/|W | is the sum of the relevant entries |Cˆ |/|W | in the last column of Table 7
or 8. We consider the types separately.
Type A: If d/2 < e  d, then using Table 7 line 1, |Cˆ Q |/|W | = 1e , except for twisted A type with
e even, when it is zero. Hence a(e) = 1 or 0 respectively, and the assertions in column 4 of the A
section of Table 2 are proved. Now suppose that d/3 < e  d/2. Summing over the relevant entries in
the lines 1–3 of Table 8: for untwisted A type, or for twisted A type with e odd,
|Cˆ Q |
|W | = 1e − 1e2 + 12e +
1
2e2
= 1e ( 32 − 12e ) and we set a(e) = 32 − 12e . For twisted A type with e even we have |Cˆ Q |/|W | = 12e
and we set a(e) = 12 , proving the assertions in column 3 of the A section of Table 2.
Types B and C with arbitrary e, and D with e /∈ {,2}: If d/2 < e  d then there are no relevant
conjugacy classes of W if e is odd and in this case we set a(e) = 0, while if e is even then using
Table 7 line 2, |Cˆ Q |/|W | = 1e , and we set a(e) = 1. This veriﬁes the entries in column 4 of the B,C
section of Table 2 and also lines 2 and 3 of Table 3. Now suppose that d/3 < e  d/2. If e is odd, then
the only contribution comes from line 4 of Table 8, and we obtain |Cˆ Q |/|W | = a(e)e with a(e) = 1/2.
If e is even, then summing the entries in lines 4–6 of Table 8 gives |Cˆ Q |/|W | = 32e − 12e2 = a(e)e with
a(e) = 32 − 12e , proving the assertions in column 3 of the B,C section of Table 2 and also lines 6
and 7 of Table 3.
Type D with e ∈ {,2}: Suppose ﬁrst that e = 2. By Table 7 there are no contributions for the
untwisted type, so in this case we set a(e) = 0, and for the twisted type |Cˆ Q |/|W | = 1 = a(e)e , with
a(e) = 2. This proves the assertions of line 1 of Table 3. Now suppose that e =  and we are in
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|Cˆ Q |/|W | = a(e)e with a(e) = 1. If e is even, then summing the entries in lines 7–9 of Table 8 gives
|Cˆ Q |/|W | = 2e − 1e2 = a(e)e with a(e) = 2 − 1e . Finally suppose that e =  and we are in the twisted
type. There are no contributions for e odd so here we set a(e) = 0, while if e is even, we obtain from
line 10 of Table 8 that |Cˆ Q |/|W | = 1e and we set a(e) = 1. This proves the assertions in lines 4 and 5
of Table 3, and thereby completes the proof of Theorem 1.9 for H = GF .
It remains to prove Theorem 1.9 for the groups H 
= GF described in Hypothesis A (see also Ta-
ble 1). Note that Q ppd(e; H) is a quokka subset of H by Lemma 5.1.
Type A with H 
= GF : Let (S,GF ) = (SL(d,q),GL(d,q)), or (S,GF ) = (SU(d,q),GU(d,q)), and suppose
ﬁrst that S  H < GF . We claim that Q = Q ppd(e;GF ) is H-uniform. Since H is normal in GF , it
follows from this claim, by Theorem 1.8(c), that |Q ppd(e; H)|/|H| = |Q |/|GF |, as required.
To prove the claim note that H contains all unipotent elements of GF , and that, by Lemma 3.1,
GF = HT F for each maximal torus T F of GF . To complete the proof that Q is H-uniform we must
show that |T∩H∩Q ||T∩Q | = |H||G| for each Q -torus T . Let m denote the product of all primitive prime divisors
of qδe − 1 that divide |T F |, counted according to their multiplicities so that |T F |/m is not divisible
by any such primitive prime divisor. Then T F has unique subgroups R , U of index m and order m
respectively, and we have T F = RU . Moreover, since |T F : T ∩ H| divides q±1, which is coprime to m,
it follows that U  T ∩ H . Thus
GF /H = (T F H)/H ∼= T F /(T ∩ H) = (R(T ∩ H))/(T ∩ H) ∼= R/(R ∩ H)
so in particular m = |T F ||R| = |T∩H||R∩H| . Now an element g ∈ T F lies in Q if and only if g /∈ R , and an
element g ∈ T ∩ H lies in Q if and only if g /∈ R ∩ H . Thus
|T ∩ Q |
|T ∩ H ∩ Q | =
|T F | − |R|
|T ∩ H| − |R ∩ H| =
|R|m− |R|
|R ∩ H|m− |R ∩ H| =
|R|
|R ∩ H| =
|GF |
|H| .
Thus Q is H-uniform. This completes the proof for all subgroups H satisfying S  H  GF , and hence
completes the proof for the untwisted type A .
Suppose now that S = SU( + 1,q), GF = GU( + 1,q), and consider an arbitrary subgroup H such
that S  H  Z ◦ GF . Let H0 := H ∩ GF , and t := |H : H0|, and note that t divides q − 1 and we have
just proved that |Q ppd(e; H0)|/|H0| = |Q |/|GF |. Also let
H1 :=
{
g ∈ GF ∣∣ ag ∈ H for some a ∈ Z},
Z1 :=
{
a ∈ Z ∣∣ ag ∈ H for some g ∈ GF }
and X1 := Z1 ◦ H1, so that S  H0  H  X1. Note that X1, H1 and Z1 all induce cyclic groups of
order t on the set of Fq-multiples of the Hermitian form preserved by GF , and the kernels of these
actions are H1, H0 and Z0 := Z1 ∩ GF respectively. It follows from the deﬁnition of H1 that Z0 ⊆ H1,
and hence Z0 = Z1 ∩ H1.
Suppose ﬁrst that H  Z1 ◦H0. Since H0  H , we have H = Z ′ ◦H0 for some subgroup Z ′ of Z1. We
apply Theorem 1.6 to the quokka subset Q 0 := Q ppd(e; H0) of H0. Observe that Z ′ ◦ Q 0 = Q ppd(e; H)
in this case, and also (Z ′ ∩ H0)Q 0 = Q 0. It follows from Theorem 1.6 that |Q ppd(e; H)|/|H| =
|Q 0|/|H0|, which is equal to |Q |/|GF |, and the theorem is therefore proved in this case. Thus we
may suppose that H  Z1 ◦ H0.
Let r := |H1 : H0|, so r divides q + 1 = |GF : S|, and X¯1 := X1/H0 has order rt . Now X¯1 is a cen-
tral product of the two cyclic groups H¯1 := H1/H0 and Z¯1 := Z1H0/H0 ∼= Z1/(Z1 ∩ H0), and so X¯1
is abelian. Note that |H¯1| = r and | Z¯1| is a multiple of t = |Z1 : Z0| which divides | X¯1| = rt . Since
gcd(t, r) divides gcd(q − 1,q + 1) which divides 2, it follows that X¯1 has a unique subgroup Y0 of
order t/gcd(t, r) and this subgroup Y0 is contained in Z¯1. Since H¯ := H/H0 is a subgroup of X¯1 of
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H¯ ∩ Z¯1 = Y0 of order t/2. Now Z1 has a unique subgroup, Z2 say, such that Z2 contains Z1 ∩ H0
and Z¯2 = (Z2 ◦ H0)/H0 = Y0, and since H0 ⊆ H we have that Z2 ◦ H0 is a subgroup of H . Since
| Z¯2| = t/2, the index of Z2 ◦ H0 in H is 2. It follows that the quotient group Xˆ1 := X1/(Z2 ◦ H0) is
abelian of order 2r containing exactly three subgroups of order 2, one of which is Hˆ = H/(Z2 ◦ H0).
Two of these subgroups of order 2 are Zˆ3 (where Z2 < Z3  Z1 and |Z3 : Z2| = 2) and Hˆ2 (where
H0 < H2  H1 and |H2 : H0| = 2), and so Hˆ  〈 Zˆ3, Hˆ2〉 – equivalently Z2 ◦ H0 < H < Z3 ◦ H2, and
Ẑ3 ◦ H2 is elementary abelian of order 4. By assumption Hˆ 
= Zˆ3 (since H  Z1 ◦ H0). If Hˆ = Hˆ2 then
H = Z2 ◦ H2. In this case the argument of the previous paragraph gives |Q ppd(e;H)||H| =
|Q ppd(e;H2)|
|H2| , and
the latter has been shown to equal |Q ||GF | , so the theorem is proved in this second case. Finally assume
that Hˆ is the third subgroup of order 2. Let a ∈ Z3 \ Z2. Then ϕ : g → ag deﬁnes a bijection on Z3 ◦ H2
that interchanges H and (Z3 ◦ H2) \ H and leaves ﬁxed setwise the quokka set Q ppd(e; Z3 ◦ H2). Thus
ϕ interchanges Q ppd(e; H) and Q ppd(e; Z3 ◦ H2) \ Q ppd(e; H), implying that these sets have the same
size. Thus
|Q ppd(e; H)|
|H| =
|Q ppd(e; Z3 ◦ H2)|
|Z3 ◦ H2| =
|Q |
|GF |
where the second equality follows by the argument of the previous paragraph. This completes the
proof for type A .
Types B , C , and D with H 
= GF : Now we consider the cases where GF is either Sp(d,q) or SO(d,q).
We have proved the theorem for GF . Suppose that GF < H  Z ◦ GF . Then H = (Z ∩ H) ◦ GF . Set
Q H := Q ppd(e; H) and recall that we denote Q = Q ppd(e;GF ). For each maximal torus T for G , the
group (Z ∩H)◦ T F is a maximal torus for H . It follows from the deﬁnition of Q H that Q H = (Z ∩H)Q .
Moreover, since Z contains no elements of order divisible by a primitive prime divisor of qe − 1, we
have (Z ∩ GF )Q = Q . By Theorem 1.6(b) it follows that |Q H |/|H| = |(Z ∩ H)Q |/|H| = |Q |/|GF |. This
completes the proof. 
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