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INFINITELY MANY POSITIVE SOLUTIONS OF NONLINEAR
SCHRO¨DINGER EQUATIONS WITH NON-SYMMETRIC POTENTIALS
MANUEL DEL PINO, JUNCHENG WEI, AND WEI YAO
Abstract. We consider the standing-wave problem for a nonlinear Schro¨dinger equation, cor-
responding to the semilinear elliptic problem
−∆u+ V (x)u = |u|p−1u, u ∈ H1(R2),
where V (x) is a uniformly positive potential and p > 1. Assuming that
V (x) = V∞ +
a
|x|m +O
( 1
|x|m+σ
)
, as |x| → +∞,
for instance if p > 2,m > 2 and σ > 1 we prove the existence of infinitely many positive solutions.
If V (x) is radially symmetric, this result was proved in [43]. The proof without symmetries is
much more difficult, and for that we develop a new intermediate Lyapunov-Schmidt reduction
method, which is a compromise between the finite and infinite dimensional versions of it.
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1. Introduction and statement of the main result
In this paper we consider the problem of finding positive solutions of the classical semilinear
elliptic problem
−∆u+ V (x)u = |u|p−1u in RN , (1.1)
where ∆ =
∑N
j=1
∂2
∂x2j
stands for the Laplace operator in RN , V (x) is a non-negative potential,
and p > 1.
Equation (1.1) arises in various branches of applied mathematics and physics (cf. [12] and
references therein). For instance, in condensed matter physics one simulates the interaction
effect among many particles to obtain a focusing nonlinear Schro¨dinger equation of the form
i~
∂ψ
∂t
= −~2∆ψ +W (x)ψ − |ψ|p−1ψ in [0,∞)× RN , (1.2)
where i is the imaginary unit, ~ the Planck constant and W (x) a given potential. Standing
wave solutions of (1.2) are those of the form
ψ(t, x) = e−iλt/~u(~−1x)
where u(x) is a real-valued function. Then (1.2) reduces to equation (1.1) for u, where V (x) =
W (~x)− λ.
In what follows, we shall only consider positive, finite energy solutions of (1.1). Namely, we
are concerned with the problem:{ −∆u+ V (x)u− up = 0 in RN ,
u > 0 in RN , u ∈ H1(RN). (1.3)
Associated to (1.3) is the energy functional
E(u) = 1
2
∫
RN
{
|∇u|2 + V (x)u2
}
dx− 1
p+ 1
∫
RN
up+1+ dx, (1.4)
where u+ = max{u, 0}. In all what follows, we make the following structure assumptions on V
and p:
V is locally Ho¨lder continuous, V ∈ L∞(RN) and V0 = infx∈RN V (x) > 0 (1.5)
1 < p <∞ for N = 2 and 1 < p < N+2
N−2
for N ≥ 3. (1.6)
Under these hypotheses, it is standard that classical solutions of (1.3) correspond precisely
to non-trivial critical points of E in H1(RN).
Let us denote the set of solutions of problem (1.3) by SV . A natural question is whether or
not SV 6= ∅. When V is radially symmetric, the answer is yes (cf. Theorem 4.6 in [24]). But
the answer is no when the potential is increasing along a direction (cf. Theorem 1.1 in [15]).
If we further assume that
lim
|x|→∞
V (x) = V∞ > 0, (1.7)
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the existence of a positive solution of (1.3) has been widely investigated. For example, if we
further suppose that
inf
x∈RN
V (x) < V∞, (1.8)
then one can show that (1.3) has a least energy (ground state) solution by using the concentration
compactness principle (cf. [31, 32, 24, 39]). But if (1.8) does not hold, problem (1.3) may not
have a least energy solution and solutions have to be seeked for at higher energy levels. Results
in this direction are contained in [6, 7, 9], where a positive solution has been found by variational
methods under a suitable decay condition on V at infinity.
The structure of the solution set SV may be quite rich and interesting. Let us consider for
instance the semi-classical limit case:{ −ε2∆u+W (x)u− up = 0 in RN ,
u > 0 in RN , u ∈ H1(RN), (1.9)
where ε > 0 is a small parameter. Naturally, problem (1.9) is equivalent to problem (1.3)
for V (x) = W (εx). It is known that as ε goes to zero, highly concentrated solutions near
critical points of the potential W can be found, see [1, 10, 11] [17]-[20], [25, 27, 37, 42], or near
higher dimensional stationary sets of other auxiliary potentials [3, 21, 33, 41]. The number of
solutions of (1.9) may depend on the number or type of the critical points of V˜ (x). It is rather
difficult task to understand the structure of SV for an arbitrary potential V . For instance, a
conspicuously unanswered question is whether or not SV 6= ∅ for any potential V satisfying
(1.7).
Summing up, the above-mentioned work concern the existence of positive solutions, i.e.,
SV 6= ∅. There is less work on the multiplicity of positive solutions of (1.3), namely on estimating
#(SV ). A seminal result in this direction was given in Coti-Zelati and Rabinowitz [16] where
V (x) is spatially periodic. In that situation they prove the existence of infinitely many positive
solutions, distinct up to periodic translations, via variational methods.
Recently, by assuming that V = V (|x|) is radially symmetric, the second author and Yan [43]
proved that problem (1.3) has infinitely many positive non-radial solutions if there are constants
V∞ > 0, a > 0, m > 1, and σ > 0, such that
V (r) = V∞ +
a
rm
+O
( 1
rm+σ
)
, as r → +∞. (1.10)
An alternative proof through min-max methods was given by Devillanova and Solimini [23].
The proof in [43] uses in essential way the radial symmetry of the potential V . On the other
hand, it is conjectured there that the result should remain true when the symmetry requirement
is lifted:
Conjecture [43]. Problem (1.3) has infinitely many positive solutions if there are constants
V∞ > 0, a > 0, m > 1, and σ > 0, such that the potential V (x) satisfies
V (x) = V∞ +
a
|x|m +O
( 1
|x|m+σ
)
, as |x| → +∞. (1.11)
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Results in this direction with non-symmetric potentials, as far as we know, there are only
perturbative results (cf. [14, 4]). For instance, if V (x) tends to V∞ from above with a suitable
rate:
V (x) ≥ V∞ > 0, lim
|x|→∞
(
V (x)− V∞
)
eη¯|x| = +∞, for some η¯ ∈ (0,
√
V∞), (1.12)
and V satisfies a global condition:
sup
x∈RN
‖V (x)− V∞‖LN/2(B1(x)) < V, (1.13)
where V is a sufficiently small positive constant (with no explicit expression), Cerami, Passaseo
and Solimini [14] proved that problem (1.3) has infinitely many positive solutions by purely
variational methods. (In [4], Ao and Wei gave a new proof of this result, using localized energy
method. The new techniques also allow them to deal with more general nonlinearity.)
The main purpose of this paper is to prove the above conjecture under some additional
assumptions. In [43], the fact that V is radially symmetry allows to build a k-bump solution
for an arbitrary k ≥ 1 with a k-dyadic symmetry, reducing the problem to just adjusting one
parameter representing the location of a single bump along a given ray. A finite dimensional
Lyapunov-Schmidt reduction method is used.
When V is non-symmetric, we cannot constrain the bump configuration to any symmetry
class. We are thus forced to deal with a large number of bumps and therefore with a huge
number of parameters which need to be adjusted. This poses a tremendous difficulty in the
construction comparatively to [43]. In Lyapunov-Schmidt reduction for problems like (1.3) the
situation of adjusting a finite number of points (finite dimensional Lyapunov-Schmidt reduction
method), and that of adjusting a higher dimensional object such a geodesic in a suitable metric
as limiting concentration sets (infinite dimensional Lyapunov-Schmidt reduction method) have
been treated. In this work we develop an intermediate Lyapunov-Schmidt reduction method,
which consists of the finite dimensional procedure for large number of reduced equations, which
in the limit become an ODE system of limiting Jacobi-type operators (see (8.9) below). Treating
the discrete problem needs a method, technically delicate, which we interpret as an intermediate
procedure between the finite and the infinite dimensional one (see for instance [22], [21], [38]
and references therein for the latter). The main difference between the intermediate and infinite
dimensional reduction, is that in the latter procedure only the variations in the normal direction
are needed so the usual Jacobi operator for a curve appears. In the former procedure we also
need to take into account variations in the tangential direction of points, which in the limit may
be interpreted as a reparametrization of the curve. This seems to be a new procedure, with
potentially many interesting applications.
Our main result removes the symmetry assumption on V when N = 2.
Theorem 1.1. Let N = 2. Suppose that V (x) satisfies (1.5) and (1.11) for some constants
V∞ > 0, a > 0, and
min
{
1,
p− 1
2
}
m > 2, σ > 2. (1.14)
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Then problem (1.3) has infinitely many non-radial positive solutions, whose energy can be
made arbitrarily large.
If (1.11) holds in the C1 sense, then “σ > 2” in (1.14) can be improved to be “σ > 1”. The
condition on p can be further relaxed if we assume more regularity of the condition (1.11) or if
p is an integer.
The results in [14, 4] make us think that condition (1.11) could be improved. In fact we
believe that the optimal condition should be (1.12). We stress that our result does not require
a global perturbative assumption such as (1.13) on V . In addition, it is worth pointing out that
the results on the existence of positive solutions in [6, 7, 9] do not include the polynomial decay
case (1.11).
Finally, we remark that for N ≥ 3, Theorem 1.1 holds if we assume the following additional
symmetry assumption on V : after suitably rotating the coordinate system,
V (x) = V (x′, x′′) = V (x′,−x′′), (1.15)
where x = (x′, x′′) ∈ R2 × RN−2. An open question is whether or not the same result holds
when N ≥ 3 with no extra assumption made.
Throughout the paper, we shall use the following notation and conventions:
• For quantities AK and BK , we write AK ∼ BK to denote that there exists a positive
constant C such that 1/C ≤ AK/BK ≤ C for K sufficiently large; AK = O(BK) means
that |AK/BK | are uniformly bounded as K tends to infinity; AK = o(BK) denotes that
|AK/BK | → 0 as K →∞.
• For simplicity, the letter C denotes various generic constant which is independent of K.
It is allowed to vary from line to line, and also within the same formula.
• We will use the same |y| = ‖y‖2 for the Euclidean norm in various Euclidean spaces RN
when no confusion can arise and we always denote the inner product of a and b in RN
by a · b.
• For the index j ∈ {1, 2, . . . , K}, we shall always use the convention that j − 1 = K if
j = 1 and j + 1 = 1 if j = K.
• The cardinality of a finite set E will be denoted by #E; The Lebesgue measure of a set
E ⊂ RN will be denoted by |E|.
• The transpose of a matrix A will be denoted by AT .
• For each function w(x) defined in RN , if w is radially symmetric, then there is a real
function w˜(r) such that w(x) = w˜(|x|). With slight abuse of notation, we will simply
write w(r) instead of w˜(r).
In the next section, we will describe the procedure of our construction and give the main
ideas of each step.
Acknowledgments: The authors are grateful to Frank Pacard for sharing his ideas and for
useful discussions. Manuel del Pino is supported by Fondecyt grant 110181 and Fondo Basal
CMM. J. Wei is supported by a NSERC from Canada. The research of W. Yao is supported by
Fondecyt Grant 3130543.
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2. Description of the construction
We will prove the slightly more general version of the Theorem, for N ≥ 3 where we assume
even symmetry in N − 2 the remaining variables in the sense that
V (x) = V (x′, x′′) = V (x′,−x′′), (2.1)
where x = (x′, x′′) ∈ R2 × RN−2. We assume this henceforth.
We shall briefly describe the solutions to be constructed later and will give the main ideas in
the procedure of the construction. In particular, we shall introduce the intermediate reduction
method, which we believe can be very useful in other contexts.
Firstly, without loss of generality, we can assume that V∞ = 1 by suitable scaling. As
developed in [43], we will use the loss of compactness to build up solutions. More precisely, we
will construct solutions with large number of spikes whose inter-distances and distances from
the origin are sufficiently large.
By the asymptotic behaviour of V at infinity, the basic building block is the ground state
(radial) solution w of the limit problem at infinity:{ −∆w + w − wp = 0, w > 0 in RN ,
w = w(|x|), w ∈ H1(RN). (2.2)
The solutions we construct will be small perturbations of the sum of copies of w, centered at
some carefully chosen points on R2 × {0} ⊂ RN , where 0 is the zero vector in RN−2.
Let K ∈ N+ be the number of spikes, whose locations are given by Qj ∈ RN , j = 1, . . . , K.
We define
wQj(x) = w(x−Qj) and U(x) =
K∑
j=1
wQj(x), for x ∈ RN . (2.3)
A natural and central question is how to choose Qj ’s such that a small perturbation of U will
be a genuine solution.
Assuming that
inf
1≤j≤K
|Qj| → ∞ and inf
j 6=l
|Qj −Ql| → ∞,
by the asymptotic behaviour of V at infinity and the property of w, one can get (at least
formally) the following energy expansion
E(U) = KI0 + a0
K∑
j=1
|Qj|−m − 1
2
γ0
∑
j 6=l
w(|Qj −Ql|)︸ ︷︷ ︸
J(Q1,...,QK)
+other terms, (2.4)
where I0, a0 and γ0 are positive constants. Here E(U) is the energy functional defined at (1.4)
and we denote the leading order expansion as J(Q1, ..., QK).
Observe that for any rotation Rθ around the origin in R
N , there holds
J(RθQ1, . . . , RθQK) = J(Q1, . . . , QK).
Hence any critical point of J(Q1, . . . , QK) is degenerate. Therefore, except in the symmetric
class, it is not easy to find critical points of small perturbations of J(Q1, . . . , QK). This means
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that it is not easy to apply the localized energy method directly. However, this observation
gives us some enlightenment in the non-symmetric setting. Actually, when we restrict Qj ’s on
a plane, this suggests us to introduce one more parameter to deal with the degeneracy due to
rotations as we will see in Section 5.
Under the condition (1.15), there is no essential difference between N = 2 and N ≥ 3.
Hence from now on we will restrict Qj ’s on the plane R
2 × {0} ⊂ RN . To describe further the
configuration space of Qj ’s, we define
Q0j = (R cos θj , R sin θj , 0) ∈ R2 × {0}, for j = 1, . . . , K,
where
θj = α + (j − 1)2π
K
∈ R.
Here α is the parameter representing the degeneracy due to rotations, and R is a positive
constant to be determined later. Observe that each point Q0j depends on α. Thus we write
Q0j = Q
0
j (α). When α = 0, the Q
0
j ’s are the points used in [43]. If V (x) is radially symmetric,
it is obvious that the parameter α plays no role in the construction in [43]. But it is very
important in our construction as we will see in Section 6.
For the constant R, we introduce the so-called balancing condition:
a0mR
−m−1 = 2 sin
π
K
Ψ
(
2R sin
π
K
)
, (2.5)
where a0 =
a
2
∫
RN
w2 dx > 0, and Ψ is the interaction function defined by
Ψ(s) = −
∫
RN
w(x− s~e) div(wp(x)~e)dx. (2.6)
Here ~e can be any unit vector in RN (cf. [34, 35]). The balancing condition (2.5) can either be
understood as a consequence of a conservation law or can be seen as a condition such that the
approximation U is very close to a genuine solution (cf. Appendix in [35]). Assuming that
d = 2R sin
π
K
→ +∞, as K → +∞,
we will see that (cf. Lemma 3.3)
|Q0j | = R ∼
m
2π
K lnK, and min
j 6=l
{|Q0j −Q0l |} = d ∼ m lnK.
Next we define a small neighbourhood of Q0 = (Q01, . . . , Q
0
K) on (R
2 × {0})K in a suitable
norm to be made precise and introduce another parameter. Let fj, gj ∈ R, j = 1, . . . , K, we
define
Qj = Q
0
j + fj~nj + gj~tj = (R + fj)~nj + gj~tj , (2.7)
where
~nj = (cos θj , sin θj , 0) , and ~tj = (− sin θj , cos θj , 0) .
Keep in mind that fj and gj measure the displacement in the normal and tangential directions
respectively.
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Writing Qj = Qj(α), ~nj = ~nj(α) and ~tj = ~tj(α), we note the following trivial but important
fact:
Qj(α+ 2π) = Qj(α), ∀α ∈ R, and ∀ j = 1, . . . , K. (2.8)
We can now introduce another parameter q and define a suitable norm. Denote
q = (f1, · · · , fK , g1, · · · , gK)T ∈ R2K ,
that is, qj = fj and qK+j = gj for j = 1, . . . , K. We define
q˙ = (f˙1, · · · , f˙K , g˙1, · · · , g˙K)T , and q¨ = (f¨1, · · · , f¨K , g¨1, · · · , g¨K)T ,
where for j = 1, . . . , K,
f˙j = (fj+1 − fj)K
2π
, f¨j = (fj+1 − 2fj + fj−1)K
2
4π2
,
g˙j = (gj+1 − gj)K
2π
, g¨j = (gj+1 − 2gj + gj−1)K
2
4π2
,
fK+1 = f1, f0 = fK , gK+1 = g1, g0 = gK .
Observe that if fj = f(θj) for some 2π periodic smooth function f , then f˙j is the forward
difference of f and f¨j is the 2nd order central difference of f .
With these notation, we can define the configuration space of Qj ’s by
ΛK =
{
(Q1, . . . , QK) ∈ (R2 × {0})K
∣∣Qj is defined by (2.7) and ‖q‖∗ ≤ 1},
where ‖q‖∗ = ‖q‖∞ + ‖q˙‖∞ + ‖q¨‖∞ is a norm on R2K . In the following, we assume that Qj is
defined by (2.7), the parameter α ∈ R and the parameter q satisfy
‖q‖∗ = ‖q‖∞ + ‖q˙‖∞ + ‖q¨‖∞ ≤ 1. (2.9)
For any (Q1, . . . , QK) ∈ ΛK , an easy computation shows that for j = 1, . . . , K,
|Qj| = R + fj +O(R−1),
and
|Qj+1 −Qj | = d+ 2(fj + g˙j) π
K
+O(K−2).
Define ρ = min
j 6=l
{|Qj −Ql|}, it follows that
ρ = d+O(K−1), and min
j=1,...,K
{|Qj|} = R +O(1). (2.10)
We will prove Theorem 1.1 by showing the following result.
Theorem 2.1. Under the assumption of Theorem 1.1, there is a positive integer K0 such that:
for all integer K ≥ K0, there exist α ∈ [0, 2π) and (Q1, . . . , QK) ∈ ΛK such that problem (1.3)
has two solutions of the form
u(x) =
K∑
j=1
w(x−Qj) + φ(x), (2.11)
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where ‖φ‖H1(RN ) + ‖φ‖L∞(RN ) → 0 as K → +∞. Moreover, the energy of u is given by
E(u) = K
(1
2
− 1
p+ 1
)∫
RN
wp+1 dx+ o(1). (2.12)
Remark 1. It is worth pointing out that the solutions constructed in this paper are different
from those found in [14, 4]. The reason is simply that the inter-distances and distances from
the origin of the spikes of the solutions given in (2.11) tend to infinity uniformly as K goes to
infinity, but those of the solutions found in [14, 4] do not.
Remark 2. The fact that we can find at least two solutions of the form (2.11) is nontrivial.
This is due to the fact that we need to choose the first starting point Q01. It turns out that there
are at least two such points to choose (see Section 6).
Remark 3. As K → +∞, (fj , gj) is the discretization of two second order ordinary differential
equations (8.9).
To prove Theorem 2.1, it is sufficient to show that forK sufficiently large there are parameters
α and q such that U + φ is a genuine solution for a small perturbation φ. To achieve this goal,
we will adopt the techniques in the singularly perturbed problem. Unlike problem (1.9), there
is no apparent parameter in (1.3). As stated in Theorem 2.1, we use the number of the spikes
as the ε type parameter. This idea comes directly from [43] and goes back at least as far as to
[30].
Before we sketch the procedure of our proof, we briefly introduce the abstract set-up of the
Lyapunov-Schmidt reduction (although it is always used in a framework that occurs often in
bifurcation theory).
Let X, Y be Banach spaces and S(u) is a C1 map from X to Y . To study the equation
S(u) = 0, a natural way is to find approximations first and then to look for genuine solutions as
(small) perturbations of approximations. Assume that Uλ are the approximations, where λ ∈ Λ
is the parameter (we think of Λ as the configuration space). Writing u = Uλ + φ, then solving
S(u) = 0 amounts to solve
L[φ] + E +N(φ) = 0, (2.13)
where
L[φ] = S ′(Uλ)[φ], E = S(Uλ), and N(φ) = S(Uλ + φ)− S(Uλ)− S ′(Uλ)[φ].
Here S ′(Uλ) is the Fre´chet derivative of S at Uλ, E denotes the error of approximation, and
N(φ) denotes the nonlinear term. In order to solve (2.13), we try to invert the linear operator L
so that we can rephrase the problem as a fixed point problem. That is, when L has a uniformly
bounded inverse in a suitable space, one can rewrite the equation (2.13) as
φ = −L−1[E +N(φ)] = A(φ).
What is left is to use fixed point theorems such as contraction mapping theorem.
The Lyapunov-Schmidt reduction deals with the situation when the linear operator L is
Fredholm and its eigenfunction space associated to small eigenvalues has finite dimensional.
Assuming that {Z1, . . . ,Zn} is a basis of the eigenfunction space associated to small eigenvalues
of L, we can divide the procedure of solving (2.13) into two steps:
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(i) solving the projected problem for any λ ∈ Λ,L[φ] + E +N(φ) =
n∑
j=1
cjZj ,
〈φ,Zj〉 = 0, ∀ j = 1, . . . , n,
where cj may be constant or function depending on the form of 〈φ,Zj〉.
(ii) solving the reduced problem
cj(λ) = 0, ∀ j = 1, . . . , n,
by adjusting λ.
Let us now turn to our problem (1.3). In this case,
S(u) = −∆u+ V (x)u− up+,
L[φ] = −∆φ+ V (x)φ− pUp−1φ,
E = −∆U + V (x)U − Up,
N(φ) = −(U + φ)p+ + Up + pUp−1φ.
Observe that all of these quantities depend implicitly on α and q even though this is not
apparent in the notation.
By the Lyapunov-Schmidt reduction, the procedure of construction is made up of several
steps which we explain next and postpone the proofs of major facts in later sections.
Step 1: Solving the projected problem.
Let α ∈ R and q satisfy (2.9). We look for a function φ and some multiplier β̂ ∈ R2K such
that {
L[φ] + E +N(φ) = β̂ · ∂U
∂q
,∫
RN
φZQj dx = 0, ∀ j = 1, . . . , K,
(2.14)
where the vector field ZQj is defined by
ZQj(x) = ∇w(x−Qj). (2.15)
By direct computation, we have
∂U
∂q
= −(ZQ1 · ~n1, · · · ,ZQK · ~nK ,ZQ1 · ~t1, · · · ,ZQK · ~tK)T .
This is the first step in the Lyapunov-Schmidt reduction. It is done in Section 4 through
some a priori estimates and contraction mapping theorem. A required element in this step is
the non-degeneracy of w (cf. Lemma 3.1). It is worth pointing out that the function φ and the
multiplier β̂ found in Step 1 depend on the parameters α and q. Hence we write φ = φ(x;α,q)
and β̂ = β̂(α,q).
Step 2: Solving the reduced problem
By Step 1, it is known that β̂ is small. But it is not easy to solve β̂(α,q) = 0 directly since
the linear part of the expansion of β̂ in q is degenerate (due to the invariance of J(Q1, . . . , QK)
under rotations).
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More precisely, let us write
β̂(α,q) = T˜q+ Φ(α,q),
where T˜q is the linear part and Φ(α,q) denotes the remaining term. As we will see in Section
5, T˜q does not depend on α and there is a unique vector (up to a scalar)
q0 = (0, . . . , 0︸ ︷︷ ︸
K
, 1, . . . , 1︸ ︷︷ ︸
K
)T ∈ R2K
such that T˜q0 = 0.
By the Lyapunov-Schmidt reduction again (called the secondary Lyapunov-Schmidt reduc-
tion), the step of solving the reduced problem β̂(α,q) = 0 can be divided into two steps. To
write the projected problem of β̂ = 0 in a proper form, note that
∂U
∂α
= R
K∑
j=1
∂U
∂gj
+
K∑
j=1
(
fj
∂U
∂gj
− gj ∂U
∂fj
)
= (Rq0 + q
⊥) · ∂U
∂q
,
where q⊥ = (−~g, ~f) for q = (~f,~g). Hence we define
~β = β̂ − γ(Rq0 + q⊥), for every γ ∈ R. (2.16)
Obviously the new multiplier ~β depends on the parameters α, q and γ. Thus we write ~β =
~β(α,q, γ).
Step 2.A: Solving ~β(α,q, γ) = 0 by adjusting γ and q.
In this step, for each α ∈ R, we are going to find parameters (γ,q) such that
~β(α,q, γ) = 0, and q ⊥ q0. (2.17)
It can be seen as the step of solving the projected problem in the secondary Lyapunov-Schmidt
reduction. To achieve it, we will use the condition (1.14). This step is done in Section 5 by
using various integral estimates and contraction mapping theorem. A key element in this step
is the invertibility of an 2K × 2K matrix whose proof is given in Appendix A.
When Step 2.A is done, we denote the unique solution of (2.17) by (γ(α),q(α)). Then the
original problem (1.3) is reduced to the problem γ(α) = 0 of one dimension.
Step 2.B: Solving γ(α) = 0 by choosing α.
At the last step, we want to prove that there exists an α such that γ(α) = 0. As a result, the
function u = U + φ is a genuine solution of (1.3).
This step is the second step of solving the reduced problem in the secondary Lyapunov-
Schmidt reduction. To achieve this step, by Step 2.A, the function φ = φ(x;α,q(α)) found in
Step 1 solves the following problem:{
L[φ] + E +N(φ) = γ(α)∂U
∂α
,∫
RN
φZQj dx = 0, ∀ j = 1, . . . , K,
(2.18)
where all of the quantities depending implicitly on (α,q) are taken values at (α,q(α)). To
solve γ(α) = 0, we first apply the so-called variational reduction (often used in the localized
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energy method) to show that equation γ(α) = 0 has a solution if the reduced energy function
F (α) = E(U + φ) has a critical point. Secondly, by using (2.8), it is easy to check that F (α)
is 2π periodic in α. Hence it has at least two critical points. More details of this step will be
given in Section 6.
Finally, this paper is organized as follows. Some preliminary facts and estimates are explained
in Section 3. In Section 4 we apply the standard Lyapunov-Schmidt reduction for Step 1. Section
5 contains a further reduction process for Step 2.A which reduces the original problem to one
dimension. In Section 6 we carry out Step 2.B and then complete the proof of Theorem 2.1. At
the last, we discuss some possible extensions in Section 7.
3. Preliminaries
In this section we present some preliminary facts and some useful estimates.
First we recall some basic and useful properties of the standard spike solution w defined by
(2.2) and those of the interaction function Ψ defined in (2.6).
Lemma 3.1. If 1 < p <∞ for N = 2 and 1 < p < N+2
N−2
for N ≥ 3, then every positive solution
of the problem: { −∆u+ u− up = 0 in RN ,
u > 0 in RN , u ∈ H1(RN), (3.1)
has the form w(· −Q) for some Q ∈ RN , where w(x) = w(|x|) ∈ C∞(RN) is the unique positive
radial solution which satisfies
lim
r→∞
r
N−1
2 erw(r) = cN,p, lim
r→∞
w′(r)
w(r)
= −1. (3.2)
Here cN,p is a positive constant depending only on N and p. Furthermore, the Morse index of
w is one and w is nondegenerate in the sense that
Ker
(−∆+ 1− pwp−1) ∩ L∞(RN) = Span {∂x1w, · · · , ∂xNw} .
Proof. This result is well known. For the proof we refer the reader to [12] for the existence, [26]
for the symmetry, [29] for the uniqueness, Appendix C in [36] for the nondegeneracy, and [8] for
the Morse index. 
Lemma 3.2. For s sufficiently large,
Ψ(s) = cN,p s
−N−1
2 e−s
(
1 +O(s−1)
)
. (3.3)
where cN,p > 0 is a constant depending only on N and p.
Proof. This lemma follows from Taylor’s theorem and the Lebesgue dominated convergence
theorem. We omit it here and refer to [27, 34] for details. 
Next we study the balancing condition (2.5). Assuming that
d = 2R sin
π
K
→ +∞, as K → +∞,
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by the expansion (3.3), both positive numbers R and d are uniquely determined byK. Moreover,
we have the following expansions.
Lemma 3.3. For K sufficiently large,
d = m lnK +
(
m− N − 3
2
)
ln(m lnK) +O(1), (3.4)
R =
m
2π
K lnK +
1
2π
(
m− N − 3
2
)
K ln(m lnK) +O(K).
Proof. From the balancing conditon(2.5), the number d satisfies the equation
dm+1Ψ(d) = a0m
(
2 sin
π
K
)m
. (3.5)
By using (3.3), for K sufficiently large, equation (3.5) becomes
cN,pd
m+1−N−1
2 e−d(1 +O(d−1)) = a0m(2π)
mK−m
(
1 +O(K−2)
)
,
from which we obtain
dm+1−
N−1
2 e−d ∼ K−m.
Let d = m lnK + d1 with d1 = o(lnK), we have
cN,p(m lnK)
m+1−N−1
2 e−d1
(
1 + o(1)
)
= a0m(2π)
m(1 +O(K−2)).
It follows that
ed1 ∼ (m lnK)m+1−N−12 .
Therefore,
d1 =
(
m− N − 3
2
)
ln(m lnK) +O(1),
from which we get the expansions of d and R. 
In the next section, we will apply the Lyapunov-Schmidt reduction. After refinements by
many authors working on the subject or on closely related problems, this type of argument is
rather standard now. However technical difficulties arise when the number of spikes goes to
infinity or the number of spikes is infinity (cf. [34]). To deal with these difficulties, the following
lemmas are useful.
Lemma 3.4. There exists a constant CN depending only on N such that for any K ∈ N+ and
any Q = (Q1, . . . , QK) ∈ (RN)K ,
#
{
Qj
∣∣ ℓρ/2 ≤ |Qj − x| < (ℓ+ 1)ρ/2} ≤ CN(ℓ+ 1)N−1, (3.6)
for all x ∈ RN and all ℓ ∈ N, where ρ = minj 6=l{|Qj−Ql|}. In particular, if Q = (Q1, . . . , QK) ∈
(R2 × {0})K, then for all x ∈ RN and all ℓ ∈ N,
#
{
Qj
∣∣ ℓρ/2 ≤ |Qj − x| < (ℓ+ 1)ρ/2} ≤ 6(ℓ+ 1). (3.7)
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Proof. When ρ = 0, the result is trivial. It remains to consider the case ρ > 0. For ℓ = 0, it
suffices to take CN ≥ 1. For ℓ ≥ 1, let Qjk ’s (k = 1, . . . , n) be the points satisfying
ℓρ/2 ≤ |Qjk − x| < (ℓ+ 1)ρ/2.
By the triangle inequality, we have
(ℓ− 1)ρ/2 ≤ |y − x| < (ℓ+ 2)ρ/2, ∀ y ∈ Bρ/2(Qjk).
Hence for all k = 1, . . . , n,
Bρ/2(Qjk) ⊂ B(ℓ+2)ρ/2(x) \B(ℓ−1)ρ/2(x).
Since Bρ/2(Qjl) ∩ Bρ/2(Qjk) = ∅ for l 6= k, we conclude that
n∑
k=1
∣∣Bρ/2(Qjk)∣∣ ≤ ∣∣B(ℓ+2)ρ/2(x) \B(ℓ−1)ρ/2(x)∣∣ .
Therefore, taking CN = supℓ∈N+
(ℓ+2)N−(ℓ−1)N
(ℓ+1)N−1
, we have
n ≤ (ℓ+ 2)N − (ℓ− 1)N ≤ CN(ℓ+ 1)N−1,
which implies (3.6).
If Q = (Q1, . . . , QK) ∈ (R2 × {0})K, the above argument implies that
n∑
k=1
∣∣Bρ/2(Qjk) ∩ R2 × {0}∣∣ ≤ ∣∣B(ℓ+2)ρ/2(x) \B(ℓ−1)ρ/2(x) ∩ R2 × {0}∣∣,
which implies that
n ≤ (ℓ+ 2)2 − (ℓ− 1)2 ≤ 6(ℓ+ 1).
Therefore, we get the estimate (3.7) if we restrict Q = (Q1, . . . , QK) on (R
2 × {0})K . 
Given Q = (Q1, . . . , QK) ∈ (RN)K with ρ = minj 6=l{|Qj −Ql|} > 0, for any ℓ ∈ N, we divide
RN into K + 1 parts:
Ωℓj =
{
x ∈ RN ∣∣ |x−Qj | = min
1≤l≤K
|x−Ql| ≤ ℓρ/2
}
, ∀ j = 1, . . . , K,
and ΩℓK+1 = R
N \ ∪Kj=1Ωℓj . Then the interior of Ωℓj ∩ Ωℓl is an empty set for j 6= l.
Lemma 3.5. Suppose that Γ (r) is a positive decreasing function defined on [0,∞) such that
for some b ∈ R and η > 0,
Γ (r) ∼ rbe−ηr as r →∞. (3.8)
Then there exist positive constants ρ0 and C (independent of K) such that
(i) for all K, ℓ ∈ N+, all (Q1, . . . , QK) ∈ (RN)K with ρ ≥ ρ0, and all x ∈ Ωℓj0 (j0 = 1, . . . , K),
we have
K∑
j=1
Γ (|x−Qj |) ≤ CℓN−1Γ (|x−Qj0 |). (3.9)
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In particular, if (Q1, . . . , QK) ∈ (R2 × {0})K, then
K∑
j=1
Γ (|x−Qj|) ≤ CℓΓ (|x−Qj0 |).
(ii) for all (Q1, . . . , QK) ∈ (RN)K with ρ ≥ ρ0 and all j0 ∈ {1, . . . , K},∑
j 6=j0
Γ (|Qj0 −Qj|) ≤ CΓ (ρ). (3.10)
Remark 4. A similar result holds when Γ (r) has polynomial decay. For example, if for some
integer n ∈ N+,
Γ (r) ∼ rb as r → +∞, where b < −n,
then there are positive constants ρ0 and C (independent of K) such that for all K ∈ N+, all
(Q1, . . . , QK) ∈ (Rn × {0})K with ρ ≥ ρ0, and all j0 ∈ {1, . . . , K},∑
j 6=j0
Γ (|Qj −Qj0 |) ≤ CΓ (ρ).
This kind of property is useful and important in the construction of infinitely many solutions of
problem with critical growth.
Proof. Given x ∈ Ωℓj0 , by definition we have
|x−Qj0 | ≤ ℓρ/2 and |x−Qj0 | ≤ |x−Qj |, ∀ j = 1, . . . , K.
Thus there is an integer 0 ≤ ℓ0 ≤ ℓ such that
ℓ0ρ/2 ≤ |x−Qj0 | < (ℓ0 + 1)ρ/2.
By the property of Γ (r) and Lemma 3.4, for ρ sufficiently large, we have
K∑
j=1
Γ (|x−Qj |) ≤ CN(ℓ0 + 1)N−1Γ (|x−Qj0|) + CN
+∞∑
s=ℓ0+1
(s+ 1)N−1Γ (sρ/2)
≤ CN(ℓ0 + 1)N−1Γ (|x−Qj0|) + C(ℓ0 + 2)N−1Γ
(
(ℓ0 + 1) ρ/2
)
≤ CℓN−1Γ (|x−Qj0 |),
where in the second inequality we use the following inequality:
+∞∑
s=ℓ0+1
(s+ 1)N−1
(ℓ0 + 2)N−1
Γ (sρ/2)
Γ
(
(ℓ0 + 1)ρ/2
) ≤ C.
To prove it, for ρ sufficiently large, by (3.8), we have
Γ (sρ/2)
Γ
(
(ℓ0 + 1)ρ/2
) ≤ C( s
ℓ0 + 1
)b
e−η(s−ℓ0−1)ρ/2.
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Hence
+∞∑
s=ℓ0+1
(s+ 1)N−1
(ℓ0 + 2)N−1
Γ (sρ/2)
Γ
(
(ℓ0 + 1)ρ/2
) ≤ C +∞∑
s=ℓ0+1
( s
ℓ0 + 1
)N−1+b
e−η(s−ℓ0−1)ρ/2
≤ C
+∞∑
s=ℓ0+1
e−η(s−ℓ0−1)ρ/4
≤ C
∫ +∞
0
e−ηtρ/4 dt ≤ C.
In particular, if (Q1, . . . , QK) ∈ (R2 × {0})K, then by (3.7), we can take N = 2 in the above
arguments.
To deduce (3.10) from (3.9), denote
Q̂ = (Q1, . . . , Qj0−1, Qj0+1, . . . , QK) ∈ (RN )K−1,
and
ρ̂ = min
j 6=l
{
|Qj −Ql|
∣∣ j 6= j0, l 6= j0} ≥ ρ.
Take j1 ∈ {1, . . . , K} such that
|Qj0 −Qj1| = min
l 6=j0
{|Qj0 −Ql|},
and choose ℓ ∈ N+ satisfying
(ℓ− 1)ρ̂/2 < |Qj0 −Qj1| ≤ ℓρ̂/2.
Then by (3.9), we have∑
j 6=j0
Γ (|Qj0 −Qj|) ≤ C
(
1 +
2|Qj0 −Qj1 |
ρ̂
)N−1
Γ (|Qj0 −Qj1 |)
≤ CΓ (|Qj0 −Qj1|) + CΓ (ρ̂) ≤ CΓ (ρ),
where in the second inequality we use the following inequality:
|Qj0 −Qj1|N−1Γ
(|Qj0 −Qj1 |) ≤ Cρ̂N−1Γ(ρ̂), for |Qj0 −Qj1 | ≥ ρ̂ ≥ ρ0.
To prove it, we only need to apply (3.8). 
A simple corollary is the following result which is useful in our construction.
Corollary 3.6. There are positive constants ρ0 and C (independent of K) such that for all
K, ℓ ∈ N+, all (Q1, . . . , QK) ∈ (R2 × {0})K with ρ ≥ ρ0, and all x ∈ Ωℓj0 (j0 = 1, . . . , K), we
have
K∑
j=1
wQj(x) ≤ CℓwQj0 (x), (3.11)
and ∑
j 6=j0
e−η|Qj−Qj0 | ≤ Ce−ηρ. (3.12)
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To analyze the interactions between spikes, we prove some estimates concerning convolution
of functions with suitable exponential decays.
Lemma 3.7. Given Γ1, Γ2 two positive continuous radial functions on R
N with the following
property:
Γ1(r) ∼ rb1e−η1r, and Γ2(r) ∼ rb2e−η2r, as r →∞,
where b1, b2 ∈ R, η1 > 0, η2 > 0. Let ξ ∈ RN tends to infinity. Then, the following asymptotic
estimates hold:
(i) If η1 < η2, then ∫
RN
Γ1(x− ξ)Γ2(x) dx ∼ |ξ|b1e−η1|ξ|.
Clearly, if η1 > η2, a similar expression holds, by replacing b1 and η1 with b2 and η2.
(ii) If η1 = η2, suppose that b1 ≥ b2 for simplicity. Then
∫
RN
Γ1(x− ξ)Γ2(x) dx ∼

|ξ|b1+b2+N+12 e−η1|ξ|, if b2 > −N+12 ,(|ξ|b1 ln |ξ|)e−η1|ξ|, if b2 = −N+12 ,
|ξ|b1e−η1|ξ|, if b2 < −N+12 .
Proof. This result follows from the Lebesgue dominated convergence theorem. The argument is
standard and is omitted here, we refer the reader to Lemma 3.7 in [2] for details. 
By the property of w, as a corollary of Lemma 3.7, we have the following integral estimates.
Lemma 3.8. Suppose that |Qj −Qk| is sufficiently large, then the following estimates hold:
(i) for every p > 1, ∫
RN
wQjw
p
Qk
dx = (γ0 + o(1))w(|Qj −Qk|),
where γ0 =
∫
RN
wp(x)e−x1 dx > 0 is a constant;
(ii) ∫
RN
wQjwQk dx = O
(
e−|Qk−Qj ||Qk −Qj|−(N−3)/2
)
;
(iii) let Ωk =
{
x ∈ RN ∣∣ |x−Qk| = min
1≤j≤K
|x−Qj |
}
, then∫
Ωk
wpQjwQk dx = O
(
e−
p+1
2
|Qj−Qk||Qj −Qk|−N−32
)
,
and ∫
Ωk
w2Qjw
p−1
Qk
dx = O
(
e−min{2,
p+1
2
}|Qj−Qk||Qj −Qk|−N−32
)
.
Proof. Since the argument of proof is somewhat standard, we give only the main ideas of the
proof.
(i) It follows from Lemma 3.1 and Lebegue’s dominated convergence theorem (see e.g. the
arguments used in the proof of Lemma 2.5, in [30]).
(ii) By Lemma 3.1 and a simple computation, we get the estimate from Lemma 3.7.
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(iii) By the definition, for all x ∈ Ωk, wQj(x) ≤ wQk(x) for every 1 ≤ j ≤ K. Hence by
Lemma 3.1 and Lemma 3.7, we have∫
Ωk
wpQjwQk dx ≤
∫
Ωk
w
p+1
2
Qj
w
p+1
2
Qk
dx ≤ Ce− p+12 |Qj−Qk||Qj −Qk|−N−32 ,
and ∫
Ωk
w2Qjw
p−1
Qk
dx ≤ C
∫
Ωk
w
min{2, p+1
2
}
Qj
w
min{2, p+1
2
}
Qk
dx
≤ Ce−min{2, p+12 }|Qj−Qk||Qj −Qk|−N−32 .

Using above integral estimates, we can get the expansion of the energy of approximate solu-
tion.
Lemma 3.9. For K sufficiently large, for any α ∈ R and q satisfies (2.9) we have
E(U) = KI0 +
(
a0 + o(1)
) K∑
j=1
|Qj |−m − 1
2
∑
i 6=j
(
γ0 + o(1)
)
w(|Qi −Qj |)
+O(KR−2m) +O
(
Ke−min{2,
p+1
2
}dd−
N−3
2
)
,
where γ0 =
∫
RN
wp(x)e−x1 dx is a positive constant given in Lemma 3.8,
I0 =
(1
2
− 1
p+ 1
) ∫
RN
wp+1 dx, and a0 =
a
2
∫
RN
w2 dx.
Proof. The proof is delayed to Appendix B. 
4. The Lyapunov-Schmidt reduction
The aim of this section is to achieve Step 1 in the procedure of our construction described in
Section 2.
Before stating the main result, we first introduce some notation. Let η ∈ (0, 1) be a constant
chosen later, we define the weighted norm:
‖h‖∗∗ = sup
x∈RN
∣∣∣( K∑
j=1
e−η|x−Qj |
)−1
h(x)
∣∣∣, (4.1)
where Qj is defined in (2.7). In what follows, we assume that (Q1, . . . , QK) ∈ ΛK , i.e., the
parameter q satisfies (2.9).
We first claim that
‖h‖L∞(RN ) ≤ C‖h‖∗∗ and ‖h‖Lq(RN ) ≤ CK‖h‖∗∗ for 1 ≤ q <∞. (4.2)
Indeed, the second inequality in (4.2) follows directly from
|h(x)| ≤ ‖h‖∗∗
K∑
j=1
e−η|x−Qj |, ∀x ∈ RN .
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To prove the first inequality in (4.2), it suffices to show that
∑K
j=1 e
−η|x−Qj | ≤ C. Indeed, for
any x ∈ RN , we can choose ℓ ∈ N+ and j0 ∈ {1, . . . , K} such that x ∈ Ωℓj0 \ Ωℓ−1j0 . Hence by
Lemma 3.5,
0 <
K∑
j=1
e−η|x−Qj | ≤ CℓN−1e−η(ℓ−1)ρ/2 ≤ C. (4.3)
Denote B∗∗ =
{
h ∈ L∞(RN) ∣∣ ‖h‖∗∗ <∞}. Then B∗∗ is a Banach space with the norm ‖h‖∗∗.
To show the completeness, suppose that {hn} is a Cauchy sequence in B∗∗. By (4.2), {hn} is
also a Cauchy sequence in L∞(RN). Hence hn converges to a function h∞ in L
∞(RN). By the
definition of Cauchy sequence, for any ε > 0, there is n0 ∈ N such that
|hn(x)− hk(x)|
( K∑
j=1
e−η|x−Qj |
)−1
≤ ‖hn − hk‖∗∗ < ε, ∀ x ∈ RN , if n, k ≥ n0.
Letting k →∞, we get
|hn(x)− h∞(x)|
( K∑
j=1
e−η|x−Qj |
)−1
< ε, ∀ x ∈ RN , if n ≥ n0,
which implies that ‖hn − h∞‖∗∗ → 0 as n→∞.
Now we can state our main result in this section.
Proposition 4.1. Suppose that V (x) satisfies (1.11) for constants V∞ > 0, a ∈ R, m > 0 and
σ > 0. If N ≥ 3, we further assume (1.15). Then there is a positive integer K0 such that: for all
K ≥ K0, every α ∈ R, and q satisfies (2.9), there exists a unique function φ ∈ W 2,2(RN) ∩ BK
and a unique multiplier β̂ ∈ R2K such that{
L[φ] + E +N(φ) = β̂ · ∂U
∂q
,∫
RN
φZQj dx = 0, ∀ j = 1, . . . , K,
(4.4)
where
BK =
{
φ ∈ L∞(RN) : ‖φ‖∗∗ ≤ C0K−min{1,
p−η
2
}m(lnK)−
1
2
}
.
Here C0 is a positive constant independent of K. Moreover, (α, q) 7→ φ(x;α, q) is of class C1,
and
R−1‖∂φ
∂α
‖∗∗ + ‖∂φ
∂q
‖∗∗ ≤ C
(
K−min{1,
p−η
2
}m(lnK)−
1
2
)min{p−1,1}
.
The proof of Proposition 4.1 is somewhat standard and can be divided into two steps:
(i) study the invertibility of the linear operator;
(ii) apply fixed point theorems.
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4.1. Linear analysis. Let M denotes an 2K × 2K matrix defined by
Mjk =
∫
RN
∂U
∂qj
∂U
∂qk
dx, ∀ j, k = 1, . . . , 2K. (4.5)
Lemma 4.2. For K sufficiently large, given any vector ~b ∈ R2K , there exists a unique vector
β̂ ∈ R2K such that Mβ̂ = ~b. Moreover,
‖β̂‖∞ ≤ C‖~b‖∞, (4.6)
for some constant C independent of K.
Proof. To prove the existence, it is sufficient to prove the a priori estimate (4.6). Suppose that
|β̂j| = ‖β̂‖∞, by the definition, we have
K∑
k=1
Mjkβ̂k = bj . (4.7)
For the entries Mjk, by Lemma 3.3 and Lemma 3.8, we get
|Mjk| ≤ Ce−dd−N−32 ≤ CK−m(m lnK)−m, ∀ k 6= j, (4.8)
and
Mjj =
∫
RN
( ∂w
∂x1
)2
dx = c0 > 0, ∀ j = 1, . . . , 2K. (4.9)
Hence by (4.7)-(4.9), for K sufficiently large, we have
c0‖β̂‖∞ ≤ c0|β̂j | ≤
∑
k 6=j
|Mjk||β̂k|+ |bj| ≤ c0
2
‖β̂‖∞ + ‖~b‖∞,
from which the desired result follows. 
We can now formulate our main result in this subsection.
Lemma 4.3. Under the assumption of Proposition 4.1, there is a positive integer K0 such that:
for all K ≥ K0, every α ∈ R, and q satisfies (2.9), and for all h ∈ B∗∗, there exists a unique
function φ ∈ W 2,2(RN) ∩ B∗∗ and a unique multiplier β̂ ∈ R2K such that{
L[φ] = h + β̂ · ∂U
∂q
,∫
RN
φZQj dx = 0, ∀ j = 1, . . . , K.
(4.10)
Moreover, we have
‖φ‖∗∗ + ‖β̂‖∞ ≤ C‖h‖∗∗, (4.11)
for some positive constant C independent of K.
Proof. To solve (4.10), we first consider weak solutions. Define
H =
{
u ∈ H1(RN) ∣∣ (u, (−∆+ 1)−1ZQj) = 0, ∀ j = 1, . . . , K}.
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Then H is a Hilbert space with the standard inner product:
(u, v) =
∫
RN
(∇u∇v + uv) dx.
Since the vector function ZQj decays exponentially at infinity, by integration by parts, it is not
hard to show that for φ ∈ H1(RN), φ ∈ H is equivalent to∫
RN
φZQj dx = 0, ∀ j = 1, . . . , K.
As usual, φ ∈ H is a weak solution of (4.10) if and only if it satisfies the following equation:∫
RN
{
∇φ∇ϕ+ V (x)φϕ− pUp−1φϕ
}
dx =
∫
RN
hϕ dx, ∀ϕ ∈ H.
By the Riesz representation theorem, the last equation can be written as
φ+K[φ] = ĥ,
where ĥ is defined by duality and K is a linear compact operator due to the exponential decay of
U and |V (x)−1| ≤ C|x|−m for |x| large. Using the Fredholm alternative, showing that equation
(4.10) has a unique weak solution is equivalent to showing that it has a unique solution for
h = 0. Moreover, by (4.2), h ∈ Lq(RN) for all 1 < q < ∞. By the standard elliptic regularity
results, φ ∈ W 2,q(RN). Hence φ is a strong solution and φ ∈ L∞(RN) by the Sobolev imbedding
theorem. Therefore, to prove Lemma 4.3, it is sufficient to prove the a priori estimate (4.11).
To prove (4.11), we first multiply equation (4.10) by ∂U
∂q
and integrate over RN to obtain
Mβ̂ =
∫
RN
L[φ]
∂U
∂q
dx−
∫
RN
h
∂U
∂q
dx, (4.12)
where M is an 2K × 2K matrix defined in (4.5).
By the integration by parts,∫
RN
L[φ]ZQk dx =
∫
RN
φL[ZQk ] dx.
Observe that
L[ZQk ] = (V (x)− 1)∇wQk − p
(
Up−1 − wp−1Qk
)∇wQk .
We claim that ∣∣∣ ∫
RN
L[φ]ZQk dx
∣∣∣ ≤ Cde−min{1, p2}d‖φ‖∞. (4.13)
Indeed, on one hand, by the assumption (1.11) and φ ∈ H, we have∣∣∣ ∫
RN
(V (x)− 1)∇wQkφ dx
∣∣∣ ≤ C(R−m−1 lnK +R−m−σ)‖φ‖∞.
On the other hand, by mean value theorem and (3.11), for |x−Qk| < 2m lnK, we have
|Up−1 − wp−1Qk | ≤ Cwp−2Qk
∑
j 6=k
wQj .
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Thus by Lemma 3.8,∣∣∣ ∫
RN
−p(Up−1 − wp−1Qk )∇wQk φ dx
∣∣∣ ≤ Cde−min{1, p2}d‖φ‖∞.
Combining the above estimates we get (4.13).
Since w decays exponentially at infinity, we have∣∣∣ ∫
RN
hZQk dx
∣∣∣ ≤ C‖h‖∗∗. (4.14)
Combining the above estimates (4.13) and (4.14), by Lemma 4.2, we get
‖β̂‖∞ ≤ C
(
de−min{1,
p
2
}d‖φ‖∞ + ‖h‖∗∗
)
. (4.15)
Now we prove the a priori estimate (4.11). First we show that ‖φ‖∗∗ < ∞. To prove it, by
the maximum principle, we prove that there exist constants τ and C (all independent of K)
such that for all x ∈ RN \ ∪Kj=1B(Qj , τ),
|φ(x)| ≤ C
(
‖L[φ]‖∗∗ + sup
1≤j≤K
‖φ‖L∞(B(Qj ,τ))
) K∑
j=1
e−η|x−Qj |. (4.16)
To prove the above pointwise estimate, we first show the independence of τ on K, for x ∈
RN \ ∪Kj=1B(Qj, τ), by Lemma 3.4, we have
U(x) ≤
∑
|Qj−x|<ρ/2
w(x−Qj) +
∞∑
ℓ=1
∑
ℓρ/2≤|Qj−x|<(ℓ+1)ρ/2
w(x−Qj)
≤ w(τ) + C
∞∑
ℓ=1
ℓN−1e−ℓρ/2 ≤ Cw(τ).
Thus we can take τ sufficiently large but independent of K such that
pUp−1(x) ≤ (V0 − η2)/4, ∀ x ∈ RN \ ∪Kj=1B(Qj , τ). (4.17)
Now we claim that for τ sufficiently large (independent of K), in RN \ ∪Kj=1B(Qj, τ),
L[W−] ≥ c0W−, and L[W+] ≥ c0W+
where W±(x) =
∑K
j=1 e
±η|x−Qj | and c0 > 0 is a constant independent of K. Indeed, for x ∈
RN \ ∪Kj=1B(Qj, τ),
L[W±] =
K∑
j=1
{
V (x)− η2 ∓ N − 1|x−Qj |η − pU
p−1
}
e±η|x−Qj | ≥ V0 − η
2
2
W±,
by the assumption (V 1) and inequality (4.17).
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The remaining part in the proof of (4.16) is to apply the maximum principle for the linear
operator L in RN \ ∪Kj=1B(Qj , τ) to obtain
|φ(x)| ≤ C
(
‖L[φ]‖∗∗ + sup
1≤j≤K
‖φ‖L∞(B(Qj ,τ))
) K∑
j=1
e−η|x−Qj | + δ
K∑
j=1
eη|x−Qj |
for any δ > 0, where C is a constant independent of K and δ. Letting δ → 0, we get the desired
estimate (4.16). Hence
‖φ‖∗∗ ≤ C
(
‖L[φ]‖∗∗ + sup
1≤j≤K
‖φ‖L∞(B(Qj ,τ))
)
<∞. (4.18)
Now we can prove the a priori estimate (4.11). Arguing by contradiction, assume that there
is a sequence of (φ(K), h(K)) satisfying (4.10) such that
‖φ(K)‖∗∗ = 1, and ‖h(K)‖∗∗ = o(1), as K →∞.
(For simplicity, in the following we will drop (K) in the superscript) As a consequence of (4.15),
|β̂ · ∂U
∂q
(x)| ≤ C
(
de−min{1,
p
2
}d‖φ‖∞ + ‖h‖∗∗
) K∑
j=1
e−η|x−Qj |.
Since ‖φ‖∞ ≤ C‖φ‖∗∗ and ‖h‖∗∗ = o(1), we get ‖L[φ]‖∗∗ = o(1). Hence (4.18) implies that
there exists a subsequence of Qj such that
‖φ‖L∞(B(Qj ,τ)) ≥ C > 0 (4.19)
for some fixed constant C (independent of K). Since ‖φ‖∞ ≤ 1, by elliptic regularity estimates,
we get ‖φ‖C1(RN ) ≤ C. Applying Ascoli-Arzela’s theorem, one can find a subsequence of Qj
such that φ(x + Qj) converge (on compact sets) to φ∞. It is not hard to show that φ∞ is a
bounded (weak and then strong) solution (actually bound by e−η|x|) of
−∆φ∞ + φ∞ − pwp−1φ∞ = 0.
Furthermore, since φ satisfies the orthogonality condition
∫
RN
φZQj dx = 0, the limit function
φ∞ satisfies
∫
RN
φ∞∇w = 0. By the non-degeneracy of w, one has φ∞ ≡ 0, which is in
contradiction with (4.19). This completes the proof of Lemma 4.3. 
Remark 5. If V (x) is a bounded measurable function such that there is no nontrivial solution
of
−∆φ+ V (x)φ = 0, |φ(x)| ≤ Ce−η|x| in RN , (4.20)
our arguments still work by adding 0 to the points Qj’s.
Remark 6. Since the Morse index of w is finite, using a similar argument in the proof of
Lemma 4.3 (cf. [4]), one can show that
‖φ‖H1(RN ) ≤ C‖h‖L2(RN ) (4.21)
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for some positive constant C independent of K. Indeed, since τ is independent of K, one can
first prove that
C‖φ‖2H1(RN ) ≤
∫
RN
{
|∇φ|2 + V (x)φ2 − pUp−1φ2
}
dx.
4.2. Nonlinear analysis. Summarizing, for any h ∈ B∗∗, by Lemma 4.3, there is a unique
function φ ∈ H ∩W 2,2(RN) ∩ B∗∗ satisfying (4.10). Hence we can define a linear operator from
B∗∗ to H ∩W 2,2(RN) ∩ B∗∗ and denote it by L−1. Then the equation (4.4) is equivalent to
φ = −L−1[E +N(φ)].
Before we give the complete proof of Proposition 4.1, we first show the estimate of the error.
Lemma 4.4. Given (Q1, . . . , QK) ∈ ΛK , then for any fixed 0 < η < 1 and K sufficiently large,
there is a constant C (independent of K) such that
‖E‖∗∗ ≤ CK−min{1,
p−η
2
}m(lnK)−
1
2 . (4.22)
Proof. By the definition, we have
E =
K∑
j=1
(V (x)− 1)wQj︸ ︷︷ ︸
E1
−
{( K∑
j=1
wQj
)p
−
K∑
j=1
wpQj
}
︸ ︷︷ ︸
E2
.
Claim 1: There exists a constant C (independent of K) such that
‖E1‖∗∗ ≤ CR−m ≤ CK−m(lnK)−m. (4.23)
Claim 2: There exists a constant C (independent of K) such that
‖E2‖∗∗ ≤ Cd−N−12 e−min{1,
p−η
2
}d ≤ CK−min{1, p−η2 }m(lnK)−min{N−12 ,m+1}. (4.24)
If both Claim 1 and Claim 2 are true, the desired estimate (4.22) follows.
Proof of Claim 1: Note that for |x| < R/3, by the triangle inequality, we have
|x−Qj | ≥ |Qj | − |x| ≥ R/2.
Hence for all |x| < R/3, by V ∈ L∞(RN) and Lemma 3.1, we get
|E1(x)| ≤ C
K∑
j=1
w(x−Qj) ≤ Ce−(1−η)R/2
K∑
j=1
e−η|x−Qj | ≤ CK−m−3
K∑
j=1
e−η|x−Qj |.
For |x| ≥ R/3, by the assumption (1.11), we have |V (x)−1| ≤ CR−m. Hence for all |x| ≥ R/3,
|E1(x)| ≤ CR−m
K∑
j=1
w(x−Qj) ≤ CR−m
K∑
j=1
e−η|x−Qj |.
Combining these estimates, Claim 1 follows.
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Proof of Claim 2: For x ∈ ΩℓK+1, where ℓ ∈ N+ is chosen later, we have
|E2(x)| ≤ Kp−1
K∑
j=1
wpQj(x) +
K∑
j=1
wpQj(x)
≤ CKp−1
K∑
j=1
e−p|x−Qj| ≤ CKp−1e−(p−η)ℓρ/2
K∑
j=1
e−η|x−Qj |.
Since ρ > m
2
lnK, by choosing ℓ > 4(p+m+2)
m(p−1)
(independent of K), we have
Kp−1e−(p−η)ℓρ/2 ≤ Kp−1K−(p−η)ℓm/4 ≤ CK−m−3.
Thus for all x ∈ ΩℓK+1,
|E2(x)| ≤ CK−m−3
K∑
j=1
e−η|x−Qj |.
By the definition of Ωℓj , j = 1, . . . , K, |x − Qj| ≤ |x − Qk| for all x ∈ Ωℓj and 1 ≤ k ≤ K.
Thus |x−Qk| ≥ ρ2 for k 6= j. Hence by mean value theorem and (3.11), for all x ∈ Ωℓj , we have
|E2(x)| ≤
∣∣∣( K∑
k=1
wQk
)p
− wpQj
∣∣∣+∑
i 6=j
wpQi ≤ p
( K∑
k=1
wQk
)p−1∑
k 6=j
wQk +
∑
k 6=j
wpQk
≤ Cℓ(N−1)(p−1)wp−1Qj
∑
k 6=j
wQk .
Since ℓ is independent of K, for all x ∈ Ωℓj , by theorem 3.1 and (3.12) we have
|E2(x)| ≤ Ce−(p−1)|x−Qj |
∑
k 6=j
ρ−
N−1
2 e−|x−Qk|
≤ Cρ−N−12 e−η|x−Qj |
∑
k 6=j
e−min{1,
p−η
2
}|Qj−Qk|
≤ Cd−N−12 e−min{1, p−η2 }de−η|x−Qj |.
Combining these estimates, Claim 2 follows. 
Now we are in the position to give the proof of Proposition 4.1.
Proof of Proposition 4.1. Let C0 be a positive number to be determined later, we define
BK =
{
φ ∈ L∞(RN) : ‖φ‖∗∗ ≤ C0K−min{1,
p−η
2
}m(lnK)−
1
2
}
.
Then BK is a non-empty closed set in B∗∗. Now we define a map A : BK 7→ H∩W 2,2(RN)∩B∗∗
by
A(φ) = −L−1[E +N(φ)].
Now solving equation (4.4) is equivalent to finding a fixed point for the map A.
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Since φ is uniformly bounded for φ ∈ BK , by the mean value theorem, there is a positive
constant C such that for all φ ∈ BK ,
|N(φ)| ≤ C|φ|min{p,2},
and for all φ1, φ2 ∈ BK ,
|N(φ1)−N(φ2)| ≤ C(|φ1|min{p−1,1} + |φ2|min{p−1,1})|φ1 − φ2|.
Thus by (4.3), one has
‖N(φ)‖∗∗ ≤ C‖φ‖min{p,2}∗∗ ,
and we have that
‖N(φ1)−N(φ2)‖∗∗ ≤ C(‖φ1‖min{p−1,1}∗∗ + ‖φ2‖min{p−1,1}∗∗ )‖φ1 − φ2‖∗∗.
Hence by Lemma 4.3 and Lemma 4.4, for K sufficiently large and C0 large we have
‖A(φ)‖∗∗ ≤ C(‖E‖∗∗ + ‖N(φ)‖∗∗) ≤ C0K−min{1,
p−η
2
}m(lnK)−
1
2 ,
and
‖A(φ1)−A(φ2)‖∗∗ ≤ C‖N(φ1)−N(φ2)‖∗∗ ≤ 1
2
‖φ1 − φ2‖∗∗,
which shows that A is a contraction mapping on BK . Hence there is a unique φ ∈ BK such that
(4.4) holds.
Now we come to the differentiability of φ(x;α,q) of (α,q). Consider the following map
T : R× R2K × B × R2K → B × R2K of class C1:
T (α,q, φ, β̂) =

(−∆+ 1)−1S(U + φ)− β̂ · (−∆+ 1)−1 ∂U
∂q∫
RN
φZQ1 dx
...∫
RN
φZQK dx
 ,
where B = W 2,2(RN) ∩ B∗∗. Equation (4.4) is equivalent to T (α,q, φ, β̂) = 0. By the above
argument, we know that, given α ∈ R and q satisfying (2.9), there is a unique local solution
(φ(α,q), β̂(α,q)). For simplicity, in the following, we write (φ, β̂) = (φ(α,q), β̂(α,q)). We claim
that the linear operator
∂ T (α,q, φ, β̂)
∂(φ, β̂)
∣∣∣
(α,q,φ,β̂)
: B × R2K → B × R2K
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is invertible for K large. Then the C1-regularity of (α,q) 7→ (φ, β̂) follows from the Implicit
Function Theorem. Indeed we have
∂ T (α,q, φ, β̂)
∂(φ, β̂)
∣∣∣
(α,q,φ,β̂)
[ϕ, ~ζ]
=

(−∆+ 1)−1S ′(U + φ)[ϕ]− ~ζ · (−∆+ 1)−1 ∂U
∂q∫
RN
ϕZQ1 dx
...∫
RN
ϕZQK dx
 .
Since ‖φ‖∗∗ ≤ C0K−min{1, p−η2 }m(lnK)− 12 , by Lemma 4.2, the argument in the proof of Lemma
4.3 shows that ∂ T (α,q,φ,β̂)
∂(φ,β̂)
∣∣∣
(α,q,φ,β̂)
is invertible for K sufficiently large. This concludes the proof
of Proposition 4.1.
Next we study the dependence of φ on (α,q). Assume that we have two solutions correspond-
ing to two sets of parameters. One of them denoted by
L[φ] + E +N(φ) = β̂ · ∇qU,
corresponds to the parameters α and q; the other denoted by
L˚[φ˚] + E˚ + N˚(φ˚) =
˚̂
β · ∇˚qU,
corresponds to the parameters α˚ and q˚. Observe that φ is L2-orthogonal to ∇qU while φ˚ is
L2-orthogonal to ∇˚qU . To compare φ˚ with φ, we first choose a vector ~ω so that
φ˚ω = φ˚+ ~ω · ∇qU
satisfies the same orthogonality condition as φ. Moreover, by the equation of φ˚, the function
φ˚ω satisfies the equation
L[φ˚ω] + (L˚− L)[φ˚]− ~ω · L[∇qU ] + E˚ + N˚(φ˚) + ˚̂β · (∇qU − ∇˚qU) = ˚̂β · ∇qU.
Taking the difference with the equation satisfied by φ, we get
L[φ˚ω − φ] = (L− L˚)[φ˚] + ~ω · L[∇qU ] + (E − E˚) + (N(φ)− N˚(φ˚))
− ˚̂β · (∇qU − ∇˚qU) + (˚̂β − β̂) · ∇qU.
Note that by (2.7), for j = 1, . . . , K, we have
|Q˚j −Qj | ≤ C(R|α˚− α|+ ‖q˚− q‖∞).
Assume that (R|α˚− α|+ ‖q˚− q‖∞) ≤ 1/2, then we have
‖(L− L˚)[φ˚]‖∗∗ ≤ CK−min{1,
p−η
2
}m(lnK)−
1
2 (R|α˚− α|+ ‖q˚− q‖∞),
‖~ω · L[∇qU ]‖∗∗ ≤ CK−min{1,
p−η
2
}m(lnK)−
1
2‖~ω‖∞,
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‖E − E˚‖∗∗ ≤ CK−min{1,
p−η
2
}m(lnK)−
1
2 (R|α˚− α|+ ‖q˚− q‖∞),
‖N(φ)− N˚(φ˚)‖∗∗ ≤ C(‖φ‖p−1∗∗ + ‖φ˚‖p−1∗∗ )‖φ− φ˚‖∗∗ + C‖φ‖min{p−1,1}∗∗ (R|α˚− α|+ ‖q˚− q‖∞)
≤ CK−min{1, p−η2 }m(p−1)(lnK)− p−12 ‖φ− φ˚‖∗∗
+ C
(
K−min{1,
p−η
2
}m(lnK)−
1
2
)min{p−1,1}
(R|α˚− α|+ ‖q˚− q‖∞),
‖˚̂β · (∇qU − ∇˚qU)‖∗∗ ≤ C‖˚̂β‖∞(R|α˚− α|+ ‖q˚− q‖∞)
≤ CK−min{1, p−η2 }m(lnK)− 12 (R|α˚− α|+ ‖q˚− q‖∞).
Hence by Lemma 4.3,
‖φ˚ω − φ‖∗∗ + ‖˚̂β − β̂‖∞ ≤ C
(
K−min{1,
p−η
2
}m(lnK)−
1
2
)min{p−1,1}
(R‖α˚− α‖∞ + ‖q˚ − q‖∞)
+ CK−min{1,
p−η
2
}m(lnK)−
1
2‖~ω‖∞
+ CK−min{1,
p−η
2
}m(p−1)(lnK)−
p−1
2 ‖φ˚− φ‖∗∗.
On the other hand, by the definition of φ˚ω, we have
‖~ω‖∞ ≤ C‖φ˚‖∗∗(R‖α˚− α‖∞ + ‖q˚ − q‖∞)
≤ CK−min{1, p−η2 }m(lnK)− 12 (R‖α˚− α‖∞ + ‖q˚ − q‖∞).
Hence
‖φ˚− φ‖∗∗ + ‖˚̂β − β̂‖∞ ≤ C
(
K−min{1,
p−η
2
}m(lnK)−
1
2
)min{p−1,1}
(R‖α˚− α‖∞ + ‖q˚ − q‖∞).
Therefore, we conclude that
R−1‖∂φ
∂α
‖∗∗ + ‖∂φ
∂q
‖∗∗ ≤ C
(
K−min{1,
p−η
2
}m(lnK)−
1
2
)min{p−1,1}
.

5. A further reduction process
The main purpose of this section is to achieve Step 2.A. As explained in Section 2, we define
~β = β̂ − γ(Rq0 + q⊥), for every γ ∈ R. (5.1)
Then equation (4.4) becomes
L[φ] + E +N(φ) = ~β · ∂U
∂q
+ γ
∂U
∂α
. (5.2)
Note that φ does not depend on γ, but ~β depends on the parameters α, q and γ and we write
~β = ~β(α,q, γ).
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In this section we are going to solve ~β(α,q, γ) = 0 for each α ∈ R by adjusting γ and q. We
multiply (5.2) by ∂U
∂q
and integrate over RN to conclude that∫
RN
(E + L[φ] +N(φ))
∂U
∂q
dx =M~β + γ
∫
RN
∂U
∂α
∂U
∂q
dx.
By Lemma 4.2, solving ~β(α,q, γ) = 0 amounts to solve∫
RN
(E + L[φ] +N(φ))
∂U
∂q
dx = γ
∫
RN
∂U
∂α
∂U
∂q
dx. (5.3)
For this purpose, in the next subsection, we will computer the projection of the error and the
projections of the terms involving φ.
5.1. Projections. We first compute
∫
RN
E ∂U
∂q
dx. Recall that
∂U
∂q
= −(ZQ1 · ~n1, . . . ,ZQK · ~nK ,ZQ1 · ~t1, . . . ,ZQK · ~tK)T .
Lemma 5.1. Under the assumption of Proposition 4.1, for sufficiently large K, the following
expansion holds:∫
RN
EZQk dx = a0m|Qk|−m−1
Qk
|Qk| +
∑
j 6=k
Ψ(|Qj −Qk|)(Qj −Qk)|Qj −Qk|
+R−m−σΠk,1(α, q) +R
−m−3Πk,2(α, q) +R
−2mΠk,3(α, q)
+R−min{2−η,
p+1−η
2
}mΠk,4(α, q)
where η is a small positive constant chosen later, a0 =
a
2
∫
RN
w2(x) dx, and Πk,l(α, q)’s are
smooth vector valued functions, which are uniformly bounded as K →∞.
Proof. By the definition,∫
RN
EZQk dx =
K∑
j=1
∫
RN
(V (x)− 1)wQj∇wQk dx︸ ︷︷ ︸
I1
−
∫
RN
{( K∑
j=1
wQj
)p
−
K∑
j=1
wpQj
}
∇wQk dx︸ ︷︷ ︸
I2
.
Claim 1: There are smooth vector valued functions Πk,1, Πk,2 and Πk,3 of α and q such that
I1 = a0m|Qk|−m−1 Qk|Qk| +R
−m−σΠk,1(α,q) +R
−m−3Πk,2(α,q) +R
−2mΠk,3(α,q).
Claim 2: There exists a smooth vector valued function Πk,4 of α and q such that
I2 = −
∑
j 6=k
Ψ(|Qj −Qk|)(Qj −Qk)|Qj −Qk| − R
−min{2−η, p+1−η
2
}mΠk,4(α,q),
where η is a small positive constant chosen later.
Combining Claim 1 and Claim 2, we get the desired result. The remainder of this proof will
be devoted to the proofs of Claim 1 and Claim 2.
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Proof of Claim 1: We divide I1 into two parts:
I1 =
∫
RN
(V (x)− 1)wQk∇wQk dx︸ ︷︷ ︸
I11
+
∑
j 6=k
∫
RN
(V (x)− 1)wQj∇wQk dx︸ ︷︷ ︸
I12
.
Write I11 = I111 + I112, where
I111 =
∫
|x|≤R
3
(V (x)− 1)wQk∇wQk dx, and I112 =
∫
|x|>R
3
(V (x)− 1)wQk∇wQk dx.
On one hand, since V ∈ L∞(RN) and (2.10), by the triangle inequality and the property of w,
we get |I111| ≤ Ce−R/2 ≤ CR−m−3. On the other hand, by (1.11) and Taylor’s theorem,
I112 =
∫
|x|>R
3
a
|x|mwQk∇wQk dx+O(R
−m−σ)
=
∫
|y+Qk|>
R
3
a
|y +Qk|mw(y)∇w(y) dy+O(R
−m−σ)
= m|Qk|−m−1 Qk|Qk|
a
2
∫
RN
w2(x) dx+O(R−m−σ) +O(R−m−3),
where in the last equality we use the following identities:∫
RN
w(y)∇w(y) dy = 0,
∫
RN
yjykw(y)∇w(y) dy = 0, ∀ j, k = 1, . . . , N,
and ∫
RN
(yT~e)w(y)∇w(y) dy = −1
2
∫
RN
w2 dy ~e, ∀~e ∈ RN .
Therefore, we get
I11 = a0m|Qk|−m−1 Qk|Qk| ++O(R
−m−σ) +O(R−m−3).
If (1.11) holds in the C1 sense, i.e.,
∇V (x) = − ma|x|m+1
x
|x| +O
( 1
|x|m+1+σ
)
, as |x| → +∞,
by a similar argument, we get
I11 = a0m|Qk|−m−1 Qk|Qk| ++O(R
−m−1−σ) +O(R−m−3).
For the term I12, we claim that there exists a constant C (independent of K) such that
|I12| ≤ CR−me−dd−N−32 ≤ CR−2m.
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Indeed, by Lemma 3.3, Lemma 3.5 and Lemma 3.8, we have∣∣∣∑
j 6=k
∫
RN
(V (x)− 1)wQj∇wQk dx
∣∣∣
≤
∣∣∣∑
j 6=k
∫
|x|<R
3
(V (x)− 1)wQj∇wQk dx
∣∣∣+ ∣∣∣∑
j 6=k
∫
|x|≥R
3
(V (x)− 1)wQj∇wQk dx
∣∣∣
≤ CKe−R/2 + C
∑
j 6=k
R−me−|Qj−Qk||Qj −Qk|−N−32
≤ CR−me−dd−N−32 ≤ CR−2m.
Combining the above estimates, we complete the proof of Claim 1.
Proof of Claim 2: We first divide I2 into two parts:
I2 =
∫
RN
pwp−1Qk
(∑
j 6=k
wQj
)∇wQk dx︸ ︷︷ ︸
I21
+
∫
RN
{( K∑
j=1
wQj
)p − wpQk − pwp−1Qk ∑
j 6=k
wQj −
∑
j 6=k
wpQj
}
∇wQk dx︸ ︷︷ ︸
I22
.
By the definition (2.6) of the interaction function Ψ,
I21 = −
∑
j 6=k
Ψ(|Qj −Qk|)(Qj −Qk)|Qj −Qk| .
For the term I22, we divide the domain of integration into K + 1 parts: Ω
ℓ
1, . . . ,Ω
ℓ
K+1. On
ΩℓK+1, by taking ℓ large but independent of K, we have∣∣∣( K∑
j=1
wQj
)p − wpQk − pwp−1Qk ∑
j 6=k
wQj −
∑
j 6=k
wpQj
∣∣∣ ≤ CKpe−pℓρ/2 ≤ CK−m−3.
On Ωℓl , l = 1, . . . , K, by the definition, we have
|x−Ql| ≤ |x−Qj|, ∀ x ∈ Ωℓl , and ∀ 1 ≤ j ≤ K. (5.4)
Since ℓ is independent of K, for x ∈ Ωℓk, by mean value theorem and (3.11),∣∣∣{( K∑
j=1
wQj
)p − wpQk − pwp−1Qk ∑
j 6=k
wQj −
∑
j 6=k
wpQj
}
∇wQk
∣∣∣ ≤ C{wp−1Qk (∑
j 6=k
wQj
)2
+ wQk
∑
j 6=k
wpQj
}
.
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Note that for x ∈ Ωℓk, |x−Qj | ≥ ρ/2 for all j 6= k. Hence by Lemma 3.1, (5.4) and Lemma 3.5,
and by choosing 0 < η < 1 sufficiently small, we have
wp−1Qk
(∑
j 6=k
wQj
)2
+ wQk
∑
j 6=k
wpQj
≤ Cρ−min{2,p}N−12
{
e−(p−1−η)|x−Qk|
(∑
j 6=k
e−|x−Qj |
)2
+ e−(1−η)|x−Qk |
∑
j 6=k
e−p|x−Qj|
}
wηQk
≤ Ce−min{2, p+1−η2 }dd−min{2,p}N−12 wηQk .
Similarly, for all x ∈ Ωℓl (l 6= k), by mean value theorem, (3.11), Lemma 3.1, (5.4) and
Lemma 3.5, we have∣∣∣{( K∑
j=1
wQj
)p − wpQk − pwp−1Qk ∑
j 6=k
wQj −
∑
j 6=k
wpQj
}
∇wQk
∣∣∣ ≤ C{wQkwp−1Ql ∑
j 6=l
wQj + w
p
Qk
wQl
}
,
and
wQkw
p−1
Ql
∑
j 6=l
wQj + w
p
Qk
wQl
≤ Cρ−min{2,p}N−12
{
e−(2−η)|x−Qk |e−(p−1)|x−Ql| + e−(p−η)|x−Qk|e−|x−Ql|
+ e−(1−η)|x−Qk |e−(p−1)|x−Ql|
∑
j 6=k,l
e−|x−Qj|
}
e−η|x−Qk|
≤ Cd−min{2,p}N−12 e−min{2−η, p+1−η2 ,p−η}de−η|x−Qk|.
Since p > 1, we can choose η > 0 such that p − η > p+1−η
2
. Hence, there is a constant
(independent of K) such that for all x ∈ RN ,∣∣∣{( K∑
j=1
wQj
)p − wpQk − pwp−1Qk ∑
j 6=k
wQj −
∑
j 6=k
wpQj
}
∇wQk
∣∣∣
≤ Cd−min{2,p}N−12 e−min{2−η, p+1−η2 }de−η|x−Qk|.
Therefore,
|I22| ≤ Cd−min{2,p}N−12 e−min{2−η,
p+1−η
2
}d ≤ CR−min{2−η, p+1−η2 }m.
Combining the above estimates, we complete the proof of Claim 2. 
Now we can analyze
∫
RN
E ∂U
∂q
dx. Before we do this, we define
d̂ = −Ψ
′(d)
Ψ(d)
d = d+O(1),
and for j = 1, . . . , K, we denote
f¯j = f˙j + f˙j−1 = (fj+1 − fj−1)K
2π
, g¯j = g˙j + g˙j−1 = (gj+1 − gj−1)K
2π
.
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Lemma 5.2. Under the assumption of Proposition 4.1, for sufficiently large K, the following
expansion holds:
−
∫
RN
E
∂U
∂q
dx = a0R
−m−2Tq+R−m−σΠ1(α, q) +R
−m−3Π2(α, q) +R
−2mΠ3(α, q)
+R−min{2−η,
p+1−η
2
}mΠ4(α, q) +R
−m−3(lnK)2Π5(α, q, q˙, q¨),
whereΠ1(α, q), . . . , Π4(α, q), Π5(α, q, q˙, q¨) are uniformly bounded smooth vector valued functions
with Π5(α, 0, 0, 0) = 0, and T is an 2K × 2K matrix defined by
T =
c1A1 + c4 I c2A2
−c2A2 c3A1
 , (5.5)
Here I is the K ×K identity matrix, both A1 and A2 are K ×K circulant matrices given by
A1 =

−2 1 0 · · · 0 1
1 −2 1 0 · · · 0
0 1 −2 1 0 · · ·
...
. . .
. . .
. . .
. . .
...
0 · · · 0 1 −2 1
1 0 · · · 0 1 −2
 , A2 =

0 1 0 · · · 0 −1
−1 0 1 0 · · · 0
0 −1 0 1 0 · · ·
...
. . .
. . .
. . .
. . .
...
0 · · · 0 −1 0 1
1 0 · · · 0 −1 0
 ,
and c1, c2, c3, c4 are constants given by
c1 =
K2
4π2
, c2 = (d̂− 1)K
4π
, c3 = −d̂ K
2
4π2
, c4 = d̂−m− 1. (5.6)
Proof. First a simple computation shows that
|Qk|−m−1 Qk|Qk| = |Q
0
k + qk|−m−1
(Q0k + qk)
|Q0k + qk|
= R−m−1~nk +R
−m−2
{
gk~tk − (m+ 1)fk~nk
}
+O(R−m−3).
To estimate I2, by direct computation, we have
Qj+1 −Qj
|Qj+1 −Qj |
=
{
− sin π
K
+ (f˙j − gj)R−1 − g˙jR−1 π
K
− (f˙j − gj)(fj + g˙j)R−2
}
~nj
+
{
cos
π
K
+ (f˙j − gj)R−1 π
K
− 1
2
(f˙j − gj)2R−2
}
~tj +O(K
−3(lnK)−1),
Qj−1 −Qj
|Qj−1 −Qj |
=
{
− sin π
K
+ (−f˙j−1 + gj)R−1 − g˙j−1R−1 π
K
− (−f˙j−1 + gj)(fj + g˙j−1)R−2
}
~nj
−
{
cos
π
K
+ (−f˙j−1 + gj)R−1 π
K
− 1
2
(−f˙j−1 + gj)2R−2
}
~tj +O(K
−3(lnK)−1),
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and
Ψ(|Qj+1 −Qj |)
= Ψ(d+ (2fj + g¯j)
π
K
) + Ψ′(d)
{
2g¨j
π2
K2
+ 2f˙j
π2
K2
+ (f˙j − gj)2R−1 π
K
}
+Ψ(d)O(K−3),
Ψ(|Qj−1 −Qj |)
= Ψ(d+ (2fj + g¯j)
π
K
) + Ψ′(d)
{
− 2g¨j π
2
K2
− 2f˙j−1 π
2
K2
+ (−f˙j−1 + gj)2R−1 π
K
}
+Ψ(d)O(K−3).
Therefore, ∑
j∈{k−1, k+1}
Ψ(|Qj −Qk|)(Qj −Qk)|Qj −Qk|
= −2 sin π
K
Ψ(d)~nj + 2Ψ
′(d)
π2
K2
{
− (2fj + g¯j)~nj + (f¯j + 2g¨j)~tj
}
+Ψ(d)R−1
π
K
{
(2f¨j − g¯j)~nj + (f¯j − 2gj)~tj
}
+Ψ(d)O(K−3).
Combining the above estimates and Lemma 5.1, we get∫
RN
EZQk dx = a0R−m−2
{
− (m+ 1)fk + (f¨k − 1
2
g¯k) + d̂(fk +
1
2
g¯k)
}
~nk
+ a0R
−m−2
{
gk + (
1
2
f¯k − gk)− d̂(1
2
f¯k + g¨k)
}
~tk
+R−m−σΠk,1(α,q) +R
−m−3Πk,2(α,q) +R
−2mΠk,3(α,q)
+R−min{2−η,
p+1−η
2
}mΠk,4(α,q) +R
−m−3(lnK)2Πk,5(α,q, q˙, q¨)
where Πk,l(α,q)’s and Πk,5(α,q, q˙, q¨) are smooth vector valued functions, which are uniformly
bounded as K →∞. Moreover, Πk,5(α, 0, 0, 0) = 0. The desired result follows. 
Next we compute
∫
RN
(L[φ] +N(φ))∂U
∂q
dx.
Lemma 5.3. Under the assumption of Proposition 4.1, for sufficiently large K, the following
expansions hold true:∫
RN
L[φ]
∂U
∂q
dx = K−min{2,
p
2
+1− η
2
,p− η
2
}m(lnK)2Π6(α, q),
and ∫
RN
N(φ)
∂U
∂q
dx = K−min{2, p−η}m(lnK)−1Π7(α, q),
where Π6(α, q), Π7(α, q) are uniformly bounded smooth vector valued functions.
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Proof. By integration by parts, (4.13) and Proposition 4.1, we have∣∣∣ ∫
RN
L[φ]ZQk dx
∣∣∣ = ∣∣∣ ∫
RN
φL[ZQk ] dx
∣∣∣ ≤ Cde−min{1, p2}d‖φ‖L∞(RN )
≤ CK−min{2, p2+1− η2 ,p− η2 }m(lnK)2.
For the second estimate, since ‖φ‖∗∗ ≤ CK−min{1, p−η2 }m(lnK)− 12 , we have
|N(φ)| ≤
{
CUp−2|φ|2, for |φ| ≤ U/2,
C|φ|p, for |φ| ≥ U/2.
We claim that ∣∣∣ ∫
RN
N(φ)ZQk dx
∣∣∣ ≤ C‖φ‖2∗∗ ≤ CK−min{2, p−η}m(lnK)−1.
Indeed, when p ≥ 2, this follows from |N(φ)| ≤ C|φ|2. Now we consider the case p < 2. In this
case, it is not hard to get |N(φ)| ≤ CUp−2|φ|2. Since U ≥ wQk , we have
|N(φ)ZQk | ≤ CUp−2wQk|φ|2 ≤ Cwp−1Qk |φ|2, if p < 2,
from which we get the desired result. 
5.2. The invertibility of T . In this subsection, we study the linear problem Tq = b and get
the following result, whose proof is delayed to Appendix A.
Lemma 5.4. There is an K0 ∈ N such that for all K ≥ K0 and every b ∈ R2K , there exists a
unique vector ~q ∈ R2K and a unique constant γ ∈ R such that
T~q = b+ γ q1, ~q ⊥ q0. (5.7)
Moreover, there is a positive constant C which is independent of K such that
‖~q‖∗ ≤ C(lnK)2‖b‖∞. (5.8)
Denote the inverse of T in the sense of Lemma 5.4 by T−1. Since q1 depends on the parameter
q, the matrix T−1 depends on q and thus we write T−1 = T−1
q
.
5.3. Reduction to one dimension. Now we can state the main result in this section.
Proposition 5.5. Under the assumption of Theorem 1.1, there is an integer K0 > 0 such that:
for all integer K ≥ K0 and for each α ∈ R, there exists a unique (q, γ) = (q(α), γ(α)) such that
~β(α, q, γ) = 0. As a result, φ(x;α, q(α)) and γ(α) satisfy the equation:{
L[φ] + E +N(φ) = γ ∂U
∂α
,∫
RN
φZQj dx = 0, ∀ j = 1, . . . , K.
(5.9)
Moreover, the function φ(x;α, q(α)) is of class C1 in α, and we have
‖φ‖∗∗ ≤ C0K−min{1,
p−η
2
}m(lnK)−
1
2 , ‖q‖∗ +R−1‖∂αq‖∗ ≤ CK−µ(lnK)2, (5.10)
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where C is a positive constant (independent of K), and
0 < µ < min
{
σ − 2, min{1− η, p− 1− η
2
}
m− 2
}
. (5.11)
To prove Proposition 5.5, it suffices to solve ~β(α,q, γ) = 0 for each α. By the results in the
preceding subsections, we can rewrite this equation in a more explicit form.
Lemma 5.6. For every α ∈ R, the equation ~β(α, q, γ) = 0 is equivalent to
−a0mR−m−2Tq+ Φ(α, q) = γ q1, (5.12)
where T is the 2K × 2K matrix defined in (5.5), Φ denotes the remaining term, and
q1 =
∫
RN
∂U
∂α
∂U
∂q
dx =M(Rq0 + q
⊥).
By Lemma 5.2, Lemma 5.6 and Lemma 5.6, we have the following estimate of Φ(α,q).
Lemma 5.7. Under the assumption of Proposition 4.1, for K sufficiently large, the following
expansion holds:
Φ(q) = R−m−σΠ1(α, q) +R
−m−3Π2(α, q) +R
−2mΠ3(α, q)
+R−min{2−η,
p+1−η
2
}mΠ4(α, q) +R
−m−3(lnK)2Π5(α, q, q˙, q¨)
+K−min{2,
p
2
+1− η
2
,p− η
2
}m(lnK)2Π6(α, q) +K
−min{2, p−η}m(lnK)−1Π7(α, q),
where Πj(α, q)’s and Π5(α, q, q˙, q¨) are smooth vector valued functions, which are uniformly
bounded as K →∞. Moreover, Π5(α, 0, 0, 0) = 0.
Now we are going to solve (5.12) and then complete the proof of Proposition 5.5.
Proof of Proposition 5.5. By Lemma 5.4, equation (5.12) is equivalent to
q = (a0m)
−1T−1
q
[
Rm+2Φ(α,q)
]
= F(q).
By Lemma 5.7, since min{2− η, p+1−η
2
} ≤ min{2, p− η} ≤ min{2, p
2
+1− η
2
, p− η
2
} for 0 < η <
p− 1, we get
(a0m)
−1Rm+2Φ(α,q) = K−µΠ˜(α,q) + (K−1 lnK)Ξ˜(α,q, q˙, q¨),
where both Π˜ and Ξ˜ are smooth vector valued functions, which are uniformly bounded as K
tends to infinity. Moreover, Ξ˜(α, 0, 0, 0) = 0.
Hence by Lemma 5.4, for ‖q‖∗ ≤ 1/2, we have
‖F(q)‖∗ ≤ C
(
K−µ(lnK)2 +K−1(lnK)3
) ≤ CK−µ(lnK)2,
and
‖F(q)− F (˚q)‖∗ ≤ C
(
K−µ(lnK)2 +K−1(lnK)3
) ‖q− q˚‖∗ ≤ 1
2
‖q− q˚‖∗,
since ‖(T−1
q
−T−1
q˚
)b‖∗ ≤ CKR−m(lnK)2‖b‖∞‖q− q˚‖∗. Therefore, F is a contraction mapping.
By the Banach fixed point theorem, the result follows.
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To show the differentiability of q(α). Consider the map T (α,q) = q−F(α,q) : R× R2K 7→
R2K of class C1. Since ∂F
∂q
= O(K−µ−1(lnK)2), ∂T
∂q
∣∣
α,q(α)
= I − ∂F
∂q
(α,q(α)) is invertible, we get
the differentiability of q(α).
Next we study the dependence of q on α. Assume that we have two solutions corresponding
to two sets of parameters. One of them denoted by
q = (a0m)
−1T−1
q
[
Rm+2Φ(α,q)
]
,
corresponds to α; the other denoted by
q˚ = (a0m)
−1T−1
q˚
[
Rm+2Φ(α˚, q˚)
]
,
corresponds to α˚. Assume that R|α˚ − α| ≤ 1/2, by a direct computation and Lemma 5.4, we
have
‖q− q˚‖∗ ≤ CK−µ(lnK)2(R|α˚− α|),
from which we get the desired result. 
6. Proof of Theorem 1.1: variational reduction
In this section, our purpose is to achieve Step 2.B in the setting up of the problem and then
complete the proof of Theorem 2.1.
To solve γ(α) = 0 in Step 2.B, we will apply the variational reduction. To do this, we first
introduce some notation. Let α ∈ R and φ = φ(x;α,q(α)) be the function given in Proposition
5.5, we define the reduced energy function by
F (α) = E(U + φ) : R→ R, (6.1)
where we write U = U(x;α,q(α)).
By (2.8), both U and φ are 2π periodic in α. Hence by Proposition 5.5, the reduced energy
function F (α) has the following property.
Lemma 6.1. The function F (α) is of class C1 and satisfies F (α+2π) = F (α) for every α ∈ R.
With this notation, the next lemma shows that if F (α) has a critical point then γ(α) = 0
has a solution. In other words, after the Lyapunov-Schmidt reduction, the following lemma
concerns the relation between the critical points of F (α) and those of the energy functional
E(u).
Lemma 6.2. Under the assumption of Proposition 5.5, there exists K0 ∈ N+ such that: for all
integer K ≥ K0, if α0 be a critical point of F (α), then γ(α0) = 0 and the corresponding function
u(x) = U(x;α0, q(α0)) + φ(x;α0, q(α0))
is a solution of (1.3).
Proof. By Proposition 5.5, for K sufficiently large and for every α ∈ R, φ = φ(x;α,q(α))
satisfies the equation
S(U + φ) = γ(α)
∂U
∂α
. (6.2)
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By the definition (6.1), we obtain
F ′(α) =
∫
RN
S(U + φ)(∂αU + ∂αφ) dx,
where ∂αU =
∂U
∂α
+ ∂U
∂q
· ∂αq and ∂αφ = ∂φ∂α + ∂φ∂q · ∂αq. Thus by using (6.2),
F ′(α) = γ(α)
∫
RN
∂U
∂α
(∂αU + ∂αφ) dx.
If α0 be a critical point of F (α), then F
′(α0) = 0. Hence to prove γ(α0) = 0, it is sufficient to
show that ∫
RN
∂U
∂α
(∂αU + ∂αφ) dx 6= 0. (6.3)
In fact, by Proposition 5.5 and Proposition 5.5, we have
∂αU + ∂αφ =
∂U
∂α
+
∂U
∂q
· ∂αq+ ∂φ
∂α
+
∂φ
∂q
· ∂αq. (6.4)
Recall that
∂U
∂α
= (Rq0 + q
⊥) · ∂U
∂q
,
hence by Proposition 4.1 and Proposition 5.5, we have
K−1R−2
∫
RN
∂U
∂α
(∂αU + ∂αφ) dx = (1 + o(1))
∫
RN
(∂x1w)
2 dx,
which implies (6.3) and completes the proof.

Proof of Theorems 2.1. By Lemma 6.1, F (α) is 2π periodic and of class C1. Hence it has at
least two critical points (maximum and minimum points) in [0, 2π). Therefore, Theorem 2.1
follows from Lemma 6.2. 
7. Generalizations and discussion
In this section we first give some slight extensions of the results proved in the previous sections.
Finally we would like to discuss some related questions we do not answer in this paper.
7.1. More general nonlinearities. Unlike the minimization method, we do not use the homo-
geneous property of the nonlinearity of equation (1.3). Therefore, our argument can be applied
to construct infinitely many positive solutions for a more general problem:{ −∆u + V (x)u− f(u) = 0 in RN ,
u > 0 in RN , u ∈ H1(RN),
where f : R→ R is at least C1,ν(R) for some ν ∈ (0, 1), and satisfies the following conditions:
(f1) f(u) = 0 for u ≤ 0, f(0) = f ′(0) = 0;
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(f2) The equation { −∆u + V∞u− f(u) = 0 in RN ,
u > 0 in RN , u ∈ H1(RN),
has a nondegenerate solution w, in the sense that
Ker (−∆+ 1− f ′(w)) ∩ L∞(RN ) = Span {∂x1w, · · · , ∂xNw} .
Remark 7. It is not hard to see that our argument can be used to deal with the homogeneous
Dirichlet boundary condition problem of (1.3) in RN \Ω, where Ω is a bounded domain in RN .
7.2. Sign-changing solutions. Suppose that (1.11) holds for some constants
V∞ > 0, a < 0, and min
{
1,
p− 1
2
}
m > 2, σ > 2.
If N ≥ 3, we further assume (1.15), using almost the same argument, our method can be applied
to construct infinitely many sign-changing solutions of the problem
−∆u+ V (x)u− |u|p−1u = 0 in RN , u ∈ H1(RN). (7.1)
A similar result can be found in [13] when V (x) tends to V∞ from below with a suitable rate.
We emphasize that our method can be applied to a more general non-even nonlinearity.
7.3. Remarks on condition (1.14). In this subsection we consider the possible ways to im-
prove the condition (1.14). Recall that the key step in our method is to solve the following
equation:
−a0mR−m−2Tq+ Φ(α,q) = γ q1,
the property of T has been described in Lemma 5.4. We pose the condition (1.14) such that
Φ(α,q) is a smaller term comparing to R−m−2Tq. Hence, to refine the condition (1.14), the
estimate of Φ(α,q) is the key point. A better estimate on Φ(α,q) gives a weaker condition on
m and σ. For example, for N = 2, if we assume that the following asymptotic behaviour of V
holds in the C1 sense:
V (x) = V∞ +
a
|x|m +
a1(θ)
|x|m+1 +O
( 1
|x|m+1+σ1
)
, as |x| → ∞,
where a1(θ) is an 2π periodic smooth function. Here (r, θ) is the polar coordinate. Then “σ > 2”
in the condition (1.14) can be improved to be “σ1 > 0”.
To get a better estimate of Φ(α,q), an improvement of approximation is needed. Recall that
E =
K∑
j=1
(V (x)− 1)wQj︸ ︷︷ ︸
E1
−
{( K∑
j=1
wQj
)p
−
K∑
j=1
wpQj
}
︸ ︷︷ ︸
E2
.
The leading term of E1 is given by
∑K
j=1 (V (Qj)− 1)wQj , which is O(R−m) by (1.11). Moreover,
it is known that ϕ0 = − 1p−1w − 12x · ∇w is the explicit solution of
L0[ϕ0] = −∆ϕ0 + ϕ0 − pwp−1ϕ0 = w in RN , and
∫
RN
ϕ0∇w dx = 0.
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Thanks to the polynomial decay of V , we can improve the approximation and write E1 into two
parts: one is O(R−m) having explicit form; and the other one is O(R−m−1), which is enough for
a better estimate of the part in Φ(α,q) from E1.
However, for the term E2, the situation is more difficult. Recall that in the proof of Claim 2
of Lemma 4.4, we show that E2 ∼ d−N−12 e−min{1, p2}d. Since w(r) ∼ r−N−12 e−r, subtracting the
terms of order d−
N−1
2 e−min{1,
p
2
}d, the next term is O(d−
N−1
2
−1e−min{1,
p
2
}d). It is not enough for a
better estimate of the part in Φ(α,q) from E2.
Except for getting a better estimate of Φ(α,q), another feasible way to improve the condi-
tion (1.14) is to apply min-max theorems to study the reduced energy functional E(U) and its
small perturbations. A useful property is that the matrix T has only one zero eigenvalue, K−1
negative eigenvalues, and K positive eigenvalues.
7.4. The anisotropic case. Observe that the leading term in (1.11) is radial. Thus it is
interesting to consider the fully anisotropic case of the problem (1.3) for N = 2.
Question 1. Do there still exist infinitely many positive solution of problem (1.3) if there are
constants V∞ > 0, m > 1, σ > 0 and a positive 2π periodic smooth function a(θ) such that
V (x) = V∞ +
a(θ)
|x|m +O
( 1
|x|m+σ
)
, as |x| → ∞. (V 3)
Here (r, θ) is the polar coordinate.
Inspired by the results in [14, 4], the answer is very likely yes. But in this situation, the
idea of uniformly distribution of points on curves does not work. Indeed, let Γ = (r(θ), θ) be a
closed curve in the polar coordinate system. Denote its length by L and its natural parameter
by s(θ). If one puts K points on the stretched curve RΓ for some positive constant R. After
some computations, we get the balancing condition on Γ and R:{ (1
2
∫
RN
w2 dy
)
R−m−1 = CΨ
(
RL
K
)
L
K
,
C
{
ma(θ(s))γ(s)− a′(θ(s))γ⊥(s)
}
|γ(s)|−m−2 + γ′′(s) = 0, (7.2)
where C > 0 is a constant, L is the length of γ and θ(s) is the inverse of s(θ). However, it can
be proved that system (7.2) has a solution if and only if a(θ) ≡ constant. Therefore, it is to
be expected that the spikes cannot be uniformly distributed on a closed curve if a(θ) is not a
constant function.
A feasible way to answer Question 1 is to develop a theory like [5]. But a more accurate reduc-
tion procedure would be required since the mutual angles between the adjacent rays connecting
spikes and the origin goes to zero as K tends to infinity.
7.5. Optimal condition on the decay. It seems that our argument here can only deal with
the case of polynomial decay. Inspired by [14, 4], it is reasonable to believe that there are
infinitely many positive solutions when the potential V satisfies the following decay assumption:
∃ η¯ ∈ (0,
√
V∞) : lim
|x|→∞
(V (x)− V∞) eη¯|x| = +∞. (V 4)
Hence it is natural to ask the following question:
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Question 2. Does SV 6= ∅ for any potential V satisfying (1.7)? Is the condition (V 4) sufficient
and necessary for #(SV ) = ∞, i.e., on the existence of infinitely many positive solution of
problem (1.3)?
7.6. Higher dimensions. For the higher dimension case, i.e., N ≥ 3, as we have seen, our
arguments still work under the weak symmetry condition (1.15). It is natural to ask the following
question:
Question 3. Does the week symmetry condition (1.15) can be dropped when N ≥ 3? Do the
points can be distributed in a higher dimensional set, such as spheres in R3?
7.7. Higher dimensional concentration phenomena. Next we turn to the higher dimen-
sional concentration phenomena. Inspired by the results in [3, 21, 33, 41] and [34, 8], it is
interesting to ask the following question:
Question 4. Does there exist solution of problem (1.3) concentrating on higher dimensional
sets, e.g., curves? That is, does the Ambrosetti-Malchiodi-Ni conjecture in [3] still hold without
the small parameter ε, even in the radial symmetry case? If the answer is yes, are the solutions
constructed in Theorem 2.1 bifurcations sets?
Under the condition (1.7), Question 4 is not easy even in the radial symmetry case. For
example, assuming that N = 2 and V (x) is radially symmetric, if one try to construct a positive
solution concentrating on a circle with radius R, a simple computation gives V ′(R) ∼ 1/R,
which is incompatible with lim|x|→∞ V (x) = V∞.
8. Appendix A: Circulant matrices and proof of Lemma 5.4
In this section we will prove Lemma 5.4. To this end, we need some notation. Denote the
K-dimensional complex vector space and the ring of K ×K complex matrices by CK and MK ,
respectively. Let b = (b1, b2, . . . , bK) ∈ CK , we define a shift operator S : CK → CK by
S(b1, b2, . . . , bK) = (bK , b1, . . . , bK−1).
Definition 8.1 (cf. [28]). The circulant matrix B = circ{b} associated to the vector b =
(b1, b2, . . . , bK) ∈ CK is the K ×K matrix whose nth row is Sn−1b:
B =

b1 b2 · · · bK−1 bK
bK b1 · · · bK−2 bK−1
...
...
. . .
...
...
b3 b4 · · · b1 b2
b2 b3 · · · bK b1
 .
We denote by Circ(K) ⊂MK the set of all K ×K complex circulant matrices.
With this notation, both A1 and A2 in (5.5) are K ×K circulant matrices. In fact,
A1 = circ
{
(−2, 1, 0, . . . , 0, 1)} and A2 = circ{(0, 1, 0, . . . , 0,−1)}.
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Let ǫ = ei
2π
K be a primitive K-th root of unity, we define
Xl =
1√
K
(1, ǫl−1, ǫ2(l−1), . . . , ǫ(K−1)(l−1))T ∈ CK , for l = 1, . . . , K,
and
PK =
1√
K

1 1 · · · 1 1
1 ǫ · · · ǫK−2 ǫK−1
...
...
. . .
...
...
1 ǫK−2 · · · ǫ(K−2)2 ǫ(K−2)(K−1)
1 ǫK−1 · · · ǫ(K−1)(K−2) ǫ(K−1)2
 ∈MK .
For the circulant matrix B = circ{b}, let
λl = b1 + b2ǫ
l−1 + · · ·+ bKǫ(K−1)(l−1), for l = 1, . . . , K. (8.1)
A simple calculation shows that BXl = λlXl. Hence λl is an eigenvalue of B with normalized
eigenvector Xl. Since {X1, . . . , XK} is a linearly independent set of vectors in CK , all of the
eigenvalues of B are given by λl, l = 1, . . . , K.
Lemma 8.2 (cf. [28]). All circulant matrices have the same ordered set of orthonormal eigen-
vectors {Xl}. Moreover, PK is the diagonalizable matrix.
Using these notation, we study the invertibility of T .
Lemma 8.3. There is an K0 ∈ N such that for all K ≥ K0 and every b ∈ R2K , there exists a
unique vector q ∈ R2K and a unique constant γ ∈ R such that
Tq = b+ γ q0, q ⊥ q0. (8.2)
Moreover, there is a positive constant C which is independent of K such that
‖q‖2 ≤ C‖b‖2, ‖q˙‖2 ≤ C(lnK)1/2‖b‖2, and ‖q¨‖2 ≤ C(lnK)3/2‖b‖2. (8.3)
Furthermore, the number of zero (negative, positive) eigenvalues of T is 1 (K − 1, K), respec-
tively.
Proof. Note that (8.13) is the Euclidean norm, hence it suffices to perform the analysis of the
eigenvalues. To this end, first by (8.1), the eigenvalues of A1 are
λ1,l = −2 + ǫl−1 + ǫ(K−1)(l−1) = −4 sin2 (l − 1)π
K
, l = 1, . . . , K, (8.4)
and the eigenvalues of A2 are
λ2,l = ǫ
l−1 − ǫ(K−1)(l−1) = 2i sin 2(l − 1)π
K
, l = 1, . . . , K. (8.5)
Write diag(c1, . . . , cK) for a diagonal matrix whose diagonal entries starting in the upper left
corner are c1, . . . , cK . Denote the diagonal matrix of A1 and A2 by
D1 = diag(λ1,1, λ1,2, . . . , λ1,K) and D2 = diag(λ2,1, λ2,2, . . . , λ2,K), respectively.
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Since PK is the diagonalizable matrix for circulant matrices, we have
P−1TP =
(
P−1K 0
0 P−1K
)
T
(
PK 0
0 PK
)
=
(
c1D1 + c4I c2D2
−c2D2 c3D1
)
. (8.6)
Since the matrix T is real and symmetric, all its eigenvalues are real and satisfy the equations
Λ2 − [(c1 + c3)λ1,l + c4]Λ + (c1λ1,l + c4)(c3λ1,l) + c22λ22,l = 0, (8.7)
for l = 1, . . . , K. Let
αl = (c1 + c3)λ1,l + c4, and βl =
(
c1λ1,l + c4
)
(c3λ1,l) + c
2
2λ
2
2,l, ∀ l = 1, . . . , K.
Then by (5.6), (8.4) and (8.5), we have
αl = (d̂− 1)K
2
π2
sin2
(l − 1)π
K
+ (d̂−m− 1) > 0,
and
βl = −
{(
d̂
K2
π2
− (d̂− 1)2
)
sin2
(l − 1)π
K
+ (m− 1)d̂+ 1
}K2
π2
sin2
(l − 1)π
K
≤ 0.
Denote the solutions of (8.7) by Λ1,l and Λ2,l with Λ1,l ≤ Λ2,l for l = 1, . . . , K. Then
Λ1,l =
αl
2
(
−
√
1− 4βl
α2l
+ 1
)
≤ 0, Λ2,l = αl
2
(√
1− 4βl
α2l
+ 1
)
> 0, ∀ l = 1, . . . , K.
In particular, for l = 1, we have
Λ1,1 = 0, Λ2,1 = d̂−m− 1. (8.8)
For l = 2, . . . , K, by Lemma 3.3, we have
−4βl
α2l
≤
(
d̂K
2
π2
sin2 (l−1)π
K
+md̂
)
4K2
π2
sin2 (l−1)π
K(
d̂
2
K2
π2
sin2 (l−1)π
K
+ d̂
2
)2 ≤ C
d̂
,
and
−4βl
α2l
≥
(
d̂
2
K2
π2
sin2 (l−1)π
K
)
4K2
π2
sin2 (l−1)π
K(
d̂K
2
π2
sin2 (l−1)π
K
+ d̂
)2 ≥ C
d̂
, ∀ l = 2, . . . , K,
where C is a positive constant. Therefore, for all l = 2, . . . , K,
−Λ1,l ≥ d̂
2
· C
d̂
≥ 1
2
C, and Λ2,l ≥ αl ≥ 1
2
d̂, for some constant C > 0,
from which we get ‖q‖2 ≤ C‖b‖2.
Define f̂j = fj+1 − fj and ĝj = gj+1 − gj. Then{
c1(f̂j − f̂j−1) + c2(ĝj + ĝj−1) = φj − c4fj ,
−c2(f̂j + f̂j−1) + c3(ĝj − ĝj−1) = ϕj,
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where φj = bj and ϕj = bK+j for j = 1, . . . , K. By a similar argument in the proof of
‖q‖2 ≤ C‖b‖2, we can get
‖q˙‖2 ≤ C(lnK)1/2‖b‖2.
When this is done, let f˜j = fj+1 − 2fj + fj−1 and g˜j = gj+1 − 2gj + gj−1. Then{
c1f˜j = φj − c4fj − c2(ĝj + ĝj−1),
c3g˜j = ϕj + c2(f̂j + f̂j−1).
Using a similar argument, by the definition of cj’s, we get
‖q¨‖2 ≤ C(lnK)3/2‖b‖2.

Now we are going to prove Lemma 5.4. An important observation is that the system Tq = b
can be seen as the discretization of the following continuous system:
−(m+ 1)f(θ) + (f ′′ − g′)(θ) + d̂(f + g′)(θ) = φ(θ), θ ∈ (0, 2π),
g(θ) + (f ′ − g)(θ)− d̂(f ′ + g′′)(θ) = ϕ(θ), θ ∈ (0, 2π),
f(0) = f(2π), f ′(0) = f ′(2π), g(0) = g(2π), g′(0) = g′(2π).
(8.9)
Lemma 8.4. For K sufficiently large, given φ, ϕ satisfying
∫ 2π
0
ϕ = 0, the system (8.9) has a
unique solution (f, g) satisfying
∫ 2π
0
g = 0. Moreover, there exists a constant C > 0 such that
‖f‖C2([0,2π]) + ‖g‖C2([0,2π]) ≤ C
(‖φ‖C0([0,2π]) + ‖ϕ‖C0([0,2π])) . (8.10)
Proof. Let h = d̂(f + g′), then system (8.9) becomes f
′′ −mf + d̂−1
d̂
h = φ,
f ′ − h′ = ϕ.
f, h are 2π periodic.
(8.11)
Since
∫ 2π
0
ϕ = 0, from the second equation we get
h(θ) = f(θ)−
∫ θ
0
ϕ− ch. (8.12)
Here we take ch =
1−d̂
2π
∫ 2π
0
f − 1
2π
∫ 2π
0
∫ θ
0
ϕ such that − ∫ 2π
0
f + d̂−1
∫ 2π
0
h = 0. Hence g can be
solved by
g(θ) = −
∫ θ
0
f + d̂−1
∫ θ
0
h+ cg,
where we take cg =
1
2π
∫ 2π
0
∫ θ
0
f − d̂−1 1
2π
∫ 2π
0
∫ θ
0
h such that
∫ 2π
0
g = 0.
By (8.12) the first equation in (8.11) becomes
f ′′ − (m− 1 + 1
d̂
)f = φ+
d̂− 1
d̂
[∫ θ
0
ϕ− 1
2π
∫ 2π
0
∫ θ
0
ϕ
]
− (d̂− 1)
2
2πd̂
∫ 2π
0
f.
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To solve the above equation, we first integrate it over [0, 2π] to get
∫ 2π
0
f = 1
d̂−1−m
∫ 2π
0
φ. Thus
f ′′ − (m− 1 + 1
d̂
)f =
[
φ− (d̂− 1)
2
d̂(d̂− 1−m)
1
2π
∫ 2π
0
φ
]
+
d̂− 1
d̂
[∫ θ
0
ϕ− 1
2π
∫ 2π
0
∫ θ
0
ϕ
]
.
Note that m − 1 + 1
d̂
> 0, by the boundary condition, f is uniquely given and satisfies
‖f‖C2([0,2π]) ≤ C
(‖φ‖C0([0,2π]) + ‖ϕ‖C0([0,2π])). Therefore,
g(θ) = −
∫ θ
0
f + d̂−1
∫ θ
0
h+ cg,
satisfies the same inequality, where
h(θ) = f(θ) +
(d̂− 1)
2π(d̂− 1−m)
∫ 2π
0
φ−
[∫ θ
0
ϕ− 1
2π
∫ 2π
0
∫ θ
0
ϕ
]
.

Remark 8. Let c =
√
m− 1 + 1
d̂
, by the equation of f , we can get
f(θ) =
∫ 2π
0
[ (d̂− 1)2
d̂(d̂−m− 1)
1
2πc2
−G0(θ, s)
]
φ(s) ds+
∫ 2π
0
d̂− 1
d̂
[ ∫ t
0
G0(θ, t)− s
2πc2
]
ϕ(s) ds,
where
G0(θ, s) =
{
1
2c(e2πc−1)
[
e2πcec(θ−s) + e−c(θ−s)
]
, if θ ≤ s,
1
2c(e2πc−1)
[
ec(θ−s) + e2πce−c(θ−s)
]
, if θ > s.
Actually there is a Green’s matrix
G(θ, t) =
(
G11(θ, s) G12(θ, s)
G21(θ, s) G22(θ, s)
)
such that
f(θ) =
∫ 2π
0
G11(θ, s)φ(s) ds+
∫ 2π
0
G12(θ, s)ϕ(s) ds,
and
g(θ) =
∫ 2π
0
G21(θ, s)φ(s) ds+
∫ 2π
0
G22(θ, s)ϕ(s) ds.
Lemma 8.5. Under the assumption of Lemma 8.3, there is a positive constant C which is
independent of K such that
‖q‖∗ ≤ C(lnK)2‖b‖∞. (8.13)
Proof. Claim 1: There is a positive constant C (independent of K) such that
‖q‖∞ ≤ C‖b‖∞. (8.14)
To prove it, we only need to consider the case b ⊥ q0. For j = 1, . . . , K, we define
qj = (f1,j , . . . , fK,j, g1,j, . . . , gK,j)
T ,
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where
fl,j =
2π
K
G11(θl, θj), gl,j =
2π
K
G21(θl, θj).
This corresponds to take φ = 2π
K
δ(θ − θj), ϕ = 0 for j = 1, . . . , K, where δ is the delta function
in the distribution theory. For j = K + 2, . . . , 2K, we define
qj = (f1,j , . . . , fK,j, g1,j, . . . , gK,j)
T ,
where
fl,j = −2π
K
G12(θl, θ1) +
2π
K
G12(θl, θj), gl,j = −2π
K
G22(θl, θ1) +
2π
K
G22(θl, θj).
This corresponds to take φ = 0, ϕ = −2π
K
δ(θ − θ1) + 2πK δ(θ − θj) for j = K + 2, . . . , 2K. By the
property of Green’s matrix, for j = 1, . . . , K, we have
Tqj = ~ej + ~τj ;
for j = K + 2, . . . , 2K, we have
Tqj = −~eK+1 + ~ej + ~τj ,
where ~ej = (δj,1, . . . , δj,2K)
T is standard orthonormal basis of R2K and ~τj = O(K
−2) is the local
truncation error for the Green’s matrix in the finite difference method. Since {~e1, . . . , ~eK ,−~eK+1+
~eK+2,−~eK+1+~e2K} is a basis of {b ∈ R2K |b ⊥ q0} and write b =
∑K
j=1 bj~ej+
∑2K
j=K+2 bj(−~eK+1+
~ej). Then we get q = q̂+ q˜, where q̂ =
∑K
j=1 bjqj +
∑2K
j=K+2 bjqj and T q˜ =
∑
j 6=K+1 bj~τj.
On one hand, by the property of Green’s matrix, we get ‖q̂‖∞ ≤ C‖b‖∞. On the other hand,
by Lemma 8.3, we get
‖q˜‖∞ ≤ ‖q˜‖2 ≤ C‖
∑
j 6=K+1
bj~τj‖2 ≤ CK1/2‖
∑
j 6=K+1
bj~τj‖∞ ≤ CK−3/2‖b‖∞.
Combining these two estimates, we get ‖q‖∞ ≤ C‖b‖∞.
Claim 2: There is a positive constant C (independent of K) such that
‖q‖∗ = ‖q‖∞ + ‖q˙‖∞ + ‖q¨‖∞ ≤ C(lnK)2‖b‖∞. (8.15)
Proof of Claim 2:
Define f̂j = fj+1 − fj and ĝj = gj+1 − gj. Then{
c1(f̂j − f̂j−1) + c2(ĝj + ĝj−1) = φj − c4fj ,
−c2(f̂j + f̂j−1) + c3(ĝj − ĝj−1) = ϕj.
By using a similar argument, we can get
‖q˙‖∞ ≤ C‖b‖∞ + (lnK)‖q‖∞ ≤ C(lnK)‖b‖∞. (8.16)
Let f˜j = fj+1 − 2fj + fj−1 and g˜j = gj+1 − 2gj + gj−1. Then{
c1f˜j = φj − c4fj − c2(ĝj + ĝj−1),
c3g˜j = ϕj + c2(f̂j + f̂j−1).
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Similarly we obtain
‖q¨‖∞ ≤ C‖b‖∞ + (lnK)‖q‖∞ + (lnK)‖q˙‖∞ ≤ C(lnK)2‖b‖∞. (8.17)
Actually if one can show that ‖q̂‖∗ ≤ C‖b‖∞, then we can get ‖q‖∗ ≤ C‖b‖∞ by Lemma 8.3
since the local truncation error for the Green’s matrix is O(K−2).

Now we can use Lemma 8.5 to prove Lemma 5.4.
Proof of Lemma 5.4. To prove Lemma 5.4, it suffices to prove the a priori estimate (5.8). let
γ = −(b · q0)/(q1 · q0). By Lemma 4.2, for q satisfies (2.9), we have
R−1q1 = c0q0 +O(KR
−m),
which implies that ‖R−1q1‖∞ ≤ C and |R−1q1 ·q0| ≥ CK. Hence ‖γq1‖∞ ≤ C‖b‖∞. Therefore,
by Lemma 8.5, we have
‖~q‖∗ ≤ C(lnK)2‖b+ γq1‖∞ ≤ C(lnK)2‖b‖∞.

9. Appendix B: Energy expansion
In this section, we give the energy expansion of E(U + φ) and prove Lemma 3.9.
Proof of Lemma 3.9. By (1.4), we get
E(u) =
K∑
j=1
E(wQj)︸ ︷︷ ︸
J1
+
1
2
∑
i 6=j
∫
RN
(∇wQi∇wQj + V (x)wQiwQj) dx︸ ︷︷ ︸
J2
+
1
p+ 1
∫
RN
{ K∑
j=1
wp+1Qj −
( K∑
j=1
wQj
)p+1}
dx︸ ︷︷ ︸
J3
.
Claim 1: By (1.11), there are positive constants I0 and a0 such that
J1 = KI0 + a0
(
1 + o(1)
) K∑
j=1
|Qj|−m. (9.1)
Indeed, by the definition of the energy functional, (1.11) and Taylor’s expansion,
J1 = KI0 +
1
2
K∑
j=1
∫
RN
(V (x)− 1)w2Qj dx = KI0 + a0
K∑
j=1
(
|Qj|−m +O(R−m−σ)
)
,
where
I0 =
(1
2
− 1
p+ 1
) ∫
RN
wp+1 dx, and a0 =
a
2
∫
RN
w2 dx.
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Claim 2: By (1.11) we have
J2 =
1
2
∑
i 6=j
∫
RN
wpQjwQi dx+O(KR
−2m). (9.2)
Indeed, the term J2 can be divided into two parts:
J2 =
1
2
∑
i 6=j
∫
RN
wpQjwQi dx︸ ︷︷ ︸
J21
+
1
2
∑
i 6=j
∫
RN
(V (x)− 1)wQjwQi dx︸ ︷︷ ︸
J22
.
For J22, by (1.11), we have
|J22| ≤ CR−m
∑
i 6=j
e−|Qj−Qi||Qj −Qi|−(N−3)/2 ≤ CKR−me−dd−(N−3)/2 ≤ CKR−2m.
Claim 3: Let Q ∈ ΛK , we have
J3 = −
∑
i 6=j
∫
RN
wpQjwQi dx+O(Ke
−min{2, p+1
2
}dd−
N−3
2 ). (9.3)
Indeed, write
J3 =
1
p + 1
∫
RN
{ K∑
j=1
wp+1Qj −
( K∑
j=1
wQj
)p+1}
dx = −
∫
RN
E3 dx.
For x ∈ ΩℓK+1, where ℓ ∈ N chosen later, we have
|E3(x)| ≤ 1
p+ 1
{ K∑
j=1
wp+1Qj +
( K∑
j=1
wQj
)p+1} ≤ 1
p+ 1
( K∑
j=1
wp+1Qj +K
p
K∑
j=1
wp+1Qj
)
.
By choosing ℓ ≥ 4(p+2m+3)
pm
(but independent of K), we get∫
ΩℓK+1
|E3| dx ≤ CKp
K∑
j=1
∫
ΩℓK+1
wp+1Qj dx ≤ CKp+1wp(ℓρ/2) ≤ CK−2m−2.
For x ∈ Ωℓj , j = 1, 2, . . . , K, by a similar argument in the proof of Lemma 4.4, we have∣∣∣E3 − wpQj ∑
i 6=j
wQi
∣∣∣ ≤ Cℓ(N−1)(p−1)wp−1Qj (∑
i 6=j
wQi
)2
.
Applying Lemma 3.8, we get∣∣∣J3 +∑
i 6=j
∫
RN
wpQjwQi
∣∣∣ ≤ C K∑
j=1
∫
Ωℓj
wp−1Qj
(∑
i 6=j
wQi
)2
dx+ CK−2m−2
≤ CKe−min{2, p+12 }dd−N−32 ≤ CK−min{2, p+12 }m+1(lnK)1/2,
which implies Claim 3.
Combining our Claim 1, Claim 2 and Claim 3, the desired result follows from Lemma 3.8. 
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At the last, by (1.4), Lemma 4.4 and Proposition 4.1,
E(U + φ) = E(U) + 1
2
∫
RN
{
|∇φ|2 + V (x)φ2
}
dx+
∫
RN
(∇U∇φ+ V (x)Uφ) dx
− 1
p + 1
∫
RN
{
(U + φ)p+1+ − Up+1
}
dx
= E(U) + 1
2
∫
RN
{
(U + φ)p+ − Up + E
}
φ dx
− 1
p + 1
∫
RN
{
(U + φ)p+1+ − Up+1 − (p+ 1)Upφ
}
dx
= E(U) +O(K‖φ‖2∗∗) +O(K‖φ‖∗∗‖E‖∗∗)
= KI0 + (a0 + o(1))
K∑
j=1
|Qj |−m − 1
2
∑
i 6=j
(γ0 + o(1))w(|Qi −Qj |)
+O
(
K−min{2,
p+1
2
}m+1(lnK)1/2
)
.
References
[1] A. Ambrosetti, M. Badiale, S. Cingolani, Semiclassical states of nonlinear Schro¨dinger equations, Arch.
Rational Mech. Anal., 140, no. 3, 285-300, 1997.
[2] A. Ambrosetti, E. Colorado, D. Ruiz, Multi-spike solitons to linearly coupled systems of nonlinear
Schro¨dinger equations, Calc. Var. Partial Differential Equations, 30, no. 1, 85-112, 2007.
[3] A. Ambrosetti, A. Malchiodi, W.-M. Ni, Singularly perturbed elliptic equations with symmetry: existence of
solutions concentrating on spheres. I, Comm. Math. Phys., 235, no. 3, 427-466, 2003.
[4] W. Ao, J. Wei, Infinitely many positive solutions for nonlinear equations with non-symmetric potential,
preprint.
[5] W. Ao, M. Musso, F. Pacard, J. Wei, Solutions without any symmetry for semilinear elliptic problems,
preprint.
[6] A. Bahri, Y.Y. Li, On a min-max procedure for the existence of a positive solution for certain scalar field
equations in RN , Rev. Mat. Iberoamericana, 6, no. 1-2, 1-15, 1990.
[7] A. Bahri, P.L. Lions, On the existence of a positive solution of semilinear elliptic equations in unbounded
domains, Ann. Inst. H. Poincare´ Anal. Non Linaire, 14, no. 3, 365-413, 1997.
[8] H. Berestycki, J. Wei, On least energy solutions to a semilinear elliptic equation in a strip, Discrete Contin.
Dyn. Syst., 28, no. 3, 1083-1099, 2010.
[9] D. Cao, Positive solution and bifurcation from the essential spectrum of a semilinear elliptic equation on
Rn, Nonlinear Anal., 15, no. 11, 1045-1052, 1990.
[10] D. Cao, E.S. Noussair, S. Yan, Existence and uniqueness results on single-peaked solutions of a semilinear
problem, Ann. Inst. H. Poincare´ Anal. Non Lineaire, 15, no. 1, 73-111, 1998.
[11] D. Cao, E.S. Noussair, S. Yan, Solutions with multiple peaks for nonlinear elliptic equations, Proc. R. Soc.
Edinburgh Sect. A, 129, no. 2, 235-264, 1999.
[12] H. Berestycki, P.-L. Lions, Nonlinear scalar field equations. I. Existence of a ground state, Arch. Ration.
Mech. Anal., 82, no. 4, 313-345, 1983.
[13] G. Cerami, G. Devillanova, S. Solimini, Infinitely many bound states for some nonlinear scalar field equa-
tions, Calc. Var. Partial Differential Equations, 23, no. 2, 139-168, 2005.
[14] G. Cerami, D. Passaseo, S. Solimini, Infinitely many positive solutions to some scalar field equations with
nonsymmetric coefficients, Comm. Pure Appl. Math., 66, no. 3, 372-413, 2013.
50 MANUEL DEL PINO, JUNCHENG WEI, AND WEI YAO
[15] G. Cerami, R. Molle, On some Schro¨dinger equations with non regular potential at infinity, Discrete Contin.
Dyn. Syst., 28, no. 2, 827-844, 2010.
[16] V. Coti Zelati, P. Rabinowitz, Homoclinic type solutions for a semilinear elliptic PDE on Rn, Comm. Pure
Appl. Math., 45, no. 10, 1217-1269, 1992.
[17] M. del Pino, P. Felmer, Local mountain passes for semilinear elliptic problems in unbounded domains, Calc.
Var. Partial Diff. Eq., 4, no. 2, 121-137, 1996.
[18] M. del Pino, P. Felmer, Semi-classcal states for nonlinear Schro¨dinger equations, J. Funct. Anal., 149, no.
1, 245-265, 1997.
[19] M. del Pino, P. Felmer, Multi-peak bound states of nonlinear Schro¨dinger equations, Ann. Inst. H. Poincare´,
Anal. Non Lineaire 15, no. 2, 127149, 1998.
[20] M. del Pino, P. Felmer, Semi-classical states of nonlinear Schro¨dinger equations: a variational reduction
method, Math. Ann., 324, no. 1, 1-32, 2002.
[21] M. del Pino, M. Kowalczyk, J. Wei, Concentration on curves for nonlinear Schro¨dinger equations, Comm.
Pure Appl. Math., 70, no. 1, 113-146, 2007.
[22] M. del Pino, M. Kowalczyk, J. Wei, On de Giorgi conjecture in dimension n ≥ 9, Annals of Mathematics
174, no.3, 1485-1569, 2011
[23] G. Devillanova and S. Solimini, Min-Max solutions to some scalar field equations, Adv. Nonlinear Stud.
12(2012), no.1, 173-186.
[24] W. Ding, W.-M. Ni, On the existence of positive entire solutions of a semilinear elliptic equation, Arch.
Rational Mech. Anal., 91, no. 4, 283-308, 1986.
[25] A. Floer, A. Weinstein, Nonspreading wave packets for the cubic Schro¨dinger equation with a bounded
potential, J. Funct. Anal., 69, no. 3, 397-408, 1986.
[26] B. Gidas, W.-M. Ni and L. Nirenberg, Symmetry of positive solutions of nonlinear elliptic equations in Rn,
In Mathematical analysis and applications. Part A. Adances in Mathematical Supplementary Studies, vol.
7A, pp. 369-402, Academic, 1981.
[27] X. Kang, J. Wei, On interacting spikes of semi-classical states of nonlinear Schro¨dinger equations, Adv.
Differential Equations, 5, no. 7-9, 899-928, 2000.
[28] I. Kra, S.R. Simanca, On circulant matrices, Notices of the AMS, 59, no. 3, 368-377, 2012.
[29] M.K. Kwong, Uniqueness of positive solutions of −∆u+ u = up in RN , Arch. Rat. Mech. Anal., 105, no. 3,
243-266, 1989.
[30] F.H. Lin, W.-M. Ni, J. Wei, On the number of interior peak solutions for a singularly perturbed Neumann
problem, Comm. Pure Appl. Math., 60, no. 2, 252-281, 2007.
[31] P.L. Lions, The concentration-compactness principle in the calculus of variations. The locally compact case.
I., Ann. Inst. H. Poincare´ Anal. Non Lineaire, 1, no. 2, 109-145, 1984.
[32] P.L. Lions, The concentration-compactness principle in the calculus of variations. The locally compact case.
II., Ann. Inst. H. Poincare´ Anal. Non Lineaire, 1, no. 4, 223-283, 1984.
[33] F. Mahmoudi, A. Malchiodi, M. Montenegro, Solutions to the nonlinear Schro¨dinger equation carrying
momentum along a curve, Comm. Pure Appl. Math., 62, no. 9, 1155-1264, 2009.
[34] A. Malchiodi, Some new entire solutions of semilinear elliptic equations on Rn, Adv. Math., 221, no. 6,
1843-1909, 2009.
[35] M. Musso, F. Pacard, J. Wei, Finite-energy sign-changing solutions with dihedral symmetry for the stationary
nonlinear Schro¨dinger equation, J. Eur. Math. Soc., 14, no. 6, 1923-1953, 2012.
[36] W.-M. Ni, I. Takagi, Locating the peaks of least-energy solutions to a semilinear Neumann problem, Duke
Math. J., 70, no. 2, 247-281, 1993.
[37] Y.J. Oh, On positive multi-lump bound states of nonlinear Schro¨dinger equations under multiple well po-
tential, Comm. Math. Phys., 133, no. 2, 223-253, 1990.
[38] F. Pacard and M. Ritore, From constant mean curvature hypersurfaces to the gradient theory of phase
transitions, Journal of Differential Geometry, 64, 359-423, 2003.
[39] P.H. Rabinowitz, On a class of nonlinear Schro¨dinger equations, Z. Angew. Math. Phys., 43, no. 2, 207-291,
1992.
INFINITELY MANY POSITIVE SOLUTIONS 51
[40] W.A. Strauss, Existence of solitary waves in higher dimensions, Comm. Math. Phys., 55, no. 2, 149-162,
1977.
[41] L. Wang, J. Wei, J. Yang, On Ambrosetti-Malchiodi-Ni conjecture for general hypersurfaces, Comm. Partial
Differential Equations, 36, no. 12, 2117-2161, 2011.
[42] X. Wang, On concentration of positive bound states of nonlinear Schro¨dinger equations, Commun. Math.
Phys., 153, no. 2, 229-243, 1993.
[43] J. Wei, S. Yan, Infinitely many positive solutions for the nonlinear Schro¨dinger equations in RN , Calc. Var.
Partial Differential Equations, 37, no. 3-4, 423-439, 2010.
M. del Pino - Departamento de Ingenier´ıa Matema´tica and Centro de Modelamiento Matema´tico
(UMI 2807 CNRS), Universidad de Chile, Casilla 170 Correo 3, Santiago, Chile
E-mail address : delpino@dim.uchile.cl
J. Wei - Department of Mathematics, University of British Columbia, Vancouver, BC V6T
1Z2, Canada and Department of Mathematics, Chinese University of Hong Kong, Shatin, NT,
Hong Kong
E-mail address : jcwei@math.ubc.ca
W.Yao - Departamento de Ingenier´ıa Matema´tica and Centro de Modelamiento Matema´tico
(UMI 2807 CNRS), Universidad de Chile, Casilla 170 Correo 3, Santiago, Chile
E-mail address : wyao.cn@gmail.com
