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ON NICA-PIMSNER ALGEBRAS OF C*-DYNAMICAL
SYSTEMS OVER Zn+
EVGENIOS T.A. KAKARIADIS
Abstract. We examine Nica-Pimsner algebras associated with semi-
group actions of Zn+ on a C*-algebra A by ∗-endomorphisms. We give
necessary and sufficient conditions on the dynamics for exactness and
nuclearity of the Nica-Pimsner algebras. Furthermore we parameter-
ize the KMS states at finite temperature by the tracial states on A. A
parametrization is also shown for KMS states at zero temperature (resp.
ground states) by the tracial states on A (resp. states on A). Finally we
give a formula for obtaining tracial states on the Nica-Pimsner algebras.
Introduction
This project lies in the intersection of three ongoing programs on analysing
C*-algebras associated with C*-dynamics. There has been a continuous in-
terest for a generalised C*-crossed product construction of possibly non-
invertible semigroup actions. Notable examples from the one-variable case
are the works of Paschke [30], Peters [31], Stacey [34], Murphy [28], and
Exel [12] (to mention only a few). The key idea is to consider the quotient
of a Fock algebra by an ideal of redundancies. Our standing point of view
follows Arveson’s program on the C*-envelope [19], and suggests that this
ideal is the Sˇilov ideal of a nonselfadjoint operator algebra in the sense of
Arveson [2]. In contrast to the case of the usual C*-crossed products, these
redundancies may be very complicated to allow an in-depth exploration.
An alternate route is suggested in the joint work of the author with David-
son and Fuller [9, Introduction]: dilate a possibly non-invertible semigroup
action α : P → End(A) to a group action β˜ : G→ Aut(B˜) such that the dis-
tinguished quotient related to α : Zn+ → End(A) is a full corner of the usual
C*-crossed product related to β˜ : G→ Aut(B˜). Consequently the examina-
tion of the distinguished quotient can be induced via the more exploit-able
and more exploit-ed theory of usual C*-crossed products. This pathway was
met with success for several semigroup actions including Ore semigroups and
spanning cones in [9], and in earlier works of the author for P = Z+ [16],
and of the author with Katsoulis for P = Fn+ [18].
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1
2 E.T.A. KAKARIADIS
In the current paper we focus on the case P = Zn+. This connects to the
third program concerning the structure of C*-algebras of product systems.
For this paper a C*-dynamical system over Zn+ consists of a semigroup ac-
tion α : Zn+ → End(A) on a C*-algebra A by ∗-endomorphisms. One can
then associate two C*-algebras that reflect the lattice order structure of Zn+:
the Toeplitz-Nica-Pimsner algebra NT (A,α) and the Cuntz-Nica-Pimsner
algebra NO(A,α) [9, Chapter 4]. These algebras arise naturally in the the-
ory of product systems, e.g. see Fowler [14], Solel [32], Deaconu, Kumjian,
Pask and Sims [10], Sims and Yeend [33], Carlsen, Larsen, Sims and Vit-
tadello [7]. The existence of NT (A,α) is readily verified by the existence
of a Fock representation. For NO(A,α) the situation is very different.
Carlsen, Larsen, Sims, and Vittadello [7] show that Cuntz-Nica-Pimsner
algebras over Zn+ exist as co-universal objects that satisfy a gauge invari-
ant uniqueness theorem. This remarkable result leaves open the exploration
of their algebraic structure. In particular describing them as universal C*-
algebras with respect to a family of generators and relations. A concrete pic-
ture of a C*-algebra NO(A,α) associated with α : Zn+ → End(A) was given
by the author with Davidson and Fuller [9, Definition 4.3.16]. Surprisingly
this was achieved through the theory of nonselfadjoint operator algebras:
NO(A,α) is the C*-envelope of the “lower triangular” part of NT (A,α) [9,
Theorem 4.3.7 and Corollary 4.3.18]. Dilation theory was used essentially to
construct a non-trivial Cuntz-Nica representation in the sense of [9]; then
NO(A,α) is shown to be universal with respect to these representations.
The meeting point is then achieved by showing that NO(A,α) satisfies a
gauge invariant uniqueness theorem [9, Theorem 4.3.17]; thus NO(A,α)
coincides with the Cuntz-Nica-Pimsner algebra of [7].
In the current continuation of [9] we examine further the C*-structure of
NT (A,α) and NO(A,α) in terms of nuclearity, exactness and KMS states.
There is an analogy of the first part with the results of Katsura on C*-
correspondences [20, Section 7] from which we were strongly influenced.
Nevertheless the analysis is perplexed because of the multidimensional lat-
tice structure of Zn+. We bypass this obstacle by breaking the complexity
of the algebra of NO(A,α) into two steps, one of which is carried out at
the automorphic dilation level. For the second part, we were intrigued by
the ongoing program of Laca and Raeburn [24], as well as by the growing
interest in the structure of KMS states on C*-algebras (deducting symme-
try and/or phase transition breaking) from the seminal work of Bost and
Connes [3]. See for example [1, 8, 13, 15, 21, 22, 23, 24, 25, 26] to
mention but a few inspiring works. For our analysis we follow the previ-
ous works of Laca and Neshveyev [22, 23], Laca and Raeburn [24], and
Laca, Raeburn, Ramagge and Whittaker [26]. Nevertheless we enrich our
results by making use of the gauge invariant uniqueness theorems, and the
automorphic dilation trick established in [9, Chapter 4]. For example we
allow for the action to be supported in fewer coordinates, in contrast to [1],
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and we use the connection to a usual C*-crossed product to produce tra-
cial states. This scheme is being successfully implemented also in a sequel
of the current paper which concerns C*-dynamical systems over Fn+ by row
isometries [17]. In the course of our study, the idea of creating multivariable
KMS conditions comes up naturally. We explore it further in the appendix.
We strongly feel that our methods extend to Nica-Pimsner algebras of
other types of product systems. Furthermore we believe that they may be
even used to tackle the general case, once an algebraic characterization of
Nica-Pimsner algebras is achieved in total.
Main results. In the first part of the paper we give necessary and sufficient
conditions for exactness and nuclearity of NT (A,α) and NO(A,α). In
Theorem 2.1 (resp. Theorem 2.2) we show that NT (A,α) is exact (resp.
nuclear) if and only if A is exact (resp. nuclear). In Theorem 2.3 we show
that NO(A,α) is exact if and only if A is exact. Nuclearity of A suffices to
imply nuclearity of NO(A,α), however it is not necessary even for injective
systems (see [20, Example 7.7] and Remark 2.7). In Theorem 2.6 we give
a necessary and sufficient condition for nuclearity of NO(A,α) in terms of
the automorphic dilation β˜ : Zn → Aut(B˜).
In the second part we assume that the system is unital, and we examine
the (σ, β)-KMS states of NT (A,α) and NO(A,α) at inverse temperature
β = 1/T . The gauge action {γz}z∈Tn on the Nica-Pimsner algebras induces
a non-trivial action σ of R by the automorphisms
σt = γ(exp(λ1it),...,exp(λnit)) for λ = (λ1, . . . , λn) ∈ R
n.
Let us refer here just on the results where λk 6= 0 for all k = 1, . . . , n.
We note that the gauge invariant uniqueness theorems of [9, Chapter 4] is
rather helpful to tackle the case where λk = 0 for some k (Propositions 3.10
and 3.16). As expected NT (A,α) has a rich structure of KMS states when
β 6= 0. In particular we show that there is an affine homeomorphism from the
simplex of the tracial states on A onto the simplex of the (σ, β)-KMS states
on NT (A,α) (Theorem 3.4). Moreover there is an affine homeomorphism
from the simplex of the tracial states (resp. states) of A onto the simplex
of the KMS∞ states (resp. ground states) of NT (A,α) (Propositions 3.5
and 3.6). The same characterizations pass over to NO(A,α) (Theorem 3.13
and Corollary 3.14). In particular, when β 6= 0 then the results read the
same for tracial states on A that vanish on a specified ideal I1 of A. If
the system is injective then NO(A,α) admits only (σ, 0)-KMS states, i.e.
tracial states. At this point we use the dilation method of [9, Chapter 4] to
construct tracial states on NO(A,α), and consequently on NT (A,α).
The gauge actions on NT (A,α) and NO(A,α) lift to actions of Rn, and
all of our computations hold when considering
σ(t1,...,tn) = γ(exp(it1),...,exp(itn)) for (t1, . . . , tn) ∈ R
n.
This suggests the idea of carrying out the analysis at a broader multivariable
context. In order to provide a full study we explore this idea in the appendix.
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Defining a multivariable KMS condition may seem to be straightforward.
However what is important is the association of a KMS condition with an-
alytic functions on an infinite domain. To this end we introduce a multi-
variable KMS condition associated to tubes (multidimensional strips) and
prescribing sets. These requirements follow directly from our analysis. In
particular the additional data on the directions of Rn is used for estimating a
uniform bound when applying the Phragme´n-Lindelo¨f principle coordinate-
wise, in order to achieve the multivariable interplay (Theorem 4.4). This
context appears to be much stronger and affects entirely the multivariable
analysis. As an example we show that such multivariable KMS states do
not exist for the Toeplitz-Nica-Pimsner algebra even in the simplest case of
the trivial system of Z2+ over C; unless of course the multivariable actions
follow as reductions from the one-variable case (Example 4.5).
Acknowledgements. The current paper initially started as a joint work
with Ken Davidson and Adam Fuller. Following the suggestion of Ken and
Adam, it was decided for the paper to go as single-authored. I thank Ken
and Adam for their suggestion and the conversations that contributed to
the preparation of this paper. I also thank Marcelo Laca for the stimulating
discussions on the theory of KMS states.
This paper is dedicated to my wonderful and forbearing soul-mate; you
are the joy of my life.
1. Preliminaries
1.1. Notation. We write 1, . . . , i, . . . ,n for the standard generators of Zn+,
and we simply write 0 := (0, . . . , 0) and 1 := (1, . . . , 1). We write
|x| :=
n∑
i=1
xi and
〈
x, y
〉
:=
n∑
i=1
xiyi
for all x, y ∈ Rn. We denote by “≤” the partial order in (Rn,+) induced by
Rn+, and likewise for Z
n. We denote the support of x = (x1, . . . , xn) ∈ Z
n
+
by
suppx := {i : xi 6= 0}
and we write
x⊥ := {y ∈ Zn+ : supp y ∩ suppx = ∅}.
A grid is a subset of Rn, or Zn+, that is ∨-closed in R
n, or Zn+ respectively,
where
x ∨ y = ((max{xi, yi})i) for all x, y ∈ R
n.
We will be using the grids
Fm := {y ∈ Z
n
+ | y ≤ m · 1}.
A C*-dynamical system α : Zn+ → End(A) will be called unital/ injective/
automorphic if αx is unital/injective/automorphic for all x ∈ Z
n
+.
ON NICA-PIMSNER ALGEBRAS OF C*-DYNAMICAL SYSTEMS OVER Zn+ 5
The reader is addressed to the general result [27, Theorem 3.1.1] from
Loring or the usual C*-folklore technique for the construction of the univer-
sal C*-algebras. Alternatively see [9, Chapter 2].
1.2. The Toeplitz-Nica-Pimsner algebra. An isometric Nica covariant
representation V of Zn+ is a semigroup homomorphism into the semigroup
of isometries on some Hilbert space H such that the Vi doubly commute,
i.e. ViV
∗
j = V
∗
j Vi for all i 6= j [29] (see also [9]). Following the theory of
product systems we can define the following universal object.
Definition 1.1. A pair (π, V ) is called isometric Nica covariant if:
(i) π : A→ B(H) is a ∗-representation;
(ii) V : Zn+ → B(H) is an isometric Nica covariant representation;
(iii) π(a)Vi = Viπαi(a) for all a ∈ A and i = 1, . . . ,n.
The universal C*-algebra NT (A,α) generated by Vxπ(a) for x ∈ Z
n
+ and
a ∈ A under the isometric Nica covariant pairs (π, V ) is called the Toeplitz-
Nica-Pimsner C*-algebra.
It is immediate that if (π, V ) is an isometric Nica covariant pair for
α : Zn+ → End(A) then
C∗(π, V ) = span{Vxπ(a)V
∗
y | a ∈ A, x, y ∈ Z
n
+}.
Furthermore if α is unital then 1 ∈ A is the unit for NT (A,α). We say that
(π, V ) admits a gauge action {γz}z∈Tn if
γz(π(a)) = π(a) and γz(Vx) = z
x1
1 . . . z
xn
n Vx
for all z ∈ Tn and a ∈ A, x ∈ Zn+. Then we let
B[x,y] := span{Vwπ(a)V
∗
w | a ∈ A, x ≤ w ≤ y}
be the cores of the gauge action on C∗(π, V ). We denote the core B[x,x]
simply by Bx. It is not immediate but every B[x,y] is a C*-subalgebra of
C∗(π, V ) [9, Corollary 4.2.8]. We will also use the notation
B[0,∞·1+···+∞·d] = span{Vxπ(a)V
∗
x | a ∈ A, suppx ⊆ {1, . . . ,d}}.
Notice that NT (A,α) admits a gauge action due to its universal property.
A particular isometric Nica covariant pair is given by the Fock represen-
tations. Let π : A→ B(H) be a ∗-representation of A. On K = H⊗ ℓ2(Zn+),
define the orbit representation π˜ : A→ B(K) and V : Zn+ → B(K) by
π˜(a)ξ ⊗ ex = (παx(a)ξ)⊗ ex and Vy(ξ ⊗ ex) = ξ ⊗ ex+y
for all a ∈ A, x, y ∈ Zn+ and ξ ∈ H. In [9, Theorem 4.2.9] we showed that
when π is faithful then the Fock representation induced by the pair (π˜, V )
defines a faithful representation of NT (A,α). Due to the Fock representa-
tion the ambient C*-algebra A embeds isometrically inside NT (A,α), and
therefore we will simply write a ∈ NT (A,α) for all a ∈ A.
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More generally we have the following gauge invariant uniqueness theorem
[9, Theorem 4.2.11]: an isometric Nica covariant pair (π, V ) defines a faithful
representation of NT (A,α) if and only if it admits a gauge action and
I(pi,V ) := {a ∈ A | π(a) ∈ B(0,∞]} = (0),
where B(0,∞] = span{Vxπ(a)V
∗
x | a ∈ A, 0 6= x}.
1.3. The Cuntz-Nica-Pimsner algebra. We require a family of ideals
related to α : Zn+ → End(A) that is coined in [9]. For each x ∈ Z
n
+ \ {0},
consider the ideal
(⋂
i∈suppx kerαi
)⊥
and let
Ix =
⋂
y∈x⊥
α−1y
(( ⋂
i∈suppx
kerαi
)⊥)
.
Every Ix is an αy-invariant ideal for all y ∈ x
⊥. In particular we have that
I0 = {0}, and Ix = I1 =
(⋂n
i=1 kerαi
)⊥
for all x ≥ 1.
The definition of Ix is inspired by the following observation. If (π, V ) is
an isometric Nica covariant pair such that π is a faithful representation of
A, then the equation ∑
0≤w≤x
Vwπ(aw)V
∗
w = 0
implies that a0 ∈ Ix, see [9, Proposition 4.3.2].
One has the freedom to define a family of universal objects determined
by a system of generators and relations. The interesting part in any case is
to prove that the object exists and it is not trivial. For α : Zn+ → End(A)
we give the following definition.
Definition 1.2. [9, Definition 4.3.16] An isometric Nica covariant pair
(π,U) is called Cuntz-Nica covariant if
π(a) ·
∏
i∈suppx
(I − UiU
∗
i ) = 0, for all a ∈ Ix.
The universal C*-algebra NO(A,α) generated by Uxπ(a) for x ∈ Z
n
+ and
a ∈ A under the Cuntz-Nica covariant pairs (π,U) is called the Cuntz-Nica-
Pimsner C*-algebra.
Evidently if α is unital then 1 ∈ A is the unit for NO(A,α). A key
ingredient that we used in [9] for proving the existence of NO(A,α) is a tail
adding technique. With this process we pass from a possibly non-injective
system α : Zn+ → End(A) to an automorphic system β˜ : Z
n → Aut(B˜). Let
us include here a description of this dilation.
If α : Zn+ → End(A) is injective then it admits a minimal automorphic
extension α˜ : Zn → Aut(A˜). Here A˜ is the direct limit C*-algebra associated
with the connecting ∗-homomorphisms αx : Ay → Ax+y for Ay := A and
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x, y ∈ Zn+. The ∗-automorphism α˜w is defined by the diagram
Ay
αx
//
αw

Ax+y
αw

// A˜
α˜w

Ay
αx
// Ax+y // A˜
for every w ∈ Zn+.
Now suppose that α : Zn+ → End(A) is not injective. First suppose that
α is unital. Define Bx := A/Ix for x ∈ Z
n
+ and let qx be the quotient map
of A onto Bx. Set B =
∑⊕
x∈Zn+
Bx. A typical element of B is denoted by
b =
∑
x∈Zn+
qx(ax)⊗ ex,
where ax ∈ A. Observe that Ix is invariant under αi when xi = 0, thus we
can define the action of Zn+ on B by
βi(qx(a)⊗ ex) =
{
qxαi(a)⊗ ex + qx+i(a)⊗ ex+i if xi = 0,
qx(a)⊗ ex+i for xi ≥ 1.
It is clear that the compression of β : Zn+ → End(B) to the 0-th co-ordinate
A is the system α : Zn+ → End(A). So β : Z
n
+ → End(B) is a dilation of
α : Zn+ → End(A). Furthermore β : Z
n
+ → End(B) is injective and it admits
the minimal automorphic extension β˜ : Zn → Aut(B˜).
If there is at least one αi that is not unital then form the unitization
α(1) : Zn+ → End(A
(1)) of the system where A(1) = A+C. We consider A(1)
even when A has a unit, but we impose α(1) = α when the system is unital.
Let β(1) : Zn+ → End(B
(1)) be the dilation of α(1) : Zn+ → End(A
(1)). This
is not the unitization of β : Zn+ → End(B) but the ideals Ix turn out to be
the same, i.e.
B(1) =
⊕∑
x∈Zn+
B(1)x for B
(1)
x = A
(1)/Ix.
Further, let β˜(1) : Zn+ → End(B˜
(1)) be the automorphic extension. Since
β(1) : Zn+ → End(B
(1)) extends β : Zn+ → End(B) it follows by the gauge
invariant uniqueness theorem for crossed products that B˜ ⋊
β˜
Zn embeds
canonically and isometrically inside B˜(1) ⋊
β˜(1)
Zn. Let π : B˜(1) → B(H) be
a faithful representation and let (π̂, U) be the left regular pair that defines a
faithful representation of B˜(1)⋊
β˜(1)
Zn onH⊗ℓ2(Zn). Let 1 be the identity of
the unitization A(1) and let p = π̂(1 ⊗ e0). Then the pair (π̂|A, Up) defines
a faithful representation for NO(A,α). Then [9, Theorem 4.3.7] and [9,
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Corollary 4.3.18] imply that NO(A,α) is a full corner of B˜ ⋊
β˜
Zn, by the
projection p above). If in particular α is injective then NO(A,α) ≃ A˜⋊α˜Z
n.
The crucial remark is that once more the ambient C*-algebra A embeds
isometrically in NO(A,α). Therefore we will simply write a ∈ NO(A,α)
for all a ∈ A. Recall that NO(A,α) admits a gauge action due to its
universal property. Then the gauge invariant uniqueness theorem (as in [9,
Theorem 4.3.17]) asserts that an isometric Cuntz-Nica covariant pair (π,U)
of NO(A,α) defines a faithful representation if and only if it admits a gauge
action and π is faithful.
There is a strong connection with product systems. Cuntz-Nica-Pimsner
algebras of such objects have been studied in the influential papers of Fowler
[14], Sims and Yeend [33], and Carlsen, Larsen, Sims and Vittadello [7].
From the analysis in [9] it follows that NO(A,α) falls inside this framework.
Among many others, the key idea in [7] is to compare Cuntz-Nica-Pimsner
algebras with co-universal C*-algebras subject to a gauge invariant unique-
ness theorem. However, due to the vast complexity of product systems, the
defining CNP-representations in the sense of [7, p. 568] involve checking a
series of properties. A more flexible algebraic characterization, analogous to
the one offered by Katsura [20] for C*-correspondences, is not clear at this
point (and perhaps this is a price that needs to be payed).
The connection of [9] with [7] is obtained via Dilation Theory. In [9, The-
orem 4.3.17] we directly prove the gauge invariant uniqueness theorem for
NO(A,α). Then the combination of [9, Theorem 4.3.17] with [7, Corollary
4.14] implies that the CNP-representations of [7] admit the characterization
of Definition 1.2 in our context. The additional gain is that the analysis in
[9] is carried within Arveson’s Program on the C*-envelope and thus an-
swers also a question raised in [7, Introduction]. It seems that progress in
the same spirit can help clarify further the algebraic nature of the CNP-
representations for other cases of product systems. Of course a unified ap-
proach may be set as a ultimate goal.
We conclude with a remark that follows from scattered arguments in [9,
Section 4.3 and Section 4.4].
Proposition 1.3. Let α : Zn+ → End(A) be a C*-dynamical system and let
NO(A,α) ≃ C∗(π,U). Then the following are equivalent:
(i) the system is injective;
(ii) Ii = A for all i = 1, . . . ,n;
(iii) the Ui can be assumed to be unitaries for i = 1, . . . ,n.
Proof. If item (i) holds then kerα⊥i = A for all i = 1, . . . ,n, hence Ii = A
for all i = 1, . . . ,n. Consequently item (ii) holds. Moreover by [9, Theorem
4.3.7 and Corollary 4.3.18] we get that NO(A,α) ≃ A˜⋊α˜Z
n so that the Ui
can be assumed to be unitaries.
If item (ii) holds then αi is injective, since Ii ⊆ kerα
⊥
i for all i = 1, . . . ,n.
Consequently item (i) holds.
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Now assume that item (iii) holds and let a ∈ kerαi. Then the covariant
relation implies that aUi = Uiαi(a) = 0. However Ui is assumed unitary,
thus a = 0 and item (i) follows.
1.4. Exactness and Nuclearity. The reader is addressed to [6] for full
details on the subject. For the convenience of the reader and for future
reference, let us state here the results that we will use.
Lemma 1.4. (i) [20, Proposition A.6] Suppose that the following diagram
with exact rows is commutative
0 // I
ι
//
ϕ0

A
pi
//
ϕ

B // 0
0 // I ′
ι′
// A′
pi′
// B // 0
and ϕ is injective. Then ϕ is nuclear if and only if both B and ϕ0 are
nuclear.
(ii) [11, Proposition 2], [20, Proposition A.13] Let γ : G y A be an action
of a compact group G on a C*-algebra A. Then A is exact (resp. nuclear)
if and only if the fixed point algebra Aγ is exact (resp. nuclear).
As an immediate consequence of the arguments of Katsura [20] we obtain
the following lemma.
Lemma 1.5. Let the C*-algebras B[n,n] ⊆ B(H) for n ∈ Z+, and set B[0,0] =
A. Define B[0,n] =
∑n
k=0B[k,k] and suppose that B[1,n] ⊳ B[0,n] (hence the
B[0,n] are C*-algebras). Moreover let the inductive limit C*-algebra B[0,∞] =
∪n≥0B[0,n] and its ideal B(0,∞] = ∪n≥1B[1,n]. If the embeddings
A →֒ B[0,∞] and B[1,n] →֒ B(0,∞]
are nuclear for all n ∈ Z+, and if there is an ideal I ⊳A such that
A/I ≃ B[0,n]/B[1,n] ≃ B[0,∞]/B(0,∞]
for all n ∈ Z+, then B[0,∞] is nuclear.
Proof. For n = 0 we obtain the following commutative diagram
0 // I //

A //

A/I // 0
0 // B(0,∞] // B[0,∞] // B[0,∞]/B(0,∞] // 0
which by [20, Proposition A.6] asserts that A/I ≃ B[0,∞]/B(0,∞] is nuclear.
Applying [20, Proposition A.6] again to the following commutative diagram
0 // B[1,n] //

B[0,n] //

B[0,n]/B[1,n] // 0
0 // B(0,∞] // B[0,∞] // B[0,∞]/B(0,∞] // 0
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shows that the embedding of B[0,n] →֒ B[0,∞] is nuclear.
1.5. Kubo-Martin-Schwinger states. Let us recall some elements from
the theory of KMS states. The reader is addressed to [4, 5] for full details.
Let σ : R→ Aut(A) be an action on a C*-algebra A. For a ∈ A define the
sequence
am =
√
m
π
∫
R
σt(a)e
−mt2dt.
This sequence converges to a and the function t 7→ σt(am) extends to the
entire analytic function
z 7→ fm(z) =
√
m
π
∫
R
σt(a)e
−m(t−z)2dt.
The elements am for all a ∈ A then form the dense ∗-subalgebra Aan of
analytic elements in A [4, Proposition 2.5.22]. Moreover Aan is σ-invariant.
A state ψ of A is called a (σ, β)-KMS state if it satisfies
ψ(ab) = ψ(bσiβ(a)),
for all a, b in a norm-dense σ-invariant ∗-subalgebra of Aan. For β = 0 this
amounts to tracial states. When σ is trivial, then Aan = A and the KMS
property is again equivalent to τ being a tracial state.
When β 6= 0 then the KMS states give rise to particular continuous func-
tions. More precisely for β > 0 let
D = {z ∈ C | 0 < Im(z) < β}.
Then a state ψ is a (σ, β)-KMS state if and only if for any pair a, b ∈ A
there exists a complex function Fa,b that is analytic on D and continuous
(hence bounded) on D such that
Fa,b(t) = ψ(aσt(b)) and Fa,b(t+ iβ) = ψ(σt(b)a),
for all t ∈ R [5, Proposition 5.3.7]. A similar result is obtained when β < 0
for D = {z ∈ C | β < Im(z) < 0}.
Following [24] we adopt the distinction between ground states and KMS∞
states. A state ψ of a C*-algebra A is called a ground state if the function
z 7→ ψ(aσz(b)) is bounded on {z ∈ C | Imz > 0} for all a, b inside a dense
analytic subset Aan of A. A state ψ of NT (A,α) is called a KMS∞ state if
it is the w*-limit of (σ, β)-KMS states as β −→ ∞.
When there is a multivariable action σ : Rn → Aut(A) one may wish
to examine KMS states along an induced action σF : R → Aut(A) for a
continuous F : R → Rn. Since the action must be by automorphisms then
necessarily F (t) = (λ1t, . . . , λnt) for some λ1, . . . , λn ∈ R.
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2. Exactness and Nuclearity
2.1. The Toeplitz-Nica-Pimsner algebra. We begin by giving necessary
and sufficient conditions for NT (A,α) to be exact.
Theorem 2.1. Let α : Zn+ → End(A) be a C*-dynamical system. Then the
following are equivalent:
(i) A is exact;
(ii) the fixed point algebra NT (A,α)γ is exact;
(iii) NT (A,α) is exact.
Proof. Obviously item (iii) implies item (i), and by [20, Proposition A.13]
we have the equivalence of items (ii) and (iii). Therefore it suffices to show
that exactness of A implies exactness of NT (A,α)γ . To accomplish this we
use the faithful Fock representation (π˜, V ) of NT (A,α) given by a faithful
representation π : A→ B(H). Recall that the fixed point algebra NT (A,α)γ
can be described as the inductive limit of the C*-subalgebras
B[0,k·1] = span{Vyπ˜(a)V
∗
y | a ∈ A, 0 ≤ y ≤ k · 1}.
The proof will be completed once we show that every B[0,k·1] is exact.
Claim. The C*-algebra B[0,k·1] = span{Vl·1π˜(a)V
∗
l·1 | a ∈ A, 0 ≤ l ≤ k} is
exact for all k ∈ Z+.
Proof of the Claim. By assumption A is exact, and note that B[0,1] =
A+ B1, where B1 is an ideal of B[0,1]. Moreover we obtain
B1 = span{V1π˜(a)V
∗
1 | a ∈ A} = V1π˜(A)V
∗
1 ,
thus B1 is exact. If A
⋂
B1 = (0) then B[0,1] will be exact. However, this is
immediate since B1 ⊆ B(0,∞] and A
⋂
B(0,∞] = (0).
Now assume that B[0,l·1] is exact and recall that
B[0,(l+1)·1] = B[0,l·1] + B(l+1)·1,
where B(l+1)·1 is an ideal of B[0,(l+1)·1]. Once more we get that
B(l+1)·1 = span{V(l+1)·1π˜(a)V
∗
(l+1)·1 | a ∈ A} = V(l+1)·1π˜(A)V
∗
(l+1)·1,
is exact. It suffices to show that B[0,l·1]
⋂
B(l+1)·1 = (0). To this end let
X = V(l+1)·1π˜(a)V
∗
(l+1)·1 ∈ B[0,l·1],
thus there are am ∈ A such that
V(l+1)·1π˜(a)V
∗
(l+1)·1 =
l∑
m=0
Vm·1π˜(am)V
∗
m·1.
Then for every ξ ∈ H we get that
Xξ ⊗ e0 =
l∑
m=0
Vm·1π˜(am)V
∗
m·1ξ ⊗ e0 = π(a0)ξ ⊗ e0,
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and, on the other hand, that
Xξ ⊗ e0 = V(l+1)·1π˜(a)V
∗
(l+1)·1ξ ⊗ e0 = 0.
Therefore a0 = 0. By induction on the vectors ξ ⊗ em·1 for m = 0, 1, . . . , l,
we get that X = 0, which completes the proof of the claim.
For the general case, assume that
B[0,x] = span{Vyπ˜(a)V
∗
y | a ∈ A, 0 ≤ y ≤ x}
is exact for x = k · 1+ · · · + k · (i− 1). We will show that
B[0,x+k·i] = span{Vyπ˜(a)V
∗
y | a ∈ A, 0 ≤ y ≤ x+ k · i}
is exact. Let us describe here the method that we will use. By assumption
the support of B[0,x] is a square on (i−1)-dimensions of size k. Seen inside the
i-th dimensional world it becomes a line segment (a hyperplane) of “length”
k. In order to enlarge it to a square on i-dimensions of size k we add parallel
“rows” of length k one after the other to the direction of i. We use induction
on the rows that we add on the i-th direction. Thus, suppose that
B[0,x+l·i] = span{Vyπ˜(a)V
∗
y | a ∈ A, 0 ≤ y ≤ x+ l · i}
is exact for some l ≤ k − 1. We will show that
B[0,x+(l+1)·i] = span{Vyπ˜(a)V
∗
y | a ∈ A, 0 ≤ y ≤ x+ (l + 1) · i}
is exact. If z ∈ [0, x+ l · i] and w ∈ [(l + 1) · i, x+ (l + 1) · i] then
z ∨ w ∈ [(l + 1) · i, x+ (l + 1) · i].
Therefore B[(l+1)·i,x+(l+1)·i] is an ideal of B[0,x+(l+1)·i]. In particular we may
write
B[0,x+(l+1)·i] = B[0,x+l·i] + B[(l+1)·i,x+(l+1)·i],
since the set
{y ∈ Zn+ | 0 ≤ y1, . . . , yi−1 ≤ k, 0 ≤ yi ≤ l + 1, yi+1 = · · · = yn = 0}
decomposes into the disjoint sets
{y ∈ Zn+ | 0 ≤ y1, . . . , yi−1 ≤ k, 0 ≤ yi ≤ l, yi+1 = · · · = yn = 0}
and
{y ∈ Zn+ | 0 ≤ y1, . . . , yi−1 ≤ k, yi = l + 1, yi+1 = · · · = yn = 0}.
It remains to show that
B[0,x+l·i]
⋂
B[(l+1)·i,x+(l+1)·i] = (0).
However this follows in exactly the same way as in the claim since
B[(l+1)·i,x+(l+1)·i]|H⊗ez = 0 for all z ∈ [0, x+ l · i].
Indeed every z ∈ [0, x + l · i] cannot be larger than any element inside
[(l + 1) · i, x+ (l + 1) · i], and the proof is complete.
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Secondly we give necessary and sufficient conditions for NT (A,α) to be
nuclear.
Theorem 2.2. Let α : Zn+ → End(A) be a C*-dynamical system. Then the
following are equivalent:
(i) A is nuclear;
(ii) the fixed point algebra NT (A,α)γ is nuclear;
(iii) NT (A,α) is nuclear.
Proof. For the implications [(i) ⇒ (ii) ⇔ (iii)] proceed as in the proof of
Theorem 2.1 by replacing exactness with nuclearity. It suffices to show that
item (ii) implies item (i). To this end note that for X =
∑k·1
x=0 Vxπ˜(ax)V
∗
x
and ξ ∈ H we obtain
Xξ ⊗ e0 = π(a0)ξ ⊗ e0 ∈ H ⊗ e0.
However the subspace H ⊗ e0 is reducing for NT (A,α)
γ , and hence the
projection on H ⊗ e0 defines a ∗-homomorphism onto π˜(A). Thus A is
nuclear, since nuclearity passes to quotients.
2.2. The Cuntz-Nica-Pimsner algebra. Now we pass to the examina-
tion of exactness and nuclearity of NO(A,α).
Theorem 2.3. Let α : Zn+ → End(A) be a C*-dynamical system. Then the
following are equivalent:
(i) A is exact;
(ii) the fixed point algebra NO(A,α)γ is exact;
(iii) NO(A,α) is exact.
Proof. If item (i) holds then NT (A,α) and NT (A,α)γ are exact by The-
orem 2.1. Since NO(A,α) and NO(A,α)γ are quotients of NT (A,α) and
NT (A,α)γ respectively, we obtain that items (ii) and (iii) hold. Moreover
item (ii) implies item (iii) by [20, Proposition A.13], and item (iii) implies
item (i) since A is represented faithfully inside NO(A,α).
Next we focus on nuclearity of NO(A,α). We isolate the injective case.
Recall that if α : Zn+ → End(A) is injective then it can be extended to
the automorphic system α˜ : Zn → Aut(A˜). In this case we have that
NO(A,α)γ = A˜ and NO(A,α) ≃ A˜⋊α˜ Z
n.
Proposition 2.4. Let α : Zn+ → End(A) be an injective C*-dynamical sys-
tem. Then the following are equivalent:
(i) the embedding A →֒ A˜ is nuclear;
(ii) the fixed point algebra A˜ = NO(A,α)γ is nuclear;
(iii) NO(A,α) is nuclear.
Proof. The equivalence of items (ii) and (iii) follows by [20, Proposition
A.13]. Also it is immediate that item (ii) implies item (i). In order to
show that item (i) implies item (ii) it suffices to show that every embedding
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Ax = wx(A) →֒ A˜ is nuclear. To this end suppose that the embedding
A →֒ A˜ is nuclear by an approximation
A
ϕn
// Mk(n)
ψn
// A˜
and fix x ∈ Zn+. By construction of the system α˜ : Z
n → Aut(A˜) we get
that α˜x(Ax) = A0 = A. Therefore the approximation
Ax
ϕnα˜x
// Mk(n)
α˜−xψn
// A˜
implies that the ∗-homomorphism
α˜−xα˜x|Ax ≡ idAx : Ax →֒ A˜
is nuclear, and the proof is complete.
Remark 2.5. The previous result holds also for injective C*-dynamical
systems over spanning cones P (see [9] for the pertinent definitions).
Theorem 2.6. Let α : Zn+ → End(A) be a C*-dynamical system. Let the
C*-dynamical systems β : Zn+ → End(B) and β˜ : B˜ → Aut(B˜) be as in
Subsection 1.3. Then the following are equivalent:
(i) the embeddings Bx →֒ B˜ are nuclear for all x ∈ Z
n
+;
(ii) the embedding B →֒ B˜ is nuclear;
(iii) B˜ is nuclear;
(iv) B˜ ⋊
β˜
Zn is nuclear;
(v) NO(A,α) is nuclear.
Proof. Since the C*-algebras Bx are orthogonal ideals of B, and B is an
inductive limit of
⋃
x≤k·1Bx then the embedding B →֒ B˜ is nuclear. The
equivalences of items (ii), (iii), and (iv) follow from Proposition 2.4. More-
over since all the Bx are C*-subalgebras of B˜, item (iii) implies item (i).
The equivalence of items (iv) and (v) is immediate since NO(A,α) is strong
Morita equivalent to B˜ ⋊
β˜
Zn ≃ NO(B˜, β˜).
Remark 2.7. It is evident that when A is nuclear then NO(A,α) is nuclear.
However the converse is not true. Katsura constructs such a counterexample
for the one-variable case in [20, Example 7.7]. The same construction can be
extended to give a multivariable counterexample. That is, let A = ⊕n∈ZAn
where An = B is nuclear for n > 0 and An = D is a non-nuclear C*-
subalgebra of B for all n ≤ 0. Let α1 be the forward shift on A and let
α2 = · · · = αn = idA. Then the fixed point algebra NO(A,α)
γ coincides
with B[0,∞·1] which is the direct limit of A by α1. ThusNO(A,α)
γ coincides
with ⊕n∈ZB. The latter is nuclear hence NO(A,α) is nuclear. However by
construction A is not nuclear.
We give a second condition that implies the nuclearity of NO(A,α).
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Theorem 2.8. Let α : Zn+ → End(A) be a C*-dynamical system. If the
embedding A →֒ B[0,∞·i] is nuclear for some i ∈ {1, . . . ,n} then NO(A,α)
is nuclear.
Proof. Let (π,U) be a Cuntz-Nica covariant pair such that NO(A,α) ≃
C∗(π,U). Without loss of generality we assume that i = 1. We will show
that the fixed point algebra NO(A,α)γ is nuclear. To this end we will show
inductively that the C*-subalgebras
B[0,∞·1+···+∞·m] = span{UxaU
∗
x | suppx = {1, . . . ,m}, a ∈ A}
of C∗(π,U) are nuclear.
We begin with m = 1. First we show that
A/I1 ≃ B[0,l·1]/B(0,l·1] ≃ B[0,∞·1]/B(0,∞·1],
for all l > 0. Indeed note that B[0,l·1]/B(0,l·1] ≃ A/A∩B(0,l·1] and recall that
I1 ⊆ B1 ⊆ B(0,l·1] ⊆ B(0,∞·1].
Now let a ∈ A
⋂
B(0,l·1] and recall that U1U
∗
1 is an identity for B(0,l·1]. Thus
a = aU1U
∗
1 which implies that a(I − U1U
∗
1) = 0. Hence we get that a ∈ I1.
Therefore we obtain A
⋂
B(0,l·1] = I1. The very same arguments give also
that A
⋂
B(0,∞·1] = I1.
We aim to apply Lemma 1.5 and so we need to verify that the embeddings
B(0,l·1] →֒ B(0,∞·1] are nuclear. We show this inductively. By assumption
suppose that
A
ϕn
// Mk(n)
ψn
// B[0,∞·1]
is an approximation of A →֒ B[0,∞·1]. Then
B1 = U1AU
∗
1
ϕn adU∗
1
// Mk(n)
adU1 ψn
// B(0,∞·1]
is an approximation of B1 = U1AU
∗
1 →֒ B(0,∞·1]. Therefore applying [20,
Proposition A.6] to the following diagram
0 // B1 //

B[0,1·1] //

B[0,1·1]/B1 // 0
0 // B(0,∞·1] // B[0,∞·1] // B[0,∞·1]/B(0,∞·1] // 0
yields that the embedding B[0,1·1] →֒ B[0,∞·1] is nuclear. Now assume that
we have shown that the embedding B[0,l·1] →֒ B[0,∞·1] is nuclear by an ap-
proximation
B[0,l·1]
ϕn
// Mk(n)
ψn
// B[0,∞·1] .
Then the approximation
B(0,(l+1)·1]
ϕn adU∗
1
// Mk(n)
adU1 ψn
// B(0,∞·1]
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shows that the embedding B(0,(l+1)·1] →֒ B(0,∞·1] is nuclear. Lemma 1.5
implies then that B[0,∞·1] is nuclear.
For m = 2 we repeat the same arguments by substituting A with the C*-
subalgebra B[0,∞·1] of B[0,∞·1+∞·2]. Note that B[0,∞·1] is nuclear now, hence
the embedding B[0,∞·1] →֒ B[0,∞·1+∞·2] is nuclear. A moment’s thought
suggests that I1 has to be substituted by the ideal
{X ∈ B[0,∞·1] | X · (I − U2U
∗
2) = 0},
since U2U
∗
2 is an identity for the C*-algebras
span{Ul·2XU
∗
l·2 | X ∈ B[0,∞·1], 0 6= l ≤ m},
for all m ∈ Z+. Induction then completes the proof.
3. KMS states on Nica-Pimsner algebras
In this section we work under the assumption that the system α : Zn+ →
End(A) is unital. Consequently the unit of A is also a unit for NT (A,α)
and NO(A,α).
3.1. The Toeplitz-Nica-Pimsner algebra. Let {γz}z∈Tn be the gauge
action on NT (A,α). For a fixed λ ∈ Rn let the action
σ : R→ Aut(NT (A,α)) : t 7→ γ(exp(iλ1t),...,exp(iλnt)).
The monomials of the form VxaV
∗
y span a dense ∗-subalgebra of analytic
elements of NT (A,α) since the function
R→ NT (A,α) : t 7→ σt(VxaV
∗
y ) = e
i〈x−y,λ〉tVxaV
∗
y
is analytically extended to the entire function
C→ NT (A,α) : z 7→ ei〈x−y,λ〉zVxaV
∗
y .
For β ∈ R the (σ, β)-KMS condition is then translated into
ψ(VxaV
∗
y · VzbV
∗
w) = e
−〈x−y,λ〉βψ(VzbV
∗
w · VxaV
∗
y ).
As we will soon see there are no KMS states when λkβ < 0 for some k =
1, . . . , n. On the other hand there is a characterization of the KMS states
when λkβ > 0 for all k = 1, . . . , n. We leave the case where some λk are
zeroes for later. To simplify notation in our computations we will frequently
use
β := λβ = (λ1β, . . . , λnβ)
throughout the proofs, i.e. βk := λkβ for all k = 1, . . . , n.
Proposition 3.1. Let α : Zn+ → End(A) be a unital C*-dynamical system,
σ : R → Aut(NT (A,α)) be the action related to λ ∈ Rn as above, and
β ∈ R.
(i) If λkβ < 0 for some k = 1, . . . , n, then there are no (σ, β)-KMS states.
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(ii) If λkβ > 0 for all k = 1, . . . , n, then a state ψ of NT (A,α) is a
(σ, β)-KMS state if and only if
ψ(ab) = ψ(ba) and ψ(VxaV
∗
y ) = δx,ye
−〈x,λ〉βψ(a),
for all a, b ∈ A and x, y ∈ Zn+.
Proof. Since the system is unital then the unit 1 ∈ A is also the unit for
NT (A,α). We write β = λβ = (λ1β, . . . , λnβ) so that βk = λkβ for all
k = 1, . . . , n.
For item (i) we compute
1 = ψ(1) ≥ ψ(Vk1V
∗
k ) = ψ(1V
∗
k σiβ(Vk)) = e
−βk ,
for all k = 1, . . . , n. Hence we get that βk = λkβ ≥ 0 for all k = 1, . . . , n.
For item (ii) fix λ ∈ Rn and β such that βk = λkβ > 0 for all k = 1, . . . , n.
Suppose first that ψ is a (σ, β)-KMS state. Then we obtain
ψ(ab) = ψ(bσiβ(a)) = ψ(ba),
and that
ψ(VxaV
∗
y ) = ψ(aV
∗
y σiβ(Vx)) = e
−〈x,β〉ψ(aV ∗y Vx).
It suffices to show that ψ(aV ∗y Vx) = 0 for all a ∈ A when x 6= y. By using
the Nica covariance we may assume that the monomial aV ∗y Vx is written in a
reduced form, i.e. suppx
⋂
supp y = ∅ so that V ∗y Vx = VxV
∗
y . First suppose
that x 6= 0 and let an xk > 0. Since k ∈ y
⊥ we get
ψ(aV ∗y Vx) = ψ(aVkV
∗
y Vx−k) = ψ(Vkαk(a)V
∗
y Vx−k)
= ψ(αk(a)V
∗
y Vx−kσiβ(Vk)) = e
−βkψ(αk(a)V
∗
y Vx).
Inductively we get that ψ(aV ∗y Vx) = e
−l·βkψ(αl·k(a)V
∗
y Vx) for every l ∈ Z+.
Hence we get that
|ψ(aV ∗y Vx)| ≤ e
−l·βk
∥∥∥αl·k(a)V ∗y Vx∥∥∥ ≤ e−l·βk ‖a‖ .
Taking the limit over l yields ψ(aV ∗y Vx) = 0 for all a ∈ A and y ∈ Z
n
+,
whenever x 6= 0. Now if x = 0 then we get that y 6= 0. By taking adjoints
and applying the KMS condition we then obtain
ψ(aV ∗y ) = ψ(Vya
∗) = e−〈y,β〉ψ(a∗Vy) = 0.
To prove the converse of item (ii) it suffices to show that if ψ satisfies the
two conditions then
ψ(VxaV
∗
y · VzbV
∗
w) = e
−〈x−y,β〉ψ(VzbV
∗
w · VxaV
∗
y ),
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for all x, y, z, w ∈ Zn+ and a, b ∈ A. For simplicity set f = VxaV
∗
y and
g = VzbV
∗
w . By the covariant condition we have that
ψ(fg) = ψ(Vx+z−y∧zαz−y∧z(a)αy−y∧z(b)V
∗
y+w−y∧z)
= δx+z−y∧z,y+w−y∧ze
−〈x+z−y∧z,β〉ψ(αz−y∧z(a)αy−y∧z(b))
= δx+z,y+we
−〈x+z−y∧z,β〉ψ(αz−y∧z(a)αy−y∧z(b)).
On the other hand we have that
ψ(gf) = ψ(Vz+x−x∧wαx−x∧w(b)αw−x∧w(a)V
∗
y+w−x∧w)
= δz+x−x∧w,y+w−x∧w · e
−〈z+x−x∧w,β〉 · ψ(αx−x∧w(b)αw−x∧w(a))
= δz+x,y+w · e
−〈z+x−x∧w,β〉 · ψ(αw−x∧w(a)αx−x∧w(b)),
where we use that ψ is tracial on A. Since all βk 6= 0, we have to show that
if z + x = y +w then
z − y ∧ z = w − x ∧ w and y − y ∧ z = x− x ∧ w,
and that
z + x− x ∧ w = (z + x− x ∧ w) + (x− y).
It suffices to show that
zk +min{xk, wk} = wk +min{yk, zk},
and the symmetrical
xk +min{yk, zk} = yk +min{xk, wk},
for all k = 1, . . . , n. These are immediate since the equation zk+xk = yk+wk
implies that min{yk, zk} = yk if and only if min{xk, wk} = xk.
The next step is to establish the existence of the KMS states when λkβ > 0
for all k = 1, . . . , n.
Proposition 3.2. Let α : Zn+ → End(A) be a unital C*-dynamical system
and σ : R → Aut(NT (A,α)) be the action related to λ ∈ Rn. Fix β ∈ R
such that λkβ > 0 for all k = 1, . . . , n. Then for every tracial state τ of A
there exists a (σ, β)-KMS state ψτ of NT (A,α) such that
ψτ (VxaV
∗
y ) = δx,y · e
−〈x,λ〉β ·
n∏
i=1
(1− e−λiβ) ·
∑
w∈Zn+
e−〈w,λ〉βταw(a),
for all a ∈ A and x, y ∈ Zn+.
Proof. We write β = λβ = (λ1β, . . . , λnβ) so that βk = λkβ for all k =
1, . . . , n. Suppose first that ψτ as defined above is a state on NT (A,α). We
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will show that it is a KMS state. For a, b ∈ A we obtain that
ψτ (ab) =
n∏
i=1
(1− e−βi) ·
∑
w∈Zn+
e−〈w,β〉ταw(ab)
=
n∏
i=1
(1− e−βi) ·
∑
w∈Zn+
e−〈w,β〉ταw(ba) = ψτ (ba),
where we have used that τ is a tracial state on A. Furthermore for x ∈ Zn+
and a ∈ A we readily verify that
e−〈x,β〉ψ(a) = ψτ (VxaV
∗
x ).
Hence ψτ satisfies the conditions of Proposition 3.1 and it is a (σ, β)-KMS
state.
The tricky part is to show that ψτ is indeed a state. To this end consider
the Fock representation (π˜, Vτ ) on Hτ ⊗ ℓ
2(Zn+) associated with the GNS
representation (Hτ , πτ , ξτ ) of a state τ of A. Recall the notation
Fm = {w ∈ Z
n
+ | w ≤ m · 1 = (m, . . . ,m)}.
For every w ∈ Zn+ let
ψw(f) :=
〈
(Vτ × π˜τ )(f)(ξτ ⊗ ew), ξτ ⊗ ew
〉
for f ∈ NT (A,α), and define
ψτ (f) :=
n∏
i=1
(1− e−βi) ·
∑
w∈Zn+
e−〈w,β〉ψw(f).
To see that ψτ is well defined first note that∑
w∈Fm
e−〈w,β〉 =
m∑
w1=0
e−w1β1 · · ·
m∑
wn=0
e−wnβn =
n∏
i=1
1− (e−βi)m+1
1− e−βi
after a proper re-indexing. Taking the limit over m yields∑
w∈Zn+
e−〈w,β〉 =
n∏
i=1
(1− eβi)−1.
Let a positive element f ∈ NT (A,α). Then the sequence of positives(∑
w∈Fm
e−〈w,β〉ψw(f)
)
m
is increasing and bounded above by the sequence(∑
w∈Fm
e−〈w,β〉 ‖f‖ ·1
)
m
which converges to ‖f‖ ·
∏n
i=1(1−e
βi)−1 ·1. Fur-
thermore a direct computation shows that ψw(1) = 1 for the unit 1 ∈ A of
NT (A,α). Therefore ψτ (1) = 1, hence ψ is a state.
It remains to show that ψτ is of the form of the statement. Suppose
that x 6= y. Then ψw(VxaV
∗
y ) = 0 for all w ∈ Z
n
+, hence ψτ (VxaV
∗
y ) = 0.
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Moreover, since V ∗τ,xξτ ⊗ ew = 0 when x 6≤ w, we obtain
ψτ (VxaV
∗
x ) =
n∏
i=1
(1− eβi) ·
∑
w∈Zn+
e−〈w,β〉
〈
Vτ,xπ˜τ (a)V
∗
τ,xξτ ⊗ ew, ξτ ⊗ ew
〉
=
n∏
i=1
(1− eβi) ·
∑
w∈Zn+
e−〈w,β〉
〈
π˜τ (a)V
∗
τ,xξτ ⊗ ew, V
∗
τ,xξτ ⊗ ew
〉
=
n∏
i=1
(1− eβi) ·
∑
x≤w∈Zn+
e−〈w,β〉
〈
πταw−x(a)ξτ , ξτ
〉
=
n∏
i=1
(1− eβi) ·
∑
x≤w∈Zn+
e−〈w,β〉ταw−x(a)
=
n∏
i=1
(1− eβi) ·
∑
w∈Zn+
e−〈w+x,β〉ταw(a),
which shows that ψ is as in the statement.
3.1.1. Parametrization of KMS states when λkβ > 0. We will show that the
correspondence of Proposition 3.2 is in fact a parametrization. We will use
the following lemma.
Lemma 3.3. Let (kw) be a sequence in C. Let Fm = {w ∈ Z
n
+ | w ≤ m · 1}
be the grids in Zn+ for m ∈ Z+ and fix y ≤ 1. Then we have that∑
0≤x≤y
(−1)|x|
∑
x≤w∈Fm
kw = k0.
Proof. We will show this in the case where y = 1. The general case follows
in the same way. We will give a proof with a flavour of linear algebra.
Let the finite dimensional space generated by the o.n. basis {ew | w ∈
Fm}. For x ∈ Fm we define px be the projection on the subspace generated
by {ew | w ≥ x}. Then we obtain that
∑
0≤x≤1
(−1)|x|px =
n∏
i=1
(I − pi),
which in turn is the projection on the subspace C · e0. Furthermore let the
operator T on H defined by
Tu =
∑
w∈Fm
〈
u, ew
〉
e0.
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Now let (kw) be a sequence in C and define the vector u =
∑
w∈Fm
kwew.
Then we get that∑
0≤x≤1
(−1)|x|
∑
x≤w∈Fm
kwe0 = T (
∑
0≤x≤1
(−1)|x|
∑
x≤w∈Fm
kwew)
= T (
∑
0≤x≤1
(−1)|x|pxu)
= T (
n∏
i=1
(I − pi)u) = T (k0e0) = k0e0.
Taking the inner product with e0 then completes the proof.
Theorem 3.4. Let α : Zn+ → End(A) be a unital C*-dynamical system,
σ : R → Aut(NT (A,α)) be the action related to λ ∈ Rn, and β ∈ R such
that λkβ > 0. Then there is an affine homeomorphism from the simplex
of the tracial states on A onto the simplex of the (σ, β)-KMS states on
NT (A,α).
Proof. We write β = λβ = (λ1β, . . . , λnβ) so that βk = λkβ for all k =
1, . . . , n.
Let the mapping τ 7→ ψτ where ψτ is as in Proposition 3.2, i.e.
ψτ (VxaV
∗
y ) = δx,y · e
−〈x,β〉 ·
n∏
i=1
(1− e−βi) ·
∑
w∈Zn+
e−〈w,β〉ταw(a),
for all a ∈ A and x, y ∈ Zn+. The fact that this is an affine weak*-continuous
mapping follows by the standard arguments of [26, Proof of Theorem 6.1].
First we show that the mapping is onto. That is, given a (σ, β)-KMS state
ϕ of NT (A,α) we will construct a tracial state τ of A such that ϕ = ψτ .
By Proposition 3.1 it suffices to show that ϕ(a) = ψτ (a) for all a ∈ A. A
key step is to isolate a projection P ∈ NT (A,α) such that Pa = aP . To
this end let
P =
n∏
i=1
(I − ViV
∗
i ),
and recall that aViV
∗
i = Viαi(a)V
∗
i = ViV
∗
i a for all a ∈ A. We remind that
we use the notation
Fm = {x ∈ Z
n
+ | x ≤ m · 1} and |x| =
n∑
k=1
xk.
Then a direct computation shows that
P =
∑
x∈F1
(−1)|x|VxV
∗
x ,
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where V0V
∗
0 ≡ I. Hence we get that
ϕ(P ) =
∑
x∈F1
(−1)|x|ϕ(VxV
∗
x ) =
∑
x∈F1
(−1)|x|e−〈x,β〉 =
n∏
i=1
(1− e−βi).
Note here that ϕ(P ) is constant for all (σ, β)-KMS states ϕ. We claim that
the function
ϕP : A→ C : a 7→
ϕ(PaP )
ϕ(P )
is a tracial state on A. Indeed, for a = 1 ∈ A (which is also the unit of
NT (A,α)) we get that ϕP (1) = 1. Moreover by using that ϕ is a (σ, β)-
KMS state and that σiβ(a) = a for all a ∈ A and σiβ(P ) = P we get that
ϕ(PabP ) = ϕ(bPPa) = ϕ(bPa) = ϕ(Pba) = ϕ(PbaP ).
Thus ϕP (ab) = ϕP (ba) for all a, b ∈ A.
Secondly we construct a sequence of projections pm ∈ NT (A,α) such
that limm ϕ(pm) = 1. To this end let
pm =
∑
w∈Fm
VwPV
∗
w .
Note that PVi = 0 and consequently PVx = 0 for all x 6= 0. Thus we get
that
PV ∗y VxP = PVx−y∧xV
∗
y−y∧xP = δx,yP
for all x, y ∈ Zn+. Therefore each pm is a projection. We compute
ϕ(pm) =
∑
w∈Fm
ϕ(VwPV
∗
w)
=
∑
w∈Fm
e−〈w,β〉ϕ(P )
= ϕ(P )
∑
w∈Fm
e−〈w,β〉,
where ϕ(P ) =
∏n
i=1(1 − e
−βi). However after a proper re-indexing we get
that
lim
m
∑
w∈Fm
e−〈w,β〉 = lim
m
n∏
i=1
1− (e−βi)m
1− e−βi
=
n∏
i=1
(1− e−βi)−1 = ϕ(P )−1,
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hence limm ϕ(pm) = 1. Therefore limm ϕ(pmfpm) = ϕ(f) for all f ∈
NT (A,α) by [25, Lemma 7.3]. In particular for a ∈ A we get that
ϕ(a) = lim
m
ϕ(pmapm)
= lim
m
∑
w∈Fm
∑
z∈Fm
ϕ(VwPV
∗
w · a · VzPV
∗
z )
= lim
m
∑
w∈Fm
∑
z∈Fm
e−〈w,β〉ϕ(PV ∗waVzPV
∗
z · VwP )
= lim
m
∑
w∈Fm
∑
z∈Fm
e−〈w,β〉δw,zϕ(PV
∗
waVzP )
= lim
m
∑
w∈Fm
e−〈w,β〉ϕ(PV ∗waVwP )
= lim
m
∑
w∈Fm
e−〈w,β〉ϕ(Pαw(a)P )
=
n∏
i=1
(1− e−βi) ·
∑
w∈Zn+
ϕPαw(a),
thus ϕ coincides with ψτ for the trace τ = ϕP .
For the last step let ψτ be as in Proposition 3.2. It then suffices to show
that
(ψτ )P (a) = τ(a) for all a ∈ A.
Indeed in this case we get that if ψτ = ψρ then τ = ρ and thus the corre-
spondence τ 7→ ψτ is one-to-one. Recall that ψτ is a KMS state and that
σiβ(P ) = P , hence
ψτ (PaP ) = ψτ (aPP ) = ψτ (aP ) for all a ∈ A.
We have to show that
ψτ (aP ) =
τ(a)
ψτ (P )
for all a ∈ A.
Recall that P =
∑
0≤x≤1(−1)
|x|VxV
∗
x and compute
ψτ (aP ) = ψτ
( ∑
0≤x≤1
(−1)|x|aVxV
∗
x
)
=
∑
0≤x≤1
(−1)|x|ψτ (Vxαx(a)V
∗
x )
For convenience let us write
p = ψτ (P )
−1 =
n∏
i=1
(1− e−βi)−1.
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Then we get that
ψτ (aP ) = p
∑
0≤x≤1
(−1)|x|e−〈x,β〉
∑
w∈Zn+
e−〈w,β〉ταw(αx(a))
= p
∑
0≤x≤1
(−1)|x|
∑
w∈Zn+
e−〈x+w,β〉ταx+w(a)
= p
∑
0≤x≤1
(−1)|x|
∑
x≤w∈Zn+
e−〈w,β〉ταw(a)
= p lim
m
∑
0≤x≤1
(−1)|x|
∑
x≤w∈Fm
e−〈w,β〉ταw(a).
By Lemma 3.3 we then get that∑
0≤x≤1
(−1)|x|
∑
x≤w∈Fm
e−〈w,β〉ταw(a) = e
−〈0,β〉τα0(a) = τ(a)
and therefore ψτ (aP ) = pτ(a) as required.
3.1.2. Ground states. As in [24, 26] we give a characterization of the ground
states. This will imply their existence and association with the states on
the C*-algebra A.
Proposition 3.5. Let α : Zn+ → End(A) be a unital C*-dynamical system.
Then a state ψ of NT (A,α) is a ground state if and only if
ψ(VxaV
∗
y ) =
{
ψ(a) for x = 0 = y,
0 otherwise,
for a state τ of A.
Consequently, there is an affine homeomorphism from the state space
S(A) onto the ground states on NT (A,α).
Proof. Let σ : R→ Aut(A) be the action related to λ ∈ Rn and recall that
σz(VxaV
∗
y ) = e
i〈x−y,λ〉zVxaV
∗
y for all z ∈ C.
First fix a ground state ψ. Suppose that y 6= 0 and note that the map
r + it 7→ ψ(Vxσr+it(aV
∗
y )) = e
−i〈y,λ〉re〈y,λ〉tψ(VxaV
∗
y )
must be bounded when t > 0, for all a ∈ A. Therefore we get that
ψ(VxaV
∗
y ) = 0. When y = 0 but x 6= 0, we have that the function
r + it 7→ ψ(a∗σr+it(V
∗
x )) = e
−i〈x,λ〉re〈x,λ〉tψ(a∗V ∗x )
must be bounded for t > 0; thus ψ(a∗V ∗x ) = 0. Taking adjoints yields
ψ(Vxa) = 0.
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Conversely let ψ be a state on NT (A,α) that satisfies the condition of
the statement. Then for f = VxaV
∗
y and g = VzbV
∗
w we compute
|ψ(fσr+it(g))|
2 = |ei〈z−w,λ〉(r+it)ψ(fg)|2
= e−〈z−w,λ〉t|ψ(fg)|2
≤ e−〈z−w,λ〉tψ(f∗f)ψ(g∗g)
≤ e−〈z−w,λ〉tψ(Vya
∗aV ∗y )ψ(Vwb
∗bV ∗w).
When y 6= 0 or w 6= 0 then the above expression is 0. When y = w = 0 then
|ψ(fσr+it(g))| = e
−〈z,λ〉t|ψ(VxaVzb)| = e
−〈z,λ〉t|ψ(Vx+zαz(a)b)|,
which is zero when x 6= 0 or z 6= 0. Finally when x = y = z = w = 0
then ψ(fσr+it(g)) = ψ(ab), which is bounded on {z ∈ C | Im(z) > 0} for all
a, b ∈ A.
Because of this characterization, every state on A gives rise to a ground
state on NT (A,α). Indeed, let τ be a state on A and let (Hτ , πτ , ξτ ) be the
associated GNS representation. Then for the Fock representation (π˜τ , Vτ )
we define the state
ψτ (f) =
〈
fξτ ⊗ e0, ξτ ⊗ e0
〉
, for all f ∈ NT (A,α).
It is readily verified that ψτ (a) = τ(a) for all a ∈ A. For f = VxaV
∗
y we
compute
ψτ (VxaV
∗
y ) =
〈
Vτ,xπ˜τ (a)V
∗
τ,yξτ ⊗ e0, ξτ ⊗ e0
〉
=
〈
π˜τ (a)V
∗
τ,yξτ ⊗ e0, Vτ,xξτ ⊗ e0
〉
= δx,0δy,0 〈πτ (a)ξτ , ξτ 〉
=
{
τ(a) for x = 0 = y,
0 otherwise,
=
{
ψτ (a) for x = 0 = y,
0 otherwise.
Finally note that ψ = ψτ for τ = ψ|A, since the restriction of a ground state
to A defines a state on A.
3.1.3. KMS∞ states. We continue with the characterization of the KMS∞
states on NT (A,α).
Proposition 3.6. Let α : Zn+ → End(A) be a unital C*-dynamical system.
Then a state ψ is a KMS∞ state on NT (A,α) if and only if
ψ(VxaV
∗
y ) =
{
τ(a) for x = 0 = y,
0 otherwise,
for a tracial state τ of A.
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Consequently, there is an affine homeomorphism from the tracial state
space T (A) onto the KMS∞ states on NT (A,α).
Proof. Fix ψ be a KMS∞ state on NT (A,α). Let ψβ be (σ, β)-KMS states
on NT (A,α) that converge in the w*-topology to ψ. By Proposition 3.1 we
obtain that ψ|A is a tracial state on A and that
ψβ(VxaV
∗
y ) = δx,ye
−〈x,λ〉βψ(a),
which tends to zero when β −→∞, if x 6= 0 or y 6= 0.
Conversely, let ψτ be as in the statement with respect to a tracial state τ
of A. Let ψτ,β be as defined in Proposition 3.2, i.e.
ψτ,β(VxaV
∗
y ) = δx,y · e
−〈x,λ〉β
n∏
i=1
(1− e−λiβ) ·
∑
w∈Zn+
e−〈w,λ〉βταw(a).
By the w*-compactness we may choose a sequence of such states that con-
verges to a state, say ψ. By definition ψ is then a KMS∞ state, and we aim to
show that ψτ = ψ. When x, y 6= 0 then we get that limβ→∞ ψτ,β(VxaV
∗
y ) =
0, as in the preceding paragraph. When x = y = 0 then
ψτ,β(a) =
n∏
i=1
(1− e−λiβ) ·
∑
w∈Zn+
e−〈w,λ〉βταw(a)
=
n∏
i=1
(1− e−λiβ) ·
(
τ(a) +
∑
w>0
e−〈w,λ〉βταw(a)
)
.
However
|
∑
w>0
e−〈w,λ〉βταw(a)| ≤ ‖a‖ ·
∑
w>0
e−〈w,λ〉β
= ‖a‖ (−1 +
n∏
i=1
(1− e−λiβ)−1).
Taking β −→ ∞ in the last expression yields that
∑
w>0 e
−〈w,λ〉βταw(a)
tends to zero. Trivially limβ→∞
∏n
i=1(1 − e
−λiβ) = 1, which implies that
limβ→∞ ψτ,β(a) = τ(a), hence ψ = ψτ . The proof is completed as in Propo-
sition 3.5.
3.1.4. KMS states at β = 0 (tracial states). A tracial state on NO(A,α)
defines automatically a tracial state on NT (A,α). By Proposition 3.11
(that will follow) this works also in the converse direction.
Proposition 3.7. Let α : Zn+ → End(A) be a unital C*-dynamical system
and let β˜ : Zn → Aut(B˜) be its automorphic dilation as defined in Subsection
1.3. For any tracial state τ of B˜ there exists a tracial state ψ of NT (A,α)
such that
ψ(VxaV
∗
y ) = δx,yτ β˜−x(a) for all a ∈ A, x, y ∈ Z
n
+.
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Proof. It suffices to find a tracial state ϕ of NO(A,α) so that ϕ(UxaU
∗
y ) =
δx,yτ(β˜−x(a)). Then we may set ψ = ϕq for the canonical ∗-epimorphism
q : NT (A,α)→ NO(A,α). Recall that NO(A,α) is a corner of the crossed
product B˜ ⋊
β˜
Zn by the element p = 1 ∈ A ⊆ B˜. Consequently the tracial
states on B˜ ⋊
β˜
Zn define tracial states on NO(A,α) by restriction. If τ is
a tracial state on B˜ then ψ := τE : B˜ ⋊
β˜
Zn → C is a tracial state, where
E is the conditional expectation on the crossed product. It is then readily
verified that ψ(UxaU
∗
y ) = δx,yτ β˜−x(a) for all a ∈ A and x, y ∈ Z
n
+.
3.1.5. Applications. Our analysis can be used to treat the particular cases
when λk = 1 for all k = 1, . . . , n, or when λk = 0 for some k = 1, . . . , n.
Example 3.8. Let the action σ : R → Aut(NT (A,α)) given by σt =
γ(exp(it),...,exp(it)). Then the KMS condition translates into
ψ(VxaV
∗
y · VzbV
∗
w) = e
−(|x|−|y|)βψ(VzbV
∗
w · VxaV
∗
y ),
for all a, b ∈ A and x, y, z, w ∈ Zn+. The previous analysis then gives the
appropriate characterization of the (σ, β)-KMS states by setting λk = 1 for
all k = 1, . . . , n:
(i) for β < 0 there are no (σ, β)-KMS states;
(ii) for β > 0, a state ψ is (σ, β)-KMS state if and only if ψ(ab) = ψ(ba),
and ψ(VxaV
∗
y ) = δx,ye
−|x|βψ(a), for all a, b ∈ A and n,m ∈ Z+;
(iii) for every tracial state τ of A and β > 0 there is a (σ, β)-KMS state
ψτ of NT (A,α) such that
ψτ (VxaV
∗
y ) = δx,y · e
−|x|β · (1− e−β)n
∑
w∈Zn+
e−|w|βταw(a),
for all a ∈ A and x, y ∈ Zn+. This representation is a parametrization of the
(σ, β)-KMS states.
Now let us examine the case where some λk are zeroes. Without loss of
generality we may assume that λd+1 = · · · = λn = 0 and λ1, . . . , λd 6= 0.
Then σ : R→ Aut(NT (A,α)) is given by
σt = γ(exp(iλ1t),...,exp(iλdt),1,...,1).
Hence we obtain
σt(VxaV
∗
y ) = e
i
∑
d
k=1(xk−yk)tVxaV
∗
y ,
and the KMS condition is translated into
ψ(VxaV
∗
y · VzbV
∗
w) = e
−
∑
d
k=1(xk−yk)λkβψ(VzbV
∗
w · VxaV
∗
y ),
for all a, b ∈ A and x, y, z, w ∈ Zn+. We aim to show that the (σ, β)-KMS
states on NT (A,α) are determined by the (σ′, β)-KMS states on NT (Z, ζ)
for a suitably chosen C*-dynamical system ζ : Z → End(Z) and an appro-
priate action σ′ : R→ Aut(NT (Z, ζ)).
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To this end recall that aVi = Viαi(a) for all a ∈ A. Then aViV
∗
i = ViV
∗
i a
and since Vi is an isometry we obtain that
αi(a) = V
∗
i aVi, for all a ∈ A.
We define the C*-algebra
Z = span{VxaV
∗
y | a ∈ A, suppx, supp y ⊆ {d+ 1, . . . ,n}}.
Observe that Z is a C*-subalgebra of NT (A,α). For i = 1, . . . ,d we can
extend the ∗-endomorphism αi to a ∗-endomorphism ζi of Z defined by
ζi(f) = V
∗
i fVi, for all f ∈ Z.
To see that every ζi is an algebraic endomomorphism we remark that ViV
∗
i ∈
Z ′ and that
ζi(VxaV
∗
y ) = V
∗
i VxaV
∗
y Vi = Vxαi(a)V
∗
y V
∗
i Vi = Vxαi(a)V
∗
y ,
where we have used that the Vi are doubly commuting isometries and that
x, y ∈ i⊥. This is a concrete system and NT (Z, ζ) has a representation
in NT (A,α) given by the covariant pair (idZ , V ). We will show that the
induced ∗-representation is faithful.
Proposition 3.9. With the aforementioned notation, let Z ⊆ NT (A,α),
and let the covariant pair (idZ , V ) of ζ : Z
n
+ → End(Z). Then the induced
∗-representation on NT (Z, ζ) is faithful.
Proof. Note that the representation (idZ , V ) admits a gauge action given
by
γ′ : Td → Aut(NT (Z, ζ)),
such that γ′z = aduz where uz(ξ ⊗ ew) = z
w1
1 . . . z
wd
d ξ ⊗ ew. Therefore by the
gauge invariant uniqueness theorem it suffices to show that Z
⋂
B(0,∞] = (0),
where
B(0,∞] = span{VxfV
∗
x | f ∈ Z, suppx ⊆ {1, . . . ,d}}.
For a typical monomial VxaV
∗
y ∈ Z we note that VxaV
∗
y (ξ ⊗ ew) = 0, when
suppw ⊆ {1, . . . ,d}. On the other hand B(0,∞] is the inductive limit of the
C*-subalgebras
B(0,m·d] = span{VxfV
∗
x | f ∈ Z, 0 < x ≤ m · d}.
For X ∈ B(0,m·d] it is immediate to deduce that if X(ξ ⊗ ew) = 0 for all
0 < x ≤ m · d then X = 0. Inductively for X ∈ B(0,∞] we obtain that if
X(ξ ⊗ ew) = 0 then X = 0. This shows that Z
⋂
B(0,∞] = (0).
An immediate corollary is that NT (A,α) = NT (Z, ζ). Then the action σ
induces an action on NT (Z, ζ). The gain is that σt|Z = idZ and we fall into
the previous analysis. In particular note that there is a bijection between
the actions σ of NT (A,α) related to λ with λd+1 = · · · = λn = 0 and the
actions σ′ of NT (Z, ζ) defined by
σ′t = γ
′
(exp(iλ1t),...,exp(iλdt))
,
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where {γ′z}z∈Td here is the gauge action of NT (Z, ζ).
Proposition 3.10. With the aforementioned notation, a state ψ is a (σ, β)-
KMS state on NT (A,α) if and only if ψ is a (σ′, β)-KMS state on NT (Z, ζ).
Proof. We will use that every element x ∈ Zn+ is decomposed as x =
xd + xn−d where
xd = (x1, . . . , xd, 0, . . . , 0) and xn−d = (0, . . . , 0, xd+1, . . . , xn).
Therefore a typical element VxaV
∗
y can be written as VxdfV
∗
y
d
, with f =
Vx
n−d
aV ∗y
n−d
∈ Z.
First suppose that ψ is a (σ, β)-KMS state on NT (A,α). We have to
establish the equality
ψ(Vx
d
fV ∗y
d
· Vz
d
gV ∗w
d
) = ψ(Vz
d
gV ∗w
d
· σ′iβ(VxdfV
∗
y
d
))
= e−
∑
d
k=1(xk−yk)λkβψ(Vz
d
gV ∗w
d
· Vx
d
fV ∗y
d
),
for f, g ∈ NT (Z, ζ) and x, y, z, w ∈ Zn+. It suffices to check it for f =
Vx
n−d
aV ∗y
n−d
and g = Vz
n−d
bV ∗w
n−d
, since such elements span a dense subset
of Z. This follows directly by the computation
ψ(Vx
d
fV ∗y
d
· Vz
d
gV ∗w
d
) = ψ(VxaV
∗
y · VzbV
∗
w)
= ψ(VzbV
∗
w · σiβ(VxaV
∗
y ))
= e−
∑
d
k=1(xk−yk)λkβψ(VzbV
∗
w · VxaV
∗
y )
= e−
∑
d
k=1(xk−yk)λkβψ(Vz
d
gV ∗w
d
· Vx
d
fV ∗y
d
).
Conversely suppose that ψ is a (σ′, β)-KMS state on NT (Z, ζ). We have
to establish the equality
ψ(VxaV
∗
y · VzbV
∗
w) = e
−
∑
d
k=1(xk−yk)λkβψ(VzbV
∗
w · VxaV
∗
y ),
for a, b ∈ A and x, y, z, w ∈ Zn+. This follows directly by the computation
ψ(VxaV
∗
y · VzbV
∗
w) = ψ(VxdfV
∗
y
d
· Vz
d
gV ∗w
d
)
= ψ(Vz
d
gV ∗w
d
· σ′iβ(VxdfV
∗
y
d
))
= e−
∑
d
k=1(xk−yk)λkβψ(Vz
d
gV ∗w
d
· Vx
d
fV ∗y
d
)
= e−
∑
d
k=1(xk−yk)λkβψ(VzbV
∗
w · VxaV
∗
y ),
for the elements f = Vx
n−d
aV ∗y
n−d
∈ Z and g = Vz
n−d
bV ∗w
n−d
∈ Z.
3.2. The Cuntz-Nica-Pimsner algebra. Recall that NO(A,α) is the
quotient of NT (A,α) by the ideal generated by the elements
a ·
∏
i∈suppx
(I − ViV
∗
i ), for all a ∈ Ix,
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and for all x > 0, where
Ix =
⋂
y∈x⊥
α−1y
(( ⋂
i∈suppx
kerαi
)⊥)
.
We denote by q : NT (A,α)→ NO(A,α) the quotient map. Since A embeds
isometrically inside NO(A,α) we write a ≡ q(a) for all a ∈ A. Moreover we
write Ux = q(Vx) for all x ∈ Z
n
+. The action σ of NT (A,α) passes naturally
to an action of NO(A,α) which we denote by the same symbol. It is readily
verified that the (σ, β)-KMS states on NO(A,α) define (σ, β)-KMS states
on NT (A,α). The converse is true when the state vanishes on ker q.
3.2.1. KMS states at β = 0. The algebra NO(A,α) is a C*-subalgebra of
B˜(1) ⋊
β˜(1)
Zn. Therefore NO(A,α) admits restrictions of tracial states on
this crossed product. On the other hand it shares the “same” tracial states
with NT (A,α).
Proposition 3.11. Let α : Zn+ → End(A) be a unital C*-dynamical system.
Then a state is tracial on NT (A,α) if and only if it factors through a tracial
state on NO(A,α).
Proof. It suffices to show that if ψ is a tracial state on NT (A,α) then it
vanishes on ker q which is generated by the elements
a ·
∏
i∈suppx
(I − ViV
∗
i ), for all a ∈ Ix and x > 0.
To this end fix x > 0 such that xk 6= 0. Since ψ is tracial we obtain that
1 = ψ(I) = ψ(V ∗k Vk) = ψ(VkV
∗
k ).
By the Cauchy-Schwartz inequality we then obtain that
|ψ(a ·
∏
i∈suppx
(I − ViV
∗
i ))|
2 ≤M · ψ ((I − VkV
∗
k )(I − VkV
∗
k )
∗)
=M · ψ(I − VkV
∗
k ) = 0,
for all a ∈ A, since I − VkV
∗
k is a projection. In particular this holds for all
a ∈ Ix and the proof is complete.
3.2.2. Injective systems. For injective systems the picture is rather clear.
Proposition 3.12. Let α : Zn+ → End(A) be a unital C*-dynamical system
and σ : R → Aut(NT (A,α)) be the action related to λ ∈ Rn \ {0}. If α is
injective then there are no KMS states on NO(A,α) for β 6= 0.
Proof. Recall that injectivity of α is equivalent to the Ui being unitaries
by Proposition 1.3. Let ψ be a (σ, β)-KMS state on NO(A,α). As in the
first part of the proof of Proposition 3.1 we can have an estimation for the
λkβ by using the Uk in the place of Vk. However now Uk is a unitary and
we obtain equality, i.e. 1 = e−λkβ , thus λkβ = 0 for all k = 1, . . . , n. Since
σ is not trivial there is a λk 6= 0 hence β = 0.
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Therefore if α : Zn+ → End(A) is an injective C*-dynamical system then
the only possible KMS states are the tracial states on NO(A,α). Recall that
in this case NO(A,α) ≃ A˜⋊α˜ Z
n for the automorphic extension α˜ : Zn →
Aut(A˜). When A˜ admits tracial states then NO(A,α) ≃ A˜ ⋊α˜ Z
n admits
tracial states that appear as evaluations on the (0, 0)-entry.
3.2.3. Non-injective systems. For the non-injective case we will use the anal-
ysis of the KMS states on NT (A,α).
Theorem 3.13. Let α : Zn+ → End(A) be a unital C*-dynamical system,
σ : R → Aut(NT (A,α)) be the action related to λ ∈ Rn, and β ∈ R such
that λkβ > 0 for all k = 1, . . . , n. Then there is an affine homeomorphism
τ 7→ ϕτ from the simplex of the tracial states on A that vanish on I1 onto
the simplex of the (σ, β)-KMS states on NO(A,α) such that
ϕτ (UxaU
∗
y ) = δx,y · e
−〈x,λ〉β ·
n∏
i=1
(1− e−λiβ) ·
∑
w∈Zn+
e−〈w,λ〉βταw(a),
for all a ∈ A, x, y ∈ Zn+.
Proof. Recall that NO(A,α) is a quotient of NT (A,α) and that we have
already obtained a parametrization of the KMS states on NT (A,α). Thus
it suffices to show that a tracial state τ on A vanishes on I1 if and only if
ψτ of Proposition 3.2 defines a KMS state ϕτ on NO(A,α) by ϕτ q = ψτ for
the quotient map q : NT (A,α) → NO(A,α). Since the action σ respects
the quotient mapping, this is equivalent to showing that ψτ vanishes on the
elements a ·
∏
i∈supp y(I − ViV
∗
i ) for all a ∈ Iy, and for all y > 0.
To this end fix y ∈ Zn+. Since Iy = Iy∧1, then without loss of generality
we may assume that y ≤ 1 with support supp y = {1, . . . ,d}. Then a
computation similar to that of Theorem 3.4 gives that
ψτ (a ·
d∏
i=1
(I − ViVi∗)) =
n∏
i=1
(1− e−βi)−1τ(a).
The proof follows in exactly the same way by replacing
∏n
i=1(I−ViVi∗) with∏d
i=1(I − ViVi∗) and 1 with y. Recall here that Lemma 3.3 holds for any
y ≤ 1 .
For the forward implication fix τ be a state on A that vanishes on I1. Since
Iy ⊆ I1 for all y > 0, then τ vanishes on Iy as well. The above equation then
shows that ψτ vanishes on the ideals generated by a ·
∏
i∈supp y(I−ViV
∗
i ) for
all a ∈ Iy.
Conversely if ϕ is a (σ, β)-KMS state on NO(A,α) then ϕq is a (σ, β)-
KMS state on NT (A,α) where q : NT (A,α) → NO(A,α) is the quotient
∗-epimorphism. Hence we obtain that ϕq = ψτ for some tracial state τ of A,
by Theorem 3.4. Therefore ψτ vanishes on a ·
∏n
i=1(I − ViVi∗) for all a ∈ I1.
Then the above computation shows that τ vanishes on I1, and the proof is
complete.
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3.2.4. Ground states and KMS∞ states. Similar computations give the fol-
lowing analogues for the ground states and the KMS∞ states on NO(A,α).
In particular for the KMS∞ states we make use of Theorem 3.13.
Corollary 3.14. Let α : Zn+ → End(A) be a unital C*-dynamical system.
The map τ 7→ ϕτ with
ϕτ (UxaU
∗
y ) =
{
τ(a) for x = 0 = y,
0 otherwise,
is an affine homeomorphism from the state space S(A) (resp. tracial state
space T (A)) onto the ground states (resp. KMS∞ states) of NO(A,α).
3.2.5. Applications. As in the case of NT (A,α), our analysis can be used to
treat the particular cases when λk = 1 for all k = 1, . . . , n, or when λk = 0
for some k = 1, . . . , n.
Example 3.15. In the case where λ1 = · · · = λn = 1, let the action
σ : R → Aut(NO(A,α)) be given by σt = γ(exp(it),...,exp(it)). Then for every
tracial state τ of A that vanishes on I1 and β > 0 there is a (σ, β)-KMS
state ψτ of NO(A,α) such that
ψτ (UxaU
∗
y ) = δx,y · e
−|x|β · (1− e−β)n
∑
w∈Zn+
e−|w|βταw(a),
for all a ∈ A and x, y ∈ Zn+. This representation is a parametrization of the
(σ, β)-KMS states.
Now let us examine the case where some λk are zeroes. Let us assume
that λd+1 = · · · = λn = 0 and λ1, . . . , λd 6= 0. We aim to show that the
(σ, β)-KMS states on NO(A,α) are determined by the (σ′, β)-KMS states
on NO(Ω, ω) for a suitably chosen C*-dynamical system ω : Zd+ → End(Ω)
and for
σ′t = γ
′
(exp(iλ1t),...,exp(iλdt))
.
To this end let the C*-algebra
Ω = span{UxaU
∗
y | a ∈ A, suppx, supp y ⊆ {d+ 1, . . . ,n}}.
Observe that Ω is a C*-subalgebra of NO(A,α). For i = {1, . . . ,d} we can
extend the ∗-endomorphism αi to a ∗-endomorphism ωi of Ω defined by
ωi(f) = U
∗
i fUi, for all f ∈ Ω.
Then σ : Rn → Aut(NO(A,α)) defines an action σ′ : Rd → Aut(NO(Ω, ω)).
Proposition 3.16. With the aforementioned notation, a state ϕ is a (σ, β)-
KMS state on NO(A,α) if and only if ϕ is a (σ′, β)-KMS state on NO(Ω, ω).
Proof. The proof follows in the same way as in Proposition 3.10 once we
show that NO(Ω, ω) = NO(A,α). To this end we will show that the repre-
sentation (idΩ, U) defines a faithful Cuntz-Nica covariant pair of NO(Ω, ω).
It is evident that idΩ is injective on Ω and that (idΩ, U) admits a gauge
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action inherited from the gauge action of NO(A,α). It remains to show
that (idΩ, U) is also a Cuntz-Nica covariant pair.
Claim. Let w ∈ Zd+. Then we have that f ∈ (
⋂
i∈suppw kerωi)
⊥ ⊆ Ω if and
only if f ·
∏
i∈suppw(I − UiU
∗
i ) = 0.
Proof of the Claim. For convenience let x =
∏
i∈suppw(I−UiU
∗
i ). Without
loss of generality assume that suppw = {1, . . . ,m} with m ≤ d. Let g ∈⋂
i∈suppw kerωi and f ∈ Ω such that fx = 0. Then we get that
0 = fx · g
= f ·
(m−1∏
i=1
(I − UiU
∗
i )
)
· (I − UmU
∗
m)g
= f ·
(m−1∏
i=1
(I − UiU
∗
i )
)
· (g − Umωm(g)U
∗
m)
= f ·
m−1∏
i=1
(I − UiU
∗
i ) · g,
since g ∈ kerωm. Inductively we obtain that fg = 0, which shows that f is
in (
⋂
i∈suppw kerωi)
⊥.
Conversely suppose that f ∈ (
⋂
i∈suppw kerωi)
⊥. Note that x is a projec-
tion that commutes with Ω. Let us form the C*-algebra
A = C∗(Ω, x) = Ωx+Ω(1− x)
inside NO(A,α). We will denote by ω˜i the extension of ωi to A. Then we
get that
x ∈
⋂
i∈suppw
ker ω˜i ⊆ A
as well. As a consequence we have that
fx ∈
⋂
i∈suppw
ker ω˜i ⊆ A.
On the other hand every g˜ ∈ A attains an orthogonal decomposition g˜ =
gx+ g˜(1− x) for some g ∈ Ω. We can then write
g = gx+ g(1 − x) = g˜ − g˜(1− x) + g(1 − x).
Let g˜ ∈
⋂
i∈suppw ker ω˜i. Then we obtain
ωi(g) = U
∗
i gUi
= U∗i g˜Ui − U
∗
i g˜(1− x)Ui + U
∗
i g(1 − x)Ui
= ω˜i(g˜) + 0 = 0,
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since (1 − x)Ui = 0 for all i ∈ suppw. Therefore we have that g ∈⋂
i∈suppw kerωi ⊆ Ω. As a consequence we obtain that
fxg˜ = fxgx+ fxg˜(1− x) = xfgx = 0,
since f is perpendicular to
⋂
i∈suppw kerωi. Thus fx ∈ (
⋂
i∈suppw ker ω˜i)
⊥
as well. This shows that fx = 0 and the proof of the claim is complete.
For distinction let us denote by Jw the ideals of ω : Z
d
+ → End(Ω) with
suppw = {1, . . . ,d}. Now let f ∈ Jw for w ∈ Z
d
+ with suppw = {1, . . . ,m}.
Then in particular we get that f ∈ (
⋂
i∈suppw kerωi)
⊥. By the claim we
obtain
idΩ(f) ·
∏
i∈suppw
(I − UiU
∗
i ) = f ·
∏
i∈suppw
(I − UiU
∗
i ) = 0
which completes the proof.
4. Appendix
Multivariable systems over Zn+ admit multivariable gauge actions σ of R
n.
Surprisingly all the computations of Section 3 still hold for the action
σt = γ(exp(it1),...,exp(itn)), for t = (t1, . . . , tn) ∈ R
n,
by substituting λkβ with any βk ∈ R. So one may ask why not apply the
same analysis in the multivariable context. That is, for an action σ : Rn →
Aut(A) of a C*-algebra A and for 0 < β ∈ Rn, one may consider the
condition
ψ(ab) = ψ(bσiβ(a)),
for all a, b in a norm dense ∗-subalgebra of analytic elements in A. However
the purpose of the KMS condition is to build a specific analytic function
Fa,b on an (unbounded) domain. In the one-variable case this is achieved
by using the Phragme´n-Lindelo¨f principle for strips. The application of this
idea for tubes in Cn requires the insertion of new data. Here we present
a multivariable KMS condition subject to a prescribing set. The required
proofs will follow after this exposition.
Definition 4.1. Let 0 < β ∈ Rn. A β-prescribing set Λβ is a subset of
Cβ := {γ =
n∑
k=1
εkβk k | εk = 0, 1}
such that 0 /∈ Λβ.
For the definition of a multivariable KMS state we will require all 3 data
(σ, β,Λβ).
Definition 4.2. Let σ : Rn → Aut(A) be a C*-dynamical system and Λβ
be a prescribing set for 0 < β ∈ Rn. A state τ of A is called a (σ,Λβ)-KMS
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state on A if for every pair of elements a, b ∈ A there is a complex-valued
function Fa,b that is analytic on the interior of
D = {z ∈ Cn | 0 ≤ Im(zk) ≤ βk, k = 1, . . . , n}
and continuous and bounded on D such that Fa,b(t) = τ(aσt(b) and
Fa,b(t+ iγ) =
{
τ(σt(b)a) when γ ∈ Λβ ,
τ(aσt(b)) when γ /∈ Λβ ,
for all γ ∈ Cβ, and for all t ∈ R
n.
The first objective is to show that there are enough analytic elements
inside A for an action σ of Rn.
Proposition 4.3. Let σ : Rn → Aut(A) be a C*-dynamical system and let
τ be a state on A. Then there is a norm-dense σ-invariant ∗-subalgebra Aan
of A such that for every a ∈ Aan the function t 7→ σt(a) can be analytically
continued to an entire function on Cn.
For such analytic elements a in A we write σz(a) := fa(z). We can then
characterize the (σ,Λβ)-KMS states on A by the following (σ,Λβ)-KMS
condition.
Theorem 4.4. Let σ : Rn → Aut(A) be a C*-dynamical system and let τ
be a state on A. Let Λβ be a prescribing set for 0 < β ∈ R
n. Then τ is a
(σ,Λβ)-KMS state if and only if for all γ ∈ Cβ we have that
τ(aσiγ(b)) =
{
τ(ba) when γ ∈ Λβ ,
τ(ab) when γ /∈ Λβ ,
for all a, b in a norm-dense σ-invariant ∗-subalgebra of Aan.
Even though this condition is necessary and sufficient for building analytic
functions on tubes, it is rather strong. In the next example we show that
the Toeplitz-Nica-Pimsner algebras may not attain such states.
Example 4.5. Let NT (Z2+) be the Toeplitz-Nica-Pimsner of the trivial
system id: Z2+ → End(C). This is the universal C*-algebra generated by
two doubly commuting isometries, say V(1,0) and V(0,1). We can extend
V to a semigroup action V : Z2+ → B(H) by isometries. Then the mono-
mials V(x1,x2)V
∗
(y1,y2)
span a dense subset of NT (Z2+). Moreover NT (Z
2
+)
admits a gauge action {γ(z1,z2)}(z1,z2)∈T2 . Let the group action σ : R
2 →
Aut(NT (Z2+)) defined by
σ(t1,t2) = γ(exp(it1),exp(it2)).
We will show that NT (Z2+) does not admit (σ,Λ(β1,β2))-KMS states on
(β1, β2) 6= (0, 0) for any prescribing set Λ(β1,β2), with the trivial exception
when β1 = 0 or β2 = 0. In this case there is reduction to the one-variable
case.
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First suppose that the prescribing set contains {(β1, 0), (0, β2)}. Then a
(σ,Λ(β1,β2))-KMS state ψ would satisfy
ψ(V(1,0)V
∗
(1,0)) = ψ(V
∗
(1,0)σ(iβ1,0)(V(1,0))) = e
−β1 .
On the other hand we get that
ψ(V(1,0)V
∗
(1,0)) = ψ(V
∗
(1,0)σ(0,iβ2)(V(1,0))) = ψ(V
∗
(1,0)V(1,0)) = 1.
Therefore β1 = 0 and similarly β2 = 0.
Next assume that Λ(β1,β2) = {(β1, β2)}. Then we obtain
1 = ψ(V ∗(1,0)V(1,0)) = ψ(V
∗
(1,0)σ(iβ1,0)(V(1,0))) = e
−β1 ,
hence β1 = 0 and similarly β2 = 0.
Finally assume that Λ(β1,β2) contains (β1, 0) and does not contain (0, β2).
Then it follows that Λ(β1,β2) = {(β1, 0), (β1, β2)}, since
ψ(VxV
∗
y VzV
∗
w) = ψ(VzV
∗
wσ(iβ1,0)(VxV
∗
y ))
= ψ(VzV
∗
wσ(0,iβ2)σ(iβ1,0)(VxV
∗
y ))
= ψ(VzV
∗
wσi(β1,β2)(VxV
∗
y )).
It is evident that the (σ,Λ(β1,β2))-KMS states in this case are in bijection with
the (σ′, β1)-KMS states with respect to the one-variable action σ
′
t = σ(t,0).
Such states exist, but they are trivial in the sense that they do not give
non-trivial multivariable states. The case when Λ(β1,β2) contains (0, β2) is
settled in the dual way.
Let us finish this off with the required proofs. In what follows we use
the simplified multivariable notation. We write t ≡ t ∈ Cn and we use the
symbol ti to denote either the i-th coordinate of t or the vector ti · i ∈ C
n.
The difference will be clear by the context.
4.1. Proof of Proposition 4.3. For this subsection fix an a ∈ A and define
the sequence (am) by
am =
√
m
π
n
·
∫
Rn
σt(a)e
−m
∑
n
k=1 t
2
kdt
=
√
m
π
n
·
∫
R
· · ·
∫
R
σt(a)e
−mt21 · · · e−mt
2
ndt1 . . . dtn.
By [4, Proposition 2.5.18] the one-variable integral
∫
R
σt1(a)e
−nt21dt1 defines
an element in A for σt1 ≡ σ(t1,0,...,0). By using induction and the formula∫
R
σt(a)e
−mt21 · · · e−mt
2
ndt1 = σt−t1
(∫
R
σt1(a)e
−mt21dt1
)
e−mt
2
2 · · · e−mt
2
n ,
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we deduce that the elements am are well defined. Let fm : C
n → A be the
function
fm(z) =
√
m
π
n
·
∫
Rn
σt(a)e
−m
∑
n
k=1(tk−zk)
2
dt
=
√
m
π
n
·
∫
R
· · ·
∫
R
σt(a)e
−m(t1−z1)2 · · · e−m(tn−zn)
2
dt1 . . . dtn.
The function tk 7→ e
m(tk−zk)
2
is in L1(R), hence by induction on [4, Proposi-
tion 2.5.18] we get that fm(z) is a well defined element in A. For z = s ∈ R
n
we compute
fm(s) =
√
m
π
n
·
∫
R
· · ·
∫
R
σt(a)e
−m(t1−s1)2 · · · e−m(tn−sn)
2
dt1 . . . dtn
=
√
m
π
n
·
∫
R
· · ·
∫
R
σt+s(a)e
−mt21 · · · e−mt
2
ndt1 . . . dtn
= σs
(√
m
π
n
·
∫
R
· · ·
∫
R
σt(a)e
−mt21 · · · e−mt
2
ddt1 . . . dtn
)
= σs(am).
Therefore the mapping s 7→ σs(am) extends to a well defined function
fm : C
n → A. We will show that fm is entire analytic, i.e. the limit
lim
hk→0
h−1k [fm(z + hk)− fm(z)]
exists for all z ∈ Cn and k = 1, . . . , n. For k = 1 we calculate
fm(z + h1)− fm(z) =
√
m
π
n ∫
R
∫
Rn−1
xa(t)(e
−m(t1−z1−h1)2 − e−mz
2
1 )d̂t1dt1,
where d̂t1 = dt2 · · · dtn and
xa(t) = σt(a)e
−mt22 · · · e−mt
2
n = σt1
(
σt−t1(a)e
−mt22 · · · e−mt
2
d
)
= σt1(a
′).
Therefore we have
fm(z + h1)− fm(z) =
√
m
π
∫
R
σt1(a
′′)(e−m(t1−z1−h1)
2
− e−mz
2
1 )dt1,
where
a′′ =
√
m
π
n−1 ∫
Rn−1
σt−t1(a)e
−mt22 · · · e−mt
2
n d̂t1,
and thus ‖a′′‖ ≤ ‖a‖. Consequently it suffices to show that the limit
lim
h1→0
h−11 [
∫
R
σt1(a
′′)(e−m(t1−z1−h1)
2
− e−mz
2
1 )dt1]
exists in A. This follows from [4, Proposition 2.5.22].
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It remains to show that the sequence (am) converges to a in norm. To
this end we compute
am − a =
√
m
π
n ∫
Rn
(σt(a)− a)e
−m
∑
n
k=1 t
2
kdt.
For ε > 0 let δ > 0 such that ‖σt(a)− a‖ < ε/2 for all |t| < δ. Moreover for
the same ε > 0 let m0 ∈ Z+ such that√
m
π
n
·
∫
|t|≥δ
σt(a)e
−m
∑
n
k=1 t
2
kdt ≤
ε
4 ‖a‖
,
for all m ≥ m0. Then for m ≥ m0 we get that
‖am − a‖ =
√
m
π
n
·
∫
|t|≤δ
‖σt(a)− a‖ e
−m
∑
n
k=1 t
2
kdt+
+
√
m
π
n
·
∫
|t|≥δ
‖σt(a)− a‖ e
−m
∑
n
k=1 t
2
kdt
≤
ε
2
√
m
π
n
·
∫
|t|≤δ
e−m
∑
n
k=1 t
2
kdt+ 2 ‖a‖
√
m
π
n
·
∫
|t|≥δ
e−m
∑
n
k=1 t
2
kdt
≤
ε
2
√
m
π
n
·
√
π
m
n
+ 2 ‖a‖
ε
4 ‖a‖
= ε,
which finishes the proof.
4.2. Extending the action. The action σ extends pointwise on Aan to an
action of Cn in the sense that
σzσw(a) = σz+w(a) for all a ∈ Aan and z, w ∈ C
n.
Indeed an element
a =
√
m
π
n ∫
Rn
σt(b)e
−m
∑
n
k=1 t
2
kdt ∈ Aan
for some b ∈ A. Then the function Rn ∋ r 7→ σrσw(a) is the restriction of
the entire analytic function z 7→ σzσw(a). For the latter first compute
σrσw(a) = σr
(√m
π
n ∫
Rn
σt(b)e
−m
∑
n
k=1(tk−wk)
2
dt
)
=
√
m
π
n ∫
Rn
σr+t(b)e
−m
∑
n
k=1(tk−wk)
2
dt
=
√
m
π
n ∫
Rn
σt(b)e
−m
∑
n
k=1(tk−rk−wk)
2
dt.
Hence the function r 7→ σrσw(a) extends to the entire function
z 7→
√
m
π
n ∫
Rn
σt(b)e
−m
∑
n
k=1(tk−zk−wk)
2
dt,
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which implies that σw(a) is an analytic element. Thus it has an analytic
extension given by z 7→ σzσw(a). However a second analytic extension is
given by
z 7→ σz+w(a) :=
√
m
π
n ∫
Rn
σt(b)e
−m
∑
n
k=1(tk−zk−wk)
2
dt.
Uniqueness of the analytic extension then shows that σzσw(a) = σz+w(a).
4.3. Invariance of KMS states. For an analytic element a in A we write
σz(a) := fa(z). The (σ,Λβ)-KMS condition for a state τ of A is then
τ(afb(iγ)) = τ(aσiγ(b)) =
{
τ(ba) when γ ∈ Λβ ,
τ(ab) when γ /∈ Λβ ,
for all a, b in a norm-dense ∗-subalgebra of analytic elements of A.
Proposition 4.6. Let τ be a state on A that satisfies the (σ,Λβ)-KMS
condition. Then τ is σ-invariant.
Proof. Let β = (β1, . . . , βn) in R
n. Without loss of generality we may
assume that βk 6= 0 for all k = 1, . . . , n. Otherwise we pass to the subsystem
on Rn−d where d is the number of the βk that are zero.
Fix a be an element in a norm-dense ∗-subalgebra of Aan given by the
definition of the KMS condition. Define the function F (t) := τσt(a). Then
F (t) extends to an entire analytic function F (z) = τσz(a). Fix attention to
the first co-ordinate and let
a1 = σz−z1(a) and F1(·) = F (·, z2, . . . , zd).
Since
|F1(z1)| ≤ ‖σz1(a1)‖ =
∥∥σRe(z1)σiIm(z1)(a1)∥∥ ≤ ∥∥σiIm(z1)(a1)∥∥
we get that F1 is bounded on the strip D1 = {z1 ∈ C | 0 ≤ Imz1 ≤ β1} by
M = sup{‖σit1(a1)‖ | t1 ∈ [0, β1]}.
Then M is finite since the function
[0, β1] ∋ t1 7→ ‖σit1(a1)‖
is continuous. Let (ej) be an approximate identity of A and compute
F1(z1 + iβ1) = lim
j
τ(ej σiβ1σz1(a1)) = lim
j
τ(σz1(a1) ej) = F (z1).
Thus F1 is periodic, hence bounded by M . By Liouville’s Theorem then
F1 is constant. Hence we have that ∂F/∂z1 = ∂F1/∂z1 = 0, therefore
F (z1, . . . , zd) = F (z2, . . . , zd). Inductively we get that F is constant in C
n.
Therefore we obtain
τ(a) = F (0) = F (t) = τσt(a)
for all a in a norm-dense ∗-subalgebra of Aan. Since Aan is dense in A we
get that τ(a) = τσt(a) for all a ∈ A.
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4.4. Proof of Theorem 4.4. First suppose that τ is a state on A such
that
τ(aσiγ(b)) =
{
τ(ba) when γ ∈ Λβ,
τ(ab) when γ /∈ Λβ,
for all a, b in a norm-dense ∗-subalgebra of Aan. For such fixed a, b ∈ Aan
let the function
C
n ∋ z 7→ Fa,b(z) = τ(aσz(b)).
Then Fa,b is entire analytic and
Fa,b(t+ iγ) =
{
τ(σt(b)a) when γ ∈ Λβ ,
τ(aσt(b)) when γ /∈ Λβ ,
for all γ ∈ Cβ. The function C
n ∋ z 7→ σz(b) is analytic hence the function
{s ∈ Rn | 0 ≤ sk ≤ βk} → R : s 7→ ‖σis(b)‖
is continuous, thus bounded. For
M = sup{‖σis(b)‖ | 0 ≤ sk ≤ βk}
we get that
|Fa,b(t+ is)| = |τ(aσtσis(b))| ≤M · ‖a‖
for all t+ is ∈ D.
Now we pass to the general case where a, b ∈ A. To this end let am and
bm in the dense subalgebra of Aan with ‖am‖ ≤ ‖a‖ and ‖bm‖ ≤ ‖b‖ such
that a = limm am and b = limm bm, and define Fm(z) = Fam,bm(z). Our aim
is to show that the sequence (Fm) is uniformly Cauchy so that defining Fa,b
as the limit of Fm gives rise to a continuous and bounded function on D.
Moreover we will eventually have that
Fa,b(t+ iγ) = lim
m
τ(amσt(bm)) = τ(aσt(b)),
when γ /∈ Λβ, and
Fa,b(t+ iγ) = lim
m
Fam,bm(t+ iγ) = lim
m
τ(amσt+iγ(bm))
= lim
m
τ(σt(bm)am) = τ(σt(b)a),
when γ ∈ Λβ.
Let us begin with the following remark. Given z = (z1, . . . , zn) consider
the function fm(ζ1) = Fm(ζ1, z2, . . . , zn) as a function on C. Then fm is
analytic on z1 since Fm is analytic on z. Therefore fm is analytic on
D1 := {x+ iy ∈ C | 0 ≤ y ≤ β1}.
Recall that by extending the action we get that
σ(x+iy,z2,...,zn)(bm) = σ(x+iy,0,...,0)σ(0,z2,...,zn)(bm).
Moreover fm is continuous on D1 and
|fm(x+ iy)| = |τ(amσ
′
x+iy(b
′
m))| ≤ ‖am‖ ·
∥∥σ′iy(b′m)∥∥ ,
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where σ′x+iy = σ(x+iy,0,...,0) and b
′
m = σ(0,z1,...,zn)(bm). However the function
[0, β1] ∋ y 7→
∥∥σ′iy(b′m)∥∥
is continuous, hence bounded. Consequently fm(x+ iy) is bounded. By the
Phragme´n-Lindelo¨f principle fm admits its supremum at the boundary of
D1, thus
|Fm(z1, . . . , zd)| = |fm(z1)| ≤ max{sup
x∈R
|f(x)|, sup
x∈R
|f(x+ iβ1)|}
= max{sup
x∈R
|F (x, z2, . . . , zn)|, sup
x∈R
|F (x+ iβ1, z2, . . . , zn)|}.
The same holds for any co-ordinate.
For ε > 0 let m0 ∈ Z+ such that ‖al − am‖ < ε/2 ‖a‖ and ‖bl − bm‖ <
ε/2 ‖b‖ for m, l ≥ m0. Following inductively the same arguments as above
we derive that the function Fl(z) − Fm(z) is bounded by the maximum of
the values
sup
x1
. . . sup
xn
|Fl((x1, . . . , xn) + iγ)− Fm((x1, . . . , xn) + iγ)|,
with respect to γ =
∑
εkβk for all choices of εk = 0, 1. For γ /∈ Λβ we obtain
|Fl((x1, . . . , xn) + iγ)− Fm((x1, . . . , xn) + iγ)| =
= |τ(alσiγσx(bl))− τ(amσiγσx(bm))|
= |τ(alσx(bl))− τ(amσx(bm))|
≤ |τ((al − am)σx(bl))|+ |τ(amσx(bl − bm))|
≤ ‖al − am‖ ‖bl‖+ ‖am‖ ‖bl − bm‖ < ε.
On the other hand for γ ∈ Λβ we obtain
|Fl((x1, . . . , xn) + iγ)− Fm((x1, . . . , xn) + iγ)| =
= |τ(alσiγσx(bl))− τ(amσiγσx(bm))|
= |τ(σx(bl)al)− τ(σx(bm)am)|
≤ |τ(σx(bl)(al − am))|+ |τ(σx(bl − bm)am)|
≤ ‖al − am‖ ‖bl‖+ ‖am‖ ‖bl − bm‖ < ε.
Therefore (Fm) is indeed a Cauchy sequence uniformly on D.
For the converse suppose that for every a, b ∈ A there exists a complex
function Fa,b which is analytic on the interior of
D := {z ∈ Cn | 0 ≤ Im(zk) ≤ βk, k = 1, . . . , n}
and continuous on D (hence bounded) such that Fa,b(t) = τ(aσt(b) and
F (t+ iγ) =
{
τ(σt(b)a) when γ ∈ Λβ,
τ(aσt(b)) when γ /∈ Λβ.
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For a, b ∈ Aan define Ga,b(z) = τ(aσz(b)) with z ∈ C
n. Then Ga,b is entire
analytic and
Ga,b(t) = τ(aσt(b)) = Fa,b(t) for all t ∈ R
n.
By the edge-of-the-wedge theorem for the positive cone Rn+ we get that
Fa,b(z) = Ga,b(z) for all z ∈ D hence Fa,b(z) = τ(aσz(b)). The second
property of Fa,b implies
τ(aσiγ(b)) = Fa,b(iγ) = τ(ab)
for γ /∈ Λβ, and
τ(aσiγ(b)) = Fa,b(iγ) = τ(ba)
for γ ∈ Λβ. Hence τ satisfies the (σ,Λβ)-KMS condition.
As in [5, Proposition 5.3.7], en passant we proved that such an Fa,b sat-
isfies
sup{|Fa,b(z)| | z ∈ D} ≤ ‖a‖ · ‖b‖ ,
and that when a, b ∈ Aan then Fa,b is the restriction of the function z 7→
τ(aσz(b)) to D.
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