We describe a general approach to the construction of a state evolution corresponding to the Markov generator of a spatial birth-and-death dynamics in R d . We present conditions on the birth-and-death intensities which are sufficient for the existence of an evolution as a strongly continuous semigroup in a proper Banach space of correlation functions satisfying the Ruelle bound. The convergence of a Vlasov-type scaling for the corresponding stochastic dynamics is considered.
Introduction
Spatial Markov processes in R d may be described as stochastic evolutions of locally finite subsets (configurations) γ ⊂ R d , i.e., any γ has a finite number of points in an arbitrary ball in R d . One of the most important classes of such stochastic dynamics is given by the birth-and-death Markov processes in the space Γ of all configurations from R d . These are processes in which an infinite number of individuals exist at each instant, and the rates at which new individuals appear and some old ones disappear depend on the instantaneous configuration of existing individuals [19] . The corresponding Markov generators have a natural heuristic representation in terms of birth and death intensities. The birth intensity b(x, γ) ≥ 0 characterizes the appearance of a new point at x ∈ R d in the presence of a given configuration γ ∈ Γ. The death intensity d(x, γ) ≥ 0 characterizes the probability of the event that the point x of the configuration γ disappears, depending on the location of the remaining points of the confuguration, γ \ x. Here and below, for simplicity of notation, we write x instead of {x}. Heuristically, the corresponding Markov generator is described by the following expression (LF )(γ) :
for proper functions F : Γ → R.
The study of spatial birth-and-death processes was initiated by C. Preston [31] . This paper dealt with a solution of the backward Kolmogorov equation
under the restriction that only a finite number of individuals are alive at each moment of time. Under certain conditions, corresponding processes exist and are temporally ergodic, that is, there exists a unique stationary distribution. Note that a more general setting for birth-and-death processes only requires that the number of points in any compact set remains finite at all times. A further progress in the study of these processes was achieved by R. Holley and D. Stroock in [19] . They described in detail an analytic framework for birthand-death dynamics. In particular, they analyzed the case of a birth-and-death process in a bounded region. Stochastic equations for spatial birth-and-death processes were formulated in [17] , through a spatial version of the time-change approach. Further, in [18] , these processes were represented as solutions to a system of stochastic equations, and conditions for the existence and uniqueness of solutions to these equations, as well as for the corresponding martingale problems, were given. Unfortunately, quite restrictive assumptions on the birth and death rates in [18] do not allow an application of these results to several particular models that are interesting for applications (see e.g. Examples 1-3 below).
A growing interest to the study of spatial birth-and-death processes, which we have recently observed, is stimulated by (among others) an important role which these processes play in several applications. For example, in spatial plant ecology, a general approach to the so-called individual based models was developed in a series of works, see e.g. [3, 4, 6, 30] and the references therein. These models are described as birth-and-death Markov processes in the configuration space Γ with specific rates b and d which reflect biological notions such as competition, establishment, fecundity etc. Other examples of birthand-death processes may be found in mathematical physics. In particular, the Glauber-type stochastic dynamics in Γ is properly associated with the grand canonical Gibbs measures for classical gases. This gives a possibility to study these Gibbs measures as equilibrium states for specific birth-and-death Markov evolutions [2] . Starting with a Dirichlet form for a given Gibbs measure, one can consider an equilibrium stochastic dynamics [24] . However, these dynamics give the time evolution of initial distributions from a quite narrow class. Namely, the class of admissible initial distributions is essentially reduced to the states which are absolutely continuous with respect to the invariant measure. In the present paper we construct non-equilibrium stochastic dynamics which may have a much wider class of initial states.
Concerning the study of particular birth-and-death models, let us stress that, on the one hand, for most cases appearing in applications, the existence problem for a corresponding Markov process is still open. On the other hand, the evolution of a state in the course of a stochastic dynamics is an important question in its own right. A mathematical formulation of this question may be realized through the forward Kolmogorov equation for probability measures (states) on the configuration space Γ:
Here L * is the (informally) adjoint operator of L with respect to the pairing
In the physical literature, (1.3) is known as the Fokker-Planck equation. However, the mere existence of the corresponding Markov process will not give us much information about properties of the solution to (1.3 ). An important technical observation concerns the possibility to reformulate the equations for states in terms of time evolutions for corresponding correlation functions, see e.g. [16] and references therein. Namely, a probability measure µ on Γ may be characterized by a sequence
of symmetric non-negative functions on (R d ) n . Then, (1.3) may be rewritten in the form 
. In various applications, correlation functions satisfy the so-called Ruelle bound
for some C > 0. For example, for the correlation functions of the Gibbs measure mentioned above, such inequalities hold true, see e.g. [33] . Hence, it is rather natural to study the solutions to the equation (1.5) in weighted L ∞ -type space of functions with the Ruelle bound. However, analysis of the existence problem in such a class of correlation functions meats essential difficulties related to the use of non-separable L ∞ spaces and properties of strongly continuous semigroups acting in these spaces. One of technical possibilities to study such semigroups is based on the use of the pre-dual evolution equations in some L 1 spaces. Namely, we will exploit the duality
which is a pairing between a sequence k = {k (n) } ∞ n=0 of functions which satisfy (1.6) and a sequence G = {G (n) } ∞ n=0 of the so-called quasi-observables. The latter are integrable functions satisfying
Then, the equation (1.5) may be rewritten as follows 9) with the corresponding operatorL acting on sequences
. This is an analog of the backward Kolmogorov equation (1.2) on sequences of functions. Note thatL * is the dual operator ofL with respect to the duality (1.7). The resulting, so-called hierarchical equation (1.9) may be analyzed in a Fock-type space of sequences of functions which satisfy (1.8). The corresponding semigroup may be used for a construction of time evolution (1.5) for correlation functions using the duality (1.7).
This approach was successfully applied to the construction and analysis of state evolutions for different versions of the Glauber dynamics [23, 15, 10] and for some spatial ecology models [13] . Each of the considered models required its own specific version of the construction of a semigroup, which takes into account particular properties of corresponding birth and death rates.
In the present paper, we develop a general approach to the construction of the state evolution corresponding to the birth-and-death Markov generators. We present conditions on the birth and death intensities which are sufficient for the existence of corresponding evolutions as strongly continuous semigroups in proper Banach spaces of correlation functions satisfying the Ruelle bound (1.6).
Moreover, we apply this construction to study of the convergence of the considered stochastic dynamics in a Vlasov-type scaling. Originally, the notion of the Vlasov scaling was related to the Hamiltonian dynamics of interacting particle systems. This is a mean field scaling limit when the influence of weak long-range forces is taken into account. Rigorously, this limit was studied by W. Braun and K. Hepp in [5] for the Hamiltonian dynamics, and by R.L. Dobrushin [7] for more general deterministic dynamical systems. In [14] , we proposed a general scheme for a Vlasov-type scaling of stochastic Markovian dynamics. Our approach is based on a proper scaling of the evolutions of correlation functions proposed by H. Spohn in [34] for the Hamiltonian dynamics. In the present paper, we apply such an approach to the birth-and-death stochastic dynamics. This gives us a rigorous framework for the study of convergence of the scaled hierarchical equations to a solution of the limiting Vlasov hierarchy, and for the derivation of a resulting non-linear evolutional equation for the density of the limiting system. We consider some special birth-and-death models to show how the general conditions proposed in the paper may be verified in applications.
The structure of the paper is as follows. In Section 2 we give a brief introduction to notions related to the configuration space. Subsection 3.1 is devoted to the evolution of quasi-observables in the Fock-type space which is the predual of the space of correlation functions. We propose constructive conditions on the birth and death rates under which the corresponding dynamics exist. These conditions are verified for a number of particular examples. The evolution of correlation functions is considered in Subsection 3.2. The question concerning the existence and uniqueness of the solution to the corresponding stationary equation in the space of correlation functions is studied in Subsection 3.3. In Section 4 we discuss the Vlasov-type scaling for birth-and-death stochastic dynamics. 
Basic facts and notation
Here |·| means the cardinality of a set, and γ Λ := γ ∩Λ. The space Γ is equipped with the vague topology, i.e., the weakest topology for which all mappings Γ ∋ γ → x∈γ f (x) ∈ R are continuous for any continuous function f on R d with compact support. The corresponding Borel σ-algebra B(Γ) is the smallest σ-algebra for which all mappings Γ ∋ γ → |γ Λ | ∈ N 0 := N ∪ {0} are measurable for any Λ ∈ B b (R d ), see e.g. [1] . It is worth noting that Γ is a Polish space (see e.g. [22] and references therein).
The space of n-point configurations in
We set Γ (0) (Y ) := {∅}. As a set, Γ (n) (Y ) may be identified with the symmetrization of
Hence one can introduce the corresponding Borel σ-algebra, which we denote by B Γ (n) (Y ) . The space of finite configurations in Y ∈ B(R d ) is defined as
This space is equipped with the topology of the disjoint union. Let B Γ 0 (Y ) denote the corresponding Borel σ-algebra. In the case of Y = R d we will omit the index Y in the previously defined notations. Namely,
The restriction of the Lebesgue product measure (dx) n to Γ (n) , B(Γ (n) ) we denote by m (n) . We set m (0) := δ {∅} . The Lebesgue-Poisson measure λ on Γ 0 is defined by
For any Λ ∈ B b (R d ) the restriction of λ to Γ(Λ) := Γ 0 (Λ) will be also denoted by λ. The space Γ, B(Γ) is the projective limit of the family of spaces
The Poisson measure π on Γ, B(Γ) is given as the projective limit of the family of measures {π
, where π Λ := e −m(Λ) λ is the probability measure on Γ(Λ), B(Γ(Λ)) and m(Λ) is the Lebesgue measure
The set of bounded measurable functions with bounded support we denote by
where
The set of cylinder functions on Γ we denote by F cyl (Γ). Each F ∈ F cyl (Γ) is characterized by the following relation:
Functions on Γ will be called observables whereas functions on Γ 0 well be called quasi-observables.
There exists mapping from B bs (Γ 0 ) into F cyl (Γ), which plays the key role in our further considerations:
where G ∈ B bs (Γ 0 ), see e.g. [20, 28, 29] . The summation in (2.3) is taken over all finite subconfigurations η ∈ Γ 0 of the (infinite) configuration γ ∈ Γ; we denote this by the symbol, η ⋐ γ. The mapping K is linear, positivity preserving, and invertible, with
A measure µ ∈ M 1 fm (Γ) is called locally absolutely continuous with respect to the Poisson measure π if for any Λ ∈ B b (R d ) the projection of µ onto Γ(Λ) is absolutely continuous with respect to the projection of π onto Γ(Λ). In this case, according to [20] , there exists a correlation functional k µ : Γ 0 → R + such that for any G ∈ B bs (Γ 0 ) the following equality holds
The functions k
are called correlation functions of the measure µ. Note that k (0) µ = 1. Below we would like to mention without proof the partial case of the wellknown technical lemma (see e.g. [26] ) which plays very important role in our calculations.
Lemma 2.1. For any measurable function
if both sides of the equality make sense.
Non-equilibrium evolutions
In a birth-and-death dynamics, particles appear and disappear randomly in R d according to birth and death rates which depend on the configuration of the whole system. Heuristically, the corresponding Markov generator is described by the following expression
Here the coefficient d(x, γ) ≥ 0 represents the rate at which particle of the configuration γ located at x dies (disappears), whereas, for a given configuration γ, the new particle appears at the site x with the rate b(x, γ) ≥ 0.
We always suppose that, for all x ∈ R d and a.a. x ′ ∈ R d , the values d(x, η) and b(x ′ , η) are finite at least for all configurations η ∈ Γ 0 which do not contain the points x and x ′ . Here and below, we assume that, for a.a. x ∈ R d , the functions d(x, ·) and b(x, ·) are locally integrable, i.e., for all bounded M ∈ B(Γ 0 )
A natural way to study a Markov evolution with generator (3.1) is to construct a corresponding Markov semigroup with the generator L. This problem is related to the analysis of the initial value problem
in some space of functions on the configuration space Γ. However, a rigorous analysis of such evolutional equations meets serious technical problems, and was realized for the case of birth and death generator in a finite volumes only, see [19] . On the other hand, there is a very important question concerning the state evolution associated with Markov dynamics. Namely, one can consider the initial value problem
in some space of probability measures on Γ, B(Γ) . Here the pairing between functions and measure on Γ is given by (1.4). In fact, the solution to (3.3) describes the time evolution of distributions instead of the evolution of initial points in the Markov process. Suppose now that a solution µ t ∈ M 1 fm (Γ) to (3.3) exists and remains locally absolutely continuous with respect to the Poisson measure π for all t > 0 provided µ 0 has such a property. Then one can consider the correlation functionals k t := k µt , t ≥ 0. By (2.7), we may rewrite (3.3) in the following way
for all F ∈ K B bs (Γ 0 ) . Here the duality between functions on Γ 0 is given by (3.41) below (cf. (1.7)). Next, if we substitute
for all G ∈ B bs (Γ 0 ). In applications, for concrete birth and death rates we may usually define (LF )(η) at least for all η ∈ Γ 0 . In particular, this can be done under the conditions on birth and death rates described above. Therefore, the expression K −1 LF may be defined via (2.4) point-wisely. This fact allows us to consider the following operator
for G ∈ B bs (Γ 0 ). As a result, we are interested in the weak solution to the equation
where L * is dual operator toL with respect to the duality ·, · . One of the main aims of the present paper is to study the classical solution to (3.6) in a proper functional space.
To solve (3.6), we will use the following strategy. We start with a pre-dual (with respect to the duality ·, · ) initial value problem
which will be solved in a Banach space (3.15) of so-called quasi-observables. Namely, we construct a holomorphic semigroup which gives a solution to (3.7). After this we consider the dual semigroup which produces a weak solution to (3.5) . And, finally, we will find a Banach space in which a classical solution to (3.6) exists.
Evolutions in the space of quasi-observables
We start from the deriving of the expression forL.
provided all terms of the right hand side have sense.
Proof. Following [16] , for
we have
Here for the given B(Γ 0 )-measurable functions G 1 and G 2 , we define
where P 3 (η) denotes the set of all partitions of η in three parts which may be empty, see [20] . Rewriting (3.11) in the form
we get
Using the fact that for any
Now, the simple equality
which holds for any
In general, the r.h.s. of (3.8) may be undefined. For arbitrary and fixed C > 1 we consider the functional space
Throughout of the whole paper, symbol · C stands for the norm of the space (3.15). Now we proceed to study rigorous properties of the operator given by the expression (3.8) in the Banach space L C .
Remark 3.2. The reason to consider the weight C |·| in the definition of L C is the following. As it was noted above we expect to find a solution to (3.6) in the space of functions on Γ 0 which satisfy the Ruelle bound (1.6). Such space K C will be considered in Subsection 3.2 below. The space L C is pre-dual to K C with respect to duality (3.41).
Set,
and, moreover,
Remark 3.3. Conditions (3.18)-(3.20) express an essential role of the death rate in our construction. They are crucial for the existence of the classical solution to the evolution equation (3.7) in the space L C of quasi-observables (cf. Remark 3.5 below). Note also, that alternatively to a semigroup approach one can study local in time solutions to (3.7) also. For a particular model it was realized in the recent paper [9] .
Proof. Let us consider the multiplication operator (L
We recall that a densely defined closed operators A on L C is called sectorial of angle ω ∈ (0, π 2 ) if its resolvent set ρ(A) contains the sector
and for each ε ∈ (0; ω) there exists M ε ≥ 1 such that
for all z = 0 with | arg z| ≤ π 2 + ω − ε. Here and below we will use notation
The set of all sectorial operators of angle ω ∈ (0, π 2 ) in L C we denote by H C (ω). Any A ∈ H C (ω) is a generator of a bounded semigroup T (t) which is holomorphic in the sector | arg t| < ω (see e.g. [8, Theorem II.4.6] ). One can prove the following lemma. 
Proof of Lemma 3.3.
It is not difficult to show that the densely defined operator L 0 is closed in L C . Let 0 < ω < π 2 be arbitrary and fixed. Clear, that for all
Therefore, for any z ∈ Sect 23) is well defined on the whole space L C . Moreover,
and for any z ∈ Sect
As a result, for any z ∈ Sect
that implies the second assertion. Note also that |D(η) + z| ≥ Re z for Re z > 0, hence, 25) that proves the first statement by the classical Hille-Yosida theorem.
Next Lemma shows that, under conditions (3.18), (3.19) above, the operator L 1 is relatively bounded by the operator L 0 .
and
Proof of Lemma 3.4 . By Lemma 2.1, we have for any G ∈ L C , Re z > 0
Combining these inequalities we obtain (3.27). The same considerations yield 
Example 1. (Glauber-type dynamics in continuum). Let L be given by (3.1) with
where φ :
, z > 0 is an activity parameter and s ∈ [0; 1]. For any s ∈ [0; 1] the operator L is well defined and, moreover, symmetric in the space L 2 (Γ, µ), where µ is a Gibbs measure, given by the pair potential φ and activity parameter z (see e.g. [25] and references therein). This gives possibility to study the corresponding semigroup in L 2 (Γ, µ). In the case s = 0, the corresponding dynamics was also studied in another Banach spaces, see e.g. [23, 15, 10] . Below we show that one of the main result of the paper stated in Theorem 3.2 can be applied to the case of arbitrary s ∈ [0; 1]. Set
Let s be arbitrary and fixed. Suppose that β s < ∞, β s−1 < ∞. Then, by (3.31), (2.5), and (2.6)
and, analogously, In particular, for s = 0 we obtain the condition (cf. [23] )
Example 2. (Bolker-Dieckman-Law-Pacala (BDLP) model) This example describes the model of plant ecology, see [13] and references therein. Let L be given by (3.1) with
and, analogously,
Therefore, if we suppose, for example, that (cf. [13] )
then there exists δ > 0 such that
The last bound we get integrating both sides of (3.39) over R d . Hence, (3.18), (3.19) hold and
Remark 3.5. It was shown in [13] that the condition like (3.38) is essential. Namely, if m > 0 is arbitrary small the operatorL will not be even accretive in L C .
Evolutions in the space of correlation functions
In this Subsection we will use the semigroupT (t) acting oh the space of quasiobservables for a construction of solution to the evolution equation (3.6) on space of correlation functions. We denote dλ C := C |·| dλ; and the dual space (
′ is isometrically isomorphic to the Banach space
with the norm
where the isomorphism is given by the isometry R C
In fact, one may consider the duality between the Banach spaces L C and K C given by the following expression
′ which is dual to the closed operator L , D . We consider also its image on K C under the isometry R C . Namely, letL
. Similarly, one can consider the adjoint semigroupT
The space L C is not reflexive, hence,T * (t) is not C 0 -semigroup in K C . However, from the general theory (see e.g. [8] ) the last semigroup will be weak*-continuous, weak*-differentiable at 0 andL * will be weak*-generator of T * (t). Therefore, one has an evolution in the space of correlation functions. In fact, we have a solution to the evolution equation (3.6), in a weak*-sense. This subsection is devoted to the study of a strong solution to this equation.
Proposition 3.5. Let (3.18), (3.19) be satisfied. Suppose that there exists
A > 0, N ∈ N 0 , ν ≥ 1 such that for ξ ∈ Γ 0 and x / ∈ ξ d (x, ξ) ≤ A(1 + |ξ|) N ν |ξ| ,(3.
42)
Then for any α ∈ 0;
Proof. In order to show (3.43) it is enough to verify that for any k ∈ K αC there exists k
According to [16] , (3.44) is valid for any k ∈ K αC with k * =L * k, where
provided k * ∈ K C . Using (3.13), one can rewrite the last expression
Then, by (3.18), (3.19) , and (3.42),
Using elementary inequality
we have for αν < 1
Lemma 3.6. Let (3.42) holds. We define for any α ∈ (0; 1)
Then for any
Proof. The first and last inclusions are obvious. To prove the second one, we use (3.42), (3.45) and obtain for any 
Theorem 3.8. Let (3.18), (3.19) , and (3.42) hold with
Proof. First of all note that the condition on α implies (3.47). Next, we prove thatT
Note that for any G ∈ L C ⊂ L αC and for any k ∈ K αC ⊂ K C we havê
where, by the same construction as before,T *
Hence,T * (t)k =T * α (t)k ∈ K αC that proves the statement due to continuity of the familyT * (t).
Therefore, one can consider the restrictionT ⊙α of the semigroupT ⊙ onto K αC . It will be strongly continuous semigroup with the generatorL ⊙α which is a restriction ofL ⊙ onto K αC (see e.g. [8, Subsection II.2.3]). Hence, we have the strong solution (in the sense of the norm in K C ) to the evolution equation (3.6) on the linear subspace K αC . Remark 3.6. Let us clarify the reasons we avoid a construction of this evolution in K C directly, via e.g. perturbation techniques. First of all (L 0 , K αC ) is not closed operator neither in K C nor in K αC . To make it closed, one can consider the operator L 0 in K C on its maximal domain D * := {G ∈ K C |DG ∈ K C }. However, this domain is not dense in K C . Under condition of Proposition 3.5 one can show that K αC ⊂ D * , but it is not clear whether D * ⊂ K αC . Therefore, we are not able to work in the space K αC , staying on the operator-dependent space D * . Suppose one can prove estimate like (3.27) . Then one can show that (L * , D * ) will be a generator of a C 0 -semigroup W (t) on D * . Even in this case it seems to be very difficult to show that this semigroup will be K αC -invariant. 
Note, that (3.49) is the stronger version of condition (3.34).
Example 2 (revisited). According to (3.38)-(3.39),
. Therefore, (3.42) holds with ν = 1, which makes (3.48) obvious.
Stationary equation
In this subsection we study the question about stationary solutions to (3.6). For any s ≥ 0, we consider the following subset of
We define K to be the closure of K (0) αC in the norm of K C . It is clear that K with the norm of K C is a Banach space. Proposition 3.9. Let (3.18), (3.19) , and (3.42) be satisfied with
Assume, additionally, that
Then for any α ∈ (0; 1 ν ) the stationary equation
αC which is given by the expression
Here 1 * denotes the function defined by 1 * (η) = 0 |η| , η ∈ Γ 0 , the function
αC is such that
and S is a generalized Kirkwood-Salzburg operator onK, given by Proof. Suppose that (3.52) holds for some k ∈ K
(1)
The equality (3.56) is satisfied for any k ∈ K (1) αC at the point η = ∅. Using the fact that D(∅) = 0 one may rewrite (3.56) in terms of the functionk = k −1
αC . Namely,
Hence,
This finishes the proof.
Remark 3.8. The name of the operator (3.54) is motivated by Example 1. Namely, if s = 0 then the operator (3.54) has form
that is quite similar of the so-called Kirkwood-Salsburg operator known in mathematical physics (see e.g. [32, 21] ). For s = 0 condition (3.50) has form z C e Cβ−1 < 1 (cf. (3.35) ). Under this condition, the stationary solution to (3.52) is a unique and coincides with the correlation function of the Gibbs measure, corresponding to potential φ and activity z.
Remark 3.9. It is worth pointing out that b(x, ∅) = 0 in the case of Example 2. Therefore, if we suppose (cf. (3.38), (3.39)) that 2κ − C < m and 2κ
, condition (3.50) will be satisfied. However, the unique solution to (3.52) will be given by (3.55). In the next example we improve this statement. 
where κ + , a + are as before and κ > 0. Then, under assumptions 2 max κ − C; 2κ C < m (3.59) and 2κ
we obtain for some δ > 0
The latter inequalities imply (3.50). In this case, , γ) and the Poisson measure π z with the intensity z will be symmetrizing measure for the operator L. In particular, it will be invariant measure. This fact means that its correlation function k z (η) = z |η| is a solution to (3.52). Conditions (3.59) and (3.60) in this case are equivalent to 4z < C and 2κ − C < m. As a result, due to uniqueness of such solution,
Scalings
For the reader convenience, we start from the idea of the Vlasov-type scaling. The general scheme for the birth-and-death dynamics as well as for the conservative ones may be found in [14] . The realizations of this approach for the Glauber dynamics (Example 1 with s = 0) and for the BDLP dynamics (Example 2) were considered in [12, 11] , correspondingly. The idea of the Vlasov-type scaling consists in the following. We would like to construct some scaling L ε , ε > 0, of the generator L, such that the following scheme holds. Suppose that we have a semigroupÛ ε (t) with the generatorL ε in some L Cε , ε > 0. Consider the dual semigroupÛ * ε (t). Let us choose an initial function of the corresponding Cauchy problem with a singularity in ε. Namely, ε |η| k
for some function r 0 , which is independent of ε. The scaling L → L ε should be chosen in such a way that first of all the corresponding semigroupÛ * ε (t) preserves the order of the singularity:
and, secondly, the dynamics r 0 → r t preserves the Lebesgue-Poisson exponents. Namely, if r 0 (η) = e λ (ρ 0 , η) then r t (η) = e λ (ρ t , η). There exists explicit (nonlinear, in general) differential equation for ρ t :
which will be called the Vlasov-type equation. Now we explain an informal way to realize such a scheme. Let us consider for any ε > 0 the following mapping (cf. (3.40)) defined for functions on Γ 0 (R ε r)(η) := ε |η| r(η).
This mapping is "self-dual" with respect to the duality (3.41), moreover, R
Therefore, we have to show that for any t ≥ 0 the operator family R εÛ * ε (t)R ε −1 , ε > 0 has limiting (in a proper sense) operator U (t) and
In fact, we need that there exists an operatorL * V such that exp {tR εL * ε R ε −1 } → exp {tL * V } =: U (t) satisfying (4.4). Therefore, an heuristic way to produce scaling L → L ε is to demand that
provided ρ t satisfies (4.2). The point-wise limit ofL * ε, ren will be natural candidate forL * V . Note that (4.5) implies informally thatL ε, ren = R ε −1L ε R ε . We propose below the scheme to give rigorous meaning to the idea introduced above. We consider, for a proper scaling L ε , the "renormalized" operatorL ε, ren and prove that it is a generator of a strongly continuous contraction semigroupÛ ε, ren (t) in L C . Next, we show that the formal limitL V ofL ε, ren is a generator of a strongly continuous contraction semigroupÛ V (t) in L C . Finally, we prove thatÛ ε, ren (t) →Û V (t) strongly in L C . This implies weak*-convergence of the dual semigroupsÛ * ε, ren (t) toÛ * V (t). We explain also in which senseÛ * V (t) satisfies the properties above.
Let us consider for any ε ∈ (0; 1] the following scaling of (3.1) 6) and define the renormalized operatorL ε,ren :
Using the same arguments as in the proof of Proposition 3.1, we get
Below we generalize slightly the previous introduced notations: for ε ∈ (0; 1], α ∈ (0; 1)
Suppose that there exists a 1 ≥ 1, a 2 > 0, A > 0, N ∈ N 0 , ν ≥ 1 such that for all ξ ∈ Γ 0 , for a.a. x ∈ R d , and for any ε ∈ (0; 1]
Without loss of generality we will assume that all constant in (4.8)-(4.10) are the same as before.
Proposition 4.1.
1. Let conditions (4.8) and (4.9) hold with
2. Assume, additionally, that (4.10) is satisfied with
Then there exists α 0 ∈ (0; 
Proof. 1. Identically to the proof of Lemma 3.3 we show that L
) ∈ H C (ω) for any ω ∈ (0; π 2 ). Next, in the same way as in the proof of Lemma 3.4 we prove that, for any Re z > 0, 14) since (3.50) is satisfied. Note also that we may show also another bound (cf. (3.28)):
Hence, one can prove the statement in the same way as Theorem 3.2.
2. Similarly to Proposition 3.5, we obtain that, under condition (4.10), K αC ⊂ Dom(L * ε,ren ) for any α ∈ (0; 1 ν ). Using (4.12), we are able to choose θ ∈ (a 1 + 
We would like to emphasize, that above limits should not depend on ξ. The collection of examples for such d ε , b ε can be found in [14] . Note that (4.16), (4.17) imply, in particular, 18) for all ξ ∈ Γ 0 and a.a.
Combining condition (4.16) with (4.17), we have point-wise limit forL ε,ren :
Suppose that for a.a. 22) where the constants are the same as before. 
has a unique solution k t = e λ (ρ t ) in K αC provided ρ t belongs toB ∞ αC and satisfies the Vlasov-type equation
Proof. 1. The proof for the first statement is similar to the analogous one one in Proposition 4.1.
2. The same arguments as for the proof of Proposition 3.5 show that, for any α ∈ (0; 1), K αC ⊂ Dom(L * V ). Next, by (4.11), let us now take θ ∈ (a 1 + a2 C ; 3 2 ). Then we can set α 0 := a2 C(θ−a1) ∈ (0; 1). The second statement can be handled now in much the same way as in Theorem 3.8.
3. Since ρ 0 ∈B ∞ αC implies k 0 ∈ K αC then the Cauchy problem (4.24) has a unique solution in K αC . On the other hand, according to (4.13), for any
Combining (4.26) with the equality
we can assert that k t = e λ (ρ t ) is a solution to (4.24) , with ρ t given by (4.25).
Remark 4.2. The question about existence and uniqueness of solutions to the Vlasov-type equation (4.25) in some ballB
shall be solved separately in each concrete model, see e.g. [12, 11] .
Our next goal is to study the question about convergence of the semigroupŝ
We begin by proving the following abstract statement.
Lemma 4.3. Let X be a Banach space, and let (A ε , D ε ), (B ε , D ε ), ε ≥ 0 be closed, densely defined operators on X. Suppose that there exists β > 0 and z ∈ C with Re z > β such that z ∈ ρ (A ε ) for all ε ≥ 0 and
Then z belongs to the resolvent set of L ε := A ε + B ε , ε ≥ 0 and
Proof. For any ε ≥ 0 we set
By (4.28), the operator B ε (A ε − z1 1) −1 + 1 1 = B ε C ε + 1 1 is invertible with bounded inverse D ε . Moreover,
Therefore, we have that z ∈ ρ(L ε ) and
Next,
thus, according to (4.31) and (4.30), for any x ∈ X
Hence, D ε s −→ D 0 . Then, using (4.32) and (4.29), we have for any x ∈ X
The statement is proven.
Now we are able to prove result about convergence in L C . 
is satisfied for all ξ ∈ Γ 0 and for a.a. 
Below we check the conditions of this lemma. Let us fix any z > 0. It is easily seen that (4.27) is satisfied since
Then the inequality
implies (4.29) by the dominated convergence theorem.
Convergence in L C for (4.16), (4.17) together with (4.34) implies that all three integrand functions of ξ appearing in (4.35) converge to 0 λ-a.s., as ε → 0. To use dominated convergence theorem we will show that the following functions are uniformly bounded. Using (4.8), (4.20) , and (4.33), we get
Analogously, by (4.9), (4.21), and (4.33),
According to (4.8), (4.9), and (4.33),
Hence, (4.30) is proved. In the case d ε (x, ξ) ≥ σD V x (∅), ξ ∈ Γ 0 , we rewrite l.h.s. of (4.30) in a another manner. Namely,
Repeating all estimates done for the first alternative of (4.33) we get the desired result. e ετ φ(x) dx ≤β.
The bound (4.11) will be proved once we show e Cβ 1 + The convergence in L C is obvious now. The Vlasov equation has the following form ∂ ∂t ρ t (x) = κ + (a + * ρ t )(x) − κ − ρ t (x)(a − * ρ t )(x) − mρ t (x).
The existence and uniqueness of the solution to this equation was studied in [11] . V only on the core k ∈ K αC L * V k ∈ K αC . However, we are able to show such convergence for the Glauber dynamics described in Example 1 for s = 0 using modified technique (see [12] ).
