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A PROOF OF ROSENTHAL’S ℓ1-THEOREM
I. GASPARIS
Abstract. A bounded sequence (xn) in a complex Banach space is
called ǫ-weak Cauchy, for some ǫ > 0, if for all x∗ ∈ BX∗ there exists
some n0 ∈ N such that |x∗(xn)−x∗(xm)| < ǫ for all n ≥ n0 and m ≥ n0.
It is shown that given ǫ > 0 and a bounded sequence (xn) in a Banach
space then either (xn) admits an ǫ-weak Cauchy subsequence or, for all
δ > 0, there exists a subsequence (xmn) satisfying
∥∥∥∥
∞∑
n=2
λn(xmn − xm1)
∥∥∥∥ ≥ (
ǫ
√
2
8
− δ)
∞∑
n=2
(|Re(λn)|+ |Im(λn)|)
for every finitely supported sequence of complex scalars (λn)
∞
n=2. This
provides an alternative proof for both Rosenthal’s ℓ1-theorem and its
quantitative version due to Behrends.
1. Introduction
The purpose of this article is to provide an alternative proof of Rosenthal’s
ℓ1-theorem [11]
Theorem 1.1. Every bounded sequence in a (real or complex) Banach space
admits a subsequence which is either weak Cauchy, or equivalent to the usual
ℓ1-basis.
Rosenthal proved his result for real Banach spaces and subsequently Dor
[3] settled the complex case. Most proofs of the ℓ1-theorem ([5], [10], [2],
[7]) rely on the infinite Ramsey theorem [4] which states that every analytic
subset of [N] is Ramsey (see also [6]). A proof of the ℓ1-theorem that avoids
the use of Ramsey theory is given in [1]. We recall here that for an infinite
subset L of N, [L] stands for the set of all of its infinite subsets. [N] is
endowed with the topology of point-wise convergence. A subset A of [N] is
a Ramsey set if for every N ∈ [N] there exists M ∈ [N ] such that either
[M ] ⊂ A, or [M ] ∩ A = ∅.
To explain our proof of the ℓ1-theorem, we first fix a compact metric space
K and a bounded sequence (fn) of complex-valued functions, continuous on
K. Given ǫ > 0, let us call (fn) ǫ-weak Cauchy provided that for every t ∈ K
there exists n0 ∈ N such that |fn(t)− fm(t)| < ǫ for all n ≥ n0 and m ≥ n0.
We note that the concept of an ǫ-weak Cauchy sequence is implicit in [2].
Our main result is as follows
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Theorem 1.2. Let (fn) be a bounded sequence in a complex C(K) space
and let ǫ > 0. Then either (fn) admits an ǫ-weak Cauchy subsequence or,
for every δ > 0, there is a subsequence (fmn) satisfying∥∥∥∥
∞∑
n=2
λn(fmn − fm1)
∥∥∥∥ ≥ (ǫ
√
2
8
− δ)
∞∑
n=2
(|Re(λn)|+ |Im(λn)|)
for every finitely supported sequence of complex scalars (λn)
∞
n=2.
If the second alternative of Theorem 1.2 holds, then (fmn − fm1)∞n=2 C-
dominates the usual ℓ1-basis, where C =
ǫ
√
2
8 − δ. It follows now, by a result
of H. Knaust and E. Odell (Proposition 4.2 of [8] which holds for complex
Banach spaces as well), that there is some k ≥ 2 so that (fmn)∞n=k C-
dominates the usual ℓ1-basis. Therefore, if (fn) admits no ℓ1-subsequence,
then every subsequence of (fn) admits, for all ǫ > 0, an ǫ-weak Cauchy
subsequence and thus a weak Cauchy subsequence. On the other hand, if
(fn) lacks ǫ-weak Cauchy subsequences for some fixed ǫ > 0, then Theorem
1.2 combined with the above cited result from [8], yields the quantitative
version of the ℓ1-theorem obtained by E. Behrends in [2].
We use standard Banach space facts and terminology as may be found in
[9].
Notation: Let E be a closed subset of C2 and P ∈ [N]. Define
D(P,E) = {L ∈ [P ], L = (ln) : ∃ t ∈ K, (fl2n−1(t), fl2n(t)) ∈ E, ∀n ∈ N}
Notation: For ǫ > 0 we set Fǫ = {(z1, z2) ∈ C2 : |z1 − z2| ≥ ǫ}.
Lemma 1.3. D(P,E) is point-wise closed in [N].
Proof. Let (Lm) be a sequence in D(P,F ) converging point-wise to some
L ∈ [P ], L = (ln). Fix n ∈ N and choose mn ∈ N such that {lk : k ≤ 2n} is
an initial segment of Lmn . Next choose tn ∈ K so that (fl2j−1(tn), fl2j (tn)) ∈
E for all j ≤ n. Let t ∈ K be a cluster point of the sequence (tn). Since the
fj’s are continuous and E is closed, we obtain that (fl2n−1(t), fl2n(t)) ∈ E
for all n ∈ N and so L ∈ D(P,E) completing the proof of the lemma. 
Remark 1. Assume that D(P,Fǫ) is a proper subset of [P ] for all P ∈ [N]
and ǫ > 0. Since D(P,Fǫ) is Ramsey, an easy diagonalization argument
shows that (fn) admits a weak Cauchy subsequence.
Lemma 1.4. Assume that [N] = D(N, Fǫ) for some ǫ > 0. Let δ1 > 0 and
choose an integer multiple A of δ1, A > δ1, so that ‖fn‖ ≤ A for all n ∈ N.
Then there exist M ∈ [N] and two squares ∆1 and ∆2 contained in [−A,A]2
with sides parallel to the axes and equal to δ1 so that
(1) (∆1 ×∆2) ∩ Fǫ 6= ∅.
(2) For every choice J1 and J2 of pairwise disjoint subsets of M there
exists t ∈ K so that fn(t) ∈ ∆s for all n ∈ Js and s ≤ 2.
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Proof. Let Π be a finite partition of [−A,A]2 into pairwise non-overlapping
squares having sides parallel to the axes and equal to δ1. Define
D = ∪(∆1,∆2)∈Π2 D[N, (∆1 ×∆2) ∩ Fǫ]
This is a point-wise closed subset of [N], thanks to Lemma 1.3, and therefore
it is Ramsey. Let L ∈ [N], L = (ln). Since L ∈ D(N, Fǫ) there exist t ∈ K,
I ∈ [N] and (∆1,∆2) ∈ Π2 so that (fl2j−1(t), fl2j (t)) ∈ (∆1 × ∆2) ∩ Fǫ for
all j ∈ I. It follows that L1 ∈ [L] ∩ D, where L1 = ∪j∈I{l2j−1, l2j}. Hence,
[L] ∩ D 6= ∅ for all L ∈ [N]. The infinite Ramsey Theorem now yields
N ∈ [N] so that [N ] ⊂ D. A second application of the infinite Ramsey
Theorem provides us some P ∈ [N ] and (∆1,∆2) ∈ Π2 so that [P ] ⊂
D[N, (∆1 × ∆2) ∩ Fǫ]. Finally, if P = (pn), let M = {p3n−1 : n ∈ N}.
Clearly, M , ∆1 and ∆2 satisfy (1) and (2). 
Lemma 1.5. Let ǫ > 0, δ > 0 and 0 < δ1 < δ/5. Assume that (1) and (2)
of Lemma 1.4 are fulfilled with M = N, ∆1 = [0, δ1]
2 and ∆2 contained in
the first quadrant. Then∥∥∥∥
∑
n≥2
λn(fn − f1)
∥∥∥∥ ≥ (ǫ
√
2
8
− δ)
∑
n≥2
(|Re(λn)|+ |Im(λn)|)
for every finitely supported sequence of complex scalars (λn)n≥2.
Proof. Since (∆1×∆2)∩Fǫ 6= ∅ there exists z2 ∈ ∆2 so that |z2| ≥ ǫ−δ1
√
2.
Let (λn)n≥2 be a finitely supported sequence of complex scalars and set
an = Re(λn), bn = Im(λn), for all n ≥ 2. We next choose a finite subset J2
of {n ∈ N : n ≥ 2} so that each one of the sequences (an)n∈J2 and (bn)n∈J2
consists of terms with equal signs and∑
n∈J2
(|an|+ |bn|) ≥ (1/4)
∑
n≥2
(|an|+ |bn|)
We may suppose that anbn ≥ 0 for all n ∈ J2. The case anbn ≤ 0 for all
n ∈ J2 is handled with similar arguments. Let J1 be the complement of J2
in the support of (λn)n≥2. By our hypothesis, there is some t ∈ K such that
fn(t) ∈ ∆2 for all n ∈ J2, while fn(t) ∈ ∆1 for all n ∈ J1 ∪ {1}. Note that
∥∥∥∥
∑
n≥2
λn(fn − f1)
∥∥∥∥ ≥
∣∣∣∣
∑
n∈J2
λnfn(t)
∣∣∣∣−
∑
n∈J1
|λn||fn(t)| −
∑
n≥2
|λn||f1(t)|
(1.1)
≥
∣∣∣∣
∑
n∈J2
λnfn(t)
∣∣∣∣− 2δ1
√
2
∑
n≥2
|λn|
≥
∣∣∣∣
∑
n∈J2
λnz2
∣∣∣∣−
∑
n∈J2
|λn||fn(t)− z2| − 2δ1
√
2
∑
n≥2
|λn|
≥
∣∣∣∣
∑
n∈J2
λnz2
∣∣∣∣− 3δ1
√
2
∑
n≥2
|λn|
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We next write z2 = a+ ib where a and b are non-negative reals and estimate
∣∣∣∣
∑
n∈J2
λnz2
∣∣∣∣
2
=
∣∣∣∣
∑
n∈J2
(ana− bnb)
∣∣∣∣
2
+
∣∣∣∣
∑
n∈J2
(anb+ bna)
∣∣∣∣
2
(1.2)
=
∣∣∣∣a
∑
n∈J2
|an| − b
∑
n∈J2
|bn|
∣∣∣∣
2
+
∣∣∣∣b
∑
n∈J2
|an|+ a
∑
n∈J2
|bn|
∣∣∣∣
2
≥ a
2 + b2
2
(∑
n∈J2
(|an|+ |bn|)
)2
≥ (|z2|2/32)
(∑
n≥2
(|an|+ |bn|)
)2
because (ax−by)2+(bx+ay)2 ≥ (a2+b2)/2, whenever x, y are non-negative
scalars with x + y = 1. Since |z2| ≥ ǫ −
√
2δ1, it follows from (1.1), (1.2)
that ∥∥∥∥
∑
n≥2
λn(fn − f1)
∥∥∥∥ ≥ (ǫ− δ1
√
2
4
√
2
− 3δ1
√
2)
∑
n≥2
(|Re(λn)|+ |Im(λn)|)
which yields the assertion of the lemma. 
Proof of Theorem 1.2. Suppose that (fn) has no subsequence which is ǫ-
weak Cauchy. It follows that [P ] ∩ D(N, Fǫ) = ∅ for no P ∈ [N]. Since
D(N, Fǫ) is point-wise closed, by Lemma 1.3, the infinite Ramsey theorem
implies that D(N,Fǫ) = [N ] for some N ∈ [N]. Without loss of generality,
by relabeling if necessary, we may assume that N = N. Let δ > 0 and
choose 0 < δ1 < δ/5. Applying Lemma 1.4, passing to a subsequence and
relabeling if necessary, we may also assume that there exist two squares ∆1
and ∆2 with sides parallel to the axes and equal to δ1 so that
(1) (∆1 ×∆2) ∩ Fǫ 6= ∅.
(2) For every choice J1 and J2 of pairwise disjoint subsets of N there
exists t ∈ K so that fn(t) ∈ ∆s for all n ∈ Js and s ≤ 2.
By replacing (fn) by (gn), where for all n ∈ N gn = σfn + z for suitable
choices of σ ∈ {1, i} and z ∈ C, we may assume that ∆1 = [0, δ1]2 and that
∆2 is contained in the first quadrant. The assertion of the theorem now
follows by applying Lemma 1.5. 
A direct modification of the preceding arguments shows that theorem 1.2
holds for real C(K) spaces with the constant
√
2/8 being replaced by 1/2.
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