Abstract: This paper is devoted to study a class of nonlinear fractional Schrödinger equations:
Introduction and Main results
Consider the following fractional Schrödinger equations:
where s ∈ (0, 1), N > 2s, (−∆) s stands for the fractional Laplacian.
The fractional Schrödinger equation is a fundamental equation of fractional quantum mechanics.
It was discovered by Laskin [1, 2] as a result of extending the Feynman path integral, from the Brownian-like to Lévy-like quantum mechanical paths, where the Feynman path integral leads to the classical Schrödinger equation, and the path integral over Lévy trajectories leads to the fractional Schrödinger equation.
The equation (1.1) with α = 1 is the nonlinear Schrödinger equation
which has been broadly studied in the last decade. Moreover, a lot of interesting studies by variational methods can be found in [3, 4, 5, 6, 7, 8, 9, 10, 11, 12] for the nonlinear Schrödinger equation with various growth conditions on the nonlinearity.
Recently, Shi and Chen [13] obtained the existence and multiplicity of nontrivial solutions for problem (1.1). By using Morse theory in combination with local linking arguments, they first proved the existence of at least two nontrivial solutions for the equation (1.1). Then, they obtained the existence of at least k distinct pairs of solutions via Clark's theorem, when the nonlinearity f (x, u) is sublinear at infinity and the potential function satisfies the following assumption:
V (x) ≥ a 1 > 0, where a 1 is a constant.
Zhang et al. [14] proved the existence of infinitely many radial and non-radial solutions for problem ( Teng [16] established the existence of infinitely many high or small energy solutions for problem 
moreover, the nonlinear term f (x, u) is assumed to be asymptotically linear or superquadratic growth.
In [17] Ge improved the conclusions of Teng [16] . When the potential V (x) satisfied only the condition (V ′ 1 ) and the nonlinear term f satisfied some more relaxed superlinear assumptions, Ge proved the existence of infinitely many solutions of problem (1.1) by the aid of the variant Fountain Theorem.
In [18] Du and Tian considered the problem (1.1). Firstly, the authors studied the case when f (x, u) is sublinear at infinity with respect to u and V satisfied (V ′ 1 ), so in this case they obtained the existence of infinitely many small energy solutions via Dual Fountain Theorem. Then, the authors studied the existence of infinitely many high energy solution by using the Fountain Theorem, when f is superlinear at infinity and the potential V satisfied
and (V 2 ). Finally, they proved the existence of infinitely many small energy solutions when the nonlinear term is a combination of sublinear and critical terms, and V satisfied (V
Note that the results of Du and Tian extend and sharply improve the results of Teng [16] .
For more interesting results on the existence and the multiplicity of solutions of problem (1.1), we refer the readers to [19, 20, 21, 22, 23, 24, 25, 26, 27] and the references therein.
Inspired by the above facts, In the present paper we prove the existence of nontrivial solution and infinitely many small solutions for problem (1.1) under appropriate assumptions on the nonlinear term f (x, u) which is only locally defined for |u| small, using the variational methods in combination with genus theory. Furthermore, the potential V is allowed to be sign-changing. Recent results from the literature are extended and improved. In order to state the main results of this paper, we make the following assumptions on f :
, and there exist a constant r ∈ (1, 2) and a positive function ξ ∈ L 2 2−r (R N ) such that
(F 2 ) There exists δ 2 > 0 such that
Before stating our main results, we introduce the following notations. As usual, for 1 ≤ p < +∞, we let
and
Let C ∞ 0 (R N ) be the collection of smooth functions with compact support and S(R N ) the Schwartz space of rapidly decreasing C ∞ functions in R N . We recall that the Fourier transform Fφ (or simply φ) is defined for any φ ∈ S(R N ) as
Moreover, by Plancherel's theorem we have φ 2 = φ 2 , ∀φ ∈ S(R N ). The fractional Laplacian (−∆) s with s ∈ (0, 1) of a function φ ∈ S(R N ) is defined by
If φ is sufficiently smooth, according to [29] , the fractional Laplacian (−∆) s can be viewed as a pseudo-differential operator defined by
where P.V. is the principal value and C N,s > 0 is a normalization constant. Consider the fractional Sobolev space
with the inner product and the norm
where the norm
is the so called Gagliardo semi-norm of u. The space H s (R N ) can also be described by means of the Fourier transform. Indeed, it is defined by
and the norm is defined by
In [29] , the authors show that for u ∈ S(R N ), one has
are all equivalent.
Denote V ± = max{±V (x), 0} and
S is the best constant in the Sobolev embedding
Concerning the potential V we suppose that:
Now, we are ready to state the main result of this paper as follows. 
(1) Unlike [13, 18, 19] , the nonlinear term f does not satisfy any growth condition and any control at infinity, and we just require f (x, u) locally odd with respect to u when we prove the existence of infinitely many small solutions. Moreover, there are functions
(2) Under the condition (V ) it is clear that V (x) is sign-changing and not satisfied any coerciveness condition, so the main difficulties of our problem is the lack of compactness of the Sobolev embedding. Noting that in [13, 18, 19] the authors studied problem (1.1) with a potential function V (x) which is strictly positive, so our results extend and improve the aforementioned works.
(3) To the best of our knowledge, conditions (V ) was introduced by Furtado et al. in [3] .
Furthermore, it is not difficult to find a function V : R N → R satisfying the condition (V ), for example let
where ε > 0 is small and 0 < α < 2s, which is similar with the example appeared in [3] with a slight modification.
The paper is organized as follows. In Section 2, we prove some lemmas, which are crucial to prove our main results. Section 3 is devoted to the proof of Theorem 1.1 and Theorem 1.2.
Variational framework and technical lemmas
In the sequel, C, C i > 0 denote various positive constants which may change from line to line. Let
Let Ω ⊂ R N be a smooth bounded domain, then, we define a closed subscpace
Therefore, the fractional Sobolev inequality implies that X(Ω) is a Hilbert space with inner product
Obviously, H is a Hilbert space equipped with the inner product
and the norm u = u, u 1 2 , furthermore, similar to [3, Lemma 2.1], it is easy to see that the norm . is equivalent to the usual norm of H s (R N ). Let Ω ⊂ R N , we also define the following space
with inner product and norm
Then, H(Ω) is a Hilbert space. 
Under the condition (V ) the embeddings
We define an even function η ∈ C 1 (R, R) such that 0 ≤ η(t) ≤ 1,
and η is decreasing in [l, 2l] .
Consider the cut-off functional I η :
where
Then, the critical points of I η are weak solutions of the following equation
Furthermore, u ∈ H satisfies u ∞,R N ≤ l, is a critical point of the functional I η , then u is a weak solution of (2.5).
Lemma 2.1. Suppose that (V ) and (F 1 ) hold. Then, the functional I η is well define and of class
6)
for all v ∈ H. Moreover, the critical points of I η in H are solutions of problem (1.1).
Proof. By (F 1 ) and (2.3), we have
which yields
where r ∈ (1, 2) and ξ ∈ L 2 2−r (R N ). Then we obtain
(2.8)
On the other hand, since V − ∈ L N 2s (R N ), by (1.3) and the Hölder inequality we have
for all u ∈ H. Hence, I η is well defined on H. Next, we prove that (2.6) holds. According to (2.4), it suffices to show that
For any function θ : R N → (0, 1) and t ∈ (0, 1), by (F 1 ), (1.3) and the Hölder inequality, one
(2.10)
Then by (2.10) and the Lebesgue's Dominated Convergence Theorem, we have
which implies that (2.6) holds. Moreover, by a standard argument, it is easy to show that the critical points of I η are solutions of problem (1.1). It remains to show that Ψ ′ is continuous. Let
We claim that
Arguing by contradiction, there exist ε 0 > 0 and a subsequence {u n k } such that
(2.14)
Since u n → u in L 2 (R N ), passing to a subsequence if necessary, one can assume that
On the other hand, by (2.7) and Hölder's inequality we have 
which contradicts (2.14). Thus, (2.13) holds.
It follows from (2.11), (2.13) and Hölder's inequality that
as n → ∞, which shows that Ψ ′ is continuous. The proof is completed.
Recall that a sequence {u n } ⊂ E is said to be a Palais-Smale sequence at the level c ∈ R ((PS) c sequence for short) if I(u n ) → c and I ′ (u n ) → 0, I is said to satisfy the Palais-Smale condition at the level c ((PS) c condition for short) if any (PS) c -sequence has a convergent subsequence.
Lemma 2.2.
[28] Let E be a Banach space and I ∈ C 1 (E, R) satisfy the (PS) condition. If I is bounded from below, then c = inf E I is a critical value of I.
In order to find the multiplicity of nontrivial critical points of I, we will use the genus properties, so we recall the following definitions and results (see [30] ).
Let E be a Banach space and I ∈ C 1 (E, R). We set Γ = {A ⊂ E − 0 : A is closed in E and symmetric with respect to 0}.
Definition 2.3. For A ∈ Γ, we say genus of A is k denoted by γ(A) = k if there is an odd map Ψ ∈ C(A, R N \ 0) and k is the smallest integer with this property.
For any k ∈ N, we set
Then, we have the following lemma from [30] .
Lemma 2.4. Let E be an infinite dimensional Banach space and I ∈ C 1 (E, R) satisfy (A 1 ) and
(A 1 ) I is even, bounded from below, I(0) = 0 and I satisfies the (PS) condition.
(A 2 ) For each k ∈ N, there exists an A k ∈ Γ k such that sup u∈A k I(u) < 0.
Then I admits a sequence of critical points u k such that I(u k ) ≤ 0, u k = 0 and lim k→∞ u k = 0.
Proof of the main results
Lemma 3.1. Under the assumptions (V ) and (F 1 ), the functional I η is bounded from below and satisfies the (PS) condition.
Proof. By (V ), (2.4), (2.8) and (2.9) we have
Then by (3.1) we conclude that I η is bounded from below since r ∈ (1, 2).
Next, we prove that I η satisfies the (PS) condition. Let {u n } ⊂ H be any (PS) sequence of I η ,
i.e., {I η (u n )} is bounded and
This implies that {u n } is bounded in H since r ∈ (1, 2) and C 1 is independent of n, that is, there exists a constant C 2 > 0 which is independent of n such that
Therefore, up to a subsequence, there exists u ∈ H such that u n ⇀ u in H and
By (F 1 ), for any given ε > 0, we can choose R > 0 such that
In the other hand, from (3.3) we get lim n→∞ |x|≤R |u n − u| 2 dx = 0, which implies that there exists n 0 ∈ N such that
Therefore, for any n ≥ n 0 , it follows from (F 1 ), (3.2), (3.5) and Hölder's inequality that
where B R := {x ∈ R N : |x| < R}. Let Ω R := R N \ B R , then combining (F 1 ), (3.2), (3.4) with the Hölder inequality, one has
this together with (3.6) implies that
as n → ∞. Since I ′ η (u n ) → 0 in H * , it follows from (V ), (2.6) and (2.9) that
and then
Consequently, by (3.8) and (3.9) we conclude that u n → u, strongly in H as n → ∞.
Thus, the proof is completed.
Proof of Theorem 1.1. By Lemma 3.1, I η is bounded from below and satisfies the (PS) condition. Then Lemma 2.2 implies that c = inf H I η (u) is a critical value of I η , that is there exists a critical point u * ∈ H such that I η (u * ) = c. Next, we show that u * = 0. Let u 0 ∈ H(Ω) \ {0} with
where Ω = {x ∈ R N ; |u 0 (x)| ≤ 1}, then by (F 2 ) we have that there exists a small
For 0 < t < l, it follows from (2.4) and (3.10) that
By choosing large M > 0 such that 2M Ω |u 0 | 2 dx− u 0 2 > 0, it follows from (3.11) that I η (tu 0 ) < 0 for t > 0 small enough. Hence I η (u * ) = c < 0, which implies that u * is a nontrivial critical point of I η with |u * | ∞,Ω ≤ l, and so u * (x) = tu 0 (x) is a critical point of I, thus, u * is a nontrivial solution of problem (1.1). The proof is complete.
Lemma 3.2. Assume that (V ) and (F 2 ) hold. Then, for any n ∈ N, there exists a closed symmetric subset A n ⊂ H such that the genus γ(A n ) ≥ n and sup u∈An I η (u) < 0.
Proof. Let H n be any n−dimensional subspace of H. Since all norms are equivalent in a finite dimensional space, there is a constant β = β(H n ) such that
for all u ∈ H n .
Claim. There exists a constant τ > 0 such that
for all u ∈ H n with u ≤ τ . In fact, if (3.13) is false, there exists a sequence {u k } ∈ H n such that
. Then, we obtain
On the other hand, we can assume that
Therefore,
which contradicts (3.14). Thus, (3.13) holds.
By (F 2 ) we have
This inequality implies that
Therefore, it follows from (2.4), (3.13) and (3.15) that
for all u ∈ H n with u ≤ min{τ, 1}.
Let 0 < ρ ≤ min{τ, 1} and A n = {u ∈ H n : u = ρ}. We conclude that γ(A n ) ≥ n and sup u∈An I η (u) ≤ − Proof. Borrowing an idea from Lemma 3.3 in [31] we give the proof as follows.
If u ∈ H ∩ L ∞ (R N ) is a critical point of I η , then we have Hence meas{x ∈ R N : |u(x)| ≥ 3l} = 0. Thus, the proof is completed.
Proof of Theorem 1.2. By (F 1 ) and (F 3 ), we get that I η is even and I η (0) = 0. On the other hand, by Lemmas 3.1 and 3.2 all the conditions of Lemma 2.4 are satisfied, which implies that I η has a sequence of critical points {u n } converging to 0. By Lemma 3.3, we may get that there exist n 0 ∈ N such that u n ∞ ≤ l for n ≥ n 0 . Then we get infinitely many small solutions of (1.1). This completes the proof.
