Erdős introduced the noncommuting graph in order to study the number of commuting elements in a finite group. Despite the use of combinatorial ideas, his methods involved several techniques of classical analysis. The interest for this graph has become relevant during the last years for various reasons. Here we deal with a numerical aspect, showing for the first time an isoperimetric inequality and an analytic condition in terms of Sobolev inequalities. This last result holds in the more general context of weighted locally finite graphs.
Terminology and preliminary notions
If denotes a locally finite graph (i.e.: each vertex of has a finite number of neighbors) with vertex set V and edge set E, two elements x; y 2 V are in the relation x y if x and y are adjacent and joined by an edge xy. For a subset Â V , @ D fxy j x 2 and y 2 V g;
is the set of edges which join a vertex in with a vertex outside . In presence of an orientation, each edge in @ is oriented so that it points outwards from . To , we associate the edge weight xy > 0 for each xy 2 E, so for any S Â E we define the measure .S / D X xy2S xy :
Extending the function xy by zero to those x; y which are not neighbors, we get a symmetric function from V V to 0; C1OE. It will be also useful to introduce the vertex weight
If is equipped with and as above, we say that it is a weighted graph. In particular, if Z.G/ D fg 2 G j ga D ag 8a 2 Gg is the center of a finite group G, we denote by G the noncommuting graph of G, that is, the graph G defined by vertices x; y 2 G Z.G/ D V , joined by an edge xy 2 E if x does not commute with y. Now there is neither weight nor orientation for G , so . / D P x2 deg.x/ and .@ / D j@ j. Important contributions on G can be found in [1, 9, 13] , but the reader may refer to [17] for a recent survey 1 . G has interesting properties:
it is always connected, of diameter 2 and hamiltonian (see [1, Propositions 2.1, 2, 2] ); moreover the planar and the regular cases are classified by [1, Propositions 2.3, 2.6] . To the best of our knowledge, there are no isoperimetric inequalities on its invariants and we are going to show one of these here for the first time. Following [7, §5.2] , it is possible to define the gradient operator
where R V V is the set of all functions from V V to R, and r xy denotes the fact that there is a dependence from x; y 2 V in the definition of r. Consequently,
.r xy f / xy 2 R is the Laplace operator . A natural variation of the Green's Formula is
.r xy f / xy D X j j<1 e2@
.r e f / e and, if f; g 2 R V with either f or g of finite support, then
.r xy f /.r xy g/ xy D X e2E
.r e f /.r e g/ e :
We will consider distance functions on V , inspired by analogous contexts of riemannian geometry in [14, 15] . The graph distance .x/ between x 2 V and the fixed vertex 2 V is the number of edges in a shortest path (also called a graph geodesic) connecting them and, in particular,
This is also known as geodesic distance and we note that there are more than one shortest path between two vertices 2 .
Moreover is positive and equal to zero if and only if D x, but it may be not symmetric a priori. On the other hand, is symmetric for undirected graphs and so for G . This allows us to define a ball B .r/ D fx 2 V j .x/ < rg, for fixed r > 0. We show two main results in the present paper. One is a specialization to G of theorems in [7] . This provides an isoperimetric inequality for G , which is unknown up to now. The second main result has a more general interest and shows a characterization in terms of a Nash-type inequality of certain locally finite weighted graphs, which generalise the noncommuting graph.
First result
Following [6, 7] , we may restrict the investigations to graphs, whose geometric properties are analogous with some classical notions of the riemannian manifolds (see [5, 10] ). For a wieghted graph with a distance , the positive 1 This graph appears originally in certain combinatorial problems in group theory, related to conjectures of Erdős on the number of commuting elements in a group (see [16] ). A probabilistic version of these ideas can be found in [11, 12] . 2 If there is no path connecting the two vertices, i.e., if they belong to different connected components, then conventionally the distance is defined as infinite. We also note that in case of a directed graph the distance .x/ is defined as the length of a shortest path from to x consisting of arcs, provided at least one such path exists. ; which corresponds to the notion of relative isoperimetric dimension in [4, 5, 10] . In this spirit, Chung and others introduced the so called P .ı; Ã; R 0 / property . Definition 2.1 (See [7] ). We say that .; / has P .ı; Ã; R 0 /, when : (i) jr xy j Ä 1 for any ; x; y 2 V ; (ii) 9 a function q .x/ and three constants Ã 1, ı > 0 and R 0 > 0 such that
The presence of an isoperimetric inequality can be deduced from P .ı; Ã; R 0 /. [7] , Theorem 6.3). If a weighted graph .; / has P .ı; Ã; R 0 /, then the following isoperimetric inequality is true
An inequality of Sobolev type (see [5] ) is recalled below in our context. Note that the presence of an isoperimetric inequality is requested by the assumptions. jf .y/ f .x/j p
What we said until now can be tested for the noncommuting graph.
Proof. We begin to check (i). Recall that diam G D 2 and jr xy j D j .y/ .x/j. Of course jr xy j D 0, whenever x D y D . Assume x ¤ y and x D . Since diam G D 2, we have 3 points in V and two of them coincide, hence .y/ D 1 and .x/ D 0. The same argument applies when x ¤ y and y D . Then in both cases jr xy j D 1. Assume now x ¤ y, x ¤ and y ¤ . Again the condition diam G D 2 implies .x/ D .y/ D 1 and so jr xy j D 0. This allows us to conclude that jr xy j D 1 for all x; y; 2 V . For (ii) of Definition 2.1 it is enough to put q .x/ D 1 2 2 .x/: In fact one can check easily (ii.1). For (ii.2)
Finally, for any 2 V and
The previous lemma has the following consequence.
Now our first main result can be stated.
Theorem 2.6. G satisfies the isoperimetric inequality
Proof. It is a direct consequence of Theorem 2.2, combined with Lemma 2.4 and Corollary 2.5.
There are difficulties of computation for 2 already for groups of order 8. The following is the first example of Sobolev inequality for G .
One of the most interesting problems is due to the optimality of the constants which appear in Theorem 2.3. This hasn't been discussed properly in [7] , but the same authors have produced a series of papers in the last ten years on the problem of weakening P .Ã; ı; R 0 /. Recently, some new metric spaces are considered in [2, 3] and they seem to be the natural contexts where the above property can be generalized. We don't discuss this aspect here.
Second result
The reader may observe that the condition P .ı; Ã; R 0 / implies the isoperimetry, as explained in [7, Theorem 6.3], but, on the other hand, .[/ has the form of a Sobolev-Poincaré inequality when K. 0 / D 0 (see [10] for details). This motivates us to characterize a special situation, by means of another well known inequality of Nash type. The following theorem illustrates such equivalence. Proof. The property P .ı; Ã; R 0 / is assumed, in order to be sure that there exists a graph satisfying an isoperimetric inequality (see Theorem 2.2), and, so, by Theorem 2.3, a Sobolev type inequality. In fact the proof of the equivalence among the conditions ./ and ./, as we will see, doesn't use the property P .ı; Ã; R 0 /. On the other hand, we put it in the assumptions of the theorem for this precise motivation. ./ ) ./. We apply the Hölder inequality in the following form:
that is, jf .y/ f .x/j 2
jf .y/ f .x/j 2
We note some useful properties of the way of writing f k .x/ as above. Firstly, V D U k P [V k P [W k , that is, V is the disjoint union of the sets U k , V k and W k . Secondly, f k .x/ is zero over U k , and this doesn't give contribution in writing sums, while f k .x/ is constant over W k once k is fixed. Thirdly, we have by construction that W kC1 Â W k for all k 2 Z. From the first of these properties, we get easily that Estimating the 1 C 2 n th rooth of the term on the left side of . /, we get
and so we have the following lower bound for this term:
On the other hand, we estimate the (4=n)th rooth of the following term in the right side of . /:
and so we have the following upper bound for this term:
We conclude that . / implies 
where we may even upper bound the last term a priori, getting :
(]]) Now, on a hand S k2Z V k D V and so
jf .y/ f .x/j 2 xy ;
on another hand, we note that
Therefore we combine these last two inequalities with .]]/ and find that The following corollary shows a Nash inequality for G for the first time. Proof. Application of definitions, Lemma 2.4 and Theorem 3.1.
We end with a remark. The survey [8] (as the same [6, 7] ) shows that several authors studied the problem of extending classical results of differential geometry to the discrete context. These efforts produced discrete versions of Sobolevtype inequalities and discrete versions of isoperimetric inequalities. For instance, it would be interesting to compare [8, Theorem 8] with Theorem 2.6. Both of them restrict the number of vertex boundaries, but formally they are very different, since they involve quantities which strongly depend on the graph. Then it is not immediate to make a comparison, when we do not control the behaviour of a given quantity in the inequality. It is in fact not easy to estimate the constants of an isoperimetric inequality (see [10, Chapters 5 and 7] ). A specific analysis may offer precise values of the constants and an appropriate interpretation of the quantities which are involved. The quaternion group, described in Example 2.7, already shows difficulties for small groups, when we deal with the noncommuting graph.
