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Introduction
Endow the power set of N, identified with 2 N , with the product topology. Denote by [N] <∞ the subspace consisting of all finite subsets of N. A family F ⊆ [N] <∞ is said to be hereditary if G ⊆ F ∈ F implies G ∈ F. It is spreading if whenever F = {n 1 , . . . , n k } ∈ F, n 1 < · · · < n k , and m 1 < · · · < m k satisfy m i ≥ n i , 1 ≤ i ≤ k, then {m 1 , . . . , m k } ∈ F. In this case, we also say that {m 1 , . . . , m k } is a spreading of F . A regular family is one that is hereditary, spreading and compact (as a subset of the topological space [N] <∞ ). Let c 00 be the vector space of all finitely supported real sequences and let (e k ) be the standard unit vector basis of c 00 . If F is regular, define the seminorm · F on c 00 by a k e k F = sup F ∈F k∈F |a k |. For E ∈ [N] <∞ and x = a k e k ∈ c 00 , let Ex = k∈E a k e k ∈ c 00 . Given a sequence of regular families (F n ) ∞ n=0 such that F 0 contains all singleton subsets of N, and a nonincreasing null sequence (θ n ) ∞ n=1 in (0, 1), the mixed Tsirelson space T (F 0 , (θ n , F n ) ∞ n=1 ) is the completion of c 00 under the implicitly defined norm
where the last supremum is taken over all sequences (E i ) k i=1 in [N] <∞ such that max E i < min E i+1 and {min E i : 1 ≤ i ≤ k} ∈ F n . The main aim of the present paper is the computation of the ℓ 1 -index I b (T (F 0 , (θ n , F n ) ∞ n=1 )) (defined below) in terms of the sequences (F n ) ∞ n=0 and (θ n ) ∞ n=1 . It follows from our work (see Corollary 15 below) that if η is a countable ordinal not of the form ω ξ for some limit ordinal ξ, then there is a Banach space whose ℓ 1 -index is ω η . This answers Question 1 in [8] .
Our starting point is a comparison of normalized block basic sequences in T (F 0 , (θ n , F n ) ∞ n=1 ) with subsequences of the unit vector basis in related mixed Tsirelson spaces (Proposition 3). In particular, we obtain in Corollary 8 that every normalized block basic sequence in a mixed Tsirelson space T (F 0 , (θ n , F n ) ℓ n=1 ) defined by finitely many families is equivalent to a subsequence of the unit vector basis in the same space. This result was proved for the Figiel-Johnson Tsirelson space in [5] and for certain generalized Tsirelson spaces in [3] . Our approach may be considered as a descendant of that in [3] .
In §3, the comparison result is used to obtain bounds on the ℓ 1 -index. In §4, we introduce a method of constructing ℓ 1 -trees of large index. This is a two-step method whereby many ℓ 1 (n)-block basic sequences are first constructed (Lemma 20) and these are then condensed into ℓ 1 -trees by a compactness argument (Lemma 21).
If M is an infinite subset of N, denote the set of all finite, respectively infinite, subsets of M by [M ] <∞ , respectively [M ] . If E and F are finite subsets of N, we write E < F , respectively E ≤ F , to mean max E < min F , respectively max E ≤ min F (max ∅ = 0 and min ∅ = ∞). We abbreviate {n} < E and {n} ≤ E to n < E and n ≤ E respectively. Given F ⊆ [N] <∞ , a sequence of finite subsets {E 1 , . . . , E n } of N is said to be F-admissible if E 1 < · · · < E n and {min E 1 , . . . , min E n } ∈ F . 
We abbreviate the k-fold construction (M, . . . , M) as (M) k . Of primary importance are the Schreier classes as defined in [1] . We will need a slightly extended version of such classes. Suppose that g : N → N is a function increasing to ∞. Let S g 0 = {{n} : n ∈ N} ∪ {∅} and S α ] for all α < ω 1 . If α is a countable limit ordinal, choose a sequence (α n ) strictly increasing to α and set
If g is the identity function, then we obtain the usual Schreier classes, and we abbreviate S g α to S α . It is clear that S g α is a regular family for all α < ω 1 .
The norm in a mixed Tsirelson space can be computed in terms of trees ( [3] , [10] ). A tree in [N] <∞ is a finite collection of elements (
<∞ so that for each m, E m 1 < E m 2 < · · · < E m k(m) , and that every E m+1 i is a subset of some E m j . The elements E m i are called nodes of the tree. Any node E m i is said to be of level m. Nodes at level 0 are called roots. If E n i ⊆ E m j and n > m, we say that E n i is a descendant of E m j and E m j is an ancestor of E n i . If, in the above notation, n = m + 1, then E n i is said to be an immediate successor of E m j , and E m j the immediate predecessor of E n i . Nodes with no descendants are called terminal nodes or leaves of the tree. Given a node E in a tree T , denote by T E the subtree consisting of the node E together with all its descendants. A tree (
, is (F n )-admissible if k (0) = 1 and for every m and i, the collection E m+1 j of all immediate successors of E m i is an F n -admissible collection for some n ∈ N. Given an (F n )-admissible tree (E m i ) , we define the history of the individual nodes inductively as follows. Let h E 0 1 = (0) . If h (E m i ) has been defined and the collection E 
. If x ∈ c 00 and T is an (F n )-admissible tree, let T x = t (E) Ex , where the sum is taken over all leaves in T . It is easily observed that x = max {T x : T is an (F n ) -admissible tree} . An (F n )-admissible tree is said to be complete (for a particular x ∈ c 00 ) if Ex = Ex F 0 for every leaf E in T . Clearly, for every x ∈ c 00 , there is a complete tree T such that x = T x. Let us observe that if we define x to be sup t(E) Ex F 0 , where the sup is taken over all (F n )-admissible trees T and the sum is taken over all leaves E in T , then the resulting norm satisfies the implicit equation (1) .
Proof. Denote the norms on
) by · and |||·||| respectively. Clearly, |||x||| ≤ x for all x ∈ c 00 . Given a fixed element x ∈ c 00 , let T F denote a complete (F n )-admissible tree such that
For any r ∈ N, let L r be the set of level r leaves in T F . Arrange the elements in L r from left to right as
Finally,
If F is a closed subset of [N] <∞ , let F ′ be the set of all limit points of F. Define a transfinite sequence of sets (F (α) ) α<ω 1 as follows:
If F is regular, we let ι(F) be the unique ordinal α such that F (α) = {∅}. It is well known that ι(S γ ) = ω γ for all γ < ω 1 [1, Proposition 4.10]. The same is true if S γ is replaced by any S g γ . From now on, we fix a sequence of regular families (F n ) ∞ n=0 such that S 0 ⊆ F 0 , and a nonincreasing null sequence (θ n ) ∞ n=1 in (0, 1). Denote the mixed Tsirelson space
There is no loss of generality in assuming that α n > 1 for all n ∈ N.
via the formal identity, we may also assume that (α n ) ∞ n=1 is a nondecreasing sequence. In the notation of Proposition 1, ι (G n ) = ι (F n ) = α n , n ∈ N. It is straightforward to check that ∪ ∞ n=0 G n is a regular family. Relabelling each G n as F n , n ∈ N, we may henceforth assume that S 0 ⊆ F n for all n ∈ N and that F = ∪ ∞ n=0 F n is regular. Denote sup n∈N α n by α. Note that
2. An estimate on the norm Lemma 2. Let G and H be regular families. Suppose
Now suppose that F 1 , . . . , F k are as in the statement of the lemma. Let
From the previous paragraph, we conclude that {min
Proposition 3. Suppose ε > 0 and G is a regular family. Assume that there exists m 0 ∈ N such that for all m ≥ m 0 , there exist n 1 , . . . , n s ∈ N such that θ m < εθ n 1 . . . θ ns and
where i k = max supp x k , 1 ≤ k ≤ p, and ρ 1 and ρ 2 are the norms on the mixed Tsirelson spaces T (F, (θ n , F n )
. Since x ∈ c 00 , there exists a complete (F n )-admissible tree T such that x = T x. Each node E ∈ T may be assumed to be contained in the integer interval [1, i p ] . Call a node E long if E ∩ G k = ∅ for at least two values of k. Otherwise, term the node short. Let N be the smallest number such that θ N ≤ ε. Take E 1 to be the collection of all minimal elements in the set of all long nodes E ∈ T such that n (E) > N. Minimality is taken with respect to the order (reverse inclusion) in the tree T . Similarly, let E 2 be the collection of all minimal elements of the set of all short nodes that are not in ∪ {T E : E ∈ E 1 } . Then let E 3 be the set of all leaves in T that are not in
The proof of the proposition is completed by combining Lemmas 4, 5, 6, and 7 below.
Lemma 4.
Proof. Arrange the nodes in E 1 from left to right as
Lemma 5.
Proof. Since any node E ∈ E 3 is a leaf in the complete tree T for x, Ex = Ex
Observe that any ancestor F of any node in E 2 must be a long node such that n(F ) ≤ N . Subdivide E 2 into two parts E 21 and E 22 according to whether the node E in question satisfies n (E) > N or n (E) ≤ N . Lemma 6.
Proof. Let D be the set of all nodes that are immediate predecessors of some node in E 21 . Let us first show that any two distinct nodes D and D ′ in D are mutually incomparable. Indeed, suppose that D is an ancestor of D ′ . Let E and E ′ be immediate successors of D and D ′ respectively that are in E 21 . Consider the immediate successor
By the preceding argument, each E in k∈J j D jk is an immediate successor of D j . Given k ∈ J j , choose E jk ∈ D jk and ℓ jk ∈ E jk . As in the proof of Lemma 5, note that each k belongs to at most two J j because each D j is a long node. Hence w ≤ 2 y and
If j / ∈ M, choose n 1 , . . . , n s ∈ N as in the hypothesis of Proposition 3. Note that
On the other hand,
Combining inequalities (3), (4) and (5) completes the proof. Lemma 7.
denote by P k the collection of all minimal elements in the set of all nodes that are immediate predecessors of some node in E 22 (k) . Observe that if P ∈ P k , then P is a long node and P ∩ G k = ∅. Hence |P k | ≤ 2. For each P ∈ P k , choose an immediate successor E P of P such that E P ∈ E 22 (k) , then fix j P ∈ E P . Note that the nodes in {E P :
Observe that in the preceding proof, the hypothesis of Proposition 3 (that is, the existence of the family G) is used only in Lemma 6. One may consider mixed Tsirelson spaces Z = T (F 0 , θ n , F n ) ℓ n=1 determined by finitely many regular families, defined in the obvious way. For such spaces, it is worthwhile to observe the following corollary of the proof of Proposition 3.
Corollary 8. Let the space Z be as above. There exists a constant K < ∞ such that for any normalized block basic sequence (x k ) p k=1 in Z and any (a k ) ∈ c 00 ,
On the other hand, in the notation of the proof of Proposition 3, take N = ℓ. Then E 1 = E 21 = ∅. In particular, the hypothesis in Proposition 3 is no longer required since Lemma 6 is not needed any more. Lemmas 5 and 7 give the desired result.
Bounds on the ℓ 1 -index
Let us recall the relevant terminology concerning trees. A tree on a set S is a subset T of ∪ ∞ n=1 S n such that (x 1 , . . . , x n ) ∈ T whenever n ∈ N and (x 1 , . . . , x n+1 ) ∈ T . If (x 1 , . . . , x n ) ∈ T and 1 ≤ m < n, the sequence (x 1 , . . . , x m ) is said to be an ancestor of (x 1 , . . . , x n ). A tree T is wellfounded if there is no infinite sequence (x n ) in S such that (x 1 , . . . , x n ) ∈ T for all n. Given a well-founded tree T , we define the derived tree D(T ) to be the set of all (x 1 , . . . , x n ) ∈ T such that (x 1 , . . . , x n , x) ∈ T for some x ∈ S. Inductively, we let
. . , x n ) ∈ T and (a i ) ⊆ R. If E has a basis (e i ), a block tree on E is a tree T on E so that every (x 1 , . . . , x n ) ∈ T is a finite block basis of (e i ). An ℓ 1 -K-block tree on E is a block tree that is also an ℓ 1 -K tree. The index I(E, K) is defined to be sup{o(T ) : T is an ℓ 1 -K tree on E}. If E has a basis (e i ), the index I b (E, K) is defined similarly, with the supremum taken over all ℓ 1 -K block trees. The Bourgain ℓ 1 -index of E is the ordinal I(E) = sup{I(E, K) : 1 ≤ K < ∞}. The index I b (E) is defined similarly. Bourgain proved that if E is a separable Banach space not containing a copy of ℓ 1 , then I(E) < ω 1 [4] . Judd and Odell [8] showed that I(E) and I b (E) are closely related for a Banach space E with a basis. Precisely, if I b (E) = ω n for some n < ω, then I(E) = ω n or ω n+1 , while
We refer the reader to [8] and [2] for in depth discussions of these and related indices.
Our concern for the rest of the paper is the calculation of the index I b (X), where X is the mixed Tsirelson space T (F 0 , (θ n , F n ) ∞ n=1 ). We begin with an easy lower bound on I b (X) .
Proof. For all m, n ∈ N, denote the family
In the remainder of this section, we apply Proposition 3 to obtain an upper bound on the ℓ 1 -index of X. For each n ∈ N, let C (n) = {(0, n 1 , . . . , n s ) : n 1 , . . . , n s , s ∈ N, n 1 + n 2 + · · · + n s ≤ n} and π n = sup {θ n 1 . . . θ ns : n 1 + · · · + n s > n} .
Obviously C (n) is a finite set. Denote its cardinality by p (n) . It is clear that lim n→∞ π n = 0.
Lemma 10.
Suppose that H is a regular family containing S 0 and that ρ is the norm on the space T (H, (θ n , F n ) ∞ n=1 ) . For all x ∈ c 00 and all n ∈ N, we have
Proof. There exists an (F n )-admissible tree T such that
where L is the set of all leaves of T . Let L (n 1 ,. ..,ns) be the set of all E ∈ L such that h (E) = (0, n 1 , . . . , n s ). Then
Therefore,
On the other hand, since
Lemma 11. Let M be as defined in Lemma 10, then ι (M) ≤ α n n . Proof. The lemma follows immediately from the fact that , x 2 , . . . , x n ) ∈ T } and G (T ) = {G : G is a spreading of a subset of some F ∈ H(T )}.
Given a countable ordinal η, define the order (or the logarithm) ℓ (η) of the ordinal η to be γ 1 , where
Observe that in the notation of Proposition 3, if we take ρ to be the norm on the space
Proposition 13. Suppose for all ε > 0, there exist a regular family G ε and m 0 ∈ N such that for all m ≥ m 0 , there exist n 1 , . . . , n s ∈ N satisfying θ m < εθ n 1 . . . θ ns and
Proof. Suppose otherwise. There exists H > 1 and an ℓ 1 -H-block tree T on X such that
. According to Proposition 3 and the remark above, there exists a constant K such that
Since it is clear that (e k ) k∈G 1 (e k ) k∈F whenever G is a spreading of F , it follows that
for all G ∈ G (T ) . Assume that γ n = 0 for some n. Choose m ∈ N such that π m < 1/(4KH) and γ m = 0. If G (T ) is compact, then ι (G (T )) > ω γ+γm·ω by Proposition 12. Since G (T ) is regular, the same holds for
<∞ ⊆ G (T ) . The same conclusion clearly holds if G(T ) is not compact. Hence inequality (6) holds for all (a k ) ∈ c 00 and all
<∞ . Now, defining M to be as in Lemma 10 corresponding to m,
<∞ ⊆ S γ+γm·m+1 . It follows from [11, Proposition 3.6] that there are F ∈ S γ+γm·ω (M ) and (a j ) j∈F ⊆ R + such that j∈F a j = 1 and if
<∞ ⊆ G(T ). Consider x = j∈F a j e j . By Lemma 10,
, contrary to (6) . This proves the proposition in case γ n = 0 for some n. If γ n = 0 for all n, then α ω n = ω for all n. (Recall that we assume α n > 1 for all n ∈ N.)
Hence, for all (a k ) ∈ c 00 and all
<∞ , inequality (6) holds. Choose m ∈ N such that π m < 1/(4KH) and define M as in Lemma 10 corresponding to m. Then
, contradicting (6).
Theorem 14.
. If α 0 < α and α = α n for some n ∈ N, then I b (X) = α ω . 4. If α n < α for all n ∈ N ∪ {0} and α is not of the form α = ω ω ξ , ξ < ω 1 , then I b (X) = α ω .
Proof. 1. The first inequality follows from Proposition 9. Since S 0 ⊆ F n for all n, F m ⊆ F ⊆ [F, F n 1 , . . . , F ns ] for all m, n 1 , . . . , n s ∈ N. The second inequality follows from Proposition 13 upon taking G ε = F. The following corollary answers Question 1 in [8] .
Corollary 15. If η is a countable ordinal not of the form ω ξ for some limit ordinal ξ < ω 1 , then there exists a Banach space Y such that I (Y ) = ω η .
Proof. Write η = ω γ 1 ·m 1 +· · ·+ω γ k ·m k in Cantor normal form. If γ k is 0 or a successor ordinal, then the result follows immediately from [9, Corollary 14] . If γ k is a limit ordinal, let (β n ) be a sequence of ordinals increasing to
Attaining the upper bound
Henceforth, we shall consider only the case where α n < α for all n ∈ N ∪ {0} and α is of the form ω ω ξ . Under these conditions, Theorem 14 yields the estimate
The next theorem gives a sufficient condition for the upper estimate to be attained. Given m ∈ N and ε > 0, define γ = γ (ε, m) = max{ℓ(α 0 · α ns . . . α n 1 ) :
Theorem 16. Assume ξ = 0. If there exists ε > 0 such that for all β < ω ξ , there exists m ∈ N satisfying γ (ε, m)
Before giving the proof of Theorem 16, let us observe an interesting corollary.
Corollary 17. If ξ is a limit ordinal, then I b (X) = ω ω ξ ·2 .
Proof. Since ξ is a limit ordinal, the sequence (ℓ (ℓ (α n ))) converges to ξ. Hence for all β < ξ, there exists m ∈ N such that
Applying Theorem 16 with ε = 1 yields the required result.
Lemma 18. Let m ∈ N and ε > 0 be given. Then for all M ∈ [N] , there exists x ∈ c 00 satisfying
<∞ , where γ = γ (ε, m) is as defined above.
Proof. Let N = {(n 1 , . . . , n s ) : εθ n 1 . . . θ ns > θ m } . Clearly N is a finite set. Denote its cardinality by c. By assumption, there exists
<∞ ⊆ S γ+1 for all (n 1 , . . . , n s ) ∈ N (cf. [7] ). By [11, Proposition 3.6] , there exists y ∈ c 00 , y
<∞ and ||y||
<∞ . Choose a complete (F n )-admissible tree T such that ||x|| = T x. Denote by L (T ) the set of all leaves of T . For a fixed (n 1 , . . . , n s ) ∈ N , the set {E ∈ L (T ) :
<∞ , we conclude by the choice of L that
Lemma 19. Under the assumptions of Theorem 16, there exists a strictly increasing sequence (q k ) ⊆ N such that for all F ∈ S ω ξ , there are normalized
Proof. Since ξ = 0, ω ξ is a limit ordinal. Suppose that S ω ξ is defined by the sequence (
⊆ c 00 such that
Note that this choice is possible by [7] since
Consider the block basic sequence (x
). By choice, supp x
Moreover, the set {q i 1 , . . . , q ir } is a spreading of {i 1 , . . . , i r } = F and hence belongs to S β k . Thus
Therefore, given any (a j ) ∈ c 00 ,
Normalizing the sequence (x
) yields the desired result.
Lemma 20. Suppose the assumptions of Theorem 16 hold. Then there ex-
To complete the proof of Theorem 16, we apply a compactness argument to condense the block basic sequences obtained in Lemma 20 into a tree. Let Y be a set and let (A n ) ∞ n=1 be a sequence of pairwise disjoint finite subsets of Y. Suppose that a given set
is hereditary in the sense that (x n ) n∈G ∈ X whenever (x n ) n∈F ∈ X and ∅ = G ⊆ F.
<∞ be a regular family with ω 1 > ι (H) ≥ α ≥ 1. Suppose for all nonempty F ∈ H, there exists (x n ) n∈F ∈ X . Then there exists a tree T on Y such that T ⊆ X and o (T ) ≥ α.
Proof. Assume that H is regular and nonempty. There exists n 0 ∈ N such that {n} ∈ H for all n ≥ n 0 . By hypothesis, there exists (
Suppose the proposition is true for some
<∞ be a regular family satisfying the hypothesis such that ω 1 > ι (H) ≥ α + 1. Pick a singleton set {n 0 } ∈ H (α) and let
Then G is regular and ι (G) ≥ α ≥ 1. Correspondingly, let
Since X is hereditary, so is Y. Let a nonempty set G ∈ G be given. Then there exists (x n ) n∈{n 0 }∪G ∈ X such that (x n ) n∈G ∈ Y. By the inductive hypothesis, there exists a tree 
Suppose α is a countable limit ordinal and the result holds for all 1
<∞ be a regular family of finite subsets of N satisfying the hypothesis such that ι (H) ≥ α. If 1 ≤ β < α, then ι (H) ≥ β ≥ 1. Hence there exists a tree T β on Y such that T β ⊆ X and o (T β ) ≥ β. Clearly the tree T = β<α T β satisfies the requirements of the proposition.
Proof of Theorem 16. In view of 1. in Theorem 14, it suffices to show that I b (X) ≥ ω ω ξ · α n for all n ∈ N. In order to set up to apply Proposition 21, let Y = X. Choose a sequence (q k ) as in Lemma 20 and fix n ∈ N. Let A k be a finite 
Clearly X is hereditary. According to Lemma 20, whenever
Thus (y k ) k∈F ∈ X . By Proposition 21, there exists a tree T on X such that
In general, the converse of Theorem 16 is far from true, as the following theorem shows.
Theorem 22. Suppose that 0 < ξ < ω 1 , (α n ) ∞ n=0 is a sequence of ordinals such that sup n∈N∪{0} α n = ω ω ξ nontrivially (i.e., α n < ω ω ξ for all n) and
is a nonincreasing null sequence in (0, 1). Then there exists a sequence (F n ) ∞ n=0 of regular families of finite subsets of N such that ι (F n ) = α n for all n ∈ N ∪ {0} and
Proof. The proof is similar to that of Theorem 16 once we have obtained Proposition 24 below.
Lemma 23. Suppose that ω ≤ β < ω 1 , where β = ω β 1 ·k 1 + · · · + ω βm ·k m in Cantor normal form, and g : N → N is a function increasing to ∞. There exist regular families G and
If β is a nonzero countable ordinal whose Cantor normal form is ω
Proposition 24. Under the hypotheses of Theorem 22, there exist regular families (F n ) ∞ n=0 and G with ι (F n ) = α n , ι (G) = ω ω ξ , and (q m ) ⊆ N such that for all n ∈ N and all F ∈ F n [G] , there is a normalized sequence
for all (a m ) ∈ c 00 . Here the norm · is taken in the space
Suppose that g n and F n have been defined. If α n+1 < ω, let F n+1 = R α n+1 and g n+1 = g n . If α n+1 ≥ ω, pick x (k, n) ∈ c 00 for each k ∈ N such that
Then choose families G n+1 and H n+1 corresponding to α n+1 and g n+1 using Lemma 23. Finally, define
. Note that ι (F n ) = α n for all n. This completes the inductive definition of the families (
Let x = x (k, n) and suppose x = E∈E t (E) Ex F 0 , where E is the set of all leaves of an (F n )-admissible tree. Take
by condition 3. Hence
This proves the claim. Since α n < sup m α m = ω ω ξ for all n ∈ N, there exist n 1 < n 2 < n 3 < . . . such that sup s α ns+1 = ω ω ξ and α ns+1 ≥ ω for all s ∈ N. Note that this implies by choice that sup s ι (G ns+1 ) = ω ω ξ . Now choose q 1 < q 2 < q 3 < . . .
<∞ . Define G = {F : s ≤ F and q (F ) ∈ G ns+1 for some s ∈ N} .
Hence if s ≤ F , q (F ) ∈ G ns+1 for some s ∈ N, and x m = x(qm,ns)
Thus, for all (a m ) ∈ c 00 , 
Standard Schreier families
For all limit ordinals α < ω 1 , fix a sequence of ordinals strictly increasing to α. If β = ω β 1 · m 1 + · · · + ω β k · m k is a limit ordinal, determine S β using the sequencê
where (ζ n ) is the chosen sequence of ordinals increasing to β k . It is clear that if α is a countable limit ordinal such that ℓ (α) ≤ η for some η < ω 1 , then (ω η · m + α) n = ω η · m +α n for all m, n ∈ N. Throughout this section, we assume that the Schreier families S α are defined using these choices. For such "standard" Schreier families, the converse of Theorem 16 holds. We begin by establishing some lemmas.
Lemma 25. If α and η are countable ordinals such that ℓ (α) ≤ η and
Proof. The proof is by induction on α. The case α = 0 is clear. The result holds for α = 1 by definition of S ω η ·m+1 . Suppose the lemma is true for some α. Then
Suppose α is a limit ordinal and the lemma holds for all γ < α. By the remark above, ω η · m +α n = (ω η · m + α) n for all m, n ∈ N. Now
For the next theorem, fix a countable successor ordinal ξ and a nondecreasing sequence of ordinals (β n ) ∞ n=1 such that sup n∈N β n = ω ξ nontrivially.
Also let F 0 be a regular family containing S 0 such that ι (F 0 ) = α 0 < ω ω ξ , and let (θ n ) ∞ n=1 be a nonincreasing null sequence in (0, 1) . In the present context, the ordinal γ (ε, m) defined at the beginning of §4 becomes γ = γ(ε, m) = max{ℓ(α 0 ) + β ns + · · · + β n 1 : εθ n 1 θ n 2 . . . θ ns > θ m } for all m ∈ N and ε > 0 (max ∅ = 0). Denote the immediate predecessor of ξ by ξ − 1.
Theorem 26. Follow the notation above and apply the standard choices to define Schreier families. If there exists ε > 0 such that for all β < ω ξ , there exists m ∈ N satisfying γ (ε, m)+2+β < β m , then I b T F 0 , (θ n , S βn )
Proof. If there exists ε > 0 with the above properties, then Theorem 16 yields that I b T F 0 , (θ n , S βn ) ∞ n=1 = ω ω ξ ·2 . Now assume that such ε does not exist. Given ε > 0, there exists r = r (ε) ∈ N such that for all m ∈ N, γ (ε, m)+2+ω ξ−1 ·r ≥ β m . Let m 0 ∈ N be such that β m 0 > ℓ(α 0 )+2+ω ξ−1 ·r. Fix m ≥ m 0 . In particular, γ (ε, m) = 0. Hence there exist n 1 , . . . , n s ∈ N such that εθ n 1 . . . θ ns > θ m and ℓ(α 0 ) + β ns + · · · + β n 1 + 2 + ω ξ−1 · r ≥ β m . Choose r 0 ∈ N such that ℓ(α 0 )+2 ≤ ω ξ−1 ·r 0 and write β n = ω ξ−1 ·r n +γ n for all n ∈ N, where r n ∈ N∪{0} and γ n < ω ξ−1 . Then r 0 +r n 1 +· · ·+r ns +r ≥ r m . If r n > 0, S βn = S ω ξ−1 ·rn+γn = S γn S ω ξ−1 ·rn by Lemma 25 ⊇ S ω ξ−1 ·rn .
The inclusion is obvious if r n = 0. Therefore, using Lemma 25 again, Hence F m ⊆ [(H) 2 , F n 1 , . . . , F ns ]. This proves that the family G ǫ = (H) 2 satisfies the hypothesis of Proposition 13. Note that ι((H) 2 ) = ι(H) · 2 = ω ω ξ−1 ·(r 0 +r+1) · 2. Applying Proposition 13, we obtain
Since the reverse inequality holds by Theorem 14, the proof is complete.
It is worthwhile to record the statement of Theorem 26 for finite β n 's.
Corollary 27. Suppose that F 0 is a regular family containing S 0 such that ι(F) < ω ω , and that (θ n ) is a nonincreasing null sequence in (0, 1) such that θ n+m ≥ θ n θ m for all n, m ∈. Let X = T (F 0 , (θ n , S n ) ∞ n=1 ). If lim m lim sup n θ m+n /θ n > 0, then I(X) = ω ω·2 . Otherwise, I(X) = ω ω .
We conclude by stating without proof a special case of the result when ξ = 0. For any n ∈ N, define A n to be the family of all subsets of N of cardinality ≤ n.
Proposition 28. Suppose that F 0 is a regular family containing S 0 and ι(F 0 ) < ω. Let (k n ) be a sequence in N such that lim k n = ∞ and (θ n ) ∞ n=1 be a nonincreasing null sequence in (0, 1). Denote the space T (F 0 , (θ n , A kn ) ∞ n=1 ) by Y . Assume that every term (θ n , A kn ) is essential in the sense that there exists a nonzero x ∈ Y such that x = θ n kn j=1 E j x for some
Otherwise, I b (Y ) = ω 2 .
