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ABSTRACT 
The capacity of a cellular system is limited by two different phenomena, namely 
multipath fading and multiple access interference (MAl). A Two Dimensional (2-D) 
receiver combats both of these by processing the signal both in the spatial and temporal 
domain. An ideal 2-D receiver would perform joint space-time processing, but at the 
price of high computational complexity. In this research we investigate computationally 
simpler technique termed as a Beamfom1er-Rake. In a Beamformer-Rake, the output of a 
beamfom1er is fed into a succeeding temporal processor to take advantage of both the 
beamformer and Rake receiver. Wireless service providers throughout the world are 
working to introduce the third generation (3G) and beyond (3G) cellular service that will 
provide higher data rates and better spectral efficiency. Wideband COMA (WCDMA) 
has been widely accepted as one of the air interfaces for 3G. A Beamformer-Rake 
receiver can be an effective solution to provide the receivers enhanced capabilities 
needed to achieve the required performance of a WCDMA system. 
We consider three different Pilot Symbol Assisted (PSA) beamforming techniques, 
Direct Matrix Inversion (DMI), Least-Mean Square (LMS) and Recursive Least Square 
(RLS) adaptive algorithms. Geometrically Based Single Bounce (GBSB) statistical 
Circular channel model is considered, which is more suitable for array processing, and 
conductive to RAKE combining. The performances of the Beam former-Rake receiver are 
evaluated in this channel model as a function of the number of antenna elements and 
RAKE fingers, in which are evaluated for the uplink WCDMA system. It is shown that, 
the Beamformer-Rake receiver outperforms the conventional RAKE receiver and the 
conventional beamformer by a significant margin. Also, we optimize and develop a 
mathematical formulation for the output Signal to Interference plus Noise Ratio (SINR) 
of a Beam former-Rake receiver. 
In this research, also, we develop, simulate and evaluate the SINR and Signal to Noise 
Ratio (Et!Nol performances of an adaptive beamforming technique in the WCDMA 
system for downlink. The performance is then compared with an omnidirectional antenna 
system. Simulation shows that the best perfom1ance can be achieved when all the mobiles 
with same Angle-of-Arrival (AOA) and different distance from base station are formed in 
one beam. 
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CHAPTER ONE 
INTRODUCTION 
1.1 Background and Literature Survey 
A Beam former-Rake [I] receiver is a concatenation of a beam former [2] and a Rake 
receiver [3], [4].This provides a higher degree of freedom since the signal can be 
processed in both the temporal and the spatial domains. The signal processing of the 
Beamfonner-Rake combats against the Multiple Access Interference {MAl) and mitigates 
fading. Wireless service providers throughout the world are working to introduce the 
third generation (3G) [5] cellular service that will provide higher data rates and better 
spectral efficiency. Wideband Code Division Multiple Access (WCDMA) [6], [7], [8], 
[9], [I OJ has been widely accepted as one of the air interfaces for 3G. A Beamfom1er-
Rake receiver can be an effective solution to provide the receivers enhanced capabilities 
needed to achieve the required performance of a WCDMA system. 
Wideband direct sequence Code Division Multiple Access (W-CDMA) has been widely 
accepted as the radio access scheme for the third generation (3G) wireless system known 
as International Mobile Telecommunications-2000 {IMT-2000). One of the major 
objectives of IMT-2000 is to support high and widely variable data rate users with high 
quality and achieve enhanced system coverage and capacity. For example, the target 
specified by IMT-2000 for minimum user data rate is 144 kbps in vehicular environments 
and 384 kbps in pedestrian environments [II]. But in a Direct Sequence COMA (OS-
COMA) system where all the users communicate simultaneously within the same 
frequency band, the high data rate users may cause large Multiple Access Interference 
(MAl) due to their increased transmission power. This problem is particularly severe in 
the uplink (mobile to base station) where the users transmit asynchronously, producing 
the well known near-far problem. In addition to MAl, the received signal is also 
subjected to multipath fading due to the relative motion between the mobile and the local 
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scatterers. Also, distance dependent path loss and long tem1 fading (shadowing) exist. All 
of these significantly degrade the uplink system capacity. A promising technique to 
reduce the MAl and thereby increase the uplink system capacity is to employ an adaptive 
antenna array [ 12], [ 13], [ 14 ],[ 15]. 
An adaptive antenna array is capable of forming a beam towards the desired user and 
directing the nulls towards the interferers, which is commonly known as beamforming. 
By doing so, it can reduce the co-channel interference from the other users within its own 
cell as well as in the neighboring cells, thereby increasing the system capacity. There 
exist many adaptive antenna array algorithms or beam forming techniques, both blind and 
non blind or Pilot Symbol Assisted (PSA) that offer different advantages for different 
environments. 
The tem1 adaptive antenna has been used in the literature since the late 50.s and early 60.s 
[ 16], [ 17], [ 18], [ 19], [20], [21]. A multitude of different adaptive antenna techniques 
have been proposed in the last four decades or so. In this section we present a literature 
survey of adaptive antennas. Vector channel models [22] are required to investigate the 
performance of a receiver equipped with adaptive antenna processing. A null-steering 
beam former is used to cancel a plane wave coming from a particular direction by placing 
a null at the Angle of Arrival (AOA) of that plane wave in the beam pattern. One of the 
earliest schemes [23] proposed to achieve this by estimating the signal arriving from a 
known direction by steering a conventional beam in the direction of the source and then 
subtracting the output of this from each antenna element. Although this process is very 
effective in canceling strong interference, the scheme becomes unwieldy as the number 
of interfering signals grows. Therefore null steering based on constraints was proposed in 
[24]. The basic idea is to form a beam with unity gain in the direction of the desired user 
and nulls in the direction of the interferers [24], [25], [26]. This beamfom1er does not 
minimize the uncorrelated noise at the output of the beamformer. This was achieved in 
[27]. Null steering schemes towards known locations have been also shown to be 
effective in a transmit beam forming array to minimize the interference towards other co-
channel mobiles in a cellular system [28]. 
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The null-steering schemes do not maximize the output Signal to Noise Ratio (SNR). A 
beamformer that maximizes the SNR and at the same time tends to minimize the 
interference was therefore proposed by various researchers [29]-[32]. This beamfom1er 
tem1ed as the optimal beamformer maximizes the Signal to Interference and Noise Ratio 
(SINR) at the output of the beamfom1er. The optimum beamforming technique can be 
attributed to [33] whose early work by finding the Maximum Likelihood (ML) estimate 
of the power of the desired signal led to its development. The optimum beamformer is 
often time tem1ed as the Minimum Variance Distortionless Response (MVDR) 
Beamformer. In mobile communications literature, the optimal beamformer is often 
referred to as the optimal combiner. Discussion on the use of the optimal combiner to 
cancel interferences and to improve the performance of mobile communications systems 
can be found in [34]-[3 7]. 
A beamformer that utilizes a reference signal to calculate the weights was proposed in 
[16]. The beamformer utilizes the Wiener solution arising from the Minimum Mean 
Squared Error (MMSE) criterion. Further analysis of this technique can be found in [38], 
[39], [ 40], and [32]. This scheme was also shown to be effective in acquiring a weak 
signal in the presence of strong jammers in [41].The MMSE beamformer was compared 
to an MVDR Beamformer in [42]. Similar study in a mobile communication environment 
based on simulation was performed in [43]. The study of reference based beamfom1ing 
for mobile communications system have also been reported in [44]-[47]. 
Beam-space processing is a two stage scheme where the first stage takes the array signals 
as input and produces a set of multiple outputs, which are then weighted and combined to 
produce the array output. Since beam-space beamforming is not very closely related to 
the research work presented in this dissertation, only references [39, 48-55] are provided 
here for interested readers. As the signal bandwidth increases and the narrowband 
assumption no longer holds, a Tapped Delay Line (TDL) structure or a lattice structure 
can be an effective solution. We will just present some pertinent references [56-63] here. 
The application of TDL structure for broadband beamfom1ing in mobile communication 
environment has been reported in [44], [64], [65]. 
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Estimation of Direction of Arrival (DOA) is one of the maJor branches of adaptive 
beamforming.Spectral estimation technique is one of the oldest methods for DOA 
estimation. Bartlett method is probably the most elementary method for spectral 
estimation. This method involves weighting the signals from all the antenna elements and 
finding the average power at different directions. The application of the Bartlett method 
to the mobile communications environment has been investigated in [66]. Finding the 
ML estimate of the direction can improve the resolution of the direction finding 
technique [67] over the Bartlett method. The application of linear prediction [68], 
Maximum Entropy Method (MEM) [69] and Maximum Log-likelihood Method (MLM) 
[67] has also been investigated. 
The DOA estimate techniques based on the Eigenstructure methods are to some extent 
similar in principle to the beamforming techniques employed in our research. The basic 
idea is to utilize the structure of the received signal covariance matrix which can be 
partitioned into two orthogonal subspaces corresponding to the directional signal and the 
noise. The Eigenstructure methods try to find an eigenvector that is in the noise subspace 
and then search for directions for which the steering vector is orthogonal to this 
eigenvector. The Eigenstructure methods have been investigated in details in [70-78]. 
The MUSIC method and its several variations are probably the most investigated of the 
Eigenstructure based DOA estimate techniques. The spectral MUSIC estimates the noise 
space by employing the Eigen-decomposition of the estimated array covariance matrix 
[79] or the singular value decomposition of the data covariance matrix [80]. The 
application of MUSIC for mobile communications has been investigated in [81]. A 
variation of MUSIC tem1ed as the Root-MUSIC is applicable to Uniform Linear Array 
(ULA) [82] and has better performance compared to the MUSIC. There are other 
variations of the MUSIC like the constrained MUSIC [80] and beam-space MUSIC [83], 
[84]. There have been also investigations of the min-Norm method [85], [86] and the 
CLOSEST method [97]. 
ESPRIT [88] is a computationally efficient and robust method of DOA estimation that 
employs two identical arrays so that the second element of each pair is displaced by the 
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same distance and in the same direction relative to the first element. Different variations 
of the ESPRIT algorithm can be found in [89-96]. The application of ESPIRIT in 
estimating the DOA at the reverse link of COMA cellular system has been reported in 
[97]. WSF is another DOA estimation method that has been widely investigated (98], 
[99]. 
The optimal beamfom1ing techniques mentioned a little earlier requires the estimate of 
the inverse interference and noise covariance matrix. The Sample Matrix Inversion (SMI) 
makes a running estimate of the matrix and utilizes matrix inversion lemma to get a 
simple estimate of the inverse. The SMI method is well described in [30], [I 00], and 
[I 0 I]. 
The Least Mean Squared (LMS) algorithm [I 02] is the most computationally simple 
algorithm to find the weight vector that satisfies the MMSE beamforming criterion. Ever 
since the publication of their seminal paper by Windrow e/. a/ [ 16], the LMS has been the 
subject of numerous research investigations. There are different variations of the LMS 
algorithm, the unconstrained LMS (103-109], sign algorithm LMS (110], [III], 
nonnalized LMS [ 112-115] and the constrained LMS [ 116-118] are to name a few. The 
LMS algorithm is not a very robust algorithm in a fast fading channel. This fact was 
demonstrated in [I 19] in the context of spatial equalization. 
The convergence of LMS is very slow when the signal covariance matrix (the pertinent 
matrix in the Wiener solution) has a large spread in its Eigenvalue. The recursive Least 
Square (RLS) algorithm [I 02] avoids this at the cost of higher computational complexity. 
The details of RLS algorithm and its employment in adaptive beam forming can be found 
in ( 120-127]. Simulation study has shown the RLS algorithm to be superior to the LMS 
and the SMI algorithms for flat fading under mobile communications environment [ 128]. 
The capacity gain with an RLS based adaptive array at the reverse link of the COMA 
system has been reported in (129]. 
The Constant Modulus Algorithm (CMA) is a gradient based blind adaptive technique. 
The CMA is widely attributed to [ 130] and [ 131]. The main disadvantage of this method 
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is its slow convergence. Faster converging CMA namely the Orthogonalized CMA [ 132) 
and Least Squares CMA (LSCMA) [133), [134) have been proposed in the literature. The 
development and analysis of CMA is described in detail in [I 35). 
Adaptive beamfom1ing based on the optimal or MSINR criterion can lead to a 
Generalized Eigenvalue problem (GE) [I). The Generalized Power Method (GPM) [I 36) 
is probably the most common method to solve the GE. However the high computational 
complexity of the GPM makes it unsuitable for real time implementation. 
Computationally simple algorithms like the Generalized Lagrange Multiplier method 
(GLM) [137) and the Adaptive Inversion Method [138], [139) have been proposed. 
The conventional (MSNR criterion based) beamforming can be implemented by solving 
for a Simple Eigenvalue problem (SE) [140). The Power method [136) can be used to 
solve the SE. The Conjugate Gradient Method has been proposed to implement the 
MSNR based beamforming [140-142). The Lagrange multiplier method has also been 
proposed as a low complexity solution to the SE [143). The power method has been 
simplified in [144) to reduce the computational complexity. An alternate method 
applying the Lagrange multiplier to solve the GE has been proposed in [145). A similar 
technique has been proposed in [146) to solve theSE. 
A Rake receiver is used in a COMA system to exploit the multipath diversity. Combining 
the adaptive antenna array with the Rake structure, a Beamforrner-Rake receiver was 
proposed [36], [147). This receiver utilizes the Code Filtering Approach (CFA) [I) to 
formulate the GE required to perform MSINR based beamforrning. The system capacity 
improvement for this receiver is analyzed in [37], [148], and [149). Kwon et. a/, [137) 
proposed an alternative technique to the CFA to form the Generalized Eigenvalue 
problem. Another alternative to CFA was proposed by [I 50). This method tem1ed as the 
Code Gated Algorithm (CGA) employs a combination of high-pass and low-pass filter 
and form the GE with the signals at the output of these filters. A Beamformer-Rake 
receiver that utilizes the LMS algorithm to perform MMSE based beamforming was 
proposed in [I 5 I ).A thorough analysis of aBeam former-Rake receiver that perfom1s 
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optimal and conventional combining in both the spatial and temporal domain can be 
found in [ 152]. Performance of the receiver at the uplink of a WCDMA system is also 
reported in that study. 
It is essential to have vector channel models [22] in order to investigate the performance 
of a receiver equipped with spatio-temporal processing. Vector channel models describe 
the temporal or spectral parameters like power delay profile, Doppler spread as well as 
spatial parameters like AOA distribution, angle spread. Geometrically based vector 
channel models define a region m space where the objects are distributed and the 
distribution of these objects. The objects are responsible for scattering and/or reflection. 
Typically a multipath signal is viewed as a single bounce from the transmitter to the 
receiver. Therefore these models are often termed as Geometrically Based Single Bounce 
(GBSB) models [153], [154]. Circular channel model [155-158] is a popular model to 
describe the macro-cellular environment. In a circular channel model the transmitter is 
surrounded by local scatterers that are distributed within a circle centered on the 
transmitter. Typical urban and bad urban models are special cases of the circular channel 
model [159-161]. The elliptical channel model [22], [153], [154] is a typical GBSB 
model to describe the microcellular environment. The objects are uniformly distributed 
within an ellipse and the transmitter and the receiver are located at the foci of the ellipse. 
The maximum delay defines the boundary of the ellipse. The elliptical model provides a 
much greater angle spread than the previously mentioned models. There are other 
geometrical models that can be found in the literature [162], [163]. There is also a 
separate class of vector channel models known as the statistical vector channel model that 
can be found in the literature [155], [160],[164]-[167]. A special statistical channel model 
based on the Jake's model [155], (167] can be employed to generate the complex 
coefficient of a resolvable multipath as a summation of a number of unresolvable 
components. This model provides very good control over the angle spread of the 
unresolvable components. 
The third generation (3G) mobile telecommunication systems are being deployed and 
expected to be running globally in the near future. Wideband Code Division Multiple 
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Access (WCDMA) has emerged as the mainstream air interface solution for the 3G 
networks. It was also selected as the Radio Transmission Technology (RTT) for 
Universal Mobile Telecommunications System (UMTS), which is the European Third 
Generation mobile communications system developed by European Telecommunications 
Standards Institute (ETSI). The system perfom1ances are expected to be improved in 
term of spectral efficiency, capacity, data rates, and support for multimedia and packet 
switched services and innovative seamless applications such as mobile video 
conferencing and web browsing. However, this technology needs to tackle challenges 
like path loss, multi-path fading, inter- symbol interference (lSI) and power control. 
The concept of using multiple antennas and innovative signal processing to serve cells 
more intelligently has existed for many years. In fact, varying degrees of relatively costly 
smart antenna systems have already been applied in defense systems. Until recent years, 
cost barriers have prevented their use in commercial systems. The advent of powerful 
low-cost digital signal processors (DSPs), and general purpose processors as well as 
innovative software-based signal-processing techniques (algorithms) have made 
intelligent antennas practical for cellular communications systems. 
Today, when spectrally efficient solutions are increasingly a business imperative, these 
systems are providing greater coverage area for each cell site, higher rejection of 
interference, and substantial capacity improvements. 
In truth, antennas are not smart-antenna systems are smart. Generally co-located with a 
base station, a smart antenna system combines an antenna array with a digital signal-
processing capability to transmit and receive in an adaptive, spatially sensitive manner. In 
other words, such a system can automatically change the directionality of its radiation 
patterns in response to its signal environment. This can dramatically increase the 
perfom1ance characteristics (such as capacity) of a wireless system. 
The most important reason lead us to work in this research is to improve the capacity of 
WCDMA system and accommodate higher number of users in certain bit rate and cell 
radius. 
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In this research we improve the perfom1ance of adaptive array antenna under different 
conditions by minimizing the beam width, optimizing the effective parameters and 
applying downlink power control for WCDMA system. 
1.2 Problem statement 
The capacity of a cellular system ts limited by two different phenomena, namely 
multipath fading ( it's phenomena due to signal power fluctuate or faded in wireless 
channel or the signal power dropped significantly, so the wireless channel is said to be 
faded or a phenomena due to presence of obstacles in between the transmitter & receiver, 
so the signal may reflected, refracted or scattered, so the transmitted signal receive the 
receiver with different time delays and different multiple copies or replicas) and multiple 
access interference MAl (it's interference between direct sequences in COMA system, or 
due to high data rate COMA users, in addition , COMA is interference limited system 
because all users sharing the all radio resources (Time slot, Frequency band) in the whole 
bandwidth, but in different PN sequences or codes). A Two Dimensional (2-D) or 
beam former-Rake receiver [I] combats both of these by processing the signal both in the 
spatial and temporal domain. An ideal 2-D receiver would perform joint space-time 
processing. But this will provide optimum performance at the cost of high computational 
complexity. So we propose a computationally simpler technique tem1ed as beamformer-
Rake receiver. 
Adaptive antenna arrays can be used to combat either fading or MAl with the 
employment of spatial processing only. Since the users of a cellular system transmit from 
different spatial locations, the received signal from each user has a unique spatial 
signature associated with it. Adaptive antenna arrays [2] can exploit this spatial property 
of the signal to reduce the MAl by performing beamforming. The beam former may be a 
very practical solution to improve the performance of a Code Division Multiple Access 
(COMA) system which is designed to operate in co-channel interference. The capacity of 
a COMA system can be effectively increased with a small reduction in the co-channel 
interference levels. 
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1.3 Objectives 
The main goal of this research is to enhance the performance of the beamformer-Rake 
receiver established for uplink WCDMA system to give better results and enhance or 
develop the perfonnance of an adaptive beam forming algorithm in downlink WCDMA 
system. The objectives of this research include: 
I. To develop and study different beamformer-Rake receivers for different adaptive 
beamforming algorithms or pilot symbol assisted beamforming (PSA) techniques 
that are suitable for WCDMA systems and investigate their performance under 
different operating conditions. 
2. To compare the performance of these beamformer-Rake rece1vers with the 
conventional RAKE receiver and the conventional beam former. 
3. To optimize and generalize a mathematical formulation for the output SINR of a 
beam former-Rake receiver. 
4. To study the effectiveness of controlling the power in downlink WCDMA system 
with adaptive array antenna. 
5. To develop, simulate and evaluate the SINR and Eb/No performances of an 
adaptive beamforming technique in WCDMA system for downlink scenario with 
and without power control algorithm. 
1.4 Scope of study 
In this research, we consider the beamformer-Rake receiver for the uplink of the W-
CDMA system. Our approach is to combine different PSA adaptive beamforming 
algorithms with a coherent Maximal Ratio Combining (MRC) RAKE receiver. The 
reason we concentrate on the PSA beamforming techniques is that the W-CDMA 
standard specifies pilot symbols in the uplink. These pilot symbols can be used for both 
beamformer weight calculation and channel estimation required for subsequent coherent 
RAKE combining. We consider the Direct Matrix Inversion (DMI), Least Mean Square 
(LMS) and Recursive Least Square (RLS) based adaptive beamforming techniques, 
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which use the pilot symbols as the reference signal. We simulate these PSA based 
beamformer-RAKE receivers with the W-CDMA reverse link transmitted signal using 
the Geometrically Based Single Bounce (GBSB) statistical channel model. 
COMA is interference limited multiple access system. Because all users transmit on the 
same frequency, internal interference generated by the system is the most significant 
factor in detern1ining system capacity and call quality. The transmit power for each user 
must be reduced to limit interference, however, the power should be enough to maintain 
the required Eb/No (signal to noise ratio) for a satisfactory call quality. Maximum 
capacity is achieved when Eb/No of every user is at the minimum level needed for the 
acceptable channel performance. As the MS moves around, the RF environment 
continuously changes due to fast and slow fading, external interference, shadowing, and 
other factors. The aim of the dynamic power control is to limit transmitted power on both 
the links while maintaining link quality under all conditions. Additional advantages are 
longer mobile battery life and longer life span of BTS power amplifiers. In this research, 
our approach is to improve performance of adaptive array antenna under different 
conditions by minimizing the beam width, optimizing the effective parameters and 
applying downlink power control and improve the capacity of WCDMA system and 
accommodate higher number of users with a certain bit rate and cell radius. 
1.5 Methodology 
The most obvious way to achieve both MAl suppressiOn and fading reduction is to 
combine an adaptive antenna array with a RAKE receiver. Such a receiver is commonly 
known as a space-time or beam former-Rake receiver due to the fact that both the spatial 
and the temporal processing are used to estimate the user's transmitted data. A 
beam former-Rake receiver is composed of a beam former connected to each finger of the 
subsequent RAKE combiner. The beamfonner in a particular RAKE finger tries to direct 
the beam in the direction of a desired user's multi path component to which the finger is 
synchronized and steer nulls to the other signals. In doing so, it improves the overall 
SINR and outperforms both the plain adaptive array and the conventional RAKE 
rece1ver. 
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A software simulation of MA TLAB 7 has been used to simulate our beam former-Rake 
receiver for WCOMA reverse link, also has been used for simulating and evaluating the 
SINR and Eb/No performances of an adaptive beam forming technique in the WCOMA 
system for downlink with and without power control algorithm. 
1.6 Thesis Overview 
Chapter one gives a general background and literature survey of adaptive antenna arrays 
and wireless mobile communication systems like wideband COMA systems, Problem 
statements, objectives and scope of study are also outlined. Chapter two introduces the 
fundamental concept of spatial and temporal processing and the idea of Beamformer-
Rake receivers. Chapter three is devoted towards different beamforming criteria that can 
be employed in a COMA based cellular environment. Chapter four describes two GBSB 
spatia-temporal channel models, which are suited for our space- time processing system 
and used in our simulation. Chapter five we introduce the current W-COMA uplink 
standard used to simulate the transmitted signal. We briefly present the uplink physical 
channel format, modulation and spreading, scrambling and spreading code generation and 
allocation. Chapter six we develop a detailed mathematical description of the overall 
system. We formulate the W-COMA uplink transmitter model, a spatia-temporal 
parametric channel and perform a detailed analysis of a PSA beamformer-Rake receiver. 
We also derive the output SINR expression for a generalized beamformer-Rake receiver. 
Chapter seven describes the simulation environments and presents the simulation results. 
A detailed performance comparison of the various PSA beam former-Rake receivers in 
the proposed GBSB channel model is provided in this chapter. Chapter eight provides a 
simulation model employed to study the performance of adaptive array antenna in 
downlink WCOMA system with and without power control algorithm. The perfom1ance 
is then compared with an ominidirectional antenna system. Chapter nine shows a brief 
summary and conclusion in along with some suggestions for future work. 
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CHAPTER TWO 
FUNDAMENTAL CONCEPTS OF SPACE TIME 
PROCESSING 
2.1 Introduction 
The capacity of a cellular system is limited by two different phenomena, namely 
multipath fading and multiple access interference (MAl). A Two Dimensional (2-D) 
receiver [I] combats both of these by processing the signal both in the spatial and 
temporal domain. An ideal 2-D receiver would perfonn joint space-time processing. But 
this will provide optimum performance at the cost of high computational complexity. In 
this chapter we will introduce the idea of a computationally simpler technique tenned as a 
Concatenated Space Time Processor (CSTP) or Beam former-Rake [ 168]. 
Adaptive antenna arrays can be used to combat either fading or MAl with the 
employment of spatial processing only. Since the users of a cellular system transmit from 
different spatial locations, the received signal from each user has a unique spatial 
signature associated with it. Adaptive antenna arrays [2] can exploit this spatial property 
of the signal to reduce the MAl by perfom1ing beam forming. The beamfonner may be a 
very practical solution to improve the performance of a Code Division Multiple Access 
(COMA) system which is designed to operate in co-channel interference. The capacity of 
a COMA system can be effectively increased with a small reduction in the co-channel 
interference levels. This is a marked contrast from Time Division Multiple Access 
(TDMA) systems which do not benefit as much from a small reduction in interference 
[135].Adaptive antenna array can also attain diversity gain [22] if the received signals at 
the different antenna elements are relatively uncorrelated. The spatial diversity gain can 
help mitigate multipath fading. The opportunity to employ temporal diversity processing 
is an inherent advantage of a COMA system. In a COMA system, Rake [3] receivers are 
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used to combat the fading by processing the different time resolvable coptes of the 
received signal in the temporal domain. The CSTP cascades an antenna array with a Rake 
receiver to take advantage of both the antenna array and a Rake receiver. In a CSTP the 
output of a spatial processor is fed into a succeeding temporal processor or it can be the 
other way around. 
In this chapter we will discuss a special class of CSTP popularly known as a 
Beam former-Rake [ 1]. A Beamformer-Rake is a concatenation of a beam former with 
temporal Rake. 
This chapter begins with a discussion on space-time processing techniques, space-time 
Base stations, space-time Mobiles and the advantages of space-time processing. Also 
presented an overview of antenna arrays and the fundamental concepts of beam forming. 
The description of temporal processing in the form of Rake receiver and its Rake 
combining techniques comes next. We conclude with a discussion on Beamformer-Rake 
receiver. 
2.2 Space -Time processing techniques 
Through the use of space- time processing techniques, the levels of MAl and fading a 
receiver has to cope with can be significantly reduced, thereby increasing the capacity of 
the overall system. So Space- Time Processing is the minimization of fading and MAl 
through the integrated use of multiple antennas , advanced signal processing techniques , 
advanced receiver structures and forward error correction. 
From the definition it is clear that techniques such as SFIR,HSR, SOMA and various 
others are all different forms of space- time processing where the emphasis of the space-
time processing technique is on different ways to reduce fading and MAl , these as 
follows: 
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2.2.1 High Sensitivity Reception (HSR) 
It refers to the use of adaptive antenna arrays in the uplink of a cellular network to focus 
the antenna beam on a specific user, thereby increasing the antenna gain in the direction 
of the user and suppressing transmissions received from interfering users. In the case of 
TOMA and FOMA systems the HSR system may use pencil antenna beams to focus on 
the active users, whereas in COMA systems, the HSR system can be increase the SNR in 
the uplink by introducing nulls in the antenna pattern in the direction of strong interfering 
signals. 
In the same manner to HSR, spatial filtering for interference reception (SFIR) can be 
used in the downlink of a cellular system to focus all the energy radiated by the base 
station onto a single user or cluster of users. Where as HSR and SFIR techniques increase 
cellular spectral efficiency by decreasing the total co-channel interference levels in a cell, 
SOMA techniques increase cellular spectral efficiency by decreasing Ad""" . In other 
words, the same physical cellular network resources can be re-used more often. 
2.2.2 Space division multiple access (SDMA) 
It is a multiple access technique which enables two or more subscribers, affiliated to the 
same base station, to use the same Time, Frequency and Code (T/F/C) resources on the 
grounds of their physical location or spatial separation. The overall system gains that can 
be achieved with the techniques described above depend heavily on the type of cellular 
structure employed. A plethora of different cellular structures has been defined in the 
literature [ 136, 169]. Among these, the best known are macro-cells, micro-cells, Pi co 
cells and hierarchical cells. 
2.2.3 Smart Antennas 
Are the combinations of antennas with signal processing algorithms to yield an antenna 
system with dynamic properties. These dynamic properties may, for example be a 
radiation pattern those changes according to the motion of the mobile. Based on these 
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definitions the main aim of space -time techniques for mobile systems is to maintain an 
acceptable level of error performance and, hence to maximize the signal to interference 
and noise ratio (SlNR) for each user in the system. 
2.3 Space- Time Base stations 
A base station with space-time techniques can take on many different forms. In its 
simplest form, multiple antennas at the base station may be used to form multiple fixed 
beams to cover the whole cell site. For example three beams with abeam width of 120" 
each or six beams with abeam width of 60" each may be used. Each beam may then be 
treated as a separate cell and the frequency assignment may be performed in the usual 
manner, with mobiles handed to the next beam as they have the area covered by the 
current beam, using the normal hand -off process when a mobile crosses a cell boundary. 
To realize such abase station, the ability to locate and track mobiles would be required in 
order to adapt the system parameters to meet traffic requirements. Another important 
technology related to dynamic or adaptive beamforming is so- called Intelligent 
technology . This technology allows cell shapes and sizes to be changed based upon 
traffic conditions, channels to be assigned dynamically as per traffic need , and 
transmitter power to be adapted according to receiver requirements. 
In contrast to steering beams toward the desired mobile, one may adjust the antenna 
pattern so that it has nulls toward other mobiles, thereby reducing interference. Formation 
of nulls in the antenna pattern toward co-channel mobiles helps to reduce the co-channel 
interference in two ways. In transmit mode, less energy is transmitted from the base 
toward these mobiles, thereby reducing the interference from the base station. In receive 
mode, this help to reduce the interference contribution from these mobiles. 
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2.4 Space- Time Mobiles 
Due to space limitations on current mobile phones, implementation of space-time 
techniques is not yet reality .It is expected that this will change in future as new antenna 
structures and more power efficient digital signal processors become available. However, 
not only mobile phones will be available in the near future .Other types of mobile 
terminals, e.g. notebook type tem1ina!s, will incorporate space-time processing 
techniques. 
2.5 Advantages of Space- Time processing 
Space-time techniques have the ability to improve the performance of a mobile 
communication system in a number of ways. Specific advantages of space-time 
techniques are that they yield: 
• Increased capacity (spectrum efficiency) by increasing the number of active users 
for a given BER quality. 
• Reduction of co-channel interference to improve service quality and/ or increase 
the frequency re-use factor. This point is especially important in COMA -based 
systems in which the system capacity is interference limited. 
• Reduction in delay spread and fading, by beamforming and diversity techniques, 
the SINR of the system can be improved in a fading environment. Related to this 
is the reduction of the effect of angular spreading of the received signal due to 
scatterers around the mobile by narrow beams being formed on the arriving 
signals. 
• Reduction in outage probability. Outage probability is the probability of a channel 
being inoperative due to an increased error rate. 
• Increase in transmission efficiency. Due to the high directivity and gain of the 
space-time system ,base station range may be extended , and a mobile may be 
able to transmit using less power resulting in longer battery life 
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• Dynamic channel assignment. Making use of SOMA, channels may be 
dynamically assigned as a function of the traffic demand in the cell. 
2.6 Signal processing in the Antenna Array 
An antenna array consists of a set of antenna elements that are spatially distributed at 
known locations with reference to a common fixed point [170], [17l).The antenna 
elements can be arranged in various geometries. Some of the popular geometrical 
configurations are Linear, Circular and Planar. In a linear array, the centers of the 
elements of the array are aligned along a straight line. In case of a circular array, the 
centers of the elements lie on a circle. For a planar array configuration, the centers of the 
array lie on a single plane. Both the linear and circular array are obviously special cases 
of the planar array. 
The radiation pattern of an array is detem1ined by the radiation pattern of the individual 
elements, their orientation and relative positions in space, and the amplitude and the 
phase of the feeding current [ 170). If each element of the array is an isotropic point 
source, the radiation pattern of the array will depend solely on the geometry and feeding 
current of the array. In that case the radiation pattern is commonly known as the array 
factor. If each of the elements of the array is similar but nonisotropic, by the principle of 
pattern multiplication [2), the radiation pattern can be computed as a product of the array 
factor and the individual element pattern [ 172). 
2.6.1 Uniform Linear Array (ULA) 
If the spacing between the elements of a linear array is equal, it is known as Uniform 
Linear Array (ULA). Figure 2.1 shows an N element ULA. The spacing between the 
array elements is d and a plane wave arrives at the array from a direction B off the array 
broadside. The array broadside is perpendicular to the line containing the center of the 
elements. The angle B measured clockwise from the array broadside is called Direction of 
Arrival (DOA) or the Angle of Arrival (AOA) of the received signal. 
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Figure 2. l: Plane wave incident on a ULA with an AOA of () [ 170] 
The received signal at the first element can be written as [ 170] 
x, (t) =A, (t )cos{2;if) + y(t )+ ,8), 
Where; 
A,(t) is the amplitude of the signal 
J, is the carrier frequency 
r(t) is the infom1ation 
,8 is the random phase 









Let us assume that the signals originate far away from the array and the plane wave 
associated with the signal advances through a non-dispersive medium that only 
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introduces propagation delay. Under these circumstances, the signal at any other element 
can be represented by a time advanced or time delayed version of the signal at the first 
element. Referring to Figure 2.1, the wave front impinging on the first element travels an 
additional d sine distance to arrive at the second element. The time delay due to this 




Where c is the velocity of light. 
So the received signal at the second element is given by 
X2 (t) = X1 (t - T) 
= A, (t - r )cos{2:if, (t - r) + r(t - r) + ,8} (2.4) 
If the carrier frequency J; is large compared to the bandwidth of the impinging signal, 
the signal maybe treated as quasi-static during time intervals of order T and we can write 
x2 (t) = A(t )cos{2:if,t - 2:if, T + y(t) + ,8} (2.5) 
Thus the complex envelope of the signal at the second antenna element can be written as 
x, (t) = A(t )eil-l>if,<+r(•)+PI 
= x, (t )eil-l<if,•l 
(2.6) 
It is thus evident from Equation 2.6 that the time delay of the signal can now be 
represented by a phase shift. From Equations 2.3 and 2.6, we can write 
·{ 2r.f. '''"") x
2
(t)=x,(t)e 1 - •• -,- (2.7) 
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Therefore the complex envelope of the received signal at the i'' (i = I, 2 ... N) elements 
can be expressed as 
(2.8) 
Let us define a column vector whose each element contains the received signal at the 
corresponding array element. Therefore the received signal vector is defined as 
"(t)= [x,(t) x,(t) ... x,v(t)] r, 
Where T represents transpose. 
We can also define 
(2.9) 
(2.1 0) 
!!(e) is known as the array response vector or the steering vector of an ULA. The array 
response vector is a function of the AOA, individual element response, the array 
geometry and the signal frequency. We will assume that for the range of operating carrier 
frequency, the array response vector does not change. Since we have already fixed the 
geometry (Unifom1 Linear Array) and the individual element response (identical isotropic 
elements), the array response vector is a function of the AOA only. The received signal 
vector can now be written in a compact vector form as 
(2.11) 
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We would like to point out that so far we have assumed that the bandwidth of the 
impinging signal is much smaller than the reciprocal of the propagation time across the 
array. This assumption, commonly known as the narrowband assumption [2] for the 
signal, made it possible to represent the propagation delay within the elements of the 
array by phase shifts in the signal. Although the narrowband model is exact for sinusoidal 
signals, this is usually a good approximation for a situation where the bandwidth of the 
signal is very small compared to the inverse of the propagation time across the array. Any 
deviation from the narrowband model is detrimental to the perfom1ance of a narrowband 
beam former usually manifesting as a limit in the ability to null interferers [ 135]. In such a 
scenario, a wideband beamformer [2], [170] must be used .Throughout this research we 
will assume that the WCDMA signal satisfies the narrow band assumption. We provide 
with a justification next: 
The delay the wave front experiences to propagate from the first element to the N'' 
element is given by 
T m:ax = 
(N -i)dsinB (2.12) 
c 
If the spacing between the elements is half the carrier wavelength, 
(N-l)A. 
r ""' = 
2 ; max (sin B)= I 
c 
(2.13) 
If there are 4 elements and the carrier frequency is 2 GHz, r ""' = 
3 
6 seconds. 2x 2000x 10 
So for the WCDMA signal which has a bandwidth of 5 MHz, the ratio of the reciprocal 
of the maximum delay and the signal bandwidth is given by 
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3x5xl06 
Xm" = 2 X 2000 X 10 6 
= 0.0037 
Therefore the narrowband assumption holds for WCDMA signal. 
2. 7 Beamforming 
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(2.14) 
Beamforming is the most common spatial processing technique that an antenna array can 
utilize. In a cellular system, the desired and the interfering signals originate from 
different spatial locations. This spatial separation is exploited by a beamfom1er which can 
be regarded as a spatial filter separating the desired signal from the interference. The 
signals from different antenna elements are weighted and summed to optimize the quality 
of the signal. Figure 2.2 illustrates the idea of a narrowband beam former [2], [ 170], 
which is concentrated in the following discussion. With the proper selection of 
beamforming criterion, it is possible to point the beam towards the direction of the 
desired user and/or place nulls in the direction of the interferers. 
If we have K total signals with distinct Angle of Arrival (AOA) impinging on an antenna 
array consisting of N elements, the received signal vector can be written as 
K 
!(1) = I:Sk)Q(B,)+ !1(1) ' (2.15) 
j;[ 
Where s;(l) is the i'' signal with an AOA of B; , Q(B; ). is the N xI antenna response 
vector for the AOA of B; and !!{t) is the thermal noise vector. The output of the antenna 
array is given by 
y(t) = ~ /1 (1 }!(t) (2.16) 
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Here w = [w, w2 ••• w.v ]'is theN xI Weight vector and H denotes Hermitian transpose. 
The weight vector is chosen to optimize some beamforming criterion, these are Popular 
adaptive beam forming techniques used for weight computation, which include Minimum 
Mean Square Error (MMSE) [2], Maximum Signal to Interference and Noise Ratio 
(MSINR) [2], Maximum Signal to Noise Ratio (MSNR)[ 173], Constant Modulus (CMA) 
[135], Maximum Likelihood (ML) [2], Least Mean Square (LMS), Direct Matrix 
Inversion (DMI), Recursive Least Square (RLS), etc. We will discuss some of these 




Figure2.2b: Typical array gain pattern 
c 
Beamfonner output 
-r+1>-- y(t) = !!"' (t) ,r(/) 
,r(t) = L s,(l)!!(ll,) + !!(/) 
'"' 
Figure2.2a: Digital beam former principle 
2. 7.1 Example of a Simple Beamforming (Null- Steering) with ULA 
We will use a very simple example to demonstrate the principle of beamforming. Let us 
assume that the desired users signal is coming from the broadside of the ULA so that its 
AOA is 0°. Let us also assume that there is an interfering signal being received with an 
AOA of45°. The array response vector for the desired user is given by: 
(2.17) 
Similarly, the array response vector of the interferer is given by: 
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(2.18) 
A beam former will try to increase the gain in the direction of the desired user and at the 
same time will try to minimize the gain in the direction of the interferer. So an ideal 
weight vector will satisfy the following criterion: 
II 
.!!:' f!. desired = 1 
II 0 
.!:!:' f!.int = 
We can solve Equation 2.19 to get 
[
0.5- }0.2478] 
.!!' = 0.5 + }0.2478 
(2.19) 
The beamformer response (analogous to frequency response of an FIR filter) to a 
particular AOA 0 is given by: 
(2.20) 
The beam pattern is defined as the magnitude ofg(O), i.e. 
G(O)=!g(O~ (2.21) 
The beam pattern which describes the array gain versus AOA for a particular weight 
vector is in many ways analogous to the magnitude response of an FIR filter. The beam 
pattern for the above example is illustrated in Figure 2.3. As we can clearly observe, the 
beam former has unity gain for the desired user and a null at the direction of the interferer. 
Since the beamformer can place nulls in the direction of the interfering user, it is often 
time referred to as null steering beam former (see section l.l) in the literature. Note that 
this elementary beamforming will work only if the total number of discrete signals is 
equal to or less than the number of elements. In fact a beamforn1er with N elements can 
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steer N -1 nulls which makes it unsuitable for a CDMA cellular environment. When the 
number of incident signals exceeds the number of antenna elements, the array is called 
overloaded. However the processing gain of the CDMA receiver is a big ally against the 
overloading of an array and spatial diversity gain can improve the performance the 
antenna array. 
We can also make the following observations from the simple beamforming example: 
• Even though we have placed a null at the direction of the interferer, the antenna 
gain is not maximized at the direction of the desired user. So we can employ more 
refined beamforming criterion. We will discuss some of these beamforming 
criteria in the next chapter. 
• We have implicitly assumed that have a priori knowledge of the array response 
vectors corresponding to different users. In an urban cellular environment, each 
resolvable multipath may be comprised of several unresolved components coming 
from significantly different angles. In such case, it is not possible to associate a 
discrete (AOA) with a signal impinging the antenna array and the knowledge of 
the array response vector may not be very reliable. It is also necessary to estimate 
the (AOA) to find the array response vector. But one of the key assumptions all 
high resolution (AOA) estimation techniques require is that the number of signal 
wave fronts including co-channel interference signals must be less than the 
number of elements in the array. This is not a very realistic scenario for a 
commercial COMA system. Eigen-Beamforming techniques, discussed in the 
next chapter, can be an effective solution since they do not need apriori 
knowledge of the array response vectors, even so there is no need to explicitly 
estimate the (AOAs). 
We have used the beam pattern to illustrate the working principle of the elementary null-
steering beamformer. However one should not put too much importance on the beam 
pattern as it only describes the magnitude response of the beamforn1er and does not 
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provide any information of the phase. The weight vector is intended to satisfy a particular 
beamforming criterion. A MSINR weight vector for example, will maximize the output 
SINR and the beam pattern may not show a high gain at the (AOA) of the desired user or 
a null at the (AOA) of the interferer. This is especially true in a multipath environment 
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Figure 2.3: Beam pattern for the elementary beamformer. The AOA of the desired user is 
0° and the AOA of the interferer is 45° [I) 
2.8 Array Ambiguity 
Let us consider the array response vector of a ULA given by Equation 2.1 0. It is obvious 
that any two AOAs B, and B, related as B, = ;r- B, will have the same array response 
vector i.e. g_(B,) = g_(B, ). As a result it is impossible for aULA to distinguish between the 
desired signal coming from the direction B, and an interfering signal coming from the 
direction B,. This ambiguity makes it impossible to place a null in the direction of the 
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interferer without nulling the desired signal itself. Any linear array suffers from this 
ambiguity although the relation between the ambiguous AOAs depends on the inter-
element spacing. This ambiguity can be avoided if sectorization [3] is employed and/or 
the individual elements are not isotropic. Throughout this work we will assume that the 
cellular system employs a 3 sector per cell arrangement which is a valid assumption for 
WCDMA systems. 
2.9 Spatial Sampling Theorem 
Theorems applied to the FIR filter in the time domain may sometimes also be applied to 
an ULA in the spatial domain because of the analogous relation between an FIR filter and 
an ULA [ 189]. In the time/frequency domain, the Nyquist sampling theorem [ 4] states 
that for a band limited signal with highest frequency J, the signal is uniquely detem1ined 
by its discrete time samples if the sampling rate is equal to or greater than 2/ If the 
sampling rate is less than 2/, there will be aliasing. Similarly to avoid spatial aliasing, the 




This is known as the Nyquist sampling theorem in the spatial domain. Therefore to 
perform beamfom1ing without spatial aliasing, the element spacing of the array must be 
less than or equal to half of the carrier wavelength. (Note that the ambiguity resulting 
from the spatial aliasing is different from the ambiguity that mentioned in section 2.8) 
However the element spacing cannot be made arbitrarily small because of mutual 
coupling effects between elements. As a result, in a practical beamforrner, the antenna 
elements are spaced close to half wavelength so that the spatial aliasing is avoided and 
the mutual coupling effect is minimized as well. For the beamfom1ers employed in this 
work, we assume that the element spacing of the ULA is at half of the carrier wavelength 
unless explicitly mentioned otherwise. 
Chapter 2: Ftuu/amental Concepts Of Space Time Processing 29 
2.10 Spatial Diversity Gain 
The adaptive antenna array can achieve spatial diversity and mitigate multipath fading. 
This is in addition to the interference cancellation attained from steering beams towards 
the desired user and/or steering nulls in the direction of interferers. The signal envelopes 
observed across the elements of an antenna array should have very little cross-correlation 
in order to achieve diversity gain. As a result, if the signal at one of the elements is going 
through a deep fade, it is highly unlikely that the signals at the other elements are 
encountering that at the same time. So there is nearly always good signal reception on 
one of the antenna elements. Therefore combining the signals from various elements will 
increase the SNR and the fidelity of the received signal. This gain in SNR is termed as 
the spatial diversity gain. The spatial diversity gain depends mainly on two factors [22]. 
The cross correlation of the fading envelopes across the elements of the array and the 
mean power level of the signal. The lower the cross-correlation the lower the chances of 
the signals across various elements encountering simultaneous fades and therefore higher 
the diversity gain is. If the mean power level of the signals at the different elements is not 
equal, the element at higher power will dominate the combined output. It will be difficult 
to improve the SNR when the stronger branch is going through a deep fade. As a result 
the diversity gain is higher when the signals are received with equal mean power level on 
various antenna elements. 
Ideally, a diversity combiner would need zero cross-correlation between signals across 
elements. The elements may be required to be separated by distance that is on the order 
of several carrier wavelengths to ensure low cross-correlation between signals across 
elements. Therefore the elements of a diversity combiner are not usually Nyquist-spaced. 
The spacing between the elements depends on the angle spread of the channel. The 
higher the angle spread, smaller the element spacing can be. So there is an obvious trade-
off between the diversity gain and spatial aliasing while deciding on the inter-element 
spacing of an adaptive antenna array. 
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2.11 Temporal Processing: Rake Receiver for CDMA 
In a frequency selective channel, there are multiple replicas (that are resolvable in time) 
of the transmitted signal at the receiver, traversing different multi path. These multiple 
copies can be combined to improve the signal to noise ratio (SNR) at the receiver. Since 
the signals are coming from different paths, they encounter independent fading. This 
means that if one of the paths is undergoing a deep fade, it is very unlikely that the 
signals from the other paths are also encountering fading. As a result the receiver still has 
a good chance to attain acceptable fidelity. In a COMA system the receiver can employ 
multiple correlators to separate the multiple copies of the signal and mitigate fading. This 
receiver, commonly known as a Rake receiver [3], (see figure 2.4a), has been extensively 
employed by the second generation COMA based cellular systems like the IS-95. 
Temporal processing by the Rake receiver lets the COMA system exploit multipath 
diversity (see figure 2.4b) and makes it inherently resistant to fading. There are different 
techniques that can be applied to combine the output of the correlators. If the combining 
weights are matched to the discrete channel gain coefficients corresponding to the 
respective multipath components, it is called Maximal Ratio Combining (MRC). MRC is 
a coherent combining scheme. For non-coherent combining, all the weights can be set 
equal and this is termed as Equal Gain Combining (EGC). Both the MRC and the EGC 
are intended to improve SNR. However it is also possible to set the combining weights 
such that SINR instead of SNR is maximized 







Figure 2.4a: Rake Receiver [3] 
Figure 2.4b: Multipath diversity 
2.11.1 Combining Techniques for Improved SNR 
Different combing techniques can be implemented to improve the SNR with spatial 
diversity. The most common strategies are Selection Diversity, Maximal Ratio 
Combining and Equal Gain Combining. These techniques are equally applicable to 
temporal diversity, in other words they can be applied for combining signals from 
different fingers of a Rake receiver. 
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2.11.1.1 Selection Combining (SC) 
At any given instant, the receiver selects only the signal from one antenna element. In the 
ideal case, the receiver would select the element with the best SNR. However this means 
additional system complexity as the receiver would need to measure and monitor the 
instantaneous SNR at all the elements continuously. One practical solution is to monitor 
the SNR of the current branch and then switch to other branch if the SNR gets below 
some threshold. This is often known as switched diversity [22]. 
2.11.1.2 Maximal Ratio Combining (MRC) 
The co-phased desired signal from each antenna element is combined after weighting 
them by the individual branch SNR. MRC provides the maximum SNR if the interference 
and noise is "white".However this scheme requires continuous measurement and 
monitoring of the instantaneous SNR at all the branches. This is the combining scheme 
that has been employed through out this work for temporal combining. 
2.11.1.3 Equal Gain Combining (EGC) 
The signals from different branches are co-phased and added together. This eliminates 
the need to estimate the SNR at each branch. However there is approximately ldB 
perfom1ance penalty compared to MRC [22], [ 155]. 
2.12 Beam former -Rake Receiver 
A Beamformer-Rake [I] or 2-D Rake Receiver or Concatenated Space-Time Processor 
(CSTP) all gives the same name of our receiver, in which cascades a beam former with 
Rake reception to process the signal both in the spatial and the temporal domain. For each 
finger of the temporal Rake processor, there is a beamfom1er to improve the fidelity of 
the signal of that particular branch. Figure 2.5 illustrates the structure and operating 
principle of a Beamformer-Rake. At the front end of the receiver is an antenna array. The 
signals from the array are fed into a set of spatial combiners that perform beam forming 
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for different multipath and each weight vector accentuates the signal from a particular 
multipath component of the desired user. A temporal combiner follows the spatial 
combiner where the contribution from different multipath (from their corresponding 
spatial combiner) is combined to exploit the multipath diversity. We will discuss briefly 
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Figure 2.Sa: Beamfom1er-Rake structure (CSTP) [I] 
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2.13 Summary 
Figure 2.5b: Different weight vector accentuates different 
multipath component of the desired user [I] 
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This chapter presented an overview of the fundamental concepts of our space-time 
processing on CDMA system, also presented an overview of smart antenna array and 
provided a mathematical analysis of the signal at the output of the smart antenna array 
and discussed relevant terminologies and concepts related to antenna array and adaptive 
beam forming. The correspondence between a narrowband beam former and finite impulse 
response (FIR) filter was introduced. The description of temporal processing in the form 
of Rake receiver and its combining techniques for improving SNR was presented. The 
performance improvement that can be achieved with the application of a beamformer-
Rake which enjoys the collective benefit of the temporal and spatial processing none of 
their individual weaknesses was introduced. 




In this chapter we describe different techniques that can be applied for beamforming in a 
COMA based cellular environment. The four beamforming criteria discussed in this 
chapter are the Maximum Signal to Noise Ratio (MSNR), the Maximum Signal to 
Interference Ratio (MSIR), the Maximum signal to Interference and Noise Ratio 
(MSINR) and the Minimum Mean Square Error (MMSE). The chapter starts with the 
formulation of the MSNR solution as a Simple Eigenvalue problem (SE). We present 
adiscusion on MSIR in which the weight vectors are chosen to maximize the output 
signal to-interference ratio (SIR) [2]. We then go on to discuss the MSINR beamfom1ing 
criterion and formulate that as a Generalized Eigenvalue problem (GE).The MMSE based 
beamforming comes next. We end the chapter with a discussion on adaptive 
beamforming algorithms (blind and non-blind algorithms). 
3.2 MSNR Beamforming 
The MSNR beamforming criterion as the name suggests is intended to maximize the 
Signal to Noise Ratio (SNR) at the output of the beam former. In the literature, it is often 
termed as the conventional beam former (see section 1.1 for detail references). The weight 
vector that maximizes the SNR is the principal eigenvector of the covariance matrix of 
the desired signal. If the interference and noise is spatially white, this is the optimum 
beam forming. 
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3.2.1 Maximizing the Signal to Noise Ratio 
Let us consider the case of maximizing the Signal to Noise Ratio (SNR) of the desired 




Here~ and !!_ are theN xI desired signal vector and complex additive Gaussian noise 
vector respectively with N being the number of antenna elements. The noise is zero mean 
and the covariance is given by 
(3.2) 
where a', is the noise variance. Equation 3.2 implies that the noise is spatially white. 
Let us for the time being further assume that the noise is temporally white also so that 
(3.3) 
Now the power of the desired signal at the output of the beamformer, assuming that the 
signal is a zero mean stationary process, is given by 
{_ ll II ) 
= E~ ~~ .!:!:' 
=~"E~~~~k 
=> P = w 11 R w 
s - =ss-
(3.4) 
Here fl, = £~~~~) is the covariance matrix of the desired signal vector~ and w is the 
N xI antenna weight vector. 
Similarly, the power of the noise at the output of the beamformer is 
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Therefore the SNR at the beam former output is given by 
wi-IR w 
SNR =- " 
2 H 





To find the optimum weight vector that maximizes the SNR, we take the derivative of the 
right hand side of Equation 3.6 with respect to :ox" and set it equal to a null vector. 
Therefore we get, 
(3.7) 
The value of II is bounded by the minimum and the maximum eigenvalue of the 
w w 
symmetric matrix R [2], the maximum eigenvalue max Ama, satisfying 
=ss 
R W=A w 
=ss- max- (3.8) 
is the maximum value of the SNR. The eigenvector !XMsNR corresponding to A""·' is the 
optimum weight vector that maximizes the SNR at the output of the antenna array. 
So, the MSNR solution for the optimum weight vector is g1ven by the principal 
eigenvector (the eigenvector corresponding to the maximum eigenvalue) of the following 
Simple Eigenvalue problem (SE): 
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R w I =A w I 
=ss -MSAR max -MS,\R 
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(3.9) 
This type of MSNR based beamforming IS often known as Eigen-Beamforming for 
obvious reason. 
If we could assign a single AOA e" to the desired signal, the desired signal vector can be 
written as, 
~(k) = d(k )q_(e") , (3.10) 
where d is the desired symbol, k is the sample index and q_(B") is the array response 
vector for an AOA of e" . So we can write 
(3.1 I) 
So from Equation 3.9, we can write 
(3.12) 
MSNR weight vector IS g1ven by 
(3.13) 
A similar expression can be derived for a scenario when a resolvable path is a summation 
of several unresolvable paths with distinct AOAs. The array response vector is replaced 
by the channel vector. 
Equation 3.13 makes sense intuitively. Since there is no particular directivity or spatial 
structure associated with the noise, cophasing the received signals from different antenna 
elements will maximize the SNR. It also suggests that MSNR beamfom1ing could be 
implemented with the help of any high resolution direction finding (OF) technique [66-
101] However OF techniques are not applicable for a large number of propagation 
conditions. Moreover the direction finding techniques usually require that the number of 
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signal wave fronts including the co-channel interference signals be less than the number 
of antenna elements in the antenna array [I]. This is not a realistic scenario for a 
commercial, especially COMA based, cellular system. 
3.2.2 Alternate SE for MSNR Beamforming 
Observation of Equation 3.9 indicates that we will need an estimate of the covariance 
matrix of the desired signal, R to perform the Eigen-Beamforming. However it may be 
=ss 
difficult to separate the signal from the noise to form an estimate R of and if we could 
=SS 
separate the signal from the noise, we might not require beamforming. However there is 
an alternative technique that would not require estimating the desired signal covariance 
matrix. If the desired signal is independent of the noise, the received signal covariance 
matrix can be written as 
fixx = fi.1·:.· + CJ, 2 / N (3.14) 
So the Received Signal to Noise Ratio is given by 
RSNR =I +SNR (3 .15) 
It is obvious from Equation 3.15 that maximizing the RSNR will maximize the SNR. If 
we follow the same procedure detailed by Equation 3.4 to 3.9 we get that the weight 
vector that maximizes the SNR is given by the principal eigenvector of the following SE: 
The principal eigenvector of the covariance matrix R constitutes a single dimensional 
=.(,{ 
signal and noise subspace. The remaining eigenvectors corresponding toN- I equal 
eigenvalues constitute anon-unique orthonormal basis to the noise-only subspace which is 
orthogonal to the signal and noise subspace. So by applying the weight, the beamfom1er 
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takes a projection of the signal to a subspace (the signal and no1se subspace) that 1s 
orthogonal to the noise-only subspace. 
If the no1se IS stronger than the desired signal, the max1mum eigenvalue does not 
correspond to the desired signal and as a result the principal eigenvector of Equation 3.16 
is not the MSNR weight vector. However in a COMA environment, such a scenario is not 
very likely to occur because of the processing gain and the power control mechanism. 
The COMA receivers are equipped with a bank of correlators and the output of the 
correlators contain the narrowband desired signal and in-band interference and noise 
(typically not very large compared to the desired signal because of the COMA processing 
gain). Therefore the covariance matrix can be formed at the output of the COMA 
correlators to formulate the required SE for the MSNR solution. 
In the previous analysis we have rather conveniently consolidated the entire undesired 
signal as noise and assumed it to be white. We could split the noise component of 
Equation 3.1 into two different components so that 
n = 11 + i (3 .17) 
where n IS spatially and temporally white no1se and i IS the interference. In this 
scenario if the interference is white, MSNR weight is the optimum weight vector. But if 
the interference is not white, the eigenvector corresponding to the maximum eigenvalue 
of the received signal does not correspond to the MSNR weight vector. However this is a 
moot point since the spatial structure of the interference requires to be taken into account 
and the optimum weigh vector will be the weight that maximizes the Signal to 
Interference and Noise Ratio (SINR). We will discuss maximum SINR (MSINR) based 
Eigen-Beamforming a little later in this chapter. 
3.2.3 Phase Ambiguity in Eigen-Beamforming 
Before we move on to other beamforming techniques, we would like to point out a 
potential drawback of Eigen-Beamforming techniques commonly known as the phase 
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ambiguity. Since the beamformer is intended to maximize the SNR (or the SINR as we 
will see shortly), there is no constraint on the beam former to preserve the phase of the 
w
11 R w 
signal. The MSNR weight vector maximizes the SNR - -ss-
2 H 
an~~ 
and is the principal 
eigenvector of the SE given by Equation 3.9 
The SNR at the output of the beam former is given by 
SNRrna.\ 
II 
.!:!:' MSNR R H' .!:!:' MSNR 
2 II (3. I 8) 
0" 11 ~ MSNR !f.MSNR 
Let us see what the SNR would be if the beamformer employs a weight vector 





\;,'' R w 
- -ss-
2 A If " 
cr" ~ .!:!.' 
(P!!'MSNR )II R" (P!!'MSNR) 
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2 (p!f.MSNR )" (p!f.MSNR) 
I 1
2 fl 
p ~ MSNR !iss !f.MSNR 
'I I' H (5 n p ,!!:' MSNR .!:!.' MSNR 
II ~ MSNR !i .\·.~ _!!:' MSNR 
2 fl 
0 11 ~ MSNR !f.MSNR 
(3.19) 
Therefore the weight vector !!' also maximizes the SNR and there is no way to guarantee 
that the solution of the SE will preserve the phase. Similar phase ambiguity is present for 
MSINR based Eigen-beamforming. As a result Eigen-Beamforming is applicable where 
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• there is no phase modulation 
• non-coherent detection is possible 
• pilot assisted coherent detection is possible 
Since the WCDMA uplink has pilot symbols in the DPCCH, it is possible to perform 
Eigen-Beamforming at the WCDMA reverse link. 
3.3 MSIR Beamforming 
In this performance criterion, the weights vectors can be chosen to maximize the output 
Signal to-interference ratio (SIR} (2]. Let the vector of the desired signal sampled at the 
array element input is s(k), the ratio of the output signal power is u, 2 and the total 




= 41w" s(k r] 
= E[{w" s(k )Hw" s(k )}' J 
= w
11 E~(k )s(k )" ~v 
= tv 11 R w ss 
(3.20) 
Where R, = Els(k )s(k )" j is the covariance matrix of the array element input for the 
desired user. Similarly, the output interfering power u, 2 can be written as 
u, 
2 
= 41w" u(k f J 
= E[{w" u(k )Hw" u(k ))' j (3.21) 
= w
11 E~t(k )u(k )" ~v 
= w
11 R w 1111 
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where R.,. = E~1(k )u(k )" j is the covanance matrix of the array element input for the 
interferes. The output SIR, (SIR) 0 is given by 
2 
(S!R)o = cr, 2 
cr., (3.22) 
To find out the optimum weight vector that maximizes the output SIR, the derivative of 
the right hand side of equation 3.22 is taken with respect to w" and set equal to zero as: 
or 
(l/1 R lv)R w- (w" R w\n w 
1111 SS SS pt./Ill = 0 (wll R •• w)2 
l/1 R w 
R w= " R w 
.\·s u/' R 1v ~~~~ 
"" 
Equation 3.23 appears to be a joint eigenvalue problem. The value of 
(3.23) 
\.VH Ruu W 
"R w l'.\.w 
IS 
bounded by the mm1mum and max1mum eigenvalue of the symmetric matrix R •• _, R, 
The maximum eigenvalue A,~, satisfying 
R,,., -I R, w = A"'" w (3.24) 
The optimum weight vector w,", is obtained by finding the largest eigenvalue A=, of the 
symmetric matrix R.,., -I R,.,. Therefore, 
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where the optimum value of SIR is .-l""'. Since R, = E[d 2 (k )p(B~L'' (B), the optimum 
weight vector can be expressed in terms of the Winner solution as follow: 
wopt = f3stRR,w- 1a(B) (3.26) 
Where f3 = E[d'(kt"(B)w 
SIR SIR Of" (3.27) 
In which f3s!R is a scalar coefficient. This equation gives the expression for the optimum 
weight vectors for SIR. 
3.4 MSINR Beamforming 
In this section we introduce the idea of Eigen-Beamforming resulting from the Maximum 
Signal to Interference and Noise Ratio (MSINR) criterion for beamforming. In the 
literature, it is often termed as the optimal beamformer (see section 1.1 for detail 
references). In the previous section we discussed the MSNR beamforming criterion 
which is optimum only if the interference and noise is spatially white. In a WCDMA 
system, the users will have different data rate i.e. different spreading factors. At the same 
time they will have different target Bit Error Rate (BER). As a result some of the higher 
data rate users might be required to operate at a higher power level compared to their 
lower data rate counterparts and the interference is not spatially white. Under these 
operating conditions, the MSINR beamforming is the optimum beamforming criterion. 
Unlike the MSNR beamforming criterion that leads to a simple eigenvalue problem, the 
MSINR beamforming results in a Generalized Eigenvalue problem (GE). In addition to 
the signal covariance matrix, the interference and noise covariance matrix becomes a 
factor in order to fine tune the weight according to the spatial distribution of the 
interference and noise. 
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3.4.1 Maximizing the Signal to Interference and Noise Ratio 
Let us write the received signal vector as 
,! = p ~ (3.28) 
where s 1s the desired signal and u IS the undesired signal which comprises of 
interference and thermal noise. 
The power of the desired signal at the output of the antenna array after combining IS 
given by Equation 3.4 which is repeated for convenience, 
P = w 11 R w 
s - =.u-
(3.29) 
Here f1, =£~~~~)is the covariance matrix of the desired signal vector~ 
Similarly, the power of the undesired signal at the output of the antenna array is 
(3.30) 
with !1,, = E~~ 11 ) being the covanance matrix of the interference and no1se signal 
vector~. 
So the output Signal to Interference and Noise Ratio (SINR) is 
w
11 R w 
S!NR =- -,-
out w" R w 
- =lw-
(3.31) 
To find the optimum weight vector that maximizes the output SINR, we have to take the 
derivative of the right hand side of Equation 3.31 with respect to !:!1 11 and set it equal to a 
null vector. Therefore, 
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The value of - -."- is bounded by the minimum and the maximum eigenvalue of the 
wH R w 
- =uu-
symmetric matrix R _, R (2]. The maximum eigenvalue max A""' satisfying 
=uu =ss 
R _,R w=}, w 
=Uit =ss- nl!l.\-
(3.33) 
is the optimum (maximum) value of the SINR. The eigenvector !Y.MsmR corresponding to 
A"''·' is the optimum weight vector that maximizes the SINR at the output of the antenna 
array. 
So, the MSINR solution for the optimum weight vector is g1ven by the principal 
eigenvector (the eigenvector corresponding to the maximum eigenvalue) of the following 
Generalized (or joint) Eigenvalue problem (GE): 
R w , = AR w , 
=ss -MS/1\R = 1111 -/IISh\R (3.34) 
We can observe that the covariance matrix of the interference and noise signal has been 
introduced in the Eigen-Equation to take the spatial structure of the undesired signal into 
account The matrix R can be regarded as an operator modifying the weight vector that 
=uu 
one would otherwise obtain from solving a simple eigenvalue problem like R w = Aw 
=ss- -
The MSINR beamforming can be viewed as a technique that maximizes the SNR for 
spatially colored noise, or the MSNR beamforming can be regarded as a special case of 
MSINR beamforming for spatially white noise. 
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As discussed in the previous section, if we could assign a single AOA BJ to the desired 
signal, the covariance matrix of the desired signal can be written as 
(3.35) 
So from Equation 3.34, we can write 
(3.36) 
By defining ,; = E~idii' k" (eJ )!XMsmR the MSINR weight vector is given by 
A max 
Once again we can observe that the interference and noise covariance matrix modifying 
the MSNR weight to compute the MSINR weight. The expression for the weight vector 
can be easily extended for a scenario when a resolvable path is a summation of several 
unresolvable paths with distinct AOAs. 
3.4.2 Maximizing the Received Signal to Interference and Noise Ratio 
If the desired signal is independent of the interference and noise, the received signal 
covariance matrix can be written as 
R = R +R 
=:ex =ss =m1 
(3.38) 
The Received Signal to Interference and Noise Ratio (RSINR) becomes 
RSINR =I+ SINR (3.39) 
So maximizing RSINR amounts to maximizing SINR and we will end up with the same 
set of weights. As a result we will not distinguish between the MSINR and the Maximum 
RSINR (MRSINR) criterion. However let us formally state the MRSINR beamforming 
criterion as The MRSINR solution for the optimum weight vector is given by the 
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principal eigenvector (the eigenvector corresponding to the maximum eigenvalue) of the 
following Generalized (or joint) Eigenvalue problem (GE): 
R w , =A.R w 
=.n-MRSJ,\R =lw -MRSINR (3.40) 
Equation 3.40 offers us another insight to the property of the optimum weight vector for 
colored noise. In case of the MSNR based Eigen-Beamforming (the solution of the 
Simple Eigenvalue problem), the objective is to split the eigenspace [174] of the received 
signal covariance matrix into two orthogonal subspaces and then find the eigenvector that 
defines the subspace (signal and noise subspace) orthogonal to the noise only subspace 
and corresponds to the desired signal. The two subspaces in the case of the MRSINR 
beamforming (or equivalently MSINR beamforming) are orthogonal to each other with 
respect to the covariance matrix of the interference and noise signal .This permits the 
adjustment of the weight vector according to the spatial signature of the undesired signal. 
3.5 MMSE Beam forming Criterion 
The Minimum Mean Squared Error (MMSE) criterion intends to find a weight vector that 
will minimize the Mean Squared Error (MSE) between the combined signal and some 
desired (or reference) signal. The error signal can be defined as [2] 
(3.41) 
where d is the reference signal, ~ is the antenna weight vector, ~ is the received signal 
vector at the antenna array, k is the sample index. 
So the MSE is given by: 
J = die(kr J 
Here E denotes the ensemble expectation operator. 
Thus we can rewrite Equation 3.42 the following way. 
(3.42) 
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(3.43) 
where, fi.u = E[!(k )! 11 (k )j is the covanance matrix of the received signal and 
C..wl = El!(k )d' (k )] is the cross-correlation vector between the received signal vector! 
and the reference signal d. The MSE J is minimized when the gradient vector Y'(J) IS 





where -- is the conjugate derivative with respect to vector _IX. 
ow' 
So we can write 
v(J) I,MMSE - Q (3.45) 
- 2~xtl + 2f1.xx ')XMI>lSE = Q 
Thus we arrive at the well-known Wiener-Hopf equation [8] 
R w -r =X~ -MMSE --.rtf (3.46) 
We can premultiply Equation 3.46 by R _, and get 
=.u 
w - R _, r 
-MMS£ -=:ex -.nl (3 .4 7) 
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The above solution for MMSE weight is often called the Wiener solution [2]. In order to 
obtain the optimum weight vectors, Equation 3.47 shows the need of the knowledge of 
two statistics as follows: 
• The covariance matrix fl.u of the array input J.(k), and 
• The cross-correlation vector !.xd between the array input vector J.(k) and the 
reference or desired signal d(k). 
If the desired signal is uncorrelated with the interference and noise, 
R = R +R 
=x.x =s.~ =ml 
(3 .48) 
Now if the desired signal had a single AOA e" associated with it and the reference signal 
was the actual desired signal, 
!l, = £~1JII' k(e" X! H (e") 
!.xJ = EijiJII' k(e") 
By applying Woodbury's Identity [2], we get 
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By companng Equation 3.51 with Equation 3.37, we observe that the MMSE weight 
vector differs from the MSINR weight vector by a scalar. Since the SINR at the output of 
the beamformer does not depend on the scalar, the MMSE weight vector in fact 
maximizes S!NR. 
3.6 Adaptive Beam forming Algorithms 
The previous section describes some of the beamforming criteria for calculating the 
optimum weight vector. In order to obtain the optimum weight vector, one needs to know 
the second order statistics .Since these statistics are usually unknown and change over 
time , adaptive beamforming algorithms are employed to estimate and update the weight 
vector over time. As the weight vectors are iteratively adjusted, the perfom1ance of the 
beam former is closer to the desired criterion. The algorithm is said to be converged when 
such a performance criterion is met .Most of these algorithms can be categorized into 
blind and non blind algorithms according to whether a training signal is used or not, as 
shown in Figure 3.1. This section describes some of the adaptive beamfonning 
algorithms [ 175] 
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Adaptive Beamfonning Algorithm 
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Decision Constant Spectral 
Directed Modulus Coherence 
Figure 3.1: Classification of adaptive Beam forming algorithms [ 175] 
3.6.1 Non-blind Algorithms 
A training signal is used to adjust the array weight vector in non-blind adaptive 
algorithm. A training signal is sent from the transmitter to the receiver during the training 
period which is known to both the transmitter and receiver. The beamformer in the 
receiver uses the information of the training signal to compute the optimal weight vector. 
This technique requires synchronization. After the training period, data is sent and the 
beamformer uses the weight vector computed previously to process the received signal. 
The non-blind algorithms minimize the MSE between the desired signal and the array 
output. 
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3.6.1.1 Least Mean Square Algorithm (LMS) 
It is obvious that an exact measurement of the gradient vectorY'{J(n)}as well as a 
judicious choice of the step size p is required for the convergence of the steepest descent 
method to the optimum MMSE weight vector. However an exact measurement of the 
gradient vector requires prior knowledge of the covariance matrix of the received signal 
and the correlation vector between the received signal vector and the reference signal. As 
a result the gradient vector must be measured from the observed data. The Least Mean 
Square (LMS} algorithm proposes a very simple instantaneous estimate [I 02] of the 
gradient vector so that 
V{J(n )} = -2~(n )e• (n) (3.53) 
The weight update equation for the LMS algorithm becomes 
.!!_{n + I) = .!!_{n) + p ~(n )e · (n ). (3.54) 
The following two equations thus define the LMS algorithm: 
e(n) = d(n)- ~H (n h:(n) 
.!!_{n + I) = .!!_{n) + p ~(n )e • (n) (3.55) 
We can observe that the LMS has a computational complexity of 0(2N). This low 
computational complexity is the most attractive feature of the LMS algorithm. The 
response of the LMS algorithm is determined by the following three principal factors 
[I 02]: 
• The step-size 
• The size of the weight vector 
• Eigen-value distribution of the received signal covariance matrix. 
The LMS algorithm is described in detail in [I 02], [ 16]. 
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We have shown in a previous study [ 176], [ 177] that the LMS is not a very suitable 
algorithm for spatial processing in a Beamformer-Rake receiver (2-0 Rake Receiver). 
One of the reasons for this is the eigenvalue distribution of the covariance matrix of the 
received signal. Since the control channel has a large processing gain (because of a 
spreading factor of 256) the covariance matrix has a large dominant eigenvalue 
(corresponding to the desired signal) followed by quite small eigenvalues (corresponding 
to interference and noise).The LMS algorithm has difficulty to converge in such a 
scenario [102] .Also it has been shown that [119] the LMS based MMSE beamforming is 
not a very robust technique in a fast fading channel. Therefore we propose a 
Beamformer-Rake receiver for WCDMA uplink that computes the MMSE weight vector 
by employing the Direct Matrix Inversion (OM!) and/or Recursive Least Square (RLS) 
techniques outlined in the coming sections. 
3.6.1.2 Normalized Least Mean Square Algorithm (NLMS) 
Theoretically, LMS method is the most basic method for calculating the weight vectors. 
However, in practice, an improved LMS method, the Normalized -LMS (NLMS) is used 
to achieve stable calculation and faster convergence. The NLMS algorithm can be 
formulated as a natural modification of the LMS algorithm based on stochastic gradient 
algorithm [ 175]. 
Gradient noise amplification problem occurs 111 the standard fom1 of LMS algorithm. 
This is because the product vector p"(n)e"(n) in Equation 3.54 at iteration,n applied to 
the weight vector w(n) is directly proportional to the input vector "(n). This can be 
solved by normalized the product vector at iteration n +I with the square Euclidean norm 
of the input vector "(n) at iteration n [ 175] .The final weight vector can be updated by 
_!:!.{n + I) = _!:!.{n) + Jl 2 x(n )e · (n) ll"(n ~~ (3.56) 
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where the NLMS algorithm reduces the step size Jl to make the large changes in the 
update weight vectors. This prevents the update weight vectors from diverging and makes 
the algorithms more stable and faster converging than when a fixed step size is used. 
3.6.1.3 Sample Matrix Inversion Algorithm (SMI) 
The SMI method is a technique to approximate the solution to the MMSE problem. This 
algorithm is a block adaptive approach which uses a block of data to estimate the 
adaptive beamforming weight vector. The idea of SMI algorithm (2) is to estimate the 
covariance matrix Rand the cross-correlation vector r based on the array antenna element 
input in an observation interval i.e., 
(3.57) 
N, 
r = 2> · (n ~~(n) (3.58) 
u=N1 
where N, and N 2 are the lower and upper limits of the observation interval respectively. 
The weight vector w is then calculated using the optimum Wiener solution as: 
R -i 
.!!:opt = r (3.59) 
In order to allow the array antenna to adapt as the signal environment changes, the 
covariance matrix R and the cross-correlation vector r are estimated for each observation 
interval. Data that are outside the current observation interval do not have any effect on 
the calculation of the weight vector for the current observation interval. The rate of 
convergence for SMI algorithm is faster than the LMS algorithm but the algorithm is 
computationally complex. 
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3.6.1.4 Recursive Least Square Algorithm (RLS) 
Unlike the LMS algorithm which uses the method of steepest-descent to update the 
weight vector, the RLS algorithm uses the method of least squares to adjust the weight 
vector (2]. In this method of least squares, the weight vector 11{11) is chosen to minimize 
a cost function that consists of the sum of error squares over a time window. On the other 
hand, in the method of steepest-descent, the weight vector is chosen to minimize the 
ensemble average of the error squares. 
In the RLS algorithm, at time 11, the weight vector is chosen to minimize the cost function 
as 
" 
c-(11) = 2:: A"-; ie(i f (3.60) 
i=l 
where error signal e(i) is defined in Equation 3.41 and the forgetting factor A is a 
positive constant close to but Jess than one, which determines how quickly the previous 
data are de-emphasized. In stationary environments, however, A should be equal to I, 
since all the data should have equal weight. The RLS algorithm is obtained from 
minimizing Equation 3.60 by expanding the magnitude squared and applying the matrix 
inversion lemma. The RLS algorithm can be described by the following equations (175]: 
k( ) = A-1 R(11 -I )x(11) 11 
I+ A 1 x" (11 )R(11 -I )x(11) 
a(11) = d(11)- l/1 (11 -I ~r(11) 
\1{11) = 11{11 - I)+ k(11 )a' (11) 





In the above equations, k(n), a(11 )and R(11) are gam vectors, estimation error and 
covariance matrix correspondingly .The initial value of R(11) can be set toR(O)= s-'1 
where, I is the identity matrix, and J is a small positive constant. 
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The RLS algorithm utilizes the information contained in the input data and extending 
back to the instant of time when the algorithm is initiated. The convergence rate is 
therefore an order of magnitude faster than the LMS algorithm. This improvement in the 
performance, however, is achieved at the expense of a large increase in computational 
complexity. 
3.6.1.5 Direct Matrix Inversion Algorithm (OMI) 
The received signal matrix can be estimated by using an L sample rectangular averaging 
window as 
(3.65) 
Here ,!(!) is collected sample of the received signal over a block of L samples. Similarly, 
the cross correlation vector can be estimated as 
(3.66) 
where ,!(1) is collected samples of the received signal,d'(l) is the conjugate of the actual 
sample sent. As before the estimation is performed over a block of L samples. The DMI 
involves computing the inverse of the estimated received signal matrix R" and then 
calculate the MMSE weight vector by applying the Wiener solution. Based on the 
estimates of Equation 3.65 and 3.66, the MMSE weight can be computed as 
(3.67) 
Since matrix inversion requires a lot of computation, the mverse can be computed 
according to a rank I update: 
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_,() _,( ) B_ -'(n-Ih(nh"(n)B_ -'(n-1) 
R n=R n-1- ·" xx 
=xx =« I+ ~ 11 (n ),(L 1 {n- I h(n) (3.68) 
B..u-](0)= ~/ , 6'> 0 
The update according to Equation 3.68 is termed as the Sample Matrix Inversion (DMI) 
[I 00], [ 10 I] technique. Each iteration of Equation 3.68 requires computational 
complexity on the order of0(3.5N 2 + N). 
If the channel does not change very rapidly, it may not be necessary to estimate and 
update the weight for each sample and a single set of weight for a block of L samples 
may be adequate. For such a scenario, the received signal covariance matrix and cross-
correlation vector can be estimated only once by averaging over the entire block of 
samples. We can then employ the Cholesky [ 136], [ 178] factorization of R_" and the 
Forward- Backward solve [ 178] technique to get the MMSE weight. 
3.6.2 Blind Algorithms 
Blind algorithms do not require training signals to adapt their weight vectors. Therefore 
these algorithms save transmission bandwidth. Blind algorithms can be classified as 
property restoral algorithms, channel estimation algorithms and despread and respread 
algorithms. Property restoral algorithms restore certain properties of the desired signal 
and hence enhance the signal interference plus noise ratio (SINR). The property that is 
being restored can be the modulus or the spectral coherence. Blind property restoral 
algorithms can be classifieds as constant modulus algorithm (CMA), self-coherence 
restoral (SCORE) algorithms and decision directed (DD) algorithms [2]. 
3.6.2.1 Constant Modulus Algorithm (CMA) 
CMA is a gradient -based algorithm that works on the premise when the desired signals 
have constant modulus. This algorithm adjusts complex weight vector to minimize the 
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fluctuation in amplitude of the output signal. CMA updates the weight vectors by 
minimizing the cost function [ 175] as 
(3.69) 
Where E denotes the expectation operator. The convergence of the algorithm depends on 
the coefficients p and q in Equation 3.69. Generally, the cost function J with p =I, 
q=2,or p=2, q=2, is used .Using Jwith p=l,q=2, the CMA minimizes the cost 
function as follows [ 179]: 
(3. 70) 
The gradient vector is given by 
\l(J(n))= 2 ilJ.(n) 
aw (n) 
= 2£[ fjy(n)- II) !:t\] 
" 2£[ ~yH- 11) a{y~ ;:; ll1 : 
= E[fjy(n)- Ji){y(n )y. (n ))~ a(y(n !y. (n ))] 
aw (n) (3. 71) 
= £[ ~y(n)- II) IY~/1 ((n )x" (n )•v{n)] 
= £[(~-~y~n~}(n)y"(n)] 
= {r(n { y(n) -~~~:: n ]
Ignoring the expectation operator in Equation 3. 71, the instantaneous estimate of the 
gradient vector can be written as 
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v(J(11 )) = [x(11 {Y(11 )-~~t n] (3.72) 
Using the method of steepest-descent and replacing the gradient vector with its 
instantaneous estimate, the weight vector can be updated by 
ll~ll + I)= w(n)- pV(J (11 )) 
= w(n)- JLX(11{Y(11)-I~tn 
where p is the step size parameter. Finally, the CMA can be given as follows: 
y(n) = w 11 (11 )x(11) 
e(n) = y(n) - y(n) 
ly(n ~ 





The en·or signal becomes zero when the output of the array has a unity magnitude, i.e., 
IY(11 ~=I which can be seen from Equation 3.75. Comparing the above three equations to 
Equation 3.55, it can be observed that the CMA is very similar to the LMS algorithm and 
the term ly((11 ~ in CMA plays the same role as the desired signal d(11) in the LMS 
y 11 ~ 
algorithm. However, the reference signal d(n) must be sent from the transmitter to the 
receiver if the LMS algorithm is used. The CMA algorithm does not require reference 
signal to generate the error signal at the receiver. 
3.6.2.2 Other Techniques 
Other adaptive beamforming algorithm includes a decision -directed algorithm that is 
used for adaptive equalization to combat intersymbol interference (lSI) in digital 
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communications. In this algorithm, the tab weights of the adaptive equalizer are adjusted 
via an adaptive process based on the digital bit stream that is fed back from the hard 
decision process. Spectral self-coherence restoral (SCORE) uses the cyclostatinary 
property of a signal which is a blind adaptive algorithm. Neural networks and maximum 
likelihood sequences estimations can also be used to perform beamforming. In partially 
adaptive arrays, some of the elements are weighted adaptively. This technique is useful 
for large arrays. Partial adaptively allows an array to cancel interfering signals but 
requires less computational complexity than adapting all the elements weights [2]. 
3.7 Summary 
In this chapter we introduced several techniques that can be applied for beamforming in a 
COMA based cellular environment. The four beamforming criteria discussed in this 
chapter are the Maximum Signal to Noise Ratio (MSNR), the Maximum Signal to 
Interference Ratio (MSIR), the Maximum signal to Interference and Noise Ratio 
(MSINR) and the Minimum Mean Square Error (MMSE). Adaptive array algorithms 
have been broadly classified into non-blind or trained and blind algorithms. This chapter 
also described several adaptive beamforming algorithms which are used to adjust the 
weight vectors so that the beamforming criteria are met under the changing environment. 
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CHAPTER FOUR 
SPATIO-TEMPORAL CHANNEL MODELS 
4.1 Introduction 
In a mobile radio communication system, multipaths can affect the system performance 
by causing destructive interference commonly known as fading. Antenna arrays are often 
used to mitigate the effect of fading and thereby increasing the system capacity. 
Application of antenna arrays may range from fixed directional spatial-filtering to 
adaptive beam forming. To test the perfom1ance of antenna arrays, an accurate description 
of the spatio-temporal channel model is required. 
Classically, the rich scattering multipath environment is modeled as the Rayleigh fading 
phenomena. In this model, it is assumed that the signals are arriving uniformly along the 
azimuthal direction. However in more realistic scenarios, the angle of arrival (AOA) of 
the multipaths depends on a number of factors, such as the distance between the 
transmitter and receiver, location of scatterers, size of the receiving antenna etc. A 
number of channel models have been proposed in the literature based on both 
measurement data and statistical properties of the channel [ 180). Some of these models 
are suited to the microcells typically set up in urban areas, while others are more 
applicable for the macrocells found in the rural and suburban areas. There are also 
channel models based on propagation statistics in the indoor environment [ 181], [ 182). 
All these models provide multipath parameters including the AOA information essential 
to simulate an antenna array system. 
In this chapter, two statistical channel models known as Geometrically Based Single 
Bounce (GBSB) elliptical and GBSB circular are described for micro and macrocelluar 
environments [183]. In these models it is assumed that the multipath reflections are 
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created by random placement of scatterers inside a region defined by a specific geometry. 
From the position of the scatterers, multipath delays, AOA and power levels are 
determined. Thus these models provide a statistical description of the wideband spatia-
temporal radio channel, which is useful in simulating a space-time processing system. 
The chapter is organized as follows: Section 4.2 gives a brief description of the GBSB 
elliptical channel model and the method of generating the channel parameters for 
simulation purpose. Section 4.3 describes the GBSB circular channel model in a similar 
fashion. Finally in Section 4.4 the pros and cons of the two models are evaluated from the 
W-CDMA system perspective. Finally we draw a short chapter summary in section 4.5 
4.2 Geometrically Based Single Bounce Elliptical Model 
4.2.1 Introduction 
In a typical urban environment dense scattering coupled with abundance of reflection 
results in a rich multipath scenario. In this situation, the microcellular concept where the 
base station has a relatively low antenna height is more appropriate. This implies that the 
multipath scatterers are located near the base station as well as near the mobile. 
Therefore, any spatial channel model that employs a geometrical scattering region around 
the mobile must also consider a similar scattering region around the base station. A 
particular channel model, which uses an elliptical scattering region surrounding the base 
station and the mobile, has been proposed for the microcell environment [180]. This 
GBSB elliptical channel model is chosen for this research to describe a typical urban 
multipath propagation scenario. 
4.2.2 Assumptions 
The following assumptions are made in developing the elliptical channel model [180]: 
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• The signals arriving at the base station are plane waves propagating along the 
horizon. As a consequence the AOA is calculated only in the azimuthal 
coordinates. 
• The scatterers are omni-directional re-radiating elements having identical 
scattering coefficients. 
• All scatterers are uncoupled. In other words, the signals reflected from each 
scatterer are not affected by the presence of the other scatterers. 
• The received multipath signals are subjected to distance-dependent path loss 
characterized by a path loss exponent. 
4.2.3 Geometry and Notation 
In the GBSB elliptical channel model the scatterers are assumed to be uniformly 
distributed in an elliptical region. The base station and the mobile form the foci of the 
ellipse. The geometry of the elliptical model is shown in Figure 4.1 
y axis ~----------am __________ • 




Figure 4.1: Geometry of the GBSB elliptical channel model [180] 
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In Figure 4.1, the base station and the mobile are separated by a distanceD, with the base 
station at the origin. All scatterers lie in a plane that includes the base station and the 
mobile, implying that the reflected multipath waves will appear to have the same 
elevation angle. The elliptical region is completely described by its semimajor axis, am 
and its semi minor axis, b., .The choice of these parameters is determined by the 
maximum delay, r "''"of the multi paths. Larger values of r "'" imply greater path loss for 
the multipaths and, consequently, lower relative power compared to those with shorter 
delays. Hence, this model has a nice physical interpretation in that, changing the 
geometry of the ellipse can automatically adjust the various channel parameters, such as 
multi path amplitudes, delay spread and angle spread. 
4.2.4 Mathematical Formulation 
The semimajor axis, am and the semiminor axis, b,. are related to the maximum 
specified delay, r =,as below 
cr max 
am =-2- b = ~~ 2 2- D2 "' 2 crmax ( 4.1) 
Where, D is the separation distance between the transmitter and the receiver and c is the 
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Substituting, x = r• cos( e.) andy= r• sin(e.), the equation of the ellipse m Polar 
coordinates 
(4.3) 
Where r. is the distance from the base station of a scatterer located at the boundary of the 
ellipse and e. is the AOA at the base station. Any scatterer inside the ellipse can be 
viewed as an equivalent one located at the boundary of a smaller concentric ellipse. 
Equation (4.3) can then be solved for r• for different values of the multipath propagation 
delay, r E [r "';", r =,].However an easier way is to utilize the coordinate location of the 
scatterer. Referring to Figure 4.1, the total propagation distance of a multipath ray from 
the mobile to the base-station 
d=r.+r, 
= r• + ~,.,.( D---r.-c-o-s(,.-e-,. )-c:),=-+-(.,..r.-c-o-s(,.-e-,. ).,..,..)2 (4.4) 
= r• + ~ D' + r.' - 2Dr. cos( e.) 
Substituting d = rc in (4.4) and solving for r• yields 
D 2 -r 2c 2 
rb = . 
2(Dcos(e.)- rc)' (4.5) 
Due to the symmetric nature of the scattering region, similar expressions can be derived 
with respect to the mobile. A detailed analysis on the pdf of multipath delays, AOA and 
power spectrum of the elliptical channel model can be found in (183]. 
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4.2.5 Generation of Samples of the Elliptical Channel Model 
The elliptical model described above can be used to generate various multipath signal 
parameters such as multi path delay r,, AOA B,, and power P, of the ;•• multipath 
component. Usually there are two ways to generate these parameters. In one method, the 
geometrical definition of the elliptical scattering region can be utilized to calculate the 
parameters. In the other method, the delay and AOA statistics are used to generate the 
channel samples. The first method is more computationally efficient and it will be 
described below in detail. The idea is first to define an ellipse corresponding to the 
maximum multipath delay, r'" and uniformly place the scatterer inside the ellipse. The 
relevant signal parameters can then be calculated from the coordinates of the scatterers 
[183]. It is assumed that the number of multipaths (scatterers), Land the transmitter to 
receiver separation distance, Dis known. The procedure is outlined below 
• Choose a value of the maximum multipath propagation delay, r'". 
• Generate samples of two uniformly distributed random variables, x1 and y 1 , I= I, 
2 ... L over the interval [-1, 1]. Thus, the points will be uniformly distributed in a 
square of arm length 2. 
• Isolate the points that lie on and within a circle of unit radius centered at the 
origin. Translate them from the Cartesian coordinates (x,, y1 ) to the polar 
coordinates (r,, e,) according to the following relationships 
r1 = Jx,' + y 12 , ¢1 =tan-'(~); I= 1,2 ... L 
x, 
(4.6) 
• Now, we have L samples of a random variable described by the polar coordinates 
(r" ¢1 ) that are uniformly distributed in a circle of unit radius. To translate these 
samples so that they are uniformly distributed in an ellipse, the following two 
transformations are performed 
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Where, a., and b., are the semi major and the semiminor axes of the ellipse respectively 
corresponding to the specified r., and are given by ( 4.1 ). The multi path propagation 
distance, d1 ; I= I, 2 .. . L can be calculated as 
• The propagation delays of the multipaths, r1 ; /=1,2 ... L will be 




• As the base station is located at the origin of the coordinate system, so the angle 
of arrivals (AOA) of the multi paths at the base station are given by 
( 4.1 0) 
• The power of the direct path component (LOS) can be calculated as below 
(4.11) 
where P,_cf the reference power is measured at a distance d ~J from the transmitter using 
omni-directional antennas at the transmitter and the receiver. P,_cf can be calculated using 
Friis' free space propagation model given by 
( 4.12) 
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where PT is the transmitted power and A.= c/ f is the wavelength for a particular carrier 
frequency, f The path loss exponent, n typically ranges from 3 to 4 in a microcell 
environment. G, (e") and G, (e.) are the gains of the transmit and the receive antennas as 
functions of the angle of departure, e" and the angle of arrival, e. respectively. For the 
LOS component, e" and e. are both zero. The power of each of the multi path component 
can be calculated as below 
~(dB)= P0 (dB )-1 Onlog(d, )- L, + G, (e"_,)- G, (0 )+ G, (e._,)- G, (0) ( 4.13) 
Where L, is the path loss in dB. 
• Assuming the phase of the multipath components,y1 ; /=I, 2 ... L are uniformly 
distributed over the interval [0,2n), the complex amplitudes of the multipath 
components are calculated as below. 
a, = I o(P,-P,)/20 e1'' ; I= 1,2 ... L (4.14) 
4.3 Geometrically Based Single Bounce Circular Model 
4.3.1 Introduction 
A typical rural or suburban environment is characterized by local scatterers surrounding 
the mobile and no large reflectors away from the vicinity of the mobile is visible at the 
base station. In such environments, macro-cellular concept where the base station antenna 
height is considered to be above the local clutter is a more appropriate selection. Thus, 
the multipath channel parameters in the propagation model for rural or suburban 
environment are essentially determined by the distribution of the scatterers around the 
mobile. A number of models have been proposed in the literature that defines the 
geometry and the underlying distribution of the scatterer region. In one of these models, it 
is assumed that the scatterers are uniformly distributed within a circle of predefined 
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radius around the mobile [184]. This model known as Geometrically Based Single 
Bounce (GBSB) circular model is specially suited for macrocell environments and thus 
sufficient to represent a rural or suburban multi path propagation model. 
4.3.2 Assumptions 
A Geometrically Based Single Bounce circular model presupposes the following 
underlying assumptions [184], [183]. 
• The signals received at the base station are plane waves propagating along the 
horizon .Thus only the azimuthal coordinates are required to represent the 
corresponding AOA. This is due to the fact that the separation distance between 
transmitter and receiver is large compared to the respective antenna heights. 
• The scatterers are considered to be omni-directional re-radiating elements with 
identical scattering coefficients. 
• Each multipath component at the base station has interacted with only a single 
scatterer and thus is not influenced by the other scatterers in the channel. 
4.3.3 Geometry and Notation 
The Geometrically Based Single Bounce (GBSB) circular model assumes that the 
scatterers are uniformly distributed within a circle of radius, R around the mobile. The 
geometry of the circular model is shown in Figure 4.2. 





·•······•····•·•···•··· ......... . 









Figure 4.2: Geometry of the Circular Scattering Channel Model [184] 
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In Figure 4.2, the base station and the mobile are separated by a distanceD, with the base 
station at the origin of the coordinate system and the mobile is on the x-axis. The 
scatterers are uniformly placed in a circle of radius R with the mobile is at the center. 
Typically, R < D, so that there are no scatterers local to the base station as is the case in a 
macrocell region. For simplicity, the plane of the scatterer can be viewed as horizontal, 
which also includes the mobile and the base station. This will ensure that the angle of 
arrivals (AOA) of the received signal contains only azimuthal components. The AOA of 
the multipath components at the base station is denoted by e. and depends on two 
parameters: the angle of departure from the mobile and the position of the scatterer. The 
location of the scatterer is specified by its distance from the base station, r., and from the 
mobile, r,, respectively. Since the scatterers are confined in a circle around the mobile, 
the AOA at the base station, e., is limited by a maximum value denoted by, enw. 
Similarly, the AOA at the mobile B, depends on the angle of departure from the base 
station and the scatterer location. In this case, as the mobile is located inside the 
scattering region, the AOA can be any value in the interval [0,27r). 
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The radius of the circular scattering region, R, is usually determined by equating the 
angle spread as predicted by the model with the measured angle spread. Typical values of 
angle spread in a macrocell environment ranges between one to six degrees for a 
transmitter to receiver separation distance of D"' I km. 
4.3.4 Mathematical Formulation 
The region of scatterer in the Cartesian coordinates is given by 
(x - D)' + y 2 :-;; R' ( 4.15) 
Substituting, x = r. cos( e.) and y = r• sin(e.) m ( 4.15) and expanding, the scattering 
region in polar coordinates 
(4.16) 
Referring to Figure 4.2, the total multi path propagation distance, dis given by 
d=r.+r, 
= r• + ~r(D---r.-c-o-s(-:-e---:. )::-:),:-+--:-{r.-s-in-(:-e---:. )=)' ( 4.1 7) 
= r• + ~ D' + r• 2 - 2Dr• cos( e.) 
Substituting d = rc in (4.17), where T is the total multi path propagation delay, the 
distance of the scatterer from the base station, r•, can be expressed as 
D'- r'c' ( 4.18) 
r• = 2(D cos( e.)- rr) 
As in the GBSB elliptical channel model, the symmetric nature of the scattering region 
allows similar expressions to be derived with respect to the mobile. A detailed analysis 
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on the pdf of multi path delays, AOA and power spectrum of the circular channel model 
can be found in [184], [183]. 
4.3.5 Generation of Samples of the Circular Channel Model 
As in the elliptical channel model, there are two ways to generate the multipath channel 
parameters using the circular channel model. Exploitation of the geometry of the 
scattering region, which will be described below, is a much more efficient method than 
the one that utilizes the statistics of the channel parameters (delay, AOA). Again, the 
basic idea is to define a uniform circular scattering surrounding the mobile with the 
radius corresponds to the maximum multi path delay, r.,. The relevant signal parameters 
can then be calculated from the geometry of the scattering region [ 183]. As in the case of 
elliptical model, it will be assumed that number of multi paths, L and the transmitter to 
receiver separation distance, Dis known. The procedure is described below. 
• Choose a value of the maximum multipath delay, r., 
• Calculate the radius of the scattering region according to the following 
relationship 
R =(cr.,- D) 
"' 2 
( 4.19) 
Where c is the speed of propagation. 
• Generate samples of two uniform random variables, x1 and y 1 , != 1, 2 .. . L over 
[- R,, R,] and isolate those that lie on and inside a circle of radius R., . The 
coordinates of these points with respect to an origin at a distance D from the 
center of the circle is 
x, = x1 + D, Y, = y 1 ; I = 1,2 ... L (4.20) 
• The multi path propagation distance, d1 , I= I ,2 .. . L is then calculated as 
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( 4.21) 




Bb.J =tan_, ( ~:} I= 1,2 .. .L (4.22) 
• As in the elliptical model, the power of the multipaths components are calculated 
as 
P,(dB)= P0 (dB)-10nlog(d,)-L, +G,(BdJ-G,(O)+G,(B.J-G,(O) (4.23) 
Where the terms have the same meanings as in 4.2.5. 
• Then the complex gains of the multipaths components, a,, I =1,2 ... L are given as 
a, = I o(P,-P,)I20 ejy, ; I= 1,2 ... L ( 4.24) 
With the assumption that the phases y1 ,I =I, 2 ... L are uniformly distributed over [0,2n). 
4.4 Channel parameters from the WCDMA system perspective 
In this section, the two scattering channel models are discussed with respect to the 
WCDMA system. These channel models are used in our simulation and provide valuable 
insight into different channel parameters. The power-delay profile and the angle spread of 
these models will be evaluated using the geometry of the scattering region and AOA 
statistics that are already developed in [180], [12], [184]. They will be compared under 
different conditions that determine the size and shape of the geometry, such as the 
maximum multipath delay, r m, and base station to mobile distance, D. The suitability of a 
channel model for an environment and the range of parameters for each model is also 
justified. 
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4.4.1 Power -delay profile 
The power-delay profile of a multipath channel indicates the relative strength of the 
multi paths with respect to their time of arrivals and can be used to create an equivalent 
discrete finite impulse response (FIR) model of the channel. In a COMA type wide band 
system where the channel is frequency selective, the power-delay profile indicates the 
time dispersiveness of the channel. The power-delay profile of the elliptical and the 
circular models can be generated using the procedure described in section (4.2.5) and 
(4.3.5) respectively. In generating these profiles, it is assumed that the line of sight (LOS) 
power is normalized to unity. Also only the distance dependent path loss is taken into 
account and no long term fading (shadowing) effect is considered. The antenna gains of 
both the transmitter and the receiver are assumed to be unity. 
4.4.2 Angle Spread 
The angle spread of a channel is a measure of the angular dispersiveness of the channel. 
In other words, angle spread when referred to the receive side is the spread of the AOA of 
themultipaths at the receive antenna. Likewise, angle spread refers to the transmit side is 
the spread of angle of departure (AOD) of the multipaths from the transmit antenna. 
There are two ways to define the angle spread, central moment angle spread and 
ensemble average angle spread [ 12). The central moment angle spread of a channel can 
be calculated when the measured channel impulse response is available. When the 
probability density functions (pdf) of the AOA/ AOD of the multi paths are available, 
ensemble average delay spread can be used. We will use the ensemble average angle 
spread using the pdf of AOA derived in [180). It is defined for AOA at the receiver (base-
station) as below 
(4.25) 
Where e. is the AOA at the base station and E {.} is the expectation operator defined as 
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~ 
E{x)= fxJ(x~ ( 4.26) 
For the elliptical channel model, the AOA pdf is given by [ 180] 
/,(B)= I r.,c -D 
( 
l l l J' 
0
' b 87rl1.,b., r.,c-Dcos(B.) (4.27) 
where the symbols have the same meanmg as described in the earlier section. Using 
(4.26), it is found that the mean of AOA, E{B.) is zero, so the angle spread from (4.25) is 
( , , D'), B ' 
_rm C - f b B a 0 - b 
• 87rl1,b., _,(r,c-Dcos(Bb))' 
( 4.28) 
As this express1on does not have a closed form solution, so it has to be evaluated 
numerically. 
4.5 Summary 
In this chapter, we discussed two GBSB statistical channel models, which will be used as 
the spatio-temporal channels in our space-time processing simulation testbed. We 
described the geometrical configurations and mathematical formulations of these two 
models along with their implicit assumptions. We then outlined the procedure to generate 
the samples of the channel parameters in an efficient manner. These procedures will be 
followed extensively to simulate the multipath channel parameters .We discussed two 
channel property indicators, namely, the power-delay profile and the angle spread, in 
which will be more meaningful when simulating spatio-temporal channel for our space-
time processing system. 




we briefly discuss the different generations of cellular standards and the migration from 
the circuit switched voice traffic oriented older generation wireless networks to the 
coming third generation cellular systems that will employ packet switched networking 
techniques to deal with the increased demand for wireless data services. We begin with a 
brief discussion of the first and second generation cellular systems. Then we outline the 
migration towards the third generation systems and discuss the key requirements of the 
next generation cellular systems. We then proceed to discuss the key aspects of the 
physical layer of the uplink of WCDMA [6], [7), potentially the most popular of the third 
generation standards. The chapter concludes with a discussion on the current status of the 
deployment of the third generation cellular systems around the world. 
5.2 Cellular Standards: From IG to 3G 
The goal for the next generation of mobile communication systems is to seamlessly 
provide a wide variety of communication services to anybody, anywhere, anytime. The 
intended services for next generation mobile phone users include services like 
transmitting high speed data, video and multimedia traffic as well as voice signals. The 
technology needed to tackle the challenges to make these services available is popularly 
known as the Third Generation (3G) Cellular Systems. The first-generation systems are 
represented by the analog mobile systems designed to carry the voice application traffic. 
Their subsequent digital counterparts are known as second generation cellular systems. 
Third generation systems mark a significant leap, both in applications and capacity, from 
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the current second generation standards. Whereas the current digital mobile phone 
systems are optimized for voice communications, 3G communicators are oriented 
towards multimedia message capability. 
5.2.1 First Generation (I G) Cellular Systems 
The first generation cellular systems generally employ analog Frequency Modulation 
(FM) techniques. The Advanced Mobile Phone System (AMPS) is the most notable of 
the first generation systems. AMPS were developed by the Bell Telephone System. It 
uses FM technology for voice transmission and digital signaling for control information. 
Other first generation systems include Narrowband AMPS (NAMPS), Total Access 
Cellular System (TACS) and Nordic Mobile Telephone System (NMT-900). All the first 
generation cellular systems employ Frequency Division Multiple Access (FDMA) with 
each channel assigned to a unique frequency band within a cluster of cells. The first 
generation networks are based on circuit switched technique. 
5.2.2 Second Generation (2G) Cellular Systems 
The rapid growth in the number of subscribers and the proliferation of many 
incompatible first-generation systems were the main reason behind the evolution towards 
second generation cellular systems. Second generation systems take advantage of 
compression and coding techniques associated with digital technology. All the second 
generation systems employ digital modulation schemes. Multiple access techniques like 
Time Division Multiple Access (TDMA) and Code Division Multiple Access (COMA) 
are used along with FDMA in the second generation systems. Second generation cellular 
systems include United States Digital Cellular (USDC) standards IS-54 and IS-136, 
Global System for Mobile communications (GSM), Pacific Digital Cellular (PDC) and 
cdmaOne based IS-95NIS-958. Like their first generation counterparts, the 2G networks 
are also circuit switched. 
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5.2.3 Transition towards 3G: 2.5G Cellular Systems 
The demand for wireless data services has resulted in transition towards packet switched 
networks. The so called 2.5 G cellular systems are currently being employed to facilitate 
the move from the circuit switched 2G cellular networks to the next generation packet 
based network. Two major 2.5Gcellular systems currently being deployed are General 
Packet Radio Service (GPRS) and Enhanced Data-rates for Global Evolution 
(EDGE).The General Packet Radio Service (GPRS) is a value added service that allows 
information to be sent and received across a mobile telephone network. It supplements 
today's circuit switched data and short message service. GPRS is based on standardized 
open interfaces and therefore interworks with existing circuit-switched services. Since 
GPRS is a packet switched technology, bandwidth is only utilized during data 
transmission and is shared between all subscribers. This allows operators to offer billing 
on a usage basis rather than on connection time. Users are therefore always connected 
and only charged for data transfer. This makes GPRS ideally suited to bursty traffic 
transmission, and opens the door to a world of new services previously impractical over 
mobile networks. 
Enhanced Data-rates for Global Evolution (EDGE) is a Third Generation (3G) compliant 
high-speed wireless data and Internet access technology that offers economies of scale. 
EDGE is a standardized set of improvements to the GSM radio interface. It defines a new 
modulation and new radio protocols that bring higher maximum data rates and increased 
spectral efficiency. EDGE is applicable to both GPRS traffic (EGPRS) and circuit 
switched data traffic (ECSD). EDGE can be integrated into existing GSM networks by 
the installation of new transceivers or new base stations. EDGE can also be applied to 
TDMA (D-AMPSIIS-136) networks by the addition of a complete EGPRS overlay. In the 
GSM context, EDGE is considered part of the 2G+/2.5G evolution, whereas for the 
TDMA community, it is sometimes termed as a 3G technology. 
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5.2.4 Third Generation Cellular Systems 
Third generation cellular systems are being designed to support wideband services like 
high speed Internet access, video and high quality image transmission with the same 
quality as the fixed networks. The primary requirements of the next generation cellular 
systems are (5], [ 185]: 
• Voice quality comparable to Public Switched Telephone Network (PSTN). 
• Support of high data rate. The following table shows the data rate requirement of 
the 3G systems 
Table 5.1: 3G data rate requirements 
Mobility Needs Minimum Data Rate 
Vehicular 144 kbos 
Outdoor to indoor & pedestrian 384 kbps 
Indoor Office 2 Mbps 
• Support of both packet-switched and circuit-switched data services. 
• More efficient usage of the available radio spectrum 
• Support of a wide variety of mobile equipment 
• Backward Compatibility with pre-existing networks and flexible introduction of 
new services and technology 
• An adaptive radio interface suited to the highly asymmetric nature of most 
Internet Communications: a much greater bandwidth for the downlink than the 
uplink. 
Research efforts have been underway for more than a decade to introduce multimedia 
capabilities into mobile communications. Different standard agencies and governing 
bodies have been responsible for the efforts to integrate a wide variety of proposals for 
third generation cellular systems. Three different 3G standards emerged as the solution 
for the next generation cellular systems. They are WCDMA, CDMA2000, and UWC-
136. WCDMA employs COMA air interface with the GSM based networks. CDMA2000 
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is a multi-carrier COMA standard and is a natural progression of the COMA based 20 
standard IS-95. UWC-136, a TOMA based standard, was proposed to upgrade the 
existing TOMA based 20 networks. However recent developments suggest that UWC-
136 will not come into service in practice. The following figure 5.1, adopted from [5], 
shows the evolution of third generation cellular systems: 
10 20 2.50 30 
15-958 
Figure 5.1: Evolution towards 30 [5] 
References [5] and [8-10] provide further discussion on the evolution of third generation 
cellular systems. 
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5.3 WCDMA: Air Interface for 3G 
One of the most popular approaches to 3G is to combine a Wideband COMA (WCDMA) 
air interface with the fixed network of GSM. Several proposals supporting WCDMA 
were submitted to the International Telecommunication Union (ITU) and its International 
Mobile Telecommunications for the year 2000 (IMT2000) initiative for 3G. The 
organizations that merged their various WCDMA proposals include Japan's Association 
of Radio Industry and Business (ARIB), Alliance for Telecommunications Industry 
Solutions (A TIS), TIP I and European Telecommunications Standards Institute (ETSI) 
through its Special Mobile Group (SMG). The standard that emerged is based on ETSI's 
Universal Mobile Telecommunication System (UMTS) and is commonly known as 
UMTS Terrestrial Radio Access (UTRA) (5]. This standard is intended to take advantage 
of the WCDMA radio techniques without ignoring the numerous advantages of the 
already existing GSM networks. The access scheme for UTRA is Direct Sequence Code 
Division Multiple Access (OS-COMA). The information is spread over a band of 
approximately 5 MHz. This wide bandwidth is the reason for the name Wideband COMA 
or WCDMA. There are two different modes namely Frequency Division Duplex (FDD) 
and Time Division Duplex (TOO). For the FDD mode, the uplink and downlink 
transmissions employ two separated frequency bands for this duplex method. A pair of 
frequency bands with specified separation is assigned for a connection. In the TOO 
duplex mode, uplink and downlink transmissions are carried over the same frequency 
band by using synchronized time intervals. Thus time slots in a physical channel are 
divided into transmission and reception part. 
5.3 .I WCDMA Key Features 
The key operational features of the WCDMA radio interface are listed below (9], (I OJ: 
• Support of high data rate transmission: 384 kbps with wide area coverage, 2 
Mbps with 
local coverage. 
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• High service flexibility: support of multiple parallel variable rate services on each 
connection. 
• Both Frequency Division Duplex (FDD) and Time Division Duplex (TDD). 
• Built in support for future capacity and coverage enhancing technologies like 
adaptive 
antennas, advanced receiver structures and transmitter diversity. 
• Support of inter frequency hand over and hand over to other systems, including 
hand over 
to GSM. 
• Efficient packet access. 
5.3 .2 WCDMA Key Technical Characteristics 
The following table shows the key technical features of the WCDMA radio interface: 
Table 5.2: WCDMA key technical characteristics 
Multiple Access Scheme OS-COMA 
Duplex Scheme FDD/TDD 
Packet Access Dual mode (Combined and dedicated channel) 
Multi-rate/ Variable rate scheme Variable spreading factor and multi-code 
Chip Rate 3.84 Mcps 
Carrier Spacing 4.4-5.2 MHz (200 kHz carrier raster) 
Frame length 10 ms 
Inter Base Station FDD: No accurate synchronization needed 
Synchronization 
Channel Coding Scheme Convolutional Code (rate y, and 1/3) 
The chip rate may be extended to two or three times the standard 3.84 Mcps to 
accommodate for data rates higher than 2 Mbps. The 200 kHz carrier raster has been 
chosen to facilitate coexistence and interoperability with GSM. 
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5.4 WCDMA Physical Layer at the Uplink 
This section provides a layer I (also tem1ed as physical layer) description of the radio 
access network of a WCDMA system operating in the FDD mode. The spreading and 
modulation operation for the Dedicated Physical Channels (DPCH) at the reverse link is 
illustrated in detail. The uplink data structure for the DPCHs is described and the 
spreading and scrambling codes used in the uplink a reinvestigated. The spreading 
modulation and data structure for forward link DPCH, Physical Random Access channel 
(PRACH), Synchronization Channel (SCH), etc. are described in detail in [5] and [6] 
along with those of the uplink DPCHs. 
5.4.1 Physical Channel Structure 
WCDMA defines two dedicated physical channels in both links: 
• Dedicated Physical Data Channel (DPDCH): to carry dedicated data generated at 
layer 2 and above. 
• Dedicated Physical Control Channel (DPCCH): to carry layer I control 
information. 
Each connection is allocated one DPCCH and zero, one or several DPDCHs. In addition, 
there are common physical channels defined as: 
• Primary and secondary Common Control Physical Channels (CCPCH) to carry 
downlink common channels 
• Synchronization Channels (SCH) for cell search 
• Physical Random Access Channel (PRACH) 
The spreading and modulation for the DPDCH and the DPCCH the uplink are described 
in the following two subsections. 
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5.4.1 .I Uplink Spreading and Modulation 
In the uplink the data modulation of both the DPDCH and the DPCCH is Binary Phase 
Shift Keying (BPSK). The modulated DPCCH is mapped to the Q-channel, while the first 
DPDCH is mapped to the !-channel. Subsequently added DPDCHs are mapped 
alternatively to the I or the Q-channel. Spreading Modulation is applied after data 
modulation and before pulse shaping. The spreading modulation used in the uplink is 
dual channel QPSK. Spreading modulation consists of two different operations. The first 
one involves replacing each data symbol by a number of chips given by the spreading 
factor. The second operation is scrambling where a complex valued scrambling code is 
applied to the chips. The bandwidth of the signal spread signal becomes 3.84 Mcps. 
Figure 5.2 shows the spreading and modulation for an uplink user. The uplink user has a 
single DPDCH only. 
:------------------·-·---·- ----·---- ---·-·--- -·---·-·---·-·---, 
I . . ~(m0 ChannelizatiOn 






Channelization sin ( mt) 
codes (OYSF) (Cc) l ________ ----------------------------___________ .J 
Figure 5.2: Uplink spreading and modulation [6) 
The bipolar data symbols on I and Q branches are independently multiplied by different 
Channelization codes. The channelization codes are known as Orthogonal Variable 
Spreading Factor (OYSF) codes. OYSF codes are discussed in section 4.4.1.3.The 
resultant signal is multiplied by a complex scrambling code. The complex scrambling 
code is a unique signature of the mobile station. Next, the scrambled signal is pulse 
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shaped. Square-Root Raised Cosine filters with roll-off factor of 0.22 are employed for 
pulse shaping. The pulse shaped signal is subsequently up converted as shown in Figure 
5.2. The application of a complex scrambling code with spreading modulation as 
described above is sometimes termed as Hybrid Phase Shift Keying (HPSK). HPSK 
reduces the peak-to average power of the mobile station by generating the complex 
scrambling sequence in a special way [ 186). The generation of complex scrambling code 
is discussed in section 4.4.1.4. The spreading factor for the control channel is always set 
at the highest value which is 256. The channelization code of the control channel is 
always a sequence of 256 ones. 
5.4.1.2 Uplink Frame Structure 
Figure 5.3 shows the principal frame structure of the uplink dedicated physical channels. 
Each frame of l 0 ms is split into 15 slots. Each slot is of length 2560 chips, 
corresponding to one power control period. The super frame length is 720 ms; i.e. a super 
frame corresponds to 72 frames. Pilot bits assist coherent demodulation and channel 
estimation. TFCI stands for transport format combination indicator and is used to indicate 
and identify several simultaneous services. Feedback Information (FBI) bits are to be 
used to support techniques requiring feedback. TPC which stands for transmit power 
control is used for power control purposes. The exact number of bits of these different 
uplink DPCCH fields is given in [7). 
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Pilot TFCI FBI TPC 
I+------T,101 = 2560 chips, I 0 x 2 K bits (k=0 ... 6)-------.i 
L_s_Io_t_I_~--------' ~-=--------'-s_I_o_t_Js _ _J 
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----------
1+----------- T '"P" = 720 ms---------1>1 
Figure 5.3: Frame structure for uplink DPDCH/DPCCH [7] 
The parameter k in Figure 5.3 detem1ines the number of bits in each slot. It is related to 




The spreading factor thus may range from 256 down to 4. The spreading factor is selected 
according to the data rate. The following table shows the spreading factor and the number 
of data channel for the different data rates at the WCDMA uplink 
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Table 5.3: Uplink data rate vs. spreading factor 
Data rate Data channel spreading factor Number of data 
(kbps) channels 
12.2 64 I 
64 16 I 
144 8 I 
384 4 I 
768 4 2 
2048 4 6 
5.4.1.3 Uplink Channelization Codes 
The most important purpose of the channelization codes is to help preserve orthogonality 
among different physical channels of the uplink user. OYSF codes are employed as 
uplink spreading codes. OYSF codes can be explained using the code tree shown in 
Figure 5.4. The subscript here gives the spreading factor and the argument within the 
parenthesis provides the code number for that particular spreading factor. Each level in 
the code tree defines spreading codes of length SF, corresponding to a particular 
Spreading factor of SF. The number of codes for a particular spreading factor is equal to 
the spreading factor itself. All the codes of the same level constitute a set and they are 
orthogonal to each other. Any two codes of different levels are orthogonal to each other 
as long as one of them is not the mother of the other code. For example the codes c 16 (2), 
c8 (I) and c4 (I) are all mother codes of c32 (3) and hence are not orthogonal to c32 (32). 
4 - , , , r C2( I )=( I , I) 
C (I ) ( I I I I) 
C1( I)=( I) c4(2)= (1,1,-I,-1) r 
C2(2)= (1,-1) C4(3)= (1,-I,I,-I) r 
C4(4)= (I ,-1 ,-1, I) r 
l 
SF=! SF=2 SF=4 
Figure 5.4: Code- tree for generation of OYSF codes [ 185] 
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The generation method of OYSF can be explained with the help of the following matrix 
equations [ 185]: 
C,v (l) 
c.-_.(2) 







'('\''1) ( y:., .:. ' : -. 
, (. F! 1) 
's·2·:.·, ... __ 
C\ (l)] = [1 




- ('''1') (.\"2 '" .. -. 
C\· ,(N) 
(5.2) 
In the above matrix notation, an over bar indicates binary complement 
-
(e.g. l = -land- l = I ) and N is an integral power of two. The OYSF codes do not have a 
single, narrow auto-correlation peak as shown in figure 5.5, As a consequence code-
synchronization may become difficult. OYSF codes exhibit perfect orthogonality only at 
zero lags and even this does not hold for partial-sequence cross-correlation. As a result 
the advantage of using OYSF codes could be lost when all the users are not synchronized 
to a single time base or when significant multi path is present. 
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Figure 5.5: Auto-correlation for two OYSF codes of SF= 256 ( 185] 
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A sequence of 256 ones, which is the first code at the code tree for a spreading factor of 
256, is used to spread the DPCCH. The first DPDCH is spread by the code number 
(SF/4+1) where SF is the spreading factor for the data channel. As for example, the 5th 
code is used for spreading the first DPDCH for a spreading factor of 16. So the spreading 
code for the first DPDCH is always arepetition of {I, I, -I, -I}. Subsequently added 
DPDCHs for multi-code transmission are spread by codes in ascending order starting 
from code number 2 excepting the code used for the first DPDCH.Code selection in this 
orderly manner along with the proper choice of scrambling code increases the spectral 
efficiency by limiting the diagonal transitions in the signal constellation [ 185]. This also 
results into efficient use of the power amplifier [ 186]. We should mention that for multi-
code transmission, the spreading factor is limited to 4 only. 
5.4.1.4 Uplink Scrambling Codes 
Uplink Scrambling codes help maintain separation among different mobile stations. 
Either short or long scrambling codes can be used in the uplink [6]. Short scrambling 
codes are recommended for base stations equipped with advanced receivers employing 
multiuser detection or interference cancellation. In this research, we used long scrambling 
codes for the simulations. 
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Scrambling codes (both short and long) can be defined with the help of the following 
equation 
c" = c,(w, + jw,c,') (5.3) 
Here, C, is a real chip rate code, C2 is a decimated version of a real chip rate codeC,. 
The usual decimation factor is 2 so that, 
(5.4) 
c,'(2k)= c,'(2k +I)= c,(2k) 
w, is a repetition of {I I} at the chip rate and w2 is a repetition of { 1 -I} at the chip rate 
So we can write 





w, = {1 -I I -I . . . } 
Figure 5.6: Generation of scrambling codes [6] 
The above block diagram shows the implementation of Equation 5.5. All the additions 
and multiplications are perfom1ed in modulo 2 arithmetic. 
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The WCDMA standard defines a period of l 0 ms or l frame for the period of the 
scrambling codes. 
5.4.1.4.1 Uplink Long Scrambling Codes 
Long scrambling codes are constructed as described in section 5.4.!.4. The real chip rate 
codes C, and C2 are formed as the position wise modulo 2 sums of 38400 chip segments 
of two binary m sequences. The binary m sequences are generated from two generator 
polynomials of degree 25. This is explained in detail below following the discussion in 
[6]. 
Two binary sequences x and y are generated usmg the generator polynomials 
x" + x3 + l and x 25 + x 3 + x' + x + l respectively. The resulting sequence constitutes 
segments of a set of Gold sequences. Let n23 ...... n0 be the 24 bit binary representation of 
the scrambling code number n (decimal). ln the binary representation, n0 is the least 
significant bit (LSB).The x sequence depends on the choice of the scrambling code 
number and is thus denoted as x,. Furthermore, let x,(i) and y(i) denote the t• symbol 
of the sequences x,. andy respectively. The m sequences are constructed the following 
way, 
The initial conditions are set: 
x,.(O)= n0 ,x.(i)= n 1 , ...... ,x.(22)= n 22 ,x.(23)= n 23 ,x,.(24)= l 
y(O)= y (l)= ....... y(23)= y(24)= l 
Then subsequent symbols are generated recursively according to: 
x,. (i + 25) = (x,. (i + 3) + x,(i )) mod 2, i = O,l, ....... 2 25 - 27 
y(i + 25) = (y(i + 3)+ y(i + 2)+ y(i + l)+ y(i))mod2 ,i = 0,!, ..... 2 25 - 27 
(5.6) 
(5.7) 
Chapter 5: WCDMA 93 
The real chip rate code C,,, and C,,, for the nth scrambling code are defined as 
C,,, = {(x,(O)+ y(O))moJ 2 ,(x,(1)+ y(1))moJ 2 , .... ,(x,(N -I)+ y(N -l))moJ>} 
{jx,(M)) jx,(M+I)) jx,(M+N-1)) } C,,, = \+ y(M) moo>'\+ y(M + 1) "'"'" , ... ,\+ y(M + N -I) moo' 
(5.8) 
The generation of the codes C,, and C,, are explained in the next figure 5.7 
. . 
00000 0000000000 C~,, 
MSB 
c,,, 
Figure 5.7: Uplink long scrambling code generator [6] 
5.4.1.4.2 Properties of Uplink Long Scrambling Code 
• The uplink long scrambling code has very good auto- and cross correlation 
properties. This is the only code that separates the asynchronous uplink users. 
• Due to its good auto-correlation property, the unwanted correlation products 
from the desired user's multi paths will also be very small. 
Chapter 5: WCDMA 94 
• The scrambling codes are designed so that they have very low cross correlation 
among them. This ensures good Multiple Access Interference {MAl) rejection 
capability 
5.4.1.5 Summary of WCDMA Uplink Modulation 
We can summarize the discussion on the modulation applied to the dedicated physical 
channels in the following table 
Table 5.4: Parameters of WCDMA spreading and modulation at the uplink 
Spreading Modulation Dual Channel QPSK for UL 
Data Modulation BPSK for UL 
Channelization OVSF codes 
Scrambling Complex Scrambling 
Frame Length 10 ms 
Chip Rate 3.84 Mcps 
Pulse Shaping Raised Cosine with 0.22 roll off 
5.4.2 Channel Coding 
The main purpose of channel coding is to selectively introduce redundancy into the 
transmitted data and improve the wireless link perfom1ance in the process [3]. Channel 
codes can be used to detect as well as correct errors. The WCDMA systems have 
provision for both error detection and error correction. Channel coding scheme at the 
WCDMA system is a combination of error detection, error correction, along with rate 
matching, interleaving and transport channels mapping onto/splitting from physical 
channels [ 187]. This section gives a brief description on the error detection and error 
correction schemes recommended for the WCDMA systems 
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5.4.2.1 Error Detection 
Error detection is provided by a Cyclic Redundancy Check (CRC) code. The CRC IS 
24,16,8 or 0 bits. The entire transmitted frame is used to compute the parity bits. Any of 
the following cyclic generator polynomials can be used to construct the parity bits: 
g 24 (D)= D 24 +D 23 +D 6 +D 5 +D+ I 
g, 6 (D)= D 16 +D" +D 5 +D+I 
g,(D)= D 8 +D 7 +D 4 +D 3 +D+l 
A detailed description of the error detection scheme is given in [187]. 
5.4.2.2 Error Correction 
(5.9) 
Two alternative error correction schemes have been specified for the WCDMA system. 
They are Convolutional Coding and Turbo Coding. For standard services that require 
BER up to 10-3, which is the case for voice applications, convolutional coding is to be 
applied. The constraint length for the proposed convolutional coding schemes is 9. Both 
rate 1/2 and 1/3 convolutional coding have been specified. For high-quality services that 
require BER from I 0-3 to I 0-6, turbo coding is required. The feasibility of applying 4-
state Serial Concatenated Convolutional Code (SCCC) has been investigated by different 
standardization bodies. Reference [ 187] provides a detailed description of the error 
correction coding schemes along with rate matching, interleaving and transport channel 
mapping. For the simulations perfom1ed for this research, we did not employ any error 
detection or error correction schemes. 
5.5 Summary 
In this chapter, we presented a short background on the generation of the uplink W-
CDMA transmitting signal. We discussed about the designated uplink physical channels 
and their specific frame-slot fom1at at the beginning. We then described the specific 
modulation and spreading techniques for the dedicated physical channel. For this, we 
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discussed the generation of the uplink spreading and scrambling codes, which are used in 
latter simulations. We also looked in the auto and cross correlation properties of these 
codes, which are crucial to justify the system performance in a qualitative manner. Even 
though our system does not incorporate channel coding, we looked into the proposed 
coding scheme for future reference. The information provided in this chapter is used 
extensively in the later chapters to develop our space-time processing simulation testbed. 
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CHAPTER SIX 
SYSTEM MODELING & ANALYSIS 
6.1 Introduction 
In the previous chapters, we presented the necessary background for beamformer-Rake 
receiver structures, spatio-temporal channel models and the current W-CDMA uplink 
signal format. To integrate all these concepts in an orderly fashion, a mathematical 
formulation of the system is needed. In this chapter, we characterize the system by 
building mathematical models of different system components. This modeling is essential 
for understanding the functionality of the system as well as for analyzing the system 
perfom1ance. In addition, these models aid in building the simulation testbed of a base-
station beamformer-Rake receiver for W-CDMA, which we will present in the next 
chapter. Also, a mathematical description of the system helps validate the simulation 
results. 
We first formulate the transmitted signal in accordance with the W-CDMA uplink signal 
format. Then, the spatio-temporal channel is characterized by a simple parametric model. 
We then incorporated these models in building up a complete mathematical description of 
a pilot symbol assisted (PSA) coherent beamformer-Rake receiver at the base station. 
When necessary, the details of the functional block diagrams of different system 
components are included. Finally, we make a qualitative measure of the system by 
deriving its optimum output signal to interference plus noise ratio (SINR) performance. 
The chapter is organized as follows: In section 6.2 we presented the W-CDMA uplink 
transmitter model. Section 6.3 gives a brief description of the spatio-temporal parametric 
channel model. In Section 6.4, the PSA 2-D RAKE receiver is analyzed using the input 
signal and channel models developed in the previous two sections. In section 6.5, we 
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derived the optimum output SINR performance of this space-time processing system. 
Finally a summary is given in section 6.6. 
6.2 Transmitter Model 
The block diagram of the W-CDMA uplink transmitter for the ith user as described in 
section 6.2 is shown in Figure 6.1. 
D 
C; cos(<ur) 
s," In J; (..., 
s, ( t) 
s,c I" I. 
' c 
sin(wr) c, 
Figure 6.1: WCDMA uplink transmitter model [I] 
For simplicity only one data channel (DPDCH) is shown even though the W-CDMA 
uplink transmitter can support up to six DPDCH. The sequences b,D[n] and b,c[n] are the 
channel coded data and control bits of the ith user respectively. In this development, 
these are the signals of interest, so the previous blocks such as coding and interleaving do 
no appear in the figure. They are mapped into the I and Q branches and subsequently 
spreaded by two different channelization code sequence c,D and c,c respectively. These 
codes commonly known as Orthogonal Variable Spreading Factor (OVSF) codes are 
orthogonal to each other and user specific. After channelization the two spreaded 
sequences are weighted by two different gain factors and combined orthogonally to form 
the baseband QPSK signal. 
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For simplicity of analysis, we will assume that the data and control channel have the 
same bit rate and the spreading factor. Then the G; xI spreaded chip sequence vector for 
the nth bit v;[n] can be expressed as 
where n is the bit index, G; is the ith user's spreading factor which is also the length of 
the channelization code vectors, c; 0 and C;c and fJ; 0 , fJ;c are the gain factor for ith 
user's DPDCH and DPCCH respectively. The spreaded signal is further multiplied by a 
complex scrambling code, c/" with a periodicity of one frame. The resulting signal is 
s;(n]= v;[tl]diag(c/"((n-J)G ... nG)) 
= {fJ; 0 b;0 [n}:; 0 + )fJ;cb;c[n}:;c~iiag(c/"[nJ}n = 1,2, ... NFmme (6.2) 
Where diag(.) is the diagonalization operation with the elements of c/"(n] along the 
main diagonal. The baseband discrete time signal is then pulse shaped by a root raised 






- {J;c b;c[nJ2>c (k )c/"((n-1 )G; + k )g(t- (nG; + k )?;,)sin( wJ + ¢;). 
k=l 
where g(t) is the chip pulse shaping waveform, r. and 7;, is the bit and chip duration 
respectively, w, is the angular carrier frequency and ¢; is an unknown carrier phase. The 
transmitted signal is propagated through the channel characterized in the next section. 
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6.3 Channel Description 
The spatio-temporal channel models described in Chapter 4 provides a statistical 
description of the multipaths channel parameters such as channel gain, propagation 
delays, angle of arrivals (AOA) etc. However, for the purpose of analysis, a simple 
parametric model represented by a summation of delta functions associated with different 
amplitudes, time delays and AOA is more useful. Each of these delta functions 
corresponds to a resolvable multipath in a frequency selective fading channel, as is the 
case for a W-CDMA signal. Thus the channel impulse response formed in this manner 
provides a mean description of the statistically distributed channel parameters in both 
space and time. 
An important parameter that characterizes the spatial channel is the angle spread, ll. 
defined as the spread of the AOA of the discrete multi path components. In other words, 
each of the delta functions in the channel impulse response is in reality a combination of 
a number of delta functions (subpaths), which arrive very closely in time but may have 
different directions. The range of the AOA of these subpaths is characterized by the angle 
spread. As we will see, this parameter has an important effect on different array 
processing and combining techniques. 
As mentioned earlier, a W-CDMA system undergoes frequency selective fading when the 
relative multipaths delays are more than a chip period. This time dispersiveness property 
of the channel is characterized by the delay spread defined in a similar way as the angle 
spread. That is, delay spread is a measure of spread of the multipaths in time domain. 
Thus, it will determine the performance of time domain processing schemes such as 
RAKE combining. 
The time-varying property of the channel model is defined by the doppler spread. For the 
spatio-temporal channel models, an accurate description of doppler power spectrum is 
still to be fomlUlated. However in this analysis and in our simulation we will be assuming 
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a Rayleigh faded temporal characteristics of the channel since it gives a close enough 
power spectrum to the models in chapter4 [180], (184]. 
Let us consider an N-element linear antenna array at the receiver. The channel impulse 
response of the ith user can be expressed as 
L, 
h,(t)= :La,,,(tp(B,,)o(t-r,J (6.4) 
f=l 
Where L, is the number of resolvable multi paths from the ith user each characterized by 
a complex path amplitude au(t) and a path delayrl.i. The Nxl array response vector or 
the steering vector a(B,.;) is defined as 
( ) [ 
-j2Jr~(N-I)sin(Ou+t\,) 
a B,,, = I e 
- j2Jr~(N-I)sin(011 +61 ) l T 
e " . (6.5) 
where dis the element spacing and Bu is the AOA of the /th path from ith user and D., is 
the angle spread of the ith user. In the analysis, we will use the narrowband assumption 
for array processing which states that the envelope of the plane wave propagating across 
the array remains essentially constant if the bandwidth of either the signal or the antenna 
is small compared to the carrier frequency. For the wideband case, this assumption is also 
valid provided that the time taken by the wavefront to pass across the array is small 
compared to the chip period Tc. Equation (6.4) can be rearranged as 
L, 
h, (t) = L a,,, (t )o(t- r,J (6.6) 
1=1 
where a,,, (t) =au (t )a(Bu) is called the spatial signature vector or the channel vector of 
the ith user. Thus this channel model is equivalent to a tapped delay line filter with the 
power spectrum defining the time varying filter coefficients. 
Chapter 6: Svstem Modeli11g a11d A11alvsis 102 
6.4 Receiver Model 
The receiver portion at the base station intended to detect the ith user in the uplink is 






Figure 6.2: Base station antenna array receiver model [I] 
The base station uses an N element antenna array receiver to demodulate the desired 
user's signal. After downconversion and lowpass filtering, the baseband received signal 
is processed by a bank of M space-time processors each assigned to one of the resolvable 
multipaths. To detect the /th path, the signals at different antenna elements are first time 
aligned to the /th path delay and discretized to form the chip samples. Then a 
descrambling operation is performed at each element of the antenna array followed by the 
despreading using the data and the control channel channelization codes. An adaptive 
beam forming network then takes the despreaded control channel symbols as the input and 
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calculates the beamformer weights using the pilot symbols in the control channel as the 
reference signal. Typically gradient-based algorithms such as Least-Mean Square (LMS) 
algorithm or the standard Recursive Least Square (RLS) algorithm are considered. The 
weights are updated in each slot of the W-CDMA frame and used on both the data and 
control channel symbols for beamfom1ing. The outputs of the M beamformer are then 
coherently combined (MRC RAKE combining) by the modified channel gain through the 
beam former and hard limited to get the coherent symbol decision. 
The total received Nx I signal vector at the base station antenna array is given by 
K I.; 
x(t)= l:l:a~.~(t)s;(t- r,J+ry(t) (6.7) 
i:l /::I 
where K is the total number of users in the system and ry(t) is the Nx I complex additive 
Gaussian noise vector with zero mean and a variance of u. 2 = N0 I 2. All the other 
symbols have the same meaning as in section 6.2 and 6.3. It is assumed that the noise 
vector is spatially and temporally white, i.e.,E{ry(t,)ry"(t,)}= u.'o(t, -t2 ), where(.)" IS 
the Hem1itian (conjugate transpose) operator. 
Without loss of generality, let us consider the operation of the receiver for the /th path of 
ith user. After downconversion, the received signal is synchronized to the /th multipath 
delay r,; .and low-pass filtered (root raised cosine matched filtering). The resulting 
discrete signal can be expressed as 
x~.~(n]= Au[n}tiag(S;[n])+I[n]+M[n]+N[n]; n = 1,2, ... ,NF,am, (6.8) 
where again n is the bit index, x~.~[n] and N[n] are Nx G; received chip sample matrix 
and sampled noise matrix respectively, A1 ; [n] is the NxGi discrete channel matrix for the 
/th path of user i, s; [n] is the G; xI transmitted chip sequence vector for the user i as given 
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by (6.2). TheNxG, matrices, I[n] and M[n] are the user's self interference due to 
multipaths and the multiple access interference (MAl) from all the other users and they 
are ex pressed as 
(6.9) 
M [n] = t I A1.;· [n }tiai s,.[n- [r,_,. - ru ]]J 
1 =I /=1 l Tc 
i'oti 
Substituting (6.2) in (6.9) and treating the summation of l[n],M[n]and N[n] as a single 
interference plus noise matrix, N[n], the received discrete chip samples for nth bit 
( 6.1 0) 
At each antenna element, the signal is descrambled by the ith user's scrambling code 
sequence, c,"' as below 
(6.11) 
where it is assumed that the amplitudes of the complex scrambling sequence, c,'a [n] is 
nom1alized to unity. The resulting Nx G, interference plus noise matrix after 
descrambling,NJ"'[n] is given by 
N dscr [n] = I dscr [n] + M dscr [n] + N dscr [ 11] 
= I(n ]diag(c/cr [n ])+ M [n ]diag(c/cr [n ])+ N [n ]diag(c/cr [n J) (6.12) 
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As shown in chapter 5, the W-CDMA uplink long scrambling code, c/u has very good 
auto and cross correlation properties. That means, the auto and cross correlation function 
of c/u can be approximated as 
i ;i: i' (6.13) 
Then this has the effect of making the elements of the descrambled interference plus 
noise matrix, N""' [n] uncorrelated. Subsequent despreading of the resultant signal by 
the G, xI data and control channelization code vectors, c,0 and c,c , respectively, 
collapses the chip samples over a code length into one data and control channel bit. The 
resulting despreaded data and control bits can be expressed as 
Xu 0 [n] = ~- Xd,u[n]c, 0 = au[n].B, 0 b, 0 [n ]+ ij1 ° [n] 
' 
( 6.14) 
x,/[n]= ~- (- J)XJ_,Jn]c,c =a1_,[n].B,cb,c[n]+ij1c[n] 
' 
Where a,_, [n] =a,_, [n ]a(e,,) is the Nx I channel vector for the nth bit, ij1 ° [n] and ij1 c [n] 
are Nx I total interference plus noise vectors for the nth bit associated with data and 
control channel, respectively. It is intuitive from the previous statements that the elements 
of the interference plus noise vectors will also be uncorrelated. Also, it is shown 
analytically in [ 188] and by simulation in [ 189) that when the number of user is large 
(heavily loaded system),autocorrelation matrices of these interference plus noise vectors 
are close to scaled identity matrices, which is what we expect if they are composed of 
independent elements. That is 
R,, 0 [n] = E~,O [nJ&7/ [n])" }= a,/I 
R,,c[n]= E~1c[nJ&/,c[n]t }= a,i,C '1 
(6.15) 
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where cr." 2 and cr. c 2 are the variances of ry1 ° [n] and Tj 1 c [n] respectively and l is an 
'It '1! 
NxN identity matrix. The despreaded control channel signal has a factor of -j in its 
expression indicating the fact that it was mapped into the Q-branch in the original 
transmitted signal. 
As mentioned in chapter 5, the current W-CDMA uplink signal format defines pilot bits 
in the control channel. Therefore, any beam former that uses the pilot bits as the reference 
signal should take the despreaded control channel bits as the input. We considered three 
different pilot symbol assisted (PSA) beamforming techniques: Minimum Mean Squared 
Error (MMSE) based Direct Matrix Inversion (OM!) beamfom1ing, Least Mean Square 
(LMS) and Recursive Least Square (RLS) adaptive beamforrning. They are explained in 
the following sections. 
6.4.1 Direct Matrix Inversion (DI\11) beamforming 
The OM! beamformer minimizes the mean squared error between the beamforrner output 
and the reference signal [190], [183). Denoting the reference signal as d[n] and the input 
signal to theN-element beam former as x[n], the optimum weight vector estimate is given 
by theWiener-Hopf(W-H) equation as below 
- R. -I-
W OPT = .t.t r_td (6.16) 
where the NxN matrix, Ru IS an windowed estimate of the sample autocorrelation 
matrix, R, .. and is usually given by 
; 
R.Ji]= 2:;t-"x[n]~:"[nl (6.17) 
n=l 
where A is a weighting factor or forgetting factor defined over the interval (0, I). The 
value of), determines how much past information will be used to calculate the sample 
correlation matrix. For a nonstationary fading channel, A is usually less than I, which 
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defines an exponential window, thus ensuring that the data in the distant past is forgotten 
in order to account for the statistical variation of the data samples. For fading channels, ). 
is chosen so that the window length extends over the coherence time of the channel, i.e., 
the time over which the fading can be considered correlated. For a stationary channel,/, is 
taken as 1. 
The Nx 1 vector, r,d, 1n (6.16) is an estimate of the sample cross correlation vector 
betweenx[n] and d[n] and is defined in the same way as R.'-'' i.e., 
i 
r,d [;] = L ..t'-" x[n }r [n] ; 1~n~i (6.18) 
n:l 
where the symbols have the same meaning as before. Equations (6.17) and (6.18) can be 
written in a recursive fashion as below 
f?Ji] = ..t[ ~ ,t,_,_, x[n]x 11 [nJ] +x[i }x 11 [i] = ..tR« [i- 1] + x[i }x 11 [i] 
P,d [;] = ..t[~..t'_,_,x[n }1' [nJ] + x[i}l' [;] = ..tr,d [i -l]+x[i}l' [i] 
( 6.19) 
As mentioned earlier, the despreaded control channel signal, x,/ [n] as given in (6.14) is 
the input to the /th beamformer designated for the ith user. The reference signal, d[n] is 
the pilot in the control channel of the uplink W-CDMA signal. For each slot of a frame, 
the weight vectors are calculated using the pilot bits for that slot. The auto and cross 
correlation estimates at the end of a slot are used to update the estimates for the next slot 
according to (6.19). Thus if N d is the number of pilot bits per slot, then the weight vector 
of the /th beamformer for thejth slot is given by 
. (- . [ J)-' . [ l w 1 = R J N p J N . 
l x.-x,. d .r,.d d ' j = 1,2, ... ,15 (6.20) 
where 
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( 6.21) 
)NJ 
- i[N j - J-'[N j '\' ,JN,-n c[ j(di[ j)' t".r:~d J = r.r:,.d ,1 + L...,; A ' X 1.i n n 
11::()-l )N,1 +I 
where d 1 [n], n=i, 2, ... ,N"are the pilot bits for thejth slot. 
6.4.2 Least Mean Square (LMS) Adaptive beamforming 
The DMI method as described in section 6.4.1 requires the inversion of the 
autocorrelation matrix R", which involves a significant amount of computation. An 
attractive solution to this problem is the use of Least Mean Square (LMS) adaptive 
algorithm, which is a member of the so-called stochastic gradient descent algorithms 
[ 191]. The basic idea of the LMS algorithm is that it tries to get an instantaneous (symbol 
by symbol) estimate of the gradient vector of the cost function, which in this case is the 
Mean Squared error (MSE) between the reference signal and the beamformer output. In 
this respect, the LMS algorithm differs from the steepest descent method of solving the 
W-H equation in that the gradient vector estimation does not require a large windowed 
estimate of the correlation functions [191]. In other words, the algorithm uses a one-
symbol data window to get a noisy estimate of these functions and consequently adapts to 
the incoming data in order to converge to the optimum Wiener solution given by (6.16). 
The weight vector update using the LMS algorithm is given by the following recursive 
fom1ula 
11{ n + 1] = H{n] + ,ux[n ]e · [n] (6.22) 
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wherex[n] is the beamformer 'nput. e[n] is the estimation error between the beam former 
output and the reference signal, d[n], and is represented as 
e[n] = d[n ]- 1i{n ]" x[n] (6.23) 
The parameter f.l in (6.22) is a small positive constant that defines the step size of the 
incremental correction of the weight vector. The convergence of the algorithm towards 
the optimum weight vector depends on the selection of f.i. A larger value of f.1 drives the 
algorithm faster towards convergence but has the risk of not achieving the minimum 
value of the cost function and instability. On the other hand, a smaller value of f.1 
increases the probability of reaching the minimal point but it suffers from slower 
convergence. 
Referring to the W -CDMA frame format, the antenna weight vectors are updated in each 
slot using the pilot bits for that slot. The weight vector calculated at the end of a slot is 
used as the initial weight vector for the weight updation in the next slot. Thus the weight 
update equation for the jth slot can be represented as 
w/ [1] = w1-' [N d] (6.24) 
w/[n + 1] = wi[n]+ f.lXuc[(J -l)Nd + n](e1[n])" n=l,2, ... ,Nd 
where as in section (6.4.l),Nd is the number of pilot bits per slot andx,/[n] is the 
beamformer input given by the despreaded control channel signal in (6.14). The error 
signal for the jth slot, e1 [n] is expressed as below 
n=l,2, ... ,Nd (6.25) 
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6.4.3 Recursive Least Square (RLS) Adaptive Beamforming 
The RLS algorithm is a recursive technique that gives an approximate least-square (LS) 
estimate of the antenna weight vectors. Thus the cost function of the RLS algorithm is the 
sum of the squared errors over a sample window as opposed to the ensemble average of 
the squared error (MSE) in the LMS algorithm [ 191]. 
The key feature of the RLS algorithm is an iterative technique that estimates the inverse 
of the windowed autocorrelation function, R". The steps of the RLS algorithm are given 
below 
[ l -1- 1 P[n- 1Jxc (n] k 11 = ----c-="-o----'"="''--"--=-~ I+ -1-'x/' [n]A-' P[n -I ]..dn] 
a[n] = d[n]- >V 11 [n- J]..dn] (6.26) 
w[n] = w[n - 1] + k[n ]a. [n] 
P[n] = -1- 1 P[n- 1]- -1-' k[nJxc 11 [n ]P[n- 1] 
where x[n], d[n] and -1 have the same meaning as in sections (6.4.1) and (6.4.2). The NxN 
matrix, P[n] which is updated recursively in the algorithm, is an estimate of the inverse 
of the autocorrelation matrix,R" [n]. The initial value of P[n] is usually set as 
(6.27) 
where I is the NxN identity matrix and 8 is a small positive constant. As in the case of 
the LMS algorithm, the antenna weight vectors are updated in each slot using the pilot 
bits for that slot and the weights calculated at the end of a slot are used to initialize the 
algorithm in the next slot. 
In all the three beamfom1ing techniques described above, the weight vectors are 
calculated on a slot by slot basis either by taking all the pilot bits in a slot to forrn the 
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correlation estimates as in DMI or by updating the weights recursively with each pilot 
bits in the slot as in LMS or RLS. Thus the weight vector associated with a particular 
control channel slot can be used to beamform both the corresponding data and control 
channel slot. Continuing from Equation (6.15), the output of the /th beam former for the 
jth data and control channel slot can be expressed as 
/)[ l ( j)/1 /)( ) zl,i n = w1 Xu n 1 
N 
. _ I frame J- , ... , 
N" 
(6.28) 
where again j is the slot index, w,f is the weight vector for the jth slot and x,/ [n L 
and x,/ [n t are the despreaded data and control channel bits respectively for the jth slot 
given by (6.12). Substituting (6.12) in (6.13) 
z,/ [n L = (w/ tau [n ]p,O b, 0 [n]+ (w/ t 1]/ [n] 
z,/ [n L = (w/ )11 au[n ]p, c b,c[n]+ (w/ t 1]1 c[n] 
(6.29) 
In the rece1ver, each RAKE finger is associated with a beamforrner dedicated to a 
specific spatio-temporal multipath. Thus, to coherently combine all the beamforrner 
outputs the channel gains for all these paths need to be estimated. The modified channel 
gain at the beam former output is given by 
au[nL = (w/)" au[n]; n =(j-l)N", ... ,jN", I= 1,2, ... ,M (6.30) 
where au [n] =au [n ]a(e,,~) is the Nx I channel vector for the nth bit and M is the number 
of RAKE fingers used in the receiver. In practice, this modified channel gain for each 
path is estimated by some sort of weighted average of the pilot bits in a single or multiple 
control channel slots. The output of the MRC coherent RAKE combiner is then expressed 
as 
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(6.31) 
1=1 
where the respective symbols have the same meanmg as described before. The soft 
decisions, z/ [n] and z1 c [n] are then hard-limited to get coherent decisions for the 
uncoded data and control channel bits. 
6.5 Generalized Optimum Output SINR Analysis 
In this section, the output SINR expression of the beamformer-Rake receiver employing a 
general optimum beamfom1er is derived. The approach followed here is similar to the one 
used in [ 188] and [ 180]. The assumptions made here will be to be validated in our future 
research. 
The optimum weight vectors for the /th beam former is well known to be given by [ 191] 
w,,0 ,/ = r/ (R,. 0 [n Jt' a,,~ [n] 
WI,OPT C = Yt C (R., C [11 lt' a,,[n l 
(6.32) 
where r, 0 and r, c are arbitrary constants, R., 0 [n] and R.,. c [n] the data and control 
interference plus noise correlation matrices respectively given as (6.15) and a,,~ [n] is the 
channel vector defined in (6.15). In the case, if R,, 0 [n] and R •• c [n] can be 
approximated by identity matrices, the optimum weight vectors become 
D D 2 [ l 
Wf OPT = Yt a. D a,. II 
• 'It '1 
(6.33) 
c c 2 [ l W 1 OPT = y1 CY. c a1 . 11 
, 'II ·' 
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As can be seen when the interference and noise is white, the solution becomes the MRC 
diversity combining. 
Substituting (6.32) in (6.29), the /th beam former output can be expressed as 
According to (6.30), the weights of the RAKE combiner is then 
a,/ [n) = ( w/,0/'T D)" a,,[n] = (r,O )"a,/' [n KR.,., D [n )-I)" a,,[n] 
a,/ [n) = ( w,,oP/ )"a ,,[n) = (r, c)" a,/' [n KR.,., c [n)-1 )" a,,[n) 
Substituting (6.34) and (6.35) in (6.28), the output of the RAKE combiner is then 
M • M 2 4 M tD 
z; 0 [n]= I:z,/[nKa,,[n]) = I:lr/llla,,[nJI ,8; 0 b/[n]+ 2::7/, [n) 
l=l /::] 1=1 
M • M 2 4 M rC 
z;c[n]= I:z,/[nKa,,[n]) = I:lr,cllia,,[nJI ,B;cb;c[n]+ L7/1 [n] 
/=1 /:) /=1 
where the noise and interference terms 1/1•
0 [n] and 7]/ [n) are given by 
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6.6 Summary 
In this chapter, we developed the mathematical model of our proposed space-time 
processing system for W-CDMA. The formulation started with a model of the W-CDMA 
uplink transmitter. A simple characterization of the spatio-temporal channel suitable for 
the analytical purpose is presented. Using these two formulations we then extensively 
analyze a PSA coherent space-time RAKE receiver intended for the base station. 
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CHAPTER SEVEN 
SIMULATION RESULTS AND DISCUSSION 
FOR UPLINK-DOWNLINK SCENARIOS 
7.1 Introduction for Uplink Scenario 
In the previous chapter, we present a detailed mathematical description of our proposed 
PSA space-time beamformer-Rake receiver for the W-CDMA system. We formulate the 
W-CDMA transmitter model and the spatia-temporal channel model and use those to 
analyze the receiver. In doing so, we get a qualitative measure of the performance of a 
beamfom1er-Rake receiver in a frequency selective multipath channel with MAJ. In this 
chapter, we quantify the performance by simulating the PSA beamformer-Rake receivers 
in the GBSB circular channel with the uplink W-CDMA signal standard. We consider the 
LMS, OM! and RLS based .PSA beamfom1ing techniques with varying number of 
antenna elements. We also consider MRC coherent RAKE receiver with different number 
of fingers. We compare the performance of these different PSA beamformer-Rake 
receivers with the conventional ( 1-D) RAKE receivers and the conventional PSA based 
beamformer. We simulate the receiver operation in channel conditions that show the 
performance trade-off between array processing and RAKE combining. Performances are 
compared in tem1s of three parameters: antenna elements, RAKE fingers and 
beamforming algorithms. Both the BER versus number of users and the BER versus 
Eb/No performances are considered. 
The chapter is organized as follows: In section 7.2, we present the simulation set up for 
the proposed system. We describe the transmitter specifications for the W-CDMA used in 
the simulation. In section 7.3, the multipath channel generation is discussed. Section 7.4 
presents the block diagram of the receiver used in the simulation. Section 7.5 provides the 
parameters to create the simulation environment. In section7.6, we present the simulation 
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results along with the relevant discussion. Finally we conclude the chapter with a brief 
summary in section 7. 7. 
7.2 Simulation Set Up for Uplink 
7.2.1 Transmitter Specifications 
The W-CDMA uplink physical channels have a frame/slot structure as described in 
chapter 5 [ 1]. The frame length is I 0 ms and it comprises of 15 slots with duration of 
0.667 ms each. The uncoded DPDCH and DPDCH bits are channel coded by a 
convolutional encoder and subsequently mapped into I and Q channels respectively. In 
the simulation, we assume that the channel coding is already performed so that the 
signals of interest are the encoded DPDCH and DPCCH bits. The encoded DPDCH bits 
are Binary Phase Shift Keying (BPSK) modulated and grouped into 80 symbols to form 
one DPDCH slot so that the resulting data symbol rate is 120ksps. Similarly, the encoded 
DPCCH bits are also BPSK modulated to form the antipodal signal. Each DPCCH slot 
has 8 pilot symbols time multiplexed with 2 TPC symbols resulting in a control symbol 
rate of 15 ksps. The uplink frame/slot parameters are listed in Table7.1. 
Table 7.1: Uplink WCDMA Frame-Slot parameters 
Frame duration 10 ms 
Frame rate I 00 frames/sec 
Slots/frame 15 
Slot duration 0.667 ms 
Slot rate 1500 slots/sec 
Symbol/slot DPDCH 80 
DPCCH 10 
DPCCH Pilot 8 
slot TPC 2 
field • TFCI 0 
FBI 0 
• DPCCH slot fields are descnbed m chapter 5 
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It is assumed that each uplink user has only one DPDCH even though the max1mum 
possible DPDCH that can be assigned to a particular user is six. The spreading factor 
(SF) for each user's DPDCH is taken to be 32. The SF for the DPCCH is always set at 
256. For spreading, orthogonal variable spreading factor (OVSF) codes are used which 
are explained in chapter 5. Each uplink user's DPDCH is spreaded by a length 32 OVSF 
code, C32.9 , where the I" index is the level in the code tree and the 2"" index is the code 
number in that particular level. The spreading code for DPCCH is a length 256 sequence 
of all I 's. Both the DPDCH and DPCCH gain factors are set at I. The spreaded I and Q 
channels are QPSK modulated and the resulting complex chip sequence has a rate of 3.84 
Mcps. A user specific complex long scrambling code with a repetition period of 38400 
chips (I frame) is used to multiply the QPSK chip sequence. The scrambling code is 
generated uniquely for a specific code user and is described in details in chapter 5. Each 
scrambled chip samples are then upsampled by a factor of 4. Finally, to confine the 
spreaded wideband signal within the 5 MHz allocated bandwidth for uplink, a square-root 
raised cosine Nyquist transmitter filter with a roll off factor of 0.22 is applied. The 
resulting pulse-shaped signal is the transmitted baseband signal from an uplink user. The 
major transmitter parameters used in simulation are listed in Table 7.2. 
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Table 7.2: Uplink WCDMA transmitter parameters for simulation 
Dedicated physical DPDCH I 
channels DPCCH I 
Data modulation DPDCH BPSK 
DPCCH BPSK 
Spreading factor DPDCH 32 
DPCCH 256 
Spreading code DPDCH c". (OYSF)* DPCCH c,s •. , 
Symbol rate DPDCH 120 ksps 
DPCCH 15 ksps 
Gain factor DPDCH 1.0 
DPCCH 1.0 
Spreading (chip) modulation Dual Channel QPSK 
Scrambling code Uplink long scrambling code 
Chip rate 3.84 Mcps 
Oversampling factor 4 samples/chip 
Pulse shaping Root RC with roll-off 0.22 
Carrier frequency 1.92 GHz 
* OVSF codes CsF, are descnbed m chapter 5 
7.3 Multipath Channel Generation for Uplink 
7.3.1 Macrocelluar Environments 
Macrocells correspond to large cells where base station has relatively high antenna. The 
propagation path length can be up to several miles. Typically users are considered to be 
within I 0 km of the base station. Circular channel models are more appropriate in such 
environments, which depicts suburban and rural multipath propagation scenario. We 
considered three-sectored base station with a linear antenna array for each 120° sector is 
considered. The element spacing is set at 0.5A. where A. is the wavelength of the 
transmitted W-CDMA waveform with a carrier frequency of 1.92 GHz. As described in 
chapter 4, each user has a circular region of large reflectors surrounding it. The radius of 
the circle is again determined by the maximum multipath delay relative to the LOS path 
delay. In accordance with the ETSI's vehicular A channel, the maximum relative 
multipath delay for all the users are against to be 8 W-CDMA chip period (I chip period 
"'0.3 f.!S). Therefore, in simulation the maximum relative multipath delay for all the users 
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are set at 8 chip periods. A large reflector in an elliptical regiOn contributes one 
resolvable multipath from the corresponding user. Resolvable multipaths are considered 
to be those paths whose relative delays are greater than a chip period. The delays, 
amplitudes and AOA of these paths are calculated using the procedure described in 
chapter 4.The fractional multipath delays are rounded up to integer chip samples. Only 
the distance dependent path loss is assumed and no long tem1 fading is considered. The 
path loss exponent is taken to be 3.5. Perfect power control assumption for all the uplink 
users is validated by fixing their LOS power to a fixed level. Small scale fading due to 
the local scatteres is incorporated by assuming that each resolvable path undergoes 
independent Rayleigh fading. Ideally the samples of the fading envelope should be 
generated at the W-CDMA chip rate of 3.84 Mcps. However to make the simulation 
faster, the fading is generated at the rate of DPDCH data symbols (120ksps). The velocity 
range is 60-70 mph (96-113 kmph) which corresponds to a maximum Doppler 
frequency range of 180-200 Hz. The reasoning for this is that highways for fast moving 
vehicles typically run in rural and suburban areas .. It is also assumed that the users are 
moving in a direction directly away from the base station so that the LOS path from each 
user experiences the maximum Doppler spread. The doppler spread of the other 
multipaths from a user depend on their AOA at the base station with respect to the LOS 
path. For perfect synchronization of the uplink user's LOS path, the distance of all the 
users from the base station should be kept as the same. A macrocelluar scenano 
employing circular reflector region around each user is shown in Figure 7 .I. 
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Figure 7.1: Multipath propagation model for macrocelluar environment (I] 
7.4 Receiver Operational Block for Uplink 
The processing block diagram of a PSA beamformer-Rake receiver used for simulation is 
shown in Figure 7.2. The receiver operation is explained in details in chapter 6. The main 
assumption we make in simulating the receiver is perfect channel estimation (!].That 
means the multipath channel delays, gains, phases and AOAs are assumed to be known in 
the receiver. Thus the synchronization and channel estimation blocks are not shown in 
Figure7 .2. Also all the control channel bits (both pilot and TPC) are assumed to be 
known in the receiver. In a practical system, the control channel signal level is usually 
estimated before applying it to any pilot symbol assisted operation such as channel 
estimation or beamforming. Thus, instead of using the known pilot bits directly as the 
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reference signal for beam forming, a modified version of the pilot bits are often employed. 
In the simulation, we did this modification by multiplying the pilot bits with the 
instantaneous complex channel gain, which is assumed to be known. Thus the reference 
signal for PSA beamforming is the product of known pilot bits and the instantaneous 
channel coefficient. Another practical issue in the receiver is that one complete DPCCH 
frame needs to be demodulated first to extract the information about the SF for DPDCH. 
This is due to the fact the TFCI bits, which extend over the whole frame, carry the 
information about variable data rate and the corresponding variable SF. Thus the data in 
DPDCH needs to be buffered for a full frame time before despreading. As mentioned in 
chapter 6, in our system beamformer weights calculated with one DPCCH slot is applied 
to the corresponding DPDCH slot. In this case, the data in DPDCH need to be buffered 
only for one slot. For simulation purposes, it does not make any difference in the 
performance of the receiver. Synchronization of frame, code (both scrambling and 
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Figure 7.2: Block diagram of a PSA beamformer-Rake receiver 
used for simulation [I] 
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7.5 Simulation Environment for Uplink 
In the simulation, the maximum number of users considered is 12, each having a SF of 
32(data rate=l20 kbps). As the PSA beamformer-Rake receiver is a single user receiver, 
only one user is the desired one and all the others are interferers. The users are distributed 
uniformly in a 120° sector. The distances of all the users are kept at 8 km from the base 
station for macrocelluar circular channel. Thus the receive timing of the user's LOS path 
are synchronous. Also, the received power of LOS components all the users are tixed at I 
W, thereby ensuring perfect power control. Each user has six resolvable multipaths 
(including the LOS) with different delays, gains and AOAs generated by the circular 
channel model. A Rayleigh fading simulator is used to incorporate the independent 
fading that each multipath experiences. For the circular channel the velocity of all the 
users are kept at I 00 kmph (62 mph) which corresponds to a maximum Doppler 
frequency of 178 Hz. This is done to simulate an extreme case scenario where all the 
users are moving directly away from the base station. The beamformer-Rake receiver 
adopts a linear antenna array of 2, 4and 6 elements and a RAKE receiver with 3, 4 and 6 
fingers. The step size parameter, Jl, for LMS algorithm is chosen as 0.00 I and the 
weighting/forgetting factor, A, for both DMI and RLS algorithm is taken to be 0.99. The 
initial antenna weight vectors for both the LMS and RLS algorithms are chosen to be a 
zero vector. For each Monte-Carlo simulation 50 different channel snapshots are 
generated and the performance results over all the iterations are averaged. 
7.6 Simulation Results for Uplink 
7.6.1 BER performance Versus Number of Users 
The first set of performance curves that we present is the BER vs. number of users of the 
beamformer-Rake receivers as a function of antenna elements and RAKE fingers. As 
already mentioned, we consider three different PSA beamforming techniques, i.e., LMS, 
DMI and RLS algorithms in the simulation of the beamformer-Rake receiver. We 
consider 2, 4 and 6-element antenna arrays along with 3, 4 and 6-finger RAKE receivers. 
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For comparison we also plot the corresponding curves for single element ( 1-D) RAKE 
receivers and single finger (conventional) beamformer. It is assumed that the Eb/No is 
fixed at 5dB. We compare the performance in both the macrocellular circular channel and 
the microcellular elliptical channel. From these performance curves, we intend to 
demonstrate the interference suppression capability of the beam former in a beam former-
Rake receiver. 
7.6.1.1 Macrocelluar Circular Channel Environment 
7.6.1.1.1 LMS Beamforming 
Figure 7.3 shows the BER performance of a beamformer-Rake recetver for varymg 
number of users in a macrocelluar circular channel environment. The receiver uses a 2-
elementadaptive LMS beam former for each finger of the RAKE receiver. The number of 
RAKE fingers can be I, 3, 4 and 6. As can seen, with the increase of RAKE fingers the 
performance of both thel-0 RAKE and 2-D RAKE improves. However, the performance 
improvement for the beamformer-Rake is more pronounced than the 1-D RAKE for the 
corresponding number of finger. For example, a 3-finger beam former-Rake receiver can 
outperform both the 3 and 4-finger 1-D RAKE receiver for same number of users and 
similar channel condition. This performance enhancement comes at the expense of 
increasing the number of antenna elements by I and performing the extra spatial domain 
processing. Also, can be seen that the relative performance improvement between the 1-D 
and the beam former-Rake receiver increases with the number of RAKE fingers. That is, 
the performance improvement between a 6-finger 1-D RAKE and a 6-finger beam former-
Rake is higher than that of between the 3and 4-fingerl-D and beamformer-Rake 
recetvers. 
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Figure 7.3: BER performance of a beam former-Rake receiver with 2-element 
LMS beamformer 
Another interesting observation from Figure 7.3 is that the !-finger beamformer-Rake 
receiver, which is just a 2-element LMS beamformer, performs worse than all the 1-0 
RAKE receivers. The reason, which is already mentioned in chapter 4, is twofold. First 
the circular channel model offers less angular separation between the multipath 
components; meaning that the beamformers directed to different multipath components 
will not perform as well as they would have if the multipath components have more 
angular separation. Secondly, it was shown in chapter 4, that the relative power levels of 
the multipaths are close to each other in the power delay profile of the circular channel 
model, which obviously improves the performance of a RAKE receiver. This is also the 
reason, that the both the 1-0 and beamformer-Rake receiver shows a substantial 
improvement in performance when the number of RAKE finger is increased. This is the 
so-called RAKE-array performance tradeoff with respect to the multipath channel 
characteristics. As, we will see later, the situation will be reversed in the microcellular 
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elliptical channel environment. The BER performance for a 4-element beam former-Rake 
with LMS beam forming is shown in Figure 7.4. 
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Figure 7.4: BER performance of a beam former-Rake receiver with 4-element 
LMS beamformer 
Again, the curves follow the same trend as those for the 2-element beamformer-Rake 
receiver, i.e., performance of both of them improves with the RAKE fingers and the 
relative performance improvement between the 1-D and the beamformer-Rake for the 
corresponding RAKE finger increases with the number of finger. As can be expected, the 
increase of antenna element from 2 to 4improves performance over the 2-element case. 
Indeed, a 3-finger beamformer-Rake outperforms the 3, 4 and 6 finger 1-D RAKE 
receivers. With the increase of RAKE fingers substantial improvement in performance of 
the beam former-Rake receiver can be achieved. Also it can be seen that the performance 
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of the single finger 4-element antenna array 1s better than that of the single finger 2-
element array in Figure 7 .4. 
7.6.1.1.2 DMI Beamforming 
The BER performance curves as a function of users for 2, 4 element beamformer-Rake 
receivers employing the DMl beamforming [I] are shown in Figure 7.5, 7.6 respectively. 
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Figure 7.5: BER performance of a beam former-Rake receiver with 2-element 
DMI beamformer 
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Figure 7.6: BER performance of a beam former-Rake receiver with 4-element 
DMI beamformer 
The behavior of the curves are very similar to those for beam former-Rake receiver with 
LMS beam former. The performance of the beam former-Rake receiver improves with the 
increase of both the antenna elements and the RAKE fingers. As already explained for 
the case of LMS, due to the characteristics of the circular channel model, performance 
improvement with RAKE fingers is better than that with the antenna elements. In almost 
all the cases the beamformer-Rake receiver outperforms both the single element RAKE 
receiver and the single finger antenna array. 
7.6.1.1.3 RLS Beamforming 
The BER vs. user performance curves for a RLS based 2-D RAKE receiver with 2, 
4element antenna array are shown in Figure 7.7, 7.8 respectively. Again the trends of the 
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curves are the same as those for the LMS and the DMI beamformer-Rake receivers, i.e., 
the performance improves with the increase in either the antenna elements and RAKE 
fingers. For the case of RLS we observe that the curves are not as smooth as those for 
LMS and DMI.The reason behind this is that in a rapidly time varying channel, as is the 
case in our simulation, it is very difficult to fix a suitable value for the forgetting factor A. 
As mentioned in chapter 6, the most obvious choice of A should be the channel coherence 
time, which we did not use in the simulation. Also it is more appropriate to choose 
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Figure 7.7: BER performance of a beamformer-Rake receiver with 2-element 
RLS beamformer 
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Figure 7.8: BER performance of a beam former-Rake receiver with 4-element 
RLS beamformer 
To summarize the performance of a beam former-Rake receiver with the circular channel 
model, it can be definitely said that the processing in the spatial domain (in this case 
beamforming) improves the performance over that of a single element RAKE receiver. 
The degree of performance enhancement depends on the number of antenna elements and 
the number of RAKE fingers. [t was shown that in most cases a 2-element beamformer-
Rake is able to achieve performance close enough to a 1-0 RAKE receiver with arbitrary 
number of fingers. Increasing the number of elements will of course give better 
performance but at the same time increases the computational burden. Also, it was seen 
that when the channel condition is similar to that modeled by a circular channel, 
increasing the number of antenna elements is not as effective as increasing the number of 
RAKE fingers, i.e., RAKE combining gives better performance than array processing. 
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7.6.2 BER Performance vs. Eb/No 
The second set of results that we present is the BER performance curves as a function of 
Eb/No for the beam former-Rake receivers with varying number of antenna elements and 
RAKE fingers. For each set of antenna elements we considered two distinct cases. In the 
first case, the number of users is kept the same as the number of antenna elements i.e., the 
underloaded case while in the second case it is doubled, i.e., the overloaded case. Again 
the users are assumed to be uniformly distributed in a 120° sector. As in the case of BER 
vs. user plots, we compare the performance of the beamformer-Rake receiver with the 
conventional 1-0 RAKE receiver and the conventional beamformer. Also, the 
performance comparison among different PSA beamforming techniques is provided. 
7.6.2.1 Macrocelluar Circular Channel Environment 
7.6.2.1.1 LMS beamforming 
Figure 7.9 shows the BER vs. Eb/No plots for a beamformer-Rake receiver employing 
a2-element LMS beamformer in the circular channel model and the 2-user scenario. As 
can be seen, the performance of the beamformer-Rake receivers are much better than 
both the 1-0 RAKE receiver and the conventional 2-element LMS beamformer. For 
example, a 2-element, 3-finger, beam former-Rake receiver can match the performance of 
a 6-finger I -0 RAKE receiver. Similar to the case in the BER vs. user plots, with the 
increase of RAKE fingers, the performance of both the 1-0 RAKE and the beam former-
Rake receiver improves substantially for the circular channel model. Also it can be seen 
that the conventional 2-element LMS beam former performs worse than both the 1-0 and 
the 2-0 RAKE receivers, the reason is given in section 7 .6.1.1.1. 
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Figure 7.9: BER vs. Eb/No for a 2-element LMS beam former-Rake receiver 
with 2-user scenario 
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The BER performance curves for an overloaded 4-user scenario is shown in Figure 7.10. 
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Figure 7.11: BER vs. Eb/No for a 6-element LMS beam former-Rake receiver 




" ~ g 
UJ 
iii 
~ 6-elem 6-fing ---~------------------~----- ---------------.-----------------
=::= ~::~ ~~: :~: __ :':-•-------:-•::: :::•: __ :::::·::_::::::::::::::::::::'•:-::•••-•-•••---
----------:--·-::;:::::·::-·:::::::::::::::::::::_:: __ :;_:_________----:-----------------:-:::::::·:: ___ ::: 
' ' ' 
' ' ' 
' ' ' 
' ' ' 
' ' 
: : : ': 
:::::::::::::::::;_:::::::::::::::::~:::::::::::::::::-':::::::::::::::·:l:: ::::::::::::l::::::::::::::::~ 
' ' ' :::::::::::::::::~::::::::::::::::::;::::::::::::::::::~:::::::::::::::::r:::::::::::::::::;:::::::::::: ____ _ 
--------------i------------------~-----------------+-----------------+-----------------j-----------------
_________________ i____________ : ---------------~-----------------1·----------------- !-----------------
----------------- ·-------------------------------------~- ··---- --------
- -- -- ___ --+-------------- -1------ ______ -r-- _________ _, ______ --1---------- _____ _ 
----------------;---------------- __ ,_____ ------ ___ , _____________ ----;------------------ :-----------------
------------------------------------;---------- --------"--- --------------------------------- ;-----------------
2 3 4 5 6 7 8 
Signal to Noise Ratio (SNR) 
Figure 7.12: BER vs. Eb/No for a 6-element LMS beam former-Rake receiver 
with 12-user scenario 
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7.6.2.1.2 DMI Beamforming 
Figure 7.13 through 7.15 show the BER performance curves as a function of Eb/No for 
the DMI beam forming based beam former-Rake receiver with 2, 4 and 6 antenna elements 
in both the under1oading and the overloading scenarios. The curves have the same general 
trend as those for the LMS case. 
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Figure 7.13: BER vs. Eb/No for a 2-element DMI beam former-Rake receiver 
with 2-user scenario 
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Figure 7.14: BER vs. Eb/No for a 4-element DMI beam former-Rake receiver 
with 8-user scenario 
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Figure 7.15: BER vs. Eb/No for a 6-element DMI beamformer-Rake receiver 
with 12-user scenario 
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7.6.2.1.3 RLS beamforming 
Figures 7.16 through 7.18 show the BER performance curves as a function of Eb/No for 
the RLS beamforming based 2-D RAKE receiver with 2, 4 and 6 antenna elements in 
both the underloading and the overloading scenarios. The curves also have the same 
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Figure 7.16: BER vs. Eb/No for a 2-element RLS beam former-Rake receiver 
with 2-user scenario 
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Figure 7.17: BER vs. Eb/No for a 4-element RLS beam former-Rake receiver 
with 8-user scenario 
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Figure 7.18: BER vs. Eb/No for a 6-element RLS beam former-Rake receiver 
with 12-user scenario 
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7.7 Performance of Adaptive Antennas for Downlink Scenario 
7. 7.1 lntroduction 
In this scenario, the simulation model employed in the study of the performance of the 
adaptive array antenna in downlink for WCDMA system and downlink power control 
First of all, the topology used in this simulation has been defined. The simulation 
methodology, simulation scenario and the formulas used in the simulation also wi II be 
discussed. Next, the simulation program flowchart is explained. Finally, the principal 
parameters used in the performance evaluation, and the outputs of this simulation have 
been pointed out. 
7.7.2 Topology 
The topology of the system analyzed is of a macrocellular type, formed by seven 
hexagonal cells. Each cell is served by one base station, located in its centre and equipped 
with an adaptive array antenna. Mobile stations (MSs) are generated using uniform 
random distribution in the coverage area of the centre cell. The cells structure and the 
MSs distribution are shown in Figure 7.19 
Figure 7.19: Cells layout and MSs Distribution 
(x refers to MS) 
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7.7.3 Simulation Scenario 
A computer software simulation has been developed purposely to evaluate the 
performance of adaptive array antenna downlink and power control in WCDMA system. 
The chosen simulation scenario consists of seven hexagonal cells, each with BS located 
in its centre. MS locations are generated using uniform random distribution in the 
coverage area of the centre cell. 
Propagation path loss calculation is modeled based on one of the following four models 
with input parameters as indicated in the Tables 7.3 to 7.5. 
LFSPI. = 32.4 + 201og10({c) + 20Jog10(d) (7.1) 
LA RIB = 40( I - 4x I 0"3 h,)loglO(d) - 181og!O(h,) + 211og!O(fc) + 80 (7 .2) 
Lt.ee = 129.45 + 38.41og,o(d)- 201og10(h1 + hb) (7.3) 
Lnaw = 46.3 + 33 .91og!O(fc)- 13 .821og!O(h1 + hb) - (( l.llog,o(fc) - 0. 7)hm (7 .4) 
- ( 1.561og10 ({c)- 0.8)) + (44.9- 6.551og10 (h, + hb)) log I 0 (d) 
Where 
fc is the carrier frequency (in MHz) 
dis the MS-BS separation distance (in km) 
h, is the base station antenna height (in meters) above rooftop 
hb is the rooftop height (in meters) and 
hm is the mobile station antenna height (in meters). 
The fourth model, Hata model, has been used as the main model for downlink power 
control simulation and other models are used as references only. All models include MS-
BS distance factor in the mean path loss calculation MS services consist of four choices 
that specify different kinds of data rate from 12.2 kbps to 384 kbps. 
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The simulation is consist of four stages, first one to calculate the average SlNR and 
Eb/No at MSs in different threshold separation angle of beamforming algorithm, this 
done to evaluate the best threshold separation angle for certain range of number of users, 
it repeats the generation of mobiles ten times and calculate the average SlNR and Eb/No 
at each cycle after that takes the average value of these ten values and repeats the same 
calculation after changing the threshold separation angle, in the last it plots the relation 
between the threshold separation angle and average received SlNR and Eb/No at MS, the 
second stage is to calculate the average SlNR and Eb/No at MSs in different number of 
users, it repeats the generation of mobiles ten times and calculate the average SlNR and 
Eb/No at each cycle after that takes the average value of these ten values and repeats the 
same calculation after changing the number of users, in the last it plots the relation 
between the number of users and average received SlNR and Eb/No at MS, the 
calculation done and plotted in various bit rates and cell radius, the third stage to compare 
between receive SlNR and Eb/No in adaptive array antenna and omindirectional antenna 
at same MSs distribution, the comparison done by changing number of users and Eb/No 
for both antennas, the forth stage applying power control on downlink adaptive array 
antenna and calculate and plot EIRP, SlNR and Eb/No for each MS before and after 
power control, the initial transmitted power of the BSs is the average level value in the 
transmitted power levels without taking interference effect. 
At every power control cycle, the data for every MS as MS received power, interference 
at MSs, SIR at MSs, BER, and Et/No will be computed. 
7.7.3.1 Antenna Parameter 
The overall gams m look direction of horizontal plane depend on antenna 3-dB beam 
width, {3 and its deviation from the main lobe,¢. By assuming that gain, G, and 
directivity, D, are nearly the same, the gain versus beam width relationship can be 
approximated as follow: 
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{ 
32,400 
G=D= 41!53 For small r/J and 8( t/J and 8 < 40°) For large r/J and 8( ¢ and 8 ~Oj (7.5) 
Where¢ and 8 are the 3-dB beamwidth m two planes. The antenna pattern gam ts 
modeled by a sinc2 function [ 192). 
SINR calculation for downlink and uplink respectively can be modified from [ 193): 
(7.6) 
Where Gp is processing gain, Pk; is the transmit power for BS # k to MS #i, Lk,i is the 
path loss 
7.7.3.2 Adaptive Beamforming Technique 
The beam formation at every base station is based on the mobiles' DOAs. Figure 7.20(a) 
shows the actual parameters used in the algorithm. Given the jlh base station and two 
mobiles, say the ith and the kth, the angles of arrival are denoted a Uij and Ukj 
respectively while the separation angle between the mobiles is r:,. By setting a threshold 
separation angle between adjacent mobiles, say y, we are then in a position to narrow or 
widen antenna beam widths after all directions of arrivals have been sorted. 
7.20 (a) 
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Figure 7.20(a): Actual beam formation algorithm parameters, (b) Examples of beam 
formation and (c) Beam reformation to accommodate a new call. 
Figure 7.20(b) shows an example of beam formation where 
(a.2j-CI.Ij) <'I and (a.3/CI.2j) <y, 
(a.4/C1.3j) > y and (a.sj-CI.4j) <y, 
(a.6j-CI.Sj) > 'f, 
( Cl.7j-C1.6j) > y and 
(a.sj-C1.7j) > r 
Henceforth, beam number I and 2 respectively will cater for a group of three and two 
mobiles, while beams numbers 3, 4 and 5 will cater each for a single mobile. The beams 
sizes are given by (Uij-CI.pj +Y) where i and p represent the first and the last mobiles in the 
same beam respectively. If a new call arrived and served by the same BSj such that, 
(a.2j-CI.Ij) <'I and (a.3j-CI.2j) <y, 
(C1.4j-CI.3j) > y and (asj-CI.4j) <y, 
(C1.6j-CI.Sj) >y, (a.newj- Cl.6j) <y, (a.7j-CI.6j) >'I and 
(a.sj-C1.7j) > r 
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Then the new formation of beams are as shown in Figure 7 .20( c). It can be seen that the 
number of beam is reduced from five to four and there are only two beams serving lone 
mobile instead of four. 
7.7.3.3 Downlink Interference analysis 
There are two types of interference intracell interference and intercell interferences both 
of them will be described. 
7.7.3.3.1 lntracell interference 
This interference occurs due to receiving the transmitted power to other users in the same 
cell, also there are two types of this interference. 
7. 7 .3.3 .2 lntrabeam interference 
This interference occurs because the interested user will receive the power of all other 
users in the same cell multiplied by its gain and the correlation factor, it is calculated 
based on formula below. 
_ (N-l)xP, xG,(B)xG,(¢)x(l-a) 
beam - L 
Where 
N is the number of users in the same cell. 
a is the orthogonal factor. 
L is the losses. 
(7.7) 
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7.7.3.3.2.1 Interbeam interference 
This interference due to receiving the power of other users multiplied by the gain of 
interference beam and correlation factor, it is calculated based on forrnula below. 
M 
finler _beam = L 
;,.1 
Where 
( N - I) x P, x G, ( fJ) x G,, ( ¢) x (I - a) 
L 
M is the number of beams interfering with the user. 
(7.8) 
lnterbeam interference depends on the interference gain, number of users in the same 
cell, orthogonal factor and separation angle in the beam forming algorithm; figure shows 
both types of intracell interference. 
-~ -=!'=': ------~:-------''--------;',.-
Figure 7.21: lntrabeam interference and interbeam interference 
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7.7.3.3.2.2 Intercell interference 
This interference occur due to the interfering beams related to neighboring cell, to 
calculate this interference in the first we have to calculate the angle between the user and 
interfering base station after that we calculate the gain of all the beams related to that 
base station in this angle and after that we calculate the received power from the beams of 
that base station at the user. 
B M 
/interce/1 = L L 
J:sl i=l 
Where 
(N-l)xP, xG,_1 (fJ)xG,./r/J)x(l-a) 
L 
B is the number of base stations interfering with the user. 
M is the number of beams in the interfering base station. 
7.7.4 Program Flowchart 
(7.9) 
This simulation program has been written in MATLAB 7 software. Figures 7.22, 7.23, 
7 .24, 7.25 show the flowcharts of the used simulation program. 
At the beginning of the simulation, many essential parameters should be specified by the 
user such as propagation model selection, number of MSs, data rate selection, power 
control step size, and Eb/No threshold. Many other parameters are previously prescribed 
according to the standard of the WCDMA system. 
Thereafter, 7 cells of hexagonal layout are generated; the mobile stations are generated 
using a uniform random distribution in the coverage area of the centre cell. 
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There are four stages, the first one to calculate the S!NR and Eb/No in the downlink 
adaptive array antenna by changing the separation angle in beamforrning algorithm, 
second one to calculate S!NR and Eb/No in downlink for adaptive array antenna at 
various bit rates and cell radius, third one apply power control on downlink adaptive 
array antenna and calculate SINR and Eb/No before and after power control, the last one 
to compare between adaptive array antenna and omnidirectional antenna in WCDMA 
downlink. 
For power control stage the initial transmitted power setting for BS towards MS is set as 
the average level power. 
The downlink power control is then started, the signal power, received at MSs from BS, 
will be calculated. For every MS, the ratio of its received signal power (S) to the total 
signals received powers for all other MSs and from other BSs will be calculated to yield 
downlink S!NR, and from SINR we calculate EbNo. 
The power control algorithm based on comparing the minimum received EbNo at MS 
with the threshold value to increase or decrease BS transmitted power by a specified step 
SIZe. 
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Figure 7.22: Adaptive array antennas in WCDMA downlink simulation algorithm 
Calculating SINR and EbNo vs. No MSs algorithm 
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Figure 7.24: Comparisons between adaptive array antenna and omnidirectional antenna 
for downlink WCDMA system simulation algorithms 
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7.7.5 Input Parameters 
The major parts of the simulation input parameters are fixed and previously defined. 
The other part needs to be identified by the user. Table 7.3, 7.4, and 7.5 indicate a list 
of the input parameters that have been used in the simulation based on [194], [195]. 
Table 7.3: Simulation input parameters 
Parameter Value Explanation 
fc 2000 DL carrier frequency (MHz). 
Chip_rate 3.84 Chip rate (Mcps). 
BW 5 Channel bandwidth (MHz). 
hbs 30 BS antenna height (m). 
hm 2 MS antenna height (m). 
X init 0 X-coordinate of centre BS (m). 
-
Y init 0 Y -coordinate of centre BS (m). 
ptx 5 BS transmit power towards each MS (dB) (=33dBm). 
Gr 0 MS antenna gain (dB) 
Noise_ figure 5 Noise figure at BS and MS in dB 
Xcorr 0.61 Code cross correlation 
ptxmin 5 Minimum Bs transmitted power for PC stage 
NO BS 7 Number of base stations 
The user needs to enter some parameters like those indicated in Table 7.4 
Table 7.4: Simulation input parameters (user-defined) 
Parameter Description 
Model (I ,2,3, or 4) Path loss model selection (FSPL, A RIB, Lee or Hata) 
NOMS Number of mobile stations 
Data rate (I, 2, 3, or 4) Data rate selection (12.2 kbps, 64 kbps, 144 kbps, or 384 
kbps). 
step Power control step size (0.5, 1.0, or 2.0 dB) 
Cell radius The cell radius 
-
Chapter 7:Simu/atiou Results aud Discussiou For Upliuk-Dowuliuk Sceuarios 152 
From NO_MS we can find best threshold separation angle of this number of users for 
beamfom1ing algorithm. 
The selected data rate defines user data rate and E,jN0 threshold for power control 
(eb/no threshould) which is illustrated in Table 7.5 
Table 7.5: User data rates 
12.2 kbps 64 kbps 144 kbps 384 kbps 
Et!No 6 dB 4.5 dB 3 dB 3 dB 
100% - - -
Data rate I 
Data rate 2 - 100% - -
Data rate 3 - - 100% -
Data rate 4 - - - 100% 
7.7.6 Simulation Output 
The quantities in output to the simulator are the following ones: 
• Average downlink SINR 
• Average downlink Et/No 
• Eb/No for each mobile in power control stage before and after power control. 
• EIRP before and after power control 
The next section gives an analysis for the data resulted of comparing SINR and Eb/No 
at all MSs. It also gives an analysis for the data gathered by changing some of the 
prescribed input parameters as the number of users, separation angle, cell radius, and 
the user data rate to see their effect. 
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7.7.7 Simulation Results and Discussion for Downlink Scenario 
7.7.7.1 Introduction 
This chapter gives also the analysis and discussion of the simulation results of 
adaptive array antenna downlink performance, downlink power control in WCDMA 
system and comparison between adaptive array antenna and omnidirectional antenna 
which has been run. Every plotted data is the average value of the readings taken at 
the end of the cycles after repeating the simulation for 3 times. The results of the 
performance comparison between the two antennas are analysed. The performance of 
the adaptive array antenna will be analysed according to the particular parameter 
change such as user data rate with respect to the increasing number of MSs. The 
factors which have been observed are SIR, and Et!No. 
7. 7.8 Performance of adaptive array antenna 
The input parameters used during the simulation of the performance are shown m 
Table 7.6 
Table 7.6: Input parameters for the simulation of adaptive array antenna perforrnance 
in downlink WCDMA system perfom1ance comparison 
Parameter Value 
Propagation path loss model Hata model 
Number of mobile stations From 10 to 100 
Data rate ( 12.2, 64, 144, 384 kbps) 
Figure 7.26 shows the relation between downlink average Eb/No and threshold 
separation angle for beamfonning algorithm in adaptive beam array antenna at 
number of users equal to one hundred. 
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Figures 7.26: Average SNR for adaptive array antenna in downlink WCDMA vs. 
Separation Angle of Arrival (AOA) 
As we see from Figure 7.26 the best threshold separation angle for this number of 
users is zero, for downlink performance we will use beamforming algorithm with this 
threshold separation angle to evaluate average SINR and Eb/No in downlink 
WCDMA adaptive array antenna. 
Figures 7.27 and 7.28 shows the SfNR and Eb/No for adaptive array antenna in 
downlink WCDMA system, the simulation done with threshold separation angle for 
beamforming equal to zero, this threshold separation angle gives best SINR and 
Eb/No, threshold separation angle equal to zero that means all users with same angle 
of arrive will be formed in a one beam, simulation run for I 0 cycles for each number 
of users and average result are shown in figures below. 
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Figure 7.27: SINR vs. Number of users for adaptive array antenna in downlink 
WCDMA system 
As we see from figure 7.27 the average downlink SINR in unit dB versus the number of 
MSs for data rates ranging from data rate I ( 12.2 kbps) to data rate 4 (384 kbps). From 
this figure, it can be clearly observed that the lower data rate yields higher downlink 
SINR as the number of MSs becomes lower. 
Figure 7.28 shows the average Et!No in unit dB versus the number of users. From this 
figure it can be clearly observed that the Et/No threshold has been achieved for data rates 
12.2 kb/s, 64 kb/s and 144 kb/s with one hundred users, but for data rate 384 kb/s the 
Eb/No threshold achieved until number of users about 82 users, because Eb/No threshold 
of 384 kb/s is 3 dB. 
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Figure 7.28: SNR vs. Number of users for adaptive array antenna in downlink 
WCDMA system 
We can find the maximum number of users can be accommodated for each bit rate by 
knowing Eb/No threshold for each bit rate, Table 7. 7 below shows Eb/No threshold for 
each bit rate. 
Table 7.7: Eb/No threshold for each bit rate 
12.2 kbps 64 kbps 144 kbps 384 kbps 
Et!No 6dB 4.5 dB 3 dB 3 dB 
100% - - -
Data rate 1 
Data rate 2 - 100% - -
Data rate 3 - - 100% -
Data rate 4 - - - 100% 
Chapter ?:Simulation Results and Discussion For Uplink-Downlink Scenarios 157 
Now we can evaluate the maximum number of users can be accommodated in which all 
users have a Eb/No > Eb/No threshold for each bit rate, The simulation results show that 
for 12.2 kb/s the number of users is quit high more than I 0000 users, for 64 kb/s the 
number of users can be accommodated is 2100 users, for 144 kb/s the number of users is 
573 users, and for 384 kb/s the number of users is 82 users. 
7.7.9 Performance comparison between adaptive array antenna and omnidirectional 
antenna 
Figure 7.29 shows comparison between adaptive array antenna using single beam for 
users with same angle of arrival and omnidirectional antenna in downlink WCDMA 
system by calculating average Eb/No for both antennas with bit rates 64 kb/s in each 
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Figure 7.29: Average downlink SNR vs. Number of users for omnidirectional 
and Adaptive array antennas 
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As we see from the figure until 1000 users adaptive array antenna is better than 
omnidirectional antenna by about 2 dB. 
7.7.10 Downlink power control of adaptive array antenna (AAA) 
Figures 7.30 to 7.31 show the results of the simulation which have been run using the 
input parameters shown in Table 7.8 
Table 7.8: Input parameters for the simulation of the user data rate effect 
Parameter Value 
Propagation path loss model Hata model 
Number of mobile stations 50 
Power control step size 2 dB 
Eb/No threshold 5 dB 
Number of simulation cycles 50 
Bit rate 64 kB/s 
Figure 7.30 shows Eb/No for each user when the threshold separation angle for beam 
forming algorithm is zero and figure 7.31 shows EIRP in this case. 
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Figure 7.30: Eb/No for each mobile before and after power control 
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Figure 7.31: EIRP before and after power control 
Figure 7.32 shows that the received Eb/No at the user before and after power control 
same, and figure 7.26 shows that the base station EIRP has been reduced from around 50 
to around 20, this means that the reducing of transmitted power is reducing the received 
signal and intracell interference by same factor, and the dominant interference in this case 
is intracell interference 
Figure 7.32 shows Eb/No for each user when the threshold separation angle for beam 
forming algorithm is five and figure 7.33 shows EIRP in this case. 
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Figure 7.32: Eb/No for each mobile before and after power control 
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Figure 7.33: EIRP before and after power control 
In figure 7.32 the minimum Eb/No reduced to threshold value, and some users Eb/No 
haven't effected by reducing the base station transmitted power because they are affected 
by intracell interference more than intercell interference and reducing the power will 
reduce both signal and interference by same factor that means Eb/No will be same before 
power control, in the figure 7.31 and 7.33 both cases reducing the transmitted power, if 
the system need to increase the transmitted power, power control will be effective if (GP 
> (number of users -l) * correlation factor), This can be obtained from the analysis 
below. 
(7 .I 0) 
P, x(N-l)x(l-a) 
!'"''"cell= x(G(B)+G,,..,(B)) 
- L (7. I I) 
Power control to be effective in state of increasing ~Pr > ~I 
M, X Gp X G(B) + G,,..,(B)) 
------~--------=----> 
L 
M, x (N -Ll) x (l- a) x (G(B) + G,,..,(B)) (7 .12) 
From equation (7 .12) 
Chapter 7:Simulation Results and Discussion For Uplink-Downlink Scenarios 161 
GP > (N-1) * (1-a) 
Where 
Gp is processing gain. 
N is the number of users. 
a is orthogonal factor and ( 1- a) is correlation factor. 
That means power control is more effective at lower bit rate because as bit rate lower the 
processing gain is higher, and for each bit rate there is a limit of number of users to 
control the power. 
For bit rate = 12.2 kb/s 
Gp = 314, 
(N-1)*(1-a) should be< 314, (1- a) =0.6 
This means N < 525 users. 
For bit rate 64 kb/s 
Gp= 60 
N < 101. 
But for 12.2 and 64 kb/s with applying single beam for users with same AOA (threshold 
separation angle =0) and with this number of users power need to be reduced because the 
signal level is higher than the interference level, this means the power control is not effect 
in term of capacity, it is benefit is reducing the transmitted power from the base station, it 
is needed in term of power not in term of capacity. 
The capacity will not increased by power control, while transmitted power reduced, 
figure 7.34 show that the maximum number of users in which power control is effective 
for bit rate =144kb/s and this number equal to the maxim number of users can be 
accommodate with out power control, it is about 573 users. 
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Figure 7.34: Eb/No for each user before and after power 
control for R=l44 kb/s 
600 
The number of users with or whit out power control is same and for this number of users 
which threshold number the transmitted power before and after power control is same, 
but for number of users less than this number the transmitted power after power control is 
lower than the transmitted power before power control and lower than neighboring cells, 
figure 7.35 show EIRP before and after power control for bit rate 144 kb/s. 
Figure 7.35: EIRP before and after power control for R=l44 kb/s 
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Same thing for bit rate 384 kb/s, but the maximum number of users that can be 
accommodated is much lower than the number of users accommodated with bit rate 
144kb/s, and also equal to the maximum number of users that can be accommodated with 
out power control, and equal to 82 users. 
Figure 7.36 show Eb/No before and after power control and figure 7.37 shows EIRP 
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Figure 7.36: Eb/No for each user before and after power control 
for R=384 kb/s 
Figure 7.37: EIRP before and after power control for 
R=384 kb/s 
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Chapter ?:Simulation Results and Discussion For Uplink-Downlink Scenarios 164 
7.7.11 Summary 
In this chapter, we present the simulation results of different PSA beamformer-Rake 
receivers in the macrocellular circular channel. We provide the BER vs. user and the 
BER vs. Eb/No performances of the LMS, DMI and RLS based beamformer-Rake 
receivers as a function of number of antenna elements and number of RAKE fingers. We 
compare the performance curves of the beamformer-Rake receiver with both the 
conventional 1-D RAKE receiver and the conventional beamformer. From the 
compansons, we conclude that in almost all the cases, the beamformer-Rake receiver 
outperforms both the conventional 1-D RAKE and the conventional beamformer by a 
significant margin. We also see that, RAKE combining gives improved performance in 
the circular channel. Also we see that, all the PSA beam forming techniques employed in 
the beamformer-Rake receiver perform very similar in macrocellular circular channel. 
Also in this chapter, we develop, simulate and evaluate the SfNR and Eb/No (Signal to 
Noise Ratio) performances of an adaptive beamforming technique in WCDMA system 
for downlink scenario with and without power control algorithm. The performance is 
then compared with an ominidirectional antenna system. Simulation results shows that 
the best performance can be achieved when all mobiles with different distance from the 
base station have the same angle of arrival (AOA) in one beam. Furthermore, the 
maximum capacity for different data rate users that can be accommodated by the system 
was determined in this chapter. 
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CHAPTER EIGHT 
CONCLUSIONS AND FUTURE 
WORK 
8.1 Conclusion 
In this thesis, we investigate the performance of three different PSA coherent 
beamformer-Rake receivers intended for the uplink of the W-CDMA system. First, we 
present a detailed mathematical analysis of these PSA beamformer-Rake receivers with 
the uplink W-CDMA signal format. Then we set up a computer simulation test bed to 
compare the performance of these receivers in GBSB statistical channel environment 
with multi path Rayleigh fading. The BER perfom1ance versus both the number of users 
and Eb/No of all these receivers are compared with varying number of spatial and 
temporal processing parameters (e.g., number of antenna elements and RAKE fingers). It 
is shown that, in most of the cases, a combination of a beamfom1er with a small number 
of elements and a RAKE combiner is sufficient to outperform both the single element 
RAKE receiver and the single finger beamfom1er. It is also shown that, depending on the 
channel conditions; there is a performance tradeoff between the beamformer and the 
RAKE combiner of the beam former-Rake receiver. The beamfom1er works well when 
the multipath AOA range is large, while the RAKE receiver shows better perfom1ance 
when many dominant multi paths are present in the channel. We compare the perfom1ance 
of the three PSA beamforming techniques used in the beamformer-Rake receiver, i.e., 
DMI, LMS and RLS adaptive beam forming. In most of the cases, the performance is very 
close to each other. We also derived the output SINR expression of a beamfom1er-Rake 
receiver using the generalized expression of an optimum beamformer. In this thesis, a 
detailed literature survey on different space-time processing techniques intended for 
COMA is also provided. 
Chapter 8: Couclusio11 Alii/ Future Work 166 
In this thesis, we develop, simulate and evaluate the SINR and Eb/No performances of an 
adaptive beamforming technique in WCDMA system for downlink scenario with and 
without power control algorithm. The perfom1ance is then compared with an 
ominidirectional antenna system. Simulation results shows that the best performance can 
be achieved when all mobiles with different distance from the base station have the same 
angle of arrival (AOA) in one beam. Furthermore, the maximum capacity for different 
data rate users that can be accommodated by the system was detem1ined in this chapter. 
Also it shown that, downlink power control is effective in term of reducing BS 
transmitting power, but it is not effective in tem1 of increasing the capacity of adaptive 
array antenna system, it is effective if the signal level is higher than interference level and 
the transmitted power need to be reduced. 
8.2 Future Work 
Based on the work that we have done in this thesis, a number of interesting research 
direction can be pursued in the future. These are outlined below: 
I. Since the W-CDMA has pilot symbols defined in the uplink, we only 
concentrated on the PSA based beamfom1ing techniques. It will be interesting to 
compare the performance of the blind beamforming based beamformer-Rake 
receivers with the PSA beamformer-Rake receiver. 
2. Even though these recetvers are attractive m terms of performance, their 
complexity maybe too high to make them feasible for implementation in a base 
station. It will definitely be useful to show the complexity trade-offs of a 
beamformer-Rake receiver with the 1-D RAKE receiver and the conventional 
antenna array. 
3. In Chapter 6, we derived the generalized optimum SINR expression for a 
beamformer-Rake receiver. However, we need to validate the expression and the 
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assumptions that we made through simulation. Also, that analysis may be 
extended to derive the BER expression for the beam former-Rake receiver. 
4. In the simulation, we assumed that all the users have the same SF and hence the 
same data rate. It will be interesting, to shows the interference suppression 
performance of the antenna array for variable data rate users, which the W-
COMA is intended to support. Also, we assume perfect power control but the 
performance of beam former-Rake receiver for imperfect power control scenario 
should be interesting. 
5. For vector channel models, we used the GBSB circular channel model. Even 
though they are more realistic than the simple parametric channel models, it 
would be even better if the perfom1ance is evaluated using measurement-based 
channel model. 
6. All the beamformer-Rake receivers proposed for the W-CDMA are designed for 
the uplink. The downlink still remains to be explored even though space-time 
processing for the downlink is not very computationally practical. 
7. Finally, Study the downlink power control for sectorized antenna system and 
compare its performance with non-sectorized antenna system or switched antenna 
system should be interesting. 
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