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A TOPOLOGY ON POINTS ON STACKS
ATTICUS CHRISTENSEN
Abstract. For a variety over certain topological rings R, like Zp or C, there is a well-studied way
to topologize the R-points on the variety. In this paper, we generalize this definition to algebraic
stacks. For an algebraic stack X over many topological rings R, we define a topology on the
isomorphism classes of R-points of X. We prove expected properties of the resulting topological
spaces including functoriality. Then, we extend the definition to the case when R is the ring
of adeles of some global field. Finally, we use this last definition to strengthen the local-global
compatibility for stacky curves of Bhargava–Poonen to a strong approximation result.
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1. Introduction
To study a variety X defined over Q, it is often useful to study the base change of this variety
to the various completions of Q. One benefit of this is that for any place p of Q, the points X(Qp)
can be endowed with the structure of a topological space.
In this paper, we will generalize this definition to the case of stacks. When X is an algebraic
stack over Qp we define a natural topology on the isomorphisms classes of Qp points, which we
denote by X(Qp). We in fact give a define a topology more generally: for a large class of topological
rings R and for finite type algebraic stacks X over R, we define a natural topology on X(R).
The idea for the definition comes from the fact that for X and Y two varieties over Qp and
X → Y a smooth morphism, the map X(Qp) → Y (Qp) is open, and in particular a quotient onto
its image. If one assumes that a smooth map of stacks should have the same property one arrives
at the definition given in Section 5.
In order for the definition to make sense, we establish in Section 6 that for any algebraic stack
X over R and x ∈ X(R), there is a smooth cover Z → X such x lifts to a point of Z(R). To do this
we introduce “cocycle” spaces. If we are given a smooth cover X → X by a scheme and we wish to
define a map T → X for a scheme T , one strategy is to find a flat cover T ′ → T and to give a map
T ′ → Z and certain descent data; these cocycle spaces parameterize such maps T ′ → Z together
with descent data.
In Section 9, we prove expected functorialities of these spaces.
In Section 10 and 11, we prove basic properties of X(R) for particularly well-behaved topological
rings. In particular we establish that smooth maps between stacks induce open maps on R-points,
that for separated algebraic stacks X over Qp, X(Qp) is Hausdorff, and that for proper Deligne-
Mumford stacks X with finite diagonal over Qp, X(Qp) is furthermore compact.
Finally, in Section 13 we explain how if A is a ring of adeles of a global field and X a finitely
presented stack over A we can define a topology on X(A). We conclude this section by giving an
application of the theory, strengthening a result of Bhargava and Poonen (definitions can be found
in Section 13)
Theorem 1.0.1 (Strong approximation for stacky curves). Let k be a number field. Let X be a
stacky curve over k of genus llss than 1/2. Let A′ be obtained by removing one place from the adeles
of K. Then
X(k)→ X(A′)
has dense image.
A related topological space associated to a algebraic stack over topological field has been defined
by Ulirsch in [Uli17]. The major difference between the topological space defined there and the one
in this paper is that the space defined in [Uli17] identifies two points if they become isomorphic
after a non-archimedean field extension. No such identification happens in this paper.
2. Background
The theory of algebraic spaces and algebraic stacks begins with the theory of descent. We begin
by giving a brief review of this theory.
Let R be a ring. Let S be an R-algebra. For an R-module M , we may extend scalarsM ⊗R S to
obtain an S-module. Set S2 = S ⊗R S, and note there are two R-algebra maps i1, i2 : S → S ⊗R S
given by i1(s) = s⊗ 1 and i2(s) = 1⊗ s. There is a canonical isomorphism (M ⊗R S)⊗S,i1 (S ⊗R
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S) → (M ⊗R S) ⊗i2,S (S ⊗R S) coming from the fact that both (M ⊗R S) ⊗S,i1 (S ⊗R S) and
(M ⊗R S)⊗S,i2 (S ⊗R S) are canonically isomorphic to M ⊗R (S ⊗R S).
Thus an S-module N can only potentially be obtained from an extension of scalars from an
R-module if there is an isomorphism N ⊗S,i1 (S ⊗R S)→ N ⊗S,i2 (S ⊗R S).
With this in mind, we define:
Definition 2.0.1. Let R be a ring and S an R-algebra. An S-module with descent datum to R is
a pair (N,ψ) of an S-module N and an isomorphism ψ : N ⊗S,i1 (S ⊗R S)→ N ⊗S,i2 (S ⊗R S).
Using these we define a category of modules with descent data.
Definition 2.0.2. Let R be a ring and S an R-algebra. Let ModDescR→S denote the category
of S-modules with descent datum to R, where the objects are S-modules with descent datum to
R, and a morphism (N1, ψ1) → (N2, ψ2) is S-module morphism φ : N1 → N2 such the following
diagram is commutative:
N1 ⊗S,i1 (S ⊗R S) N1 ⊗S,i2 (S ⊗R S)
N2 ⊗S,i1 (S ⊗R S) N2 ⊗S,i2 (S ⊗R S)
ψ1
φ φ
ψ1
.
If ModR is the category of R-modules, we have already seen there is a natural functor ModR →
ModDescR→S .
Theorem 2.0.3 (Faithfully flat descent,[Sta18, Tag 032M] ). If R → S is a faithfully flat map of
rings, ModR → ModDescR→s is an equivalence of categories.
Furthermore, we can describe a quasi-inverse. Begin with (N,ψ) ∈ModDescR→S . We have two
maps N → N ⊗S,i2 (S ⊗R S): the first is the natural map onto the first factor and the second is
the composite N → N ⊗S,i1 (S ⊗R S)
ψ
−→ N ⊗S,i2 (S ⊗R S). We associate the R-module Eq(N ⇒
N ⊗S,i2 (S ⊗R S)
2.1. Sheaves. We now turn our attention to sheaves. First let C = AlgopR be the opposite category
to the category of R-algebras. For an R-algebra S, let SpecS denote the associated object in C .
We make C a site by saying that SpecS2 → SpecS1 is a covering if the associated ring map
S1 → S2 is faithfully flat. To an R module M , we can associate a presheaf on this site denote by
M˜ where (SpecS)(M˜) = M ⊗R S. Then Theorem 2.0.3 implies that M˜ is a sheaf.
Now let S be a scheme. Let Sfppf be the fppf site over S: the objects are S-schemes, morphisms
are scheme morphisms over S, and coverings are faithfully flat and locally finitely presented mor-
phisms. For any S-scheme X , FX(Y ) = HomS(Y,X) defines a presheaf FX on Sfppf . Theorem
2.0.3 implies:
Theorem 2.1.1 ([Sta18, Tag 023Q]). The presheaf FX is a sheaf on Sfppf.
Let us expand upon what it means for FX to be a sheaf. Let T be another X-scheme, and let
T ′ → T be a faithfully flat cover. The question we seek to answer is: given a map T ′ → X , when
is there a map T → X making the following commute:
T ′
T X.
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That FX is a sheaf implies that FX(T ) is the equalizer in the sequence FX(T ) → FX(T ′) ⇒
FX(T
′ ×T T ′). Then this gives that a map T ′ → X comes from a map T → X if and only if two
compositions T ′ ×T T ′
πi−→ T ′ → X are equal.
We give another consequence of the fact that FX is a sheaf. Let X
′ → X be a faithfully flat
cover. Let T be an S-scheme with a map T → X . Define T ′ = T ×X X ′; then we get an associated
map T ′ → X ′. The two composites T ′ ×T T ′
πi−→ T ′ → X ′ define a map T ′ ×T T ′ → X ′ ×X X ′.
This map makes the following diagram commute (where the vertical arrows are projections):
T ′ ×T T ′ X ′ ×X X ′
T ′ X ′.
(2.1.1)
Again we can go backwards: another way we can specify a map T → X is to choose an fppf
cover T ′ → X ′ and a map T ′ ×T T ′ → X ′ ×X X ′ making Equation 2.1.1 commute.
That this defines a map T → X again follows from the fact that FX is a sheaf. This strategy
will inform our method of defining maps to stacks.
2.2. Algebraic spaces and stacks. Let X be an algebraic space over S. As algebraic spaces are
quotients of schemes by e´tale equivalence relations, there is a scheme Y with surjective e´tale map
to X . If we let R = Y ×X Y , then R is a subscheme of Y × Y whose two projections R ⇒ Y are
e´tale. Specifying the data R ⇒ Y specifies X as the quotient of the sheaf FY by the equivalence
relation defined by R.
If T is an S-scheme, one way of giving a map T → X is to find an e´tale cover T ′ → T with map
T ′ → Y and a map T ′ ×T T ′ → Y ×X Y making the following diagram commute:
T ′ ×T T ′ R
T ′ Y.
Thus we can define a map T → X using only maps between schemes.
Now we turn to algebraic stacks. Let X be an algebraic stack over S. Then there is a scheme
X with a smooth cover π : X → X. Then R = X ×X X is an algebraic space with two projections
R⇒ X .
Let T is an S-scheme. We may begin to give a map f : T → X similarly as before, by giving a
smooth cover T ′ → T , a map T ′ → X , and a map f : T ′ ×T T ′ → X ×X X making the following
again commute:
T ′ ×T T ′ R
T ′ X.
However, for stacks this is not sufficient.
The map T ′×T T ′ → X×XX defines a map (T ′×T T ′)×S (T ′×T T ′)→ (X×XX)×S (X×XX),
which we may restrict to a map (T ′ ×T T ′) ×T ′ (T ′ ×T T ′) → (X ×X X) ×S (X ×X X), and the
commutativity of the last diagram guarantees the image lands in (X ×X X) ×X (X ×X X). Thus
this defines a map (T ′ ×T T ′) ×T ′ (T ′ ×T T ′) → (X ×X X) ×X (X ×X X), but this is canonically
isomorphic to a morphism T ′ ×T T ′ ×T T ′ → X ×X X ×X X .
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The condition for the maps T ′ → X and T ′×T T ′ → R to define a map T → X is for the following
diagram to commute (where the vertical arrows are the projections):
T ′ ×T T ′ ×T T ′ X ×X X ×X X
T ′ ×T T ′ X ×X X
.
Remark 2.2.1. For stacks the map T ′ ×T T ′ → R is additional information, whereas for algebraic
spaces the question is only whether or not one exists.
3. Conventions and notations
Throughout the text all topological rings are assumed to be Hausdorff. When we work over a
ring R, all algebraic spaces, schemes, and stacks are finite-type over R.
For S′ → S a map of schemes and F an fppf sheaf on the category of S′-schemes, denote by
ResS′/S F the sheaf such that for a S-scheme T we have (ResS′/S F )(T ) := F (T ×S S
′). If F is
an fppf sheaf on the category of S-schemes and FS′ its pullback to the category for S
′-schemes,
by abuse of notation we write ResS′/S F for ResS′/S FS′ . For a S-scheme, X , we will identify X
with its associated fppf sheaf, allowing us to write ResS′/S X . Note that the sheaves obtained in
this way are not necessarily representable.
4. Topologies on points of varieties
In this section R is a topological ring. For a large class of R, we will explain how for any
finite-type R-scheme X we may define a topology on X(R). The topology will satisfy the following
axioms:
(1) If X = A1R, then X(R) = R.
(2) If X → Y is a morphism of finite-type R-schemes, then X(R)→ Y (R) is continuous.
(3) If X is a finite-type R-scheme and Y →֒ X is a closed immersion, then Y (R) ⊆ X(R) is a closed
subset with the subspace topology.
(4) If X and Y are two finite-type R-schemes, then (X ×R Y )(R) = X(R)× Y (R).
(5) If X is a finite-type R-scheme, and Y →֒ X is an open immersion, then Y (R) ⊆ X(R) is an
open subset with the subspace topology.
Definition 4.0.1. Let R be a topological ring. A topology X(R) for every finite-type R-scheme
X is called a excellent topologization of R-points of finite-type R-schemes if (1)− (5) hold.
Let R be a topological ring. A topology X(R) for every finite-type R-scheme X is called a good
topologization of R-points of finite-type R-schemes if (1)− (4) hold.
Definition 4.0.2. If R is topological ring and we give R× the subset topology, then we say R is
continuously invertible if the map R× → R× given by r 7→ 1/r is continuous.
This condition implies that if f ∈ R[x1, . . . , xn] and U ⊆ Rn is such that f(U) ⊆ R×, then the
map U → R given by 1/f(x1, . . . , xn) is continuous.
By local topological ring, we mean a topological ring that is local as a ring. We will first explain
how if R is a continuously invertible topological ring, then R has a unique excellent topologization
of R-points of finite-type R-schemes.
First if X = An is affine space, then the space X(R) = Rn we give product topology, which is
required by properties (1) and (4). If X ⊆ An is a closed subscheme of affine space, we define the
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topology as the subspace topology X(R) ⊆ Rn, which is required by property (3). We must show
this is independent of the affine embedding.
Suppose X has two embeddings into affine spaces, i1 : X →֒ An and i2 : X →֒ Am. Then there is
a morphism r1 : A
n → Am such that r1 ◦ i1 = i2. Similarly, there is a morphism r2 : Am → An such
that r2 ◦ i2 = i1. As polynomial maps are continuous, r1 and r2 induce continuous maps between
the two topologies on X(R) defined by the two embeddings. Thus the topologies must be the same.
Next if X = SpecA for an finitely generated R-algebra A, and f ∈ A and U = SpecA[1/f ] ⊆ X
is a distinguished open, we would like to see that the topology on U(R) induced as a subspace of
X(R) is same as the topology on U(R) when U is viewed as an affine scheme. Choose a closed
embeddingX →֒ An and let x1, . . . , xn be the coordinates on An. Let Usub be the set U(R) equipped
with the subspace topology as a subspace U(R) ⊆ X(R) ⊆ Rn. Let Uaff be the set U(R) equipped
with the topology viewing U as an affine scheme. Note that U ⊆ An+1 as a closed subscheme since
U ∼= SpecA[xn+1]/(xn+1f − 1). The map (x1, . . . , xn) 7→ (x1, . . . , xn, 1/(f(x1, . . . , xn)) is defined
on an open subset of An mapping to An+1 and restricts to a continuous map Usub → Uaff . The
projection onto the first n coordinates gives a map An+1 → An which gives a continuous map
Uaff → Usub. Thus both must have the same topologies.
Let X be such a finite-type scheme. First note any R-point of X is contained in an affine subset
of X . On each affine U ⊆ X , give U(R) topology as an affine subset; this is required by (5)s. We
must check that for two affines, U, V , the topologies agree on U ∩V . But U ∩V is covered by opens
which are distinguished in both U and V . On these distinguished opens, we have shown that the
topology induced from U(R) and V (R) match the topology given by viewing these distinguished
opens as affine varieties; thus the topologies match on the overlap, so these match we have defined
a topology on X(R). It is straightforward to check properties (1)− (5).
Now we consider a more general class of rings. Let I be an index set, and for each i ∈ I let Ri be
a continuously invertible topological local ring. Let R =
∏
i∈I Ri be the product. We will describe
how to give a good topologization on the R-points of finite-type R-schemes for this class of R. For
any cofinite subset J ⊆ I, we set RJ =
∏
i∈J Ri. Then R = (
∏
i∈I\J Ri)×RJ .
As Ri is a continuously invertible topological local ring, we have already described a topologiza-
tion of the Ri-points of any finite-type Ri-scheme. Let X be a finite-type R-scheme. For any cofinite
J ⊆ I, and open U ⊆
∏
i∈I\J X(Ri), consider U ×X(RJ) ⊆ (
∏
i∈I\J X(Ri))×X(RJ) = X(R); we
define the topology on X(R) to have these subsets as a basis.
We check properties (1) and (2). First if X = A1R, then X(R) = R as sets. A basis for the
topology is given by sets of the form U×RJ for cofinite subsets J ⊆ I and open U ⊆
∏
i∈I\J A
1(Ri);
this is precisely the topology on R as a direct product so (1) is established.
Let f : X → Y be a morphism of finite-type R-schemes. Let J ⊆ I a cofinite subset and
let U ⊆
∏
i∈I\J Y (Ri) be an open . Let g :
∏
i∈I\J X(Ri) →
∏
i∈I\J Y (Ri) be induced from
f ; this is continuous as each Ri is continuously invertible and local and we have checked the
topologization is excellent for these rings. Therefore, g−1(U) is open in
∏
i∈I\J X(Ri). We then
have that f−1(U × Y (RJ )) = g−1(U) ×X(RJ) and this is open in X(R) as it is in the described
basis of opens. Therefore X(R)→ Y (R) is continuous, so we have (2).
To check property (3), let X → Y be a closed immersion of finite-type R-schemes. We first check
that image is a closed set. The image is the intersection over j ∈ I of X(Rj) ×
∏
i∈I,i6=j Y (Ri),
which are each closed, so the image is closed. Now we check that X(R) → Y (R) is a topological
immersion. For any i, X(Ri) → Y (Ri) is a closed immersion, thus a subset of X(Ri) is open if
and only if it is the restriction of an open subset of Y (Ri). For any cofinite J and open subsets
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Vi ⊆ Y (Ri) for i ∈ I \ J , the subset (
∏
i∈I\J Vi) × Y (RJ ) ⊆ Y (R) intersected with X(R) is
(
∏
i∈I\J Vi∩X(Ri))×X(RJ ) ⊆ Y (R). As opens of the form Vi∩X(Ri) are a basis for the topology
on X(Ri), opens of the form (
∏
i∈I\J Vi ∩ X(Ri)) × X(RJ) are a basis of the topology on X(R).
We conclude that X(R)→ Y (R) is an embedding of topological spaces.
Lastly we check property (4). Let X and Y be two finite-type R-schemes. A basis of opens for
the product X(R) × Y (R) may be constructed as follows: choose a cofinite J ⊇ I, and for each
i ∈ I \ J choose opens Vi ∈ X(Ri) and Wi ∈ Y (Ri), then take the open of X(R)× Y (R) given by∏
i∈I\J (Vi×Wi)×
∏
i∈J (X(Ri)×Y (Ri)). Now note that the opens of the form Vi×Wi are a basis
fo (X × Y )(Ri) = X(Ri)× Y (Ri). Thus identifying (X ×R Y )(R) and X(R)× Y (R), the product
topology matches the topology on (X ×R Y )(R) as desired.
Remark 4.0.3. In [Con][page 7], it is shown that if R =
∏
iRi where each Ri is a local ring and X
is a finite-type, quasi-separated R-scheme then the natural map X(R)→
∏
iX(Ri) is bijective. In
this case the topology we defined on X(R) agrees with the product topology on
∏
iX(Ri).
Definition 4.0.4. Let R a topological ring. We say a good topologization of R-points of finite-
type R-schemes has the smooth quotient property if for every smooth map X → Y of finite-type
R-schemes such that X(R)→ Y (R) is surjective, X(R)→ Y (R) is a quotient.
Proposition 4.0.5. Let I be an index set. For each i ∈ I, let Ri be a continuously invertible
local ring with the property that smooth maps of Ri-schemes induce open maps on Ri-points. Let
R =
∏
i∈I Ri be the restricted direct product. The good topologization of R-points of finite-type
R-schemes defined above has the smooth quotient property.
In fact if f : X → Y is a smooth morphism of finite-type R-schemes such that X(R)→ Y (R) is
surjective, then X(R)→ Y (R) is an open map.
Proof. In the case when Y (R) = ∅, the result is clear so we assume that Y (R) is not empty.
By abuse of notation, for any cofinite J ⊆ I, we denote by f the induced map
∏
i∈I\J X(Ri)→∏
i∈I\J Y (Ri).
Let U ⊆ X(R) be an open subset. Let V ⊆ U be an open subset of the form W ×X(RJ) for
some openW ⊆
∏
i∈I\J X(Ri). Such opens cover U . Now f(W ) ⊆
∏
i∈I\J Y (Ri) is open as smooth
maps induce open maps on Ri-points by hypothesis. Therefore f(V ) = f(W ) × Y (RJ ) is open.
The set f(U) is a union of these f(V ) and is thus open as claimed. 
5. Definitions
Definition 5.0.1. Let S be a scheme and T be S-scheme. Let n ≥ 0
If S is the spectrum of field k, then T = SpecR for some R, and we define the degree of T over
S to be dimk R, the dimension of R as a k-vector space.
For general scheme S, and for any n ≥ 0, we say that T → S has degree less than or equal to n
if for each s ∈ S, if k(s) is the residue field at s, then T ×S Spec k(s) has degree degree less than or
equal to n.
If R→ R′ is a morphism of rings such that SpecR′ → SpecR is quasi-finite, we say that R→ R′
has degree less than or equal to n if SpecR′ → SpecR has degree less than or equal to n.
Remark 5.0.2. If T → S is a quasi-finite and representable map of algebraic stacks, then for every
field k with map Spec k → S, the pullback T ×S Spec k is a scheme. In this we can extend the
definition of having degree less than or equal to n to this situation.
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The map T → S is of degree less than or equal to n if for all fields k and all morphisms
Spec k → S, T ×S Spec k → Spec k is of degree less than or equal to n.
Definition 5.0.3. Let R be a ring. We say that R is sufficiently disconnected
(1) Finitely generated projective modules over R are free.
(2) For any faithfully flat e´tale R→ R′ , there exists an R′-algebra R′′ such that R′′ is finite e´tale
over R.
Lemma 5.0.4. Let R be a sufficiently disconnected ring. For any n ≥ 0 and any faithfully flat
e´tale R→ R′ of degree less than or equal to n, there exists an R′-algebra R′′ such that R′′ is finite
e´tale and free over R of rank n!.
Proof. Given R→ R′, let S be finite e´tale R′-algebra given by Definition 5.0.3.
Let T ⊆ S be the image of R′. Applying Lemma 14.0.6, we conclude that T is e´tale over R.
Since R′ and S are e´tale over R they are finitely presented over R, so there is a noetherian subring
over which R′ and S are defined; T is then defined too over that noetherian subring, and since it is
a subalgebra of the module finite S, we conclude that T too is finitely presented as an R-module.
As T is both finitely presented and flat over R as an R-module, T is a projective R-module. Using
property (1) of sufficiently disconnected, we see that T is moreover free as an R-module. Since
T is a quotient of R′ it must have rank m less than or equal to n. Let R′′ = T n!/m. Then the
diagonal defines an R-algebra homomorphism T → R′′ and the composite R′ → T → R′′ makes R′′
an R′-algebra. Finally, by construction R′′ is finite e´tale and free of rank n! over R. 
The following is a scheme-theoretic version of Lemma 5.0.4.
Lemma 5.0.5. Let R be a sufficiently disconnected ring. Let U → V be a separated, surjective
e´tale map of algebraic stacks over R which is representable and of degree less than or equal to n.
Then for any v ∈ V (R), there is a finite e´tale R-algebra S of rank n! and u ∈ U(S) such that u and
v have the same image in V (S).
Proof. Consider the pullback U ×V,v SpecR → SpecR. This is a separated algebraic space that
surjective e´tale over SpecR. If we find a finite e´tale R-algebra S of rank n! and u′ ∈ (U ×V,v
SpecR)(S), then if we denote the composite SpecS
u′
−→ U ×V,v SpecR→ U by u, u has the desired
properties. In this way we reduce to the case when U is a separated algebraic space and V = SpecR.
Now let W → U be an e´tale cover by an affine scheme. Then W = SpecR′ for some e´tale
R-algebra R′. Applying Definition 5.0.3 gives an R′-algebra R′′ which is finite e´tale over R. By
Remark 14.0.7, the image of SpecR′′ → U is finite e´tale over R, and thus an affine R-scheme.
This image is of the form SpecS′ for some R-algebra S′. We have a map u′ : SpecS′ → U by
construction. Now we may take a finite partition of SpecR by open sets such that over each open
set in the partition SpecS′ has constant degree. It suffices to prove the result separately over each
open in the partition. Thus passing to an open set in this partition, we may assume that S′ is finite
e´tale of some fixed rank m over R. Set S = (S′)n!/m. The diagonal defines a map S′ → S, we have
a composite map SpecS → SpecS′
u′
−→ U which we denote by u. Then S and u have the desired
properties. 
Proposition 5.0.6. Complete noetherian local rings are sufficiently disconnected.
Before we prove this, we prove an intermediary lemma.
Lemma 5.0.7. Let R be a complete noetherian local ring. Let R′ be an e´tale R-algebra. Then R′
is of the form T × S where T is finite e´tale over R and S is e´tale but not faithfully flat over R.
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Proof. Let m be the maximal ideal of R. Let R̂′ be the m-adic completion of R′.
Because R → R′ is e´tale, R′/meR′ is e´tale over R/meR. Furthermore, R′/meR′ is finite over
R/meR as it is quasi-finite over an artinian local ring. Thus, we have that R̂′ is finite e´tale over
R = R̂. Set T = R̂′.
Now as R′ → R′/mR′ is surjective, by Nakayama’s lemma we conclude that R′ → T is surjective.
By Lemma 14.0.6, Spec R̂′ → SpecR′ has clopen image. Therefore, we may write R′ = R̂′ × S for
some (necessarily e´tale) R-algebra S. By construction R′/mR′ → T/mT is surjective, so S/mS = 0,
so as claimed S is not faithfully flat over R. 
Proof of Proposition 5.0.6. Let R be a complete noetherian local ring with maximal ideal m. Prop-
erty (1) of Definition 5.0.3 is clear, so we prove property (2).
Let R′ be an e´tale faithfully flat R-algebra. We will find an R′-algebra R′′ such that R→ R′′ is
finite e´tale.
By Lemma 5.0.7, R′ = T × S for T finite e´tale over R. We take R′′ = T . 
Definition 5.0.8. Let R be a topological ring. We say R is essentially analytic if R is a local,
sufficiently disconnected, continuously invertible topological ring such that every e´tale map X → Y
of finite-type R-schemes induces a local homeomorphism X(R)→ Y (R).
Remark 5.0.9. Essentially analytic rings include Zp, Qp, R, and C.
For these rings, the fact that they are essentially analytic comes from the inverse function theo-
rem.
Here is the main definition of the paper.
Definition 5.0.10. Let R be an essentially disconnected, continuously invertible topological ring.
Let X be an algebraic R-stack. We topologize X(R) in the following way:
For each smooth cover Z → X from an R-scheme Z, let X(R)Z be the image of Z(R) in X(R)
given the quotient topology.
Let CX be the category of R-schemes Z together with a smooth cover Z → X, and maps from
Z1 → X to Z2 → X are smooth maps Z1 → Z2 making the following diagram commute
Z1 Z2
X
Then let X(R) be given the topology of colimZ∈C X(R)Z .
For this definition to make sense, we will need to see that every x ∈ X (R) is in X (R)Z for some
Z. Theorem 7.0.7 establishes this.
Remark 5.0.11. Note that in Definition 5.0.10, we get the same colimit if we restrict to morphisms
of the form Z1 →֒ Z1
∐
Z2, for smooth cover Z2 → X. In this way, if convenient, we may assume
that the colimit is over a filtered category.
6. Cocycle spaces
In this section R is a ring and all objects are finite-type over R. Additionally through out this
section, T will be an R-scheme, T ′ → T will be an fppf cover, X will be an algebraic stack over T ,
and Z an algebraic space over T , and Z → X will be a smooth cover. We briefly recall Section 2.2.
Let us be given maps T ′ → Z and T ′ ×T T ′ → Z ×X Z making the following diagram commute:
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T ′ ×T T ′ Z ×X Z
T ′ Z.
(6.0.1)
From this data we get a map T ′ ×T T ′ ×T T ′ → Z ×X Z ×X Z
If the diagram
T ′ ×T T
′ ×T T
′ Z ×X Z ×X Z
T ′ ×T T ′ Z ×X Z
π23 π23 (6.0.2)
commutes, we get an associated map T → X.
Now a map T ′ → Z is the same data as a T -point of ResT ′/T Z. A map T
′ ×T T
′ → Z ×X Z
is the same as the data of a T -point of ResT ′×TT ′/T (Z ×X Z). There are two maps π1, π2 :
ResT ′/T Z → ResT ′×TT ′/T (Z×XZ) coming from the two projections T
′×T T ′ → T ′. There are also
two maps π1, π2 : ResT ′×TT ′ Z ×X Z → ResT ′×T ′/T Z coming respectively from the two projections
Z ×X Z → Z.
Finally, the data of T ′ → Z and T ′×T ′ → Z ×X Z making Diagram 6.0.1 commute can thus be
rephrased as the data of a T -point of the limit, PT ′,Z→X, of the following diagram:
ResT ′×TT ′ Z ×X Z
ResT ′/T Z ResT ′×TT ′/T Z
ResT ′×TT ′/T Z
π1 π2
π1
π2
(6.0.3)
We get maps du, dℓ : PT ′,Z→X → ResT ′×TT ′×TT ′/T (Z ×X Z) corresponding to the upper and
lower paths of Diagram 6.0.2. Let CT ′,Z→X be the equalizer of
PT ′,Z→X ResT ′×TT ′×TT ′ Z ×X Z.
du
dℓ
As it stands this CT ′,Z→X is only a sheaf. If it is representable by a scheme or algebraic space,
we will refer to CT ′,Z→X as a cocycle space.
Descent gives us a map CT ′,Z→X → X (see Section 2.2).
Proposition 6.0.1. Let Y → X be a map of algebraic stacks over T . If Z ×X Y is an algebraic
space, then there is a canonical isomorphism CT ′,Z→X ×X Y ∼= CT ′,(Z×XY)→Y.
The reason for assuming that Z ×X Y is an algebraic space is that this is the only context in
which we have a definition of CT ′,(Z×XY)→Y.
Proof. We will describe a map in both directions. As the construction of the cocycle space is
functorial in T it will suffice to give what this map does on T -points.
First let us begin with constructing the map CT ′,Z→X ×X Y→ CT ′,(Z×XY)→Y. We will describe
how a T -point of CT ′,Z→X ×X Y gives a T -point of CT ′,(Z×XY)→Y.
The data of a T -point of CT ′,Z→X ×X Y is the same as the following data:
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(1) Maps T ′ → Z and T ′ ×T T ′ → Z ×X Z making Diagrams 6.0.1 and 6.0.2 commute.
This then defines a map f1 : T → X making the following diagram commute:
T ′ Z
T X.
f1
(2) A map T → Y.
This defines a composite T → Y→ X, which we denote by f2 : T → X.
(3) An isomorphism f1 ∼= f2.
The isomorphism f1 ∼= f2 by functoriality defines an isomorphism between the composite T
′ →
Z → X and the composite T ′ → T → Y→ X. The map T ′ → Z, the composite T ′ → T → Y, and
this isomorphism together define a map T ′ → Z ×X Y.
Similarly, the isomorphism f1 ∼= f2 by functoriality defines an isomorphism between the com-
posite T ′ ×T T ′ → Z ×X Z → X and the composite T ′ ×T T ′ → T → Y → X. The map
T ′ ×T T ′ → Z ×X Z, the composite T ′ ×T T ′ → T → Y, and this isomorphism define a map
T ′×T T ′ → (Z×XZ)×XY. But (Z×XZ)×XY is canonically isomorphic to (Z×XY)×Y (Z×XY).
Thus we get a map T ′ ×T T ′ → (Z ×X Y)×Y (Z ×X Y).
The commutativity of Diagram 6.0.2 implies that the analogous diagram produced by the maps
T ′ → Z ×X Y and T ′ ×T T ′ → (Z ×X Y) ×Y (Z ×X Y) also commutes. This is precisely the data
needed to define a map T → CT ′,(Z×XY)→Y. So we have produced the map CT ′,Z→X ×X Y →
CT ′,(Z×XY)→Y.
We now describe the map CT ′,(Z×XY)→Y → CT ′,Z→X ×X Y. Again, we explain how a T -point
of CT ′,(Z×XY)→Y gives a T -point of CT ′,Z→X ×X Y.
A T -point of CT ′,(Z×XY)→Y is the following data:
(1) Map T ′ → Z ×X Y
(2) Map T ′ × T ′ → (Z ×X Y)×Y (Z ×X Y) ∼= (Z ×X Z)×X Y,
making the analogue of Diagram 6.0.1 and Diagram 6.0.2 commute.
By composing with the appropriate projections, we get:
(1) Map T ′ → Z
(2) Map T ′ ×T T ′ → Z ×X Z
making Diagram 6.0.1 and Diagram 6.0.2 commute. This defines a map T → CT ′,Z→X. Let f1 be
the composite T → CT ′,Z→X → X. We can then identify the composite T ′ → Z ×X Y → Z → X
with T ′ → T
f1
−→ X and the composite T ′ ×T T ′ → (Z ×X Y) ×Y (Z ×X Y) → Z ×X Z → X with
T ′ ×T T ′ → T
f1−→ X.
Now form the compoisition T ′ → Z×XY→ Y. The fact that the Z×XY→ Y version of Diagram
6.0.1 commutes defines an isomorphism between the two composites T ′ ×T T ′
πi−→ T ′ → Y. The
fact that the Z ×X Y → Y version of Diagram 6.0.2 commutes defines a “cocycle” compatibility
between the induced isomorphisms between three composites T ′×T T ′×T T ′
πi−→ T ′ → Y. Descent
from this defines a map f2 : T → Y.
Furthermore, descent theory gives us canonical isomorphisms between the composites T ′ → Z×X
Y→ Y and T ′ → T
f2
−→ Y, and also between the composites T ′×T T
′ → (Z×XY)×Y(Z×XY)→ Y
and T ′×T T ′ → T
f2
−→ Y. Thus we can and do assume that these isomorphic composites are equal.
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(Also note that since Z ×X Y is an algebraic space, there is at most one isomorphism between any
two maps to Z ×X Y.)
Next, the map T ′ → Z ×X Y gives an isomorphism between the composites T ′ → T
f1
−→ X and
T ′ → T
f2
−→ X. Likewise, the map T ′ ×T T ′ → (Z ×X Y) ×Y (Z ×X Y) ∼= (Z ×X Z)×X Y gives an
isomorphism between the composites T ′ ×T T ′ → T
f1
−→ X and T ′ ×T T ′ → T
f2
−→ X.
The commutativity of the Z ×X Y → Y version of Diagram 6.0.1 implies that isomorphism
between the composites T ′ ×T T
′ → T
f1
−→ X and T ′ ×T T
′ → T
f2
−→ X is induced from an
isomorphism of the composites T ′ → T
f1
−→ X and T ′ → T
f2
−→ X by functoriality from either
projection. Then descent (or the stack property) implies that these identifications must be induced
by functoriality from an isomorphism f1 ∼= f2.
The data of T → CT ′,Z→X and T → Y and isomorphism f1 ∼= f2, together define a map
T → CT ′,Z→X ×X Y. Thus we have described the map CT ′,Z×XY→Y → CT ′,Z→X ×X Y.
These maps are inverses.

7. Representability of cocycle spaces
In this section R is a ring and all objects are finite-type over R. Additionally through out this
section, T will be an R-scheme, but now T ′ → T will be a finite e´tale cover. Still X will be an
algebraic stack over T , and Z an algebraic space over T , and Z → X will be a smooth cover.
Lemma 7.0.1. Assume X is an algebraic space, Z is relatively affine over T . For any t ∈ T , if
k(t) denotes the residue field at t, any finite set of points in (Z ×X Z)×T Spec k(t) is contained in
an affine subset of (Z ×X Z)×T Spec k(t).
Proof. By base changing Z → T to Spec k(t), we may reduce to the case when T is the spectrum
of a field and t ∈ T is the unique point and Z is affine. Thus we have to show that Z ×X Z has the
property that any finite collection of points is contained in an affine.
The diagonal X
∆
−→ X×T X is a locally closed immersion, which implies that Z ×X Z is locally
closed in Z ×T Z. On the other hand Z is affine, so Z ×T Z is affine, and therefore that Z ×X Z
is quasi-affine over a field. Finite-type quasi-affine schemes over fields have the property that any
finite collection of points is contained in an affine, as quasi-projective varieties over fields have this
property and quasi-affine varieties are quasi-projective. 
Proposition 7.0.2. If X is an algebraic space and Z is a relatively affine T -scheme, Then CT ′,Z→X
is representable by a scheme.
Proof. Note that T ′ ×T T ′ and T ′ ×T T ′ ×T T ′ are also both finite and locally free over T . The
sheaf CT ′,Z→X is constructed as a limit of various restriction of scalars of Z and Z ×X Z. These
restrictions of scalars are schemes by Lemma 7.0.1 and [BLR90][Theorem 7.6.4]. Limits of schemes
are schemes, so CT ′,Z→X is a scheme. 
Lemma 7.0.3. Recall we assumed T ′ → T is finite e´tale. Let X ′ be an algebraic space over T ′.
Then ResT ′/T X
′ is an algebraic space over T .
Proof. The question is local on T , so we can assume that T ′ → T is free of a fixed rank n. There
exists a finite e´tale cover T ′′ → T such that T ′′ ×T T ′ ∼= (T ′′)n (the fiber product of n copies of T ′
over T ) as a T -scheme.
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Now (ResT ′/T X
′) ×T T ′′ → ResT ′/T X
′ is representable, surjective, and e´tale. Furthermore,
ResT ′/T X
′ ×T T ′′ ∼= (X ′ ×T ′ T ′′)n (the fiber product of n copies of X ′ over T ′) as functor on
T -schemes. Therefore, ResT ′/T X
′ is an e´tale quotient of an algebraic space, so is an algebraic
space. 
Proposition 7.0.4. If X is an algebraic stack then CT ′,Z→X is representable by an algebraic space.
Proof. By Lemma 7.0.3 all spaces used to construct CT ′,Z→X are algebraic spaces. As the limit of
algebraic spaces are algebraic spaces, CT ′,Z→X is an algebraic space. 
Proposition 7.0.5. Suppose that T ′ → T is finite e´tale. If X is a scheme, then the following
diagram is cartesian:
CT ′,Z→X ResT ′/T Z
X ResT ′/T X.
Proof. In the case when X is a scheme and we have a map T ′ → Z, there is at most one map
T ′ ×T T ′ → Z ×X Z making Diagram 6.0.1 commute. Additionally, once we find such a map
Diagram 6.0.2 automatically commutes.
Furthermore, we can find a map T ′ ×T T
′ → Z ×X Z making Diagram 6.0.1 commute precisely
there is a morphism T → X making
T ′ Z
T X
commute.
Thus a point of CT ′,Z→X is a T -point of X and a T
′-point of Z having the same image in X(T ′).
This precisely says the desired diagram is cartesian. 
Proposition 7.0.6. Suppose that T ′ → T is finite e´tale. Then the map CT ′,Z→X → X is a smooth
cover.
Proof. First suppose that X is a scheme. Proposition 7.0.5 expresses CT ′,Z→X → X as a pullback
of ResT ′/T Z → ResT ′/T X . As Z → X is a smooth cover, so is ResT ′/T Z → ResT ′/T X is a smooth
cover, and therefore CT ′,Z→X → X is a smooth cover.
In general, we pullback CT ′,Z→X → X along a smooth cover X → X from scheme X . Proposition
7.0.5 says that CT ′,Z→X ×X X → X is isomorphic to CT ′,Z×XX→X → X which is a smooth cover
by the scheme case. Thus we conclude that CT ′,Z→X → X is a smooth cover. 
The following is proved via a different method by M. Bhargava and B. Poonen in the case when
R is a noetherian local ring [BP19]
Theorem 7.0.7. Assume R be a sufficiently disconnected topological ring, and let T = SpecR.
Let X be an algebraic stack over T , and let T → X be a section. Then there is a T -scheme Y with
smooth cover Y → X and map T → Y making the following diagram commute:
T Y
X.
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Proof. Let X → X be any separated smooth cover from by scheme . Let Z = X ×X T .
Now Z → T is smooth, so there is an e´tale surjective morphism T1 → T such that Z×T T1 → T1
has a section. As R is sufficiently disconnected by Lemma 5.0.5 this implies there exists T ′ → T1
such that the composite T ′ → T1 → T is surjective finite e´tale map. The induced map T ′ → T1 → Z
makes T ′ → Z making the following diagram commute
T ′ Z
T
Now from the maps T → X and T ′ → Z, we can construct T ′×T T
′ → Z×XZ (which component-
wise is the map T ′ → Z), and this clearly makes Diagram 6.0.1 and Diagram 6.0.2 commute. This
gives us a map T → CT ′,Z→X . Now if CT ′,Z→X is only an algebraic space, we run the same
procedure again lifting T to a smooth cover of CT ′,Z→X by a scheme keeping in mind Proposition
7.0.2 . This proves the proposition. 
Proposition 7.0.8. Let T = SpecR, so X is a finite-type R-stack. There are smooth covers
πN : ZN → X by schemes for N ≥ 1, such that
⋃
N πN (ZN (R)) = X(R) and additionally, for any
sufficiently disconnected R-algebra R′,
⋃
N πN (ZN (R
′)) = X(R′)
Additionally if X is a Deligne-Mumford stack, there is a single smooth cover π : Z → X be a
scheme such that π(Z(R)) = X(R) and futhermore for any sufficiently disconnected R-algebra R′,
π(Z(R′)) = X(R′)
Proof. Let X → X be any smooth cover by a scheme. Let EN be the R-scheme that parametrizes
e´tale R-algebras which are free as R-modules of rank N and are equipped with an R-basis. This is a
smooth scheme. Let FN → EN be the universal e´tale cover of rankN . Set Z ′N = CFN ,EN×RX→En×RX.
By Prop 7.0.4, the fiber of Z ′N → EN over a point corresponding to a free e´tale R-algebra S equipped
with a basis as an R-module is CS,X→X. By Lemma 5.0.5, for x ∈ X(R) there is a finite free e´tale
R-algebra, S, of some rank N ≥ 1, such that x lifts to a point of X(S). Such an x thus lifts to an
R-point of Z ′N . By Prop 7.0.4, the same property holds for any sufficiently disconnected R-algebra
R′ and x ∈ X(R′). The Z ′N exhibit the desired properties, except they are algebraic spaces and not
necessarily schemes.
Assume for a moment we have proved the results in the second paragraph of the statement
for algebraic spaces. Then we can find a cover ZN → Z ′N such that for any sufficiently discon-
nected R-algebra R′, ZN(R
′) → Z ′N (R
′) is surjective. Because
⋃
N Z
′
N(R
′) = X(R′), we also have⋃
N ZN (R
′) = X(R′).
We now prove the results in the second paragraph of the statement. Assume that X is a Deligne-
Mumford stack and let X → X be a separated e´tale cover of degree less than or equal to n for
some n ≥ 1 by an affine scheme. Applying Lemma 5.0.5 to X → X for any x ∈ X(R) there must
be a free e´tale R-algebra S of rank n! and x′ ∈ X(S) such that x and x′ have the same image in
X(S). In fact the same conclusion holds for any sufficiently disconnected R-algebra R′ and any
x ∈ X(R′) (by applying Lemma 5.0.5 to X ⊗R R′ → X⊗R R′). This implies that for any such R′,
Z ′n!(R
′)→ X(R′) is surjecive. If X is an algebraic space, then by Proposition 7.0.2 Z ′n! is a scheme
and we take Z = Z ′n!
If X is just a Deligne-Mumford stack, Z ′n! is only an algebraic stack. By the now completed
algebraic space case, we may find a cover Z → Z ′n! by a scheme such that for every any sufficiently
disconnected R-algebra R′, Z(R′)→ Z ′n!(R
′) is surjective. The composite Z → Zn! → X then has
the desired properties. 
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Remark 7.0.9. If X is an algebraic stack over R and Y a Deligne-Mumford stack over R with a
representable map Y → X. The construction in the proof of Proposition 7.0.8 gives ZN that are
almost functorial in the following sense: for some N ≥ 1 and all sufficiently disconnected R-algebra
R′, (ZN ×X Y)(R′)→ R′ is surjective.
8. Smooth quotient property
In this section, R will be a sufficiently disconnected topological ring together a good topologiza-
tion of R-points of finite-type R-schemes with the smooth quotient property.
Proposition 8.0.1. Let X be an algebraic space over R. Let πU : U → X and πV : V → X be
smooth covers by schemes such that the induced maps on R-points are surjective. Let πU (U(R))
denote X(R) with the quotient topology from U(R). Similarly define πV (V (R)). Let f : U → V be
an X-morphism. The natural continuous map πU (U(R))→ πV (V (R)) is a homeomorphism.
Proof. Note that as sets πU (U(R))→ πV (V (R)) is just the identity X(R)→ X(R).
Set Z = U ×X V , and consider the diagram
Z U
V X.
πU
πV
The top and left arrow are smooth morphisms of schemes, and the map Z(R) → U(R) is
surjective and thus a quotient by the smooth quotient property. Therefore, πU (U(R)) is a quotient
of Z(R). Similarly, Z(R) → V (R) is surjective thus also a quotient, so the composite Z(R) →
V (R)→ πV (V (R)) is a quotient
Therefore, πU (U(R)) and πV (V (R)) are both quotients of Z(R): both spaces are the underlying
set X(R) with the topology given as a quotient of Z(R) by the map Z(R) → X(R). Therefore,
the topologies on both πU (U(R)) and πV (V (R)) match, so the natural morphism πU (U(R)) →
πV (V (R)) must be a homeomorphism. 
Proposition 8.0.2. Let X be an algebraic space over R, and πU : U → X be a smooth cover
by a scheme such that U(R) → X(R) is surjective. Then when X(R) is given the topology as in
Definition 5.0.10, U(R)→ X(R) is a quotient map of topological spaces.
Proof. Recall that in Definition 5.0.10, we define X(R) as a certain colimit over the category of
smooth covers of X by schemes. If V is any smooth cover of X by a scheme, then U
∐
V is another
smooth cover. Thus the smooth covers of X which receive an X-morphism from U are final in this
category. Therefore, X(R) = colimV→X πV (V (R)) (with notation as in Definition 5.0.10) where
the colimit is now is over smooth covers of X which receive an X-morphism from U .
By Proposition 8.0.1, for each smooth cover V → X by a scheme with an X-morphism U → V ,
the associated map πU (U(R))→ πV (V (R)) is a homeomorphism. Therefore, every such πV (V (R))
is homemorphic to any other, so every morphism in the colimit is a homeomorphism. We conclude
that πU (U(R)) → X(R) must therefore be a homeomorphism. As πU (U(R)) is by definition a
quotient of U(R), X(R) has the topology as a quotient of U(R). 
Proposition 8.0.3. Let f : X → Y be a morphism of algebraic spaces over R. Then X(R)→ Y (R)
is continuous. Moreover, if f is smooth and X(R)→ Y (R) is surjective, then X(R)→ Y (R) is a
quotient.
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Proof. Let us first do the case of general f . By Proposition 7.0.8, there exists a smooth cover
U → Y by a scheme such that U(R) → Y (R) is surjective. Set Z = X ×Y U , and let W → Z
be a smooth cover by a scheme such that W (R) → Z(R) is surjective again by Proposition 7.0.8.
Then W → X is a smooth cover of X by a scheme such that W (R) → X(R) is surjective. By
Proposition 8.0.2 W (R)→ X(R) is a quotient map. Then by Proposition 14.0.3, we conclude that
X(R)→ Y (R) is continuous.
Now assume f is smooth and X(R) → Y (R) is surjective. This implies that Z(R) → U(R) is
surjective and thusW (R)→ U(R) is surjective and thus a quotient by the smooth quotient property.
The smooth quotient property implies that W (R) → U(R) is a quotient. Thus Proposition 14.0.4
implies that X(R)→ Y (R) must be a quotient as desired. 
9. Functorialities
In this section, R is a sufficiently disconnected topological ring together a good topologization
of R-points of finite-type R-schemes with the smooth quotient property.
Lemma 9.0.1. Let X be an algebraic space over R, Y be an algebraic stack over R, and X → Y
be a map over R. Then there exists a smooth covering Y → Y by a scheme such that the canonical
map (X ×Y Y )(R)→ X(R) is a surjective quotient.
Proof. It suffices to find a Y such that (X×YY )(R)→ X(R) is surjective on R-points by Proposition
8.0.3. Remark 7.0.9, explains the existence of such a Y .

Proposition 9.0.2. Let X be an algebraic space over R, Y be an algebraic stack over R, and
X → Y be a map over R. Then the natural map X(R)→ Y(R) is continuous.
Proof. We choose π : Y → Y as in Lemma 9.0.1 with Y a scheme. Let π(Y (R)) ⊆ Y(R) given the
quotient topology from Y (R).
Consider the following diagram:
X ×Y Y Y
X Y.
π
Taking R-points, we get a commutative diagram of sets
(X ×Y Y )(R) Y (R)
X(R) π(Y (R)).
π
The right, left, and top maps are continuous. The left map is a quotient by Lemma 9.0.1. Thus
Proposition 14.0.3 implies that X(R) → π(Y (R)) is continuous. The map π(Y (R)) → Y(R) is
continuous by construction of the topology on Y(R). Therefore the composite X(R) → Y(R) is
continuous. 
Theorem 9.0.3. Let X and Y be stacks over R with a R-morphism X→ Y, then the natural map
of sets X(R)→ Y(R) is continuous.
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Proof. Let π : X → X be a smooth cover by a scheme. Let π(X(R)) denote the set π(X(R))
with the quotient topology from X(R). By Proposition 9.0.2, the natural maps X(R)→ Y(R) are
continuous. Furthermore they factor throughX(R)→ π(X(R)) . As X(R) = colimπ:X→X π(X(R)),
by definition, we thus conclude the map X(R)→ Y(R) is continuous. 
Proposition 9.0.4. Let R′ (in addition to R) be a sufficiently disconnected ring together with a
good topologization of the R′-points on finite-type R′-schemes with the smooth quotient property.
Let R → R′ be a continuous ring homomorphism, and assume furthermore, that X(R) → X(R′)
is continuous for all finite-type R-schemes X. For each algebraic stack X over R, the natural map
X(R)→ XR′(R′) is continuous.
Proof. Let π : Z → X be a smooth cover by an R-scheme. Give π(Z(R)) the quotient topology
from Z(R) and π(Z(R′)) the quotient topology from Z(R′). There is a commutative diagram (as
sets for now):
Z(R) Z(R′)
π(Z(R)) π(Z(R′)).
The two vertical arrows are quotient maps, and the top arrow is continuous. This implies the
bottom map is continuous by Proposition 14.0.3
Taking a colimit over Z, we conclude that the map
colimπ:Z→X π(Z(R))→ colimπ:Z′→X×SpecRSpecR′ π(Z
′(R′))
is continuous. This precisely says that X(R)→ X(R′) is continuous. 
Proposition 9.0.5. Let X be an algebraic space over R and and X an algebraic stack over R.
Let X → X be a smooth covering such that X(R)→ X(R) is surjective. Then X(R) → X(R) is a
quotient map.
Proof. Let π : U → X be a smooth cover by a scheme such that U(R) → X(R) is surjective. At
least one exists as we can can take U to be a cover of X such that U(R)→ X(R) is surjective using
Proposition 7.0.8. In any case, then U ×X X → X is surjective on R-points so is a quotient map
by Proposition 8.0.3. Similarly, U ×X X → U is a quotient on R-point. Therefore, topologizing
X(R) as a quotient of U is the same as topologizing it as a quotient of X . Smooth covers of X that
are surjective on R-points are final among all smooth covers (as long as one exists). The definition
topology on X(R) is as a colimit over quotients of U(R) where U → X is a smooth cover and by the
last sentence we can restrict ourselves to covers such that U(R)→ X(R) is surjective. We conclude
that X(R) must have the topology as a quotient of X(R). 
10. Algebraic spaces over essentially analytic rings
In this section the ring R is an essentially analytic topological ring.
Proposition 10.0.1. Let X be an algebraic space over R, and let π : U → X be an e´tale map from
a scheme U . Equip π(U(R)) with topology as a quotient of U(R). Then the map U(R)→ π(U(R))
is a local homeomorphism. In particular it is open.
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Proof. Consider the following cartesian square:
U ×X U U
U X.
π1
π2 π
π
As the two arrows to X are e´tale, the two arrows from U ×X U are e´tale.
This leads to a commutative diagram.
(U ×X U)(R) U(R)
U(R) π(U(R)).
π1
π2 π
π
We first prove that U(R) → π(U(R)) is open. Let V ⊆ U(R) be an open subset. Since R
is essentially analytic and each πi is an e´tale moprhism of schemes, they induce local homeomor-
phisms on R points. Thus each πi induce open maps on R-points. Therefore, π2(π
−1
1 (V )) is
open. Now since (U ×X U)(R) = U(R)×X(R) U(R) as sets, a set theoretic calculation shows that
π−1(π(π2(π
−1
1 (V )))) = π2(π
−1
1 (V )). By the definition of the quotient topology, this implies that
π(π2(π
−1
1 (V ))) is open, and this is equal to π(V ). Therefore, π(V ) is open in π(U(R)). Since V
was arbitrary, this proves that U(R)→ π(U(R)) is an open map.
Now consider the map U ×X U
π1−→ U . The map u 7→ (u, u) provides a section. As section of an
e´tale morphism is an open immersion, the diagonal ∆ ⊆ (U ×X U)(R) is open.
As U ×X U → U ×R U is a locally closed immersion, (U ×X U)(R) has the subspace topology
inherited from U(R) × U(R). In particular, the topology on (U ×X U)(R) is generated by the
restriction of opens of the form V ×W for V,W ⊆ U(R) open.
Let us now check that U(R) → π(U(R)) is a local homeomorphism at each point of U(R).
Let y ∈ U(R). As the topology at (y, y) ∈ (U ×X U)(R) is generated by opens of the form
(W ×W ) ∩ (U ×X U)(R) for W ⊆ U(R) open and ∆ is open, there exists an open W ⊆ U(R)
containing y such that (W ×W ) ∩ (U ×X U)(R) ⊆ ∆.
For any two w,w′ ∈W , if π(w) = π(w′), then (w,w′) ∈ U(R)×X(R) U(R) ⊆ U(R)× U(R), but
also (w,w′) ∈ (W ×W ) ∩ (U ×X U)(R) ⊆ ∆, so w = w′, Thus the map W → π(U(R)) is injective.
We have already concluded that W → π(U(R)) is open. Finally, as U(R)→ π(U(R)) is a quotient
map, we can conclude that W is an homeomorphism onto its image, concluding the proof. 
Proposition 10.0.2. Let X be an algebraic space over R, and let π : Z → X be a smooth cover by
a scheme. Give π(Z(R)) the quotient topology from the topology of Z(R). Then the map Z(R) →
π(Z(R)) is open.
Proof. Consider the following diagram:
Z ×X Z Z
Z X,
π1
π2 π
π
which leads to the diagram
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(Z ×X Z)(R) Z(R)
Z(R) π(Z(R)).
π1
π2 π
π
Now let U ⊆ Z(R) be open. We must show that π(U) ⊆ π(Z(R)) is open. Now π−11 (U) is open as
π1 is continuous, and the fact that π2 is smooth implies π2(π
−1
1 (U)) is open. Let W = π2(π
−1
1 (U)),
which as the property that π−1(π(W )) = W . This implies π(W ) is open, but π(W ) = π(U),
completing the proof. 
Proposition 10.0.3. Let X be an algebraic space over R. Let U and V schemes with smooth
covers πU : U → X and πV : V → X, and a f : U → V be an X-morphism.
Let πU (U(R)) be the image of U(R) in X(R) with the quotient topology and similarly for
πV (V (R)). Then, inclusion πU (U(R))→ πV (V (R)) is a homeomorphism onto an open subset.
Proof. We will first consider the case when V = U ⊔W where W → X is also a smooth cover. The
continuous injection πU (U(R)) → πV (V (R)) is open by Proposition 10.0.2. Therefore since open
continuous injection are homeomorphisms onto open subsets, πU (U(R)) → πV (V (R)) is homeo-
morphism onto an open subset.
Now consider the general case. Let the map U ⊔V → X be denoted by d. The last case says that
the topologies defined on πU (U(R)) and πV (V (R)) map are open in that defined by d((U ⊔V )(R)).
Thus πU (U(R))→ πV (V (R)) must be a homeomorphism onto an open subset. 
Proposition 10.0.4. Let X and Y be two algebraic spaces over R and f : X → Y be a smooth
map. Then X(R)→ Y (R) is open.
Proof. We will show that for any x ∈ X(R), there is an open subset W ⊆ X(R) containing x such
that the map W → Y (R) is open. This is clearly sufficient.
Let y = f(x) ∈ Y (R). Let U be a scheme with an e´tale cover π : U → Y such that y ∈ π(U(R)).
Let u ∈ U(R) be such that π(u) = y. Also, let V be a scheme with an e´tale cover p : V → U ×Y X
such that (u, x) ∈ p(V (R)). Now the image of V (R) in X is open and contains x; call this open
W . Additionally, V → U is smooth, so the image of V (R) in U(R) is open. As U → Y is e´tale,
U(R) → Y (R) is a local homeomorphism, the image of the composite V (R) → U(R) → Y (R) is
open. The image of this composite is the same as f(W ) and additionally contains y as W contains
x. Thus W is the desired open, completing the proof. 
Proposition 10.0.5. Let X → Y be an e´tale map of algebraic spaces over R. Then X(R)→ Y (R)
is a local homeomorphism.
Proof. Let x ∈ X(R) and let U → X be an e´tale map such that there is a point u ∈ U(R)
mapping to x. Then U → X and U → Y are e´tale, so U(R) → X(R) and U(R) → Y (R) are
local homeomorphisms, so X(R)→ Y (R) is a local homeomorphism when restricted to the image
of U(R). This is an open subset and contains x, so X(R)→ Y (R) is a local homeomorphism at x.
As x was arbitrary this completes the proof. 
Proposition 10.0.6. Let X be a separated algebraic space over R. Then the topological space X(R)
is Hausdorff.
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Proof. To show that X(R) is Hausdorff, we will show that the diagonal ∆(X(R)) ⊆ X(R)×X(R)
is closed.
Let x, y ∈ X(R). We will show that in some open near (x, y) ∈ X(R) × X(R), the restriction
of the diagonal map is a closed. By Proposition 7.0.8, we may find a cover π : W → X ×X by a
scheme such that (x, y) lifts to some w ∈W (R).
Consider the pullback square
Z W
X X ×X.
δ
π
∆
By the separated hypothesis, X → X × X is a closed immersion, so Z → W is. Therefore
δ(Z(R)) ⊆W (R) is closed by Property (3) of having a excellent topologization of R-points on finite
type R-schemes.
Additionally, π−1(π(δ(Z(R)))) = δ(Z(R)) as the above diagram gives a cartesian square of sets
on taking R-points. As π is open by Proposition 10.0.4 we have that π(W (R)) is open. Additionally,
as π is open it is a quotient map onto its image. The definintion of the quotient topology gives that
π(δ(Z(R)) is closed in π(W (R)). But π(δ(Z(R))) = ∆(X(R))∩ π(W (R)). As π(W (R)) is an open
containing (x, y), ∆(X(R)) is a closed near (x, y). As (x, y) is arbitrary, we conclude ∆(X(R)) is
immersion so X is Hausdorff. 
Proposition 10.0.7. In addition to being essentially analytic assume that R is a local field or the
valuation ring of a local field. Let X → Y be a proper morphism of separated alegbraic spaces over
R. Then X(R)→ Y (R) is a proper morphism of topological spaces.
Proof. Chow’s lemma for algebraic spaces ([Sta18, Tag 088P]) implies that there is an algebraic
space X ′ which is a closed sub-algebraic space of PnY with a surjective map X
′ → X . Now since
X ′ → X is surjective, to prove X → Y is proper, it suffices to prove that X ′ → X and X ′ → Y are
proper. Then X ′ is also a closed sub-algebraic space of PnX . It is thus also a closed subspace of P
n
Y .
It therefore suffices to prove that PnX → X and P
n
Y → Y induce proper maps on R-points. Thus to
prove the proposition, it suffices to prove the statement: if Y is an algebraic space and X = PnY ,
then X(R)→ Y (R) is a proper map.
Let U → Y be an e´tale cover by a scheme such that U(R) → Y (R) is surjective, which is
possible by Proposition 7.0.8. By Proposition 10.0.5, U(R) → Y (R) is a local homeomorphism.
So the conclusion for PnY → Y follows from that of P
n
U → U . For the R as in the statemetn,
PnU (R)→ U(R) is proper, establishing the proposition. 
11. Algebraic stacks in the essentially analytic case
In this this section R is essentially analytic in addition to being sufficiently disconnected.
Proposition 11.0.1. Let X be an algebraic stack over R, and let π : Z → X be a smooth cover
by a scheme. Let π(Z(R)) denote the image of Z(R) under π viewed as a set. Topologize π(Z(R))
by giving it the quotient topology viewing π(Z(R)) as a quotient of Z(R). Then the map Z(R) →
π(Z(R)) is open.
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Proof. The diagram:
Z ×X Z Z
Z X
π1
π2 π
π
leads to the diagram of topological spaces:
(Z ×X Z)(R) Z(R)
Z(R) π(Z(R)).
π1
π2 π
π
Let U ⊆ Z(R) be open. We must show that π(U) ⊆ π(Z(R)) is open. Now π−11 (U) is open as
π1 is continuous, and the fact that π2 is smooth implies π2(π
−1
1 (U)) is open by Proposition 10.0.2.
Let W = π2(π
−1
1 (U)), which as the property that π
−1(π(W )) = W . This implies π(W ) is open,
but π(W ) = π(U), completing the proof. 
Proposition 11.0.2. Let X be an algebraic stack over R. Let πX : X → X and πY : Y → X be
smooth covers by schemes X and Y , with a map f : X → Y such that πX ∼= πY ◦ f . Let πX(X(R))
denote the image of X(R) in X(R) (as a set) topologized with the quotient topology. Similarly,
define πY (Y (R)). Then the inclusion πX(X(R)) → πY (Y (R)) is a homeomorphism onto an open
subset.
Proof. We will first consider the case when Y = X ⊔ Z where Z → X is also a smooth cover.
The continuous injection πX(U(R)) → πY (V (R)) is open by Proposition 11.0.1. Therefore since
open continuous injection are homeomorphisms onto open subsets, πX(X(R)) → πY (Y (R)) is
homeomorphism onto an open subset.
Now consider the general case. Let the map X ⊔ Y → X be denoted by d. The last case says
that the topologies defined on πX(X(R)) and πY (Y (R)) are homeomorphisms onto open subsets
of d((U ⊔ V )(R)). Thus πX(X(R))→ πY (Y (R)) must be a homeomorphism onto an open subset.

Proposition 11.0.3. Let X be an algebraic stack over R. Let π : Z → X be a smooth cover by a
scheme. Let X(R) be given the topology as in Definition 5.0.10. Then Z(R)→ X(R) is open
Proof. This follows immediately from the previous proposition. 
Theorem 11.0.4. Let f : X → Y be a smooth morphism of algebraic stacks over R. Then the
induced map f : X(R)→ Y(R) is open.
Proof. Let x ∈ X(R). We can choose smooth covers π : U → X to ρ : V → Y by schemes such that
there exists u ∈ U(R) mapping to x and such that there is a smooth map g : U → V making the
following diagram commute:
U V
X Y.
g
π ρ
f
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The morphism U → Y×X V is smooth, but Y×X V → V is also smooth, so U → V is smooth
thus U(R)→ V (R) is an open map, thus a quotient onto its image. The sets π(U(R)) and ρ(V (R))
have the topologies as quotients of U(R) and V (R).
Now take an open W ⊆ X(R) containing u. We may shrink W so that W ⊆ π(U(R)). Let
W ′ = π−1(W ) ⊆ U(R)). As we have seen all maps are open except maybe the bottom one,
ρ(g(W ′)) = f(W ) is open. Thus f is open. 
Proposition 11.0.5. Let R be a local field or the valuation ring of a local field. Let X be a separated
algebraic stack over R. Then X (R) is a Hausdorff topological space.
Proof. The proof is very similar to the proof of Proposition 10.0.6
To show that X(R) is Hausdorff, we will show that the diagonal X(R) ⊆ X(R)×X(R) is closed.
Let x, y ∈ X(R). We will show that in some open near (x, y) ∈ X(R)×X(R), the restriction of the
diagonal map is a closed immersion. By Theorem 7.0.7, we may find a smooth cover π :W → X×X
by a scheme such that (x, y) lifts to some w ∈ W (R).
Consider the pullback square
Z W
X X× X.
δ
π
∆
By the separated hypothesis, X → X × X is a proper morphism, so Z → W is. Therefore
δ(Z(R))→W (R) is a proper map of topological spaces by Proposition 10.0.7.
Additionally, it is easily checked π−1(π(δ(Z(R)))) = δ(Z(R)). As π is open by Theorem 11.0.4
we have that π(W (R)) is open. Additionally, as π is open it is a quotient map onto its image. The
definintion of the quotient topology gives that π(δ(Z(R)) is closed in π(W (R)). But π(δ(Z(R))) =
∆(X(R)) ∩ π(W (R)). As π(W (R)) is an open containing (x, y), ∆(X(R)) is a closed near (x, y).
As ∆(X(R)) is the image of the diagonal X(R)→ X(R)×X(R), we conclude this diagonal is closed
near (x, y). As (x, y) is arbitrary, we conclude the diagonal in X(R)×X(R) is closed immersion so
X is Haussdorff

Lemma 11.0.6. Let R be a local field of characteristic zero. Let X → Y be a surjective map of
finite-type Deligne-Mumford stacks over R. Then there exists a finite extension R′ of R such that
each point in y ∈ Y(R) lifts to point in Y(R′).
Proof. As there are only finitely many extensions of R of a given degree, it suffices to prove that
there is a number n such for that each y ∈ Y(R) there is a finite extension R′ of R of degree less
than or equal to n, such that y lifts to some point of X(R′).
If X→ Y is e´tale, then the degree must be bounded and the result of the lemma holds. If X → X
is any smooth cover, if the result of the lemma holds for X → Y it holds for X → Y. In this way
we pass to the case when X is an algebraic space.
Now if the Y → Y is a surjective morphism for which the result of the lemma holds, and it holds
for X ×Y Y → Y , then it holds for X → Y. As the result of the lemma holds for e´tale covers, we
may thus replace Y by a scheme. We have reduced to the case when X is an algebraic space and
Y is a scheme. But we take any surjective map X → X by a scheme, and again it suffices to show
the result of the lemma holds for X → Y.
Therefore, we must prove the result of the lemma holds for X → Y a surjective map of schemes.
In this case, there is an open subset U ⊆ Y over which X → Y is smooth. Smooth maps have e´tale
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sections. Therefore, over the smooth locus the result of the lemma follows from the e´tale case. We
then reduce to Y \ U and lemma then follows from noetherian induction. 
Proposition 11.0.7. Let R be a local field of characteristic zero. Let X be a proper Deligne-
Mumford stack with finite diaganal over R. Then X(R) is a compact topological space.
Proof. By Chow’s lemma (see [Ols16]), we may find a surjective mapX → X whereX is a projective
scheme over R.
By Lemma 11.0.6 there is a finite extension R′ of R such that each R point of X lifts to an
R′-point of X . Then let Z be the pullback in the following diagram:
Z ResR′/RX
X ResR′/R X.
As X is projective, the top right is a scheme.
Then Z is proper over X as it is the pullback of a proper map. As X is proper, this implies that
Z is proper. Therefore, Z(R) is compact, and as Z(R)→ X(R) is surjective and X(R) is Hausdorff
by Proposition 11.0.5, we conclude that X(R) is compact. 
Lemma 11.0.8. If R and R′ are two continuously invertible, sufficiently disconnected, topological
local rings and R→ R′ is a continuous ring homomorphism, then for any finite-type R-scheme X,
X(R)→ X(R′) is continuous.
Proof. As R and R′ are both local, any R-point of X is contained in an affine open. In this way we
reduce to the case that X is affine using property (5) of Definition 4.0.1. Next, we embed X in AnR
for some R, and reduce to the case when X = AnR using property (3) of Definition 4.0.1. Then the
fact that AnR(R)→ A
n
R(R
′) is continuous follows from properties (1) and (4) of Definition 4.0.1. 
Theorem 11.0.9. Let R′ be an essentially analytic topological ring. Let R be an open subring of
R′ that is also essentially analytic. Let X be an algebraic stack over R. Then X(R)→ X(R′) is an
open map.
If additionally R is a complete discrete valuation ring with the usual topology given by the maximal
ideal, and R′ is its fraction field and X is separated, then X(R)→ X(R′) is an open embedding.
Proof. By Lemma 11.0.8, Proposition 9.0.4 applies, so X(R)→ X(R′) is continuous.
For every N ≥ 1, let πN : ZN → X be as in Proposition 7.0.8. For every x ∈ X(R) there exists
an N such that x lifts to a point z ∈ ZN(R), and for every x ∈ X(R
′) there exists an N such that
x lifts to a point z ∈ ZN (R′).
Theorem 11.0.4 implies that X(R) =
⋃
πN (ZN (R)) where each πN (ZN (R)) is an open subset,
and also that X(R′) ∼=
⋃
N πN (ZN (R
′)).
Now consider the commutative diagram (as sets first)
ZN (R) ZN(R
′)
πN (ZN (R)) πN (ZN (R
′)).
24 ATTICUS CHRISTENSEN
The vertical arrows are quotients and are open by Theorem 11.0.4, and the top arrow is open.
Thus the bottom arrow must be an open. As the union of open maps is open, X(R)→ X(R′) is an
open inclusion.
If R is a complete discrete valuation ring and R′ its fraction field and X is separated, then
X(R)→ X(R′) is injective by the valuative criterion for separatedness. In this case, X(R)→ X(R′)
is an injective open map, so must be an open immersion. 
12. Products of local rings
Let I be an index set, and let R =
∏
i∈I Ri be a product of rings Ri. For any i ∈ I, let ei ∈ R
be the element which is 1 in the ith position and 0 in all others. For J ⊆ I, let eJ be the element
of R whose the ith component is 1 if i ∈ J and 0 otherwise, and let RJ =
∏
i∈J Ri = R[1/e
J ]. Let
UJ = SpecR[1/eJ ] ⊆ SpecR. For J1, J2 ⊆ I, UJ1∩UJ2 = UJ1∩J2 as SpecR[1/eJ1]∩SpecR[1/eJ2] =
SpecR[1/eJ1eJ2 ] = SpecR[1/eJ1∩J2 ]. Similarly, UJ1 ∪ UJ2 = UJ1∪J2 . In particular, this implies
that that if J1 and J2 are disjoint, U
J1 ∩ UJ2 = ∅, and if J1, . . . , Jk is a partition of I, SpecR =
UJ1
∐
. . .
∐
UJk . We will use the notation and facts presented in this paragraph throughout the
section.
Proposition 12.0.1. Let I be an index set and {ki}i∈I be a set of fields indexed by I. Let R =∏
i∈I ki. Then any open cover of SpecR can be refined to a disjoint open cover, and furthermore
the open sets in that disjoint open cover may be taken to be of the form SpecR[1/eJ ] ⊆ SpecR for
J ⊆ I.
Proof. Let {Uj} be an open cover of SpecR. By refining the cover, we may assume each Uj equals
SpecR[1/fj] for some fj ∈ R. As SpecR is quasi-compact, we may assume that the cover is finite.
Now we claim each element of R is the product of a unit and an idempotent. Indeed let r ∈ R
and let ri ∈ ki be its ith component. Let J = {i ∈ I : ri 6= 0}. Let si = ri for i ∈ J and si = 1
for i /∈ J . Then the element of R which is s−1i in the ith position is an inverse of s, so s is a unit.
Futhermore, r = seJ , so r has the claimed form.
We conclude from this that there are Jj ⊆ I such that fj = ujeJj where uj is a unit. Then
SpecR[1/fj] = SpecR[1/e
Jj ].
As the SpecR[1/eJj ] cover SpecR,
⋃
j Jj = I .We refine the finite union
⋃
j Jj = I to a finite
partition of I,
∐
kKk = I. Then
∐
k SpecR[1/e
Kk ] is a pairwise disjoint open cover refining the
original cover. 
Proposition 12.0.2. Let I be an index set, and let {Ov}v∈I be a set of local rings indexed by I.
Let R =
∏
v∈I Ov and let X = SpecR. Then any open cover of X can be refined to a disjoint
open cover, and furthermore the opens in that disjoint open cover may be taken to be of the form
SpecR[1/eJ ] ⊆ SpecR for J ⊆ I.
Proof. For each v, let mv be the maximal ideal of Ov and let kv be the residue field. Let M =
{(rv)v∈I ∈ R : for all rv ∈ m}.
Let {Uj} be a cover of SpecR. As SpecR is quasi-compact, we can refine this cover to a finite
cover. We can refine the cover further so that each Uj = SpecR[1/f
j] for f j ∈ I.
Let Jj = {v ∈ I : f jv ∈ O
×
v }. Because f
j|eJj , SpecR[1/eJj ] ⊆ SpecR[1/f j].
Note that the image of f j in R/M =
∏
v∈I ki is equal to the image of e
Jj in R/M times a unit.
This means that the Uj cover SpecR/M if and only if the SpecR[1/e
Jj ] do. But by the preparation
paragraph at the beginning of this section, this implies
⋃
j Jj = I. Again, by that paragraph this
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implies that
⋃
j SpecR[1/e
Jj ] = SpecR, and thus
⋃
j SpecR[1/e
Jj ] is a refinement of our original
cover.
Now again, let {Kk} be a finite partition of I which refines {Jj}. Then {SpecR[1/eKk ]} is a
refinement of {SpecR[1/eJj ]}, which is a refinement of our original cover. But now as the Kk are
disjoint, the cover by the SpecR[1/eKk ] is a disjoint open cover and thus is the desired cover. 
Lemma 12.0.3. Let {Ri}i∈I be a collection of complete discrete valuation rings and let N ≥ 1 be
an integer. For each i, let Si be a finite free e´tale Ri-algebra of rank less than or equal to N . Set
R =
∏
iRi and S =
∏
i Si. Then S is a finite e´tale R-algebra.
Proof. For any i ∈ I, Si is the direct product of finitely many discrete valuation rings. To i we may
attach a multiset Mi whose elements are the ranks over Ri of the discrete valuation rings whose
product is Si. As the rank of Si is bounded, there are only finitely many possible such multisets.
Thus we find a finite partition of I such that every subset J in the partition has the property that
the Mi are the same for all i ∈ J . As the conclusion of the lemma is local on SpecR, we may thus
pass to an open subset of SpecR corresponding to one subset of the partition. In this way we may
assume that Mi is constant for i ∈ I. Let M = Mi for any i ∈ I.
Now let m1, . . . ,mk be an enumeration of the elements of M . For any i ∈ I, Si may be written∏k
j=1 Si,j where Si,j is a free e´tale Ri algebra of rank mj . Therefore,
∏
i Si =
∏
i
∏
j Si,j =∏
j
∏
i Si,j . So to prove that S is finite e´tale over R, it suffices to show that the
∏
i Si,j are finite
e´tale over R. Thus we replace Si with Si,j to assume that each Si is a discrete valuation of some
fixed rank m over Ri.
Now Si must be an unramified extension of Ri of degreem, and by the principal element theorem
for such extensions, we have that Si ∼= Ri[x]/fi(x) where fi(x) is a monic polynomial of degree
m. Let f(x) ∈ R[x] be the monic degree m polynomial whose image in R[x] is fi(x) for all i (its
coefficients are in the ith component are given by the coefficients of fi). There is a canonical map
R[x]/f(x)→
∏
iRi[x]/fi(x) which is evidently both injective and surjective. Thus Si
∼= R[x]/f(x).
As each Si is e´tale, fi(x) and f
′
i(x) are coprime, so there are polynomials ai(x) of degree less
than m such that ai(x)f
′
i(x)
∼= 1 mod fi(x). Let a(x) ∈ R[x] be the polynomial of degree less than
m whose image in each Ri[x] is ai(x). Then the image of a(x)f
′(x) in R[x]/f(x) ∼=
∏
iRi[x]/fi(x)
is 1. Thus f(x) and f ′(x) are coprime, so R[x]/f(x) is an e´tale R-algebra, and S = R[x]/f(x). 
Lemma 12.0.4. Let R be a product of local rings. Any finitely-generated projective module over R
of constant rank is free.
Proof. Let M be the projective module over R. The module M corresponds to a locally free sheaf
M˜ on SpecR. As M is projective As there is an open cover of SpecR such that the restriction of
M˜ is free as M˜ is locally free, Proposition 12.0.2 implies there is a finite disjoint open cover such
that the restriction of M˜ is free when restricted to this cover. But as the cover is disjoint and the
rank of the sheaf is constant, this means that M˜ must be free, which implies that M 
Proposition 12.0.5. Let R be a product of fields and complete discrete valuation rings.
Proof. Lemma 12.0.4 already establishes property (1) of sufficiently disconnected, so are left to
establish property (2). Let R′ be a faithfully flat e´tale R-algebra. We will find a R′-algebra that is
finite e´tale as an R-algebra.
For any moduleM overR, we will denote by M˜ its corresponding quasi-coherent sheaf on SpecR.
Write R =
∏
i∈I Ri where I is an index set and each Ri is either a field or a complete discrete
valuation ring. For each i, let R′i = R
′⊗RRi. By Lemma 5.0.7 each R′i is of the form Si×Ti where
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Si is finite e´tale over Ri and Ti is e´tale but not faithfully flat over Ri. As R→ R′ is faithfully flat
so is Ri → R′i. Therefore, each Si is nonzero. Let mi be the degree of Si over Ri. Let S =
∏
i∈I Si.
Note that S is finite and locally free over R, because it is the product of free Ri-modules of bounded
rank. Finally, by Lemma 12.0.3, S is finite e´tale over R. So now S is free and finite e´tale over R of
rank m. Then S is the desired R′-algebra. 
Remark 12.0.6. Let R be a product of fields and complete discrete valuations. Then R is sufficiently
disconnected by Proposition 12.0.5, and the good topologization of R-points on finite-type R-
schemes as described in Section 4 has the smooth quotient property by Proposition 4.0.5, we may
topologize X(R) for any finite-type algebraic stack X over R and the results of this paper apply to
the topologization.
Lemma 12.0.7. Let R =
∏
iRi be a product of fields and complete discrete valuation rings. Let X
be a quasi-separated Deligne-Mumford stack over R. Then X(R) =
∏
i X(Ri) as topological spaces.
Proof. We first assume that X is an algebraic space.
By Proposition 7.0.8 we may choose a smooth cover Z → X by a separated scheme such that
Z(R)→ X(R) is surjective. Let T = Z ×X Z. We may describe X(R) as the coequalizer of the two
projections T (R)⇒ Z(R) by Proposition 9.0.5. Similarly we may describe X(Ri) as the coequalizer
of T (Ri)⇒ Z(Ri). By Remark 4.0.3 T (R) =
∏
i T (Ri) and
∏
i Z(Ri) = Z. Therefore, we may also
decribe X(R) may also be described as the coequalizer of
∏
i T (Ri)⇒
∏
i Z(Ri), but as coequalizers
commute with products this implies that X(R) =
∏
iX(Ri).
The proof when X is a Deligne-Mumford stack is the same, but Z ×X Z = T is only an algebraic
space and we use the algebraic space case to deduce that T (R) =
∏
i T (Ri). 
Proposition 12.0.8. Let S be the direct limit of sufficiently disconnected rings. Then S is suffi-
ciently disconneted.
Proof. Write S = lim−→i Ti, where each Ti is sufficiently disconnected. We first check property (1)
of sufficiently disconnceted. Let M be a finitely generated projective module over S. As finitely
generated projective modules are finitely presented, there must exist an i and finitely presented
projective module Mi over Ti such that M ∼= Mi ⊗Ti S. As Ti is sufficiently disconnected, Mi is
free, so M is free.
Now we check property (2). Let R′ be a faithfully flat e´tale S-algebra. Then as R′ is a finitely
presentedly S-algebra, there is an i and a faithfully flat e´tale Ti-algebra R
′
i such that R
′ ∼= R′i⊗Ti S.
As Ti is sufficiently disconnected, there is a R
′
i-algebra R
′′
i that is finite e´tale as a Ti-algebra. Then
R′′ = R′′i ⊗Ti S is a R
′-algebra that is finite e´tale as an S-algebra. Thus we conclude that S is
sufficently disconnected. 
13. Stacks over the adeles
In this section k will be a global field. For any place, v, of k, kv will denote the completion at v,
and if v is nonarchimedean Ov will denote the valuation ring of kv. Through the section I will be
a set of places of k and R =
∏′
v∈I(kv,Ov). For any finite set of places J ⊆ I, we will let RJ denote∏
v∈J kv ×
∏
v∈I\J Ov.
If Y is an algebraic stack over RJ , then by Remark 12.0.6 we may topologize Y(RJ ). If J
′ ⊇
J , we have a natural open inclusion RJ → RJ′ which by Lemma 11.0.8 induces a natural map
Y(RJ )→ Y(RJ′ ). Now assume futhermore that Y is quasi-separated. By Lemma 12.0.7, Y(RJ ) ∼=
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∏
v∈J Y(kv) ×
∏
v∈I\J Y(Ov), and similarly Y(RJ′)
∼=
∏
v∈J′ Y(kv) ×
∏
v∈I\J Y(Ov). Then by
Theorem 11.0.9, Y(Ov) is open in Y(kv). This implies Y(RJ ) is open in Y(RJ′ ).
If X is any finitely presented stack over R, there is a finite J ⊆ I and stack Y over RJ such that
X ∼= Y×RJ SpecR. Furthermore, as X is finitely presentated, X(R) = colimJ′⊇J Y(RJ′) where the
colimit is over finite subsets of I containing J (see [LMB00][Proposition 4.18])
Definition 13.0.1. For an algebraic R-stack X of finite presentation, there exists a finite subset
J ⊆ I and RJ -scheme Y such that X ∼= Y×SpecRj SpecR. We define X(R) = lim−→J′⊇J
Y(RJ′ ) as a
topological space.
Proposition 13.0.2. Let X be a separated Deligne-Mumford stack of finite presentation over R,
then
X(R) =
∏
′(X(kv),X(Ov))
as topological spaces.
Proof. Let J ⊆ I be a finite subset such that there exists Y an algebraic stack over RJ with
X ∼= Y×RJ R.
Using Proposition 7.0.8 find Z → Y a smooth cover by a separated scheme such that, Z(RJ′)→
Y(RJ′) is surjective for all J
′ ⊇ J .
For such J ′ by Lemma 12.0.7, Y(RJ′) =
∏
v∈J′ Y(kv) ×
∏
v∈I\J′ Y(Ov) as topological spaces.
Note that Y(kv) = X(kv) and Y(Ov) = X(Ov). Therefore, Y(RJ′ ) =
∏
v∈J′ X(kv)×
∏
v∈I\J′ X(Ov).
Taking a colimit over J ′ yields the result. 
Definition 13.0.3. Let k be a field of characteristic zero. A stacky curve over k is an algebraic
stack X which is smooth, irreducible, 1-dimensional, and Deligne-Mumford and such that there is
a dense Zariski open U ⊆ X such that U is a scheme.
Definition 13.0.4. Let k be a field of characteristic 0, and let X be a stacky curve over k. Let
Xcoarse be the coarse moduli space and let X→ Xcoarse be the natural morphism. Let P1, . . . , Pn ∈
Xcoarse(k) over which X→ Xcoarse is not an isomorphism. For each 1 ≤ i ≤ n let ei be the order of
the stabilizer over Pi. Then we define the Euler characteristic of X to be
χ(X) = χ(Xcoarse)− n+
∑
i
1
ei
.
Define the genus of X by
g(X) =
2− χ(X)
2
.
Lemma 13.0.5. Let X be a stacky curve over a essentially analytic field k of characteristic 0. Let
U ⊆ X be a dense open substack which is a scheme. Then U(k) is dense in X(k).
Proof. Set X = Xcoarse. Note that U → X is an open inclusion. Let C be the complement of U in
X with the reduced scheme structure; this is a finite scheme. By Proposition 7.0.8, we may find an
e´tale cover f : Z → X by a scheme, such that Z(k)→ X(k) is surjective. Note that Z must also be
1-dimensional and smooth.
Let x ∈ X(k), and let V ⊆ X(k) be any open subset containing x. The goal is to show that
V ∩ U(k) is nonempty. Let z ∈ Z(k) be any preimage of x.
Let Z ′ ⊆ Z be the connected component of Z containing z. We will first show that composite
Z ′ → X is nonconstant. Assume by sake of contradiction that it is constant. Because Z ′ → X is
constant, Z ′ must map to a unique point of X , and furthermore since Z ′(k) is nonempty, the point
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in the image of Z ′ must have residue field k. Let p ∈ X(k) be a geometric point localized at the
image of Z ′. As X is a coarse moduli space, X(k) → X(k) is bijective, so we may lift p ∈ X(k)
to some map q : Spec k → X. Set T = Z ′ ×X,q Spec k. Consider the map T (k) → Z ′(k). This
must be surjective as every point in Z ′(k) maps to p ∈ X(k) and therefore must have image in X
isomorphic to q. Therefore, T (k) is infinite. On the other hand, T is e´tale over Spec k, so T (k)
is finite. This is a contradiction, so Z ′ → X must be nonconstant.
As k is essentially analytic, near z ∈ Z ′(k) the space Z ′(k) is homeomorphic to an an open subset
of k. In particular any nonempty open W ⊆ Z ′(k) has infinitely many points and thus is Zariski
dense in Z ′. If the open W under the composite Z ′(k)→ X(k)→ X(k) lands in C(k), then as W
is Zariski dense in Z ′, Z ′ → X lands in C. However, as Z ′ → X is nonconstant, this cannot be the
case. We conclude that the image of W → X(k) intersects U(k).
The set W = f−1(V )∩Z ′(k) is an open of Z ′(k) containing z. By the last paragraph, this open
must have a point mapping to U(k), so V ∩ U(k) must be nonempty as desired, so U(k) is Zariski
dense. 
Theorem 13.0.6. Let k be a number field. Let R be obtained from the ring of adeles of k by
removing the factor corresponding to one place. Let X be a stacky curve over k of genus less than
1/2. Then X(k) is dense in X(R).
Proof. In the notation of the section, I is all but one place of k
We may assume X(R) is nonempty. By [BP19], the genus hypothesis on X implies that Xcoarse ∼=
P1k and the map X → Xcoarse is an isomorphism away from one point, which we assume to be ∞.
We must show that any nonempty open V ⊆ X(R′) contains a point of X(k).
There is a finite set of places S of k such that X descends to an Ok,S-stack X
′. We can enlarge
S so that X′coarse
∼= P1Ok,S . We view A
1
Ok,S
as an open substack in X′. For any S′ a set of places, let
RS
′
=
∏′
v∈S′(kv,Ov).
Now there must be a finite set of places S′ ⊇ S and nonempty open subsets Vv ⊆ X′(kv) for v ∈ S′
such that V ⊇
∏
v∈S′ Vv × X(R
S′) ⊆
∏
v X(kv) = X(R). By Lemma 13.0.5, we can shrink each Vv
to be nonempty have and the property that Vv ⊆ A1(kv). Then V contains
∏
v∈S′ Vv ×A
1(RS
′
) ⊆
A1(R), and strong approximation for the adeles guarantees that this has a k-point. This completes
the proof. 
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14. Appendix
Lemma 14.0.1. Let I be an index set. For each i ∈ I, let Xi be a topological space and Zi ⊆ Xi
a subspace.
Then, the natural map
∏
i∈I Zi →
∏
i∈I Xi is a homeomorphism onto its image where we give
each product the product topology.
Proof. Let T be the image of
∏
i∈I Zi in
∏
i∈I Xi. The map
∏
i∈I Zi → T is bijective. Thus the
topology on T is coarser than that on
∏
i∈I Zi. Therefore, we must show that any open U ⊆
∏
i∈I Zi
has open image in T .
For each i ∈ I, we choose an open Ui ⊆ Zi such that Ui = Zi for all but finitely many i. The
set
∏
i∈I Ui is open in
∏
i∈I Zi, and opens of this type form a basis for the topology on
∏
i∈I Zi.
Therefore, it suffices to show that for any open of
∏
i∈I Zi of this form has open image in T .
Let us choose such an open and thus such Ui. As Zi is a subspace of Xi, we may find open
Vi ⊆ Xi such that Vi ∩ Zi = Ui; if Ui = Zi we may take Vi = Xi. For each i ∈ I, choose such a Vi
while choosing Vi = Xi if Ui = Zi. Then V =
∏
i∈I Vi is an open subset of
∏
i∈I Xi. Futhermore,
V ∩ T is the image of
∏
i∈I Ui. Thus the image of
∏
i∈I Ui in T is open as desired. 
Lemma 14.0.2. Let I be an index set. For each i ∈ I, let Xi → Yi be a map of topological spaces
which is a quotient onto its image.
Then the natural map
∏
i∈I Xi →
∏
i∈I Yi is a quotient onto its image.
Proof. For each i, let Ri = Xi ×Yi Xi. Then Yi is the coequalizer of Ri ⇒ Xi where the maps
are the projections. As products commute with connected colimits, we conclude that
∏
i∈I is the
equalizer of
∏
i∈I Ri ⇒
∏
i∈I Xi, and thus
∏
i∈I Yi is a quotient of
∏
i∈I Xi. 
Proposition 14.0.3. Let X,Y, Z, and W be topological spaces. Let
X Y
Z W
f
s g
t
be a commutative diagram of the underlying sets. If f , g, and s are continuous and if futhermore,
s is a quotient map, then t is continuous.
Proof. Let U ⊆W be an open subset. Let U ′ = f−1(g−1(U)). As f and g are continuous, U ′ ⊆ X
is open.
By the commutativity of the diagram, we also have U ′ = s−1(t−1(U)). Therefore, U ′ =
s−1(s(U ′)). By the definition of the quotient topology, as U ′ is open and U ′ = s−1(s(U ′)), s(U ′) ⊆ Z
is open. But as s is surjective, s(U ′) = s(s−1(t−1(U))) = t−1(U). Therefore, t−1(U) is open. As U
was arbitrary, we conclude that t is continuous as desired 
Proposition 14.0.4. Let X,Y, Z, and W be topological spaces. Let
X Y
Z W
f
s g
t
be commutative diagram of topological spaces. If f and g are quotients, then so is t.
Proof. As f and g are quotients, so is g ◦ f . This means that W has the finest topology such that
X →W is continuous.
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If t is not a quotient, we may put a finer topology on W so that Z → W is continuous. If
this were the case, then that finer topology on W would make the composite X → Z → W be
continuous. However, W already has the finest topology making that composite continuous. We
conclude t is a quotient.

Proposition 14.0.5. Let U and V be topological spaces and f : U → V a continuous map.
Let I be an index set and let {Ui}i∈I be an open cover of U . If for every i, Ui → V is a quotient
onto its image, then U → V is a quotient onto its image.
Proof. Let Z be the image of U in V , and let Zi be the image of Ui for each i ∈ I. To show that
U → V is a quotient onto Z, we must show that if W ⊆ U is an open such that f−1(f(W )) = W ,
then f(W ) is open in Z. 
Lemma 14.0.6. Let
X Y
Z
f
g
h
be a commutative diagram of schemes. If g is finite e´tale and h is separated and e´tale, then f is
e´tale and the scheme theoretic image of f is finite e´tale over Z.
Therefore, if R is a ring, R′ an e´tale R-algebra, and S a R′-algebra which is finite e´tale as an
R-algebra, the image T of R′ in S is finite e´tale over R.
Proof. Consider X × Y let the projection to X be π1 and the projection to Y be π2. Note that π1
and π2 are pullbacks of h and g respectively, so are e´tale.
The graph Γf provides a section to π1, and thus as a section of an e´tale map X
Γf
−−→ X ×Z Y has
open image. The composite X
Γf
−−→ X ×Z Y
π2−→ Y is f , and the first map is an open inclusion and
the second e´tale, so we conclude that f is e´tale.
Now f has open image because it is e´tale, and it has closed image because X is finite. Therefore,
f is surjective onto a clopen subset of Y . This clopen subset must be the scheme theoretic image
of Y and since Y → Z is e´tale and the scheme theoretic image of X is open, we conclude that the
restriction of h to the scheme theoretic image of X is e´tale. 
Remark 14.0.7. Lemma 14.0.6 holds when Y is only an algebraic space.
A TOPOLOGY ON POINTS ON STACKS 31
Acknowledgments
I would to thank Bjorn Poonen for suggesting this problem and for his guidance.
References
[BLR90] Siegfried Bosch, Werner Lu¨tkebohmert, and Michel Raynaud. Ne´ron models, volume 21 of Ergebnisse der
Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)]. Springer-Verlag,
Berlin, 1990.
[BP19] Manjul Bhargava and Bjorn Poonen. The local-global principle for integral points on stacky curves. In
preparation, 2019.
[Con] Brian Conrad. Weil and grothendieck approaches to adelic points. [Online; accessed 17-March-2020].
[LMB00] Ge´rard Laumon and Laurent Moret-Bailly. Champs alge´briques, volume 39 of Ergebnisse der Mathematik
und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and
Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics]. Springer-Verlag, Berlin, 2000.
[Ols16] Martin Olsson. Algebraic spaces and stacks, volume 62 of American Mathematical Society Colloquium Pub-
lications. American Mathematical Society, Providence, RI, 2016.
[Sta18] The Stacks Project Authors. Stacks Project. http://stacks.math.columbia.edu, 2018.
[Uli17] Martin Ulirsch. Tropicalization is a non-Archimedean analytic stack quotient. Math. Res. Lett., 24(4):1205–
1237, 2017.
Department of Mathematics, Massachusetts Institute of Technology, Cambridge, MA 02139-4307,
USA
E-mail address: atticusc@mit.edu
URL: http://math.mit.edu/~atticusc/
