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Abstract. We formulate the definition of eigenwaves and associated waves in a
nonhomogeneously filled waveguide using the system of eigenvectors and associated
vectors of a pencil and prove its double completeness with a finite defect or without
a defect. Then we prove the completeness of the system of transversal components
of eigenwaves and associated waves as well as the ‘minimality’ of this system and
show that this system is generally not a Schauder basis. This work is a continuation
of [14]. Therefore we omit the problem statements and all necessary basic definitions
given in [14].
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1 Introduction
Summarize the new fundamental results obtained in this study for an arbitrary waveg-
uide with nonhomogeneous filling and arbitrary inclusions that belongs to the family
described in [14]:
(i) the system of longitudinal components of normal waves (eigenwaves and associated
waves) is double complete according to Keldysh in the Sobolev spaces;
(ii) the system of transversal components of normal waves (eigenwaves and associated
waves) is complete in the space of square-integrable functions.
We consider properties of the system of eigenvectors and associated vectors of a
pencil L (γ) for the problem on normal waves stated in [14]. We establish, under
certain conditions, double completeness of the system with a finite defect or without
a defect using perturbation techniques applied for a pencil of simple structure and
factorization of the pencil.
1
2 Eigenvalue problem for the operator pencil
Statement of the problem on normal waves in a waveguide with nonhomogeneous
filling is given in [14], Section 2, where all the necessary notations are introduced,
as well as the definition of the solution of the corresponding boundary eigenvalue
problem (6)–(9) (Definition 1) in terms of its variational statement, eq. (14) in
Section 3 of [14]. This problem can be written in the operator form for an operator-
valued pencil
L (γ) f = 0, (1)
L (γ) := γ4K + γ2 (A1 − (ε1 + ε2)K) + (ε1 − ε2) γS + ε1ε2 (K −A2) : H → H,
where all the operators are bounded. Eigenvalues and eigenvectors of the pencil
coincide with eigenvalues and eigenfunctions of boundary eigenvalue problem (6)–
(9), [14], for γ2 6= ε1, γ2 6= ε2. Thus the problem on normal waves is reduced to an
eigenvalue problem for pencil L (γ).
In [14] we described main properties of operators of the pencil and spectrum of
the boundary eigenvalue problem under study.
Denote by ρ (L) the resolvent set of L (γ) (consisting of all complex values of γ at
which there exists a bounded inverse operator L−1 (γ)) and by σ (L) = C\ρ (L) the
spectrum of L (γ). The definitions of a holomorphic operator-function and eigenvec-
tors and associated vectors of a pencil are given in [14].
Definition 1. The system of eigenvectors and associated vectors of operator-
function A (γ) is called complete with power n if any set of n vectors f0, f1, . . . , fn−1
can be represented as a limit with respect to the norm of the linear combination of
the elements of the system
fv,N =
N∑
k=1
∑
p
a
(k)
p,Nϕ
(k,v)
p , v = 0, 1, ..., n− 1, (2)
where the coefficients do not depend on v,
ϕ(k,v)p =
dv
dtv
∣∣∣∣
t=0
eγkt
(
ϕ(k)p + ϕ
(k)
p−1
t
1!
+ ...+ ϕ
(k)
0
tp
p!
)
,
and γk are eigenvalues of operator-function A (γ).
For n = 1 the definition coincides with the standard definition of the completeness
of eigenvectors and associated vectors. If the multiplicity of all eigenvectors is equal
2
to 1 we have
fv,N =
N∑
k=1
a
(k)
N γ
v
kϕ
(k)
0 .
We will consider operator-functions A (γ) that have eigenvalues with finite alge-
braic multiplicity.
Let us study the pencil L (γ). It is more convenient to consider a regularized
pencil
L˜ (γ) := A
−1/2
1 LA
−1/2
1 = γ
4K˜+γ2
(
I − (ε1 + ε2) K˜
)
+(ε1 − ε2) γS˜+ε1ε2
(
K˜ − A˜2
)
,
(3)
where K˜ = A
−1/2
1 KA
−1/2
1 , S˜ = A
−1/2
1 SA
−1/2
1 , and A˜2 = A
−1/2
1 A2A
−1/2
1 .
It is easy to see that σ (L) = σ
(
L˜
)
and the following relations hold for eigenvec-
tors and associated vectors
ϕj (L) = A
−1/2
1 ϕj
(
L˜
)
. (4)
Operators K˜, S˜ and A˜2 keep all properties of operators K, S, and A2 given in
[14].
3 Completeness of the system of eigenvectors and
associated vectors of pencil L (γ)
We propose two approaches for the analysis of completeness of the system of eigenvec-
tors and associated vectors of pencil L (γ). Within the frames of the first approach,
we consider pencil L (γ) as a perturbation of a certain pencil of simple structure. We
will analyze two cases. In the first case, the original pencil is represented as a pertur-
bation of a Keldysh pencil by a holomorphic operator-function; we will not impose
any additional conditions and prove only double completeness with a finite defect.
In the second case we prove double completeness of the system of eigenvectors and
associated vectors of pencil L (γ) under an additional condition that the parameter
δ = (ε2 − ε1) /2 is sufficiently small.
The second approach is based on factorization of pencil L (γ) with respect to a
special contour on the complex plane. We prove double completeness of the system
of eigenvectors and associated vectors of pencil L (γ) corresponding to eigenvalues
located outside a certain contour. However, we will impose conditions that govern
parameters of the pencil showing that these additional conditions are essential.
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Note that L (γ) does not belong to many well-known families of pencils (Keldysh
pencils, hyperbolic pencils, and so on). In spite of this fact, we show that spectral
properties of the pencil can be efficiently studied.
Let us consider pencil L (γ) in the domain Dη = {γ : |γ| > η} where η is an
arbitrary positive number such that η >
√
ε1 + ε2. We have
F (γ) :=
(
γ2 − (ε1 + ε2)
)−1
L˜ (γ) = γ2K˜ + I + γ−1T (γ) , (5)
in the domain Dη, where
T (γ) = γ
(
γ2 − (ε1 + ε2)
)−1 (
(ε1 + ε2) I + (ε1 − ε2) γS˜ + ε1ε2
(
K˜ − A˜2
))
Completeness of the system of eigenvectors and associated vectors of pencil L (γ)
corresponding to eigenvalues located inDη is equivalent to completeness of the system
of eigenvectors and associated vectors of pencil F (γ) corresponding to eigenvalues
located in Dη. Indeed, the spectra of pencils in Dη coincide and the eigenvectors
and associated vectors satisfy the relation ϕ
(k)
j (L) = A
−1/2
1 ϕ
(k)
j (F ) , which yields the
equivalence of the problems of completeness of systems
{
ϕ
(k)
j (L)
}
and
{
ϕ
(k)
j (F )
}
.
Theorem 1. The system of eigenvectors and associated vectors of pencil L (γ)
corresponding to eigenvalues located in domain |γ| ≥ η is double complete with a
finite defect in H ×H :
dim coker L
(
ϕ
(k,0)
p
)
<∞, dim coker L
(
ϕ
(k,1)
p
)
<∞,
where η ≥ 0 is an arbitrary nonnegative number and L
(
ϕ
(k,v)
p
)
denotes the closure
of linear combinations of vectors
{
ϕ
(k,v)
p
}
.
Proof. It is sufficient to prove the theorem for pencil F (γ) under the condition
η >
√
ε1 + ε2. Pencil F (γ) is considered as a perturbation of pencil γ
2K˜ + I by
the operator-function T1 (γ) = γ
−1T (γ), T1 (∞) = 0, which is holomorphic in Dη.
In this case, K˜ > 0 is a Hilbert-Schmidt operator; consequently, all conditions of
Theorem 1, [7] are fulfilled. This theorem implies double completeness of the system
of eigenvectors and associated vectors of pencil F (γ) (and L (γ)) with a finite defect
in H×H ; i.e., the closure of linear combinations of vectors
(
ϕ
(k,0)
p , ϕ
(k,1)
p
)T
∈ H×H,
has a finite defect in H×H ,γk ∈ Dη, where vectors ϕ(k,v)p are determined in Definition
1.
If we increase η then the dimension of the defect subspace may also increase.
On the other side, it is necessary to exclude eigenvectors and associated vectors
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corresponding to eigenvalues ±√εi. Note however that the dimension of the defect
subspace is not known.
In applications, it is important to have a statement providing completeness of the
system of eigenvectors and associated vectors of the pencil without defect. Below we
formulate such a theorem under the condition that the parameter δ = (ε2 − ε1) /2 is
sufficiently small.
Let us write L (γ) in the form
L (γ) =
(
γ2 − ε1 + ε2
2
)2
K −
(
ε1 − ε2
2
)2
K +
(
γ2 − ε1 + ε2
2
)
A1 + (6)
+ γ (ε1 − ε2)S + ε1 − ε2
2
A′1,
where ε1−ε2
2
A′1 =
ε1+ε2
2
A1−ε1ε2A2, and bounded self-adjoint operator A′1 is described
in [14]. Expression for pencil L˜ (γ) has the form
L˜ (γ) =
(
p2 − γ2) ((p2 − γ2) K˜ − I)+ δB (γ) , (7)
where B (γ) := −2γS˜ − δK˜ − A˜′1; p =
√
ε1 + ε2/2.
The spectrum of pencil L (γ) coincides with the spectrum of pencil L˜ (γ). Eigen-
vectors and associated vectors of the pencils satisfy formula (4). Hence the complete-
ness of system of eigenvectors and associated vectors of pencil L (γ) is equivalent to
that of L˜ (γ).
Theorem 2. Let M > 1 be an arbitrary number. Then there exists a δ∗ =
δ∗ (M ; Ω) such that for any εj satisfying 1 ≤ εj ≤M , the system of eigenvectors and
associated vectors of pencil L (γ) corresponding to eigenvalues γn 6= ±√εi, i = 1, 2,
is double complete in H ×H under the condition |δ| < δ∗.
Proof. It is sufficient to prove that the theorem is valid for pencil L˜ (γ). We
consider L˜ (γ) as a perturbation of the simple pencil
F0 (γ) =
(
p2 − γ2) ((p2 − γ2) K˜ − I) = (p2 − γ2) F˜ (γ) (8)
by operator-function δB (γ), where
F˜ (γ) =
(
p2 − γ2) K˜ − I. (9)
Spectrum σ
(
F˜
)
is located on the real and imaginary axes. The spectrum con-
sists of eigenvalues of finite algebraic multiplicity with an accumulation point at
5
infinity (see Fig. 3 in [14]). Eigenvectors of pencil F˜ (γ) form an orthonormal ba-
sis in H (by the Hilbert–Schmidt theorem [5]). Since K˜ > 0 the eigenvalues γ˜n
of pencil F˜ (γ) satisfy the estimate γ˜2n ≤ p2 − ‖K˜‖
−1
, n = ±1,±2, . . . , where
γ˜−n = −γ˜n and the numeration of eigenvalues decreases with respect to values γ˜2n.
Under the conditions imposed on coefficients εj there exists an M0 < 1 (which does
not depend on εj) such that p − γ˜1 ≥ 3M0. Let |δ| ≤ M0. Introduce the cir-
cles Γ± =
{
γ : |γ ∓ p| = r; r = p+M0 −√εmin
}
and consider pencil L˜ (γ) in the
domain D = {γ : |γ − p| > r, |γ + p| > r} .
The domain contains all eigenvalues of pencil F˜ (γ). L˜ (γ) is a Fredholm operator
in D [14]. If γ0 ∈ Γ0, Γ0 = Γ+ ∪ Γ− then |γ0 − γ˜n| ≥ M0,
∣∣γn ±√εi∣∣ ≥ M0. Hence
F0 (γ) has a bounded inverse on Γ0 and
∥∥F−10 (γ)∥∥ ≤ C0, where C0 does not depend
on εj, γ. Moreover, ‖B (γ)‖ ≤ B0 on Γ0. If |δ| < B−10 C−10 then L˜ (γ) also has
a bounded inverse on Γ0 and
∥∥∥L˜−1 (γ)∥∥∥ ≤ C1 uniformly with respect to γ ∈ Γ0,
1 ≤ εj ≤ M .
According to [7] in order to prove double completeness of the system of eigen-
vectors and associated vectors of pencil L˜ (γ) corresponding to eigenvalues located
in D it is sufficient to show that if the vector-function f (γ) = L˜−1 (γ) (f0 + γf1) is
holomorphic in D then f0 = f1 = 0 for any f0, f1 ∈ H .
Let f (γ) be holomorphic in D. It follows from [14] that the operator-function
F−1 (γ)
(
γ−1f0 + f1
)
= γ−1(γ2 − ε1 − ε2)L˜−1 (γ) (f0 + γf1)
is bounded at infinity and the following expansion holds
L˜−1 (γ) (f0 + γf1) =
∞∑
k=1
gkγ
−k, |γ| > R.
From the equality
f0 + γf1 = L˜ (γ) L˜
−1 (γ) (f0 + γf1) =
(
γ4K˜ + ...
) ∞∑
k=1
gkγ
−k
and the property K˜ > 0 we have g1 = g2 = 0; consequently f (γ) has a zero at
infinity of the order not less than 3. Let us integrate the equalities
γF−10 (γ) (f0 + γf1)− γf (γ) = γF−10 (γ) δB (γ) f (γ) ,
F−10 (γ) (f0 + γf1)− f (γ) = F−10 (γ) δB (γ) f (γ)
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with respect to Γ0. Taking into account the properties of f (γ) at infinity and con-
tinuous invertibility of L˜ (γ) and F0 (γ) on Γ0 we obtain
f0 =
δ
2pii
∫
Γ0
γF−10 (γ)B (γ) f (γ) dγ, f1 =
δ
2pii
∫
Γ0
F−10 (γ)B (γ) f (γ) dγ.
Hence there exists a c > 0 (which does not depend on εj and γ) such that ‖f0‖ ≤
|δ|C (‖f0‖+ ‖f1‖) , ‖f1‖ ≤ |δ|C (‖f0‖+ ‖f1‖) . If |δ| < (2C)−1 then ‖f0‖ = ‖f1‖ = 0
and f0 = f1 = 0.
In order to complete the proof we can choose δ∗ < min
(
(2C)−1 ,M0, B−10 C
−1
0
)
.
Now we prove completeness of the system of eigenvectors and associated vectors
of pencil L (γ) using the factorization method.
Theorem 3. The system of eigenvectors and associated vectors of pencil L (γ)
corresponding to eigenvalues γn 6= ±√εi, i = 1, 2, is double complete in H×H under
the conditions
εmax < 9εmin (10)
and∫
Ω
(
ε |Π|2 + |Ψ|2) dx ≤ 1
2
∫
Ω
(
|∇Π|2 + 1
ε
|∇Ψ|2
)
dx, ∀Π ∈ H10 (Ω) , Ψ ∈
⌢
H
1
(Ω) .
(11)
Proof. In order to factorize pencil L (γ) let us determine domains on the plane
of variable γ, where the equation
(L (γ) f, f) = 0 (12)
has a definite number of roots with respect to γ for any f 6= 0. First, let us prove
two estimates. Using Green’s formula and Schwartz inequality we obtain:
∣∣∣∣∣∣
∫
Γ
(
∂Π
∂τ
Ψ¯− ∂Ψ
∂τ
Π¯
)
dτ
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∫
Ωj
(
∂Π
∂x2
∂Ψ¯
∂x1
− ∂Π
∂x1
∂Ψ¯
∂x2
+
∂Ψ
∂x1
∂Π¯
∂x2
− ∂Ψ
∂x2
∂Π¯
∂x1
)
dx
∣∣∣∣∣∣∣ =
= 2
∣∣∣∣∣∣∣
∫
Ωj
Re
(
∂Π
∂x2
∂Ψ¯
∂x1
− ∂Π
∂x1
∂Ψ¯
∂x2
)
dx
∣∣∣∣∣∣∣ ≤ 2
∣∣∣∣∣∣∣
∫
Ωj
(
∂Π
∂x2
∂Ψ¯
∂x1
− ∂Π
∂x1
∂Ψ¯
∂x2
)
dx
∣∣∣∣∣∣∣ ≤
7
≤ 2

∫
Ωj
|∇Π|2 dx


1/2
∫
Ωj
|∇Ψ|2 dx


1/2
; j = 1, 2.
Thus ∣∣∣∣∣∣
∫
Γ
(
∂Π
∂τ
Ψ¯− ∂Ψ
∂τ
Π¯
)
dτ
∣∣∣∣∣∣
2
≤ 4
∫
Ωj
|∇Π|2 dx
∫
Ωj
|∇Ψ|2 dx. (13)
Consider the equation (w.r.t.
√
εj) εjP +Q±√εjR = 0, where
P =
∫
Ωj
|∇Π|2 dx (≥ 0) , Q =
∫
Ωj
|∇Ψ|2 dx (≥ 0) , R =
∫
Γ
(
∂Π
∂τ
Ψ¯− ∂Ψ
∂τ
Π¯
)
dτ.
Using estimate (13) we have R2 − 4PQ ≤ 0 and for any √εj inequality εjP + Q ±√
εjR ≥ 0, which is equivalent to the inequality∫
Ωj
(
εj |∇Π|2 + |∇Ψ|2
)
dx±√εj
∫
Γ
(
∂Π
∂τ
Ψ¯− ∂Ψ
∂τ
Π¯
)
dτ ≥ 0, j = 1, 2. (14)
Assume that ε2 ≥ ε1. Denote
s :=
∫
Γ
(
∂Π
∂τ
Ψ¯− ∂Ψ
∂τ
Π¯
)
dτ, k :=
∫
Ω
(
ε |Π|2 + |Ψ|2) dx,
a(j) :=
∫
Ωj
(
εj |∇Π|2 + |∇Ψ|2
)
dx, a2 :=
∫
Ω
(
|∇Π|2 + 1
ε
|∇Ψ|2
)
dx.
Estimates (14) have the form
a(1) ±√ε1s ≥ 0, a(2) ±√ε2s ≥ 0. (15)
According to eq. (12) in [14] equation (12) can be represented as
f (γ) :=
a(1) + γs
ε1 − γ2 +
a(2) − γs
ε2 − γ2 = k, γ
2 6= εj, (16)
where a(1) ≥ 0, a(2) ≥ 0, and k > 0.
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If γ ∈ (−√ε1,√ε1) then (a(1) 6= 0)
a(1) + γs
ε1 − γ2 =
a(1) +
√
ε1s
2
√
ε1
(√
ε1 − γ
) + a(1) −√ε1s
2
√
ε1
(√
ε1 + γ
) ≥
≥ min
(
a(1)√
ε1
(√
ε1 − γ
) , a(1)√
ε1
(√
ε1 + γ
)
)
>
a(1)
2ε1
.
If γ ∈ (−√ε2,√ε2) then (a(2) 6= 0)
a(2) − γs
ε2 − γ2 =
a(2) −√ε2s
2
√
ε2
(√
ε2 − γ
) + a(2) +√ε2s
2
√
ε2
(√
ε2 + γ
) ≥
≥ min
(
a(2)√
ε2
(√
ε2 + γ
) , a(2)√
ε2
(√
ε2 − γ
)
)
>
a(2)
2ε2
.
Thus for γ ∈ (−√ε1,√ε1) we have the estimate
f (γ) >
1
2
(
a(1)
ε1
+
a(2)
ε2
)
=
a2
2
.
From this estimate and the conditions of Theorem 3 it follows that equation (16)
(and (12)) has no real roots for γ ∈ (−√ε1,√ε1). From the representation
f (γ) =
a(1) +
√
ε1s
2
√
ε1
(√
ε1 − γ
) + a(1) −√ε1s
2
√
ε1
(√
ε1 + γ
) + a(2) −√ε2s
2
√
ε2
(√
ε2 − γ
) + a(2) +√ε2s
2
√
ε2
(√
ε2 + γ
) ,
γ2 6= εj, we obtain the following property. If the sign in inequalities (15) is >, then
equation (16) has at least one root on each interval
(−√ε2,−√ε1) and (√ε1,√ε2),
and there are no roots of the equation for γ ∈ (−∞,−√ε2) ∪ (√ε2,+∞). Here we
have taken into account the properties
lim
γ→√εj∓0
f (γ) = lim
γ→−√εj±0
f (γ) = ±∞, (j = 1, 2) and f (γ) < 0, |γ| > √ε2.
Let γ1 and γ2 be the roots of equation (12). We can calculate another two roots
of (12) by the Viete formula:
γ3,4 = −(γ1 + γ2)
2
± i
√
4ε1ε2θ/ |γ1γ2| − (γ1 + γ2)2
2
, (17)
9
where θ := a2/k − 1(1 ≤ θ < +∞).
Using the inequalities 1/|γ1γ2| ≥ 1/ε2 and |γ1 + γ2| ≤ √ε2 −√ε1 it is easy to
verify that there exists δ˜ > 0 (which depends on εj) such that for ε2 < 9ε1 we have
|γ3,4 − p| > r˜; r˜ =
√
ε2 −√ε1
2
+ δ˜, p =
√
ε1 +
√
ε2
2
. (18)
Thus in the domains {γ : |p− γ| < r˜} , {γ : |p+ γ| < r˜} , equation (12) has only
one real root on each interval
(−√ε2,−√ε1) and (√ε1,√ε2), and the equation has
two roots in the domain {γ : |p± γ| > r˜} .
Taking into account the continuity of roots of equation (17) with respect to
the coefficients we find that γ1 ∈
[−√ε2,−√ε1], γ2 ∈ [√ε1,√ε2], and γ3,4 ∈
{γ : |p± γ| ≥ r˜} under conditions (15).
Choose δ0 = δ˜/2 and denote r = (
√
ε2 −√ε1)/2 + δ0, σ+ = {γ : |p− γ| < r},
σ− = {γ : |p+ γ| < r}, σ1 = C\ (σ+ ∪ σ−), σ2 = σ+ ∪ σ−.
We proved that domains σ+ and σ− contain only one root of equation (12) and
domain σ1 contains two roots of (12). Spectrum of pencil L (γ) is divided into three
domains σ+, σ−, and σ1. We have also σ (L) ∩ σ− ⊂
[−√ε2,−√ε1], σ (L) ∩ σ+ ⊂[√
ε1,
√
ε2
]
. Let Γ± = {γ : |γ ∓ p| = r}, Γ1 = Γ+ ∪ Γ−. Equation (12) has not roots
on Γ1 and
inf
‖f‖=1, γ∈Γ1
|(L (γ) f, f)| > 0. (19)
Estimate (19) and properties of the spectrum of pencil L (γ) remain valid for
pencil L˜ (γ). In this case the pencil L˜ (γ) admits factorization with respect to contour
Γ1:
L˜ (γ) = L1 (γ)L2 (γ) , (20)
where
L1 (γ) = γ
2K˜ + γK˜B1 + I + K˜
(
(ε1 + ε2) I + B2 − B21
)
, L2 (γ) = γ
2I + γB1 +B2,
B1 and B2 are bounded operators and σ (L1) ⊂ σ1,, σ (L2) ⊂ σ2.
This assertion follows from [6] (note that in order to use Theorems 1 and 2 of [6]
it is necessary to introduce the new variable t = (p− γ)−1).
Pencil L2 (γ) has a bounded inverse on σ1. The system of eigenvectors and asso-
ciated vectors of pencil L1 (γ) is double complete in H ×H by the Keldysh theorem
[4] and, consequently, the system of eigenvectors and associated vectors of pencil
L˜ (γ) corresponding to the eigenvalues γn ∈ σ1 is also double complete in H × H .
The completeness of the system of eigenvectors and associated vectors of L (γ) is
equivalent to the completeness of the system of eigenvectors and associated vectors
of L˜ (γ).
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Note that the equivalence of reduction of the boundary value problem on normal
waves to an eigenvalue problem of the pencil at the points γj = ±√εi is not valid. In
Theorems 2 and 3 we formulate the conditions which separate degeneration points
±√εi of pencil L (γ). We will not consider the system of eigenvectors and associated
vectors of pencil L (γ) corresponding to eigenvalues ±√εi. Theorem 1 shows that the
system of eigenvectors and associated vectors of pencil L (γ) corresponding to the
eigenvalues satisfying the condition |γ| > η for arbitrary η > 0 is in fact sufficiently
broad. We can add only a finite set of elements in order to obtain a double complete
system in H ×H .
Below we will show that double completeness of the system of eigenvectors and
associated vectors of pencil L (γ) is important for the analysis of the boundary value
problem on normal waves. Other statements concerning completeness of the system
of eigenvectors and associated vectors of pencil L (γ) can be found in [3, 11].
4 Properties of the system of eigenwaves and as-
sociated waves of a waveguide
The section is devoted to investigation of the properties of the system of eigenwaves
and associated waves of the waveguide considered in Section 3: completeness, basis
property, and biorthogonality. These properties are of crucial importance when ex-
citation of waveguides is considered which is reduced to nonhomogeneous boundary
value problems for the Maxwell and Helmholtz equations. Note for example that
if the completeness and basis property of the system of eigenwaves and associated
waves are not established then the expansions of solutions to the excitation problems
[15] are not correct.
We will consider only the case ε1 6= ε2 which ends up with a vector problem. For
ε1 = ε2 the problem on normal waves is reduced to two well-known scalar problems.
The results of this section are based on the methods and techniques developed
mainly in [10, 11, 12, 13].
4.1 Eigenwaves and associated waves
Below we will use the notations of Section 2, [14]. Let f0, f1, ..., fm ∈ H be
the chain of eigenvectors and associated vectors of pencil L (γ) corresponding to the
eigenvalues γ (γ2 6= εi, i = 1, 2). Using the vectors fp = (Πp,Ψp)T we define a system
11
of functions on Ω:
E
(p)
1 =
iγ
k˜2
(
∂Πp
∂x1
− iE(p−1)1
)
− i
k˜2
(
∂Ψp
∂x2
− iH(p−1)2
)
,
E
(p)
2 =
iγ
k˜2
(
∂Πp
∂x2
− iE(p−1)2
)
+
i
k˜2
(
∂Ψp
∂x1
− iH(p−1)1
)
, (21)
H
(p)
1 =
iε
k˜2
(
∂Πp
∂x2
− iE(p−1)2
)
+
iγ
k˜2
(
∂Ψp
∂x1
− iH(p−1)1
)
,
H
(p)
2 = −
iε
k˜2
(
∂Πp
∂x1
− iE(p−1)1
)
+
iγ
k˜2
(
∂Ψp
∂x2
− iH(p−1)2
)
,
E
(p)
3 = Πp, H
(p)
3 = Ψp; E
(p) ≡ H(p) ≡ 0 for p < 0; ε = εj in Ωj , j = 1, 2.
Definition 2. The vector
W˜ (p) = V˜ (p) exp (iγx3) , V˜
(p) =
(
E
(p)
1 , E
(p)
2 , E
(p)
3 , H
(p)
1 , H
(p)
2 , H
(p)
3
)T
,
is called eigenwave for p = 0 or associated wave for p ≥ 1 corresponding to eigenvalue
γ.
Vector V˜ (p) will be considered as an element of the space
H˜ = L2 (Ω)× L2 (Ω)×H10 (Ω)× L2 (Ω)× L2 (Ω)×
⌢
H
1
(Ω)
with the standard inner product and norm defined for the product of spaces.
From the results of Section 2 of [14] it follows that x3-components of vector V˜
(0)
are eigenfunctions of the problem on normal waves of a waveguide. Consequently,
the above definition of eigenwaves coincides with the standard definition. However,
the definition of an associated wave (p ≥ 1) is not a standard one. We define an
associated wave using associated vectors of pencil L (γ); the latter, in the general
case, is not connected directly with a boundary value problem for Maxwell equations
(see eq. (1) in [14]) The standard way of introducing associated waves is as follows.
System of Maxwell equations can be considered as an eigenvalue problem for the
linear pencil
M (γ) =M1 + γM2,
and eigenwaves and associated waves can be considered as a solution of the boundary
value problems
(M1 + γM2) V˙
(0) = 0, (M1 + γM2) V˙
(p) +M2V˙
(p−1) = 0, p ≥ 1,
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with the corresponding boundary and transmission conditions. In terms of the
Maxwell equations considered componentwise these problems take the form
∂H˙
(p)
3
∂x2
− iγH˙(p)2 − iεE˙(p)1 = iH˙(p−1)2 , iγH˙(p)1 −
∂H˙
(p)
3
∂x1
− iεE˙(p)2 = −iH˙(p−1)1 ,
∂H˙
(p)
2
∂x1
− ∂H˙
(p)
1
∂x2
− iεE˙(p)3 = 0,
∂E˙
(p)
3
∂x2
− iγE˙(p)2 + iH˙(p)1 = iE˙(p−1)2 , (22)
iγE˙
(p)
1 −
∂E˙
(p)
3
∂x1
+ iH˙
(p)
2 = −iE˙(p−1)1 ,
∂E˙
(p)
2
∂x1
− ∂E˙
(p)
1
∂x2
+ iH˙
(p)
3 = 0;
E˙(p)τ
∣∣∣
Γ0
= 0; (23)[
E˙(p)τ
]
Γ
=
[
H˙(p)τ
]
Γ
= 0. (24)
The point over functions shows that we use another definition of eigenwaves and
associated waves (not in the sense of Definition 4.1). We assume that
E˙(p) ≡ H˙(p) ≡ 0, p < 0. (25)
We can prove the equivalence of both definitions for sufficiently smooth functions
Πp and Ψp; i.e. prove the equalities (the proof in detail one can find in [10])
E˙
(p)
3 = Πp, H˙
(p)
3 = Ψp, p = 0, 1, . . . , m,
and
E˙
(p)
1 = E
(p)
1 , . . . , H˙
(p)
3 = H
(p)
3 for all p ≥ 0. (26)
Remark. If the multiplicity of eigenvalue γ is greater than 1, we choose E˙
(p)
3
and H˙
(p)
3 equal to functions Πp and Ψp. If the choice is different then equations (26)
are generally not valid; however, the subspaces of eigenwaves and associated waves
corresponding to eigenvalue γ will be the same.
Let us strengthen that associated waves (21) are defined only from longitudinal
components Πp and Ψp, which allows us to study pencil L (γ). This was actually a
purpose of new Definition 4.1.
13
4.2 Completeness of system of transversal components of
eigenwaves and associated waves
Define the transversal components E
(p)
t =
(
E
(p)
1 , E
(p)
2
)T
, H
(p)
t =
(
H
(p)
1 , H
(p)
2
)T
of
eigenwaves and associated waves corresponding to eigenvalue γ; the longitudinal
components are Πp and Ψp. Introduce the differential operators
∇f = ∂f
∂x1
e1 +
∂f
∂x2
e2, ∇′f = ∂f
∂x2
e1 − ∂f
∂x1
e2.
We will prove the following formulas:
− i
∫
Ω
(
E
(p)
t (−∇′g¯) +H(p)t
(∇′f¯)) dx = ∫
Ω
(
εΠpf¯ +Ψpg¯
)
dx, (27)
−i
∫
Ω
(
εE
(p)
t
(∇f¯)+H(p)t (∇g¯)) dx = γ
∫
Ω
(
εΠpf¯ +Ψpg¯
)
dx+
∫
Ω
(
εΠp−1f¯ +Ψp−1g¯
)
dx;
(28)
for p = 0, 1, . . . , m, ∀f ∈ H10 (Ω) , g ∈
⌢
H
1
(Ω).
Components E
(p)
t and H
(p)
t are defined by (21). Using induction with respect to
p it is easy to verify that E
(p)
t and H
(p)
t satisfy equations (22). In particular,
∂E
(p)
2
∂x1
− ∂E
(p)
1
∂x2
+ iH
(p)
3 =
γ
k˜2
(
∂E
(p−1)
2
∂x1
− ∂E
(p−1)
1
∂x2
)
+
i
k˜2
(
∆Ψp + k˜
2Ψp
)
+
+
1
k˜2
(
∂H
(p−1)
1
∂x1
+
∂H
(p−1)
2
∂x2
)
=
i
k˜2
(
∆Ψp + k˜
2Ψp
)
+
2γ
k˜2
(
∂E
(p−1)
2
∂x1
− ∂E
(p−1)
1
∂x2
)
+
+
1
k˜2
(
∂E
(p−2)
2
∂x1
− ∂E
(p−2)
1
∂x2
)
=
i
k˜2
(
∆Ψp + k˜
2Ψp − 2γΨp−1 −Ψp−2
)
= 0;
∂H
(p)
2
∂x1
− ∂H
(p)
1
∂x2
− iεE(p)3 = −
iε
k˜2
(
∆Πp + k˜
2Πp
)
−
− ε
k˜2
(
∂E
(p−1)
1
∂x1
+
∂E
(p−1)
2
∂x2
)
+
γ
k˜2
(
∂H
(p−1)
2
∂x1
− ∂H
(p−1)
1
∂x2
)
=
= − iε
k˜2
(
∆Πp + k˜
2Πp
)
+
2γ
k˜2
(
∂H
(p−1)
2
∂x1
− ∂H
(p−1)
1
∂x2
)
+
14
+
1
k˜2
(
∂H
(p−2)
2
∂x1
− ∂H
(p−2)
1
∂x2
)
= − iε
k˜2
(
∆Πp + k˜
2Πp − 2γΠp−1 − Πp−2
)
= 0.
Since Πp and Ψp are solutions of Helmholtz equations with a smooth right-hand
side, these functions are infinitely smooth in Ω1 and Ω2. Thus E
(p)
t , H
(p)
t are also
infinitely smooth functions in Ω1 and Ω2. The verification of equations (22) is not
complicated. Thus,
∂E
(p)
2
∂x1
− ∂E
(p)
1
∂x2
= −iΨp; (29)
∂H
(p)
2
∂x1
− ∂H
(p)
1
∂x2
= iεΠp; p = 0, 1, . . . , m. (30)
Since
Πp|Γ0 = 0,
∂Ψp
∂n
∣∣∣∣
Γ0
= 0,
we can use (21) to obtain
E(p)τ
∣∣
Γ0
= 0, H(p)n
∣∣
Γ0
= 0; p = 0, 1, ..., m. (31)
Let us verify the transmission conditions[
E(p)τ
]
Γ
= 0; (32)[
H(p)τ
]
Γ
= 0; p = 0, 1, ..., m. (33)
Formulas (32) and (33) for eigenfunctions (p = 0) directly follows from conditions
(8) in [14]. Assume that (32) and (33) are valid for functions with the indices
p = 0, 1, . . . , q − 1. We will prove that these formulas hold for p = q. From
equations (22) we obtain
[ε]E(p)τ
∣∣
Γ
= −i
[
∂Ψp
∂n
]
Γ
; (34)
[ε]H(p)τ
∣∣
Γ
= i
[
ε
∂Πp
∂n
]
Γ
, p = 0, 1, ..., q − 1 (35)
(these formulas also follow from (21)). Then
[
E(q)τ
]
Γ
= iγ
[
1
k˜2
]
∂Πq
∂τ
∣∣∣∣
Γ
+ γ
[
1
k˜2
]
E(q−1)τ
∣∣
Γ
− i
[
1
k˜2
∂Ψq
∂n
]
Γ
−
[
1
k˜2
]
H(q−1)n
∣∣
Γ
=
= −i
[
1
k˜2
](
∂Πq−1
∂τ
∣∣∣∣
Γ
− 2γ
[ε]
[
∂Ψq−1
∂n
]
Γ
− 1
[ε]
[
∂Ψq−2
∂n
]
Γ
)
+
[
1
k˜2
] (
γ E(q−1)τ
∣∣
Γ
− H(q−1)n
∣∣
Γ
)
=
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= −i
[
1
k˜2
](
∂Πq−1
∂τ
∣∣∣∣
Γ
− 2γ
[ε]
[
∂Ψq−1
∂n
]
Γ
− 1
[ε]
[
∂Ψq−2
∂n
]
Γ
)
+
+
[
1
k˜2
](
−2iγ
[ε]
[
∂Ψq−1
∂n
]
Γ
+ i
∂Πq−1
∂τ
∣∣∣∣
Γ
− i
[ε]
[
∂Ψq−2
∂n
]
Γ
)
= 0;
[
H(q)τ
]
Γ
= i
[
ε
k˜2
]
∂Πq
∂n
∣∣∣∣
Γ
+ iγ
[
1
k˜2
]
∂Ψq
∂τ
∣∣∣∣
Γ
+
[
1
k˜2
] (
εE(q−1)n
)∣∣
Γ
+ γ
[
1
k˜2
]
H(q−1)τ
∣∣
Γ
=
= −i
[
1
k˜2
](
∂Ψq−1
∂τ
∣∣∣∣
Γ
+
2γ
[ε]
[
ε
∂Πq−1
∂n
]
Γ
+
1
[ε]
[
ε
∂Πq−2
∂n
]
Γ
)
+
[
1
k˜2
] ((
εE(q−1)n
)∣∣
Γ
+ γ H(q−1)τ
∣∣
Γ
)
=
= −i
[
1
k˜2
](
∂Ψq−1
∂τ
∣∣∣∣
Γ
+
2γ
[ε]
[
ε
∂Πq−1
∂n
]
Γ
+
1
[ε]
[
ε
∂Πq−2
∂n
]
Γ
)
+
+
[
1
k˜2
](
i
∂Ψq−1
∂τ
∣∣∣∣
Γ
+
2iγ
[ε]
[
ε
∂Πq−1
∂n
]
Γ
+ i
[
ε
∂Πq−2
∂n
]
Γ
)
= 0.
Now we can prove formulas (27) and (28). Applying Green’s formula and using
(29)–(33) we obtain ∫
Ω
(
E
(p)
t (−∇′g¯) +H(p)t
(∇′f¯)) dx =
=
∫
Ω
((
∂E
(p)
1
∂x2
− ∂E
(p)
2
∂x1
)
g¯ +
(
∂H
(p)
2
∂x1
− ∂H
(p)
1
∂x2
)
f¯
)
dx = i
∫
Ω
(
εΠpf¯ +Ψpg¯
)
dx,
which finally proves formula (27).
Using (21) we have
−i
∫
Ω
(
εE
(p)
t ∇f¯ +H(p)t ∇g¯
)
dx =
= −iγ
∫
Ω
(
E
(p)
t (−∇′g¯) +H(p)t
(∇′f¯)) dx− i ∫
Ω
(
E
(p−1)
t (−∇′g¯) +H(p−1)t
(∇′f¯)) dx+
+
∫
Ω
(
∂Πp
∂x2
∂g¯
∂x1
− ∂Πp
∂x1
∂g¯
∂x2
+
∂Ψp
∂x1
∂f¯
∂x2
− ∂Ψp
∂x2
∂f¯
∂x1
)
dx =
= −iγ
∫
Ω
(
E
(p)
t (−∇′g¯) +H(p)t
(∇′f¯)) dx− i ∫
Ω
(
E
(p−1)
t (−∇′g¯) +H(p−1)t
(∇′f¯)) dx,
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from which it follows that formulas (28) also hold.
Let L22 (Ω) be the Cartesian product of two copies of space L2 (Ω).
Lemma 1. For any element u ∈ L22 (Ω) the decomposition u = ε∇f +∇′g holds
for certain functions f ∈ H10 (Ω) and g ∈
⌢
H
1
(Ω).
Proof. Define a function f ∈ H10 (Ω) from the variational relation∫
Ω
u∇ϕ¯dx =
∫
Ω
ε∇f∇ϕ¯dx, ∀ϕ ∈ H10 (Ω) . (36)
By the Riesz theorem [5] there exists the unique element f . Denote v := u −
ε∇f ; v ∈ L22 (Ω) . Thus for any ϕ ∈ C∞0 (Ωj) ⊂ H10 (Ω), j = 1, 2, by the definition
of generalized derivatives∫
Ω
(div v) ϕ¯dx = −
∫
Ω
v (∇ϕ¯) dx = −
∫
Ω
u∇ϕ¯dx+
∫
Ω
ε∇f∇ϕ¯dx = 0,
and hence, div v = 0 in Ωj , j = 1, 2, in terms of distributions. Since v ∈ L22 (Ωj),
div v = 0 in Ωj then [9] the trace of the normal component of the vector exists on
piecewise smooth boundary ∂Ωj :
v · n|∂Ωj ∈ H−1/2 (∂Ωj) , j = 1, 2.
From formula (36) we find that element f ∈ H10 (Ω) is a solution to the problem{
ε∆f = divu in Ωj , j = 1, 2;
f |Γ0 = 0,
[
ε ∂f
∂n
− u · n]
Γ
= 0.
The second transmission condition is equivalent to the condition [v · n]Γ = 0.
Then for any ϕ ∈ C∞0 (Ω) ⊂ H10 (Ω) we have∫
Ω
(div v) ϕ¯dx = −
∫
Ω
v (∇ϕ¯) dx+
∫
Γ
[v · n]Γ ϕ¯dτ = −
∫
Ω
u∇ϕ¯dx+
∫
Ω
ε∇f∇ϕ¯dx = 0,
i.e. div v = 0 in Ω as a distribution.
Define an element g ∈ ⌢H
1
(Ω) by the variational relation∫
Ω
v∇′h¯dx =
∫
Ω
∇g∇h¯dx, ∀h ∈ P, (37)
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where P := {h : h|Ωj ∈ C1
(
Ω¯j
)
, j = 1, 2, [h]Γ = 0,
∫
Ω
hdx = 0}. By the Riesz the-
orem there exists the unique element g ∈ ⌢H
1
(Ω) since the left-hand side of (37) is
an antilinear continuous functional on
⌢
H
1
(Ω), and set P is dense in
⌢
H
1
(Ω).
Every element w ∈ Q, where Q := {w : w ∈ C1 (Ω¯j) , j = 1, 2, [w]Γ = 0} , can be
represented in the form w = ∇p+∇′h, where p ∈ {p : p ∈ P, p|Γ0 = 0}, h ∈ P. Since
functions p and h are smooth, this relation can be proved in a standard manner using
curve integrals [1].
Taking into account the condition div v = 0, we see that (37) is equivalent to the
variation relation ∫
Ω
v · w¯dx =
∫
Ω
∇′g · w¯dx, ∀w ∈ Q. (38)
However Q is dense in L22 (Ω), hence v = ∇′g, which proves the lemma.
Lemma 2. For any element u ∈ L22 (Ω) the decomposition u = ∇′f +∇g, holds
for certain f ∈ H10 (Ω) and g ∈
⌢
H
1
(Ω) .
Proof. The proof is similar to that of Lemma 1. Element f ∈ H10 (Ω) is defined
by the variational relation∫
Ω
u∇′ϕ¯dx =
∫
Ω
∇f∇ϕ¯dx, ∀ϕ ∈ H10 (Ω) . (39)
Setting v := u−∇′f, v ∈ L22 (Ω) , we find that ∂v1∂x2 − ∂v2∂x1 = 0 in Ω as a distribution.
Element g ∈ H10 (Ω) is defined from the relation∫
Ω
v · ∇p¯dx =
∫
Ω
∇g∇p¯dx, ∀p ∈ {p : p ∈ P, p|Γ0 = 0} ,
which is equivalent to ∫
Ω
v · w¯dx =
∫
Ω
∇g · w¯dx, ∀w ∈ Q,
so that v = ∇g.
Let L42 (Ω) denote the Cartesian product of four copies of space L2 (Ω). Let(
E
(p)
n,t , H
(p)
n,t
)T
be the transversal components of eigenwaves and associated waves
corresponding to eigenvalues γn, p = 0, 1, . . . , mn. By A we denote a set of indices
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n ∈ A assuming that different eigenvectors ϕ(n)0 have different indices n and the case
γn = γm for n 6= m is possible.
Theorem 4. Let ε1 6= ε2. If the system of eigenvectors and associated vectors{
ϕ
(n)
p
}
(p = 0, 1, . . . , mn) of pencil L (γ) corresponding to eigenvalues γn, n ∈ A,
is double complete in H ×H, then the system of vector-functions
{(
E
(p)
n,t , H
(p)
n,t
)T}
,
n ∈ A, p = 0, 1, . . . , mn, is complete in L42 (Ω) .
Proof. Using Lemmas 1 and 2 we represent an arbitrary element u ∈ L42 (Ω) in
the form
u =
(
ε∇f2 −∇′g1
∇′f1 +∇g2
)
fj ∈ H10 (Ω) ,
gj ∈
⌢
H
1
(Ω) ; j = 1, 2.
It is sufficient to show that from the conditions∫
Ω
(
E
(p)
n,t
(
ε∇f¯2 −∇′g¯1
)
+H
(p)
n,t
(∇′f¯1 +∇g¯2)) dx = 0, n ∈ A, p = 0, 1, . . . , mn,
(40)
we have u = 0.
By formulas (27) and (28) equations (40) are reduced to the equations∫
Ω
(
εΠ(n)p f¯1 +Ψ
(n)
p g¯1
)
dx+ γn
∫
Ω
(
εΠ(n)p f¯2 +Ψ
(n)
p g¯2
)
dx+
+
∫
Ω
(
εΠ
(n)
p−1f¯2 +Ψp−1g¯2
)
dx = 0, n ∈ A, p = 0, 1, . . . , mn, (41)
or, in the operator form,(
Kϕ(n)p , f˜0
)
+
(
γnKϕ
(n)
p +Kϕ
(n)
p−1, f˜1
)
= 0, n ∈ A, p = 0, 1, . . . , mn, (42)
where ϕ
(n)
p =
(
Π
(n)
p ,Ψ
(n)
p
)T
, f˜0 = (f1, g1)
T, and f˜1 = (f2, g2)
T.
Taking into account (2), one can show that (42) is equivalent to the equations(
Kϕ(n,v)p , f˜v
)
= 0; v = 0, 1; n ∈ A, p = 0, 1, ..., mn,
where ϕ
(n,0)
p = ϕ
(0)
p and ϕ
(n,1)
p = γnϕ
(n)
p + ϕ
(n)
p−1. In view of K > 0 and using the
double completeness of system
{
ϕ
(n)
p
}
in H ×H we obtain that(
ϕ(n,v)p , Kf˜v
)
= 0, n ∈ A, p = 0, 1, . . . , mn,
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Kf˜v = 0, and f˜v = 0, v = 1, 2.
By this theorem the proof of completeness of the system of transversal compo-
nents of eigenwaves and associated waves in L42 (Ω) is reduced to the proof of double
completeness of the system of eigenvectors and associated vectors of pencil L (γ) in
H × H . This problem was considered in Section 3, where we established sufficient
conditions for the double completeness of the system of eigenvectors and associated
vectors of pencil L (γ) in H×H . Thus under the conditions of Theorems 2 and 3 the
system of transversal components of eigenwaves and associated waves is complete in
L42 (Ω).
In Theorem 4 we used the assumption ε1 6= ε2. If ε1 = ε2 then the problem
on normal waves is reduced to two scalar Dirichlet and Neumann problems for the
Helmholtz equation.
4.3 Biorthogonal property for eigenwaves and associated waves
Introduce the following notations. Let
V
(p)
n :=
(
E
(p)
n,t , H
(p)
n,t
)T
and W
(p)
n :=
(
H
(p)
n,t × e3, e3 × E(p)n,t
)T
be the transversal components of an eigenwave (p = 0) or associated wave (p ≥ 1)
for the ’direct’ wave and ’conjugate’ wave, respectively (corresponding to eigenvalue
γn). Brackets 〈·, ·〉 denote the inner product in L42 (Ω):
〈V,W 〉 =
∫
Ω
V · W¯dx.
Let us prove the following basic formula:
(γn − γm)
〈
V (p)n ,W
(q)
m
〉
=
〈
V (p)n ,W
(q−1)
m
〉− 〈V (p−1)n ,W (q)m 〉 , p ≥ 0, q ≥ 0, (43)
where V
(p)
n ≡ 0 and W (q)m ≡ 0 for p < 0, q < 0.
Components E
(p)
n,t , H
(p)
n,t satisfy equations (22). Expressing γnV
(p)
n and γmW
(q)
m
from these equations and using (27) and (28) we obtain∫
Ω
(
γnV
(p)
n
) · W¯ (q)m dx−
∫
Ω
V (p)n ·
(
γmW¯
(q)
m
)
dx =
= −i
∫
Ω
(
H
(q)
m,t
(−∇′Π(n)p )+ E(q)m,t (∇′Ψ(n)p )+ E(p)n,t (−∇′Ψ(m)q )+H(p)n,t (∇′Π(m)q )) dx
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= −
∫
Ω
(
εΠ(m)q Π
(n)
p +Ψ
(m)
q Ψ
(n)
p
)
dx+
∫
Ω
(
εΠ(n)p Π
(m)
q +Ψ
(n)
p Ψ
(m)
q
)
dx+
+
〈
V (p)n ,W
(q−1)
m
〉− 〈V (p−1)n ,W (q)m 〉 = 〈V (p)n ,W (q−1)m 〉− 〈V (p−1)n ,W (q)m 〉 .
By formula (43) we have that for p ≥ 0 and q ≥ 0 the following relations hold:〈
V (p)n ,W
(q)
m
〉
= 0 for γn 6= γm. (44)
Note that eigenvalues with different indices may coincide: γn = γm for n 6= m.
Theorem 5. Let ε1 6= ε2 and system of eigenvectors and associated vectors{
ϕ
(n)
p
}
(p = 0, 1, . . . , mn) of pencil L (γ) corresponding to eigenvalues γn, n ∈ A, be
double complete in H×H. Then the system of vector-functions
{(
E
(p)
n,t , H
(p)
n,t
)T}
, n ∈
A, p = 0, 1, . . . , mn, is complete and satisfies the ‘minimality’ property in L
4
2 (Ω)
and there exists a unique biorthogonal system to the system of vector-functions.
Proof. Completeness of system
{
V
(p)
n
}
was proved in Theorem 4 The ’minimal-
ity’ follows from the existence of a biorthogonal system [8].
Renumber γn so that eigenvalues with different indices do not coincide with each
other: γ˜k, k ∈ A˜. Let us form the systems of functions
Λ (γ˜k) : =
⋃
n,p:γn=γ˜k ,0≤p≤mn
V (p)n , dimL (γ˜k) = rk;Q (γ˜k) :=
=
⋃
n,p:γn=γ˜k ,0≤p≤mn
W (p)n , dimQ (γ˜k) = rk.
Taking into account (46), we note that in order to construct a system biorthogonal
to
{
V
(p)
n
}
, n ∈ A, p = 0, 1, . . . , mn, it is sufficient to form finite biorthogonal
systems to Λ (γ˜k) for a fixed K using Q (γ˜k) and then combine these systems. We will
form elements of a biorthogonal system to Λ (γ˜k) as linear combinations of elements
of Q (γ˜k).
Let v1, . . . , vr and w1, . . . , wr be elements of systems Λ (γ˜k) and Q (γ˜k),
respectively. Find uq =
r∑
p=1
a¯pqwp, q = 1, . . . , r, from the conditions
〈vp, uq〉 = δpq, p, q = 1, . . . , r, (45)
which are equivalent to the matrix equation GA = I, where A := {apq} and
G := {〈vp, wq〉} are of order r × r. Since system
{
V
(p)
n
}
is complete in L42 (Ω) the
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determinant of matrix G is not equal to zero. Thus there exists the unique matrix
A = G−1.
For homogeneous waveguides (ε1 = ε2) with the piecewise smooth boundary of
domain Ω and in the absence of associated waves the relations similar to (44) are
well-known [15]. However the problem is not a vector one in this case.
4.4 On basis property of system of eigenwaves and associ-
ated waves
In view of Theorem 5, a natural question arises concerning the basis property of
system
{
V
(p)
n
}
in L42 (Ω). Below we perform the analysis in terms of the Schauder
basis [2].
Let us prove the following lemmas.
Lemma 3. Let {ϕi} be a complete normal system in Hilbert space H (‖ϕi‖ = 1)
and system {ψj} satisfies the conditions (ϕi, ψj) = Njδij and 0 < C1 ≤ ‖ψj‖ ≤ C2.
If there exists a subsequence Njk of sequence Nj such that Njk → 0 for jk →∞, then
{ϕi} is not a basis in H.
Proof. Since system {ϕi} is complete in H , Nj 6= 0. Let {ϕi} be a basis in H .
Let us form the system ψ′j = ψj/Nj, which is biorthogonal to {ϕi}:
(
ϕi, ψ
′
j
)
= δij .
Then
{
ψ′j
}
is also a basis in H according to [2], p. 371. If basis {ϕi} is normal, then
basis
{
ψ′j
}
is almost normal, [2], p. 372. We have
∥∥ψ′jk∥∥ = ‖ψjk‖/Njk →∞, i.e.
Njk → 0, for jk →∞. Thus we have a contradiction to the condition of normalization
of
{
ψ′j
}
.
Lemma 4. Let system {ϕi} be a basis in Hilbert space H. Then system {ϕ′i},
ϕ′i = ϕi/‖ϕi‖ is also a basis in H.
The proof in detail can be found in [14].
Consider eigenvalue γ of multiplicity 1 and compute inner product
〈
V (0),W (0)
〉
for γ 6= 0 using (21) and (27):
γ 〈V,W 〉 = 2γ
∫
Ω
(E1H2 −E2H1) dx = −
∫
Ω
(
εE2t +H
2
t
)
dx+
+
∫
Ω
(E1 (εE1 + γH2) + E2 (εE2 − γH1) +H1 (H1 − γE2) +H2 (H2 + γE1)) dx =
= −
∫
Ω
(
εE2t +H
2
t
)
dx+ i
∫
Ω
(Et (−∇′Ψ) +Ht (∇′Π)) dx =
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= −
∫
Ω
(
εE2t +H
2
t
)
dx−
∫
Ω
(
εΠ2 +Ψ2
)
dx.
Here V ≡ V (0) and W ≡ W (0). Thus for the eigenwaves corresponding to γn 6= 0 of
multiplicity 1 we have〈
V (0)n ,W
(0)
n
〉
= − 1
γn
∫
Ω
(
ε
(
E
(0)
n,t
)2
+
(
H
(0)
n,t
)2)
dx− 1
γn
∫
Ω
(
ε
(
Π
(n)
0
)2
+
(
Ψ
(n)
0
)2)
dx.
(46)
Similarly, for the eigenwaves of multiplicity 1 corresponding to γ such that γ 6= γ¯,
we obtain∫
Ω
(
ε |Et|2 + |Ht|2
)
dx = −γ¯
∫
Ω
(
E1H¯2 − E2H¯1 −H1E¯2 +H2E¯1
)
dx+
+
∫
Ω
(
E1
(
εE¯1 + γ¯H¯2
)
+ E2
(
εE¯2 − γ¯H¯1
)
+H1
(
H¯1 − γ¯E¯2
)
+H2
(
H¯2 + γ¯E¯1
))
dx =
= −i
∫
Ω
(
Et
(−∇′ψ¯)+Ht (∇′Π¯)) dx− γ¯〈V¯ ,W〉 =
∫
Ω
(
ε |Π|2 + |Ψ|2) dx.
It follows from [14], Theorem 2 that V¯ is a transversal component of the eigenwave
corresponding to γ¯. Using (43) we obtain that
〈
V¯ ,W
〉
= 0 for γ 6= γ¯. Thus, for
eigenwaves of multiplicity 1 corresponding to γn 6= γ¯n we have∫
Ω
(
ε
∣∣∣E(0)n,t ∣∣∣2 + ∣∣∣H(0)n,t ∣∣∣2
)
dx =
∫
Ω
(
ε
∣∣∣Π(n)0 ∣∣∣2 + ∣∣∣ψ(n)0 ∣∣∣2
)
dx. (47)
Lemmas 3 and 4 and formulas (46) and (47) allow us to prove the following
statement.
Theorem 6. Let ε1 6= ε2, the spectrum of pencil L (γ) contain an infinite set of
isolated eigenvalues γn of multiplicity 1, n ∈ A˜, and γn →∞ for n→∞. Then the
system of vector-functions
{(
E
(p)
n,t , H
(p)
n,t
)T}
corresponding to the system of eigenvec-
tors and associated vectors
{
ϕ
(n)
p
}
(p = 0, 1, . . . , mn) of pencil L (γ) corresponding
to eigenvalues γn, n ∈ A, A˜ ⊂ A is not a basis in L42 (Ω) .
Proof. Let system
{
V
(p)
n
}
, p = 0, 1, . . . , mn, n ∈ A, be a basis in L42 (Ω).
Define a normalized system
{
⌢
V
(p)
n
}
,
⌢
V
(p)
n := V
(p)
n
/∥∥∥V (p)n ∥∥∥. From Lemma 4 it follows
that this system is also a basis in L42 (Ω).
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Using linear combinations of the elements of system
{
W
(p)
n
}
, p = 0, 1, . . . , mn,
n ∈ A, we define, similarly to the proof of Theorem 5, a unique biorthogonal system{
W˜
(p)
n
}
to basis
{
⌢
V
(p)
n
}
. Set
⌢
W
(p)
n =
{
W˜
(p)
n , n /∈ A˜,
W
(0)
n /
∥∥W (0)n ∥∥, n ∈ A˜ (p = 0) .
For n,m ∈ A˜ we have
〈
⌢
V
(0)
n ,
⌢
W
(0)
m
〉
= δnmNn, Nn :=
〈
V
(0)
n ,W
(0)
n
〉/∥∥∥V (0)n ∥∥∥2,
because
∥∥∥W (p)n ∥∥∥ = ∥∥∥V (p)n ∥∥∥.
From (46) and (47) for sufficiently large n and γn 6= γ¯n (see Theorems 1-4 in [14])
we have
|Nn| ≤ εmax |γn|−1
∫
Ω
(
ε
∣∣∣E(0)n,t ∣∣∣2 + ∣∣∣H(0)n,t ∣∣∣2
)
dx+
∫
Ω
(
ε
∣∣∣Π(n)0 ∣∣∣2 + ∣∣∣ψ(n)0 ∣∣∣2
)
dx
∫
Ω
(
ε
∣∣∣E(0)n,t ∣∣∣2 + ∣∣∣H(0)n,t ∣∣∣2
)
dx
=
2εmax
|γn|
and the latter tends to zero for n→∞, n ∈ A˜.
Systems
{
⌢
V
(p)
n
}
and
{
⌢
W
(p)
n
}
satisfy conditions of Lemma 4; consequently,
{
⌢
V
(p)
n
}
in not the basis in L42 (Ω). This contradiction proves the theorem.
Conditions of Theorem 6 are typical in rectangular and circular waveguides with
partial filling. Theorem 6 shows however that the basis property of system
{
V
(p)
n
}
is not valid for these problems.
Basis property is important when the problems of excitation of waveguides are
considered. The basis property of system
{
V
(p)
n
}
is applied e.g. in [15].
Note that system
{
V
(p)
n
}
does not form a basis when ε1 = ε2. However using
decomposition into E- and H-waves one can show that a ‘basis of subspaces’ exists
and expansions [15] are valid. When ε1 6= ε2 the problem cannot be reduced to any
scalar problems for E- and H-waves.
5 Conclusion
We have formulated the definition of eigenwaves and associated waves of a waveguide
in terms of eigenvectors and associated vectors of a pencil and have shown that
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this definition is equivalent to a standard one employing solutions of the Maxwell
equations. We have established double completeness of the system of eigenvectors
and associated vectors of the pencil with a finite defect or without a defect. Using
the obtained spectral properties of the pencil we have proved the completeness of the
system of transversal components of eigenwaves and associated waves and obtained
biorthogonality relations. We have established the ‘minimality’ of the system of
transversal components of eigenwaves and associated waves and shown that in the
general case this system is not a Schauder basis.
The results obtained in this work are of fundamental character for the mathe-
matical theory of wave propagation in guides and must be used when excitation of
nonhomogeneously filled waveguides is considered.
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