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ABSTRACT
Person re-identification in a multi-camera environment is an
important part of modern surveillance systems. Person re-
identification from color images has been the focus of much
active research, due to the numerous challenges posed with
such analysis tasks, such as variations in illumination, pose
and viewpoints. In this paper, we suggest that hyperspec-
tral imagery has the potential to provide unique information
that is expected to be beneficial for the re-identification task.
Specifically, we assert that by accurately characterizing the
unique spectral signature for each person’s skin, hyperspec-
tral imagery can provide very useful descriptors (e.g. spectral
signatures from skin pixels) for re-identification. Towards
this end, we acquired proof-of-concept hyperspectral re-
identification data under challenging (practical) conditions
from 15 people. Our results indicate that hyperspectral data
result in a substantially enhanced re-identification perfor-
mance compared to color (RGB) images, when using spectral
signatures over skin as the feature descriptor.
Index Terms— Hyperspectral, Multispectral, Person Rei-
dentification, Cumulative Matching Characteristics
1. INTRODUCTION
Hyperspectral imaging systems have become increasingly
popular for a variety of applications, including remote sensing
and biomedical analytics. With their dense, contiguous and
narrow-band spectral sampling in visible through short-wave
infrared regions of the electromagnetic spectrum, they pro-
vide rich spectral characterization of the objects that are dom-
inant in the pixels of the hyperspectral image. The capability
of hyperspectral data to accurately capture material-specific
properties makes them an attractive choice for characteriz-
ing vegetation mapping invasive and endangered vegetation,
(e.g., for ecological and precision agriculture applications),
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detection and characterization of physiological conditions
and other related biomedical applications [1–13]. In addi-
tion to such applications where hyperspectral data has seen a
widespread popularity and acceptance, we suggest that hyper-
spectral data is also particularly suited for enhanced computer
vision applications as they relate to scene understanding, bio-
metrics, and person re-dentification, by virtue of their robust
characterization of material properties.
Person re-identification – the task of recognizing a person
separated in location and time, has emerged as an important
application of multi-camera surveillance systems. Despite al-
gorithmic advances [14–16] built upon traditional computer
vision imaging systems, person reidentification remains a dif-
ficult problem due to various challenges, including variations
in illumination conditions, pose and viewpoints. Advances in
this area include pose, viewpoint and illumination invariant
feature extraction [14, 15], as well as the design of appropri-
ate similarity metrics. A majority of these methods take into
account global appearance of a person, such as a weighted
color histogram [15]. Local spatial information is often ex-
tracted by analyzing cropped regions around the face [17].
In this paper, we assert that hyperspectral imagery is po-
tentially very beneficial for the task of person re-identification
in a multi-camera surveillance scenario — specifically, spec-
tral content can serve as a powerful descriptor that can be used
by itself or in conjunction with classical spatial and statistical
features derived for re-identification. The spectral reflectance
signature will demonstrate variability across materials (e.g.
clothing) and across skin between different people. While it
is expected that traditional computer vision imaging systems
can characterize differences in clothing and other traditional
descriptors, which may be highly separable between people
in the visible wavelength regime, subtle differences due to
individual skin physiology can be better characterized by hy-
perspectral imagery. With this in mind, we developed a pilot
study and acquired hyperspectral imagery from fifteen sub-
jects in the visible and very near infrared region of the elec-
tromagnetic spectrum at two different locations and at dif-
ferent times of the day (morning versus afternoon). We uti-
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lized a simple distance metric appropriate for hyperspectral
data and reported re-identification performance using spec-
tral features derived from superpixel patches over the skin,
to demonstrate the efficacy of such data for person reidenti-
fication. This was compared with reidentification undertaken
with color imagery.
The outline of this paper is as follows. In section 2, we
provide details of the data acquisition, and describe the data
that was acquired. In section 3, we describe the approach uti-
lized to setup and quantify re-identification performance with
this data. In section 4, we provide experimental results for the
re-identification task, and in section 5, we provide concluding
remarks.
2. HYPERSPECTRAL DATA ACQUISITION FOR
PERSON REIDENITIFCATION
With the goal of demonstrating the efficacy of hyperspectral
data for person re-identification, we acquired hyperspectral
data from 15 people under a traditional multi-camera surveil-
lance scenario at two different locations and two different
times of the day (morning and afternoon). The hyperspec-
tral images were acquired using a Headwall PhotonicsTM
hyperspectral imager — the spatial size of each image
was 1004 × 400 and each pixel had 325 contiguous spec-
tral bands spanning the visible and near-infrared spectrum
from 400nm − 1000nm uniformly, with a full-width half-
maximum (FWHM) bandwidth of 1.8nm. In order to evalu-
ate the performance of a re-identification model, the dataset
must represent commonly encountered confounding factors
such as viewpoint and illumination variation. Hence, for each
person, the images were acquired at two different times of
the day (morning and afternoon), and for each of these two
acquisitions, the viewpoints, and location of the camera were
different.
This data collection was carried out in two batches — in
the series of 15 hyperspectral images acquired in the morning,
the camera orientation was fixed relative to the background
in the scene, and each person was asked to arbitrarily stand
somewhere in the scene and assume a natural (and arbitrary
pose). Again, in the afternoon, another series of 15 images
were acquired with the sample 15 people, but at a different
location, and with a different orientation of the camera. For
the purpose of quantifying the potential of hyperspectral im-
ages for person re-identification, we treat the morning images
from the 15 people as the gallery set, and the afternoon im-
ages from those people as the probe set. Also, in addition to
the camera having two different orientations and locations in
the morning and afternoon, each person was asked to stand ar-
bitrarily in the scene in order to get arbitrary viewpoints. Due
to the temporal difference of the captured data, variations in
physiological conditions are also represented in this dataset.
Fig. 1 depicts spectral signatures from the background objects
and various parts of the head from one of the 15 people. It also
depicts spectral signatures corresponding to skin pixels (from
the face and hands) for two people (Person 12 and Person 13)
in the gallery (AM) and probe (PM) sets. This suggests that
hyperspectral data can effectively characterize variability be-
tween people when using pixels over skin objects.
Fig. 1. Top: Mean spectral signatures for various material
types in one of the images, including background, clothes,
skin (from face and hands), and spectra from other parts of
the head; Bottom: Mean spectra of “skin” from people with
IDs 12 and 13 in the gallery set (AM) and the probe set (PM).
3. SPECTRAL ANGLE BASED PERSON
RE-IDENTIFICATION
In this paper, we focus on the utility of spectral informa-
tion from skin pixels for person re-identification. Our ap-
proach consists of the following steps — we manually an-
notated small patches of “skin” pixels (on the face and hands)
for each person in the gallery and probe sets. We carried out
superpixel segmentation to match mean spectra from skin su-
perpixels to avoid pixel mixing that would result from rectan-
gular windows that are traditionally employed. By averaging
spectral signatures over superpixels, we stabilize spectral re-
sponse from local variability and noise, while at the same time
avoiding inadvertent mixing that would have resulted had we
chosen rectangular windows. Specifically, we utilized the en-
tropy rate superpixel algorithm which ensures compact and
homogenous clusters of similar sizes [18, 19]. We took super-
pixels that intersected with our “ground-truth” skin patches in
each image and used those to match each probe image with
the gallery. A spectral angle distance was used as the similar-
ity metric for the re-identification task. If Si and Sj represent
superpixels in the gallery and probe set respectively, then a
spectral angle distance dsa(Si, Sj) between the two superpix-
els can be defined as :
dsa(Si, Sj) =
xˆTSi xˆSj
‖ xˆSi ‖‖ xˆSj ‖
(1)
where, xˆSi is the mean spectral signature of region Si. In
addition to facilitating a computationally simple comparison,
using spectral angle as a similarity metric with spectral sig-
nature features provides us with an added advantage in that
the metric exhibits illumination invariance [20–22]. Average
spectral angle distances between skin superpixels from the
probe image and every image in the gallery set are used to
re-identify the probe set. Note that the superpixels that result
from the entropy rate superpixel algorithm modified to use
spectral angle based similarity are highly effective at overseg-
menting the image into uniform sized clusters while preserv-
ing borders, and are hence appropriate for spectral matching
via the spectral angle distance. In a practical implementation,
matching skin superpixels between probe and gallery sets can
be easily accomplished by first utilizing a face detection algo-
rithm to identify the skin superpixels in all the images.
For this closed set re-identification problem, we report
performance via the cumulative matching characteristic
(CMC) curve. The CMC curve represents the expectation
of finding the correct match in the top r matches. In other
words, a rank-r recognition rate shows the percentage of
the test images that are correctly recognized from the top r
matches in the gallery set. The rank-1 value on this curve
indicates the true identification performance, while the rank-
N score (N being the number of images in the gallery)
will be 100% for closed-set re-identification, with the curve
monotonically increasing from 1 through N . Comparison
between hyperspectral and RGB (color) images based on this
approach is reported in the CMC curve in Fig. 2. We ob-
serve that hyperspectral images not only provides a superior
rank-1 performance compared to when using (RGB) color
images, the CMC curve for hyperspectral images increases
much faster as a function of the rank, with hyperspectral data
providing as much as 20% better identification performance.
Fig. 2. CMC curves
4. CONCLUSIONS, CAVEATS AND FUTUREWORK
We conclude from the data and the results that hyperspec-
tral images have potential to enhance re-identification perfor-
mance in multi-camera surveillance systems — the prelimi-
nary dataset and resulting CMC curves suggest the “value”
added by considering the narrow-band spectral information
for re-identification as opposed to 3-channel color images. By
being able to distinguish subtle spectral variations between
people (e.g. via the spectral signatures of their skin), it may
also enable long-duration re-identification wherein significant
time may have elapsed between the person reappearing in
the collective field of view of the system. We acknowledge
an important caveat with results presented here — the sam-
ple size (30 images total in gallery and probe sets) is small
— overall performance will drop when the number of peo-
ple are added to the re-identification problem. However, we
expect that spectral signature as a descriptor to characterize
skin pixels effectively is likely to result in superior perfor-
mance compared to traditional (RGB) color systems. Finally,
we note that the approach to re-identification can be enhanced
by complementing spectral signatures with other descriptors
(e.g. spatial information). In ongoing work, we are expanding
the gallery and probe sets, and are exploring strategies to fuse
information provided from spectral signatures with currently
established color image based feature descriptors for effective
re-identification.
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