Abstract. In the conformal prediction literature, it appears axiomatic that transductive conformal classifiers possess a higher predictive efficiency than inductive conformal classifiers, however, this depends on whether or not the nonconformity function tends to overfit misclassified test examples. With the conformal prediction framework's increasing popularity, it thus becomes necessary to clarify the settings in which this claim holds true. In this paper, the efficiency of transductive conformal classifiers based on decision tree, random forest and support vector machine classification models is compared to the efficiency of corresponding inductive conformal classifiers. The results show that the efficiency of conformal classifiers based on standard decision trees or random forests is substantially improved when used in the inductive mode, while conformal classifiers based on support vector machines are more efficient in the transductive mode. In addition, an analysis is presented that discusses the effects of calibration set size on inductive conformal classifier efficiency.
Introduction
Conformal Prediction [1] is a machine learning framework for associating predictions for novel data with a measure of their confidence; whereas traditional machine learning algorithms produce point predictions -a single labelŷ per test example -conformal predictors produce prediction regions -prediction setŝ Y ⊆ Y that, in the long run, contain the true labels for the test set with some predefined probability 1 − . Historically, such confidence predictions have relied on the Bayesian learning and Probably Approximately Correct (PAC) learning frameworks; however, the validity of Bayesian confidence predictions relies on an assumption of the a priori distribution, while PAC learning confidence measures apply to the entire model, and not the individual predictions [2] . In contrast, conformal predictors are able to produce confidence measures tailored for each separate prediction on novel data, and rely only on the assumption that the data is exchangeable -that the ordering of data points does not affect their joint distributions -which is an even weaker assumption than the i.i.d. assumption typically required by traditional machine learning algorithms.
The method of constructing prediction regions using conformal predictors relies on measuring the strangeness -the nonconformity -of each data point, using some (arbitrary) real-valued function, called a nonconformity function, that measures the degree of strangeness of an example (x i , y i ) in relation to a bag (multiset) of examples Z = {(x 1 , y 1 ), ..., (x i , y i ), ..., (x k , y k )}. For classification problems, this nonconformity measure is often based on the predictions of a traditional machine learning algorithm, called the underlying model of the conformal predictor. By comparing the nonconformity of a tentative classification (x k+1 ,ỹ) for a novel (test) input pattern x k+1 to the nonconformity scores of previously seen data, a conformal predictor can make inferences as to whether y is likely to be a correct classification for x k+1 , and thus decide whether or not to includeỹ in the prediction regionŶ k+1 .
There are two major categories of conformal predictors: transductive conformal predictors (TCP) [3, 4] and inductive conformal predictors (ICP) [2, 5] ; both variants are based on the same principles, and place the same exchangability requirement on the data. Where they differ is in their usage of the training data, and their overall training scheme. For a novel input pattern x k+1 and every tentative predictionỹ ∈ Y , TCP measures the nonconformity of all examples in the bag Z = Z ∪ {(x k+1 ,ỹ)} relative to each other, meaning that the instance (x k+1 ,ỹ) is considered when calculating the nonconformity scores for the training set Z. Hence, for every new pattern x k+n and everyỹ, the underlying model needs to be retrained, and the nonconformity scores for the training data recomputed, rendering TCP computationally intensive. In ICP, only part of the data is used to train the underlying model (once), while the remaining data (a calibration set ) is set aside to provide an unbiased estimate of the distribution of nonconformity scores.
The predictive efficiency -that is, the size of the prediction regions produced -of any conformal predictor is closely tied to the nonconformity function's ability to rank examples by order of strangeness. Moreover, as noted in several papers, ICP models typically suffer a small loss in predictive efficiency compared to corresponding TCP models due to the reduced number of training and calibration examples [1, [5] [6] [7] [8] . However, as pointed out in [1] , an unstable nonconformity function -one that is heavily influenced by an outlier example, i.e., an erroneously labled test instance (x k+1 ,ỹ) -can cause TCP models to become inefficient.
So, the choice between TCP and ICP is not so clear-cut: on the one hand, ICP will surely always produce its predictions faster than TCP, and TCP is often expected to have a higher predictive power than ICP. On the other hand, the efficiency of TCP relies on the chosen nonconformity function being stable, meaning that the underlying model does not train outlier examples into its learned rule [1] . When choosing a conformal prediction setup, a user should thus consider not only the trade-off between predictive speed and predictive power in TCP and ICP, but also whether the chosen nonconformity function can be used effectively in TCP.
Decision trees and random forests are commonly used model types that are able to accommodate their training examples well, and, due to their ability to near-perfectly fit their training data, these model types should be expected to function better as underlying models in ICP than in TCP. To the best of our knowledge, however, this claim has not been investigated in existing literature.
In this study, the efficiency of TCP classifiers based on off-the-shelf decision trees and random forests, implemented by the scikit-learn [9] Python package, is compared to the efficiency of corresponding ICP classifiers; the results of this comparison are juxtaposted with an identical comparison of TCP and ICP classifiers based on stable support vector machines. To allow for a straightforward comparison of TCP and ICP classifiers, an analysis is also presented that discussess the effects of calibration set size on ICP classifier efficiency.
Background
Given some nonconformity scoring function Δ(Z, x i , y i ) → R, a conformal predictor can produce prediction regions that are valid in the sense that they contain the true target with some predefined probability 1 − . For classification problems, a common approach is to define a nonconformity function by combining a traditional machine learning algorithm and some error measure of the algorithm's predictions, e.g., the margin scoring function used in [10] :
where h is a predictive model trained on some set Z, i.e., h represents a generalization of Z. Given the nature of classification problems in general, it is to be expected that a test pattern that deviates from the examples found in Z is likely to be misclassified by h, i.e., examples that are not conforming to Z are likely to be assigned large nonconformity scores.
When making a prediction using a conformal classifier, the nonconformity function is applied to a set of examples with known labels, resulting in a set of nonconformity scores α 1 , ..., α k that represents a sample which is to be used for statistical inference (we here refer to this as the nonconformity baseline). The test pattern x k+1 is then assigned a tentative classification (x k+1 ,ỹ), whereỹ ∈ Y , and a nonconformity score α k+1 = Δ(Z, x k+1 ,ỹ). Using a form of hypothesis testing (described in Sections 2.1 and 2.2), the conformal classifier attempts to reject the null hypothesis that (x k+1 ,ỹ) is conforming with Z, i.e., if the nonconformity score α k+1 is higher than for most examples in Z, as estimated by the nonconformity baseline, thenỹ is considered to be an unlikely classification for x k+1 and can be excluded from the final prediction set.
Transductive Conformal Predictors
A transductive conformal classifier uses the full training set Z to establish the nonconformity baseline. Due to the exchangeability assumption, this requires that the test pattern (x k+1 ,ỹ) is considered when calculating the nonconformity scores α 1 , ..., α k , i.e., if the nonconformity function Δ is based on an inductive model h, then (x k+1 ,ỹ) must be included in the training set for h. If it is not, then there is a possibility that h will have a larger bias towards its training examples than towards (x k+1 ,ỹ), meaning that the training examples and the test pattern might have different expected nonconformity values (which is a direct violation of the exchangeability assumption 1 ). TCP thus requires that the underlying model h is trained n |Y | times, where n is the number of test patterns, using the following scheme:
1. Assume a labelỹ and form the set
5. If p(x k+1 ,ỹ) > , includeỹ in the prediction regionŶ k+1 .
Inductive Conformal Predictors
Inductive conformal predictors instead use only part of the training data to fit the underlying model h, setting aside a calibration set that is later used to establish the nonconformity baseline. Since the proper training set Z t ⊂ Z used to fit h and the calibration set Z c ⊂ Z are disjoint, the nonconformity scores α 1 , ..., α k−t are exchangeable (unbiased) with the nonconformity score α k+1 without the need for including (x k+1 ,ỹ) in the training of h; thus, an ICP only needs to be trained once:
For a novel test instance x k+1 :
1. Assume a labelỹ and calculate
3. If p(x k+1 ,ỹ) > , includeỹ in the prediction regionŶ k+1 .
Method
The main point of interest of this study is the efficiency comparison of TCP and ICP classifiers based on decision tree, random forest and support vector machine models, but, to provide a straightforward comparison between the two, it is also necessary to find a suitable choice of calibration set size for the ICP classifiers.
To the best of our knowledge, no thorough investigation has been published that discusses the effects of calibration set size on ICP classifier efficiency, and so the results presented in this paper contain first a discussion of ICP classifier setup, and second a comparison of ICP and TCP classifier efficiency.
To investigate what effect the calibration set size has on the efficiency of ICP classifiers using various types of underlying models, several ICP models were trained on five binary classification sets from the LIBSVM website [11] (a9a, covertype, cod-rna, ijcnn1 and w8a), using different amounts of training and calibration data. For each dataset, stratified random samples of s = 500, 1000, ..., 4500 examples were drawn, and for each s, several ICP models were applied to the same test set of 100 examples, each ICP model using c = 100, 200, ..., s − 100 calibration examples and t = s − c training examples.
To compare the efficiency of the ICP and TCP variants, both types of classifiers were trained on 19 binary classification sets from the UCI repository [12] . The ICP models used a suitable calibration size as suggested by the results from the first experiment (20%). To limit the training time required for the TCP models, results from the larger datasets (kr-vs-kp, sick and spambase) were obtained using 1x10-fold cross-validation, while the results from the remaining sets were obtained using 5x10-fold cross-validation.
In both experiments, three different types of underlying models were used: decision trees (CART) [13] , random forests (RF) [14] and support vector machines (SVM) [15] . The CART models used relative frequency probability estimates and no pruning, making them highly susceptible to overfitting noisy data. RF models (here consisting of 100 trees) are relatively robust to noise, but since the ensemble members are simple CART models, noisy examples are still fit into the learned rule to some extent. SVM models are, in contrast, stable to isolated noisy data points [16] . The scikit-learn library [9] for Python, using default settings, was used to train the underlying models. The margin nonconformity function (1) was used to construct the conformal classifiers, and predictions were made in the off-line (batch) mode. Figure 1 shows the relationships between training set size, calibration set size and efficiency (measured as AvgC -the average number of labels per prediction). The size of the calibration set is expressed as a portion of the full dataset, i.e., the point (500, 1000) uses 500 of the total (1000) available examples as calibration data, and the remaining 500 examples as training data. The results are averaged over all five datasets and all five iterations. Clearly, the more data that is made available to the ICP classifier, the more efficient its predictions are, but only if the data is used sensibly. If more data is made available, and all newly available examples are added to the calibration set (any line y = x+k in the six plots), the efficiency remains virtually unchanged at = 0.05. If instead all newly available examples are added to the proper training set (any line parallel to the Y axis) the efficiency of the ICP model increases greatly, whereas, naturally then, the efficiency decreases if a larger calibration set is used while the total amount of available data remains unchanged (any line parallel to the X axis). The chosen (absolute) size of the calibration set thus has a small effect on ICP classifier efficiency, while the size of the proper training set is more strongly correlated with efficiency (cf. the correlations, r t for training set size and r c for calibration set size, listed below the plots). As illustrated by Figures 1d, 1e and 1f , the size of the calibration set plays a larger role in determining efficiency when = 0.01 than it does when = 0.05, although the training set size is clearly the most important factor for maximizing efficiency at both significance levels. The best performing ICP classifiers are those using 15 − 30% of the full training set as their calibration set. Notably, the performance of ICP classifiers using a calibration set containing less than 500 examples is quite poor when = 0.01, regardless of training set size, suggesting that at least a few hundred examples should be used for calibration unless this leaves too few examples in the proper training set. The coverage (i.e. the 'empirical validity') of the conformal classifiers is not tabulated, however, all tested conformal classifiers show a coverage at or near the expected error rates on average. Note though, that the conformal classifiers using a very small calibration set (100 examples) displayed a larger variance in their coverage than the conformal classifiers using 500 calibration examples; in turn, using 500 calibration examples showed no substantial increase in variance compared to using a larger calibration set. Tables 1 and 2 show a comparison of the efficiency of ICP and TCP classifiers based on CART, random forest and SVM models. Note that the ranks are computed only within each TCP-ICP pair, i.e., the different underlying model types are not compared to each other in terms of efficiency ranks. Mean ranks in bold indicate significant differences at α = 0.05 as reported by a two-tailed Wilcoxon signed-ranks test.
Results
The stable SVM models do indeed appear to gain from being able to use the full dataset for both training and calibration when used in the TCP mode. At = 0.01, the SVM-based TCP classifiers are significantly more efficient that SVMbased ICP classifiers; at = 0.05 the SVM-TCP classifiers are more efficient on average, although the difference is not significant. It is evident, however, that the unpruned CART models -the most noise sensitive of the three model types -struggle with rejecting erroneous class labels in a TCP setting, likely due to the noisy test examples (x i ,ỹ = y i ) being fitted into the learned rules. TCP models based on CART are significantly less efficient than ICP-CART, both at = 0.05 and = 0.01. As expected, the RF models fare better in terms of TCP efficiency; the overfitting of the underlying CART models is counteracted by the smoothing effect of the ensemble constellation, however, not to such an extent that the TCP-RF models are more efficient than ICP-RF. ICP-RF is more efficient than TCP-RF on average, but the difference is not significant, neither at = 0.05 nor at = 0.01.
Related Work
As noted in [1] , TCP classifiers using unstable nonconformity functions can be made more efficient through a slight modification of the transductive procedure. This modification involves calculating the nonconformity scores in a leave-oneout manner (LOOTCP), where the nonconformity of an example (x i , y i ) ∈ Z is calculated from the set Z \ (x i , y i ). Hence, in LOOTCP, the underlying model needs to be retrained not only for every test example and every tentative classification, but also for every training example. In principle, LOOTCP should indeed be expected to produce more efficient predictions than ICP, however, as LOOTCP increases the computational complexity of the (already computationally intensive) TCP classifier by a factor k, it is questionable whether it is truly applicable in practice when the nonconformity function requires training.
In [17] , random forests are used to construct conformal classifiers run in the transductive mode. Rather than using the entire forest when calculating the nonconformity scores for calibration and test examples, the error of the out-ofbag prediction is used, i.e., to calculate the nonconformity score for a specific example, only ensemble members not trained on that particular example are considered (similar to LOOTCP). Although not explicitly stated by the authors, this effectively results in a random forest TCP that is not affected by the potential issues of strange examples being trained into the model.
In [18] , a method for estimating the prediction certainty in decision trees, similar to conformal prediction, is proposed. The authors note that the default tree induction algorithm requires a modification for the predictions to be useful. Since the goal is to identify examples that are difficult to predict, the test instance (which is, as in TCP, included in the training data) is only allowed to affect node splitting to a limited extent, to avoid fitting strange examples into the models.
Concluding Remarks
This study shows that inductive conformal classifiers based on standard decision tree and random forest models can be more efficient than corresponding transductive conformal classifiers, while the opposite is true for support vector machines. This is contrary to the commonly accepted claim that transductive conformal predictors are by default more efficient than inductive conformal predictors. It has also been shown that to maximize the efficiency of inductive conformal classifiers, the calibration set should be kept small relative to the amount of available data (15 − 30%). At the same time, if the training set is large enough, it appears favourable to let the calibration set contain at least a few hundred examples.
For future work, we suggest that transductive and inductive conformal classifiers based on other types of classification models should be compared, to provide guidelines for designing conformal classification systems. Similarly, the efficiency of specialized transductive models, such as those proposed in [17] , should be contrasted to the efficiency of standard transductive and inductive variants.
