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In the space of one hundred and seventy-six years the Mississippi has shortened
itself two hundred and forty-two miles. Therefore ... in the Old Silurian Period
the Mississippi River was upward of one million three hundred thousand miles
long ... seven hundred and forty-two years from now the Mississippi will be
only a mile and three-quarters long. ... There is something fascinating about
science. One gets such wholesome returns of conjecture out of such a trifling
investment of fact.
Mark Twain
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Introduction
While working on this thesis, I was often asked: "Cosmology? What is it good for?". Perhaps under-
standably, it was often people focused on practical applications of science that asked the question. For
me, however, this was never a concern, because personally I consider cosmology to be one of the most
fascinating fields of physics. As it deals with the beginning of the universe and with the forces that drove
cosmic evolution from the earliest times to what we observe today, cosmology addresses fundamental
human questions of "how did it all start" and "how will it all end". Cosmology tries to give reliable
scientific answers to questions that have always inspired mysticism, religion and the arts. Even in mod-
ern times, astronomical questions are a strong cultural driver, apparent by the widespread belief in the
foretellings of astrology. Given the role of ancient mysticism revolving around the sky and the celestial
objects, astronomy and cosmology might be considered the oldest branches of science, yet still offer
some of its greatest puzzles. The beauty of the sky and the of the visible planets, stars and remote galax-
ies, observed by the naked eye or telescopes, has always amazed people and spurred their imagination.
Touching people emotionally like this, it is not surprising that there is a strong interest in this discipline
of science in spite of a lack of direct economical motivations.
Astrophysics is a field of science that draws on expertise from many different branches of physics, in-
cluding classic and comparatively well-understood processes like gravitation and basic hydrodynamics,
as well as modern fields of research like relativistic hydrodynamics and high-energy particle physics.
This diversity results in a uniquely comprehensive synopsis of different physical effects and their com-
bined action in an often highly complex network of interactions, typically in environments and physical
conditions that span many orders of magnitudes in physical length-, density- or temperature-scales. The
universe presents itself as a laboratory that allows us to study processes in ranges of physical parameters
that could hardly ever be generated on earth. Also, the sheer size of the universe gives us the chance to
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Figure 1.1.: The deployment of high-resolution instruments like the Space Telescope (HST, left panel) in
space has made it possible to observe an unprecedented level of detail in distant objects, e.g. the
Eagle Nebula, a young open cluster in the Serpens Cauda constellation. (Souce: NASA)
study rare events that occur among the large number of individual objects in this huge volume. Astro-
nomical observations also play an important role for particle physics, as they can be used to constrain
some of the fundamental parameters in high-energy physics, for example the masses of neutrinos.
What can be percieved on one hand as a blessing for astrophysics, can, on the other hand be called one
of its biggest handicaps. Since these systems are far out of human reach and cannot be analyed in labo-
ratory conditions, the only means of studying most of the objects of interest in astrophysics is to observe
their optical and other electromagnetic radiation imprinted on the sky. The typically extremely faint flux
data from such objects can only be detected with sophisticated telescope instrumentation and needs to be
processed through many steps to yield the desired data, which is then subject to the limitations and errors
of the measuring procedure. Angular resolution, detector sensitivity and atmospheric distortions, the so
called "seeing", set severe limits on the size and faintness of objects that can be resolved, and thus on
the distance of objects we can observe in detail. Despite these limitations, gradually more sophisticated
models of the universe have been developed.
The second half of the last century has seen cosmology advancing at a tremendous rate that has changed
its face completely. Space flight has the deployment of telescopes outside Earth’s atmosphere possible,
which gather data in ever higher resolution and sensitivity, but also opening up new ways of observations
in the infrared, X-ray and gamma-ray regimes that were formerly blocked from observation by Earth’s
atmosphere. High-performance computers help researchers distill the collected vast amounts of data into
useful information. These computers have also become increasingly powerful as a tool to calculate the
non-linear evolution of astrophysical objects. Such simulations have in fact become indispensable in
modern cosmological research, and will be a focal point of the research presented in this thesis.
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The real-time processing abilities of modern computers have also allowed the recent development of
telescopes that use adaptive optics to eliminate the atmospheric disturbances (the afore mentioned seeing)
and improve the sharpness and resolution of ground-based telescopes, enabling them to compete even
with the Hubble Space Telescope (HST). Improved means of communications and information exchange
via the internet have brought the research community closer together than ever before. This facilitates
international collaboration and accelerates the pace of global scientific advancement. Cosmology is a
blooming science these days, where a lot of exciting progress is taking place. Computer technology is
an important driver of this progress, playing a key role in modern astronomical observations, in daily
scientific work, as well as in theoretical astrophysics, where direct computer simulations allow ever
more detailed research. As a result, computational cosmology can now be viewed as a third pillar of
astrophysics, shoulder to shoulder with the traditional fields of pure observation and theory.
In the rest of this introduction to my thesis, I will briefly discuss a few basic aspects of the historic
development of cosmology and of its modern state. This is only meant to set the stage for the later work,
and to give it some context in the broader picture of astrophysics. Note that a comprehensive introduction
to cosmology is beyond the scope of this thesis, but can be found in a number of excellent textbooks on
the subject (e.g. Peacock 1999).
1.1. (How) did it all start?
The very concept of a "start" of the universe has not been around at all times. The antique cosmologies
(which admittedly were a lot closer to mythology still) mostly considered the world to be either static,
or at least cyclic on small scales. World views at these times mostly considered Earth to be the center
of the universe and philosophers like the Greek Claudius Ptolemy developed complex models to explain
the observed motion of the sun and the observed trajectories of the planets on the sky. Although theories
suggesting a heliocentric system had existed since the 4th century BC, they did not overcome the resis-
tance based on human self-understanding, which was still very much influenced by mythic and religious
understandings.
Even when in the 16th century, after a long phase of suppressed research in the dark ages (the ‘dark
ages’ in European history, as opposed to the ‘cosmic dark ages’ before the formation of the first luminous
objects), Nicolaus Kopernicus’ writings introduced a revolutionary theory that got rid of Earth’s special
status in our solar system, the idea of a static and eternal universe was still hardly questioned.
Early in the 20th century, Albert Einstein formulated his general theory of relativity in the firm belief of
a static universe. When he realized that his theory did, in fact, not allow a static solution, he introduced
a cosmological expansion constant Λ into his work, which could prevent a collapse of a static universe
under the influence of gravitation. It is a remarkably funny and ironic twist of scientific history that
although Einstein himself labeled this cosmological constant his "biggest blunder" for a while, it became
an important part of modern cosmology after the accelerated expansion of the universe was discovered.
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The foundation for the “Big Bang” theory that is widely accepted nowadays was laid by the observa-
tions of Hubble Hubble (1929) and Lemaitre (1930) who discovered that distant “nebulae” (galaxies),
were receding from the Milky Way, with a larger velocity for larger distance. This served as proof for
an ongoing expansion of the universe, and gave rise to the idea of a beginning of the universe in the
"explosion" of a "primeval atom", which would later be referred to as the Big Bang. Hubble found that
the speed of recession of distant objects appears to be proportional to their distance. This relation,
u = Hr = 100 h
km
s Mpc
r (1.1)
defines the Hubble constant H, or its dimensionless counterpart h. The Hubble constant is of fundamental
importance to modern cosmology, for it indicates the current expansion rate of the universe. The age of
the universe can roughly be estimated to be of order 1/H, one so-called "Hubble time".
The expansion of the universe can be understood physically in terms of solutions of Einstein’s field
equations under the assumption of an isotropic and homogeneous universe. This yields the Friedman
equations, which describe the expansion of space as a function of time, and give rise to different classes
of basic cosmological models. In these models, the ultimate fate of the universe that start out with a Big
Bang strongly depends on the amount of matter contained in the universe. The gravitational attraction of
matter counteracts the global expansion of the universe and slows it down. The mean density required
to bring the expansion to a halt asymptotically is called the critical density ρcrit. For a long time, one
of the greatest questions of cosmology was whether the real mean density would be lower, equal to or
perhaps even larger than this critical density. Correspondingly, this was interpreted as implying that the
universe would expand forever, come to an asymptotic halt, or eventually contract again and die in a
“big crunch”. One of the great surprises of modern cosmology was the discovery that besides gravitating
matter, there appears to be also some sort of “dark energy field” which accelerates the expansion of the
universe. Whether the influence posed by gravity or the influence posed by dark energy is larger, can
change with time, complicating possible expansion histories of the universe.
Most of modern cosmological surveys presently agree that the matter density and the dark energy
density together just reach the critical density, which gives the universe a "flat" space-time geometry,
i.e. the curvature vanishes and time-slices are like Euclidian space. In numbers, the energy density of
the universe is presently made up by ∼ 4% normal matter (atoms like hydrogen or helium), ∼ 26%
dark matter (probably an unidentified elementary particle), while the remaining ∼ 70% are due to the
mysterious dark energy field (Seljak et al. 2005, Spergel et al. 2006). While cosmology still cannot offer
answers to the question what the dark matter or dark energy really is, it convincingly demonstrates that
this mysterious entities must be there.
1.2. The early universe and the cosmic microwave background
In the early universe after the "Big Bang", temperatures were extremely high. Combined with the very
high densities, the photon opacity of the primordial, highly ionized cosmic matter was so high that matter
4
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Figure 1.2.: The cosmic microwave background shows remarkably little variation over the entire sky (left
panel: map of the CMB taken by the WMAP satellite; Souce: NASA). It is remarkable that
the variations on the CMB even on large scales are extremely small. The distances between
different parts of the last scattering surface are are larger by far than the maximum volume that
would allow allow for a causal contact in a "normal" explosion scenario (right panel).
and radiation were tightly coupled. It took almost 400′000 years for temperatures to drop sufficiently
so that protons and helium nuclei could finally capture electrons and form atoms. The formerly opaque
plasma became neutral and transparent to radiation; photons could traverse space freely, carrying infor-
mation about their last scattering event in the dense primordial plasma. The radiation cooled down as the
universe expanded, and is still present today. It now forms the Cosmic Microwave Background that we
can observe as a thermal relic of the Big Bang at a temperature of 2.275 K.
This kind of afterglow of the Big Bang in the form of low-temperature radiation had been first predicted
in the 1940’s by Gamow, Alpher and Hermann (Alpher et al. 1948, Alpher & Herman 1953), in their
research about the early universe. Experimental proof of the cosmic radiation background was provided
in 1964. Arno Penzias and Robert Woodrow Wilson constructed a horn antenna, to detect radio waves
bounced off echo balloons. After many futile efforts to eliminate instrumental noise in their antenna,
they still encountered residual noise of an unknown origin. This “noise” was not related to any special
celestial object, but seemed evenly spread all over the sky. Lacking any spatial structure (which was due
to the relative insensitivity of their instrument, from today’s point of view), they together with Dicke and
Peebles eventually concluded that the radiation must originate extra-galactically. They were thus able
to bring together theory and experiment and explain this background noise as being the afterglow of the
Big Bang.
Due to atmospheric shielding, well resolved Earth-based observations of the cosmic microwave back-
ground (CMB) proved to be difficult, so subsequent measurements of the CMB were mostly performed
with balloon-borne instruments, until in 1989, NASA deployed COBE (Cosmic Background Explorer),
the first satellite to survey the CMB’s full-sky structure. During its seven years of operation, it gathered
data on the cosmic background. This data revealed for the first time fluctuations in the radio-radiation
over the whole sky. Although tiny, typically less than 100 µK, these fluctuations proved to be invaluable
for cosmology. They are an imprint of density fluctuations at the time of last scattering, which are the
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seed perturbations for structure formation in the almost uniform state of the universe more than 10 Gyr
ago.
It is remarkable that, despite of the immense volume probed with the CMB radiation, fluctuations on
large scales are as small as observed. Assuming a “classical” expansion model where the evolution of
the expansion rate depends only on the mean mass density of the universe, some of the different volume
elements that emit CMB radiation cannot have been in causal contact, yet their temperature is remarkably
similar. Therefore, seeing a nearly exact match of the emission levels of the different patches on the sky
is hard to explain in a simple Friedman model for the expansion of the universe.
This so-called “horizon problem” is one of the observational indications that inspired ideas that led
to the theory of Inflation. It assumes that at a very early point in time, roughly at 10−35 seconds after
the Big Bang, there was an epoch during which the universe expanded exponentially by many orders of
magnitude within a short time. In this way, all points of the observable universe have in fact been causally
connected in the very beginning, but were brought out of casual contact by inflation later on.“Blowing
up” space like the surface of a balloon that is inflated also results in a suppression of perturbations in
the growing universe, and helps explaining the lack of sizable curvature of space. Without the process
of inflation, it is hard to argue why Ω, the ratio of the total energy density to the critical energy density,
equals unity with a deviation of only 10−15 in the early universe, which is required to reproduce the
universe as we know it today.
1.3. Structure formation
The small density fluctuations that left their imprint in the CMB seeded the cosmological structure we
see today. The recent high-resolution precision measurements of the CMB power spectrum, obtained for
example by the WMAP satellite, have given an accurate account of this feeble spatial structure in the very
early universe, and at the same time supported the overall cosmological paradigm. These fluctuations are
also the starting point for attempts to model the processes that lead to today’s observed cosmic structure,
using either analytic or numerical methods. The CMB fluctuations provide the initial conditions for
structure formation.
The observed fluctuations in the CMB temperature maps are very small compared to the mean tem-
perature, and correspond to equally small seed perturbations in the cosmic density field. Commonly, the
density fluctuations are described in terms of the so-called overdensity δ, defined as
1 + δ(x) =
ρ(x)
〈ρ〉 . (1.2)
Adopting this notation, the small fluctuation regime is described by δ ≪ 1. By applying perturbation
theory, growth of structure can be treated by expanding the evolutionary equations in powers of δ, but in
practice it is hard to do much better than linear theory where only terms proportional to δ are kept. The
great strength of direct simulation approaches to solving the evolutionary equations is that they do not
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face this restriction. Instead, they can be advanced well into the highly non-linear regime of gravitational
clustering.
Despite the overall rapid expansion of space at early times, it can be shown that small overdensities
grow with time in the matter-dominated regime and become ever more pronounced. For Ω ≃ 1, it can be
shown that δ(t) scales as δ(t) ∝ t2/3. At later times, the evolution becomes more complicated when the
density contrast grows to a size of order unity and the assumptions of linear perturbation theory become
invalid.
While an initial perturbation grows in amplitude in the linear phase, is is still stretched in spatial extent
by the expansion of space. However, after passing though a certain overdensity threshold, the self-gravity
of the matter perturbation has reached a high enough level to halt further expansion of the perturbation,
decoupling itself from the general expansion of the background. It no longer grows along in physical
size with the universal expansion, but instead “turns around” and collapses onto itself. These decoupled
overdensities do not collapse into singularities, however. Instead, the gravitational energy of the infalling
matter, which is dominated in mass by collisionless dark matter, is released into a random motion of
particles. The dark matter virializes and forms a long-lived quasi-equilibrium system (White & Narayan
1987), which is commonly called a “halo”. The collapsed structure of a halo can increase its mass by
merging with other collapsed overdensities, or by accreting diffuse matter.
The non-linear formation of virialized halos can only be treated analytically under quite restrictive
assumptions, for example that of spherical symmetry. However, the cosmic perturbation spectrum has a
complex geometry and produces halos that are highly non-spherical, and grow hierarchically, undergoing
many merger events. This complexity can be accurately described only by direct numerical simulations,
which have therefore become a highly valuable tool for investigating cosmic structure formation in this
non-linear regime. To use this technique, a matter distribution is represented by a discrete set of mass
elements. For simulations of the gas component, a volume discretization, i.e. of a grid, can be used. The
numerical model can then be evolved forward in time by integrating the equations of self-gravity and
hydrodynamic interactions. With the immense increase in the performance of computers and numerical
algorithms in recent years, cosmologists were able to perform simulations of structure formation in ever
greater detail, such that forming structures and galaxies can be studied in computer models with ever
higher fidelity to the real physics.
Most simulations of cosmic large-scale structure are restricted to gravitational dynamics of the dark
matter alone, which makes up more than 85% of the mass content of our universe. While the true nature
of this dominant contribution to the matter content is still unknown, the success of the cold dark matter
model suggests that dark matter does not show other sizable interactions than gravity in the low-redshift
universe, i.e. the dark matter particles are at most weakly interacting. Processes like dark matter anni-
hilation might exist (e.g. Rudaz & Stecker 1988, Ullio et al. 2002, Stoehr et al. 2003), but appear to be
weak enough to make the gravity-only model a good approximation. Gravitation, being a long-range
interaction, is numerically expensive to evaluate, but its simple, scale-independent nature make it gen-
erally a very well-behaved and straight-forward process to simulate. Simulations of dark matter models
hence do not require a large number of additional assumptions to be made and are arguably the best
understood element in the chain of processes that explain structure formation. While dark matter-only
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Figure 1.3.: Zoom into a small region of the volume evaluated in the Millennium Simulation (Springel et al.
2005b). The total simulation volume spans over several billion parsec along each side of a
periodic box populated with more than 1010 simulation particles to represent individual mass
elements during the structure formation process. At 350’000 CPU hours on a Power4 regatta
supercomputer, it is the largest cosmological simulation performed so far.
simulations certainly do not give a complete picture of the physics that govern cosmic structure forma-
tion, they nevertheless are very successful when it comes to reproducing basic properties of galaxies and
large-scale structures. The abundance of halos of given mass and their spatial correlations can be ex-
tracted from simulations very accurately, and there is broad agreement with corresponding observational
inferences under plausible assumptions for the distribution of galaxies in these halos. What remains to be
demonstrated is whether the same model is also able to account in detail for all the observed properties
of galaxies once the baryons are included as well.
1.4. Galaxy formation
In order to understand the formation of the stellar populations of galaxies and clusters of galaxies in de-
tail, dark-matter-only simulations are not sufficient. The baryonic matter that is responsible for producing
the luminous objects that we see interacts in a much more complex manner than the collisionless dark
matter. Unlike dark matter, the effective cross-section of gas particles for particle-particle interactions is
large, leading to the collisional thermalization of particle momenta and the macroscopic behavior of the
baryons as a gas, which can be described with thermodynamic properties like temperature and pressure.
8
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Gas fluid elements cannot move freely through each other like it is assumed for dark matter, but rather
produce shock fronts in colliding flows where kinetic energy of the bulk motion is transformed into un-
ordered microscopic thermal motion. The virialization of the gas during the gravitational collapse of a
forming halo proceeds through such shocks, resulting in a hydrodynamic pressure support against further
gravitational contraction. Note also that the thermodynamic gas pressure is isotropic, but the support of
the dark matter through random motions can also be anisotropic.
In order to collapse further into structures of much higher density than is reached in virialized dark
matter halos, the baryonic gas must first lose part of its pressure support gained during halo formation.
The most important process to do so is radiative cooling, either as Bremsstrahlung from free electrons
or as line emission from atoms. The efficiency of the radiative dissipation strongly depends on gas
temperature and density, and becomes quite inefficient for temperatures below 104 K, where the gas
becomes neutral. Cooling below this temperature can only be mediated by much slower molecular
cooling processes.
On the other hand, the gas is also prone to heating by photon absorption. When the first generations of
massive stars and quasars formed, they emitted hard UV radiation that was eventually able to re-ionize
the neutral gas that had cooled down after the Big Bang to a few tens on the Kelvin scale. It is still unclear
what sources exactly caused this re-ionization, but we know that it must have happened, as the present
universe is highly ionized and filled with a bath of ionizing UV radiation (e.g. Ciardi & Ferrara 2005,and
references therein). For an efficient condensation within a host dark matter halo, the energetic input by
this radiation must be overcome by a stronger thermal cooling. Effectively, in very small halos with virial
temperatures below a few times 104 K, the gas cannot lose its pressure support anymore due to this UV
heating and the low cooling rates in this regime. Only in larger halos, it can cool and gather in the halo
center to form a rotationally supported disk, as a result of the conservation of angular momentum in the
gas created by tidal torquing during halo formation. Within the disk, the gas can then further fragment
into dense molecular clouds, where it eventually reaches the densities required to trigger the formation
of stars.
The exact physical conditions in these cradles of star formation, where the condensation of matter
under its own weight leads to densities that cause the ignition of fusion-burning in the hearts of proto-
stars, are the result of a complex interplay of different processes, far from being understood in detail. Our
knowledge concerning the efficiency of the process is particularly poor. What we however know is that
there appears to be some “feedback mechanism” that regulates star formation so that in most cases not all
of the gas in the clouds turns into stars all at once. Most likely, a large part of this feedback is driven by the
radiation emitted by newly formed stars, and the energetic shocks powered by the supernova explosions
of massive stars in their final phases of evolution. Important channels of feedback could also arise from
magnetic fields or relativistic particle components, so-called cosmic rays. As a result of feedback, the
interstellar medium is heated, condensing cold clouds are evaporated and cooling is counteracted. The
cumulative effects of a multitude of supernovae could also lead to the ejection of interstellar matter from
protogalactic disks in the form of a wind. Indeed, in many observed systems, large amounts of gas are
thrown out of the dense gas disk and into the halo, apparently carrying a load of metal-rich matter out of
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the gravitational well of the galactic halo and into the intergalactic medium, forming a galactic superwind
(Bland-Hawthorn 1995, Heckman et al. 1995, Dahlem et al. 1997, Heckman et al. 2000).
Luminous galaxies exist in various shapes. In 1964, Edwin Hubble created a scheme to classify ob-
served galaxies by their morphology, known as the Hubble sequence. He created a useful classification
scheme that features a seamless transition between the different types of galaxies, ranging from ellipti-
cal galaxies on the one end to spirals and barred spirals on the other end. While the Hubble sequence
provides a useful order for the variety of galaxy types, modern theories of hierarchical galaxy formation
have shown that the actual evolution of galaxies does not simply follow the Hubble sequence.
According to these models, baryons tend to settle into large gaseous disks around the rotation axis of
halos that have picked up a sizable amount of angular momentum during their formation. In the dense
matter of these proto-galactic disks, stars are created that then build up rotationally supported spiral
galaxies. Our own galaxy, the Milky Way, belongs to this class of galaxies. The spiral arms of bright
stars are most likely related to the structure of the gaseous content of the disk that due to gravitational
instabilities forms a spiral pattern. In the high-density spiral arms, star formation is most efficient, and
bright, short-lived stars are abundant. It has been argued that when spiral galaxies have depleted their
interstellar medium gas, they may lose their distinct spiral arms and turn into lenticular galaxies. If a
disk is small and massive enough, it can also develop a central bar due to gravitational disk instabilities.
In any case, in the modern hierarchical theories of galaxy formation, disk galaxies are the outcome of the
primary mode of star formation which is governed by the joint action of radiative cooling and angular
momentum conservation.
The second major group, the elliptical galaxies, are considered to be the product of galaxy interactions,
which occur frequently in the hierarchical CDM model. In particular, according to the merger hypothesis,
many massive ellipticals form from the major mergers of spiral galaxies, where two galaxies of compa-
rable size approach and meet each other due to their mutual gravitative pull. The strong tidal forces on
the gaseous and stellar components of the galaxies during the merger disrupts the disk structure. Stars
are flung into eccentric, elliptic orbits around the newly forming merger core, such that the final rem-
nant is supported by random velocity in the stars, which is characteristic for elliptical galaxies. A large
fraction of the gas present in the merging galaxies is driven to the center by the tidal forces, producing a
large starburst during the collision. If the angular momentum of the merging system is sufficiently large
and provided that enough gas is left over from the starburst, the remaining gas may quickly form a new
disk around the remnant. In this case, a new stellar disk can be formed around the spheroidal system of
progenitor stars, which then becomes the bulge of a new spiral galaxy. Similarly, secondary infall of gas
at later times can regrow a disk around the elliptical galaxy. In this way, mixed morphological types with
different bulge-to-disk ratios can be produced, explaining the population of galaxies along the Hubble
sequence.
Mergers do not always lead to the total disruption of existing galaxies, especially when the masses of
merging systems are very different. At later times, extremely massive dark matter halos form that pull
hundreds to thousands of the surrounding galaxies into their potential well. The dynamical timescales
within these immense mass concentrations are too long to disrupt the galaxies in a short time, and the
difference of size between the smaller galaxies and the large halo is too large to have a devastating effect
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Figure 1.4.: The Hubble Sequence of galaxy morphology, also called the tuning-fork diagram. It allows the
classification of galaxies into a seamless scheme, ranging from elliptical galaxies on the one end
to wide open spirals and barred spirals on the other (Images: NASA).
on the internal structure of the galaxies. The galaxies therefore survive destruction, at least for a while,
resulting in groups or clusters of galaxies with tens to thousands of galaxies in a common enveloping
halo. The cluster galaxies orbit each other, bound by their common dark matter halo and in the center of
a cluster, an extremely massive cD-galaxy is often found.
A serious problem of modern simulations of galaxy formation is that the processes of star formation
and feedback occur at length scales far below the resolvable scales, yet they nevertheless influence the
structure of the whole galaxy, so that they cannot simply be ignored. The diameter of the central star of
our solar system, the Sun, measures about 1.39×109 m. This is absolutely tiny compared with the typical
length scales of galaxies, which measure several kiloparsecs (kpc, where 1 pc = 3.085 × 1016 m), more
than ten orders of magnitude larger. A comprehensive, fully self-consistent modeling of star formation
from first principles inside whole galaxies therefore cannot be obtained in the foreseeable future, even
if the involved physics were understood much better. Most studies therefore treat star formation as a
statistical process in a phenomenological fashion, assuming star formation to be a function of local gas
parameters like temperature, density and velocity divergence (e.g. Springel & Hernquist 2003a). Newly
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Figure 1.5.: Galaxy luminosity function in the I-band at a redshift of z = 0.1 by Blanton et al. (2003), using
data gathered by the Sloan Digital Sky Survey (SDSS, York et al. 2000). The gray lines indicate
the range of confidence.
formed stellar populations are commonly considered to follow a fixed mass distribution, the Initial Mass
Function (IMF).
While there are empirical relations between gas density and star formation rates from observations
(Kennicutt 1989), the actual modeling of star formation and feedback processes in sub-resolution models
is a field with a lot of active work, both in full-blown hydrodynamic simulations (e.g. Katz et al. 1996,
Kay et al. 2002, Springel & Hernquist 2003a) as well as in semi-analytic modeling (e.g. White & Rees
1978, Kauffmann et al. 1993, van den Bosch 2002), where dark-matter halos are populated with galaxies
by evolving a simplified model for the physics of galaxy formation that represent our today’s knowledge
of structure formation based on simulations and observations.
It is evident, however, that current prescriptions of star formation and especially feedback lack some
important physical factors. Full hydrodynamic simulations still over-predict star formation in dwarf
galaxies by a large factor (Murali et al. 2002, Nagamine et al. 2004). Observations suggest that the effi-
ciency of stellar birth in these small objects must be very low, because otherwise the mismatch between
the predicted abundance of low-mass dark matter halos and the nearly flat faint-end of the observed
galaxy luminosity function cannot be understood (see figure 1.5). A too high rate of star formation in
small galaxies not only causes mismatches of the simulated luminosity function with observations, but
due to the hierarchical nature of the structure formation process, these errors in crucial building blocks of
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galaxy growth carry over to later stages in the hierarchy where more massive galaxies are formed. A too
efficient cooling of the gas in small galaxies is also thought to produce an early loss of angular momen-
tum of the gas to the dark matter, resulting in too small protogalactic gas disks. This may explain why
simulations typically produce stellar disks that are far too small in radial extent compared with observa-
tions. The challenge in solving these problems is that it is not yet fully understood how the small-scale
processes in the center of galaxies regulate star formation to the levels we observe.
There are different attempts to address this issue. Complex models of chemical enrichment attempt to
model the influence of metals in the gas on the condensation of baryons during galaxy formation, arising
from the sensitive dependence of cooling rates on metallicity. Other studies deal with the influence
of galactic winds ejected from star-forming regions as a result of the cumulative effect of supernova
explosions. Such winds could also help to explain the enrichment of the originally pristine intergalactic
medium with heavy elements, as observed in absorption spectra to distant quasars (Cowie et al. 1995,
Ellison et al. 1999). There is also the idea that additional physical effects that are usually neglected play
a crucial part in the feedback cycle. For example, magnetic fields and relativistic cosmic ray particles
are known to contribute a significant fraction to the energy density in the interstellar medium of our own
galaxy. Despite this, they are typically ignored for simplicity, even though they could in principle play a
key role in the regulation of star formation.
On the massive end of the halo mass scale, we face yet another puzzling problem. Given the density
and temperature profiles of the diffuse gas in rich clusters of galaxies, one would expect that gas cooling
in their central regions should be highly efficient, yielding massive flows of gas sinking down into the
center at rates of 1000 M⊙ yr−1 and more (e.g. Peterson et al. 2001). This gas should either fuel star
formation at high rates in the central galaxy or be visible as large amounts of accumulated cool gas.
However, observations of these objects reveal little evidence for “cluster cooling flows” at these high
rates, despite the copious X-ray emission of clusters at a rate consistent with the inferred thermodynamic
profiles. This indicates that there must be some process of heating of the central intracluster medium that
offsets the radiative energy losses, yet its nature remains unclear.
One plausible way to stop a strong inflow of gas into the cluster center could be in the form of bubbles
of hot gas inflated by an active galactic nucleus (AGN), an accreting, super-massive black hole in the cen-
tral cD-galaxy (Tabor & Binney 1993, Churazov et al. 2001, Enßlin & Heinz 2001, Dalla Vecchia et al.
2004). The energy fed into the intracluster medium (ICM) by sound and shock waves and the heating
from the kinematics of the buoyant gas bubbles can be sufficient to cancel out the radiative energy losses
in the cluster gas, while leaving the overall structure of the cluster profiles largely unchanged.
Another, more recent idea is to provide the heating of the central intracluster medium by a conductive
energy transport (Narayan & Medvedev 2001) from the hotter outer parts of a cluster to its inner parts.
Due to the high temperatures of the ICM and the high ionization state of the gas, thermal conduction
by electrons becomes in principle large enough to potentially play a crucial role in the evolution of the
intracluster temperature structure, and provided the conductivity is high enough, thermal conduction
could tap the reservoir of thermal energy in the outer parts of the cluster to prevent a strong cooling flow.
However, thermal conduction can be strongly suppressed by magnetic fields, which restrict the motion of
electrons to the direction along the magnetic field lines. Still, in the turbulent conditions that are expected
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in the ICM, this suppression mechanism may effectively become comparatively weak, such that there is
room for a profound influence of conduction on the temperature and mass profiles of clusters.
In this work, I report on my work to include the effects of thermal conduction in the hot intracluster
gas into an existing cosmological TreeSPH simulation code. I outline how the numerical problems that
go along with attempts to solve diffusive problems in SPH can be avoided. I discuss ways to enhance
the discretization scheme such that a numerically stable and well-behaved method results that are able to
reproduce analytical solutions with good accuracy while keeping both the numerical noise and the com-
putational cost within reasonable bounds. I show how the equilibrium-state of massive galaxy clusters
(Zakamska & Narayan 2003) evolves over time under the joint action of radiative cooling and thermal
conduction. Using full-blown hydrodynamic simulations of structure formation, I present first results of
the study of the effects of thermal conduction on the formation of rich clusters of galaxies.
In the second major part, I show the results of my studies on the influence of cosmic rays on structure
formation in hydrodynamical simulations. Dealing with a mix of thermal gas, quasi-relativistic and
relativistic particles is by nature a complex endeavor, and hard to tackle within a reasonable amount of
computer time. In a collaboration with Torsten Enßlin, Volker Springel, and Christoph Pfrommer, we
manage to reduce the computational cost for our studies by using a simplified model for the cosmic ray
population. In this model, the spectral representation of the cosmic ray population is approximated as
an isotropic distribution with a power-law and a low-energy cut-off in momentum space. We argue that
this approach, while not giving a very detailed description of the spectral distribution of the cosmic ray
population in every fluid element, can account for the basic hydrodynamical kinematic effects of cosmic
rays with suitable accuracy. In that part of this work, I describe the necessary steps I took to include an
in-situ computation of the influence of relativistic CR particles during structure formation in the parallel
TreeSPH code GADGET in a way that should be adaptable to other SPH implementations conveniently.
After demonstrating the validity of the cosmic ray model in some test problems, I show first results from
my studies of the cosmic ray modified hydrodynamics in galactic objects, both in models for isolated
galaxies and galaxy clusters. These simulations allow for detailed high-resolution studies in a well
controlled and clean simulation set-up. I then show and discuss results for self-consistent simulations I
carried out, based on cosmological initial conditions that allow to study the impact of cosmic rays on the
intergalactic medium and the statistical influence on the halo and galaxy populations.
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All models are wrong.
Some are useful.
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2
The simulation code
During the last twenty years, numerical methods have gained an important role in cosmology. They
allow the accurate calculation of predictions of theories of structure formation and have become an
indispensable tool for the verification and testing of these theories. The power of numerical simulations
unfolds especially in geometrically complex scenarios and in regimes of non-linear dynamics. Here,
analytical methods become intractable and the interplay between a multitude of physical processes can
only be solved by direct integration. Both computational technology as well as numerical algorithms
have significantly advanced since the first cosmological simulations were carried out that dealt with the
motion of only a handful of independently calculated mass points. Modern, sophisticated simulation
codes are able to track the evolution of a model universe with more than ten billion mutually interacting,
gravitating mass elements (Springel et al. 2005b).
Simulations on this scale have only become possible due to the development of sophisticated code
frameworks that offer a much better performance than the direct summation approach to self-gravity,
with its prohibitive O(N2) scaling for large particle number. Rather than looking at each particle-particle
pair individually, the employed algorithms reduce the number of calculations by considering interactions
between spatially separated groups of particles with other particles.
There are two basic approaches to do force computations based on such a particle-group scheme.
Particle-mesh (PM) methods (Klypin & Shandarin 1983) divide the simulated volume into individual
cells and compute the resulting gravitational field in Fourier space. This method is both very fast and
scales very well on modern computing clusters, provided the communication overhead between the dif-
ferent processors remains small enough. However, PM codes tend to heavily suppress gravitational forces
on scales comparable to the mesh size and smaller, which poses a serious restriction on the attainable
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spatial dynamic range. Possibilities to circumvent this shortcoming include the direct force summation
on small scales, or using an adaptive sub-mesh scheme that helps to increase the resolution in regions of
interest, or where strong spatial variations of physical properties exist.
The second basic method of computing the effects of gravitation in a particle-group scheme lies in
hierarchical tree methods, following the ideas of (Barnes & Hut 1986,BH in further reference). In this
scheme, every tree cell that contains more than a single simulation particle stores information on the
multipole moments of the mass distribution it contains. Depending on the distance of an interaction part-
ner, forces exerted by the mass inside the tree cell can then either be evaluated by a multipole evaluation
using the pre-computed values, or, for particles at closer distances, the tree cell is opened and its smaller
child-cells are used for the force evaluation instead. Due to dynamical updating of the tree structure,
the spatial resolution of simulations performed using tree-codes automatically increases in regions with
large number densities of simulation particles. This dynamic resolution adjustment comes at the price of
varying evaluation costs for certain regions of space, making it difficult in parallel simulation codes to
distribute the computational load evenly onto a large number of processors.
Especially in simulations that directly attempt to follow the formation of luminous galaxies, the im-
pact of hydrodynamic interactions on the dynamics of the baryonic matter content of the universe is
of high importance. While being of a simpler short-range nature, the hydrodynamics of a gas leads to
particularly reach dynamical phenomena, including shock waves and turbulence, which are difficult to
treat accurately in numerical codes. Similar to gravitation, there are different methods for computing nu-
merical hydrodynamics, but here the conceptual differences between the two main approaches are much
larger.
Eulerian mesh-based hydrodynamics codes discretize the volume of the fluid. This gives them good ac-
curacy for spatial derivatives and shock-capturing, but they are severely challenged by the high dynamic
range posed by the cosmological structure formation problem, because they cannot resolve structures
below the typical cell size. The other big group of methods is formed by Lagrangian codes, which dis-
cretize the mass of the fluid, for example by partitioning it into fluid particles. The great advantage of
Lagrangian techniques is that their spatial resolution can adapt to the local properties of the gas. If a
gravitational collapse takes place, the small-scale kinematics in a forming halo or galaxy can then still
be followed. Also, Lagrangian techniques are Galilean invariant and have no problems in dealing with
the large bulk velocities that occur in cosmological applications.
Amongst the Lagrangian simulation methods, Smooth Particle Hydrodynamics (SPH, Lucy 1977,
Gingold & Monaghan 1977) has found widespread use in cosmological applications. Here, fluid ele-
ments are represented by simulation particles which are modeled to have their gas content smoothly
distributed over a finite volume, according to a given kernel function. In simulations that additionally
include collisionless dark matter particles (dark matter can only be treated with the N-body method) ,
the approach allows for a uniform methodology for computing the gravitational forces on different kinds
of matter, which is an important advantage given that cosmic structure formation is primarily driven by
gravity.
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The simulation code used for the present work is the TreeSPH code GADGET-2 (Springel 2005) that was
recently released to the public in a basic version. It has the new capability of evaluating forces in a TreePM
method that combines the speed of traditional mesh based codes with the adaptive spatial resolution and
the short-range precision of a hierarchical BH tree algorithm. The simulation code splits gravitational
forces into short-range and long-range components, and uses a sophisticated tree code to evaluate the
former, and a particle-mesh method for the latter. A further speedup is obtained by distinguishing the
two force components by their temporal variation as well, i.e. long-range force can be integrated on
larger timesteps than short range forces because changes in the mass distribution on large scales typically
evolve more slowly.
When considering the additional requirement of SPH codes for a fast neighbor search, the hierarchical
oct-tree employed in the force computations reveals another advantage. The performance of the eval-
uation of hydrodynamical forces in SPH heavily depends on the ability to carry out a nearest-neighbor
search in a highly optimized fashion. Reusing the BH tree structure in a range-searching algorithm, the
important neighbor-search can be performed with an O(N log N) scaling behavior.
In the physical scenarios we investigate in this work, SPH codes show a number of advantages com-
pared to mesh-based codes. Cosmological simulations feature a large diversity of different physical
conditions. Gas temperatures and densities in particular can span multiple decades, and so can charac-
teristic length scales of the simulated objects. The matter-tracing nature of N-body codes combined with
the automatically adaptive spatial resolution of SPH that makes SPH an ideal tool for studies on struc-
ture formation. Also, the Lagrangian nature of SPH simplifies the implementation of certain physical
processes and makes the results straightforward to interpret. This is especially true for advection, which
does not need to be treated explicitly, because this is an intrinsic part of the hydrodynamical scheme.
There are no diffusive losses of physical quantities associated with the fluid particles.
In the following, we give an overview of the range of physical processes covered in the current version
of the simulation code we used to obtain the results presented in this work. Compared to the public
version of GADGET-2, the version we use features a much wider set of physical processes, including
models for star formation and supernova feedback. This chapter is intended to provide a basic description
of the numerical approaches taken to represent the different physics in the code. This background is
required in order to understand how the new processes we will introduce later interact with the existing
system.
2.1. Collisionless dynamics and gravitation
One of the most important features of the mass-dominating dark matter is its low cross-section for
particle-particle interactions. Particles move therefore independently in the collective gravitational po-
tential. Stellar systems like galaxies and clusters of galaxies show a similar behavior, they interact only
by their mean gravitational field, while the compact nature of individual stars makes physical collisions
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between them very rare. For time scales of the order of the age of the universe, the impact of gravitational
two-body scattering between stars can therefore be safely neglected in galaxies∗.
In the continuum limit, for a phase space distribution f (u, p, t), collisionless types of matter (i.e. dark
matter or stars in galaxies) fulfill the collisionless Boltzmann equation (also known as Vlasov equation)
d f
dt
=
∂ f
∂t
+
p
m
∂ f
∂r
− ∂Φ
∂r
∂ f
∂p
= 0, (2.1)
where the gravitational potential Φ(r, t) is the solution of the Poisson equation
∆Φ(r, t) = 4πG
∫
f (r, p, t) dp. (2.2)
The high-dimensionality of these equations, requiring to not only to sample data in three dimension
of space, but rather the full six dimensions of phase-space, makes this problem cumbersome to solve
with a classical mesh code with an adequate resolution. The most practical method capable of dealing
with the collisionless matter is therefore the Lagrangian N-body method, which samples the phase-space
distribution of the matter distribution with a large, but finite number of tracer particles.
A system with a finite number of mass points under gravitational interactions can be fully described by
a Hamiltonian
Hgrav =
∑
i
p2
i
2mi
+
1
2
∑
i, j
mim j ϕ(r j − ri), (2.3)
where ϕ(r) describes the interaction potential. Note that we have here formulated the equation in physical
coordinates. Cosmological codes commonly use comoving coordinate vectors x = a(t)r instead, which
take care of the expansion of space in a numerically convenient form. The corresponding canonical
momenta are then pi,com = a(t)
2mi ẋ. Since a transcription to comoving coordinates is straightforward,
we restrict ourselves to the use of physical quantities for easier readability in this short introduction to
our simulation technique. The particle-particle gravitational potential ϕ(ri j) is the solution of the Poisson
equation
∆ϕ(ri j) = 4πG δ̃(ri j). (2.4)
With vacuum boundary conditions, this reduces to the familiar Newtonian potential, but for the more
commonly employed periodic boundary conditions, the solution has a more complicated form. We make
use of a normalized distribution function δ̃(ri j) = W(|ri j|, f ǫ) (see section 2.2.1 for closer considerations)
with a finite gravitational softening length for represent a point-mass particle. This softens the gravita-
tional force law at small separations, which is necessary to prevent the formation of hard binaries when
only a small number of bodies is used to approximate a physical system. The parameter f is set in a way
that ensures that the gravitational potential at zero lag, ϕ(0) = −Gm/ǫ, has the same value as found for a
smoothing length of ǫ in a Plummer potential. This simplifies comparison with the the softening method
employed in many gravitational simulations on GRAPE hardware accelerated machines (Fukushige et al.
1991, Makino et al. 1997, Hut & Makino 1999, Kawai et al. 2000, Makino 2000). Note that for parti-
∗This is different in globular star clusters, where the relaxation time can become smaller than the Hubble time.
18
2.2 Hydrodynamics
cle separations larger than the finite extent of the smoothing kernel function W, the formulation of the
smoothed gravitational potential reduces exactly to the Newtonian form.
2.2. Hydrodynamics
2.2.1. Basic SPH concepts
The key concept of the SPH method used in the simulation code GADGET-2 is the idea that any spatial
function can be represented by an interpolated field generated from a disordered set of sampling points.
The latter correspond to tracer particles that follow the mass flow in the simulation. The interpolation is
evaluated using a kernel function W(r− r′, h) , which has a spatial extent characterized by the smoothing
length h. The kernel is normalized so that
∫
W(r′ − r, h) dr′ = 1. (2.5)
The shape of the kernel function itself can take different forms in principle, and can have a pro-
found influence on the quality of the simulation. The original implementations of SPH (Lucy 1977,
Gingold & Monaghan 1977) used a Gaussian kernel function and claimed that only this form can be
considered to result in physically meaningful interpretations, but more recent works mostly made use of
spline-based kernels (Monaghan & Lattanzio 1985) which drop to zero for |r − r′| > h. They prove to be
computationally more efficient and can be motivated by the theory of spline interpolation. Usually, the
kernel function is chosen to be spherically symmetric, avoiding any preference of certain spatial direc-
tions, although a different choice is possible in principle (e.g Shapiro et al. 1996,who adjusted the kernel
shape to local properties of the flow). In the following, we limit ourselves to symmetric kernels, and
wherever possible abbreviate them by
Wi j(h) = W(|r j − ri|, h). (2.6)
In the case of an infinitely dense sampling with fluid points and an infinitesimal small smoothing, the
kernel interpolation reduces to an identify:
XSPH(r) =
∫
X(r′)W(|r′ − r|, h)dr′ h→0=
∫
X(r′)δ(|r′ − r|)dr′ = X(r) (2.7)
However, when we employ the interpolation scheme in real numerical simulations with a finite number of
fluid particles, the integral is translated into a sum over a finite number of indexed particles with masses
mi and densities of ρi. The typical volume element taken by a particle is given by mi/ρi, and the integral
in equation (2.7) turns into
XSPH(r) =
∑
i
Ximi
ρi
W(|r′ − r|, h), (2.8)
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This sum has to be evaluated over all particles i with W > 0. Kernel functions with a finite support
have an advantage here since they allow the spatial region of summation to be reduced strongly, thereby
reducing the number of neighboring particles they overlap with. This speeds up the computations signif-
icantly.
A key advantage of this form of discretization and interpolation becomes obvious when we consider
the problem of obtaining spatial derivatives of the SPH-interpolated quantities. Using a continuously
differentiable kernel function, we can obtain the derivative by an ordinary differentiation of the kernel
interpolant itself. Neither a finite difference method is required, nor any knowledge on the actual distri-
bution at the points of interest. Like all linear operations on the SPH interpolant, it reduces to applying
the operation to the kernel function, which is the only quantity with a spatial variation. Derivatives of the
kernel can hence be obtained in a very inexpensive and robust way for analytically differentiable kernel
functions:
∂
∂r
XSPH(r) =
∑
i
Ximi
ρi
∂
∂r
W(ri − r, h). (2.9)
The value of the density for an individual particle, obviously one of the most important quantities
delivered by SPH methods, can be obtained in different ways. In SPH schemes with a fixed smoothing
length, equation (2.8) can be used, using ρ in place of X to obtain
ρi =
∑
j
m jWi j(h). (2.10)
Leaving the kernel length (referred to as “smoothing length”) constant for all particles as a function of
time forfeits one of SPH’s biggest benefits, however, because this ignores the spatial adaptivity offered
by Lagrangian methods. When introducing instead a smoothing length that automatically adapts to local
particle density, SPH simulations can trace hydrodynamics over a large dynamic range in densities and
spatial scales, which is especially advantageous in collapse problems. A common method to adjust the
smoothings lengths is to choose the kernel length so that a sphere with a radius of h includes a fixed
number of SPH particles. The code GADGET-2 uses a similar approach, but rather than requiring a fixed
number of particles, the criterion adopted here is that the kernel volume should contain a fixed gas mass,
computed self-consistently based on the density estimate for ρi itself, namely
Msmooth =
4π
3
ρih
3
i . (2.11)
The main benefit of this criterion is that it allows a formulation of SPH where both energy and entropy
are manifestly conserved, despite the use of fully adaptive smoothing lengths. This will be discussed
more at a later point.
With the discretization recipes introduced above, it is already possible to construct a solving scheme
for adiabatic hydrodynamics. Consider an ideal fluid made up of a number of gas mass elements denoted
by an index i, its dynamics is then described by the Euler equation
du
dt
= −∇P
ρ
, (2.12)
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where d/dt = ∂/∂t + u · ∂/∂r is the convective derivative. The hydrodynamic pressure P is given by the
equation of state of an ideal gas P = (γ − 1)ρu, and
du
dt
= −P
ρ
∇u. (2.13)
describes the evolution of the thermal energy u per unit mass. Perhaps the simplest form of an SPH
discretization that we can obtain from the Euler equation is
dui
dt
= −
∑
j
m jP j
ρiρ j
∇iWi j. (2.14)
This equation, although obtained by simply applying the basic prescriptions of SPH, has the disadvantage
that it does not conserve linear and angular momentum exactly, only in the rarely encountered case of
constant pressure. This is because pair interactions do not obey the physical principle of action and
reaction.
It is therefore better to symmetrize the equation using the identity
∇P
ρ
= ∇
(
P
ρ
)
+
P
ρ2
∇ρ, (2.15)
obtaining
dui
dt
= −
∑
j
m j








P j
ρ2
j
+
Pi
ρ2
i








∂
∂ri
Wi j(hi). (2.16)
Upon a first look, it might seem as if a factor of 1/2 is missing in this symmetrized form. However, the
real effect of the second pressure term on the right hand side is a geometrical correction for an unbalanced
particle distribution and for uniform particle distributions is entirely canceled out by the symmetry of Wi j.
Similar techniques can also be used to symmetrize the energy term. In this way, momentum is mani-
festly conserved in a scheme with a global-timestep. If particles are advanced in an asynchronous way
by means of an individual timestepping method, as is done in many modern simulation codes (including
GADGET-2), the conservation is however no longer explicit.
2.2.2. The entropy equation
It is important to note that the above formulation does not conserve entropy explicitely, although modeled
around adiabatic hydrodynamics. In the past, there have been two complementary approaches to SPH
simulation codes, one designed to manifestly conserve entropy (e.g. Hernquist 1993), and the other to
explicitely conserve energy, as shown in the example of an SPH discretization above (Couchman et al.
1995, Davé et al. 1997, Springel et al. 2001).
There is however a way to obtain a set of equations that explicitely conserves both, energy and entropy,
as pointed out by Springel & Hernquist (2002). The approach suggested requires that the smoothing
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lengths are constrained as stated in equation (2.11), and is most conveniently formulated in terms of an
entropic function.
For a simple, ideal gas undergoing an adiabatic compression or expansion, the gas density and pressure
are related by
P
ργ
= A(s) = const. (2.17)
The constant coefficient for in the relation, A(s), is an exclusive function of the thermodynamic entropy s
and can therefore be used as an adiabatic invariant of hydrodynamics. The Hamiltonian of gas dynamics
becomes especially simple when expressed using this variable. A(s) is sometimes called the entropic
function, but due to its direct one-to-one relation with thermodynamic entropy, we will simply call it
entropy for simplicity.
This entropic function is used as the fundamental quantity to describe the thermodynamic state of
a mass element represented by a simulation particle. Wherever the actual energetic content of a gas
element is required, it can be inferred from
u =
A(s) ργ−1
γ − 1 . (2.18)
Using this entropic function, the Hamiltonian of the hydrodynamic system is given as
H =
∑
i








p2
i
2mi
+
miAiρ
(γ−1)
i
γ − 1








. (2.19)
This formulation is valid for an ideal gas with a constant adiabatic index γ. Compounds of different gas
components of different nature and different behavior under compression need to be included as separate
sub-components, each contributing its own energy term. For small changes, it is however possible to
adopt the form of equation (2.19), choosing an effective adiabatic index for the described compound
gas in its current state, and adjusting the entropic function Ai to one that mimics the gas behavior. It is
clear, though, that when extending the formalism in this way, one effectively gives up the explicit entropy
conservation in favor of an extended scope of the simulated physical effects.
In the above, the density ρi may appear as an independent variable, but actually it is determined accord-
ing to the descriptions for estimating smoothing lengths and densities self-consistently, and hence is only
a function of all particle positions, ρi = ρi(r1, . . . , rN , hi). While the dependence of the SPH density on
particle smoothing lengths is implementation-dependent, it is possible to eliminate them from the overall
equation by using a restrained Hamiltonian. Here, the functions that define the individual smoothing
length parameters are added to the original Hamiltonian using Lagrange multipliers λ j.
The new representation of the hydrodynamical system in its smoothing-length constrained form is
H′ = H +
∑
j
λ j








Msmooth −
4πρ jh3j
3








. (2.20)
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The Hamiltonian presented above is describing an evolution that manifestly conserves entropy and en-
ergy of an adiabatically moving hydrodynamic system. The additional constraints make sure that the
thermal energy depends only on the entropy per unit mass and the particle positions, but not on the SPH
smoothing lengths. The extended Hamiltonian automatically pays respect to those requirements at all
orders of variations of the smoothings lengths.
To derive equations of motion from this Hamiltonian, the first step is a determination of the Lagrange
multipliers λ j. The simulated system should not react to small changes of the particles’ smoothing
lengths. As mentioned, the energy of the system should not depend on the choice of smoothing lengths
or their evolution through the time integration process. This demand,
∂H′
∂h j
= 0, (2.21)
allows the determination of the Lagrange multipliers as
λ j =
3m jA jρ
γ−2
j
4πh3
j







1 +
3ρ j
h j
(
∂ρ j
∂h j
)−1






−1
. (2.22)
Using these factors in equation (2.20), the constrained Hamiltonian can be directly evaluated, and then
yields the equations of adiabatic motion for the system of gas mass elements as
mi
dui
dt
=
dpi
dt
=
∂
∂ri
H′ = −
∑
j
m jA jρ
γ−2
j
f j
∂
∂ri
ρ j. (2.23)
The term f j is a factor that results from the spatial variation of SPH smoothing lengths in the system, and
is given by
f j =
[
1 +
h j
3ρ j
∂ρ j
∂h j
]−1
(2.24)
The spatial derivative of density on the right hand side is translated according to the SPH formalism
described above. Note that, differently from before, the derivation is performed with respect to a specially
denoted variable that not necessarily all kernel functions depend on. Therefore, this derivative becomes
∂
∂ri
ρ j =
∑
k
mk
∂
∂ri
W jk(hk) = (δik + δi j)
∑
k
mk
∂
∂ri
W jk(h j)
= mi
∂
∂ri
W ji(h j) + δi j
∑
k
mk
∂
∂ri
Wik(hi). (2.25)
Interestingly, the final equation of adiabatic motion,
dui
dt
= −
∑
j
m j








fi
Pi
ρ2
i
∂
∂ri
Wi j(hi) + f j
P j
ρ2
j
∂
∂ri
Wi j(h j)








, (2.26)
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which directly results from the Hamiltonian created according to the principles of entropy and energy
conservation, features a symmetric form already, without any further modifications. Note also that when
choosing fixed values of unity for both fi and f j, the equation of motion reduces to one that has been used
before in the literature (e.g Thomas & Couchman 1992), where it was motivated by a direct discretization
of the Euler equations. However, only when the terms due to the variation of the smoothing lengths,
encoded by the f -factors, are included as well, a manifestly conservative behavior of the system for the
entropy as well as the energy is obtained.
2.2.3. Shocks and viscosity
The formalism presented above is able to describe the physics of adiabatic compression and expansion
in a way that preserves both thermal energy and entropy. In reality, flows of gases easily and often
develop discontinuities and shocks, where particle-interactions on microphysical scales dissipate kinetic
energy into unordered, thermal motion, and generate entropy. Mesh-based codes trace discontinuities
with sophisticated Riemann solvers. For SPH codes, taking a similar approach is hard to accomplish,
due to the fundamentally different modeling of hydrodynamics. The common method to mimic the
non-adiabatic behavior at shock fronts is the introduce a viscous force
dui
dt
∣
∣
∣
∣
∣
visc
= −
∑
j
m jΠi j
∂
∂ri
W̃i j (2.27)
into the simulation formalism, where Πi j is an artificial viscosity tensor that creates a non-vanishing
force when particles rapidly approach each other. The kinetic energy taken from particles in this way is
transformed into a growth of the entropy (and hence thermal energy) at a rate of
dAi
dt
∣
∣
∣
∣
∣
visc
=
1
2
γ − 1
ρ
γ−1
i
∑
j
m jΠi jui j
∂
∂ri
W̃i j. (2.28)
In most SPH codes, the Monaghan-Balsara (Monaghan & Gingold 1983, Balsara 1995) artificial vis-
cosity
Πi j =







[−α ci j µi j + βi j µ2i j]/ρi j for ui j · ri j < 0
0 otherwise
(2.29)
is employed, where µi j is the particle approach velocity projected on their connecting line, divided by
the relative distance in units of the particle smoothing length.
µi j =
hi jui j · ri j
∣
∣
∣ri j
∣
∣
∣
2
. (2.30)
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The variables hi j, ρi j and ci j with two indices here denote the arithmetic means of the corresponding
properties of the two particles i and j. The parameters α and β are used to adjust the strength of the
viscosity. The sound velocity of a particle, ci is
ci =
√
γPi
ρi
. (2.31)
The current version of the GADGET-2 code uses a more recently proposed parameterization of the
viscosity by Monaghan (1997). In analogy with Riemann problems, it is based on a signal velocity vsig
i j
between two particles and formulates the viscosity term as
Πi j = −
α
2
wi j v
sig
i j
ρi j
(2.32)
where wi j = max(ui j · ri j/|ri j|, 0) is the relative velocity of the particle approach, projected onto the
connecting line between the two particles and ρi j is the mean density of the two. When using a simple
estimate of the signal velocity, like
v
sig
i j
= ci + c j − 3wi j, (2.33)
the viscosity term evaluates to
Πi j = −
α
2
[ci + c j − 3wi j]wi j
ρi j
. (2.34)
Compared to the Monaghan-Balsara formulation, this parameterization of the artificial viscosity is less
steeply peaked towards particle separations significantly smaller than one softening length. Also, the
effective pressure generated by the Monaghan viscosity has no explicit dependency on particle separa-
tions or softening lengths, fitting perhaps better into the overall formulation where one typically tries to
eliminate effects due to numerically motivated parameters such as softening lengths.
There is still one further adjustment that is often made to the viscosity modelling. In the presence of
shear flows, the angular momentum transport due to the artificial viscosity, which takes place at some
level even without shocks, can be considerably above the analytically expected vanishingly low value for
an ideal gas. This can be alleviated by introducing a viscosity-limiter based on a local estimate of the
shear strength. This is usually done based on the quantity
fi =
|∇ × u|i
|∇ · u|i + |∇ × u|i
, (2.35)
which provides a relative measure of the strength of the shear component. In practice, the viscosity
tensor is simply multiplied by a factor ( fi + f j)/2 in order to reduce it in the presence of strong local
shear. The estimates of divergence and curl required here are performed with the standard equations of
the SPH formalisms discussed in section 2.2.1.
The physical processes described above are well understood and their modeling is done in a way that
is based on well established numerical experience. Unfortunately, this is not really the case for all
components of the physics that describe the formation of luminous galaxies. While in many cases we
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know and understand some the basic parts of these processes, precise and reliable physical models are
sometimes either not available or would require enormous amounts of computational time when solved
in a brute-force fashion. We will therefore have to invoke strong simplifications where necessary.
In the following, we describe these physical ingredients and explain our approaches to model them.
We also explain our simplifying assumptions where they are made, and the models we invoke to describe
certain sub-grid physics in a statistical fashion.
2.3. Radiative heating and cooling
The ability to interact with radiation is a fundamentally important property of baryonic matter. Without
radiative processes, above all the dissipation of thermal energy by radiative cooling, cosmic gas could not
have collapsed to the highly overdense structures that ultimately form the billions of stars that make up
the luminous parts of galaxies. Of course, without radiative processes, stars could not work either. While
virialized dark matter systems remain in a quasi-static state, hot gas in contrast can lose its pressure
support by emission of energy in the form of photons, and can this way flow into the halo center.
This emission of photons in the thin astrophysical plasma inside halos can be the result of line transi-
tions within atoms that get excited in collisions, or be caused by a free-bound process where a formerly
unbound electron settles down into a bound state with a proton. The most intense form of cooling, es-
pecially at high temperatures is the loss of kinetic energy of electrons moving through plasma, emitting
bremsstrahlung when they experience strong accelerations in the Coulomb field of nuclei. It is obvious
that the actual cooling rates and the shape of the cooling function heavily depend on the composition of
the gas under consideration. Gas containing heavy elements features more atomic transitions between
bound states of high energy. This results in a strongly enhanced cooling rate via line transitions in metal-
enriched gas compared to the pristine primordial mix of helium and hydrogen generated during big bang
nucleosynthesis.
The GADGET-2 simulation code in the form we use it here neglects the influence of metallicity on the
cooling efficiency and instead assumes a constant composition of gas equal to the primordial mix of 24%
helium and 76% hydrogen by mass. For this composition, the temperature and density dependent gas
cooling rate is evaluated using the chemical network and rate equations described by Katz et al. (1996),
under the assumption of collisional ionization equilibrium. Here, a large range of possible radiative
processes is combined, relying on reaction rates taken from Black (1981) with modifications by Cen
(1992).
For convenience, the summed reaction rates (i.e. the net cooling or heating rate) for a given composition
of hydrogen and helium can be expressed as a function of temperature alone, to be multiplied with the
square of density to introduce the density dependence as an independent variable. The shape of this
function, Λ(T ) is shown in figure 2.1. The actual loss of thermal energy by radiative cooling per unit
mass is given by
du
dt
∣
∣
∣
∣
∣
cooling
= −Λcool
ρ
(2.36)
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Figure 2.1.: Left panel: Cooling rates as a function of temperature for a primordial mix of helium and hy-
drogen. The thick solid line shows the total cooling rate. Partial contributions are indicated
for Bremsstrahlung (dashed), excitation (thin lines), ionization (dot-dashed) and recombination
processes (dotted). At temperatures below 104 K, the gas is mostly neutral, and molecular cool-
ing effects would take over. Right panel: Heating rate by ionizing radiation as a function of
redshift.
In the real universe, photon emission and absorption processes together work as radiative energy trans-
port, relocating thermal energy from high density regions, where emission processes increase effectivity
like ρ2 into space. Solving this radiative transport of energy in full generality is a very complex task,
however, at present still beyond the capabilities of a self-consistent treatment within a simulation code.
Solving the radiative transfer equation is particularly difficult due to the high dimensionality of the prob-
lem, involving a six-dimensional transport equation (three dimensions of space and velocity each, minus
one for the constraint of velocity to the speed of light, plus one dimension of frequency). For this reason,
GADGET-2 does not try to model radiative transfer and assumes that cooling radiation is lost from the
system altogether.
Nevertheless, the simulation code still allows for a global, spatially uniform UV background radiation,
which is imposed with a prescribed amplitude as a function of time. In this way, the build-up of an
ionizing background that eventually reads to reionization of the universe is accounted for. The ultimate
origin of this ionizing flux of energetic photons is still a matter of active research. The plausible candi-
dates for the sources include a first generation of metal-free stars that are not hosted in ordinary galaxies
(referred to as population III stars), ordinary stellar populations in galaxies, and quasars or mini-quasars.
It is thought that such sources of hard radiation first reionize a bubble around them, As more and more
photons are produced by the source, they bubbles grow in size and eventually overlap, until the whole
universe is reionized and the radiation fields of the sources combine to form a ubiquitous, nearly homo-
geneous and isotropic UV background radiation field.
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For an atom of species i in a radiation field with a flux density of J(ν) at a frequency of ν, the rate of
photo-ionization is defined by
Γγi =
∫ ∞
νi
4πJ(ν)
hν
σi(ν) dν (2.37)
where νi is the frequency threshold for ionization, and σi(ν) is the cross section for photoionization of
this particle species at a given frequency. The rate of heating by photoionization for the given species is
ǫi =
∫ ∞
νi
4πJ(ν)
hν
σi(ν) (hν − hνi) dν (2.38)
The heating associated with the reionizing radiation has a profound impact on the formation of baryonic
structures in small halos, since it can heat gas that already had lost its virial pressure support and was on
the verge of collapsing. However, this effect will only operate efficiently in halos with very small virial
temperature, just above the threshold of 104 K for atomic line cooling to a few times this temperature.
While this will make these small halos very inefficient sites of star formation after the epoch of reion-
ization, it is clear that large systems will be hardly affected, i.e. for them other feedback processes are
needed to understand their (low) efficiencies of star formation.
The ionizing UV background radiation first comes into play at around z ≈ 6 in our simulations and
reionizes the universe at this epoch, roughly at the time when the first massive, luminous galaxies form.
The right panel of figure 2.1 shows the time-dependent rates of photo-ionization applied in this work.
This model is based on a parameterization by Haardt & Madau in a slightly updated form by Davé et al.
(1999). The model assumes that quasars are responsible for the dominant part of the UV background
flux that reionizes the universe.
2.4. Star formation and feedback
The treatment of star formation in a fully resolved and self-consistent manner is far beyond the scope of
modern simulations, and will most likely be for a long time still. Microphysical effects play a crucial role
in the creation of the luminous components of galaxies, and it is clear that individual stars are many orders
of magnitudes smaller than the typical length scales resolvable in cosmological numerical simulations.
Star formation can therefore only be addressed with an approximative treatment in our simulations.
In the simulation method we employ for this work, star formation is treated in a statistical way using a
subresolution model (Springel & Hernquist 2003a), where the interstellar medium is pictured as a com-
pound fluid of cold condensed clouds in a hot ambient medium at pressure equilibrium. The mass of the
simulation gas particle that samples the matter distribution is imagined to be split into two components,
considering hot and cold matter separately (ρ = ρhot + ρclouds).
The formation of the cold clouds is facilitated by the shape of the cooling function, where below
temperatures of T < 106 K, there is a trend for runaway cooling and thermal instability. A small volume
element of gas with a temperature slightly below that of the surrounding medium will increase this
difference due to its more efficient cooling, and ultimately collapse under its own gravitational pull to a
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dense molecular cloud that is the possible site for the birth of new stars. The rate of mass transfer from
the hot ambient gas phase into cold clouds is therefore modeled to occur on a typical cooling time scale
and is
(
dρclouds
dt
)
cool
= −
(
dρhot
dt
)
cool
= ρhot
(
duhot
dt
)
cool
∆u
=
(1 − f )Λnet(ρhot, uhot)
uhot − uclouds
. (2.39)
The factor f is used to limit the formation of clouds to the thermally unstable conditions for the gas.
In thermally unstable conditions, it is set to a value of 0, enabling the condensation to its full extent.
Stable regions where no cloud formation is expected will feature f = 1, which effectively disables the
condensation into cold gas clouds in this equation.
These cold clouds are assumed to form stars on a characteristic star formation time scale, so that the
transfer of cold cloud matter into stellar objects is
(
dρ⋆
dt
)
SF
= −
(
dρcold
dt
)
SF
=
ρcold
t⋆
. (2.40)
A crucial point in the star formation and feedback model in this approach is that a fixed fraction βSN of
the newly generated stellar mass is assumed to form massive stars that after rapid stellar evolution on
a time scale of ≈ 3 × 107 yr end their lives in an explosion as energetic core collapse supernova. For
the model employed here, it is assumed that the supernova explosions occur immediately, with no time
delay. The exact size of the supernova fraction βSN depends on the Initial Mass Function (IMF) assumed
for star formation. If the IMF is top-heavy, more energy would be available.
The stars that explode as supernovae are assumed to propel their entire gas mass back into the hot phase
of the gas, neglecting the mass that stays bound in compact remnants of the former stars, which can be
neutron stars or even black holes, depending on the masses of the original stars. In addition to the transfer
of mass into the hot gas phase, the supernovae deploy a large amount of energy that is thermalized as
the shock front of the explosion runs through the ISM. This energy feedback is captured in the model by
assuming an average energy uSN per stellar mass unit to be fed back into the hot gas phase.
Further, it is assumed that cold clouds of gas are evaporated by the bubbles of hot matter created in the
supernova explosions. The model estimates the mass of evaporated cold clouds to be proportional by a
factor of ASN to the mass of supernovae themselves, with a dependence of ASN given by the theoretical
model of McKee & Ostriker (1977).
Adding up all the effects of the assumed supernova feedback model, the partial densities of the two gas
components evolve like
(
dρclouds
dt
)
SN
= −ASN βSN
ρclouds
t⋆
(2.41)
and
(
dρhot
dt
)
SN
= −
(
dρ⋆
dt
)
SN
= βSN
ρclouds
t⋆
. (2.42)
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(
d(uhotρhot)
dt
)
SN
= uSN βSN
ρclouds
t⋆
, (2.43)
Collecting all the different evolution equations originating from this network of processes results in
evolution equations for the different density components, namely
dρclouds
dt
= −(1 + ASN βSN)
ρclouds
t⋆
+
1 − f
uhot − uclouds
Λnet(ρhot, uhot), (2.44)
dρhot
dt
= (1 + ASN) βSN
ρclouds
t⋆
− 1 − f
uhot − uclouds
Λnet(ρhot, uhot) (2.45)
and
dρ⋆
dt
= (1 − βSN)
ρclouds
t⋆
.. (2.46)
The total energy budget of the considered compound gas volume adds up to
d
dt
(ρhotuhot + ρcloudsuclouds) = −Λnet(ρhot, uhot) + βSN uSN
ρclouds
t⋆
− (1 − βSN) uclouds
ρclouds
t⋆
(2.47)
It can be shown that for a constant uclouds, this equation can be reduced to a term that describes the
evolution of the hot phase temperature over time. This equation is also integrated in the simulation
framework, considering it as an evolution of the hot phase entropic function rather than in its energy
form of
ρhot
duhot
dt
= βSN
ρclouds
t⋆
(uSN + uclouds − uhot) − ASNβSN
ρclouds
t⋆
(uhot − uclouds) − fΛnet(ρhot, uhot) (2.48)
Equations (2.44)-(2.46) and (2.48) form the basic description of the multiphase model for the sub-
resolution statistical treatment of cold clouds in a hot, ambient gas, as described by Springel & Hernquist
(2003a). By selecting appropriate values for the parameters f , βSN, uSN , ASN and t⋆, this model frame-
work can be tuned to accommodate different IMFs and different descriptions of the energy and mass
deposition from core-collapse supernovae.
In the following, the parameter choices for our simulations with star formation are explained. All
simulations presented later in this work rely on this choice of settings, unless explicitly stated otherwise.
As described above, the parameter f can be used to switch between thermally stable and unstable states of
the simulated gas volume corresponding to possible star formation or its suppression, or even to a smooth
transition between these two states. Gas at temperatures where cooling rates are an increasing function
of temperature will not feature the thermally unstable behavior that this model is based on. Looking at
the cooling efficiency function in Figure 2.1, it is obvious that the thermal instability mostly occurs in
ambient gas with temperature in the range of 105 − 106 K. Metal-enriched gas will, due to the increased
emissivity at low temperatures by the larger number of possible line emission processes, feature the
minimum of the cooling rate at somewhat higher temperatures, up to 107 K. In the simulation code, this
knowledge is used to disable the thermal instability term for "hot" ambient gas below temperatures of
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105 K. Further, a density threshold ρth for the instable collapse into cold clouds is introduced, motivated
by the observed threshold density for star formation (Kennicutt 1989).
This density threshold is also used to define a reference point for the scaling of the relations used to
describe further behavior of physics on the multiphase system. Most prominently, the star formation
time scale has been chosen as a Schmidt-type law, linking the star formation time-scale of clouds to the
dynamical time of gas. With
t⋆ = t
0
⋆
(
ρ
ρth
)−1/2
, (2.49)
a new parameter for the star formation efficiency, t0⋆ is used, along with the threshold density for star
formation ρth. In the simulations shown later in this work, this star formation time scale is set to a value
of t0∗ = 2.1 Gyr, in concordance with the findings of Kennicutt (1998) for star forming disks.
Springel & Hernquist (2003a) show that the threshold density for this model treatment can be obtained
based on the assumption that the effective pressure of the multiphase gas is continuous at the onset of the
self-regulating star formation process. As discussed in their work in detail, for an effective gas temper-
ature of 104 K at the threshold density, corresponding to a specific energy u4, the defining equations of
this model require the threshold density to be equal to
ρth =
xth
(1 − xth)2
βSNuSN − (1 − βSN)uc
t0∗Λ
uSN
A0
. (2.50)
Here, xth ≈ 1 − A0u4/uSN is the mass fraction of gas contained in cold clouds at the density threshold,
and Λ = Λnet(ρ, u)ρ−2 is a density independent cooling efficiency of the gas.
For the statistical description of star formation, a fixed Salpeter IMF is used that is neither a function
of time or redshift, nor of the physical parameters of the star forming gas clouds or their surroundings.
For this IMF, a fraction of βSN ≃ 0.10 of the total created stellar matter is formed in stars more massive
than 8M⊙. These massive stars are assumed to run through stellar evolution rapidly in a negligibly small
time interval, such that their mass is instantly returned into the gas phase. Along with the mass, a typical
energy output of 1051 erg per supernova is assumed to be fed back into the surrounding medium to offset
cooling and regulate the star formation rate. With the assumed shape of the initial mass function, this
yields
uSN = 4 × 1048 erg M−1⊙ (1 − βSN) βSN. (2.51)
The rate of cloud evaporation by supernova explosions, A, is also modeled with a simple power-law
dependence, following the arguments of McKee & Ostriker (1977). Again using the threshold density as
a reference point, the cloud mass evaporated per supernova unit mass equals
A(ρ) = A0
(
ρ
ρth
)−4/5
. (2.52)
The parameter A0 closely corresponds to the temperature of the hot, ambient medium. For a choice of
A0 ≈ 1000, equation (2.48) will evolve the specific internal energy uhot towards a value that corresponds
31
The simulation code
10 100 1000
Σgas  [ M  pc-2 ]
-4
-3
-2
-1
0
1
lo
g 
Σ
SF
R
  [ 
M
 yr
-1
 kp
c-2
 ]
Figure 2.2.: Star formation rate per unit area as a function of gas surface density, measured in a simula-
tion using the multiphase gas model with a fiducial choice of the star formation time scale
t0∗ = 2.1 Gyr (dots), compared to the observed global Schmidt-law found by Kennicutt (1998).
(Source: Springel & Hernquist (2003a)).
to Thot >
uSN
A0
= 105 K, thus making sure that the temperature of the hot gas phase is within the regime
where the thermal instability is supposed to be effective.
While some of the parameters of this multiphase model are chosen rather arbitrarily based on plau-
sibility arguments and simplifying assumptions, the results it produces are a good match for known
observational data on the correlation of gas density with star formation rate. Such data is for example
found in Kennicutt (1998), where, based on a large sample of disk galaxies, a ‘global Schmidt law’ for
the correlation between gas surface density and the star formation rate per unit area was found, taking
the form
ΣSFR = (2.5 ± 0.7) × 10−4
(
Σgas
M⊙ pc2
)1.4±0.15 M⊙
yr kpc2
. (2.53)
Figure 2.2 shows a comparison of this observational finding with measurements acquired from a numer-
ical simulation of a compound galaxy consisting of a dark halo and a star-forming gaseous disk, with the
model parameters chosen as described above, taken from Springel & Hernquist (2003a). The multiphase
model gives a good match in amplitude and slope to the observations, and at the same time reproduces the
cut-off for low gas surface densities very well, validating that the multiphase model seems an appropriate
model for the description of star formation.
Note that the multiphase model by itself includes no kinetic feedback of star formation and does not
produce galactic outflows. Yet, galactic super-winds and outflows are observed in many starbursting
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galaxies (Bland-Hawthorn 1995, Dahlem et al. 1997, Frye et al. 2002), and have been the subject of
intense theoretical studies in recent years (Mac Low & Ferrara 1999, Scannapieco et al. 2001). The pro-
cesses that lead to the galactic winds and outflows are still not well understood. It is plausible that the
ejection of gas from the galactic disks is the cumulative result of many coeval supernovae that create
a hot bubble of gas that can break out of the dense interstellar medium and spew its contents into the
halo. The simulation code optionally tries to model these galactic winds in a phenomenological way that
is directly motivated by the observations of Martin (1999), who found that the mass-loss rates in winds
from galactic disks is of the order of the star formation rates, with no clear dependence of the wind speed
on the size of the galaxy.
It therefore is plausible first order approximation to assume that for a given mass of cold gas turning
into stellar matter, a fixed multiple ηw of the latter is ejected from the disk as galactic winds. The energy
that this wind material carries is supplied by the supernova explosions, so can be taken to be proportional
to the feedback energy computed in the multiphase model by a factor of χw. Springel & Hernquist
(2003a) show that using this recipe, one obtains an outflow from the disk with
Ṁwind = ηw Ṁ∗ (2.54)
and a velocity of
vwind =
√
2βSN χw uSN
ηSN(1 − βSN)
. (2.55)
In massive galaxies, these winds can give rise to a “galactic fountain”, where an axial outflow from
the disk eventually falls back to the disk in a planar inflow, because the initial wind speed at the base
is too low to escape from the dark matter potential well. For low-mass halos, where the wind velocity
exceeds the halo escape velocity, the wind model will instead lead to a galactic outflow. Here, metals are
transported from the dense, star forming regions where they are created into intergalactic space, leading
to a metal “pollution” of the formerly pristine intergalactic medium. At the same time, the loss of baryons
to the wind will reduce the long-term star formation rate of the galaxy substantially.
2.5. Summary
As emphasized earlier, the range of physical processes that play an important role in structure formation,
and especially in the formation of luminous objects like galaxies and clusters of galaxies, is very wide
and complex. Our simulation code tries to model the most important and potentially most influential
parts of the relevant physics. In fact, the GADGET-2 code is currently one of the most widely employed
tools for simulating cosmological structure formation. But it is important to not fall victim to the illusion
of a complete understanding. Even though the GADGET-2 code is already sophisticated and advanced,
the physical processes described in its presented implementation are still rather restricted, and perhaps
more importantly, form only a partial selection of the all the physics that may be of crucial importance
in galaxy formation.
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Intense research efforts are therefore being directed towards developing ever better simulation methods
that cover more physics, both in GADGET-2 as well as in other cosmological codes. Examples for such
attempts include the self-consistent inclusion of magnetic fields (Dolag et al. 2005) or the strong ener-
getic feedback that is supposed to originate from active galactic nuclei, i.e. from super-massive black
holes at the center of galaxies that are in the process of accretion. Energy liberated by active quasars
and AGN could have a crucial influence on the dynamics of the intracluster medium in clusters of galax-
ies, or merger events that build up the massive elliptical galaxies that we see today and at high redshift
(Springel et al. 2005a).
My own work in this thesis is very much in line with this general effort to make simulation codes more
faithful in their modelling of astrophysical reality. In the following sections of this work, I will present
my work to simulate the effects of thermal conduction and cosmic ray physics on structure formation,
building up on the simulation prescriptions as presented above. As we will see, these physical processes
have a number of highly interesting effects on galaxy and galaxy cluster formation in the cosmological
context.
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I believe there is no philosophical high-
road in science, with epistemological
signposts. No, we are in a jungle and
find our way by trial and error, building
our road behind us as we proceed.
Max Born
3
Thermal conduction in cosmological SPH
simulations
3.1. Introduction
Clusters of galaxies provide a unique laboratory to study structure formation and the material content
of the Universe, because they are not only the largest virialized systems but are also believed to contain
a fair mixture of cosmic matter. Among the many interesting aspects of cluster physics, their X-ray
emission takes a particularly prominent role. It provides direct information on the thermodynamic state
of the diffuse intracluster gas, which makes up for most of the baryons in clusters.
While the bulk properties of this gas are well understood in terms of the canonical ΛCDM model for
structure formation, there are a number of discrepancies between observations and the results of present
hydrodynamical simulations. A long standing problem is to understand in detail the scaling relations of
observed clusters, which deviate significantly from simple self-similar predictions. In particular, poor
clusters of galaxies seem to contain gas of higher entropy in their centres than expected (Ponman et al.
1999, Lloyd-Davies et al. 2000). This has been interpreted either to be evidence for an entropy injection
due to non-gravitational processes (Loewenstein 2000, Wu et al. 2000, Metzler & Evrard 1994), or as a
sign of the selective removal of low-entropy gas by gas cooling (Voit et al. 2002, Wu & Xue 2002). Both
processes combined could influence the thermodynamic properties of the ICM in a complex interplay
(Tornatore et al. 2003, Borgani et al. 2004).
Another interesting problem occurs for the radial temperature profiles of clusters. Most observed clus-
ters show a nearly isothermal temperature profile, often with a smooth decline in their central parts
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(Allen et al. 2001, Johnstone et al. 2002, Ettori et al. 2002). Nearly isothermal profiles are also ob-
tained in adiabatic simulations of cluster formation (e.g. Frenk et al. 1999). However, clusters in simu-
lations that include dissipation typically show temperature profiles that increase towards the centre (e.g.
Lewis et al. 2000), different from what is observed.
Perhaps the biggest puzzle is that spectroscopic X-ray observations of the centres of clusters of galax-
ies have revealed little evidence for cooling of substantial amounts of gas out of the intracluster medium
(e.g. David et al. 2001), even though this would be expected based on their bolometric X-ray luminos-
ity alone (Fabian 1994). The apparent absence of strong cooling flows in clusters hence indicates the
presence of some heating source for the central intracluster medium. Among the proposed sources are
AGN, buoyant radio bubbles (Churazov et al. 2001, Enßlin & Heinz 2001), feedback processes from star
formation (Bower et al. 2001, Menci & Cavaliere 2000), or acoustic waves (Fujita et al. 2004).
Recently, Narayan & Medvedev (2001) have proposed that thermal conduction may play an important
role for the cooling processes in clusters. The highly ionised hot plasma making up the ICM in rich
clusters of galaxies should be efficient in transporting thermal energy, unless heat diffusion is inhibited
by magnetic fields. If conduction is efficient, then cooling losses in the central part could be offset by a
conductive heat flow from hotter outer parts of clusters, which forms the basis of the conduction idea.
Indeed, using simple hydrostatic cluster models where cooling and conductive heating are assumed
to be locally in equilibrium, Zakamska & Narayan (2003, ZN henceforth) have shown that the central
temperature profiles of a number of clusters can be well reproduced in models with conduction (see also
Fabian et al. 2002, Voigt et al. 2002, Brüggen 2003, Voigt & Fabian 2004). The required conductivities
are typically sub-Spitzer (Medvedev et al. 2003). This suggests that thermal conduction may play an
important role for the thermodynamic properties of the ICM.
On the other hand, it has been frequently argued (Chandran & Cowley 1998, Malyshkin & Kulsrud
2001) that magnetic fields in clusters most likely suppress the effective conductivity to values well below
the Spitzer value for an unmagnetised gas. Note that rotation measurements show that magnetic fields do
exist in clusters (e.g. Vogt & Enßlin 2003). However, little is known about the small-scale field configu-
ration, so that there is room for models with chaotically tangled magnetic fields (Narayan & Medvedev
2001), which may leave a substantial fraction of the Spitzer conductivity intact. The survival of sharp
temperature gradients along cold fronts, as observed by Chandra in several clusters (Markevitch et al.
2000, Vikhlinin et al. 2001, Ettori & Fabian 2000), may require an ordered magnetic field to suppress
conduction. For a more complete review of the effects of magnetic fields on galactic clusters, see
Carilli & Taylor (2002) and references therein.
It is clearly of substantial interest to understand in detail the effects conduction may have on the for-
mation and structure of galaxy clusters. In particular, it is far from clear whether the temperature pro-
file required for a local balance between cooling and conduction can naturally arise during hierarchical
formation of clusters in the ΛCDM cosmology. This question is best addressed with cosmological hy-
drodynamical simulations that fully account for the coupled non-linear dynamics of the gas subject to
radiative cooling and thermal conduction.
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In this chapter, I present the work I did in collaboration with Volker Springel and Klaus Dolag to
develop a new numerical implementation of conduction and include it in a modern TreeSPH code for
structure formation. The final formulation we propose is robust and explicitly conserves thermal energy,
even when individual timesteps for each particle are used.
After examining idealised test problems to validate our implementation of conduction, we apply our
code to realizations of the static cluster models of ZN, investigating in particular, to what degree con-
duction may balance cooling in these clusters, and for how long this approximate equilibrium can be
maintained. We also discuss results for a first set of cosmological simulations of cluster formation. We
here compare simulations that follow only adiabatic gas dynamics, or only cooling and star formation,
with corresponding ones that also include conduction. As we will see, thermal conduction can lead to a
substantial modification of the final thermodynamic properties of rich clusters.
The outline of this chapter is as follows. In Section 2, we discuss the basics of the conduction equation,
and our numerical approach for discretising it in SPH. In Section 3, we show first test runs of conducting
slabs, which we also use to illustrate various issues of numerical stability. We consider isolated clusers
in Section 4, constructed with an initial equilibrium model, while in Section 5 we present a comparison
of results obtained in cosmological simulations of cluster formation. Finally, Setion 6 summarizes and
discusses our findings in this interesting topic.
3.2. Thermal conduction in SPH
3.2.1. The conduction equation
Heat conduction is a transport process for thermal energy, driven by temperature gradients in the con-
ducting medium. Provided the mean free path of particles is small compared to the scale length of the
temperature variation, the local heat flux can be described by
j = −κ∇T, (3.1)
where T (r) gives the temperature field, and κ is the heat conduction coefficient, which may depend on
local properties of the medium. For example, in the case of an astrophysical plasma, we encounter a
strong dependence of κ on the temperature itself.
The rate of temperature change induced by conduction can simply be obtained from conservation of
energy, viz.
ρ
du
dt
= −∇· j, (3.2)
where u is the thermal energy per unit mass, and ρ denotes gas density. Eliminating the heat flux, this
can also be written directly in terms of u, giving the heat conduction equation in the form
du
dt
=
1
ρ
∇·(κ∇T ). (3.3)
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Note that the temperature is typically simply proportional to u, unless the mean particle weight changes in
the relevant temperature regime, for example as a result of a phase transition from neutral gas to ionised
plasma. In the thin astrophysical plasmas we are interested in, the strong temperature dependence of the
Spitzer conductivity (see below) suppresses conduction in low-temperature gas heavily. For all practical
purposes we can set u = kBT/[(γ − 1)µ] = cvT , where µ = 0.588 mp is the mean molecular weight of
a fully ionised gas with the primordial mix of helium and hydrogen, and cv is the heat capacity per unit
mass.
3.2.2. Spitzer conductivity
Spitzer (1962) derived the classical result for the heat conductivity due to electrons in an ionised plasma.
It is given by
κsp = 1.31 neλekB
(
kBTe
me
)1/2
, (3.4)
where ne is the electron density, and λe the electron mean free path. Interestingly, the product neλe
depends only on the electron temperature Te,
λene =
33/2(kBTe)2
4
√
πe4 lnΛ
, (3.5)
provided we neglect the very weak logarithmic dependence of the Coulomb logarithm Λ on electron
density and temperature, which is a good approximation for clusters. We will set lnΛ = 37.8, appropriate
for the plasma in clusters of galaxies (Sarazin 1988). The Spitzer conductivity then shows only a strong
temperature dependence, κsp ∝ T 5/2, and has the value
κsp = 8.2 × 1020
(
kBT
10 keV
)5/2 erg
cm s keV
. (3.6)
Note that the presence of magnetic fields can in principle strongly alter the conductivity. Depending
on the field configuration, it can be suppressed in certain directions, or even in all directions in cases
of certain tangled fields. The field configuration in clusters is not well understood, and it is currently
debated to what degree magnetic fields suppress conduction. We will assume that the modification of the
conductivity can be expressed in terms of an effective conductivity, which we parameterise as a fraction
of the Spitzer conductivity.
Even in the absence of magnetic fields, the Spitzer conductivity can not be expected to apply down
to arbitrarily low plasma densities. Eventually, the scale length of the temperature gradient will become
comparable or smaller than the electron mean free path, at which point the heat flux will saturate, with
no further increase when the temperature gradient is increased (Cowie & McKee 1977). This maximum
heat flux jsat is given by
jsat ≃ 0.4 nekBT
(
2kBT
πme
)1/2
. (3.7)
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In order to have a smooth transition between the Spitzer regime and the saturated regime, we limit the
conductive heat flux by defining an effective conductivity (Sarazin 1988) in the form
κeff =
κsp
1 + 4.2 λe/lT
. (3.8)
Here lT ≡ T/|∇T | is the characteristic length-scale of the temperature gradient.
3.2.3. SPH formulation of conduction
At first sight, equation (3.3) appears to be comparatively easy to solve numerically. After all, the time
evolution generated by the diffusion equation smoothes out initial temperature variations, suggesting that
it should be quite ‘forgiving’ to noise in the discretisation scheme, which should simply also be smoothed
out.
In practice, however, there are two problems that make it surprisingly difficult to obtain stable and
robust implementations of the conduction equation in cosmological codes. The first has to do with the
presence of second derivatives in equation (3.3), which in standard SPH kernel-interpolants can be noisy
and sensitive to particle disorder, as mentioned earlier. The second is that an explicit time integration
method can easily lead to an unstable integration if large local gradients arise due to noise. We will
discuss our approaches to solve these two problems in turn.
A simple discretisation of the conduction equation in SPH can be obtained by first estimating the heat
flux for each particle applying standard kernel interpolation methods, and then estimating the diver-
gence in a second step. However, this method has been shown to be quite sensitive to particle disorder
(Brookshaw 1985), which can be traced to the effective double-differentiation of the SPH-kernel. In ad-
dition, this method has the practical disadvantage that an intermediate result, the heat flux vectors, need
to be computed and stored in a separate SPH-loop.
It is hence advantageous to use a simpler SPH discretisation of the Laplace operator, which should ide-
ally involve only first order derivatives of the smoothing kernel. Such a discretisation has been proposed
before (Brookshaw 1985, Monaghan 1992), and we here give a brief derivation of it in three dimensions.
For a well-behaved field Y(x), we can consider a Taylor-series approximation for Y(x j) in the proximity
of Y(xi), e.g.
Y(x j) − Y(xi) = ∇Y
∣
∣
∣
∣
∣
xi
· (x j − xi) +
1
2
∑
sk
∂2Y
∂xs∂xk
∣
∣
∣
∣
∣
xi
(x j − xi)s(x j − xi)k +
O(x j − xi)3. (3.9)
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Neglecting terms of third and higher orders, we multiply this with
(x j − xi)∇iW(x j − xi)
|x j − xi|2
, (3.10)
where W(x) = W(|x|) is the SPH smoothing kernel. Note that we choose this kernel to be spherically
symmetric and normalised to unity. The expression in equation (3.10) is well behaved for x j → xi under
these conditions. Introducing the notations xi j = x j − xi and Wi j = W(x j − xi), we integrate over all x j
and note that
∫
xi j
xi j∇iWi j
|xi j|2
d3x j = 0, (3.11)
∫
(xi j)s(xi j)k
xi j∇iWi j
|xi j|2
d3x j = δsk. (3.12)
So the term linear in ∇Y drops out, and the terms involving off-diagonal elements of the Hesse matrix
of Y vanish, so that the sum over the second order term simply reduces to ∇2Y . We hence end up with
∇
2Y
∣
∣
∣
∣
∣
xi
= −2
∫
Y(x j) − Y(xi)
|xi j|2
xi j∇iWi j d
3x j. (3.13)
This analytical approximation of the Laplacian can be easily translated into an SPH kernel interpolant.
To this end, we can replace the integral by a sum over all particles indexed by j, and substitute the volume
element d3x j by its discrete SPH analogue m j/ρ j. The values of the field Y(x) at the particle coordinates
can be either taken as the value of the intrinsic particle property that is evolved, Y(xi) = Yi, or as a kernel
interpolant of these values, Y(xi) = 〈Yi〉, where for example
〈Yi〉 =
∑
j
Y j
m j
ρ j
W(xi j). (3.14)
We then end up with a discrete SPH approximation of the Laplace operator in the form
∇
2Y
∣
∣
∣
∣
∣
i
= −2
∑
j
m j
ρ j
Y j − Yi
|xi j|2
xi j∇iWi j. (3.15)
We now consider how this can be applied to the thermal conduction problem, where the conductivity
may also show a spatial variation. Using the identity
∇ (κ∇T ) =
1
2
[
∇
2(κT ) − T∇2κ + κ∇2T
]
, (3.16)
we can use our result from equation (3.15) to write down a discretised form of equation (3.3):
dui
dt
=
∑
j
m j
ρiρ j
(κ j + κi) (T j − Ti)
|xi j|2
xi j∇iWi j. (3.17)
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This form is antisymmetric in the particles i and j, and the energy exchange is always balanced on a
pairwise basis, i.e. conservation of thermal energy is manifest. Also, it is easy to see that the total entropy
can only increase, and that heat always flows from higher to lower temperature.
The conductivities κi and κ j in equation (3.17) are effectively arithmetically averaged. As proposed by
Cleary & Monaghan (1999), the numerical behaviour of the conduction can be improved by replacing
this arithmetic mean the harmonic mean.
κi + κ j
2
7→ κi j =
2κiκ j
κi + κ j
(3.18)
They showed that this ensures a continuous heat flux even in cases when the heat conductivity exhibits
a discontinuity, as for example along the interface between different phases. It is clear then that this
modification should also behave better when the conductivity changes extremely rapidly on small scales,
as it can happen for example in ICM gas when cool particles get into direct contact with comparatively
hot neighbours. Indeed, we found this symmetrisation to give numerically more robust behaviour, partic-
ularly in simulations that in addition to heat conduction also were subject to radiative cooling. Note that
since we have min(κi, κ j) ≤ 2κiκ j/(κi + κ j) ≤ 2 min(κi, κ j), the Cleary & Monaghan average stays always
close to the smaller of the two conductivities involved, to within a factor of two.
3.2.4. Numerical implementation details
We have implemented heat conduction in a new version of the massively parallel TreeSPH-code GAD-
GET (Springel et al. 2001), which is a general purpose code for cosmological structure formation. As
discussed in chapter 2. the present version, GADGET-2, uses the ‘entropy formulation’ of SPH proposed
by Springel & Hernquist (2002) which conserves both energy and entropy (in regions without shocks)
for fully adaptive smoothing lengths. In this formulation, an entropic function
A = (γ − 1) u
ργ−1
(3.19)
is evolved as independent variable for each particle, instead of the thermal energy per unit mass.
For consistency with this formalism, we need to express the heat conduction equation in terms of
entropy. This is easily accomplished in an isochoric approximation, noting that the temperature can be
expressed as T = µ/kB Aργ−1, where µ is the mean molecular weight. This results in
dAi
dt
=
2µ
kB
γ − 1
ρ
γ−1
i
∑
j
m jκi j
ρiρ j









A j
ρ
1−γ
j
− Ai
ρ
1−γ
i









xi j∇iWi j
|xi j|2
. (3.20)
One problematic aspect of the heat conduction equation is that small-scale numerical noise in the
temperature field can generate comparatively large heat flows, simply because this noise can involve
small-scale gradients of sizable magnitude. Since we are using an explicit time integration scheme for the
hydrodynamical evolution, this immediately raises the danger of instabilities in the integration. Unless
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extremely small timesteps or an implicit integration scheme are used, the energy exchange between
two particles due to a small-scale temperature difference can become so large that the explicit time
integration “overshoots”, thereby potentially reversing the sign of the temperature difference between the
two particles in conductive contact. This is not only incorrect, but makes it possible for the temperature
differences to grow quickly in an oscillatory fashion, causing an instable behaviour of the integration.
We have found that a good method to avoid this problem is to use a kernel interpolant for the tem-
perature field (or entropy field) in the discretisation of the heat conduction equation (3.20), instead of
the individual particle temperature values themselves. The interpolant represents a smoothed version of
the noisy sampling of the temperature field provided by the particle values, so that on the scale of the
SPH smoothing length, small-scale noise in the heat flux is strongly suppressed. Particles will still try
to equilibrate their temperatures even within the smoothing radius of each particle, but this will happen
at a damped rate. Heat-conduction due to temperature gradients on larger scales is unaffected however.
In a later section of this work, we will explicitly demonstrate how this improves the stability of the time
integration, particularly when individual and adaptive timesteps are used.
For definiteness, the interpolant we use is a smoothed version Ai of the entropy, defined by
ρ
γ
i
Ai =
∑
j
m jρ
(γ−1)
j
A jWi j. (3.21)
We replace Ai and/or A j on the right-hand-side of equation (3.20) with the interpolants Ai and A j. Note
that the weighting by ρ(γ−1) ensures that we obtain a value of A that corresponds to a smoothed tempera-
ture field, as required since conduction is driven by gradients in temperature and not entropy. However,
the density values need to be already known to evaluate this interpolant. An additional SPH loop is
required, causing quite a bit of computational overhead. This could in principle be avoided by dropping
the density weighting in equation (3.21) is dropped. According to our tests, this appears to be sufficiently
accurate in most situations.
Although we use the SPH interpolant for the entropy values in equation (3.20), we still compute the
values for the particle conductivity κ based on the intrinsic particle temperature and not on its smoothed
counterpart.
The above formulation manifestly conserves thermal energy, in synchronous time stepping schemes.
This property may get lost when individual and adaptive time steps are used, where for a given system
step only a subset of the particles is evolved. In this case, having only one particle of an interacting
couple active at a given integration step in the simulation could lead to a one-sided head conduction,
causing a violation of energy conservation. While most of the resulting energy imbalance will only
be a temporary fluctuation that will be compensated as soon as the ‘inactive’ particle in the pair is
evolved, the very strong temperature dependence of the conductivity may produce sizable errors in this
situation, particularly when coarse timestepping is used. We therefore decided to implement an explicitly
conservative scheme for the heat exchange, even when adaptive and individual timesteps are used.
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Figure 3.1.: Time evolution of the temperature profile of two slabs of solid material, brought in contact with
each other at t = 0 along the z = 50 cm plane, with an initial difference of thermal energy
per unit mass of ∆u = 1000 erg g−1. Crosses mark numerical results, and the solid line is the
analytic solution of the heat conduction equation.
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To this end, we define a pairwise exchange of heat energy as
Ei j ≡
2µ
kB
mim jκi j
ρiρ j









A j
ρ
1−γ
j
− Ai
ρ
1−γ
i









xi j∇iWi j
|xi j|2
. (3.22)
A simple translation into a finite difference scheme for the time evolution would then be
miu
′
i = miui + ∆ti
∑
j
Ei j, (3.23)
where u′
i
and ui could also be expressed in terms of the corresponding entropy values A′i and Ai. For
individual and variable timesteps, only a subfraction of particles will be ‘active’ in the current system
timestep. These particles have individual timesteps ∆ti, while the ‘inactive’ particles can be formally as-
signed ∆ti = 0 for the step. Equation (3.23) then clearly does not guarantee detailed energy conservation
in each system step.
We recover this property in the following way. We update the energy of particles according to
miu
′
i = miui +
1
2
∑
jk
∆t j(δi j − δik)E jk (3.24)
in each system step. In practice, the double-sum on the right hand side can be simply computed using the
usual SPH loop for active particles. Each interacting pair found in the neighbour search for active particle
i is simply used to change the thermal energy of particle i by ∆tiEi j/2, and that of the neighbouring
particle j by −∆tiEi j/2 as well. Note that if particle j is active, it carries out a neighbour search itself and
will find i itself, so that the total energy change of i due to the presence of j is given by (∆ti + ∆t j)Ei j/2.
Energy is conserved by construction in this scheme, independent of the values if individual timesteps of
particles. If all particles have equal steps, equation (3.24) is identical to the form of (3.23). As before, in
our SPH implementation we convert the final thermal energy change to a corresponding entropy change.
These entropy changes are applied instantaneously for all particles at the end of one system step, so that
even particles that are inactive at the current system step may have their entropy changed by conduction.
The resulting low order of the time integration scheme is sufficient for the diffusion equation.
If conduction is so strong that the timescale of conductive redistribution of thermal energy is short
compared to relevant dynamical timescales of the gas, the usual hydrodynamic timestep selected by
the code based on the Courant-criterion may become too coarse to follow conduction accurately. We
therefore introduce an additional timestep criterion in simulations that follow thermal conduction. To
this end, we limit the maximum allowed timestep to some prescribed fraction of the conduction time
scale, A/|Ȧcond|, namely
∆tcond = α ×
A
|Ȧcond|
, (3.25)
where α is a dimensionless accuracy parameter. In our simulations, we typically employed a value of
α = 0.25, which has provided good enough accuracy at a moderate cost of CPU time.
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Finally, in order to account for a possible limitation of conduction by saturation, we compute the
gradient of the (smoothed) temperature field in the usual SPH fashion, and then use it to compute lT and
the saturation-limited conductivity based on equation (3.8).
3.3. Illustrative test problems
In this section, we verify our numerical implementation of thermal conduction with a number of sim-
ple test problems that have known analytic solutions. We will also investigate the robustness of our
formulation with respect to particle disorder, and (initial) noise in the temperature field.
3.3.1. Conduction in a one-dimensional problem
We first consider two solid slabs with different initial temperatures, brought into contact with each other
at time t = 0. The slabs were realized as a lattice of SPH particles, with dimensions 100 × 10 × 10,
and an equidistant particle-spacing of 1 cm. To avoid perturbations of the 1D-symmetry, the simulation
volume was taken to be periodic along the two short axes, while kept non-periodic along the long axis,
allowing us to study surface effects, if present, on the sides of the slabs that are not in contact. Note
that the test was carried out with our 3D code. All particle velocities were set to zero initially, and
kept at this value to mimic a solid body. The thermal conductivity was set to a value corresponding to
α = κ/(cvρ) = 1 cm2 s−1 throughout both materials, independent of temperature.
In Figure 3.1, we compare the time evolution of our numerical results for this test with the analytical
solution of the same problem, which is given by
u(z, t) = u0 +
∆u
2
erf
(
z − zm√
4αt
)
, (3.26)
where zm gives the position of the initial difference of size ∆u in thermal energy, and u0 is the mean
thermal energy. We see that the numerical solution tracks the analytic result very nicely.
We have also repeated the test for a particle configuration corresponding to a ‘glass’ (White 1996), with
equally good results. For a Poisson distribution of particles, we noted however a small reduction in the
speed of conduction when a small number of neighbours of 32 is used. Apparently, here the large density
fluctuations due to the Poisson process combined with the smallness of the number of neighbours leads to
somewhat poor coupling between the particles. This effect goes away for larger numbers of neighbours,
as expected. Note however that in practice, due to the pressure forces in a gas, the typical configuration
of tracer particles is much more akin to a glass than to a Poisson distribution.
Next, we examine how robust our formulation is with respect to small-scale noise in the temperature
field. To this end, we repeat the above test using the glass configuration, but we perturb the initial
thermal energies randomly with fluctuations at an rms-level of σ = 80 erg g−1. Further, we increase the
maximum timestep allowed for particles to ∆t = 1.0 s.
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Figure 3.2.: Comparison of the numerical stability of the SPH discretisation scheme when different formula-
tions for the conduction equation (3.22) are used. The top left panel shows the initial conditions
for the simple conduction problem considered in Fig. 3.1, but perturbed with artificial Gaussian
noise in the temperature field. The top right panel shows the evolved state after 5 sec when
formulation (A) is employed, where the individual particle temperatures are used directly. The
lower left panel compares this with formulation (B), where the temperatures on the right hand-
side of equation (3.22) are taken to be kernel interpolants of the temperature field. Finally, the
bottom right panel gives the result for formulation (C), which represents a mixed scheme that
uses both the individual temperatures of particles, and the smoothed temperature field. This
scheme proves to be the most robust against local noise, which is quickly damped away.
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We discussed previously that we can either use the particle values of the temperatures (or entropy) in
the right-hand-side of equation (3.22), or kernel interpolants thereof. Here we compare the following
different choices with each other:
(A) Basic formulation: Use particle values Ai and A j.
(B) Smoothed formulation: Use Ai and A j.
(C) Mixed formulation: Use Ai and A j.
The mixed formulation (C) may at first seem problematic, because its pair-wise antisymmetry is not
manifest. However, since we use equation (3.24) to exchange heat between particles, conservation of
thermal energy is ensured also in this case. When all particles have equal timesteps, formulation (C)
would correspond to an arithmetic average of (A) and (B).
In Figure 3.2, we compare the result obtained for these three formulations after a simulation time
of 5 sec. The artificially perturbed initial conditions are shown in the top left panel. Interestingly,
while all three different formulations are able to recover the analytic solution in the mean, they show
qualitatively different behaviour with respect to the imprinted noise. When the intrinsic particle values
for the temperatures are used (top right panel), very large pair-wise gradients on small scales occur that
induce large heat exchanges. As a result, the particles oscillate around the mean, maintaining a certain
rms-scatter which does not reduce with time, i.e. an efficient relaxation to the medium temperature does
not occur. Note that the absolute size of the scatter is larger in the hot part of the slab. This is a result
of the timestep criterion (3.25), which manages to hedge the rms-noise to something of order ∼ αT .
Reducing the timestep parameter α can thus improve the behaviour, while simultaneously increasing the
computational cost significantly. For coarse timestepping (or high conductivities) the integration with
this method can easily become unstable.
Formulation (B), which uses the smoothed kernel-interpolated temperature field for both particles in
each pair, does significantly better in this respect (bottom left panel). However, the particle temperatures
only very slowly approach the local mean value and hence the analytical solution in this case. This
is because the smoothing here is quite efficient in eliminating the small-scale noise, meaning that a
deviation of an individual particle’s temperature from the local mean is decaying only very slowly.
The mixed formulation (C), shown in the bottom right, obviously shows the best behaviour in this test.
It suppresses noise quickly, matches the analytical solution very well, and allows the largest timesteps of
all schemes we tested. In this formulation, particles which have a large deviation from the local average
temperature try to equalise this difference quickly, while a particle that is already close to the mean is not
‘pulled away’ by neighbours that have large deviations. Apparently, this leads to better behaviour than
for schemes (A) and (B), particularly when individual timesteps are used. We hence choose formulation
(C) as our default method.
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Figure 3.3.: Time evolution of the temperature field in an elementary three-dimensional conduction prob-
lem, displayed at two different times. We here consider the spreading of a narrow Gaussian
temperature profile, which corresponds to the Green’s function of the conduction problem for
constant conductivity. Dots show the specific energies of individual simulation particles, while
the solid line marks the analytical result. Relative deviations are shown in the lower panels. The
numerical result maintains the Gaussian profile very well at all times. At early times, when the
profile is sampled with few particles, a small reduction in the effective speed of conduction is
seen, which however becomes increasingly unimportant at later times.
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3.3.2. Conduction in a three-dimensional problem
As a simple test of conduction in an intrinsically three-dimensional problem, we consider the temporal
evolution of a point-like thermal energy perturbation. The time evolution of an initial δ-function is given
by the three-dimensional Green’s function for the conduction problem,
G(x, y, z, t) =
1
(4παt)3/2
exp
(
− x
2 + y2 + z2
4αt
)
, (3.27)
where cv = u/T is the heat capacity. We again consider a solid material, realized with a glass config-
uration of 503 simulation particles with a mass of 1 g each and a mean particle spacing of 1 cm. We
choose a conductivity of κcv = 1 cm2 s−1, as before. We give the material a specific energy per unit mass
of u0 = 1000 erg g−1, and add a perturbation of 10000.0 erg cm3 g−1 × G(x, y, z, t0 = 10 sec). These
initial conditions correspond to a δ-function perturbation that has already evolved for a brief period; this
should largely eliminate timing offsets that would arise in the later evolution if we let the intrinsic SPH
smoothing wash out a true initial δ-function.
Figure 3.3 shows the specific energy profile after evolving the conduction problem for an additional 10
or 20 seconds, respectively. In the two bottom panels, we show the relative deviation from the analytic
solution. Given that quite coarse timestepping was used for this problem (about ∼ 32 timesteps for 20
sec), the match between the theoretical and numerical solutions is quite good. Even at a radial distance
of 20 cm, where the Gaussian profile has dropped to less than one hundredth of its central amplitude,
relative deviations are at around 10 percent for t = 20 sec and below 3 percent at t = 30 sec. Note
however that at all times the numerical solution maintains a nice Gaussian shape so that the deviations
can be interpreted as a small modification in the effective conductivity. We then see that at late times,
when the temperature gradients are resolved by more particles, the SPH estimate of the conductivity
becomes ever more accurate.
3.4. Spherical models for clusters of galaxies
Observed temperature profiles of clusters of galaxies are often characterised by a central decline of
temperature, while otherwise appearing fairly isothermal over the measurable radial range. Provided
the conductivity is non-negligible, there should hence be a conductive heat flux into the inner parts,
which would then counteract central cooling losses. Motivated by this observation, Zakamska & Narayan
(2003) (ZN henceforth) have constructed simple analytic models for the structure of clusters, invoking as
a key assumption a local equilibrium between conduction and cooling. Combined with the assumption
of hydrostatic equilibrium and spherical symmetry, they were able to quite successfully reproduce the
temperature profiles of a number of observed clusters.
We here use the model of ZN as a test-bed to check the validity of our conduction modelling in a
realistic cosmological situation. In addition, the question for how long the ZN solution can be maintained
is of immediate interest, and we address this with our simulations of spherical clusters as well.
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For definiteness, we briefly summarise the method of ZN for constructing a cluster equilibrium model.
The cluster is assumed to be spherically symmetric, with the gas of density ρ(r) and pressure P(r) being
in hydrostatic equilibrium, i.e.
1
ρ
dP
dr
= −dΦ
dr
, (3.28)
where the gravitational potential Φ is given by
1
r2
d
dr
(
r2
dΦ
dr
)
= 4πG (ρDM + ρ) . (3.29)
The dark matter density ρDM(r) is described by a standard NFW (Navarro, Frenk & White 1996) halo,
optionally modified by ZN with the introduction of a small softened dark matter core. The structure of
the dark halo can then be fully specified by the virial radius r200, defined as the radius enclosing a mean
overdensity of 200 with respect to the critical density, and a scale length rs.
The radial heat flux F due to electron conduction is given by
F = −κdT
dr
, (3.30)
where the conductivity κ is taken to be a constant fraction of the Spitzer value. In order to balance local
cooling losses, we require
1
r2
d
dr
(
r2F
)
= − j, (3.31)
where j is describing the local gas cooling rate. If cooling is dominated by thermal bremsstrahlung, j
can be approximated as
j = 2.1 × 10−27n2e T 1/2 ergs cm−3s−1. (3.32)
The electron number density ne herein correlates with the gas density ρ and depends on the hydrogen
mass fraction X we assume for the primordial matter. With a proton mass of mp, it equals ne = ρ(X +
1)/(2mp). Following ZN, we use this simplification in setting up our cluster models.
Equations (3.28) to (3.32) form a system of differential equations that can be integrated from inside
out once appropriate boundary conditions are specified. We adopt the values for central gas density and
temperature, total dark matter mass, and scale radius determined by ZN for the cluster A2390 such that
the resulting temperature profile matches the observed one well in the range 0 ≤ r ≤ Rout, where Rout
was taken to be 2 rs.
Integrating the system of equations out to Rout, we obtain a result that very well matches that reported
by ZN. However, we also need to specify the structure of the cluster in its outer parts in order to be able to
simulate it as an isolated system. ZN simply assumed this part to be isothermal at the temperature Tout =
T (Rout), thereby implicitly assuming that the equilibrium condition between cooling and conduction
invoked for the inner parts is not valid any more. It is a bit unclear why such a sudden transition should
occur, but the alternative assumption, that equation (3.31) holds out to the virial radius, clearly leads
to an unrealistic global temperature profile. In this case, the temperature would have to monotonically
increase out to the outermost radius. Also, since the cumulative radiative losses out to a radius r have to
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Figure 3.4.: Local cooling (solid line) and conductive heating rates (dotted line) as a function of radius in
our model for the cluster A2390, after a time of t = 0.15 Gyr. It is seen that both energy transfer
rates cancel each other with reasonable accuracy.
be balanced by a conductive heat flux of equal magnitude at that radius, the heat flux also monotonically
increases, such that all the energy radiated by the cluster would have to be supplied to the cluster at the
virial radius.
We nevertheless examined both approaches, i.e. we construct cluster models where we solve equations
(3.28)-(3.32) for the whole cluster out to a radius of r200, and secondly, we construct initial conditions
where we follow ZN by truncating the solution at 2 rs, continuing into the outer parts with an isothermal
solution that is obtained by dropping equations (3.30) and (3.31). Since conduction may still be important
at radii somewhat larger than 2 rs, these two models may hence be viewed as bracketing the expected
real behaviour of the cluster in a model where cooling is balanced by conduction.
For the plasma conductivity, we assumed a value of 0.3 κsp, as proposed by ZN in their best-fit solution
for A2390. Note that this value implies that a certain degree of suppression of conduction by magnetic
fields is present, but that this effect is (perhaps optimistically) weak, corresponding to what is expected
for chaotically tangled magnetic fields (Narayan & Medvedev 2001).
Having obtained a solution for the static cluster model, we realized it as 3D initial conditions for
GADGET. We used 2 × 105 gas particles with a total baryonic mass of around 8.6 × 1014 M⊙. For
simplicity, we described the NFW dark matter halo of mass 2.4 × 1015 M⊙ as a static potential. We
then simulated the evolution of the gas subject to self-gravity (with a gravitational softening length of
3 kpc), radiative cooling, and thermal conduction, but without allowing for star formation and associated
feedback processes.
51
Thermal conduction in cosmological SPH simulations
0.01 0.10 1.00
R [ Mpc ]
107
108
T
g
as
 [
 K
 ]
A2390
initial state
cool+cond
cool
0.01 0.10 1.00
R [ Mpc ]
1010
1011
1012
1013
M
(R
) 
[ 
M
O •
 ]
A2390
initial state
cool+cond
cool
Figure 3.5.: Temperature profile (left) and cumulative mass profile (right) of our model for the cluster A2390,
after a simulated time of 0.6 Gyr. We compare simulations with (triangles) and without (dia-
monds) thermal conduction using a conductivity of 0.3 κsp. It is seen that without conduction,
the inner regions of the cluster cool down significantly, causing mass to sink towards the centre
as central pressure support is partially lost. If thermal conduction is included, the central cooling
losses are offset by conductive heating from outer regions, preventing any significant change of
the baryonic mass profile. In fact, in this case we even observe a slow secular evolution towards
higher temperature in the inner parts.
By construction, we expect that thermal conduction will be able to offset radiative cooling for these
initial conditions, at least for some time. This can be verified in Figure 3.4, where we plot the local cool-
ing rate and conductive heating rate as a function of radius. Indeed, at time 0.15 Gyr, after a brief initial
relaxation period, the two energy transfer rates exhibit the same magnitude and cancel each other with
good accuracy. This represents a nice validation of our numerical implementation of thermal conduction
with the temperature-dependent Spitzer-rate.
As the simulation continues, we see that the core temperature of the cluster slowly drifts to somewhat
higher temperature. A secular evolution of some kind is probably unavoidable, since the balance between
cooling and conductive heating cannot be perfectly static. The cluster of course still loses all the energy it
radiates, which eventually must give rise to a slow quasi-static inflow of gas, and a corresponding change
of the inner structure of the cluster. Because of the different temperature dependences of cooling and
conductive heating, it is also not clear that the balance between cooling and conductive heating represents
a stable dynamical state. While a stability analysis by ZN and Kim & Narayan (2003) suggests that
thermal instability is sufficiently suppressed in models with conduction, Soker (2003) argues that local
perturbations in the cooling flow region will grow to the non-linear regime rather quickly and that a
steady solution with a constant heat conduction may therefore not exist.
In any case, it is clear that the inclusion of conduction strongly reduces central mass drop out due to
cooling. This is demonstrated explicitly in Figure 3.5, where we show the temperature and cumulative
baryonic mass profiles of the cluster after a time of 0.6 Gyr. We compare these profiles also to an identical
simulation where conduction was not included. Unlike the conduction run, this cooling-only simulation
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shows a very substantial modification of its temperature profile in the inner parts, where the core region
inside ∼ 0.1 Mpc becomes much colder than the initial state. We can also see that the cooling-only
simulation has seen substantial baryonic inflow as a result of central mass drop-out. Within 0.6 Gyr, the
baryonic mass enclosed in a sphere with radius 50 kpc has increased by 86 percent in this simulation,
clearly forming a cooling flow. This contrasts strongly with the run that includes conduction, where
beyond a cental distance of ∼ 0.02 Mpc, there is no significant difference in the cumulative mass profile
between t = 0 and t = 0.6 Gyr.
We also checked that runs with a reduced conductivity show a likewise reduced effect, suppressing the
core cooling and matter inflow to a lesser extent than with our default model with 0.3 κsp.
Finally, we note that the results discussed here are quite insensitive to whether we set-up the initial
conditions with an isothermal outer part, or whether we continue the equilibrium solution to the virial
radius. There is only a small difference in the long term evolution of the solution.
The model presented here helps us to verify the robustness of our conduction implementation when a
temperature dependent conductivity is used, but it does not account for the time dependence of conduc-
tion expected in the cosmological context. The static, spherically symmetric construction does not reflect
the hierarchical growth of clusters that is a central element of currently favoured cosmologies. To be able
to make reliable statements about the effects of thermal conduction on galaxy clusters, one therefore has
to trace their evolution from high redshift to the present, which is best done in full cosmological simu-
lations. Here, the hierarchical growth of clusters implies that the conductivity is becoming low early on,
when the ICM temperature is low, and becomes only large at late times when the cluster forms.
3.5. Cosmological cluster simulations
In this section, we apply our new numerical scheme for the treatment of thermal conduction in fully
self-consistent cosmological simulations of cluster formation. We will in particular compare the results
of simulations with and without conduction, both for runs that follow only adiabatic gas-dynamics, and
runs that also include radiative cooling of gas. While it is beyond the scope of this work to present a
comprehensive analysis of the effects of conduction in cosmological simulations, we here want to inves-
tigate a set of small fiducial runs in order to further validate the stability of our method for real-world
applications, and secondly, to give a first flavour of the expected effects of conduction in simulated clus-
ters. A more detailed analysis of cosmological implications of conduction is presented in a companion
study (Dolag et al. 2004a).
We focus on a single cluster, extracted from the ‘GIF’ simulation (Kauffmann et al. 1999) of theΛCDM
model, and resimulated using the “zoomed initial conditions” technique (Tormen et al. 1997). To this
end, the particles that make up the cluster at the present time are traced back to their original coordinates
in the initial conditions. The Lagrangian region of the cluster identified in this way is then resampled
with particles of smaller mass, and additional small-scale perturbations from the CDM power spectrum
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Figure 3.6.: Projections of mass-weighted temperature for our cluster simulations at z = 0.13. From the top
to the bottom row, we show the same cluster but simulated with different physics: Adiabatic
gasdynamics only, adiabatic plus thermal conduction, radiative cooling and star formation, and
finally, cooling, star formation and conduction. Each panel displays the gas contained in a box
of side-length 8.6 Mpc centred on the cluster. Full Spitzer conductivity was assumed.
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Figure 3.7.: Projections of X-ray emissivity for the cluster simulations presented in figure 3.6.
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Figure 3.8.: Projections of gas mass density for the cluster simulations presented in figure 3.6.
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Figure 3.9.: Cumulative baryonic mass profile (top left), temperature profile (top right) and the resulting X-
ray emissivity profile (bottom) of the simulated cluster at z = 0.13. In each panel, we compare
the same cluster simulation run with different physical models for the gas: Adiabatic gasdy-
namics only, adiabatic plus thermal conduction, radiative cooling and star formation without
conduction, and finally, cooling, star formation and conduction. For the models including con-
duction, full Spitzer conductivity was assumed. Note that the X-ray emissivity is plotted such
that the area under the curve is proportional to the total bolometric X-ray luminosity.
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are added appropriately. Far away from the cluster, the resolution is progressively degraded by using
particles of ever larger mass.
The cluster we selected has a virial mass of 1.1×1015 M⊙. It is the same cluster considered in the high-
resolution study of Springel et al. (2001), with our mass resolution corresponding to their S1 simulation,
except that we split each of the ∼ 450000 high resolution dark matter particles into a gas and a dark matter
particle (assuming Ωb = 0.04), yielding a gas mass resolution of 8.4× 109 M⊙. The boundary region was
sampled with an additional 3 million dark matter particles. We then evolved the cluster forward in time
from a starting redshift z = 30 to the present, z = 0, using a comoving gravitational softening length of
20 kpc.
We consider 4 different simulations of the cluster, each with different physical models for the gas:
(1) Adiabatic gasdynamics only, (2) adiabatic gas and conduction, (3) radiative cooling and star formation
without conduction, and finally, (4) radiative cooling, star formation and conduction. The simulations
with cooling and star formation use the sub-resolution model of Springel & Hernquist (2003a) for the
multi-phase structure of the ISM (without including the optional feedback by galactic winds offered by
the model). In the two runs with conduction, we adopt the full Spitzer rate for the conductivity. While
this value is unrealistically large for magnetised clusters, it serves our purpose here in highlighting the
effects of conduction, given also that our cluster is not particularly hot, so that effects of conductivity can
be expected to be weaker than in very rich clusters.
In Figure 3.8, we show projections of the mass-weighted temperature, X-ray emissivity, and gas mass
density for all four simulations. Each panel displays the gas contained in a box of side-length 8.6 Mpc
centred on the cluster. Comparing the simulations with and without conduction, it is nicely seen how
conduction tends to wipe out small-scale temperature fluctuations. It is also seen that the outer parts of
the cluster become hotter when conduction is included.
These trends are also borne out quantitatively when studying radial profiles of cluster properties in more
detail. In Figure 3.9, we compare the cumulative baryonic mass profile, the temperature profile, and the
radial profile of X-ray emission for all four simulations. Note that the innermost bins, for R < 30 kpc,
may be affected by numerical resolution effects. Interestingly, the temperature profiles of the runs with
conduction are close to being perfectly isothermal in the inner parts of the cluster. While this does not
represent a large change for the adiabatic simulation, which is close to isothermal anyway, the simulation
with radiative cooling is changed significantly. Without conduction, the radiative run actually shows a
pronounced rise in the temperature profile in the range of 100 − 200 kpc, as a result of compressional
heating when gas flows in to replace gas that is cooling out of the ICM in a cooling flow. Only in the
innermost regions, where cooling becomes rapid, we see a distinct drop of the temperature. Interestingly,
conduction eliminates this feature in the temperature profile, by transporting the corresponding heat
energy from the maximum both to parts of the cluster further out and to the innermost parts. The latter
effect is probably small, however, because a smooth decline in the temperature profile in the inner parts
of the cluster, as present in the ZN model, does not appear in the simulation. As a consequence, a strong
conductive heat flow from outside to inside cannot develop.
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Conduction may also induce changes in the X-ray emission of the clusters, which we show in the
bottom panel of Figure 3.9. Interestingly, the inclusion of conduction in the adiabatic simulation has a
negligible effect on the X-ray luminosity. This is because in contrast to previous suggestions (Loeb 2002),
the cluster does not lose a significant fraction of its thermal energy content to the outside intergalactic
medium, and the changes in the relevant part of the gas and temperature profile are rather modest. We do
note however that the redistribution of thermal energy within the cluster leads to a substantial increase of
the temperature of the outer parts of the cluster.
For the simulations with cooling, the changes of the X-ray properties are more significant. Interestingly,
we find that allowing for thermal conduction leads to a net increase of the bolometric luminosity of our
simulated cluster. The panel with the cumulative baryon mass profile reveals that conduction is also
ineffective in significantly suppressing the condensation of mass in the core regions of the cluster. In
fact, it may even lead to the opposite effect. We think this behaviour simply occurs because a temperature
profile with a smooth decline towards the centre, which would allow the conductive heating of this part
of the cluster, is not forming in the simulation. Instead, the conductive heat flux is pointing primarily
from the inside to the outside, which may then be viewed as an additional “cooling” process for the inner
cluster regions.
It is interesting to note that in spite of the structural effects that thermal conduction has on the ICM of
the cluster, it does not affect its star formation history significantly. In the two simulations that include
cooling and star formation, the stellar component of the mass profile (Figure 3.9) does not show any
sizeable difference between the run including thermal conduction and the one without it. This does not
come as surprise as 90% of the stellar content of the cluster has formed before a redshift of z = 0.85. At
these early times, the temperature of the gas in the protocluster was much lower, such that conduction
was unimportant. In fact, for that reason, the stellar mass profiles for both simulation runs coincide.
In summary, our initial results for this cluster suggest that conduction can be important for the ICM,
provided the effective conductivity is a sizable fraction of the Spitzer value. However, the interplay
between radiative cooling and conduction is clearly complex, and it is presently unclear whether temper-
ature profiles like those observed can arise in self-consistent cosmological simulations. We caution that
one should not infer too much from the single object we examined here. A much larger set of cluster
simulations will be required to understand this topic better.
3.6. Conclusions
Hot plasmas like those found in clusters of galaxies are efficiently conducting heat, unless electron ther-
mal conduction is heavily suppressed by magnetic fields. Provided the latter is not the case, heat conduc-
tion should therefore be included in hydrodynamical cosmological simulations, given, in particular, that
conduction could play a decisive role in moderating cooling flows in clusters of galaxies. Such simula-
tions are then an ideal tool to make reliable predictions of the complex interplay between the nonlinear
processes of cooling and conduction during structure formation.
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In this study, we have presented a detailed numerical methodology for the treatment of conduction in
cosmological SPH simulations. By construction, our method manifestly conserves thermal energy, and
we have formulated it such that it is robust against the presence of small-scale temperature noise. We
have implemented this method in a modern parallel code, capable of carrying out large, high-resolution
cosmological simulations.
Using various test problems, we have demonstrated the accuracy and robustness of our numerical
scheme for conduction. We then applied our code to a first set of cosmological cluster formation sim-
ulations, comparing in particular simulations with and without conduction. While these results are pre-
liminary, they already hint that the phenomenology of the coupled dynamics of radiative cooling and
conduction is complex, and may give rise to results that were perhaps not anticipated by earlier analytic
modelling of static cluster configurations.
For example, we found that conduction does not necessarily reduce a central cooling flow in our simu-
lations; the required smoothly declining temperature profile in the inner cluster regions does not readily
form in our cosmological simulations. Instead, the profiles we find are either flat, or have a tendency to
slightly rise towards the centre, akin to what is seen in the cooling-only simulations. In this situation,
conduction may in fact lead to additional cooling in certain situations, by either transporting thermal
energy to the outer parts, or by modifying the temperature and density structure in the relevant parts of
the cluster such that cooling is enhanced. This can then manifest itself in an increase of the bolometric
X-ray luminosity at certain times, which is actually the case for our model cluster at z = 0. Interestingly,
we do not find that our cluster loses a significant fraction of its thermal heat content by conducting it to
the external intergalactic medium.
In a companion study (Dolag et al. 2004a), we analyse a larger set of cosmological cluster simulations,
computed with much higher resolution and with more realistic sub-Spitzer conductivities. This set of
cluster allows us to investigate, e.g., conduction effects as a function of cluster temperature and the
influence of conduction on cluster scaling relations. While our first results of this work suggest that
conduction by itself may not resolve the cooling-flow puzzle, it also shows that conduction has a very
strong influence on the thermodynamic state of rich clusters if the effective conductivity is a small fraction
of the Spitzer value or more. In future work, it will hence be very interesting and important to understand
the rich phenomenology of conduction in clusters in more detail.
The work and results presented in this chapter have been published on the Monthly Notices of the Royal
Astronomy Society by M. Jubelgas, V. Springel and K. Dolag in 2004, MNRAS 351, p. 423.
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It may be true, that as Francis Thomp-
son noted, ’Thou canst not stir a flower
without troubling a star’, but in com-
puting the motion of stars and planets,
the effects of flowers do not loom large.
It is the disregarding of the effect of
flowers on stars that allows progress in
astronomy. Appropriate abstraction is
critical to progress in science.
Herman Shugart
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Cosmic ray feedback in hydrodynamical
simulations of galaxy formation
4.1. Introduction
In recent years, the ΛCDM model has emerged as a highly successful ‘concordance’ model for cosmo-
logical structure formation. It conjectures that the dominant mass component in the universe consists
of cold dark matter, and that a cosmological constant or dark energy field adds sufficient energy den-
sity to yield a spatially flat spacetime. The model is impressively successful in matching observational
data on a large range of scales and epochs, including the cosmic microwave background fluctuations
(e.g. Spergel et al. 2003), galaxy clustering (e.g. Tegmark et al. 2004, Cole et al. 2005), cosmic flows
in the present universe (e.g. Willick et al. 1997, Hudson et al. 2004), and observational data on distant
supernovae (Riess et al. 1998, Perlmutter et al. 1999).
The dynamics of dark matter in the ΛCDM model is now well understood and can be followed with
high accuracy in numerical simulations (Power et al. 2003, Navarro et al. 2004, Heitmann et al. 2005).
However, the baryonic processes that regulate the formation of the luminous components of galaxies
are still posing many challenges for our theoretical understanding. Direct hydrodynamical simulations
that follow the baryonic gas as well as the dark matter, face a number of ‘small-scale’ problems. In
particular, simulations of this kind are still struggling to properly account for feedback mechanisms
related to star formation. They typically suffer from an ‘overcooling catastrophe’ and tend to produce
far too many stars, unless effects like galactic outflows are included in a phenomenological way (e.g.
Springel & Hernquist 2003b). Other problems that perhaps run still deeper are that the forming galaxies
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are too concentrated (e.g. Abadi et al. 2003) and fail to reproduce the observed shape of the luminosity
function of galaxies in detail (Murali et al. 2002, Nagamine et al. 2004).
By invoking strong feedback processes, semi-analytic models of galaxy formation can overcome many
of these problems and offer explanations for a wide array of galaxy properties (White & Frenk 1991,
Kauffmann et al. 1993, Baugh et al. 1998, Somerville & Primack 1999, Cole et al. 2000, Croton et al.
2006). While this supports the notion that feedback is crucial for the regulation of galaxy formation,
it is unclear whether the physical nature of the feedback processes is correctly identified in the present
semi-analytic models, or whether they merely give a more or less correct account of the consequences
of this feedback. Direct hydrodynamic simulations can be used to lift this ambiguity and to offer more
direct constraints for the physical processes at work.
Most current models of galaxy formation include feedback effects caused by supernova explosions and
a photoionizing background, and more recently have considered quasar and radio activity by AGN as well
(e.g. Di Matteo et al. 2005, Sijacki & Springel 2006). However, perhaps surprisingly, magnetic fields and
non-thermal pressure components from cosmic rays have received comparatively little attention thus far
(with notable exceptions, including Kang et al. 1996, Miniati 2001, Miniati et al. 2001, Miniati 2002,
Ryu & Kang 2003, 2004), despite the fact that cosmic rays are known to contribute substantially to the
pressure in the ISM of our own Galaxy. This is probably (at least in part) due to the complexity of
cosmic ray dynamics, which, when coupled to the process of galaxy formation, is very hard to describe
analytically. Even when numerical methods are invoked, the cosmic ray physics is so involved that
a number of simplifying approximations is required to make it tractable in a cosmological simulation
setting, as we discuss here.
In this study, we introduce the first cosmological code for galaxy formation that treats cosmic rays in
a self-consistent way during the structure formation process. The principal approach used for capturing
the cosmic ray physics has been laid out in Enßlin et al. (2006), where we introduce a number of approx-
imations to reduce the complexity of the problem. Basically, we model the cosmic ray population of each
fluid element as a power law spectrum in particle momentum, characterized by amplitude, momentum
cut-off, and a fixed slope. The model accounts for adiabatic advection of cosmic rays, and for injection
and loss terms originating from a variety of physical sources. Finally, we also include cosmic ray diffu-
sion. The primary injection mechanisms we consider are those of supernova shocks and diffusive shock
acceleration at structure formation shock waves. The efficiency of the latter is a sensitive function of
the Mach number of the shock. Therefore we have also developed an on-the-fly shock finder for SPH
calculations, described in detail in Pfrommer et al. (2006).
In this study, we use the theoretical cosmic ray model of Enßlin et al. (2006) and cast it into a nu-
merical formulation that we implement in the cosmological TreeSPH code GADGET-2 (Springel et al.
2001, Springel 2005). We discuss our numerical approach in detail, including also various optimizations
needed to keep the scheme efficient and robust. Further, we move on to show first results from appli-
cations of the model, ranging from isolated galaxies of different sizes, to cosmological simulations of
galaxy cluster formation, and of homogeneously sampled boxes. We show that cosmic rays can have
a substantial effect on dwarf galaxies, suppressing their star formation considerably. We show that this
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should leave a noticeable imprint in the luminosity function of galaxies, leading to a shallower faint-end
slope.
This chapter is laid out as follows. In Section 2, we give a brief overview over the nature and the
properties of the cosmic ray population of the Galaxy, which provides a reference for the basic physical
features and effects we are trying to model. We then describe in Section 3 the details of our imple-
mentation of cosmic ray physics, based on the SPH simulation framework as introduced in the previous
chapters. In Section 4, we discuss the numerical treatment of cosmic ray diffusion. Section 5 discusses a
number of test problems, used to verify the validity of results obtained by the code. Further, in Section 6
we describe a first set of simulations of isolated galaxies carried out with the new code. This highlights
a number of principal effects found for the model. In Section 7, we extend our analysis to more sophisti-
cated, fully cosmological simulations of structure formation. We consider the formation of both galaxy
clusters and dwarf galaxies at high redshift. Finally, Section 8 summarizes our conclusions and gives an
outlook for future simulation studies of cosmic ray physics in a cosmological context.
4.2. The nature of cosmic rays
4.2.1. Observations
Cosmic rays, also known as cosmic particles, are relativistic and ultra-relativistic particles originating
from outside Earth. Formerly believed to be the result of the decay of radioactive isotopes in the ground,
Hess (1912) found that a balloon-mounted detector was measuring an increasing ionizing effect as it
climbed to higher altitude, invalidating the existing theory. It could soon be shown that most cosmic ray
particles were carrying electric charge, meaning that the measurements are subject to effects from the
magnetic field that shields Earth from cosmic rays and the solar wind.
Relativistic protons make up the largest contribution to cosmic rays, but remarkably, the abundances of
individual heavy elements can be remarkably high compared to those found in the interstellar medium,
up to several orders of magnitude higher for lithium, beryllium and boron (Wiebel-Sooth & Biermann
1999). Also, cosmic ray matter contains elements that are very rare under normal conditions. Isolated
neutrons can also appear; their normally quick decay is delayed by a boost of their lifetime due to
relativistic time dilatation.
Cosmic ray particles can carry enormous amounts of kinetic energy, often exceeding 1020 eV, which
is much larger than the proton rest mass of 0.9 × 109 eV. At these energy levels, they are essentially
unaffected by gravitational forces, and the only containment they may experience is due to magnetic
fields found in galaxies and clusters of galaxies. It has to be noted, however, that at around 3 × 1018 eV,
the Larmor radius at which the cosmic ray particles gyrate around magnetic field lines grows too large
to trap them inside a galaxy. Cosmic rays in and above this energy regime most likely originate from
outside our Galaxy.
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Figure 4.1.: The cosmic ray energy spectrum above 1011 eV measured by different experiments. The flux is
given in units of events per unit area, time, energy and solid angle and has been multiplied with
E3 to project out the steep gradient and show the “knees” and “ankle” of the spectrum more
clearly. (Source: Nagano & Watson (2000))
The energy spectrum of cosmic rays is usually well described by a piecewise power-law and reveals
the non-thermal origin of the particles. In measured spectra (see Figure 4.1), it features a spectral index
of ∼ 2.7 up to the first “knee” at ∼ 5 × 1015 eV, then turns to decline at an even steeper rate of ∼ 3.1.
It is worth noting that both this first knee and a “second knee” that new experiments (Abu-Zayyad et al.
2001) find at ∼ 3 × 1017 eV appear to be proportional to the particle charge (Peters 1961) and therefore
refer to constant Larmor radii and constant energy levels per nucleon.
At energies above ∼ 5 × 1018 eV, Greisen (1966) and Zatsepin & Kuzmin (1966) (usually referred to
as GZK) have shown that cosmic rays can be subject to strong losses by inelastic interaction with low
energy photons of the CMB. In the rest frame of a cosmic ray proton, these CMB photons carry energies
that exceed the rest mass equivalent energy of pions. The production of pions in the collision rest frame
is estimated to lead to an energy loss of ∼ 20% every ≃ 6 Mpc in the observer frame, and cosmic rays
of extragalactic origin in this high energy regime should be strongly suppressed. However, a sizeable
fraction of cosmic rays at energies of 1020 eV and above (compare Fig. 4.1) is nevertheless found. The
explanation for why there is no spectral cutoff observed above the GZK energy threshold is one of today’s
remaining enigmas related to the nature of cosmic rays.
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4.2.2. Physical processes
4.2.2.1. Origin of cosmic rays
The basic mechanism to generate particles at the high energy and momentum levels that are measured
for cosmic rays is the acceleration of charged, thermal particles in a strongly shocked plasma (Fermi
1949, 1954), often referred to as Fermi acceleration. Ions and electrons that move faster than the flow in
the rest frame of the shock-front can traverse the shock-front repeatedly when they scatter on magnetic
irregularities that exist in the stirred plasma on both sides of the shock, and effectively get reflected there.
With each passage through the shock compression zone, they gain a fraction of vshock/c in momentum,
where vshock is the shock velocity.
Recently, another way of deriving the cosmic ray spectrum generated in shocks has been proposed. In
the theory of diffusive shock acceleration (Blandford & Ostriker 1978) cosmic ray particles are pictured
to be diffusing through the shock front on short time scales, letting them experience multiple iterations
of shock acceleration.
In interactions with a turbulent magnetic field, any bulk motion of cosmic ray particles relative to the
magnetic field is quickly dispersed, such that the relativistic particles are largely contained by the field.
They hence do not travel through space freely, but are instead tightly coupled to the thermal gas by the
magnetic field that is frozen to the medium. Hence, despite of their relativistic nature, the influence of
cosmic ray particles on gas dynamics can be estimated without having to resort to an explicit treatment
of their orbital motion.
Due to the large particle energies, momenta, and their highly relativistic character, cosmic ray particles
experience a number of interactions and processes that are either unaccessible or of negligible importance
for their thermal counterparts. These processes need to be addressed in any attempt to mimic the effects
of cosmic rays on hydrodynamic systems.
4.2.2.2. Synchrotron emission
As pointed out before, cosmic ray particles are subject to the Lorenz-force of the magnetic field encoun-
tered in the interstellar and intra-cluster media. Instead of showing the typical Brownian random-walk
motion of thermal particles, they gyrate around magnetic field lines at the Larmor radius correspond-
ing to their momentum. Net motions perpendicular to the magnetic field requite a scattering event that
triggers a transition to another state in the energy field generated by the magnetic field.
Like with any charged particle, the acceleration that keeps the cosmic ray particles on their helical
trajectory also causes the emission of Bremsstrahlung. In the case of relativistic particles, the emission
of light in the particle rest frame leads to the collimation into radiation coils when observed from the
outside. The light inside these coils is subject to a Doppler shift, so the observed photons originally
emitted as Bremsstrahlung can carry exceptionally high energies. This observed, relativistically altered
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form of radiation is commonly referred to as synchrotron radiation, deriving from the particle accelerator
machine where this kind of radiation has first been observed and analyzed.
In astrophysical observations, synchrotron radiation is found wherever high energy particles interact
with magnetic fields, as found in quasars and supernova explosions, for example. For particles moving
at near-relativistic velocities, the gyration frequency of a particle in a magnetic field is proportional to
its specific charge, and the rate of energy emitted as synchrotron radiation is a function of this gyration
frequency. It is obvious that this kind of energy loss process is most effective for relativistic electrons.
For heavier charged particles like protons and α particles, it is suppressed.
4.2.2.3. Inverse compton process
In an elastic scattering of an energetic photon on a electron with thermal velocity, the electron can gain
energy. The photon, on the other hand, loses energy up to a value that corresponds to a shift in wavelength
by the so-called Compton length of the scattered particle. This effect, found by Arthur Compton in 1923,
served as a ‘smoking gun’ observation that convinced physicists that light could also be pictured as a
stream of particles. In the case of a thermal gas, the Compton process leads to a net heating of the gas.
The very same process occurs for cosmic ray particles in their rest frame. They experience scatterings
with photons that carry a high energy in this system of reference and receive a momentum transfer ac-
cordingly. In the observer’s frame, however, the cosmic ray particle loses energy in the collision, and the
interacting photon receives a strong momentum boost in the direction of the cosmic ray particle’s motion.
This situation, where the photon is propelled to high energies is called the inverse Compton process. It
plays a crucial part in generating hard non-thermal radiation observed in high-energy processes.
4.2.2.4. Inelastic collisions
Collisions of particles at sufficiently large energies can result in inelastic events. In the encounter, new
particles can be created, either involving a destruction of the original interaction partners, or a partial
loss of their kinetic energy. The condition required for these inelastic processes to happen is that the
total relativistic mass of the source particles in the collision rest frame must exceed the rest mass of the
newly created particle or particles. Often these newly formed particles are short-lived and decay into
secondary particles and photons on short timescales. The γ, synchrotron and radio emissions generated
in these decay cascades are often used to estimate cosmic ray populations in distant objects like clusters
of galaxies.
In their interactions with thermal matter and photons, cosmic ray protons are known to mainly produce
pions. Depending on the interaction partner, the required energy or momentum threshold for this process
can vary strongly. In collisions with thermal protons, the cosmic ray particle energies required to obtain
a rest frame mass of a pion is ∼ 0.78 × 109 eV, while for pion-creation in a reaction between a cosmic
ray particle and a low-energy photon of the cosmic microwave background, the threshold energy is as
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high as ∼ 5 × 1019 eV. Higher energy cosmic ray particles are susceptible to a larger range of inelastic
processes, and therefore are subject to faster dissipation by means of inelastic collisions.
4.2.2.5. Coulomb losses
While moving through a gaseous medium, charged particles do not only lose energy by actual collision
events, but also are subject to the influence of the electromagnetic field created by the ambient matter.
They continuously exchange momentum and energy with the surrounding ions and electrons mediated
by the Coulomb force. In a purely thermal plasma, this interaction is statistically balanced, i.e. particles
on average gain as much energy as they lose, provided the momentum spectrum has the well-known
thermal equilibrium shape.
However, particles that move with an extreme energy compared to the thermal population find them-
selves losing energy to the charged matter that they pass by, and gradually will have their momenta
reduced to thermal levels. This effect is most efficient for cosmic ray particles at low velocities. Highly
relativistic particles react slower to the thermalization process due to their shorter interaction time with
individual ions of the background matter. It should be noted that not only an ionized plasma causes this
kind of energy loss for cosmic ray particles. Even in a neutral gas, the negatively charged electrons can
induce this effect, albeit at a largely reduced efficiency, while the positive ions are rendered ineffective
due to atomic charge shielding effects.
4.2.3. A model for cosmic rays
The large range of different physical effects acting on the particles of the cosmic ray population make a
detailed inclusion in simulations difficult, if not impossible. In principle, a fully general treatment would
have to evolve the full momentum distribution function of cosmic ray particles for every fluid element.
The high dimensionality of this problem makes this impossible in practice, given the performance of
even the newest generation of supercomputers. In addition, cosmic ray particles of different type and
momentum are subject to different physical dissipation processes, adding further complications for a
numerical treatment of the problem.
As a result, simulation approaches to cosmic ray physics have so far been restricted to post-processing
analysis of outputs produced by ordinary hydrodynamic simulations, based on empiric relations to model
cosmic ray populations in a post-hoc fashion (e.g. Miniati 2001, Miniati et al. 2001). A significant dis-
advantage of this approach is that it cannot account for the mutual dynamical influence between thermal
and relativistic gas components.
To make fully self-consistent hydrodynamic simulations possible that for the first time include the
dynamical effects that a cosmic ray population may cause, we introduce a simplified model for cosmic
ray physics. In this model, we represent the cosmic ray population existing in each fluid mass element
of the simulation in a way that captures as many physical properties of the cosmic ray population as
possible while it on the other hand induces only a moderate computational cost. We aim for a model that
67
Cosmic ray feedback in hydrodynamical simulations of galaxy formation
is accurate for the in-situ computation of gas-dynamical effects of the cosmic rays, and favor this aspect
over an accurate representation of the detailed spectral distribution of the population. For this reason,
we will invoke a simplified momentum distribution function of cosmic ray particles, guided by adiabatic
invariants and the fundamental principles of energy and particle-number conservation.
4.2.3.1. CR population
Protons contribute the largest mass fraction to the cosmic ray population. Yet, α-particles and heavier
ions make up a sizeable part of the cosmic rays, with abundances exceeding those found in thermal in-
terstellar and intergalactic medium. However, taking the heavy ions explicitly into account in our cosmic
ray model would require either a self-consistent or phenomenologically motivated enrichment model that
resolves the different nuclei in the acceleration mechanisms. Also, there would be substantial additional
computational cost created by the need to iterate through all particle families in every simulation step.
Instead, the model we present here restricts itself to the effects of protons and α-particles, where the
information on the latter is absorbed into the proton treatment. For all processes presented, this is a
reasonable approximation. In hadronic interactions, the binding energy of the α nuclei of a few MeV can
be taken to be of minor importance when considering the kinetic energies of the particles on the GeV
scale. On the other hand, for Coulomb cooling, due to the proportionality of the process’ efficiency to
the square of the ion’s charge, the effect on the four nucleons of the α particle each is equal to the energy
loss that an individual proton would feel.
4.2.3.2. Confinement
Cosmic ray particles do not travel freely through space. Rather, they are subject to the strong Lorenz
force of the magnetic field. It keeps cosmic ray particles of energies less than ∼ 3 × 1018 eV tightly
bound in our Galaxy. In fact, the magnetic field that is frozen into a hot plasma can strongly couple
the cosmic ray population to the baryonic gas, such that the two fluids effectively move together. In
the following, we picture the cosmic ray population to be confined to its Lagrangian fluid element by a
magnetic field, even though the latter is not explicitly included in the simulation formalism. Note that
we also neglect the energy density and pressure that is in principle associated with the magnetic field
component.
Irregularities in the magnetic field can scatter CR particles such that they escape from their field lines.
The magnetic confinement is hence not perfect. To account for this effect, we include a formalism for
diffusive transport of cosmic ray particles between adjacent gas mass elements.
4.2.3.3. Fixed spectral shape
In our Galaxy, it is found that cosmic rays follow a power-law spectrum with a spectral index of α ≃ 2.75
for particle energies below the “knee” at ∼ 4 × 1015 eV. Most of the energy of the cosmic ray spectrum
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is located below that threshold, and so it is a good approximation to consider the momentum and energy
spectrum of cosmic rays under the assumption that it continues further as a power-law to higher energies.
For a sufficiently steep spectral index of α > 2, the cosmic ray particles in the high-energy range are
dynamically unimportant, and the total integrated energy of the population converges without a cutoff
for high energies.
At the low end of the momentum spectrum, we need to introduce a cutoff parameter q to keep the
cosmic ray energy finite, and to account for the increasingly short dissipation timescale at low energies,
which naturally induces such a cut-off. We hence describe the characteristics of the cosmic ray population
by a small set of parameters which describe the spectral index and cutoff, and the normalization. The
latter directly determines the number density of cosmic ray particles in our simplified picture.
As Enßlin et al. (2006) have shown, it is in principle possible to generalize the formalism to a scheme
where the spectral index α is allowed to vary in space and time, albeit at a significant increase in com-
plexity. In this work, we restrict ourselves to the simpler version of the formalism where the slope of the
cosmic ray spectrum is kept constant at all times and for all points in the simulation. Note however that
we still account for the different spectral indices in various injection processes, so that we expect that
this approximation should have no important influence on our results.
4.3. Modelling cosmic ray physics
In the above, we have introduced a theoretical formalism for a simplified treatment of cosmic ray physics
during cosmological structure formation. A more detailed discussion of the physical background and the
relative importance of various physical source and sink processes, and how they can be incorporated
within the simplified framework is given in our paper Enßlin et al. (2006). In this section of the present
study, we describe the practical implementation details of the model within the Lagrangian TreeSPH
code GADGET-2, including also a concise summary of those parts of the framework of Enßlin et al.
(2006) included in the code thus far.
4.3.1. The cosmic ray spectrum and its adiabatic evolution
As discussed above, we assume that the cosmic ray population of each fluid volume element is made up
of relativistic protons with an isotropic momentum distribution function of the form
f (p) =
dN
dp dV
= Cp−α θ(p − q), (4.1)
where C is the volume normalization, q is a low momentum cut-off, and α is the power law slope.
Momenta are expressed in a dimensionless form in units of mpc, where mp is the proton mass. For the
purposes of this study, we generally take α to be constant (α ∼ 2.5 − 2.8), which should be a reasonable
first order approximation in most cases relevant to galactic structure formation. While using a variable
spectral index α as suggested in Enßlin et al. (2006) could yield more detailed information from the
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Figure 4.2.: Left panel:Schematic illustration of the cosmic ray momentum spectrum in our two parameter
model. We adopt a simple power-law description, where the slope of the cosmic ray spectrum
is given by a spectral index α, kept constant throughout our simulation. The normalization of
the spectrum is given by the variable C, and the low-momentum cut-off is expressed in terms of
a dimensionless variable q, in units of mpc where mp is the proton rest mass. Right Panel:The
function βα(q) introduced in equation (4.5), for several different values of the spectral slope α.
simulations, it would come at a price of substantially increased computational cost and complexity of the
implementation, hence we consider the simpler model to be the preferrable approach for this first study.
The pressure of the cosmic ray population in this parameterized model is
PCR =
C mpc
2
6
B 1
1+q2
(
α − 2
2
,
3 − α
2
)
, (4.2)
while the number density is nCR = C q1−α/(α − 1). Here
Bn(a, b) ≡
∫ n
0
xa−1(1 − x)b−1 dx (4.3)
denotes incomplete Beta functions. To describe the kinetic energy per cosmic ray particle for such a
power-law population we define the function
TCR(α, q) ≡
[
1
2
qα−1βα(q) +
√
1 + q2 − 1
]
mpc
2, (4.4)
which will be of later use. The quantity
βα(q) ≡ B 1
1+q2
(
α − 2
2
,
3 − α
2
)
. (4.5)
is here introduced as a convenient abbreviation for the incomplete Beta function. We show βα(q) as a
function of q for a few values of α in the right panel of Figure 4.2.
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We implement the cosmic ray model in a Lagrangian simulation code, where the advection of the
cosmic ray population can be conveniently described simply in terms of the motion of gas particles. In
this approach, the normalization of the spectrum should be expressed in terms of a quantity normalized
to mass, instead of the volume-normalized quantity C, with the translation between the two being simply
given by the local gas density ρ. In our case, it is convenient to absorb the proton mass into a redefinition
of the amplitude, so we define
C̃ = C
mp
ρ
(4.6)
as Lagrangian amplitude of the spectrum. Adiabatic changes of the gas density, affect the normalization
of the spectrum according to
C̃(ρ) =
(
ρ
ρ0
)
α−1
3
C̃0, (4.7)
while the momentum cut-off shifts as
q(ρ) =
(
ρ
ρ0
)
1
3
q0. (4.8)
Here, we introduce a reference density ρ0 (for example set equal to the mean cosmic density, or to unity
in code internal, comoving units) and a corresponding normalization C̃0 and cut-off q0 at this density.
In our numerical implementation, we only have to follow the evolution of the adiabatic invariants C̃0
and q0 caused by non-trivial physical source and sink processes, relieving us from the task of computing
adiabatic changes of the normalization and cut-off explicitly. Rather, they are accounted for by equations
(4.7) and (4.8).
The number density nCR of relativistic CR protons can also be conveniently expressed in terms of the
total baryon density ∗, yielding
ñ = nCR
mp
ρ
= C̃
q1−α
α − 1 = C̃0
q1−α0
α − 1. (4.9)
We can thus interpret ñ as something like a “cosmic ray to baryon ratio”. This quantity is an adiabatic
invariant which can be followed accurately in dynamical simulations with our Lagrangian approach.
Note that in our model we do not explicitely remove baryons from the reservoir of ordinary thermal
matter when they are accelerated to become relativistic cosmic ray particles. This is a valid approxima-
tion, provided we have ñ ≪ 1, which is always expected in our applications. In the simulaitons we have
performed so far, the fraction of baryons contained in the relativistic phase typically remains far below
a maximum value of ñ ≈ 10−4. The latter already is an exceptionally large value which we encounter
only in our most extreme tests, but it is still small enough to justify our negligence of the reduction of the
number density of thermal particles. We note that cosmic ray confinement by magnetic fields only holds
in ideal magneto-hydrodynamics (MHD) when the mass fraction in relativistic particles is small.
∗We here loosly call ρ/mp the proton density. In our cosmological applications, we of course use the mean particle mass where
appropriate to account for the presence of heavier elements and the ionization state of the gas.
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Figure 4.3.: Left panel:The distribution of cosmic ray energy per unit logarithmic interval of proton momen-
tum, for several different values of the spectral slope α. The distributions have been normalized
to ε̃(0) in each case. Right panel: Cosmic ray pressure in units of the cosmic ray energy density,
as a function of the spectral cut-off q. Except in the transition region from non-relativistic to
relativistic behaviour, the cosmic ray pressure depends only weakly on q. In the ultra-relativistic
regime, the ratio approaches PCR/(ρ ε̃) ≃ (4/3 − 1), which is shown as the lower dotted line.
The upper dotted line gives the expected value of (5/3−1) for an ideal gas. For the same energy
content, cosmic rays always contribute less pressure than thermal gas.
In a Lagrangian code, it is natural to express the cosmic ray energy content in terms of energy per unit
gas mass, ε̃, which is given by
ε̃ = c2
C̃
α − 1
[
1
2
βα(q) + q
1−α
(
√
1 + q2 − 1
)]
, (4.10)
Note that ε̃ refers to the energy normalized by the total gas mass, not by the mass of the cosmic ray
particles alone. The specific energy content can also be expressed as
ε̃ =
TCR nCR
ρ
=
TCR ñ
mp
. (4.11)
In the left panel of figure 4.3, we show the distribution dε̃/d ln q of energy per logarithmic momentum
interval, normalized to a spectrum with vanishingly small cut-off. For spectral indices in the range
2 < α < 3, most of the energy is typically contained around q ≃ 1, unless the cut-off of the actual
spectrum is larger than that, in which case the particles just above the cut-off will dominate the total
energy. The assumption of the momentum distribution extending as a power-law to infinity, restrains the
spectral index to α > 2, for otherwise the energy would diverge at large momenta. For α < 3, the energy
remains finite also for an arbitrarily low spectral cut-off.
In the present numerical scheme, every baryonic SPH particle carries the adiabatic invariants q0 and C̃0
as internal degrees of freedom for the description of cosmic ray physics. These variables are then used to
derive the physical properties of the cosmic ray population, as required for the force evaluations. For the
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gas dynamics, we are primarily interested in the effective pressure term due to the relativistic particles,
which are confined by the ambient magnetic field. In our set of variables, this is compactly given as
PCR =
C̃ρ c2
6
βα(q). (4.12)
In the calculation of the hydrodynamic accelerations with the Euler equation, this partial pressure caused
by CRs adds to the ordinary pressure of thermal origin (see Enßlin et al. 2006,for further discussion).
This allows for the interface with the ordinary hydrodynamical code to be conveniently small and well
localized, requiring only a small number of changes in well defined places.
A quantity of interest when tracing the evolution of gas volume elements is the adiabatic index of the
cosmic ray component of a compound gas, which accounts for the non-constant behaviour of the CR
population that originates from its semi-relativistic nature. The effective adiabatic index of the cosmic
ray pressure component upon local isentropic density changes is
γCR ≡
∂ log PCR
∂ log ρ
=
α + 2
3
− 2
3
q3−α
βα(q)
√
1 + q2
. (4.13)
On the other hand, when the pressure is expressed in terms of the cosmic ray energy density, we obtain
PCR
ρ ε̃
=
(α − 1) βα(q)
3βα(q) + 6 q1−α(
√
1 + q2 − 1)
. (4.14)
The right panel of figure 4.3 visualizes the dependence of the right-hand-side of equation (4.14) on
the spectral cut-off q, for different values of the slope α. For large values of q we find PCR/(ρ ε̃) ≃
(4/3 − 1), as expected for particles in the ultra-relativistic regime, while for low values of q the ratio is
still significantly below the value of (5/3 − 1) expected for an ideal gas. However, it is clear that for a
given cosmic ray energy density, the pressure exerted by the CR component depends but weakly on the
spectral cut-off; the value of ε̃ is hence of significantly higher importance to the dynamics than the value
of α.
4.3.2. Including non-adiabatic CR processes
The adiabatic behaviour of cosmic rays that are locally locked into the fluid by magnetic fields can
be well traced with the above prescriptions. However, there is a multitude of physical processes that
affect the CR spectrum of a gas mass element in a non-adiabatic fashion. For instance, particles can be
accelerated to relativistic momenta in strong shock waves and thereby become cosmic rays. This process
of diffusive shock acceleration should be particularly effective in accretion shocks of high Mach number
as found during cosmological structure formation, which can be traced by the hydrodynamical solver of
our simulation code. Further, on sub-resolution scales, violent shocks as caused by supernova explosions
associated with stellar evolution may inject cosmic rays as well. Other potential astrophysical sources
include the ejection of high-energy particles in a jet from an accreting black hole.
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In contrast, the cosmic ray population also suffers from a number of loss processes which act to di-
minish the abundance over time if there is no new supply of freshly injected or accelerated protons. In
the present work, we only consider the most prominent loss processes in the form of Coloumb losses
that thermalize cosmic ray energy, catastrophic losses that lead to the irradiation of cosmic ray energy as
gamma radiation, and diffusion which washes out cosmic ray pressure gradients.
As discussed above and in Enßlin et al. (2006), the present cosmic ray model requires three parameters
to describe the state of the relativistic particle component of the gas. One parameter is the spectral index
α, which is set to a constant value throughout the simulation volume, specified at the start of the simula-
tion with a value motivated by the typically observed CR spectral index in galactic systems. However, we
do not restrict the range of non-adiabatic processes we consider to those with a similar injection index.
Rather, we translate the injected cosmic ray properties into changes of amplitude and momentum cut-off
within the framework of the simplified, fixed-slope model for the cosmic ray spectrum. This translation
is based on basic principles of mass and energy conservation. Despite of this considerable simplification,
it is clear that the thermodynamic state of CR gas is considerably more complex than that of an ideal gas,
which essentially is determined by the specific entropy alone.
Given some changes of the cosmic ray specific energy (dε̃) and relative CR density (dñ) associated with
a fluid element within a simulation time step, these changes can be cast into variations of the adiabatic
invariants q0 and C̃0 of the cosmic ray population using a Jacobian matrix. We find that
dC̃0 =
(
ρ
ρ0
)− α−13
dC̃ = C̃0
mp dε̃ − Tp(q) dñ
mpε̃ − Tp(q) ñ
(4.15)
and
dq0 =
(
ρ
ρ0
)− 13
dq =
q0
α − 1
mp dε̃ − TCR dñ
mpε̃ − Tp(q) ñ
, (4.16)
where the mean kinetic energy per cosmic ray particle, viz. TCR = ε̃mp/ñ, is given by equation (4.4),
and
Tp(q) = (
√
1 + q2 − 1)mpc2 (4.17)
iss the kinetic energy of a proton with normalized momentum q. Recall that TCR is a function of q and α
only, and does not depend on the normalization of the spectrum.
However, this simple and fast translation scheme will only work for sufficiently small changes to
the cosmic ray population. In the present implementation, we therefore apply equations (4.15) and
(4.16) only if the relative changes in cosmic ray energy and number density are below a few percent.
Otherwise, new cosmic ray spectral parameters in terms of C̃0 and q0 are computed by explicitly solving
equations (4.9) and (4.10), after applying the principles of energy and particle conservation. While (4.9)
can be easily solved for either q0 or C̃0, equation (4.10) for the specific energy needs to be inverted
(analytically), but this can be done efficiently numerically (see also the discussion in section 4.5.1, and
in Enßlin et al. 2006).
It is still important to note, however, that a naive application of energy and particle conservation when
adding a newly injected CR component to the current spectrum can cause unphysical results if the spec-
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tral cut-offs involved differ substantially. This is due to the strong dependence of the cosmic ray loss
processes on particle momentum, in combination with our simplified spectral representation. The life-
time of cosmic ray particles strictly increases with particle momentum. The dependence is particularly
steep in the non-relativistic regime (τlosses(p) ∼ p3), but becomes much shallower and eventually nearly
flat for particles of the mildly relativistic and strongly relativistic regimes. Simply Adding a CR compo-
nent with very low cut-off to one with high cut-off while simply enforcing total energy and CR particle
number conservation as depicted above results in a new composite spectrum with many of the original
CR particles represented as lower momentum particles. Consequently, their cooling times are artifi-
cially reduced. Ultimately, this problem arises because the number density of the injected particles is
dominated by low momenta, and these have cooling times much shorter than any relevant dynamical
timescale. If this is the case, then it would be more reasonable to never inject this population to begin
with, and to rather thermalize it instantly, avoiding the unphysical distortion of the composite spectrum.
The two injection processes we consider in this work (shocks and supernova) both supply power-law
distributions of cosmic ray particles which start at very low thermal momenta. For those, we define an
injection cut-off qinj so only particles and energy above this cut-off are injected, while the rest of the
energy is instantly thermalized and added to the thermal reservoir. This cutoff is chosen at a value at
which the energy injection rate equals the rate of energy loss for particles in a spectrum with this cutoff,
this way ensuring that the population formed could physically exist in the face of the given energy input
and cooling rates, i.e.
τlosses(qinj) = τinj(ε̃, qinj) (4.18)
where τlosses(q) is the cooling timescale
τlosses(q) ≡
ε̃
|dε̃/dt|losses
(4.19)
due to cosmic ray loss processes for a spectrum with cut-off at q and spectral slope α. This timescale is
independent of the normalization of the spectrum, and inversely proportional to the density, provided the
weak density-dependence of the Coulomb logarithm in the Coulomb loss-rate is neglected. Given the
present cosmic ray energy content ε̃, the timescale
τinj(ε̃, qinj) ≡
ε̃
fαinj(q0, qinj) (dε̃/dt)inj
(4.20)
defines a current heating time corresponding to the injection source, assuming that only the fraction
f (q0, qinj) above qinj of the raw energy input rate (dε̃/dt)inj efficiently contributes to the build up of the
cosmic ray population. Here q0 is the intrinsic injection cut-off of the source, which typically lies at very
small thermal momenta, and αinj is the slope of the source process. The factor fαinj(q0, qinj) is
fαinj(q0, qinj) =
(
qinj
q0
)1−αinj TCR(αinj, qinj)
TCR(αinj, q0)
(4.21)
for qinj ≥ q0, otherwise set to unity.
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As mentioned, equation (4.18) states that only cosmic ray particles at momenta where a spectral com-
ponent could grow, are injected given the rate of energy injection. It would be unphysical to assume
a spectrum to develop extending as a power-law to momenta lower than qinj. The addition of this in-
jection rule is necessary to ensure the present simple model with a fixed spectral shape is physically
well-behaved.
Equation (4.18) will typically have two solutions, or may not have any solution at all if the current
energy ε̃ in cosmic rays is high enough. In the former case, the physical solution is the smaller one
of the two, at qinj ≤ qmax, where qmax is the place where the expression τlosses(qinj) f (q0, qinj) attains its
maximum, i.e.
d
dq
[
τlosses(q) f (q0, q)
]
∣
∣
∣
∣
∣
q=qmax
= 0 . (4.22)
In the latter case, qinj = qmax is chosen, resulting in a solution closest to solving equation (4.18) and
naturally corresponding to the point where the largest amount of cosmic ray energy can be contained in
a population modeled as a power-law with a balance between loss and source processes.
4.3.3. Shock acceleration
In the present model, we consider two primary sources for cosmic rays, diffusive shock acceleration and
supernovae. In the former, a small fraction of the particles streaming through a shock front is assumed
to diffuse back and forth through the shock interface, experiencing multiple acceleration cycles. This
can only happen to particles in the high-energy tail of the energy distribution, resulting in a power-law
momentum distribution function for the accelerated particles.
In the linear regime of CR acceleration, particles above a threshold momentum qinj can be accelerated.
They are redistributed into a power-law distribution in momentum that smoothly joins the Maxwell-
Boltzmann distribution of the thermal post-shock gas. The slope of the injected CR spectrum is given by
αinj =
r + 2
r − 1 , (4.23)
where r = ρ2/ρ1 is the density compression ratio at the shock (Bell 1978a,b). If the shock is dominated
by thermal pressure, the spectral index can be expressed through the Mach number M as
αinj =
4 − M2 + 3γM2
2(M2 − 1)
. (4.24)
The stronger the shock, the flatter the spectrum of the accelerated CR particle population, and the more
high-energy particles are produced. Weak shocks on the other hand bring about only rather steep spectra
wherein most of the particles are subject to near-instantaneous thermalization.
Due to the continuity between the power law and the thermal spectrum, the injected cosmic ray
spectrum is completely specified by the injection threshold q0, provided the shock strength is known.
We assume that q0 is at a fixed multitude xinj of the average thermal post-shock momentum, pth =
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√
2kT2/(mpc2), i.e. q0 = xinj pth. In this case, the fraction of particles that experience shock acceleration
does not depend on the post-shock temperature T2, and is
∆ñlin =
4
√
π
x3inj
αinj − 1
e−x
2
inj . (4.25)
We typically adopt a fixed value of xinj ≃ 3.5, motivated by theoretical studies of shocks in galactic
supernova remnants (e.g. Drury et al. 1989). Here, the fraction of injected supernovae particles in strong
shocks is then a few times 10−4 (Drury et al. 1989, Jones & Kang 1993, Kang & Jones 1995).
In the linear regime of CR acceleration, the specific energy per unit gas mass in the injected cosmic
ray population is
∆ε̃lin =
TCR(αinj, qinj)∆ñlin
mp
. (4.26)
We use this value to define a shock injection efficiency for CRs by relating the injected energy to the
dissipated energy per unit mass at the shock front. The latter appears as extra thermal energy above the
adiabatic compression at the shock and is given by ∆udiss = u2 − u1rγ−1, where u1 and u2 are the thermal
energies per unit mass before and after the shock, respectively. The injection efficiency of linear theory
is
ζlin ≡
∆ε̃lin
∆udiss
. (4.27)
It should be noted that, however, the shock acceleration effect experiences saturation when the dynamical
CR pressure grows to be comparable to the upstream ram pressure ρ1v21 of the flow. We account for this
by adopting the limiter suggested by Enßlin et al. (2006), and define a final acceleration efficiency of
ζinj =
[
1 − exp
(
− ζlin
ζmax
)]
ζmax. (4.28)
We adopt ζmax = 0.5 for the results of this study. Thus, we take the injected energy to be
∆ε̃inj = ζinj∆udiss, (4.29)
and correspondingly, the injected particle number is set to be
∆ñinj =
mp ∆ε̃inj
TCR(αinj, q0)
, (4.30)
where TCR(αinj, q0) is the mean kinetic energy of the accelerated cosmic ray particles. In practice, both
∆ε̃inj and ∆ñinj is lowered when we shift the actual injection point from q0 to qinj, as determined by
equation (4.18), with the difference of the energies fed to the thermal reservoir directly.
It is clear that the efficiency of CR particle acceleration strongly depends on the compression ratio,
or equivalently on the Mach number of shocks. Interestingly, accretion shocks during cosmological
structure formation can be particularly strong. Hence, we expect potentially interesting effects both for
the forming intragroup and intracluster media, as well as for the intergalactic medium. However, in order
to accurately account for the cosmic ray injection generated in structure formation shocks, we need to be
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able to estimate shock strengths in SPH simulations. SPH captures shocks using an artificial viscosity
instead of an explicit shock detection scheme however, making this a non-trivial problem.
In Pfrommer et al. (2006), we propose a practical solution to this problem and have developed a novel
method for measuring the Mach number of shocks on the fly during cosmological SPH calculation. The
method is based on the entropy formulation for SPH by Springel & Hernquist (2002), as briefly intro-
duced in section 2.2.2 of this work, and uses the current rate of entropy injection caused by the viscosity,
combined with an approximation for the numerical shock transit time, to estimate the shock Mach num-
ber. This scheme works better than may have been expected, and it is in fact capable of producing quite
accurate Mach number estimates, even for the case of composite gas with thermal and cosmic ray pres-
sure components. In cosmological simulations, the method gathers Mach number statistics which are
in good agreement results obtained from hydrodynamical mesh codes using explicit Riemann solvers
(Ryu et al. 2003, Pfrommer et al. 2006).
Having a reliable Mach number estimator solves an important problem when trying to account for
cosmic ray injection by shocks in SPH. Yet another complication is posed by the shock broadening
inherent in SPH, however, which implies a finite shock transit time for particles, i.e. an SPH particle may
require several timesteps before it has passed through a shock and received the full dissipative heating.
The number of these steps depends on the timestep criterion employed, and can in principle be very large
for a sufficiently conservative choice of the Courant coefficient. Unlike assumed in the above treatment
of diffusive shock acceleration, we hence are not dealing with a discrete injection event, but rather need
to formulate the cosmic ray acceleration in a ‘continuous fashion’, in parallel to the thermal dissipation,
such that the final result does not depend on how many timesteps are taken to resolve the transit through
a broadened shock front.
Fortunately, the above treatment can be easily adjusted to these conditions. We insert the dissipated
energy in the current timestep for ∆udiss in equation (4.29). This quantity is computed in the existing
SPH formalism already, and in fact, we know that SPH will integrate ∆udiss correctly through the shock
profile, independent of the number of steps taken. This is because the correct pre- and post-shock state
of the gas are ensured by the conservation laws, which are fulfilled by the conservative SPH code. For
this, the Rankine-Hugoniot jump conditions are reproduced across the broadened shock. Note however
that for computing the linear shock injection efficiency according to equation (4.27), we need to continue
using an estimate for the total energy dissipated across the entire shock transit, based on the Mach number
finder.
For simplified test calculation with the code, we have also implemented an option to assume a constant
injection efficiency of the shock acceleration process, along with a constant spectral index and momen-
tum cut-off parameter. Values for these parameters can then be chosen to represent the energetically most
important types of shocks in the environment to be simulated. Such a simplified injection mechanism
can be used get an idea about the importance of the Mach-number dependence of the shock acceleration
for different environments.
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4.3.4. Injection of cosmic rays by supernovae
Strong shock waves associated with supernovae explosions are believed to be one of the most important
cosmic ray injection mechanisms in the interstellar medium. Similar to star formation itself, individual
supernovae are far below our resolution limit in cosmological simulations where that are required to
model whole galaxies, or more challenging still, sizable parts of the observable universe. We therefore
resort to a subresolution treatment for star formation and its regulation by supernovae, as proposed by
Springel & Hernquist (2003a). In this model, the interstellar medium is pictured as a multiphase medium
composed of dense, cold clouds, embedded in a tenuous hot phase. The clouds form out of the diffuse
medium by thermal instability, and are the sites of star formation. The fraction of massive stars of each
formed stellar population is assumed to explode instantly, heating the hot phase, and evaporating some
of the cold clouds. This way, a tight self-regulation cycle for star formation in the ISM is established.
To model the generation of cosmic rays, we assume that a certain fraction ζSN ≃ 0.1 − 0.3 of the su-
pernova energy appears as a cosmic ray population (Aharonian et al. 2006, Kang & Jones 2006). The
total rate of energy injection by supernovae for a given star formation rate ρ̇⋆ depends on the IMF. As-
suming a Salpeter IMF and a treshold stellar mass of 8 M⊙ above which starts near-instantaneously
explode as supernova with a canonical energy release of 1051 ergs, we find roughly one supernova
per 250 M⊙ of stellar mass formed, translating to an energy injection rate per unit volume of ǫSNρ̇⋆,
with ǫSN = 4 × 1048 ergs M−1⊙ . So, we model the CR energy injection per timestep of a gas particle as
∆ε̃SN = ζSNǫSN ṁ⋆ ∆t, (4.31)
where ṁ⋆ = ρ̇⋆/ρ is the particle’s star formation rate per unit mass. Uncertainties in the IMF are of
minor importance here as we have introduced a free parameter, ζSN, to control the amount of energy that
is fed into cosmic rays.
For the power-law of the injected cosmic ray population, we assume a plausible slope value of αSN =
2.4 (Aharonian et al. 2004, 2006), and for the cut-off qSN, we adopt a thermal momentum of qSN =
√
kTSN/(mpc2) for a fiducial supernova temperature characteristic for the involved shock acceleration.
The choice of αSN = 2.4 for the injection slope is motivated by the observed slope of ∼ 2.75 in the ISM,
and the realization that momentum dependent diffusion in a turbulent magnetic field with a Kolmogorov-
type spectrum on small scales should steepen the injected spectrum by p−1/3 in equilibrium. The results
do not depend on the particular choice for TSN, provided qSN ≪ 1. The change of the particle number
density can be computed with the mean kinetic energy TCR(αSN, qSN) of the injected power law. Using
equations (4.4) and (4.11), one finds
∆ñ = mp
ζSNǫSNṁ⋆
TCR(αSN, qSN)
∆t. (4.32)
In the formalism of Springel & Hernquist (2003a), we need to reduce the supernovae energy injected
into thermal feedback (and to an optional wind model if used) by the fraction ζSN that we assume powers
cosmic ray acceleration in order to get directly comparable results.
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4.3.5. Coulomb cooling and catastrophic losses
Charged particles moving through a plasma gradually dissipate their kinetic energy and transfer it to the
surrounding ions and electrons by means of Coulomb interactions. The rate of this energy loss depends
both on the physical properties of the surrounding medium and on the detailed momentum spectrum of
the cosmic ray population. The latter in particular complicates an accurate determination of the Coulomb
loss rate.
Since particles with low momenta are affected by the Coulomb interactions most prominently, a qual-
itative consequence of this effect is a flattening of the spectrum; the high-momentum tail remains un-
changed while the low-momentum cosmic ray particles dissipate their energy effectively to the thermal
gas, and eventually drop out of the cosmic ray population altogether.
In the present model, we deliberately abandon a detailed representation of the cosmic ray spectrum
of each fluid element, in favour of the high computational speed and low memory consumption that the
simplified spectral model allows for. We even further opt to use a globally fixed spectral index, which
means that we cannot represent a spectral flattening in detail. However, we still can account for the effect
of thermalization of the low-momentum particles in a simple and efficient way. To this end, we compute
the energy loss by Coulomb-cooling over the entire spectrum, and then shift the low-momentum cutoff
of our spectral model such that just the right amount of energy is removed in low-momentum particles,
keeping the high-momentum part unaffected.
More specifically, we follow Enßlin et al. (2006) and estimate the Coulomb loss rate of the CR popu-
lation as
(
dε̃
dt
)
C
= −2πC̃e
4 ne
mempc
[
ln
(
2mec2 〈βp〉
~ω
)
× (4.33)
B 1
1+q2
(
α − 1
2
,−α
2
)
− 1
2
B 1
1+q2
(
α − 1
2
,−α − 2
2
)]
.
Here, ne is the electron abundance, ω =
√
4πe2ne/me the plasma frequency, and 〈βp〉 = 3PCR/(ρñc2) is
a mean value for our assumed spectrum. We also define a cooling timescale for Coulomb cooling as
τC(q) =
ε̃
|dε̃/dt|C
, (4.34)
which only depends on the spectral cut-off q, and is inversely proportional to density, modulo a very weak
additional logarithmic density-dependence originating from the plasma frequency. For a given energy
loss ∆ε̃C in a timestep based on this rate, we estimate the corresponding change in cosmic ray number
density as
∆ñC = ∆ε̃C
mp
Tp(q)
, (4.35)
i.e. we assume that particles are removed at the low momentum cut-off q. From equations (4.15) and
(4.16), it is obvious that this will result in a gradual rise of the spectral cutoff q leaving the normalization
unchanged. The corresponding energy loss ∆ε̃C is added to the thermal energy in the ordinary gas
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Figure 4.4.: The left panel shows the cooling times due to Coulomb losses (rising solid line) and hadronic
dissipation (nearly horizontal line) as a function of the spectral cut-off. The dot-dashed line
gives the total cooling time, while the vertical dashed lines marks the asymptotic equilibrium
cut-off reached by the CR spectrum when no sources are present. The right panel shows the
cooling time of ordinary thermal gas due to radiative cooling (for primordial metallicity), as a
function of temperature. The horizontal dashed line marks the cooling time of CRs with a high
momentum cut-off (q ≫ 1), for comparison. In both panels, the times have been computed
for a gas density of ρ = 2.386 × 10−25 g cm−3, which corresponds to the density threshold for
star formation that we usually adopt. Note however that the cooling times all scale as τ ∝ 1/ρ,
i.e. for different densities, only the vertical scale would change but the relative position of the
lines would remain unaltered.
component, i.e. the Coulomb cooling process leaves the total energy content of the gas unaffected. For
large Coulomb cooling rates, we use an implicit solver to compute the new position of the spectral cut-
off, again leaving the amplitude parameter exactly invariant. This ensures numerical stability even if the
cut-off parameter is increased substantially during a single timestep.
Another class of loss processes for cosmic rays results are the losses occurring in inelastic collisions
with atom nuclei in the ambient gas, resulting in hadronic production of pions, which subsequently decay
into γ-rays, secondary electrons, and neutrinos. In this case, the energy is ultimately dissipated into
photons which tend to escape. The net effect is a total loss of energy from the system (unless radiative
energy is accounted for in some way).
These ‘catastrophic losses’ can only proceed for cosmic ray particles exceeding the energy threshold of
qthrmpc
2 = 0.78 GeV for pion production (qthr = 0.83). The total loss rate is described by (Enßlin et al.
2006) as
(
dε̃
dt
)
had
= −
c ρσpp C̃ q
1−α
⋆ TCR(α, q⋆)
2(α − 1) m2p
, (4.36)
where σpp ≃ 32 mbarn is the averaged pion production cross section, and q⋆ denotes q⋆ = max {q, qthr}.
The number density of cosmic ray particles remains unchanged, however, due to conservation of baryon
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number in strong and electroweak interactions, i.e. ∆ñhad = 0. This condition in turn implies that the
changes of amplitude and cut-off of our spectral model due to this cooling process are related by
∆C̃
C̃
= (α − 1) ∆q
q
. (4.37)
As before, we define a cooling timescale for catastrophic losses, as
τhad(q) ≡
ε̃
|dε̃/dt|had
=
2 mp
cρσpp
TCR(α, q)
TCR(α, q⋆)
(
q
q⋆
)1−α
. (4.38)
Note that τhad is constant for q ≥ qthr (in this case, q⋆ = q).
In the left panel of Figure 4.4, we show the cooling timescales for Coulomb and catastrophic losses as
a function of the cut-off parameter q, at a fiducial density corresponding to the star formation threshold
value, assuming a spectral index α = 2.5. As expected, catastrophic losses dominate for high momentum
cut-offs, and therefore limit the lifetime of any cosmic ray population to τ ∼ 2 mp/(cρσpp), unless an
injection process provides a resupply. For small cut-off values, Coulomb losses are dominant and will act
to rapidly thermalize the low momentum cosmic rays. The dot-dashed line shows the total loss timescale,
1
τlosses(q)
=
1
τC(q)
+
1
τhad(q)
. (4.39)
This timescale is strictly increasing with q.
In the absence of any injection, the cosmic ray population evolves towards a distinct cut-off qfix, driven
by the tendency of Coulomb cooling to increase the cut-off, while catastrophic losses tend to lower it. A
balance is reached at the solution of the equation
1 +
τC(qfix)
τhad(qfix)
=
TCR(α, qfix)
Tp(qfix)
, (4.40)
which is a direct consequence of equations (4.15) and (4.16). The vertical dotted line in Figure 4.4
marks this equilibrium point at qfix = 1.685 for α = 2.5. Once this fix-point is reached, only the spectral
amplitude is affected and decreases due to the cosmic ray cooling and dissipation processes. Finally, both
the Coulomb cooling and the hadronic cooling time are inversely proportional to density. Therefore, the
fix-point qfix is density independent, but whether it can be reached in the available time at low density is
a another question.
It is also interesting to compare the cosmic ray loss timescale to the thermal cooling timescale of
primordial gas. The latter is inversely proportional to density, as well, but in addition features a strong
temperature dependence. In the right panel of Figure 4.4, we show the thermal cooling timescale as a
function of temperature, at the same fiducial density used in the top panel. For comparison, we show the
asymptotic cosmic ray dissipation time scale (dashed line), which is reached if the cosmic ray population
is dominated by the relativistic regime. In this case, cosmic rays decay much slower than the thermal
gas pressure in the intermediate temperature regime. This could be interesting for cooling flows in halos
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Figure 4.5.: Pressure of the cosmic ray population predicted for equilibrium between supernova injection
on one hand, and Coulomb cooling and catastrophic losses on the other hand. The sold lines
mark the pressure as a function of overdensity for two values of the injection efficiency ζSN.
The assumed threshold density for star formation, ρ0 = 2.4 × 10−25 g cm−3, is derived from
the multiphase model of Springel & Hernquist (2003a). The latter also predicts an effective
equation of state for the star forming phase, shown as a dot-dashed line. The part below the
threshold is an isothermal equation of state with temperature 104 K.
or clusters. Even a moderate cosmic ray pressure contribution in the diffuse gas in a halo of temperature
Tvir ∼ 105 − 107 K should tend to survive longer than the thermal gas pressure, which could influence
the cooling rate. We examine this question explicitly in our numerical simulations of isolated halos in a
later section of this work.
4.3.6. Equilibrium between source and sink terms
The above considerations lead to an interesting question: What does the cosmic ray spectrum look like
for a fluid element at a density ρ high enough to allow star formation, such that is fed at a constant rate
by supernova injection? We expect that after some time, a balance is established between the supernova
input on one hand and the cosmic ray losses due to Coulomb cooling and hadronic processes on the other
hand. The energy content in the cosmic rays at this equilibrium point determines the CR pressure, and
comparison of this pressure with the thermal pressure of the ISM reveals whether ‘cosmic ray feedback’
could be important in regulating star formation in galaxies.
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To derive this equilibrium point, starting from the conditions ∆ε̃SN + ∆ε̃C + ∆ε̃had = 0 combined with
∆ñSN + ∆ñC = 0†, it directly follows that the mean energy per injected particle due to supernovae in
equilibrium must be
TCR(αSN, qinj) = Tp(qeq)
[
1 +
τC(qeq)
τhad(qeq)
]
. (4.41)
This equation relates the effective injection cut-off of the supernova feeding, and the equilibrium cut-off
qeq of the CR spectrum. In equilibrium, we know that the supernova input just balances the cooling
losses for the spectrum with equilibrium cut-off qeq, yielding
ε̃ = τlosses(qeq) f (qSN, qinj)
(
dε̃
dt
)
SN
. (4.42)
On the other hand, the injection criterion of equation (4.18) provides ε̃ = τlosses(qinj) f (qSN, qinj)
(
dε̃
dt
)
SN
,
given a solution for equation (4.18) actually exists when the system is in the dynamic equilibrium. As-
suming this for the moment, the CR loss timescales at qinj and qeq are equal, which in turn implies
qinj = qeq. That is, the injection cut-off coincides with the cut-off of the equilibrium spectrum. The
location of the equilibrium cut-off itself is a solution of
1 +
τC(qeq)
τhad(qeq)
=
TCR(αSN, qeq)
Tp(qeq)
. (4.43)
This is almost identical to equation (4.40) which describes the fix-point of the cut-off if there is no
injection. What sets both equations apartis the occurrence of αSN instead of just α in the argument of the
TCR function. This results in a slight shift of the equilibrium position once the assumed spectral indices
for supernova injection and the general cosmic ray population differ. For αSN = α, there will be no
difference. It may seem surprising that the equilibrium position can be shifted from the fix-point by an
arbitrarily small supernova injection rate. However, recall that in the injection case we have described a
truly invariant spectrum with a fixed amplitude (which may take very long time to be established), while
in the case without injection, the amplitude keeps decreasing on the cooling timescale.
The above assumes that the injection condition (4.18) has a solution in equilibrium. This is the case if
qeq of equation (4.43) is smaller or equal than qmax of equation (4.22). Otherwise the injection cut-off
is given by qinj = qmax, and the position of the equilibrium cut off is determined by equation (4.42). A
detailed comparison of the steady-state CR spectrum with and without our approximate description is
provided by Enßlin et al. (2006). It shows that dynamically important quantities like cosmic ray pressure
and energy are calculated with ∼ 10% accuracy by the presented formalism.
The equilibrium value of the cosmic ray energy content is of primary importance, because it directly
determines the CR pressure and hence the strength of potential feedback effects on star formation. The to-
tal cosmic ray energy injection rate by supernovae is related to the star formation rate by equation (4.31).
†Note that we always have ∆ñhad = 0.
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Once the equilibrium cut-off is qeq is known, the energy content in equilibrium is that of equation (4.42),
so the pressure is fully specified. For example, in the case of qeq ≤ qmax, the final pressure is
PCR =
(α − 1)βα(qeq) τloss(qeq) fαSN(qSN, qeq)
3βα(qeq) + 6 q1−αeq (
√
1 + q2eq − 1)
ζSNǫSNρ̇⋆. (4.44)
In the simulations as described in more detail further below, we combine the cosmic ray formalism with
the subresolution multiphase model for the regulation of star formation by Springel & Hernquist (2003a).
In the latter, the mean star formation rate is determined by the local density, and scales approximately
as ρ̇⋆ ∝ ρ1.5 above a density threshold for the onset of star formation. A detailed discussion of the
multiphase model together with the precise density dependence of the star formation rate is found in
chapter 2 and in Springel & Hernquist (2003a). There, an effective equation of state for the ISM, which
governs the assumed two-phase structure of the ISM, is derived.
In Figure 4.5, we show this effective pressure as a function of density, using the parameters for gas
consumption timescale, initial mass function, and cloud evaporation efficiency discussed in the above-
noted locations, which result in a star formation threshold of ρth = 2.4 × 10−25 g cm−3. We plot the
expected cosmic ray pressure in the same diagram, for two different injection efficiencies of ζSN = 0.1
and ζSN = 0.3. Interestingly, the cosmic ray pressure exceeds the thermal pressure at the threshold density
for star formation, but with the shallow density dependence of the equilibrium pressure, approximately
PCR ∼ ρ0.5 (note that τlosses ∝ ρ−1), we find that the pressure of cosmic rays only plays a sizeable role for
the low density part of the ISM model. Regions with high specific star formation rates should be weakly
affected at most.
For small efficiencies ζSN ≤ 0.01, we substantially expect no significant influence on the regulation of
star formation by cosmic rays from supernova whatsoever. Even for the fiducial choice of ζSN = 1, the
influence would vanish for densities ρ > 100ρth. Based on these findings, we expect that galaxies which
form most of their stars at comparatively low densities should be potentially strongly affected by the
cosmic ray feedback, while this influence should be weak or absent for vigorously star-forming galaxies
with higher typical ISM densities. Our numerical results presented further below confirm this picture.
The fact that CR-pressure seems to become dominating around the star formation threshold might even
suggest that cosmic rays could have an active part in defining this threshold.
4.4. Cosmic ray diffusion
The presented treatment is based on the notion that the cosmic ray particles are to a large degree locked
into gas fluid elemenst by locally present magnetic fields. Even weak ambient fields are able to cause
the charged particle to gyrate around the field lines, thus preventing free travelling over macroscopic
distances with their intrinsic velocities (close to to the speed of light). The cosmic ray particles’ aver-
age positions (the centers of their gyrations) slowly move along the field lines, but their perpendicular
transport is strongly suppressed.
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However, occasional scattering of particles on magnetic irregularities of MHD waves can displace the
gyrocentres of particles, such that a particle effectively “changes its field line”, enabling it to move per-
pendicular to the field. Realistic magnetic field configurations are often highly tangled, or even chaotic.
Therefore, transitions from one state to the next (from one magnetic field like to the next) can lead to siz-
able cross-field speeds of the particles. From a macroscopic point of view, the motion of the cosmic ray
population can be described as a diffusion process, which is anisotropic, depending on the local magnetic
field configuration. The theory of the respective diffusion coefficients is complicated, and uncertain for
the case of turbulent magnetic field configurations (e.g. Rechester & Rosenbluth 1978, Duffy et al. 1995,
Bieber & Matthaeus 1997, Giacalone & Jokipii 1999, Narayan & Medvedev 2001, Enßlin 2003).
In principle, one could try to simulate the magnetic field in SPH and then treat the diffusion in an
anisotropic fashion. While recent advances in modelling MHD with SPH are promising (Dolag et al.
1999, Price & Monaghan 2004), these techniques still face severe numerical challenges when applied
to simulations that include radiative cooling processes. Therefore, we defer such an approach to future
work and model the diffusion as being isotropic in the present work. Also, since we have no direct infor-
mation on the local magnetic field strength and configuration, we invoke a phenomenological approach
to estimate the effective diffusion coefficient as a function of the local conditions of the gas. It will be
easy to refine the spatial dependence of the diffusion coefficient once a more detailed physical scenario
becomes available.
Assuming isotropicy, the diffusion in the CR distribution function f (p, x, t) can be written as
∂ f
∂t
= ∇(κ∇ f ). (4.45)
The diffusion coefficient κ itself depends on the particle momentum (more energetic particles diffuse
faster), and on the local magnetic field configuration. For definiteness we assume that the underlying
MHD is turbulent with a Kolmogorov power spectrum, in which case the momentum dependence of κ is
κ(p) = κ̃ p
1
3 . (4.46)
Here, we assumed relativistic particle velocities with v ≃ c. Integrating the diffusion equation over
particle momenta then yields
∂nCR
∂t
∣
∣
∣
∣
∣
diff
=
α − 1
α − 43
∇κ̃∇(q
1
3 nCR), (4.47)
where q is the spectral cut-off. Because more energetic particles diffuse faster, we expect the diffusion
speed for the cosmic ray energy density to be a bit larger than for the number density itself. To account for
this effect, we multiply the diffusion equation (4.45) with Tp(p), and integrate over the particle momenta.
This results in
∂εCR
∂t
∣
∣
∣
∣
∣
diff
=
α − 1
α − 43
∇κ̃∇







q
1
3
TCR(α − 13 , q)
TCR(α, q)
εCR







, (4.48)
where εCR = ρε̃ is the cosmic ray energy density per unit volume. It is obvious that the diffusion
formalism of the presented model can only be applied to cosmic ray populations with a spectral index of
α > 7/3. The factor TCR(α − 13 , q)/TCR(α, q) is larger than unity and encodes the fact that the diffusion in
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energy density proceeds faster than in particle number density. In Enßlin et al. (2006), we also give more
general formulae for different power-law dependences of the diffusivity, and provide a more accurate
treatment where the reduction of the diffusion rate at sub-relativistic energies is accounted for.
4.4.1. Modelling the diffusivity
Due to the lack of direct local information on the magnetic field strength in the present numerical models,
we parameterize the dependence of the diffusion coefficient on local gas properties in terms of a fiducial
power-law dependence on the local gas density and gas temperature. In particular, we use a parameterized
form,
κ̃ = κ0
(
ρ
ρ0
)nρ
(
T
T0
)nT
, (4.49)
for the diffusion constant, specified by the overall strength κ0 of the diffusion at a reference density
and temperature, and by the power-law slopes nρ and nT for the density and temperature dependence,
respectively.
Clearly a schematic simplification, this parameterization is yet general enough to allow an analysis of
a number of interesting cases, including models where the typical magnetic field strength has a simple
density dependence, which can be a reasonable first order approximation for some systems, for example
for the diffuse gas in cluster atmospheres (Dolag et al. 2004b).
For definiteness, we construct such a very simple model, which is the fiducial choice yielding the
results on diffusion presented in this study. In Kolmogorov-like MHD turbulence, the dominant parallel
diffusivity is expected to scale as (Enßlin 2003)
κ̃ ∝ lB2/3 B−1/3, (4.50)
where lB is a characteristic length scale for the magnetic field of strength B. We start out by assuming
that the magnetic energy density is a fixed fraction of the thermal energy content, i.e.
B ∝ ρ1/2T 1/2. (4.51)
An appropriate length scale for lB is more difficult to estimate, as it sensitively depends on the level of
local MHD turbulence, and on the build-up of the magnetic field due to structure formation processes. For
simplicity, we assume that the length scale is related to the local Jeans scale. This seems to be appropriate
for the conditions of a multiphase interstellar medium where local density fluctuations constantly form
clouds of order a Jeans mass, which are then in part dispersed by supernova-driven turbulence, and results
in a scaling like
lB ∝ ρ−1/2T 1/2. (4.52)
Combining equations (4.51) and (4.52), we obtain a model for the conductivity in the form κ̃ ∝
T 1/6ρ−1/2, i.e. nT = 1/6 and nρ = −1/2. We fix the overall strength by alluding to measurements
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in our own Galaxy (Berezinskii et al. 1990, Schlickeiser 2002), which estimate a diffusivity along the
magnetic field lines in the interstellar medium of approximately
κISM ≈ 3 × 1027
cm2
s
≈ 10 kpc
2
Gyr
(4.53)
Adopting typical temperature and density values of the ISM as reference values, we end up with the
following model for the diffusivity
κ̃ = 10
kpc2
Gyr
(
T
104K
)1/6 ( ρ
106M⊙kpc
−3
)−1/2
(4.54)
We use this parameterization in the simulations with diffusion analysed in the this study. It is clear
however that this model needs to be taken with a grain of salt. The actual diffusivity is highly uncertain,
and may vary widely between different parts of the Universe. Improving the physical understanding of
the strength of the diffusion will therefore remain an important goal for cosmic ray physics in the future.
4.4.2. Discretizing the diffusion equation
We still have to discuss how we numerically implement diffusion in our Lagrangian SPH code. We follow
a similar strategy as laid out in chapter 3 (and correspondingly in Jubelgas et al. (2004)), where a new
treatment of thermal conduction in SPH is discussed and applied to simulations of clusters of galaxies.
In essence, the techniques used to solve the heat diffusion equation can in a mostly identical fashion be
applied to solve cosmic ray diffusion, as presented here.
For a power-law momentum dependence of
κ(p) = κ̃ pdp , (4.55)
we start from the diffusion equations in a Lagrangian form that is matched to the variables evolved in our
simulation code, i.e.
ρ
dε̃
dt
= ∇κ̃∇Dε (4.56)
and
ρ
dñ
dt
= ∇κ̃∇Dn, (4.57)
where we define, for clarity,
Dε =
α − 1
α − 1 − dp
ρ qdp
TCR(α − dp, q)
TCR(α, q)
ε̃ (4.58)
and
Dn =
α − 1
α − 1 − dp
ρ qdp ñ (4.59)
respectively. This method for representing the equations in SPH is based on a discretisation scheme for
the Laplace operator that avoids second order derivatives of the SPH kernel (Brookshaw 1985, Monaghan
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1992), which makes the scheme robust against particle disorder and numerical noise. We end up with an
equation of the form of
dε̃i
dt
=
∑
j
m j
ρiρ j
2κi j(Dε, j − Dε,i)
|xi j|2
xi j∇iWi j, (4.60)
and mutatis mutandis for the cosmic ray number density. Here, we introduce a symmetrization of the
diffusivities according to
κi j = 2
κ̃iκ̃ j
κ̃i + κ̃ j
, (4.61)
based on the suggestion by Cleary & Monaghan (1999). Furthermore, we replace one of the Dε terms in
the pairwise diffusion term with the respective kernel interpolant
Dε, j =
∑
k
mkDε,k
ρk
W jk. (4.62)
As seen in chapter 3, such a mixed formulation between intrinsic particle variables and SPH-smoothed in-
terpolants substantially improves the numerical stability against small-scale particle noise. The smooth-
ing process suppresses strong small-scale gradients, while long-range variations and their diffusive evo-
lution remain unaffected. Since we use an explicit time integration scheme, this behaviour prevents
stability problems due to the typical ‘overshooting’ problem that otherwise may arise in presence of
strong local gradients from local outliers.
Nevertheless, we are still required to impose a comparatively strict timestep criterion to ensure proper
integration of the diffusion. For the thermal conduction problem, we employ a simple criterion that
limits the relative change of thermal energy of a particle within a single timestep. Although the diffusion
studied here substancially is very similar to the conduction problem, an equivalent criterion does not
appear to be a preferrable choice, simply because, unlike for thermal conduction, the relevant reservoir
can often be empty. In fact, we typically start simulations from initial conditions where all the cosmic
ray particle densities are identical to zero.
A closer look at the Green’s function G(x, t) = (4πκt)−3/2 exp[−x2/(4κt)] of the diffusion process shows
that differences between two points with a distance of |x| are diffused away with a characteristic timescale
x2/κ. Using the mean interparticle separation of SPH particles for this distance intrinsically suggests a
definition of a diffusion timescale as
tdiff =
1
κ
(
m
ρ
)2/3
. (4.63)
We use this to constrain the maximum timestep for particles to
∆t < ε tdiff = ε
1
κ
(
m
ρ
)2/3
(4.64)
where we use a fiducial value of ε = 0.1 for the simulations presented in this study. This provides us with
a numerically stable cosmic ray diffusion while at the same time time seps are prevented from becoming
impractically small.
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As an additional refinement to the scheme, we have implemented the method laid out in chapter 3 that
enables us to obtain a manifestly conservative scheme for cosmic ray energy and particle number, even
when using individual and adaptive timesteps. To this end, we rewrite equation (4.60) as
mi
dε̃i
dt
=
∑
j
dEi j
dt
, (4.65)
where we define a pairwise exchange term of cosmic ray energy
dEi j
dt
=
mim j
ρiρ j
2κi j(Dε, j − Dε,i)
|xi j|2
xi j∇iWi j. (4.66)
In each system step, we now determine the change of the cosmic ray energy of particle i according to
mi∆ε̃i =
1
2
∑
jk
∆t j(δi j − δik)
dE jk
dt
. (4.67)
The double sum on the right can be simply evaluated by the ordinary SPH sums over the active particles,
provided that for each neighbour j found for a particle i a change of ∆ti Ėi j/2 for i is recorded, and a
change of −∆ti Ėi j/2 for the particle j. We apply the accumulated changes of the cosmic ray energy (or
particle number) to all particles at the end of the step, i.e. not only to the ones that are active on the
current timestep. This way, we constitute a scheme that manifestly conserves total cosmic ray energy
and number density for each diffusive step.
Finally, use a further refinement to cope with technical problems associated with a situation where
isolated CR-pressurized particles are embedded in a background of particles with zero CR pressure. In
the neighbourhood of such an isolated particle, the smoothed cosmic ray energy field Dε, j is non-zero
for particles that have themselves no CR component (yet). This can in turn cause exchange terms Ei j
between two cosmic-ray pristine particles, leading to unphysical negative values for the energy in one of
them. We find that this can be avoided by limiting the value of the interpolant Dε,i to be no more than
a fiducial factor χ ≃ 2.0 larger than the value Dε,i for the particle itself. With this change, we recover
numerical stability of the diffusion even in this extreme scenario.
4.5. Numerical details and tests
The numerical framework for cosmic ray physics presented above allows for very complex dynamics
that interacts in non-linear and rather non-trivial manner with different aspects of ordinary hydrodynam-
ics, and in particular with the physics of radiative cooling and star formation included in GADGET-2 to
describe galaxy formation. Together with the nearly complete absence of analytic solutions, this makes
a direct validation of the numerical implementation of cosmic ray physics in the simulation code partic-
ularly hard.
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However, there are a few areas where the careful checks of individual subroutines of the code that we
carried out can be augmented with tests of problems with known analytical solutions. One such area are
hydrodynamical shock waves that involve a cosmic ray pressure component. Comparison of numerical
results with the analytic solution provides a test the most interesting dynamical aspects of cosmic ray
physics; the introduction of a variable adiabatic index γ. Note that the pressure of such a ‘hybrid’ or
‘compound gas’ with a thermal and a cosmic ray energy density can no longer be suitably described with
the simple parameterizations used for a polytropic gas. In particular, both the relative contribution of the
cosmic ray pressure and the adiabatic index of the CR pressure component itself will change during an
adiabatic compression. While more complex than for an ideal gas, the Riemann problem for a shocks in
such a composite gas can be solved analytically (Pfrommer et al. 2006), and we use this as a test case for
our numerical scheme.
Another aspect which can be tested with simple toy set-ups is the diffusion of cosmic rays. To this end
we consider a geometrically simple initial cosmic ray distribution, with gas particles being forced to be
at rest (such effectively constituting a solid body). This enables us to test the correctness of diffusion
speed, and the conservative properties of the diffusion process.
4.5.1. Implementation issues
The treatment of a new physical process in SPH often requires an adaption of the timestep criterion to
ensure proper time integration of the added physics. In the case of cosmic ray driven dynamics, it turns
out that an additional limit on the timestep is not really required though, because the Courant criterion
for hydrodynamics is already general enough and automatically adjusts timesteps where required by the
cosmic ray dynamics, as the latter then induces a larger sound speed due to extra cosmic ray pressure.
The non-adiabatic source and sink terms on the other hand are essentially encapsulated in subresolution
models, and threare therefore not particularly demanding with respect to the integration timestep.
As seen in equations (4.10) and (4.12), calculating physical properties like pressure and specific energy
of the cosmic ray component involves the evaluation of incomplete beta functions, which can be rather
expensive numerically. In the individual timestep scheme of GADGET-2, which is essential for simula-
tions with a large dynamic range, the pressure data for all SPH particles need to be updated with every
system step, even if a particle is ‘passive’ and does not require a force computation itself in the current
step. Clearly, a costly evaluation of special functions for the pressure would therefore imply a significant
burden in terms of processor time. We have therefore implemented a series of look-up tables discretized
in log q that allow for a fast evaluation of terms involving costly incomplete beta functions. Interpolating
from these tables allows for a rapid and accurate computation of all cosmic ray related quantities without
special function evaluations during the simulation.
The same technique is also used to numerically invert the specific energy TCR of equation (4.10) for q,
a task that arises when the mean CR energy is updated. Again, we resort to a pre-computed look-up table
in which we locate the new mean CR energy, and interpolate in the table to determine the spectral cutoff
q. Once the spectral cutoff and injected CR-to-baryon fraction is found, the new spectral normalization
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C̃ can be computed from equation (4.9). As a final step, we update the effective hydrodynamic pressure
due to cosmic rays of the particle in question.
For treating Coulomb losses in an accurate and robust way, we use an implicit scheme because of the
very sensitive dependence of the cooling rate on the spectral cut-off q. In fact, in order to ensure that this
cooling process leaves the normalization of the spectrum constant and only increases the amplitude q,
we solve the following implicit equation
ε̃(q′, C̃) = ε̃(q, C̃) − ε̃(q
′, C̃)
τC(q′)
∆t (4.68)
for a new spectral cut-off q′ when the cooling lasts for a time interval ∆t. This scheme is robust even
in cases where ∆t exceeds τC(q). Unlike the Coulomb losses, the timescale of hadronic losses is com-
paratively long and varies little with the spectral cut-off, as seen in Figure 4.4. It therefore is easier to
integrate accurately and not necessary to resort to an implicit solver.
4.5.2. Shocks in cosmic ray pressurized gas
In the following, we show the results of a series of three-dimensional test simulations that trace a shock
wave in a rectangular slab of gas, elongated along one spatial dimension. Periodic boundary conditions in
the directions perpendicular to this axis are used to make sure that no boundary-effects occur. This allows
the simulation a planar shock in 3D to be compared with a corresponding one-dimensional analytic
solution. The initial conditions of our shock-tube tests were set-up with relaxed ‘glass’ structures of
particles initially at rest, and by giving the two halves of the slab different temperatures and cosmic
ray pressures. The particle mass was constant and chosen such that the mean particle spacing was 1
length unit in the high-density regime. While a reduction of the particle mass in the low-density region
would have resulted in an increased spatial resolution there, our constant particle mass set-up is more
appropriate for the conditions encountered in cosmological simulations.
In Figure 4.6, we show the state of the system after a time of t = 0.3, for an initial density contrast
of 5, a total pressure ratio of 35.674, a homogeneous mixture of 1/3 cosmic ray pressure and 2/3 thermal
pressure contribution on the left-hand side, and pressure equilibrium between CRs and thermal gas on
the right-hand side. A shock with Mach number M = 3 travelling to the right, a rarefaction wave to
the left, and a contact discontinuity in between develop for these initial conditions. The analytically
predicted shock front position and density distribution are matched nicely by the simulation. Due to the
smooth nature of SPH simulations, the density jump at the shock at x ≃ 430 is not a sharp discontinuity,
but rather spans over a length corresponding to a small number of mean interparticle spacings. The
contact discontinuity at x ≃ 375 is reproduced well, with only a small ‘blib’ seen in both the density
and the pressure profile, which is characteristic for SPH simulations in shock tube tests. Note that
cosmic ray pressure dominates over thermal pressure on the left side of the contact discontinuity due to
adiabatic rarefaction of the initially already CR-dominated state on the left-hand side, while this ratio
of contributions is substantially reversed on the other side because CRs are adiabatically compressed
at the shock while the thermal gas experiences entropy injection. The rarefaction wave traveling to
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Figure 4.6.: Shock-tube test for a gas with thermal and cosmic ray pressure components. The simulation
is carried out in a three-dimensional periodic box which is longer in the x-direction than in
the other two dimensions. Initially, the relative CR pressure is XCR = PCR/Pth = 2 in the left
half-space (x < 250), while we assume pressure equilibrium between CRs and thermal gas for
x > 250. The evolution then produces a Mach number M = 3 shock wave. The numerical
result of the volume averaged hydrodynamical quantities 〈ρ(x)〉, 〈P(x)〉, 〈vx(x)〉, and 〈M(x)〉
within bins with a spacing equal to the interparticle separation of the denser medium is shown
in black and compared with the analytic result shown in colour.
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the left shows the expected behaviour over most of its extent, only featuring small differences between
numerical and analytical solutions in the leftmost parts at x ≃ 100. However, the overall agreement is
very reassuring, despite the fact that here a shock in a composite gas was simulated.
The simulation code is able to correctly follow rapid compressions and rarefactions in a gas with sub-
stantial cosmic ray pressure support, including shocks that feed their dissipated energy into the thermal
component. In cosmological simulations where diffusive shock acceleration of cosmic rays is included,
some of the dissipated energy instead is fed into the cosmic ray reservoir, so that there the resulting shock
behaviours can be yet more complicated. The employed shock detection technique (Pfrommer et al.
2006) is able to correctly identify the shock location on-the-fly during the simulation, and provides the
right Mach number in the peak of the shock profile, where most of the energy is dissipated. We use this
to accurately describe the Mach-number dependent shock-injection efficiency of cosmic rays in shocks.
4.5.3. Cosmic ray diffusion
In order to test the diffusion part of the code in a clean way, we employ a system of gas particles that
are forced to be at rest, avoiding complications caused to the motions of particles. We achieve this by
setting all particle accelerations to zero, such that the gas in fact behaves essentially like a solid body. As
a side effect, the densities remain constant over time, such that all variations in the distribution of cosmic
rays must plausibly be results of diffusive transport (we also disabled Coloumb and catastrophic losses
for this test). For this idealized situation, analytic solutions for the diffusion problem can be derived and
readily compared with numerical results.
For definiteness, we set up a periodic slab of matter with density 1 × 1010M⊙kpc−3, spanning a basic
volume of 10×10×100kpc. The periodicity across the short dimensions ensures the absence of boundary
effects, such that we can compare the numerical results to effectively one-dimensional analytic solutions.
The cosmic ray distribution was initialized such that the energy density due to relativistic particles has a
sharp step. The spectral cutoff at both sides of the step was equally set to q = 0.3 in the present test, but
similar results are also obtained for different choices. Again, we use an irregular glass-like configuration
as initial particle distribution in order to more realistically model the noise properties in density fields
encountered in cosmological applications. As mentioned in the above, small-scale numerical noise can
cause problems in the treatment of diffusion, so the inclusion of numerical noise in the initial conditions
is an important aspect for testing the robustness of the scheme.
In real physical applications, the diffusion implementation has to cope with spatially varying diffusion
coefficients. In particular, steep gradients in the diffusivity are found at phase transitions between the
cold, dense gas and the hot, yet thin ambient intergalactic and intra-cluster medium in clusters of galaxies.
It is therefore advisable to verify that the implemented numerical scheme for the diffusion is well behaved
at sharp jumps of the diffusivity. We incorporate this aspect into the test scenario by setting up a fiducial
temperature-dependent cosmic ray diffusivity of
κ̃ = 1.0
kpc2
Gyr
(
T
1000K
)
(4.69)
94
4.5.3 Cosmic ray diffusion
-20 -10 0 10 20
0.00
0.25
0.50
0.75
1.00
1.25
C
R
 E
n
er
g
y
 D
en
si
ty
t = 0.0 Gyr
-20 -10 0 10 20
0.00
0.25
0.50
0.75
1.00
1.25
t = 0.1 Gyr
-20 -10 0 10 20
0.00
0.25
0.50
0.75
1.00
1.25
t = 0.2 Gyr
-20 -10 0 10 20
0.00
0.25
0.50
0.75
1.00
1.25
C
R
 E
n
er
g
y
 D
en
si
ty
t = 0.5 Gyr
-20 -10 0 10 20
x [kpc]
0.00
0.25
0.50
0.75
1.00
1.25
t = 1.0 Gyr
-20 -10 0 10 20
0.00
0.25
0.50
0.75
1.00
1.25
t = 2.0 Gyr
Figure 4.7.: Time evolution of a step function in cosmic ray energy density due to diffusion (the spectral
cut-off and slope of the cosmic rays are constant throughout the volume). The population of
SPH particles is kept at rest. The times shown in the different panels are (from top left to
bottom right): t = 0, 0.1, 0.2, 0.5, 1.0 and 2.0 Gyr. Black dots give particle values at the
corresponding time, while the red line shows the analytical solution. The diffusivity κ̃ is constant
at 1 kpc2 Gyr−1 on the left hand side, and four times higher on the right hand side.
and varying the gas temperature from 1000K in the left half of the matter slab to 4000K in the right,
causing an increase of the diffusivity by a factor of 4 across the x = 0 plane. Of course, this particular
choice of diffusivity is arbitrary, but the chosen values are not too dissimilar compared with what we will
encounter in cosmological simulations later on. We further assume a momentum independent diffusivity
(κ(p) = κ̃) to allow for a comparison of the implementation results with an analytic solution, in analogy
to those for thermal conduction as found e.g. in Cleary & Monaghan (1999).
In Figure 4.7, we present the time evolution for diffusion of an initial step function. The simulation
was run over a time span of 2 Gyr, and for a number of times in between, we compare the spatial distri-
bution of the cosmic ray energy density obtained numerically with the analytical solution for the problem
(shown in red). The match of the numerical result and the analytic solution is very good, especially at
late times. In fact, after t = 1 Gyr, we no longer see any significant deviation between the numerical
solution and the analytical one. The code reliably traces the flattening of the cosmic energy density
jump over time. The largest differences occur in the very early phases of the evolution, at around the
initial discontinuity, as expected. Due to the smoothing inherent in SPH and our diffusion formulation,
sharp gradients on very small-scales are washed out only with some delay, but these errors tend to not
propagate to larger scales, such that the diffusion speed of large-scale gradients is approximately correct.
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Note that small-scale noise present in the initial cosmic ray energy distribution is damped out with
different speeds in the left and right parts of the slab. This is due to the different conductivities in the
low- and high-energy regimes, which give rise to characteristic diffusion timescales of tdiff = 1 Gyr and
tdiff = 0.25 Gyr, respectively, for the mean interparticle separation of 1 kpc, consistent with Eqn. (4.63).
We note that we have verified the good accuracy of the diffusion results for a wide range of matter den-
sities and diffusivities, also including cases with stronger spatial variations in diffusivity. We are hence
confident that the presented numerical implementation scheme produces accurate and robust results in
full cosmological simulations, where the diffusivity can show non-trivial spatial dependencies.
4.6. Simulations of isolated galaxies and halos
Let us turn to a discussion of the effects of our cosmic ray model on the galaxy formation process. Due
to the complexity of the involved physics, which couples radiative cooling, star formation, supernova
feedback, cosmic ray physics, self-gravity, and ordinary hydrodynamics, it is clear that our analysis
cannot be fully exhaustive in this methodology study. Instead, our strategy is to provide a first exploration
of the most important effects using a set of simulations with idealized initial conditions, and a restricted
set of full cosmological simulations. This may then guide further in-depth studies of the individual
effects.
One of the possible effects of cosmic ray physics is that to the regulation of star formation by feedback
due to the injection of CRs from supernovae may. This could alter the regulation of star formation by
feedback, which may directly translate into observable differences in forming galaxies. CR-pressurized
gas has a different equation of state than ordinary thermal gas, so it may even begin to rise buoyantly
from star-forming regions, which could help to produce outflows from galactic halos. Also, because
energy stored in cosmic rays is subject to different dissipative losses than thermal gas, we expect that the
radiative cooling of galaxies could be altered. Of special importance is also whether the strength of any
of these effects shows a dependence on halo mass, because a change of the efficiency of galaxy formation
as a function of halo mass is expected to modify the shape of the resulting galaxy luminosity function.
Another intriguing possibility is that the total baryonic fraction ending up in galactic halos could be
modified by the additional pressure component provided by the relativistic particle population. In partic-
ular, the softer equation of state of the cosmic-ray gas component (its adiabatic index varies in the range
4/3 < γCR < 5/3) could increase the concentration of baryonic matter in dark matter potential wells,
because the pressure increases less strongly when the composite CR/thermal gas is compressed. On the
other hand, a partial cosmic ray pressure support might reduce the overall cooling efficiency of gas in
halos, causing a reduction of the condensated phase of cold gas in the centres.
To examine the non-linear interplay of all these effects, we study them in a number of different scenar-
ios. We first use isolated galaxy models which allow for a precise control over the initial conditions and
an easy analysis and interpretation of the results. Next, we use non-radiative cosmological simulations
to investigate the efficiency of CR production at structure formation shock waves. In the further, we use
high-resolution cosmological simulations that include radiative cooling and star formation to study the
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formation of dwarf galaxies, aiming to see whether the identified mass trends are also present in the full
cosmological setting. We further use these simulations to investigate whether CRs influence the absorp-
tion properties of the intergalactic medium at high redshift. Finally, we use high-resolution ‘zoomed’
simulations of the formation of clusters of galaxies to study how CR injection by accretion shocks and
supernovae modifies the thermodynamic properties of the gas within halos.
4.6.1. Formation of disk galaxies in isolation
As a simple model for the effects of cosmic ray feedback on disk galaxy formation, we consider the
time evolution of the gas atmospheres inside isolated dark matter halos. The initial conditions consist
of a dark matter potential with a structure motivated from cosmological simulations, combined with a
hydrostatic gas distribution initially in equilibrium within the halo. We consider the evolution of this
system under radiative cooling, star formation and cosmic ray production by supernovae. We expect the
gas in the centre to lose its pressure support by cooling, and to collapse into a rotationally supported disk
that forms inside-out (Fall & Efstathiou 1980).
It is obvious that this is a highly idealized model for disk galaxy formation, which glosses over the
fact that in a more realistic cosmological setting galaxies originate in a hierarchical process from the
gravitational amplification of density fluctuation in the primordial mass distribution, gradually growing
by accretion and merging with other halos into larger objects. However, the simplified should still be
able to capture some of the basic processes affecting this hierarchy in a particular clean way that enables
us to identify trends due with galaxy mass due to cosmic rays.
We model the dark matter and baryonic content contained in the isolated halos as NFW density profiles
(Navarro, Frenk & White 1996), slightly softened at the centre to introduce a core into the gas density,
with a maximum density value lying below the threshold for star formation, and allow for a ‘quiet’
start of the simulations. The velocity dispersion of the dark matter and the temperature of the gas were
chosen in a way as to ensure that the halos are in equilibrium initially, i.e. when evolved without radiative
cooling, the model halos are perfectly stable for times of order the Hubble time. We also impart angular
momentum onto the halo with a distribution inside the halo that is consistent with results obtained from
full cosmological simulations (Bullock et al. 2001).
We simulated a series of host halos with masses, systematically varying from 109 M⊙h−1 to 1012 M⊙h−1.
In all cases, we adopt a baryon fraction of Ωb/Ωm = 0.133, and a matter density of Ωm = 0.3. We typ-
ically represent the gas with 105 particles and the dark matter with twice as many. In some of our
simulations, we also replaced the live dark halo with an equivalent static dark matter potential to speed
up the calculations. In this case, the contraction of the dark matter due to baryonic infall is not accounted
for, but this has a negligible influence on our results. We have kept the concentration of the NFW halos
fixed at a value of c = 12 along the mass sequence, such that the initial conditions are scaled versions of
each other which would evolve in a self-similar way if only gravity and ideal hydrodynamics were con-
sidered. However, this scale-invariance is broken by the physics of cooling, star formation and cosmic
rays.
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Figure 4.8.: Time evolution of the star formation rate in isolated halos of different mass which are initially
in virial equilibrium. In each panel, we compare the star formation rate in simulations without
cosmic ray physics (solid red line) to two runs with different injection efficiency of cosmic rays
by supernovae, ζSN = 0.1 (blue lines) and ζSN = 0.3 (green lines), respectively. From top left to
bottom right, results for halos of virial mass 109 M⊙h−1 to 1012 M⊙h−1 are shown, as indicated
in the panels. Efficient production of cosmic rays can significantly reduce the star formation
rate in very small galaxies, but it has no effect in massive systems.
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When evolved forward in time, radiative cooling leads to a pressure loss of the gas in the centres of the
halos, which then collapses and settles into a rotationally supported cold disks. In these disks, the gas
is compressed by self-gravity to sufficiently high densities for star formation to ensue. Unfortunately,
the physics of star formation is not understood in detail yet, and we also lack the huge dynamic range
in resolution that would be necessary do directly follow the formation and fragmentation of individual
star-forming molecular clouds in simulations of whole galaxies. Therefore, in this study, we invoke the
sub-resolution treatment for star formation and feedback processes, as described in chater 2.
In the presented new cosmic ray model, a fraction of the deposited supernova energy is invested into
the acceleration of relativistic protons, and hence is lost to the ordinary feedback cycle. While this
energy no longer directly influences the star formation rate, it has an indirect effect on the star-forming
gas by providing a pressure component that is not subject to the usual radiative cooling. If this pressure
component prevails sufficiently long, it can cause the gas to expand and to lower its density, thus leading
to a reduction of the star formation rate.
Figure 4.8 shows the time evolution of the star formation rate for four different halos masses, ranging
from 109 h−1M⊙ to 1012 h−1M⊙, and each comparing three different cases respectively, a reference sim-
ulation using the ordinary model as laid out above without any cosmic rays dynamics whatsoever, and
two simulations including cosmic ray production in supernova explosions (without allowing for diffu-
sion), the latter two differing only in the assumed efficiency of ζSN = 0.1 and ζSN = 0.3 for this process,
respectively. Interestingly, the simulations with cosmic rays show a substantial reduction of the star for-
mation rate for the two small mass systems, but for the 1011 h−1M⊙ halo the effects already gets small in
relation, and for the massive halo of mass 1012 h−1M⊙, no significant differences between the three sim-
ulans can be detected. Evidently, the ability of cosmic ray feedback to counteract star formation shows
a strong mass dependence, with small systems being affected most prominently. Higher efficiencies ζSN
of CR-production by supernovae, as could be expected, lead to stronger reduction of the star formation
rate.
Figure 4.9 provides an explanation for this result, and also elucidates the origin of the oscillatory
behaviour of the SFR in the CR-suppressed cases. In the figure, we show phase-space diagrams of the
gas particles of the 109 h−1M⊙ and 1012 h−1M⊙ halos, respectively, in a plane of effective temperature
versus density. We plot the thermal pressure and the cosmic ray pressure separately. In order to cleanly
show whether a dynamical effect of cosmic rays can be expected, we here use a fiducial simulation where
the cosmic ray pressure is ignored for the evaluation of the equations of motion, but in all other aspects is
computed with the full dynamical model. Figure 4.9 demonstrates the bulk of the star-forming gas in the
massive halo residing at much larger densities and effective pressures than in the low mass halo. Because
the cosmic ray pressure exceeds the effective thermal pressure of the multi-phase ISM only for moderate
overdensities (relative to the star formation threshold), most of the gas in the 1012 h−1M⊙ halo is too dense
to be affected by the cosmic ray pressure. The relative contributions of the two pressure components are
consistent with the analytic expectations shown in Figure 4.5. In fact, these expectations are replicated
as dashed lines in Figure 4.9 and are traced well by the bulk of the particles. Because the shallower
potential wells in low-mass halos are unable to compress the gas to comparably high overdensities as in
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Figure 4.9.: Phase-space diagram of the star-forming phase in two simulations with halos of different mass.
In these fiducial simulations, we included cosmic ray physics but ignored the cosmic ray pres-
sure in the equations of motion, i.e. there is no dynamical feedback by cosmic rays. However,
a comparison of the cosmic ray pressure and the thermal pressure allows us to clearly identify
regions where the cosmic rays should have had an effect. For graphical clarity, we plot the
pressures in terms of a corresponding effective temperature, Teff = (µ/k)P/ρ. Above the star
formation threshold, the small galaxy of mass 109 M⊙h−1 shown in the left panel has a lot of gas
in the low-density arm of the effective equation of state, shown by the curved dashed line. On
the other hand, the massive 1012 M⊙h−1 galaxy shown on the right has characteristically higher
densities in the ISM. As a result, the cosmic ray pressure is insufficient to affect this galaxy
significantly. Note that the falling dashed line marks the expected location where cosmic ray
loss processes balance the production of cosmic rays by supernovae. We show the systems at
time t = 2.0 Gyr after the start of the evolution.
high-mass halos against the effective pressure of the ISM, it is not surprising that the cosmic ray pressure
becomes dynamically important only in small systems.
Figure 4.9 clearly shows that in the regime where cosmic ray pressure may dominate we cannot expect
a dynamically stable quasi-equilibrium state with a quiescent evolution of the star formation rate. This
is due to the decline of the effective cosmic ray pressure with increasing density of the ISM, a situation
which cannot result in a stable equilibrium configuration where self-gravity is balanced by the cosmic
ray pressure. Instead, the system should be intrinsically instable in this regime. When some gas becomes
dense enough to start star formation, it at first has no cosmic ray pressure support but it is stabilized
against collapse by the thermal pressure of the ISM that is quickly established by supernova feedback.
After some time, the ongoing star formation builds up a cosmic ray pressure component, which eventu-
ally starts to dominate, at which point the gas is driven to lower density. As a result, the star formation
rate declines strongly. When finally the CR pressure is dissipated, the gas collapses again. Star formation
restarts and the ‘cycle’ starts its next iteration. This scenario schematically describes the origin of the
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Figure 4.10.: Efficiency of star formation as a function of halo mass in our isolated disk formation simula-
tions. We show the ratio of the stellar mass formed to the total baryonic mass in each halo, at
time t = 3.0 Gyr after the start of the simulations, and for two different efficiencies of cosmic
ray production by supernovae. Comparison with the case without cosmic ray physics shows
that star formation is strongly suppressed in small halos, by up to a factor ∼ 10 − 20, but large
systems are essentially unaffected.
oscillations in the star formation rate seen in the results for the 109 h−1M⊙ and 1010 h−1M⊙ halos when
cosmic rays are included.
Another view of the halo mass dependence of the effects of cosmic ray feedback on star formation
is provided in Figure 4.10. There, we show the integrated stellar mass formed up to time t = 3 Gyr,
normalized by the total baryonic mass. Again, we compare two different injection efficiencies (ζSN = 0.1
and ζSN = 0.3) with a reference case where there is no cosmic ray physics included. In general, star
formation is found to be most efficient at intermediate mass scales of ∼ 1011M⊙ in these simulations.
However, the simulations with cosmic ray production show a clear reduction of their integrated star
formation rate for halos with mass below a few times 1011h−1M⊙, an effect that becomes progressively
stronger for lower masses. For the 109 h−1M⊙ halo, the suppression reaches more than an order of
magnitude for ζSN = 0.3.
In Figures 4.11 and 4.12, we take a closer look at the spatial distribution of the cosmic ray pressure in
the different cases, and the profiles of the stellar disks that form. To this end, we show the projected gas
density distribution in an edge-on projection at time t = 2.0 Gyr, comparing the case without cosmic rays
(left column) to the case with cosmic rays (middle column), for a range of halo masses from 109 M⊙h−1
to 1012 M⊙h−1. For the simulation with cosmic rays, we overlay contours for the relative contribution of
the projected cosmic ray energy to the total projected energy density. This illustrates, in particular, the
spatial extent the cosmic ray pressure reaches relative to the star-forming region. Finally, the panels on
the right compare surface density profiles of the stellar mass that has formed up to this time.
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Figure 4.11.: Effect of cosmic ray feedback on star formation in simulations of isolated disk galaxy for-
mation. Each row shows results for a different halo mass, for Mhalo = 109, 1010, 1011 and
1012 M⊙h−1 from top to bottom. We compare the projected gas density fields at time t = 2.0 Gyr
of runs without cosmic ray feedback (left column) to that of runs with cosmic ray production
by supernovae (middle column). The gas density field is colour-coded on a logarithmic scale.
For the simulation with cosmic rays, we overplot contours that show the contribution of the
projected cosmic ray energy density to the total projected energy density (i.e. thermal plus
cosmic rays), with contour levels as indicated in the panels. Finally, the right column com-
pares the azimuthally averaged stellar surface density profiles at time t = 2.0 Gyr for these
runs. Results for simulations without cosmic ray physics are shown with a solid line, those for
simulations with CR feedback with a dot-dashed line.
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Figure 4.12.: Effect of cosmic ray feedback on star formation in simulations of isolated disk galaxy forma-
tion, as shown in figure 4.11. The rows shown here indicate the results for halo masses of
Mhalo = 1011 and 1012 M⊙h−1 respectively from top to bottom.
Consistently with our earlier results, the stellar density profiles of the low mass halos show a significant
suppression when cosmic rays are included, while they are essentially unaffected in the high mass range.
We see the gaseous disks in the low mass halos being “puffed up” by the additional pressure of the
cosmic rays. It is remarkable that in the two low-mass systems there is substantial CR pressure found at
signifficant distance above the star-forming regions, at densities much below the star formation threshold.
This is despite the fact the acceleration of relativistic particles only occurs in star-forming regions of
high density within the galactic disk in these simulations. Presumably, some of the CR-pressurized gas
buoyantly rises from the star-forming disk into the halo, a process that is suppressed by the stronger
gravitational field in the high mass systems.
As a final analysis of our isolated disk simulations, we examine how well our simulation methodol-
ogy for cosmic ray feedback converges when the numerical resolution is varied. We repeat one of the
simulations with cosmic ray feedback (ζSN = 0.1) of the 1011 M⊙h−1 halo using a higher number of
gas particles, namely 4 × 105 and 1.6 × 106, respectively. In Figure 4.13, we compare the resulting star
formation rates. While there are some small fluctuations along with a variation of resulution, there is no
clear systematic trend with resolution, and the results appear to be quite robust. In particular, the star
formation rates for the simulations with 105 and 1.6 × 106 particles are in very good agreement with
each other despite a variation of the mass resolution by a factor of 16. The oscillations are reproduced
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Figure 4.13.: Resolution study of the star formation rate during the formation of a galactic disk in a halo of
mass 1010 M⊙h−1, including production of CRs with an efficiency of ζSN = 0.1. We compare
results computed with 105, 4 × 105, and 1.6 × 106 gas particles, respectively.
by all three resolutions, but they are not exactly in phase. Overall, the results of this resolution test are
very promising and suggest that the numerical model is well posed and can be applied to cosmological
simulations where the first generation of galaxies is typically only poorly resolved. We can still expect
meaningful results under these conditions.
4.6.2. Cooling in isolated halos
The comparison of the maximum cosmic ray cooling timescale with the thermal cooling time in the right
panel of Figure 4.4 shows that for a relatively wide temperature range, the lifetime of CRs is larger than
the thermal cooling time. In a composite gas with a substantial cosmic ray pressure component, this could
potentially help to stabilize the gas temporarily and reduce the rate of gas cooling and accumulating at
the bottom of the potential well of a halo. Models have been conjectured where the temperature structure
of the intracluster medium, with its characteristic observed minimum of one-third of the ambient cluster
temperature, could be explained by a strong CR component in the intracluster medium Cen (2005).
In the following, we want to get an idea about the potential strength of this effect, and examine to
this end a small set of toy simulations. We consider a series of self-similar dark matter halos with a gas
component that is initially in hydrostatic equilibrium, just as before in Section 4.6.1. In fact, we use the
same initial conditions as before, only replacing a fraction of the initial thermal pressure with cosmic
ray pressure, while keeping the total pressure unchanged. We choose a spectral cut-off of q = 1.685 and
a spectral index α = 2.5 for the initial CR population and evolve the halos in time, including radiative
cooling processes for the thermal gas as well as cosmic ray loss processes, while disregarding any sources
of new cosmic ray populations. This way, we can find whether and how the cooling flows that develop
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Figure 4.14.: Relative suppression of star formation in simulations of isolated halos when a fraction of 0.3 of
the initial thermal pressure is replaced by a CR component of equal pressure. We show results
as a function of halo virial mass for two different times after the simulations were started, for
t = 1.0 Gyr (solid line), and for t = 3.0 Gyr (dot-dashed). For halos of low mass, the cosmic
ray pressure contribution can delay the cooling in the halos.
in these halos are changed by the presence of the cosmic rays. Some studies have predicted cosmic ray
pressure contributions of up to ∼ 50 per cent in clusters of galaxies (Miniati et al. 2001, Ryu et al. 2003).
The fiducial test simulations presented here give a first indication of the size of the change of the cooling
rates if these claims are indeed realistic.
In Figure 4.14, we show the results of the simulations as a function of halo mass, plotting the integrated
star formation rate relative to an equivalent simulation without initial CR population. The cumulative star
formation activity can be used as a proxy for the integrated strength of the cooling flow in the halo. It is
seen that the total star formation for cluster halos of mass 1015 M⊙h−1 is essentially unchanged in the first
1−2 Gyr of evolution, while at late times, it is even slightly increased. For systems of significantly lower
mass, the star formation rates are reduced in the CR case, by up to ∼ 40 per cent. This can be qualitatively
understood based on a comparison of the thermal radiative cooling time with the CR dissipative cooling
time. As the right panel of Fig. 4.4 shows, the timescales are comparable at the virial temperature
corresponding to the 1015 M⊙h−1 halo, but are quite different for temperatures lower than that, where the
radiative cooling is significantly faster. In fact, a naive comparison of these timescales might suggest an
even stronger suppression of the cooling efficiency in systems of intermediate mass. Actually, the effect
turns out to be a lot more moderate. This can be understood based on the softer equation of state of the
CR component, combined with the fact that its cooling timescale typically declines faster than that of
thermal gas when the composite gas is compressed. Hence, the ability of a CR pressure component to
delay thermal collapse for a long time is quite limited, unless potential sources for the injection of new
populations of CR particles are present.
105
Cosmic ray feedback in hydrodynamical simulations of galaxy formation
4.7. Cosmological simulations
Previous simulation work on the effects of cosmic rays on structure formation has not accounted for the
dynamical effects due to cosmic ray pressure, i.e. the effectiveness of cosmic ray production has only
been estimated passively. Interestingly though, these works suggest that the cosmic ray production may
be quite efficient, with up to ∼ 50% of the pressure being due to CRs (Miniati et al. 2001, Ryu et al.
2003, Ryu & Kang 2003, 2004). In the present work, se show the first self-consistent cosmological
simulations of CR production that also account for the dynamical effects of cosmic rays. We study
the global efficiency of cosmic ray production at structure formation shocks. Further, we investigate
the influence of cosmic ray feedback on star formation in cosmological simulations, and on possible
modifications of the Lyman-α forest, and finally the modification of the thermodynamic properties of the
intracluster medium in high-resolution simulations of the formation of a cluster of galaxies.
4.7.1. Cosmic ray production in structure formation shocks
In this subsection, we examine the efficiency of cosmic ray production at structure formation shock
waves. We use simulations that include cosmic ray injection at shocks and the cosmic ray loss processes
(i.e. Coulomb cooling and hadronic losses), but disregard radiative cooling and star formation. The
cosmological model we simulate is a concordance ΛCDM model with parameters ΛCDM model, with
parameters Ω0 = 0.3, σ8 = 0.84, baryon density Ωb = 0.04. We have picked a comoving box of side-
length L = 100 h−1Mpc, and simulate each of our models at two resolutions, with 2 × 1283 and 2 × 2563
particles, respectively. The results of the two resolutions are in good agreement with each other, so
we restrict ourselves to reporting the results of the higher resolution runs with 2 × 2563 particles in the
following.
We compare three simulations that differ in the treatment of the cosmic ray physics. In the ‘full model’,
we account for shock injection self-consistently, i.e. we use the Mach number estimator of our compan-
ion study (Pfrommer et al. 2006) to determine the energy content and the slope of the proton populations
accelerated at each shock front. This simulation hence represents our best estimate for the overall effi-
ciency of the CR production process due to structure formation shocks. We contrast this simulation with
a model where the CR injection has been artificially maximized by adopting a fixed efficiency ζinj = 0.5
and a fixed injection slope α = 2.5 for all shocks. This high efficiency is normally only reached as limit-
ing case for high Mach number shocks, so that this model also allows us to assess the importance of the
dependence of the shock injection efficiency on Mach number. Finally, we compare these two models
with a reference simulation where there is no cosmic ray physics included. This reference simulation
is hence a standard non-radiative calculation where only shock-heating is included and the gas behaves
adiabatically otherwise.
In Figure 4.15, we compare the time evolution of the mean mass-weighted temperature of the full
cosmic ray model to that in the ordinary non-radiative simulation. We include a measurement of the mean
energy in cosmic rays, converted to a fiducial temperature using the same factor that converts thermal
energy per unit mass to temperature. Interestingly, at high redshift the cosmic ray energy content evolves
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Figure 4.15.: Time evolution of the mean thermal energy and the cosmic ray energy content of the gas
in non-radiative cosmological simulations. In the top panel, the solid thick line shows the
mass-weighted temperature for a simulation where the efficiency of cosmic ray production at
structure formation shocks is treated self-consistently based on our on-the-fly Mach number
estimator. The dashed line is the corresponding mean cosmic ray energy, which we here con-
verted to a fiducial mean temperature by applying the same factor that converts thermal energy
per unit mass to temperature. For comparison, the thin solid line shows the evolution of the
mean mass-weighted temperature in an ordinary non-radiative simulation without cosmic ray
physics. In the bottom panel, we show the ratio of the mean thermal energy in the cosmic ray
case relative to the energy in the simulation without cosmic rays (solid line), while the dashed
line is the corresponding ratio for the cosmic ray component. Finally, the dotted line gives the
total energy in the cosmic ray simulation relative to the ordinary simulation without cosmic
rays.
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Figure 4.16.: Mean relative contribution of the cosmic ray pressure to the total pressure, as a function of
gas overdensity in non-radiative cosmological simulations. We show measurements at epochs
z = 0, 1, 3, and 6. The panel on the left gives our result for a simulation where the injection
efficiency and slope of the injected cosmic ray spectrum are determined based on our on-the-
fly Mach number estimation scheme. For comparison, the panel on the right shows the result
for a simulation with a fixed injection efficiency ζlin = 0.5 and a soft spectral injection index
of αinj = 2.9. Clearly, the relative contribution of cosmic ray pressure becomes progressively
smaller towards high densities. It is interesting that the trends with redshift are reversed in the
two cases.
nearly in parallel to the thermal energy, and both are roughly half what is obtained in the simulation
without cosmic rays. Apparently, the thermalization of gas is dominated by strong shocks which reach
the asymptotic injection efficiency of 50 percent. At late times, however, the CR energy falls behind the
thermal energy content, and the thermal energy in the CR simulation comes closer to the thermal energy
in the original simulation without cosmic ray physics.
These trends become more explicit when the energy content in CRs and in the thermal reservoir of the
full CR simulation is normalized to the thermal energy content of the reference simulation, as shown in
the bottom panel of Figure 4.15. Around redshifts z ∼ 6 − 10, the CR energy content nearly reaches
the same value as the thermal energy in the full CR-model, and in addition, they are essentially equal to
the thermal energy in the simulation without cosmic rays. With time passing, the relative importance of
the cosmic rays declines, however, and the thermal energy in the full CR model slowly climbs back to
the value obtained in the non-radiative reference simulation. At the same time, the sum of cosmic ray
and thermal energy obtained in the full model grows to be a few percent higher at the end than that in
the simulation without cosmic rays, despite the fact that in the CR simulation, some energy is lost to
radiation via the hadronic decay channels. Apparently, the simulation with cosmic rays extracts slightly
more energy from the gravitational potential wells of the dark matter. An explanation for this behaviour
could be based on the fact that more energy needs to be invested into CRs to reach the same pressure
in comparison to the thermal-only gas. This should allow the gas in CR simulations to sink deeper into
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Figure 4.17.: Projected gas density field (left panel) in a slice of thickness 20 h−1Mpc through a non-radiative
cosmological simulation at z = 0. The simulation includes cosmic ray production at structure
formation shocks using self-consistent efficiencies based on an on-the-fly Mach number es-
timation scheme. The panel on the right shows the ratio of the projected cosmic ray energy
density to the projected thermal energy density. We clearly see that the local contribution of
cosmic rays is largest in voids. It is also still large in the accretion regions around halos and
filaments, but is lower deep inside virialized objects.
gravitational potential wells before stopped by shocks and pressure forces, such that more gravitational
energy is liberated overall.
An interesting question arising is as to how the relative importance of cosmic rays depends on gas den-
sity. This is addressed by Figure 4.16, where we show the relative contribution of cosmic rays to the total
gas pressure, as a function of baryonic overdensity, separately for different redshifts. We indicate results
both for the simulation with self-consistent shock injection (left panel), and for the one using a constant
injection efficiency (right panel). In general, the importance of cosmic rays is largest for densities in the
regime of the mean cosmic density, and declines towards higher densities. This is consistent with expec-
tations that the strongest shocks occur at low to moderate overdensities in the accretion regions around
halos and filaments (Kang et al. 1996, Quilis et al. 1998, Miniati 2002, Ryu et al. 2003, Pfrommer et al.
2006), and also with the growing importance of cosmic ray loss processes at high densities. Another
interesting trend found in our self-consistent simulation (the ‘full model) is that cosmic rays are particu-
larly important at high redshift, with a gradual decline towards lower redshift, suggesting that the mean
Mach number of shocks becomes lower at later times, as is indeed confirmed by studies of the cosmic
Mach number distribution (Ryu et al. 2003, Pfrommer et al. 2006). This trend is reversed in our fiducial
simulation with a fixed shock injection efficiency, where at all overdensities the relative importance of
CRs grows with cosmic time. This emphasizes that a correct accounting of the shock strengths is highly
important even at a qualitative level to correctly model the evolution of the cosmic ray pressure distribu-
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tion. An implicit assumption we made in the above analysis is that weak magnetic fields are ubiquitous
in the universe, even at low density. Whether they really exist and where they ultimately come from is
left an open question however.
In Figure 4.17, we show the projected gas density field in a slice cut through the simulation box at
z = 0. To highlight the relative importance of cosmic rays, the panel on the right shows the ratio of the
projected cosmic ray energy density to the projected thermal energy density. The relative importance
of CRs is clearly seen to be highest in the volume-filling gas at low density. In the accretion regions
around halos and filaments, the CR contribution is still comparatively large, but the high-density regions
inside massive halos are omitted, in agreement with the results of Figure 4.16. This raises the interesting
question whether cosmic rays may perhaps modify the state of the intergalactic medium to the extent
that the properties of Lyman-α absorption systems are modified. The latter arise primarily in gas that
is largely unshocked, so that the effects might be weak even though the CR pressure contributions are
predicted to be large on average at overdensities of a few. We shall pick up this question in Section 4.7.3.
Another interesting question is whether the bulk properties of halos are modified by the CR production
at large-scale structure shocks. For example, we are interested in the question whether the concentration
of gas in halos changes, which could manifest itself in a modification of the mean gas mass inside dark
matter halos. To examine this question we compile halo catalogues for our simulations using a well-
known Friends-of-Friends (FOF) algorithm with a standard linking-length of 0.2, and measure the virial
radii and masses by means of the spherical overdensity algorithm. In Figure 4.18, we show the mean
baryonic mass fraction in halos as a function of halo mass for the simulation with self-consistent CR
injection and for the run without cosmic ray physics. In both cases, the baryonic fraction within the
virial radius lies slightly below the universal baryon fraction, reaching ∼ 0.91− 0.94 of it, and for poorly
resolved halos it drops a bit further. Such a depression of the universal baryon fraction is generally found
in non-radiative SPH simulations (e.g Frenk et al. 1999). However, a comparison of the two simulations
shows that the halos in the run featuring CRs show a systematic increase in their baryonic fraction, albeit
by only about 1-2 per cent of the universal baryon fraction. This is consistent with expectations based on
the higher compressibility of a composite gas containing thermal and CR components.
Using the group catalogues, we can further measure the mean cosmic ray energy content inside the
virial radius of halos. In Figure 4.19, we show the ratio of cosmic ray to thermal energy as a function
of halo mass. For the simulation with a constant fiducial shock injection efficiency of ζinj = 0.5 at all
shocks, the ratio we find is ∼ 0.2, independent of halo mass. Loss processes in the CR population and the
shallower adiabatic index of the CR component reduce this value stronger than expected in this case for
the post-shock region of a single shock where one would expect ∼ 0.5. In the simulation featuring a self-
consistent shock-strength dependent injection of CRs, we find an interesting mass dependence where the
ratio of CR-to-thermal energy drops from about 0.2 for 1012 M⊙h−1 halos to ∼ 0.05 for 1015 M⊙h−1 halos.
Apparently, weaker shocks and adiabatic compression are comparatively more important for building
up the thermal energy of clusters of galaxies than for galaxy-sized halos. We note that the value of
∼ 5− 10% we predict for the CR energy content due to structure formation shocks in clusters of galaxies
is considerably lower than previous estimates Miniati et al. (2001). However, it is in good agreement
with CR constraints from gamma ray and radio observations (Pfrommer & Enßlin 2003, 2004).
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Figure 4.18.: Mean baryon fraction within the virial radius as a function of halo mass, normalized by the
universal baryon fraction. We compare results for two non-radiative simulations, one with
cosmic ray production by shocks, the other without cosmic ray physics. The bars show the 1σ
scatter among the halos in each bin. When cosmic rays are included, the compressibility of the
gas in halos becomes larger, leading to a slight increase of the enclosed baryon fraction.
4.7.2. Dwarf galaxy formation
We turn to studying the effects of cosmic ray feedback on galaxy formation in cosmological simulations.
We have already found that small galaxies should be affected most. We expect small dwarf galaxies
to be most susceptible to sizable effects of CR feedback from star formation. To obtain a reasonably
good mass resolution, we simulate periodic boxes of side-length 10 h−1Mpc, using 2 × 2563 particles.
This yields a mass resolution of 6.62 × 105 h−1M⊙ and 4.30 × 106 h−1M⊙ in the gas and dark matter,
respectively. We limit ourselves to evolving the simulations to a redshift of z = 3, because at lower
redshift the fundamental mode of the small simulation volume would start to evolve non-linearly, at
which point the simulation as a whole could not be taken as representative for the universe any more.
We are hence restricted to studying the high-redshift regime, but we expect that our results are indicative
for the trends that would be seen in the dwarf galaxy population at lower redshifts as well, provided
sufficiently well resolved simulations are available.
From identical initial conditions, we provide three sets of simulations, varying the scope and type of
cosmic ray physics included. The first simulation is a reference run including only radiative cooling and
star formation but no cosmic ray physics whatsoever. The second simulation is a model also considering
cosmic ray production by the supernovae associated with star formation, at a constant efficiency of ζSN =
0.35. Finally, our third simulation is a model where we additionally included cosmic ray production
by structure formation shocks, using the self-consistent efficiencies derived from our on-the-fly Mach
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Figure 4.19.: Ratio of energy in cosmic rays to thermal energy within the virialized region of halos, shown
as a function of halo mass. We compare results for two different non-radiative simulations,
one treating the production of cosmic ray at shocks fronts using a self-consistent Mach number
estimator, the other invoking a constant injection efficiency. The bars give the 1σ scatter among
the halos in each bin. Interestingly, the self-consistent injection scheme predicts a lower CR
energy content in more massive systems. In contrast, a constant shock injection efficiency
produced no significant trend of the CR energy content with halo mass.
number estimation scheme. The latter simulation hence represents our best estimate for the total effect
of cosmic rays on dwarf galaxy formation.
Figure 4.20 compares the cosmic star formation histories of the three simulations up to a redshift of
z ∼ 2.9. The inclusion of cosmic ray injection by supernovae leads to a significant reduction of the
high redshift star formation activity, but the overall shape of the star formation history, in particular
its exponential rise, is not changed to any signifficant degree. At high redshifts, the star formation
rate is dominated by that occurring in small halos which are strongly affected by CR feedback, so this
result is not unexpected given our previous findings. If CR production by structure formation shocks is
included as well, the star formation is reduced further, although by a small factor only. This indicates
that the cosmic ray pressure component injected into forming halos indeed tends to slightly reduce the
cooling rates, consistently with the results we found for isolated halos. Towards redshift z ∼ 3, the
differences in the star formation rates gets noticeably smaller however, suggesting that the low redshift
star formation histories differ at most by a small amount. Since the bulk of star formation shifts to that
taking place in halos of ever larger mass scales at low redshift (Springel & Hernquist 2003b), this can be
easily understood in terms of the smaller influence of CR feedback on large halos.
In order to make the effects of CR feedback on small halos more explicit, we again compile halo
catalogues in the simulations using the mentioned group finder. Here, we are especially interested in how
the efficiency of star formation changes by the inclusion of cosmic rays as a function of halo mass. In
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Figure 4.20.: Evolution of the cosmic star formation rate density in simulations of galaxy formation at high
redshift. We compare results for three simulations that include different physics, a reference
simulation without cosmic ray physics, a simulation with CR production by supernovae, and a
third simulation which in addition accounts for CR acceleration at structure formation shocks
with an efficiency that depends on the local Mach number.
the left panel of figure 4.21, we show the total-to-stellar mass ratios of these groups as a function of halo
mass, both for the simulation with CR production by supernovae, and for the simulation without cosmic
ray feedback. The simulation also featuring CR production by shocks shows quite similar behavior
on this plot as the simulation that only accounts for CR from supernovae, and is therefore not shown.
The symbols indicate the mean total-to-stellar mass ratio in small logarithmic mass bins, while the bars
indicate the scatter by marking the central 68% percentile of the distribution of individual halos. The
results show clearly that CRs signifficantly reduce star formation in low-mass halos, by factors of up
to ≈ 10 for host halo masses of ∼ 1010M⊙h−1 and below. In contrast, the amount of stars produced in
massive halos is hardly changed at all. It is particularly interesting that the effect of CRs manifests itself
in a gradual increase of the total-to-stellar mass ratio towards lower masses. This can be interpreted as
a prediction for a steeply rising ‘mass-to-light’ ratio towards small halo masses, which is exactly what
appears to be required to explain the observed luminosity function of galaxies in theΛCDM concordance
model. Here, we face the problem of the halo mass function increasing steeply towards low mass scales.
For a near-constant mass-to-light ratio for low masses, as found in most simulations so far, this leads
to a steeply rising faint end of the galaxy luminosity function, in conflict with observations. However,
a steeply rising mean mass-to-light ratio for low mass halos could resolve this problem and provide a
suitable ‘translation’ between the halo mass function and the galaxy luminosity function.
Conditional luminosity function analysis of the 2 Degree Field Galaxy Redshift Survey (2dFGRS) has
shown (van den Bosch et al. 2003) that there appears to be a minimum in the observed mass-to-light ratio
of galaxies around a halo mass of ≈ 3×1011 M⊙h−1. This feature is reproduced surprisingly well in our
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Figure 4.21.: Left panel: Comparison of the averaged total mass-to-light-ratio within the virial radius of
halos formed in two high-resolution cosmological simulations up to z = 3. Both simulations
follow radiative cooling and star formation, but one also includes CR-feedback in the form of
cosmic production by supernovae, with an efficiency of ζSN = 0.35 and an injection slope of
αSN = 2.4. The bars indicate the scatter among halos in the logarithmic mass bins (68% of the
objects lie within the range marked by the bars). Clearly, for halo masses below 1011 M⊙h−1,
CR feedback progressively reduces the overall star formation efficiency in the halos. Right
panel: The K-band galaxy luminosity functions at z = 3 in two high-resolution cosmological
simulations. One of the simulations follows ordinary radiative cooling and star formation only
(blue), the other additionally includes cosmic ray production by supernovae (red). The latter
reduces the faint-end slope of the Schechter function fit (solid lines) to the data measured from
the simulations (histograms). It is reduced from −1.15 to −1.10 in this case.
simulations, although even with CR feedback included, the rise of the stellar mass to light ratio towards
low masses does not appear to be as sharp as their analysis would require.
However, one needs to keep in mind that the results as shown in the left panel of fig. 4.21 cannot be
naively translated into changes of the faint-end slope of the luminosity function, as seen when directly
comparing the K-band luminosity functions at z = 3. To determine those, we need to identify individual
groups of stars as galaxies using a modification of the SUBFIND algorithm (Springel et al. 2001) for
detecting bound substructures in halos. For each of the galaxies, we estimate magnitudes in standard
observational band based on Bruzual & Charlot (2003) population synthesis models. In the right panel of
figure 4.21, we compare the resulting restframe K-band luminosity functions at z = 3 for the simulations
with CR feedback by supernovae and the simulation without any cosmic ray physics. We find that both
luminosity functions are fit well by Schechter functions, with faint-end slopes of α = 1.15 and α = 1.10,
respectively, for the cases without and with CR feedback. CRs only mildly reduce the faint-end slope
despite their differential reduction of the star formation efficiency towards low mass scales. This result
needs to be taken with a grain of salt though, as the faint-end slope could still be influenced by resolution
effects in these simulations. A final assessment of the importance of CR feedback in the shaping the
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Figure 4.22.: Ly-α flux power spectrum (top) at z = 3 in simulations with and without cosmic ray pro-
duction in structure formation shocks. The results lie essentially on top of each other, and
only by plotting their ratio (bottom panel), it is revealed that there are small differences.
In the simulation with cosmic rays, the power is suppressed by up to ∼ 15% on scales
0.1 km−1 s < k < 0.7 km−1 s, while there is an excess on still smaller scales. However, on
large scales k < 0.1 km−1 s, which are the most relevant for determinations of the matter power
spectrum from the Ly-α forest, the power spectrum is not changed by including CR physics.
For comparison, we have also included observational data from McDonald et al. (2000) in the
top panel (the open symbols are corrected by removing metal lines). A slightly warmer IGM
in the simulations could account for the steeper thermal cut-off observed in the data.
faint-end of the galaxy luminosity function therefore will require future simulations with substantially
increased resolution.
4.7.3. Cosmic ray effects on the intergalactic medium
As the Mach number distribution is dominated by strong shocks at high redshift, we expect that cosmic
ray production is particularly efficient at early epochs and at the comparatively low densities where the
strongest shocks occur, provided sufficient magnetization of the IGM existed to allow CR acceleration to
operate. The thermalization time scales of cosmic rays are quite large at these low densities. Figure 4.16
shows that the mean energy content of cosmic rays can reach a sizable fraction of the thermal energy
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content at around redshift z ∼ 3, suggesting a potentially important influence on the intergalactic medium
at this epoch. Note however that in computing the results of Figure 4.16 we had neglected cosmic
reionization, which will boost the thermal energy relative to the cosmic ray content. Also, large parts of
the IGM at z = 3, particularly those responsible for the absorption seen in the Lyman-α forest, consist
largely of unshocked material. Whether the Lyman-α forest might show any trace of the influence of
cosmic rays is therefore an interesting and open question.
To investigate this question further, we have computed Ly-α absorption spectra for the cosmological
simulations with 10 h−1Mpc boxes analysed in the previous section. The two simulations we have picked
both include radiative cooling, star formation, and heating by a spatially uniform UV background bases
on a slightly modified Haardt & Madau (1996) model, with reionization at redshift z = 6. While one of
the simulations does not account for any cosmic ray physics, the other one includes cosmic ray production
by large-scale structure shocks and supernovae, as well as dissipative loss processes to the CR population.
For both simulations, we computed Lyman-α absorption spectra for 2048 lines of sight, in random
directions parallel to the principal axes of the simulation boxes. By slightly adjusting the UV intensity,
we have renormalized the spectra to the same mean transmission of 〈τ〉 = 0.68. A direct comparison of
the spectra along the same lines-of-sight through the two simulations shows overall a perfect agreement,
with very small residuals. This already indicates that any systematic difference between the simulations
must be quite subtle, if present. To objectively quantify this, we have computed the average 1-d flux
power spectra for the two cases and compare them in Figure 4.22. The top panel compares the two flux
spectra directly with each other, and to observational data of McDonald et al. (2000). The results for
the two simulations reside substantially on top of each other in this representation. The agreement with
observational data is good, apart from a small excess of power on small scales, which can however be
understood as a consequence of the too cool temperature of the IGM in our simulations compared with
observations.
More interesting is perhaps an examination of the ratio of the flux power spectrum with cosmic rays to
that without cosmic rays, as shown in the bottom panel of Figure 4.22. While for large-scale modes with
k < 0.1 km−1s, no noticeable differences are seen, there is a 5-15% reduction of power in the wave-length
range 0.1 km−1s < k < 0.7 km−1s, and at still smaller scales, the difference changes sign and turns into
a growing excess of power in the CR simulation. These effects of CRs on the Ly-α therefore lie in a
regime that is normally not used to constrain the matter power spectrum with Lyman-α forest data, at
least in conservative treatments that focus on k < 0.03 km−1s (Viel et al. 2004). In general we find that
the effects on the Lyman-α forest are very small and subtle; the forest goes through CR injection by
large-scale structure shocks essentially unaltered, even though CRs contribute a sizable fraction to the
mean energy content of the gas due to shock dissipation at densities at and around the mean density of the
universe. Note that our simulations did not allow for a possible diffusion of CRs, but it seems unlikely
that including this effect could change this conclusion.
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4.7.4. Formation of clusters of galaxies
In this section, we study the influence of cosmic rays on individual halos formed in cosmological sim-
ulations in more detail. We focus on high-resolution ‘zoom’ simulations of the formation of a massive
cluster of galaxies. These ‘zoom’ simulations are resimulations of an object identified within a cosmo-
logical structure in a simulation of structure formation simulation with large box-size. Once the object
of interest has been selected, its particles are traced back through time to their originating location in the
unperturbed initial conditions. The Lagrangian region of the cluster thus identified is then populated with
an increased number of lower-mass particles particles, improving the local resolution somewhat, while
in regions further away from the region of interest, the resolution is progressively degraded by using ever
fewer, more massive particles to sample the cosmic matter content. This way, the computational effort
can be concentrated to the object of interest, while at the same time the cosmological environment is still
accounted for with satisfactory accurary during its formation.
We provide 6 resimulations of an individual cluster of galaxies, using different models for the physics
of radiative cooling, star formation, and cosmic rays. The cluster is selected from a set of zoomed
cosmological initial conditions originally constructed by Dolag et al. (2004a) and has a virial mass of
≈1014 M⊙h−1 at redshift z = 0. The gas particle mass is 1.6×108 M⊙h−1 in the high resolution region, so
the cluster is resolved with roughly 300000 gas and 300000 dark matter particles within its virial radius.
The gravitational softening length for the simulations is constant in comoving units at redshifts z ≥ 5,
and after that held constant in physical units at a value of 5 h−1kpc at lower redshifts.
The 6 simulations divide up into two groups of 3 simulations each. Those of the first group, do not
include radiative cooling processes and star formation. Here a non-radiative (‘adiabatic’) simulation is
used as a reference run, and compared to two simulations that both include cosmic ray production at
large-scale structure formation shocks, one of them using the self-consistent Mach-number dependent
injection efficiency, while the other assumes a fixed efficiency of ζinj = 0.5 with αinj = 2.5 for all
shocks. In essence, this set parallels the types of simulations analyzed in section 4.7.1. The second set
of 3 simulations does incluse radiative cooling and star formation. Again, we consider one reference
simulation without any cosmic ray physics whatsoever, and compare it to two simulations including
cosmic rays. The latter two consist of one run with cosmic rays injected by supernovae associated with
star formation alone (using ζSN = 0.35, and αSN = 2.4), and another one accounting for cosmic rays
produced at shock waves, as well. This second set of simulations corresponds to the types of simulations
analyzed in section 4.7.2. In all simulations with cosmic rays, we assume a spectral index α = 2.5 and
include Coulomb cooling and hadronic losses for the CR populations.
Figure 4.23 compares spherically averaged radial profiles of pressure, temperature, and gas density
for the three non-radiative simulations. For the pressure it shows the thermal pressure as well as that
caused by cosmic rays for the two runs including cosmic ray physics. Interestingly, the contribution
of the cosmic ray pressure component is substantially lower than that of the thermal one, even for the
fiducial case of a constant shock injection efficiency of ζinj = 0.5 for all shocks. However, in this latter
case thermal pressure is substantially elevated in comparison to the run omitting cosmic ray physics.
This goes along with an increase of the gas density in the center regions, and a reduction of the thermal
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Figure 4.23.: Spherically averaged radial profiles of thermodynamic gas properties in three re-simulations
of the same cluster of galaxies. All three simulations were not following radiative cooling
and star formation, and the reference simulation shown with a solid line does not include any
CR physics. However, the simulation shown with a dashed line accounted for CR produc-
tion at structure formation shocks with a fixed efficiency (ζinj = 0.5, αinj = 2.9) while for the
simulation shown with dot-dashed lines, the shock injection efficiency was determined self-
consistently based on our Mach number estimation scheme. The panel on top compares the
thermal pressure in the three simulations. For the two simulations with cosmic rays, we ad-
ditionally plot the CR-pressure, marked with symbols. The panel in the middle compares the
gas temperature, while the panel on the bottom shows the radial run of the gas density. The
vertical dotted line marks the virial radius of the cluster.
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temperature throughout the entire volume of the cluster. This is the expected behaviour based on the
higher compressibility of the gas in this case.
However, the cosmic ray pressure in the simulation featuring a self-consistent injection efficiency is
substantially lower, and even at the virial radius it accounts for ∼ 10 percent of the thermal pressure at
most, while in large portions of the center regions, r ≤ 100 h−1kpc, the cosmic ray pressure contribution
drops to the percent level and below. Obviously, cosmic ray injection by shocks is not efficient enough to
fill much of the ICM with a dynamically significant cosmic ray pressure component, consistently with the
results of Figure 4.19. In consequence, we find that in this case the profiles of gas density, temperature
and thermal pressure are very similar to corresponding results for the simulation without cosmic ray
physics.
Figure 4.24 shows the equivalent results for the radial profiles for the 3 simulations that include ra-
diative cooling and star formation. Compared to the non-radiative calculations, the ICM has a markedly
different structure. Due to the presence of a strong cooling flow, the temperature profile rises towards
the centre, eventually droping sharply at around 20 kpc due to the onset of efficient cooling. The gas
density gets significantly lower in the bulk of the cluster volume due to the large amount of cooled out
gas, correspondingly, the total pressure dropping in large portions of the cluster volume. There are fur-
ther interesting differences in the simulations with and without cosmic rays. Recall that both simulations
include cosmic ray production by supernovae feedback, while only one of them accounted for cosmic
ray injection by structure formation shocks. The contribution of CR pressure in both simulations is quite
similar through most of the cluster, at a level of a few percent of the thermal pressure. In the very inner
portions, where the gas drops out through cooling, the cosmic ray pressure rises sharply, even reaching
and exceeding the thermal pressure. In this small region, thermal pressure is dissipated more rapidly than
cosmic ray pressure.
Finally, in Figure 4.25 we compare the cumulative stellar profile of the cluster resulting from the three
simulations that include radiative cooling and star formation. While the total mass of stars formed within
the virial radius is reduced by the inclusion of cosmic ray feedback, the stellar mass in the central cluster
galaxy is actually increased. The cluster cooling flow therefore slightly increases in strength, consistent
with the results we find for isolated halos of this mass range. In contrast, the luminosity of the smaller
galaxies orbiting the central structure of the cluster drops, in line with our finding that small galaxies
experience a reduction of their star formation activity due to the CR feedback mechanisms. It seems
clear however that our results do not suggest cosmic rays as a solution to the cooling flow problem in
clusters of galaxies, at least not with the CR sources we have considered here. This conclusion could
potentially change in interesting ways when CR production by AGN in clusters of galaxies is included
as well (Churazov et al. 2001, Enßlin & Vogt 2006).
4.7.5. The influence of cosmic ray diffusion
In all of our previous results, we have ignored the effects of cosmic ray diffusion, largely because of the
uncertainty involved in constraining an appropriate diffusivity. However, diffusion could potentially be
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Figure 4.24.: Spherically averaged radial profiles of thermodynamic gas properties in three re-simulations
of the same cluster of galaxies. All three simulations included radiative cooling of the gas,
star formation and supernova feedback. The solid lines show the results of a reference sim-
ulation which did not include any cosmic ray physics. The other two simulations included
CR production by supernovae, and the one shown with dot-dashed lines in addition accounted
for CR injection at structure formation shocks, using self-consistent efficiencies based on our
Mach number estimation scheme. The panel on top compares the thermal pressure in the three
simulations. For the two simulations with cosmic rays, we additionally plot the CR-pressure
marked with symbols. The panel in the middle compares the gas temperature for the three
cases, and the panel on the bottom shows the radial run of the gas density.
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Figure 4.25.: Cumulative radial stellar mass profile in three re-simulations of the same cluster of galaxies.
The simulations are the same ones also shown in Figure 4.24. The solid line gives the result
for a reference simulation without CR physics, the dashed line includes CR production by su-
pernovae, and the dot-dashed line additionally accounts for CR injection at structure formation
shocks. The vertical dotted line marks the virial radius of the cluster.
important in several environments, depending of course on the details of the magnetic field structure and
the strength of the resulting diffusivity. The present formalism implemented in the simulation code is ca-
pable of dealing with isotropic diffusion, yet in reality the diffusion is likely to be anisotropic, governed
by the local magnetic field configuration. In principle, cosmological structure formation calculations
with SPH are capable of following magneto-hydrodynamics (Dolag et al. 1999, 2005, Price & Monaghan
2004, 2005), although this is presently still fraught with numerical and physical difficulties. We there-
fore postpone a detailed analysis of the influence of cosmic ray diffusion to future work. Instead, we
investigate a rather simple example, that shall give a first illustration of the effects to be expected from
CR diffusion and imperfect containment of CRs in gas volume elements.
To this end, we repeat our simulations of isolated disk galaxy formation with CR injection by super-
novae, but this time with diffusion included. A parameterized diffusivity as described in section 4.4 is em-
ployed, setting the values of the density and temperature scaling exponents to nT = 1/6 and nρ = −1/2,
respectively, with a baseline diffusivity of ∼ 10 kpc2Gyr−1 at the threshold for star formation, i.e. our
diffusivity model is given by equation (4.54). The simulations to be re-evaluated are the ones considered
in Section 4.6.1 with an injection efficiency of ζSN = 0.3 for the production of CRs by supernovae.
In Figure 4.26, we compare resulting star formation rates for halos of mass 109 M⊙h−1 and 1010 M⊙h−1
as a function of time with the corresponding results of section 4.6.1 that did not account for diffusion
effects. Interestingly, the oscillations due to the unstable dynamics of a cosmic ray dominated ISM
are substantially suppressed when diffusion is included. This effect is quite prominent in the results
for the 109 M⊙h−1 halo, where now a nearly constant, quiescent star formation rate is observed. For
the 1010 M⊙h−1 halo, the oscillations are only partially washed out and happen less frequently, but if
they occur, they are stronger. Here the star formation rate of the galaxy develops a ‘bursty’ character.
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Figure 4.26.: Effects of cosmic ray diffusion on the star formation and the pressure distribution in isolated
halos of mass 109 M⊙h−1 and 1010 M⊙h−1. The panels on top compare the star formation rate
when CR diffusion is included (thick blue line) to the case where it is neglected (thin green
line). The dotted lines show the result when CR-production by supernovae is not included. In
the bottom panels, we show projected gas density fields through the halos at time t = 2.0 Gyr,
with contours overlaid that give the fractional contribution of the projected CR energy to the to-
tal projected energy. These panels correspond directly to equivalent maps shown in Figure 4.11
for the case without CR diffusion.
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Interestingly, diffusion actually reduces the integrated star formation still further; it drops by about 30%
for the 109 M⊙h−1 halo, and by 21% for the 1010 M⊙h−1 halo compared to the case without diffusion.
Apparently, the cosmic rays that escape from the star-forming ISM into the less-dense gas in the halo are
able to supply a partial pressure support that effectively reduces the rate at which gas sinks into the halo
center and condenses, this way also countering the radiative cooling.
The more extended and smoother spatial distribution of cosmic rays due to diffusion can also be ap-
preciated in the bottom panels of Figure 4.26, where we show projections of the gas density field with
contours for the cosmic ray to thermal energy content overlaid. These panels directly correspond to the
ones shown in Figure 4.11 for the case without diffusion. For halos of mass 1011 M⊙h−1 and more, diffu-
sion with the parameters considered here has no significant impact on the dynamics. The progressively
larger size of more massive systems makes it ever more difficult for diffusion to efficiently transport CR
energy across the system.
4.8. Conclusions
In this chapter, we have presented the details of the first practical implementation of a simulation code
capable of carrying out high-resolution simulations of cosmological structure formation with a self-
consistent treatment of cosmic ray physics. In particular, the presented method takes dynamical effects
of pressure forces due to cosmic rays into account and therefore allows for us to carry out studies of
CR feedback in the context of galaxy formation. The underlying formalism for the treatment of cosmic
rays, as discussed in more detail in (Enßlin et al. 2006) forms a compromise between the complexity of
cosmic ray physics and the requirements of computational efficiency. In particular, we use a simplified
spectral representation in terms of a power law for the momentum distribution with a low momentum
cut-off. This allows for a rather significant simplification at the prize of a moderate loss of accuracy.
As shown, the cosmic ray pressure is expected to be accurate to about 10 per cent in our model under
steady state conditions. This is sufficiently accurate for our purposes given the other uncertainties and
approximations involved.
The presented formalism also makes used of an on-the-fly shock detection scheme for SPH developed
in a companion study (Pfrommer et al. 2006). This method allows for us to estimate Mach numbers
in shocks captured during SPH simulations, such that we can use an appropriate efficiency for the CR
injection at large-scale structure shock waves.
We have shown an initial analysis of principal effects of two sources of cosmic rays, namely CRs
produced by supernova explosions, and by diffusive shock acceleration during structure formation. The
loss processes we considered were Coloumb cooling and hadronic losses, which should be the most
important ones in the described scenarios. If required, the modelling of these CR sink terms can be
refined in future works within our methodology, and additional sources like cosmic rays from AGN can
be added conveniently as well.
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There are several noteworthy results derived from the cosmic ray treatment in this study. First of all,
the simulations of galaxy formation with cosmic ray production by supernovae indicate that cosmic ray
pressure can play an important role in regulating star formation in small galaxies. We find a significant
reduction of the star formation rate compared to the one without CR physics, provided cosmic ray pro-
duction efficiencies of several tens of percent are assumed. In small galaxies, the mean densities reached
in the ISM remain sufficiently low such that the CR pressure can exceed the effective pressure produced
by the thermal supernova feedback. Once this occurs, the gas of the ISM is ‘puffed up’, quenching the
star formation rate. Due to the comparatively long cosmic ray dissipation timescale, the CR-pressure is
retained for a sufficiently long time in these systems and has sizable impact on star formation rates. In
massive galaxies, in constrast, the ISM grows to be so dense that the CR-pressure is unable to exceed
the effective pressure predicted by the multi-phase model of Springel & Hernquist (2003a), so the star
formation rates are not altered in these.
The effect on star formation also manifests itself in a reduction of the cosmic star formation rate density
in cosmological simulations of galaxy formation. The SFR history is reduced at high redshift, where
the bulk of star formation is dominated by small dwarf galaxies. As the bulk star formation shifts to
the scale of more massive halos with lower redshift, the reduction fades progressively. An interesting
implication of the strong effect of CR feedback on small galaxies is the reduction of the faint-end slope
of the resulting galaxy luminosity function, an area that keeps posing a challenge for hydrodynamical
simulations of galaxy formation within the ΛCDM scenario. We have indeed detected this flattening,
although with a weak strength overall. Another tantalizing effect of cosmic rays is that they help to keep
gas in small galaxies more diffuse. This should in principle help to alleviate the “angular momentum
problem”; the problem of over-efficient angular momentum loss of gas to the dark matter caused by the
early collapse of large amounts of gas in small halos. It is believed that it is a primary reason for present
simulations to generally fail in producing large spiral galaxies at low redshift. Cosmic rays physics might
help resolving this problem.
In simulations including cosmic ray injection by structure formation shocks, we find that CRs are
produced efficiently at high redshifts when structure formation ensues, driven by the high Mach-number
shocks found at low to moderate overdensities. At low redshifts on the other hand, most of the energy
in weaker shocks where the injection efficiency is much smaller is thermalized. As a result, the mean
energy content in cosmic rays can reach above 40% at redshifts of z ≃ 5, but drops to ∼ 10% for lower
redshift. The relative energy content also shows a strong density dependency. It is highest at low to
moderate overdensities and declines continously with density, such that deep inside halos, only small
fractions of cosmic ray energy produced by shock waves are retained. An important factor in this trend
is the strong density dependence of cosmic ray loss processes, and the softer adiabatic index of CRs.
Therefore, when full cosmological simulations of the formation of galaxy clusters are considered, it
is not surprising that we find that structure formation shocks build up only a rather small cosmic ray
pressure contribution inside clusters. Even at the virial radius of these clusters, this contribution reaches
only about 10%, but is even lower in the central portions of the clusters. When radiative cooling and
cosmic ray production by supernovae are included, we find that supernovae can boost the mean CR en-
ergy density in the cluster, but the averaged contribution still remains at the percent level throughout the
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whole cluster volume, except for locations of rapidly cooling gas. Here, the CR pressure can temporarily
dominate the pressure and delay the collapse for a short time. Nevertheless, we find that CR production
by supernovae and structure formation shocks is unable to reduce central cluster cooling flows. Instead,
we in fact detect a slight increase of the cooling in the simulated 1014 M⊙h−1 cluster. This can be under-
stood as a result of the higher compressibility of the cluster gas in the cosmic ray simulations, leading
to an increased central concentration of gas and an elevated baryon fraction in the cluster, and hence
higher overall cooling of gas in the centre. Note however that the currently discussed AGN feedback for
quenching the cooling-flows is not included in the presented simulations. Still, we see the bulk of the
cluster galaxies experience a reduction of their star formation rate when CR feedback is included, so the
cluster galaxy luminosity function is expected to develop a shallower faint-end slope.
Overall, the presented results suggest that cosmic ray physics are unlikely to drastically modify the
physics of galaxy formation in the ΛCDM model. However, cosmic rays help in areas where current
model-building faces important problems, like for the faint-end slope of the galaxy luminosity function
and the angular momentum problem. The presented formalism for treating CRs in cosmological sim-
ulations could therefore be very valuable for future studies on the role of cosmic rays in cosmological
structure formation. In particular, it could be highly interesting to examine the effects of CRs on the
metal distribution of the universe, or on the dynamics of buoyant bubbles inflated by AGN in clusters of
galaxies. It will also be an important object of future work to provide an in-depth analysis of the role of
cosmic ray diffusion.
The work and results presented in this chapter have been submitted to Astron. Astrophys. by M. Jubel-
gas, V. Springel, T. Enßlin and C. Pfrommer.
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Conclusions
Today, we are still far from fully understanding of all the processes that lead to the formation of the galac-
tic structures observed in the present universe. While there is a comparatively well developed picture for
the gravitational clustering of dark matter and the general hierarchical structure formation scenario pre-
dicted for the leading ΛCDM cosmology, our understanding of the hydrodynamic processes relevant in
galaxy formation is patchy at best. This is also reflected by today’s state-of-the-art hydrodynamical sim-
ulations, which are rather limited in their ability to reproduce the observed properties of galaxies, or the
thermodynamic profiles of clusters of galaxies, in detail.
These limitations originate in part from the finite numerical resolution that is imposed by the capabili-
ties of today’s computer technology. Another important restriction lies in our incomplete understanding
of much of the relevant physics, which forces us to make strongly simplifying assumptions, which may
not always be correct. But even as the resolution of new calculations progresses and the accuracy of
physical assumptions advances, we may find that in order to really optimize the match of simulations
and observations, additional physical processes that were previously neglected need to be included in
the hydrodynamical simulations themselves. As the spatial and mass resolution of simulations reaches
ever smaller scales, these new physical processes, which once seemed unimportant in coarse simulations,
suddenly make a substantial difference in more sophisticated numerical models of galaxy formation. It
is therefore an important task for theoretical work with simulations to make the simulation models more
complete and faithful in the modelling of the underlying physics, allowing the construction of ever more
faithful models of real galaxies on the computer.
In this work, I carried out research along these lines, trying to improve the currently available simula-
tion methodology and to incorporate new, potentially important physical processes in it. To this end, I
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considered thermal conduction and cosmic ray physics, and implemented them in a modern cosmologi-
cal code. I have shown that these processes do in fact have important implications for the structure and
the properties of simulated galaxies and clusters of galaxies. In the following, I briefly summarize the
main points of this work, and some of my principal findings.
I presented a new approach to include diffusive processes into the cosmological TreeSPH simulation
code GADGET-2, focusing in particular on thermal conduction in hot astrophysical plasmas. The outlined
scheme is manifestly conservative even when the time integration is done with individual and adaptive
timesteps. I demonstrated the accuracy and robustness of the scheme with test calculations that involved
thermal conduction in solids, and also introduced a method to reduce the impact of small-scale numerical
noise on the convergence and robustness of the simulation results. Applying the thermal conduction code
to models of galaxy clusters constructed with the structure of the analytical quasi-stable halo model of
Zakamska & Narayan (2003), I verified the well-behaved nature of the conduction implementation in
realistic scenarios and showed that halos with profiles according to the ZN model stay reasonably stable
over prolonged periods, even in fully 3-dimensional numerical simulations. This shows that conduction
can indeed offset a cooling flow in a cluster, provided the initial conditions have the ‘right’ structure.
I also carried out the first fully cosmological hydrodynamical simulations of cluster formation that
included the effects of thermal conduction. These simulations showed that even for a conductivity as high
as one third of the maximum Spitzer value, thermal conduction cannot alleviate the cooling flows in the
cluster centers. Interestingly, the changes in the temperature and density profiles induced by conduction
can instead even lead to an increased bolometric X-ray luminosity, implying a net increase of the total
cooling rate, at least during certain periods of cluster evolution. Unlike in the specially set-up models
of isolated galaxy clusters, the cosmological runs with conduction do not produce temperature profiles
that induce a sizable heat flux from the cluster outskirts to the inner regions. Hence, it seems unlikely
that thermal conduction will solve the disagreement between observations and current simulations with
respect to cooling flows, all the more considering that magnetic fields inside clusters might well reduce
the effective conductivity even more than we assumed. It is also interesting to note that in our simulations
we did not find evidence for a conductive loss of energy from clusters to their surrounding intragalactic
medium. However, both from the work presented here, and from the follow-up publication of Dolag et al.
(2004a), it is obvious that thermal conduction still has large effects in modifying the thermodynamic
state of the intracluster gas in rich clusters of galaxies, especially in the most massive systems due to the
sensitive dependence of conductivity on gas temperature. In future works, the modelling of conduction
should also be very interesting in simulations that try to resolve the small-scale dynamics within the
star-forming interstellar medium.
In the second major part of this work, I introduced a numerical model for cosmic ray physics that
for the first time allows cosmological simulations of structure formation that self-consistently account
for the dynamical impact of cosmic ray pressure. To this end, in collaboration with Torsten Enßlin,
Volker Springel, and Christoph Pfrommer, we developed a description of the relevant cosmic ray physics
based on a simplified spectral model, which is parameterized with a prescribed power-law shape and low
energy cut-off. The general formalism has been introduced by Enßlin et al. (2006), who also presented
a generalized scheme that treats the spectral index of each individual gas mass element as variable as
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well. The implementation scheme I presented in this work is restricted to a globally fixed cosmic ray
spectral index, which should provide a good approximation in the shown applications and help to reduce
the complexity and computational cost of the simulation scheme.
I described the implementation of the scheme in detail, including several different CR source-, transfer-,
and sink-terms, into the existing TreeSPH code framework GADGET-2. My implementation uses a number
of optimizations like look-up tables and fast special-function solvers to produce good performance, while
at the same its interface with the main parts of the GADGET-2 code is structured in a clear and easily
extensible way.
With the new code, I surveyed the effects of cosmic-ray feedback in a number of different regimes
of cosmic structure formation, and taking different CR sources into account. Perhaps the most obvi-
ous source of cosmic rays are supernova explosions that can release part of their energy as relativistic
particles. Both in isolated, rotating gas clouds that collapse to form disk galaxies, and in full-blown cos-
mological simulations with high mass resolution, I found that in small halos with a shallow gravitational
potential well the additional pressure induced by cosmic rays generated in supernova explosions effec-
tively increases the feedback efficiency of star formation. This strongly suppresses the star formation
rate in dwarf galaxies, an effect that becomes progressively weaker with growing halo mass. This is an
important result, especially when considered in the cosmological context, because it suggests a profound
impact on the faint-end of the galaxy luminosity function, where ordinary hydrodynamic simulations
produce a substantial overabundance of low-luminosity galaxies. Cosmic ray physics may hence help to
bring simulations into better agreement with observational data.
In simulations of galaxy cluster formation, I find that the CR pressure created by supernovae and
structure formation shocks can lead to the build-up of a sizable population of non-thermal particles
and a corresponding pressure component in the intracluster gas. When the gas cools, the CR pressure
can temporarily supersede the thermal pressure and delay the collapse for a short time. However, no
reduction in the strength of cluster cooling flows was observed. Actually, in one system, I even found a
slight increase of the net cooling, most likely a result of the higher compressibility of a compound gas
with thermal and CR components. The latter also leads to a slightly higher baryon fraction within the
virial radius. Cosmic rays produced by shocks and supernovae alone seem unable to solve the “cooling
flow problem”. It is possible, however, that other CR source processes like AGN could still change this
conclusion.
Taken together, these initial results for cosmic ray physics suggest that CRs might help to solve some
important problems that current hydrodynamic simulations of structure formation face, but in general,
the effects are small enough that the “big picture” of galaxy formation in the ΛCDM cosmology is not
changed significantly. In the future, it will be interesting to refine the CR model by accounting for
further source processes, in particular from AGN, and by extending our CR diffusion model to account
for anisotropic transport in simulations that also follow magnetic fields.
I sincerely hope that the methods and results presented in this work will help in future progress in
simulating galaxy formation. Despite all advances in the recent past, cosmology still offers challenges
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for decades to come. These unanswered questions should keep attracting further generations of scientists
to this most fascinating field of physics.
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Zusammenfassung der Dissertation
Cosmological Hydrodynamics:
Thermal Conduction and Cosmic Rays
Martin Jubelgas
Hydrodynamische Simulationen haben sich in den letzten Jahren zu einem wichtigen Werkzeug in
der Kosmologie entwickelt. Es ist Ziel dieser Arbeit, einen bestehenden Simulationscode durch weitere
physikalische Effekte zu erweitern, um deren Auswirkungen in selbst-konsistenter Art und Weise unter-
suchen zu können. Es wird ein Formalismus vorgestellt, der die Wärmeleitung in einem heißen, diffusen
Plasma nachgebildet. Ferner präsentiere ich eine neuartige Methode, kosmische Teilchenstrahlung durch
ein als einfach parametrisiert angenommenes Impulssprektrum der Strahlungsteilchen in hydrodynamis-
chen Simulationen mitsamt ihren dynamischen Effekten zu berücksichtigen und untersuchen.
Es zeigt sich in durchgeführten Simulationen, daß die Wärmeleitung, obwohl sie unter bestimmten
Umständen ie Kühleffekte ausgleichen kann, in den durchgeführten kosmologischen Simulationen nicht
zu einer Reduzierung der Akkretionsrate in Galaxienhaufen führte. Es zeigen sich dennoch in Temperatur-
und Strahlungsprofilen der simulierten Objekte starke Auswirkungen der Wärmeleitung.
Die kosmische Teilchenstrahlung zeigt in weiteren Simulationen deutliche Auswirkungen auf die
Evolution von Strukturen, insbesondere bei der Regulierung von Sternentstehung in kleinen Galax-
ien (solchen mit Virialgeschwindigkeiten von unter ∼ 80km s−1). Hier führt sie zu einer staken Un-
terdrückung der Sternenbildung, in zunehmendem Maße für kleinere Galaxien mit einer geringeren
Gesamtmasse. Durch diese Unterdrückung wird bei statistischer Betrachtung auch die Steigung der
Leuchtkrafts-Verteilungfunktion von Galaxien an ihrem leuchtschwachen Ende stark beeinflußt; letztere
wird deutlich flacher und bringt Simulationsergebnisse somit merklich näher an beobachtete Werte.
