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Abstract
Reactive point processes (RPP’s) are a new statistical model designed for predicting
discrete events, incorporating self-exciting, self-regulating, and saturating components.
The self-excitement occurs as a result of a past event, which causes a temporary rise
in vulnerability to future events. The self-regulation occurs as a result of an external
“inspection” which temporarily lowers vulnerability to future events. RPP’s can sat-
urate when too many events or inspections occur close together, which ensures that
the probability of an event stays within a realistic range. RPP’s were developed to
handle an important problem within the domain of electrical grid reliability: short
term prediction of electrical grid failures (“manhole events”), including outages, fires,
explosions, and smoking manholes, which can cause threats to public safety and relia-
bility of electrical service in cities. For the self-exciting, self-regulating, and saturating
elements of the model, we develop both a nonparametric estimation strategy and intro-
duce a class of flexible parametric functions reflecting how the influence of past events
and inspections on vulnerability levels gradually fades over time. We use the model to
predict power grid failures in Manhattan over a short term horizon.
Keywords: Bayesian analysis, Energy grid reliability, Point processes, Hawkes processes,
Time series
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1 Introduction
We present a new statistical model for predicting discrete events over time, called Reactive
Point Processes (RPP’s). RPP’s are a natural fit for many di↵erent domains, and their
development was motivated by the problem of predicting serious events (fires, explosions,
power failures) in the underground electrical grid of New York City (NYC). RPP’s capture
several important properties of power failures on the grid:
• There is an instantaneous rise in vulnerability to future serious events immediately
following an occurrence of a past serious event, and the vulnerability gradually fades
back to the baseline level. This is a type of self-exciting property.
• There is an instantaneous decrease in vulnerability due to an “inspection,” repair, or
other action taken. The e↵ect of this inspection fades gradually over time. This is a
self-regulating property.
• The cumulative e↵ect of events or inspections can saturate, ensuring that vulnerability
levels never stray too far beyond their baseline level. This captures diminishing returns
of many events or inspections in a row.
• The baseline level can be altered if there is at least one past event.
• Vulnerability between similar entities should be similar. RPP’s can be incorporated
into a Bayesian framework that shares information across observably similar entities.
RPP’s are related to self-exciting point processes (SEPP’s), which have only the self-exciting
property mentioned above, and more generally, Hawkes processes (Hawkes, 1971b,a), which
are a special case of marked point processes. Demonstrated early on to be highly e↵ective
for earthquake modeling (Ogata, 1988, 1998), Hawkes models have been used in a vast array
of domains, including criminology (Mohler et al., 2011; Egesdal et al., 2010), neuroscience
(Krumin et al., 2010), credit card delinquency (Chehrazi and Weber, 2011), finance (Em-
brechts et al., 2011) and video viewing behavior (Crane and Sornette, 2008). These models
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appear in so many di↵erent domains because they are a natural fit for time series data where
one would like to predict discrete events in time, and where the occurrence of a past event
gives a temporary boost to the probability of an event in the future.
RPP’s extend Hawkes models to a broader array of settings where external events (“in-
spections”) can cause vulnerability levels to drop. Inspections are made according to a
predetermined policy of an external source, which may be deterministic or random. In the
application that self-exciting point processes are the most well known for, namely earthquake
modeling, it is not possible to take an action to preemptively reduce the risk of an earth-
quake; however, in other applications it is clearly possible to do so. In our application, power
companies can perform preemptive inspections and repairs in order to decrease electrical grid
vulnerability. In neuroscience, it is possible to take an action to temporarily reduce the firing
rate of a neuron. There are many actions that police can take to temporarily reduce crime in
an area (e.g., temporary increased patrolling or monitoring). In medical applications, doses
of medicine can be preemptively applied to reduce the probability of a cardiac arrest or other
event. Or, for instance, the self-regulation can come as a result of the patient’s lab tests or
visits to a physician.
Another way that RPP’s expand upon Hawkes processes is that they allow deviations
from the baseline vulnerability level to saturate. Even if there are repeated events or inspec-
tions in a short period of time, the vulnerability level still stays within a realistic range. In
the original self-exciting point process model, it is possible for the self-excitation to escalate
to the point where the probability of an event gets very close to one, which is generally
unrealistic. In RPP’s, the saturation function prevents this from happening. Also if many
inspections are done in a row, there are diminishing returns for the later ones, on account of
the saturation function.
We first introduce the general form of the RPP model. We then develop both non-
parametric and parametric RPP statistical models, demonstrating the flexibility of our ap-
proach. Our nonparametric approach allows us to trace out the shape of the self-exciting
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and self-regulating functions. Those functions can be parameterized afterwards if desired.
The method can also be fit using a classical, parametric likelihood-based setting or using
a Bayesian framework. The Bayesian formulation, which we implement using Approximate
Bayesian Computation (ABC), allows us to share information across observably similar enti-
ties (manholes in our case). These methods use self-exciting, self-regulating, and saturating
functions that are already parameterized, and the parameters can be chosen adaptively, based
on covariates. Sharing information across entities is especially important for this application,
since serious events are relatively rare, and because manholes can di↵er substantially in their
amount of cable, age of cable, and so on.
In New York City, and in other major urban centers, power grid reliability is a major
source of concern as demand for electrical power is expected to soon exceed the amount we
are able to deliver with our current infrastructure (DOE, 2008; Rhodes, 2013; NYBC, 2010).
Many American electrical grids are massive and have been built gradually since the time
of Thomas Edison in the 1880’s; for instance, in Manhattan alone, there are over 21,216
miles of underground cable, which is almost enough cable to wrap once around the earth.
Manhattan’s power distribution system is the oldest in the world, and NYC’s power utility
company, Con Edison, has cable databases that started in the 1880’s. Within the last decade,
in order to handle increasing demands on NYC’s power grid and increasing threats to public
safety, Con Edison has developed and deployed various proactive programs and policies (So,
2004). In Manhattan, there are approximately 53 thousand access points to the underground
electrical grid, which are manholes. Problems in the underground distribution network are
manifested as problems within manholes, such as underground burnouts or serious events.
A multi-year, ongoing collaboration to predict these events in advance was started in 2007
(Rudin et al., 2010, 2012), where diverse historical data were used to predict manhole events
over a long term horizon, as the data were not originally processed enough to predict events
in the short term. Being able to predict manhole events accurately in the short term could
immediately lead to reduce risks to public safety and increased reliability of electrical service.
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The data from this collaboration have su ciently matured, and in this paper, we show that
it is indeed possible to predict manhole events to some extent within the short term.
We also show how RPP’s can be used to assist with broader policy decisions for the
NYC inspections program. Once the RPP model is fit to data from the past, it can be used
to simulate the future. In particular, we can simulate various inspection policies for the
Manhattan grid and examine the costs associated with each of them in order to choose the
best inspection policy.
In Section 2, we introduce RPP’s. Section 3 describes three statistical models using RPPs.
We begin by introducing a nonparametric RPP in Section 3.1, then move to a likelihood-
based RPP in Section 3.2, and a Bayesian RPP model in Section 3.3. For each method we
fit the model to NYC data and performed simulation studies to evaluate both model fit and
performance. Section 4 contains a prediction experiment, demonstrating the RPP’s ability
to predict future events in NYC. Section 5 shows a simulation using the RPP, and how it is
able to help choose between di↵erent inspection policies. The paper ends with related works
and discussion.
2 The Reactive Point Process Model
We begin with a simpler version of RPP’s where there is only one time series, corresponding
to a single entity (manhole). Our data consist of a series of NE events with event times
t1, t2, ..., tNE and a series of given inspection times denoted by t¯1, t¯2, ..., t¯NI . The inspection
times are assumed to be under the control of the experimenter. RPP’s model events as being
generated from a non-homogenous Poisson process with intensity  (t) where
 (t) =  0
241 + g1 X
8te<t
g2(t  te)
!
  g3
0@X
8t¯i<t
g4(t  t¯i)
1A+ C11[NE 1]
35 (1)
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where te are event times and t¯i are inspection times. The vulnerability level permanently
goes up by C1 if there is at least one past event, where C1 is a constant that can be fitted.
Functions g2 and g4 are the self-excitation and self-regulation functions, which have initially
large amplitudes and decay over time. Self-exciting point processes have only g2, and not the
other functions, which are novel to RPP’s. Functions g1 and g3 are the saturation functions,
which start out as the identity function and then flatten farther from the origin. If the total
sum of the excitation terms is large, g1 will prevent the vulnerability level from increasing
too much. Similarly, g4 controls the total possible amount of self-regulation.
The form of the g1, g2, g3, g4 functions is the key distinction between the nonparametric
RPP and the likelihood-based or Bayesian RPP formulations. Our nonparametric approach
to RPPs traces out these functions explicitly using using data. In the likelihood-based and
Bayesian settings, however, we use the family of functions below for fitting power grid data,
where a1, a3,  , and   are parameters that can be either modeled or fitted. The form of
these functions were derived from the nonparametric approach, as we will discuss.
g1(x) = a1 ⇥
✓
1  1
log(2)
log(1 + e a1x)
◆
, g2(x) =
1
1 + e x
g3(x) =  a3 ⇥
✓
1  1
log(2)
log(1 + e a3x)
◆
, g4(x) =
 1
1 + e  x
. (2)
The factors of log(2) ensure that the vulnerability level is not negative.
In the case that there are multiple entities, there are P time series’, each corresponding
to a unique entity p. For medical applications, each p is a patient, for the electrical grid relia-
bility application, p is a manhole. Our data consist of events {t(p)e}p,e, inspections {t¯(p)i}p,i,
and additionally, we may have covariate information Mp,j about every entity p, with covari-
ates indexed by j. Covariates for the medical application might include a patient’s gender,
age at the initial time, race, etc. For the manhole events application, covariates include the
number of main phase cables within the manhole (current carrying cables connecting two
manholes), and the average age of cables.
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Within the Bayesian framework, we can naturally incorporate the covariates to model
functions  p for each p adaptively. Consider   in the expression for g2 above. For the
likelihood-based and Bayesian approaches,   depends on individual-level covariates. In no-
tation:
g(p)2 (x) =
1
1 + e (p)x
, g(p)4 (x) =
 1
1 + e  (p)x
. (3)
The  (p)’s are assumed to be generated via a hierarchical model of the form
  = log
 
1 + e M 
 
where   ⇠ N(0,  2 ) are the regression coe cients and M is the matrix of observed covari-
ates. The  (p)’s are modeled hierarchically in the same manner,   = log
 
1 + e M!
 
, with
! ⇠ N(0,  2!). This permits slower or faster decay of the self-exciting and self-regulating
components based on the characteristics of the individual. For the electrical reliability ap-
plication, we have noticed that manholes with more cables and older cables tend to have
faster decay of the self-exciting terms for instance.
Even though the form of the RPP’s can be written concisely, the model has many help-
ful properties that we have discussed, including the ability to be self-regulating, ability to
saturate, to have the long term influence of a past event, and the Bayesian framework for
adaptive excitation and regulation.
3 Fitting RPP statistical models
In this section we propose three statistical modeling approaches for RPPs: nonparametric,
likelihood-based, and Bayesian. The RPP intensity in Equation 1 features prominently in
each of these models, providing the structure to capture self-excitation, self-regulation, and
saturation. We compare and discuss the fit from the three approaches in Section 3.4.
Using each of the three approaches, we fit the model to data from the New York City
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electrical grid. The data, which result from a collaboration with Con Edison, consist of (heav-
ily processed) trouble tickets and inspection reports for the manholes in Manhattan (total
213,504 records for 53,525 manholes) from 1995 until 2010. Each record indicates the record
time, manhole type (“service box” or “manhole,” and we refer to both types as manholes
colloquially), the unique identifier of the manhole, and details about the event/inspection,
whichever is applicable. We know which manholes were involved in each event, and how seri-
ous the event was (“serious” or “precursor”). The inspections are broken down into 5 distinct
types, depending on whether repairs are urgent (Level I), or whether the inspector suggests
major infrastructure repairs (Level IV) that are placed on a waiting list to be completed.
Inspection program data going back to 2007 has been used in the subject analysis.
The long term vulnerability levels of the manholes vary, and for the purpose of the
experiments conducted here, we worked with a large set of manholes that are not at either
of the extremes of being the most or least vulnerable.
The terminology we use below is specific to the energy grid reliability application, but
the fitting methods are general and can be used in any of the domains discussed earlier.
We performed a set of “sanity check” simulation experiments, where the goal is to recover
parameters of simulated data for which there is ground truth. Details of these additional
experiments are in the Supplementary Material.
3.1 Nonparametric RPP
For this method, we locate event/inspection “trails” in the time-series data for each manhole.
We define a trail as a sequence of time steps of fixed granularity (days, weeks, etc.) for a
specific manhole where a predefined pattern of inspection/event records exists. The trail
ends when we observe an inspection or event record. We estimate the model parameters in
a case-controlled way, using only the applicable trails, in the following order:
1. Compute  0. The baseline hazard rate  0 refers to the likelihood of observing an event
under steady-state conditions, for a manhole that has no previous event record in the
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database. That is, at a given time t where there has not been a recorded inspection or
event,  0 is the probability of an event at that time. Computation of  0 requires trails
that start from the earliest recorded time until the observation of the very first event
record or inspection record for each manhole. If the manhole never had an event or
inspection, the trail is the full time course. Let St denote the number of manholes that
have survived without an event up to and including time t   1, and did not have an
inspection through time t. Let Et denote the number of these manholes that had an
event at time t. We could compute an estimate of the baseline event rate  0 for each t
separately as Et/St, but it is better to approximate the true baseline hazard rate using
a pooled average as:
 0 ⇡
PTmax
t=1 EtPTmax
t=1 St
where Tmax is the latest timestep in the data.
To validate the Nonparametric method result, we were able to reproduce the value of
 0 given in a simulation very closely. In simulation studies described in more detail
in the Supplementary Material, we computed  0 = 0.0097, when the true value was
 0 = 0.01.
As an alternative method for estimating  0 in a personalized way, one can use a long-
term probabilistic model (such as the one we had developed for the project previously
in Rudin et al., 2010) that incorporates features for each manhole.
2. Compute C1. After finding the baseline hazard rate, we compute C1 from trails in the
data where the e↵ects of g2 and g4 are hypothesized to have approximately vanished,
and where the manhole had a prior event. In other words, the trails that we consider
have the following properties: i) there was a past event in the manhole, ii) the start of
the trail is a time at which the e↵ect of a previous event/inspection is fully decayed,
and iii) the end of the trail is the observation of an event or inspection record in that
manhole if there was one. There are some manholes for which we have multiple trails
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by these criteria, and we use all of them. Defining E t and E¯ t as the total number
of trails in the data with and without an event after  t of the start of the trail (and
no inspections during the trail), we again use a pooled average to get:
 0(1 + C1) =
PT
 t=1E tPT
 t=1
 
E t + E¯ t
 
C1 =
"
1
 0
PT
 t=1E tPT
 t=1
 
E t + E¯ t
 #  1.
3. Compute g2: To obtain the nonparametric estimates, we consider events that are
observed at steady-state, meaning that the e↵ect of previous events/inspections, if
any, should have fully decayed. In other words, we choose trails starting at events
that occurred at baseline vulnerability levels. Furthermore, to keep the computation
consistent, we consider only trails where there was already a previous serious event in
that manhole (so that we can consistently use C1 in our computations). The trail ends
at the immediate next event/inspection record, if any. Redefining E t and E¯ t as the
total number of trails in the database with and without an event after  t of the start
of the trail (and no inspections within that time), we compute an estimated failure
rate E t
E t+E¯ t
for each  t interval and a nonparametric estimate for g2 at time  t:
gnonparametric2 ( t) =
1
 0
E t
E t + E¯ t
  C1   1.
Figure 1(a) shows gnonparametric2 traced for the Manhattan data (dots in the figure), and
the parameterized g2 function we fitted afterwards. The fitted curve uses the form given
in (2). We also evaluated the shape of g2 curves estimated using this method using
data simulated with known g2 curves. The results, given in detail in the Supplementary
Materials, indicates that this method accurately recovers the true g2 function.
4. Compute g4: The computation of g
nonparametric
4 values across various trail lengths
follows the same procedure as for gnonparametric2 , with the distinction that the trails now
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Figure 1: Fitted g2 and g1 functions for the Manhattan dataset.
start with an inspection record. That is, we use only trails where the manhole was
inspected at the baseline vulnerability level and there was a history of at least one
serious event in that manhole. Figure 1(d) in the Supplementary Material shows that
we are able to recover g4 for such trails in the simulated data. We cannot well-estimate
g4 for the Manhattan dataset since the inspection program is relatively new, and since
the e↵ect of an inspection and repair can take much longer to wear o↵ than the e↵ect of
an event (in fact, longer than the span of the data that we have presently). Engineers
at Con Edison assisted us to estimate g4 using domain knowledge, with a band of
uncertainty that we take into account in Section 5.
5. Compute g1: The computation of g1 involves focusing on the trails with event cas-
cades ; that is, we are interested in the trails that start with a serious event that is
under the influence of a prior serious event. These are events for which a previous
event’s e↵ect has not fully decayed. These cascades of multiple events close together
in time “activate” the g1 component of our model.
Accordingly, we find trails that start at the time of a serious event that closely follows
at least one prior serious event. These trails end at the next event (when a new
trail begins) or at the next inspection. We exclude trails under the influence of a
past inspection. We first discretize possible values for (
P
g2) into bins. At each
timestep of each trail, we will determine which is the corresponding bin, then compute
11
a probability of event for each bin. We denote a trail as Tr, its start time as time(Tr),
and ETr t = {e1, e2, . . . , ek} as the set of previous recent events whose e↵ects have not
completely decayed at time(Tr) +  t. This includes the event at time(Tr). At each
timestep  t after the start of trail Tr, we compute
V Tr =
X
e2ETr t
g2(time(Tr) + t  time(e)).
We then determine which bin V Tr corresponds to, which is denoted by b. Depending on
whether or not we observed a serious event at time(Ti)+ t, we add 1 to either SEvent,b
or SNoEvent,b. Once SEvent,b and SNoEvent,b have been computed using all timesteps for
all trails, the value of g1 in bin b equals SEvent,b/(SEvent,b + SNoEvent,b).
For the Manhattan dataset, our estimate of g1 was afterwards parameterized using the
functional form in (2), as shown in Figure 1(b).
6. Compute g3: The computation of g3 follows the same steps defined for g1, with
the distinction that we now consider trails that start with an inspection where that
inspection is still under the influence of an earlier inspection, and no previous events.
This procedure yields the following estimates for the Con Edison data:
 0 = 2.4225e-04 (baseline rate of approximately 1 in 4070)
C1 = 0.0512 (baseline rate changes to  0(1 + C1) which is approximately 1 in 3930)
g2(x) =
11.62
1 + e0.039x
g1(x) = 16.98⇥
✓
1  log(1 + e 0.15x)⇥ 1
log 2
◆
.
For the likelihood-based and Bayesian RPP models discussed below, we will use the
parametric forms of g1, g2, g3 and g4 that we discovered using the Nonparametric method,
though we will specialize the parameters to each manhole adaptively.
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3.2 Likelihood-based RPP
We start by considering a simple version of (3) where there are no inspections, and   does
not depend on covariates. The manholes are indexed by p. Here, the log likelihood is then
expressed using the standard likelihood for a non-homogenous Poisson process over the time
interval [0, Tmax]:
logL
 ⇢
t(p)1 , ...t
(p)
N
(p)
E
 
p
;  
!
=
PX
p=1
24N(p)EX
e=1
log( (t(p)e )) 
Z Tmax
0
 (u)du
35 ,
where   is given by (1) and (2). This formula extends directly to the adaptive case where
covariates are present. In terms of  , the likelihood is:
logL
 ⇢
t(p)1 , ...t
(p)
N
(p)
E
 
p
; , a1,M
!
=
PX
p=1
24N(p)EX
e=1
log( p(t
(p)
e )) 
Z Tmax
0
 p(u)du
35 (4)
where
 p(t) =  0
241 + g1
0@ X
8t(p)e <t
g2(t  t(p)e )
1A+ C11[N(p)E  1]
35 and
g1(x) = a1 ⇥
✓
1  log(1 + e a1x)⇥ 1
log(2)
◆
, g2(t  t(p)e ) =
1
1 + e(t t
(p)
e ) log (1+exp(
P
j Mpj j))
.
This likelihood is straightforward to evaluate for a given  , making it possible to optimize
the likelihood over a low-dimensional closed subset of Rd.
Our dataset includes characteristics of each manhole in Manhattan. These covariates
include the counts of underground cables of di↵erent types, and the ages of the cables. We
sampled the coe cients   from a normal distribution, displaying in Figure 2 the region of
maximum likelihood (shown in dark red), where the data have the highest likelihood with
respect to the sampled values of  . The covariates are the number of main phase cables in
the manhole (number of current carrying cables between two manholes), the total number of
cable sets (total number of bundles of cables) including main, service, and streetlight cables,
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and the age of the oldest cable set within the manhole. All covariates were normalized to be
between -0.5 and 0.5.
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Figure 2: Log Likelihood for Manhattan Dataset. Each axis represents possible values of a
coe cient.
In the next section we present a Bayesian modeling framework for RPPs. Though more
computationally taxing, the Bayesian approach shares information between observably sim-
ilar manholes.
3.3 Bayesian RPP
Developing a Bayesian framework facilitates sharing of information between observably sim-
ilar manholes, thus making more e cient use of available covariate information. Beginning
with the non-homogenous Poisson Process likelihood in Equation 4, we use Gaussian priors
one the log scale for each regression coe cient. We could also give prior distributions to the
hyperparameters of each Gaussian distribution. Instead we opt to use weakly informative
priors which impose mild regularization.
We fit the model using Approximate Bayesian Computation (Diggle and Gratton, 1984).
The principle of Approximate Bayesian Computation (ABC) is to randomly choose proposed
parameter values, use those values to generate data, and then compare the generated data to
the observed data. If the di↵erence is su ciently small, then we accept the proposed param-
eters as draws from the approximate posterior. To do ABC, we need two things: (i) to be
able to simulate from the model and (ii) a summary statistic. To compare the generated and
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observed data, the summary statistic from the observed data, S({t(p)1 , ...t(p)N(p)E }p), is compared
to that of the data simulated from the proposed parameter values, S({t(p),sim1 , ..., t(p),simN(p),simE }p).
If the values are similar, it indicates that the proposed parameter values may yield a useful
model for the data. We could also fit the model using Markov-chain Monte Carlo or similar
tools commonly used in Bayesian computation. We opted for ABC since we found generating
data to be approximately the same computational complexity as evaluating the likelihood
and, as described below, were able to readily compute a natural summary measure. We also
evaluated the adequacy of this method extensively in simulation studies presented in the
Supplementary Material.
A key conceptual aspect of ABC is that one can choose the summary statistic to best
match the problem. The su cient statistic for the RPP is the vector of event times, and thus
gives no data reduction. We can, however, capitalize on the distribution of times between
events produced by the RPP. We use this insight to define two summary statistics:
1. DD: The di↵erence in the number of events in the simulated and observed data.
2. KL: The Kullback-Leibler divergence between two histograms, one from the observed
data, and one from the real data. These are histograms of time di↵erences between
events.
Note that we expect the histogram of time di↵erences between events for a self-exciting
process to di↵er from that of a homogenous Poisson process. The homogenous Poisson
process histogram has an exponential decay. The self-exciting process, on the other hand, has
a distribution resembling a lognormal because of the positive association between intensities
after an event occurs.
Denoting the probability distribution of the actual data as P and the probability distri-
bution of the simulated data as Q , KL Divergence is computed as
KL(P ||Q ) =
X
bin
ln
✓
P (bin)
Q (bin)
◆
P (bin).
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The full ABC algorithm is given in Figure 3. We require a distribution ⇡ over parameter
values. If covariates are not used, ⇡ is a distribution over   (and   if inspections are
present). If covariates are used, ⇡ is a distribution over   and !. One option for ⇡ is a
uniform distribution across a grid of reasonable values. Another option, which was used in
our experiments, is to simulate from di↵use Gaussian/weakly informative priors on the log
scale (for instance, draw log(⌫j) ⇠ N(0, 5)). We assumed that C1 and a1 can be treated as
tuning constants to be estimated using the Nonparametric method, though it is possible to
define priors on these quantities as well if desired.
• Inputs. Data {t(p)1 , ..., t(p)N(p)E }p and ({t¯
(p)
1 , ..., t¯
(p)
N
(p)
I
}p, M); a summary function S(·); a
sampling distribution for parameter values ⇡.
• Initialize. Set sobs = S({t(p)1 , ..., t(p)N(p)E }p).
• Iterate. For iter = 1, ..., Iter,
1. Choose parameter values randomly from distribution ⇡.
2. Simulate a sequence of event times {t(p),iter1 , ..., t(p),iterN iter,(p)E }p and inspection times
using the chosen parameter values. Compute siter = S({t(p),iter1 , ..., t(p),iterN(p),iterE }p).
• Outputs. |siter   sobs| for iter = 1, ..., Iter.
Figure 3: An ABC importance sampling algorithm. The parameters might be   and   for
no covariates, or   and ! when covariates are present.
In our experiments, we aimed to find the posterior modes. If one would like to reconstruct
the full posterior instead, this can be accomplished by choosing an appropriate density kernel
K(·), with a bandwidth h > 0 (which is typically tuned empirically during pilot runs), and
using a proposal density `(·). Using notation for the model with variable   only, to determine
which draws are from the posterior, with probability
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Figure 4: DD (left plots) and KL (right plots) for Manhattan Dataset. Each axis corresponds
to the coe cient for one of the covariates. The magnitude of KL or DD is indicated by the
color.
set w( iter) = ⇡( iter)/`( iter) and otherwise set witer( iter) = 0. Note the weights are just 1
if the proposal distribution is the same as the prior.
To verify the procedure, we used simulated ground truth data with known   and  
values, and attempted to recover these values with the ABC method, for both the DD and
KL metrics. We performed extensive simulation studies to evaluate this method and full
results are given in the Supplementary Materials.
For the NYC data, we visualized in Figure 4 the three-dimensional parameter values,
colored by either DD (left plots) or KL (right plots) metrics. Smaller values (dark blue) are
better. The regions where KL and DD are optimized are very similar.
3.4 Choosing Parameter Values for the Policy Decision
For the policy decision simulation in Section 5 we wish to choose one set of parameter values
for the linear combination. Currently we have three mechanisms to find optimal parameter
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Figure 5: Best 10% of log likelihood values and best 10% of KL values overlaid.
values: the parameters achieving maximum likelihood, or parameters achieving minimum
KL or DD. Further, as we have only samples (with uncertainty), we require a mechanism to
find the extremal points. As we discuss in this section, we do this using the KL measure, by
fitting a manifold to the best 10% of KL values, and choosing a particularly desirable point
on the manifold (the one closest to the origin) as our set of parameter values to use for the
policy simulation.
First, we illustrate that the choice of quality measures is not particularly important, as
they all produce very similar results. We already illustrated this for KL and DD. Figure
5 shows the best 10% of the parameter values for both KL and log likelihood overlaid. If
one imagines two manifolds, one characterizing the top 10% of KL values, and the other for
the highest 10% of log likelihood values, these manifolds appear to be close to overlapping,
indicating a fairly consistent result between di↵erent quality measures.
In order to choose a single best value of the parameters, we fitted a polynomial manifold to
the best 10% of points according to the KL metric. Defining  1,  2 and  3 as the coe cients
for “number of main phase cables”, “age of oldest main cable set” and “total number of sets”
features, the formula for the manifold is:
 3 =  8.9  0.98 1   0.1 2   3.5⇥ 10 3( 1)2   5.9⇥ 10 4 1 2 + 4.5⇥ 10 2( 2)2.
The fitted manifold is shown in Figure 6.
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Figure 6: Fitted manifold of   values with smallest KL divergence.
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We optimized for the point on the manifold closest to the origin (this implicitly adds
regularization). This point is  1 =  4.3568,  2 =  0.7967, and  3 =  4.5664. Note
that cable age (corresponding to the second coe cient) is not the most important feature
defining the manifold. As previous studies have shown (Rudin et al., 2010), even though
there are very old cables in the city, the age of cables within a manhole is not alone the best
predictor of vulnerability. Now we also know that it is not the best predictor of the rate of
decay of vulnerability back to baseline levels. This supports Con Edison’s goal to prioritize
the most vulnerable components of the power grid, rather than simply replacing the oldest
components.
4 Predicting events on the NYC power grid
Our first experiment aims to evaluate whether the nonparametric RPP or adaptive strategies
introduced above is better in terms of identifying the most vulnerable manholes. To do this,
we selected 5,000 manholes (rank 1,001-6,000 from the project’s current long-term prediction
model). These manholes had similar vulnerability levels and the top 1K were excluded
as their baseline vulnerability levels can vary substantially. Using both the adaptive  
(ABC, with KL metric) and constant   (nonparametric method) strategies, the models were
trained on data through 2009, and then we computed the vulnerabilities of the manholes
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Figure 7: Ranking di↵erences between adaptive and constant   strategies.
0 100 200 300 4000
100
200
300
Days
R
an
k
 
 
  (w/o features)
Adaptive  
on December 31st, 2009. These vulnerabilities are used as the initial vulnerabilities for an
evaluation on the 2010 event data. 2010 is a relevant year because the first inspection cycle
ended in 2009. All manholes had been inspected at least once, and many were inspected
towards the end of 2009, which stabilizes the inspection e↵ects. For each of the 53K manholes
and at each of the 365 days of 2010, when we observed a serious event in a manhole p,
we evaluated the rank of that manhole with respect to both the adaptive and non-adaptive
models, where rank represents the number of manholes that were given higher vulnerabilities
than manhole p. As our goal is to compare the relative rankings provided by the two
strategies, we consider only events where the vulnerabilities assigned by both strategies are
di↵erent than the baseline vulnerability. Figure 7 displays the ranks of the manholes on the
day of their serious event. A smaller rank indicates being higher up the list, thus lower is
better. Overall, we find that the adaptive   strategy performs better than the non-adaptive
strategy over all of the rank comparisons in 2010. (pvalue .09, sign test).
In the second experiment, we compared the adaptive   strategy to the Cox Proportional-
Hazards Model, which is commonly used in survival analysis to assess the probability of
failure in mechanical systems. We employ this model to assess the likelihood of a manhole
having a serious event on a particular day. For each manhole, we used the same three static
covariates as in the adaptive   model, and developed four time-dependent features. The
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time-varying features for day t are 1) the number of times the manhole was a trouble hole
(source of the problem) for a serious event until t, 2) the number of times the manhole was
a trouble hole for a serious event in the last year, 3) the number of times the manhole was
a trouble hole for a precursor event (less serious event) until t, and 4) the number of times
the manhole was a trouble hole for a precursor event in the last year. The adaptive   model
currently does not di↵erentiate serious and precursor events, though it is a direct extension to
do this if desired. The model was trained using the coxph function in the survival package of
R using data prior to 2009, and then predictions were made on the test set of 5,000 manholes
in the 2010 dataset. These predictions were transformed into ranked lists of manholes for
each day to allow a non-parametric comparison. We then compared the ranks achieved by
the Cox model with the ranks of manholes at the time of events. The di↵erence of aggregate
ranks was in favor of the adaptive   approach (pvalue 7e-06, sign test), indicating that the
adaptive   strategy provides a substantial advantage in its ability to prioritize vulnerable
manholes.
5 Making Broader Policy Decisions Using RPP’s
Because the RPP model is a generative model, it can be used to simulate the future, and thus
assist with broader policy decisions regarding how often inspections should be performed.
This can be used to justify allocation of spending. Con Edison’s existing inspection policy
is a combination of targeted periodic inspections and ad-hoc inspections. The targeted
inspections are planned in advance, whereas the ad hoc inspections are unscheduled. An ad
hoc inspection could be performed while a utility worker is in the process of, for instance,
installing new service cable to a building or repairing an outage. Either source of inspection
can result in an urgent repair (Type I), an important but not urgent repair (Type II), a
suggested structural repair (Types III and IV), or no repair, or any combination of repairs.
Urgent repairs need to be completed before the inspector leaves the manhole, whereas Type
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IV repairs are placed on a waiting list. According to the current inspections policy, each
manhole undergoes a targeted inspection every 5 years. The choice of inspection policy to
simulate can be determined very flexibly, and any inspection policy and hypothesized e↵ect
of that policy can be examined through simulation.
As a demonstration, we conducted a simulation over a 20 year future time horizon that
permits a cost-benefit analysis of the inspection program, when targeted inspections are
performed at a given frequency. To do this simulation we require the following:
• A characterization of manhole vulnerability. For Manhattan, this is learned from the
past using the RPP adaptive   training strategy for g1 and g2, with KL metric as
discussed above. Functions g3 and g4 for the inspection program cannot yet be learned
due to the newness of the inspection program and are discussed below.
• An inspection policy. The policy can include targeted, ad hoc, or history-based in-
spections. We chose to evaluate “bright line” inspection policies, where each manhole
is inspected once in each Y year period, where Y is varied (discussed below). We also
included an ad hoc inspection policy that visits 3 manholes per day on average.
E↵ect of Inspections: The e↵ect of inspections on the overall vulnerability of manholes
were designed in consultation with domain experts. The choices are somewhat conservative,
so as to give a lower bound for costs. The e↵ect of an urgent repair (Type I) is di↵erent from
the e↵ect of less urgent repairs (Types II, III, and IV). For all inspection types, after 1 year
beyond the time of the inspection, the e↵ect of the inspection decays to, on average, 85% of
its initial e↵ect, in agreement with a short-term empirical study on inspections. (There is
some uncertainty in this initial e↵ect, and the initial drop in vulnerability is chosen from a
normal distribution so that after one year, the e↵ect decays to a mean of 85%.) For Type
I inspections, the e↵ect of the inspection decays to baseline levels after approximately 3000
days, and for Type II, III, and IV, which are more extensive repairs, the e↵ect fully decays
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Figure 8: Functions g3 and g4 for simulation.
after 7000 days. In particular, we use the following g4 functions:
gTypeI4 (x) =  83.7989⇥ (r ⇥ 5⇥ 10 4 + 3.5⇥ 10 3)⇥
1
1 + e0.0018x
(5)
gTypeII,III,IV4 (x) =  49.014⇥ (r ⇥ 5⇥ 10 4 + 7⇥ 10 3)⇥
1
1 + e0.00068x
(6)
where r is randomly sampled from a standard normal distribution. For all inspection types,
we used the following g3 saturation function:
g3 = 0.4⇥
✓
1  log(1 + e 3.75x)⇥ 1
log 2
◆
which ensures that subsequent inspections do not lower the vulnerability to more than 60%
of the baseline vulnerability. Sampled g4 functions for Type I and Type II, II, IV, along with
g3 are shown in Figure 8.
One targeted inspection per manhole was distributed randomly across Y years for the
bright line Y -year inspection policies, and 3*365 =1095 ad-hoc inspections for each year were
uniformly distributed, which corresponds to 3 ad-hoc inspections per day for the whole power
grid on average. During the simulation, when we arrive at a time step with an inspection, the
inspection outcome is Type I with 25% probability, or one of Types II, III, or IV, with 25%
probability. In the rest of cases (50% probability), the inspection is clean, and the manhole’s
vulnerability is not a↵ected by the inspection. If the inspection resulted in a repair, we
sampled r randomly and randomly chose the inspection outcome (Type I or Types II, III,
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IV). This percentage breakdown was observed approximately for a recent year of inspections.
To initialize manhole vulnerabilities for a bright line policy of Y years, we simulated the
previous Y -year inspection cycle, and started the simulation with the vulnerabilities obtained
at the end of this full cycle.
Simulation Results: We simulated events and inspections for 53.5K manholes for bright-
line policies ranging from Y=1 year to Y = 20 years. A longer inspection cycle corresponds
to fewer daily inspections, which translates into an increase in overall vulnerabilities and an
increase in the number of events. This is quantified in Figure 9, which shows the projected
number of inspections and events for each Y year bright line policy. If we change from a 6
year bright line inspection policy to a 4 year policy, we estimate a reduction of approximately
100 events per year in manhole events. The relative costs of inspections and events can thus
be considered in order to justify a particular choice of Y for the bright line policy.
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Figure 9: Number of events and inspections based on Bright-line policy.
6 Related work
The Hawkes Process (or self-exciting point process - SEPP) dates back at least to the 1970’s
(Hawkes, 1971b,a), and has the properties of being a concrete, tractable point process model
with self-exciting behavior. A Hawkes Process is identified by the conditional intensity
function
 (t) = µ+ k0
X
tk<t
g(t  tk)
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where µ is the baseline hazard rate. The applicability of Hawkes process for modeling and
analyzing time-series data has stimulated interest in diverse disciplines, including seismology
(Ogata, 1988, 1998), criminology (Mohler et al., 2011; Egesdal et al., 2010; Lewis et al., 2010;
Louie et al., 2010), finance (Chehrazi and Weber, 2011; Aı¨t-Sahalia et al., 2010; Bacry et al.,
2013; Filimonov and Sornette, 2012; Embrechts et al., 2011), computational neuroscience
(Johnson, 1996; Krumin et al., 2010), genome sequencing (Reynaud-Bouret and Schbath,
2010) and social networks (Crane and Sornette, 2008; Mitchell and Cates, 2009; Simma and
Jordan, 2010; Masuda et al., 2012).
A lot of e↵ort has gone into modeling earthquakes with point process models, for instance
Ogata (1988) described the Epidemic-Type-Aftershock-Sequence (ETAS) to models seismic-
ity in a geographical region. The formulation and parametrization of the ETAS model
divides earthquakes in a region into two components, namely background and aftershock
events. Background events occur independently according to a stationary Poisson process.
An earthquake elevates the risk of aftershocks, where the magnitude and temporal proper-
ties of this elevated risk are determined by the kernel g. Subsequent works (Musmeci and
Vere-Jones, 1992; Ogata, 1998) incorporated the spatial distance of past seismic events for
modeling the seismic activity at a point of interest.
Mohler et al. (2011) described a SEPP model that is based on the space-time ETAS
model for modeling the rate of crimes. In particular, they drew a parallel between the
spread of seismic activity and crime behavior, and proposed a model for residential burglaries
that captures the spatial-temporal clustering patterns observed in crime data. Egesdal et
al. (2010) studied a similar problem of modeling gang rivalries, where an event involving
rival gangs can lead to retaliatory (self-excitatory) acts of violence. The same problem
was addressed by Louie et al. (2010), which extends the model of Egesdal et al. (2010) to
incorporate the spatial influence of past events (similar to the space-time ETAS model of
Ogata, 1998). Lewis et al. (2010) analyzed temporal patterns of civilian death reports in
Iraq between from 2003 until 2007 and defined a SEPP model with an exponential kernel
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similar to the one defined by Egesdal et al. (2010). The paper mainly focuses on modeling
the background violence rate µ since exogenous factors such as political decisions, changes
in troop levels, etc., can have a significant impact on the rate of events.
In the financial world, SEPP models have been used both at micro and macro scales. En-
gle and Russell (1998) proposed a SEPP model for analyzing transaction data on individual
stocks and how they are spread over a given time interval. At the macro scale, contagion of
financial crises was modeled as a mutually exciting jump process by Aı¨t-Sahalia et al. (2010).
They modeled the dynamics of asset returns and how they fluctuate based on financial events
in the same region (self-excitation) as well as in other regions (mutual excitation). Note that
usually when handling Hawkes processes, the “multivariate setting” (as described by Em-
brechts et al., 2011) has the marks (where excitation occurs) as multivariate. In our case
there is only one dimension: vulnerability level. In our model, we have multiple manholes,
each with their own multidimensional vector of features. These features influence all of the
marks for that manhole.
Recently, self exciting point processes have been shown to be e↵ective for genome analysis
(Reynaud-Bouret and Schbath, 2010) as well as analyzing and capturing the dynamics and
neural spike trains (Krumin et al., 2010). These domains have distinct properties that require
unique models (for example, the self-excitation component of the model for DNA sequences
replaces geographic distance with a distance between basepairs).
In the context of social networks, Crane and Sornette (2008) studied endogenous and
exogenous factors that influence the dynamics of viewing activity for YouTube videos. They
argue that an individual’s viewing behavior is influenced by their communication with others
about what to watch next. Based on this assumption, their SEPP model defines the baseline
rate µ to capture spontaneous views that are not triggered by epidemic e↵ects on the network.
The self excitation component is controlled by the number of potential viewers influenced
directly by person i who viewed a video at time ti, and a “memory” kernel that captures the
waiting time distribution for the influenced individuals (the time between finding out about
26
a video and viewing the video). A similar model with a memory kernel has been used to
model conversation event sequences (Masuda et al., 2012).
RPPs di↵ers from all of these related models in several ways: the form of the model is
di↵erent, where the excitation is a proportion of the baseline rate, the saturation functions
are unique to RPP’s, and the external inspections are not present in other models.
There has also been much recent work on Bayesian modeling for dependent point pro-
cesses (see Guttorp and Thorarinsdottir (2012) for an overview). Paralleling the development
of frequentist literature, many advances arise as models for natural events. Peruggia and
Santner (1996), for example, develop a Bayesian framework for the ETAS model. Nonpara-
metric Bayesian approaches for modeling data form non-homogenous point pattern data
have also been developed (see Taddy and Kottas (2012), for example). Blundell et al.
(2012) present a nonparametric Bayesian approach that uses Hawkes models for relational
data.
7 Conclusion
Keeping our electrical infrastructure safe and reliable is of critical concern, as power outages
a↵ect almost all aspects of our society including hospitals, financial centers, data centers,
transportation, and supermarkets. If we are able to combine historical data with the best
available statistical tools, it will be possible to impact our ability to maintain an ever aging
and growing power grid. In this work, we presented a methodology for modeling power grid
failures that is based on natural assumptions: (i) that power failures have a self-exciting
property, which was hypothesized by Con Edison engineers, (ii) that the power company’s
actions are able to regulate vulnerability levels, (iii) that the e↵ects of past events or repairs
on the vulnerability level can saturate, and (iv) that vulnerability estimates should be similar
between similar entities. We have been able to show directly (using the nonparametric RPP
method) that the self-exciting and saturation assumptions hold. We demonstrated through
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experiments on past power grid data from NYC, and through simulations, that the RPP
model is able to capture the relevant dynamics well enough to predict power failures better
than the current paradigms in use.
The modeling assumptions that underlie RPP’s can be directly ported to other prob-
lems. RPP’s are a natural fit for problems in healthcare, where medical conditions cause
self-excitation, and treatments provide regulation. Through the Bayesian framework we in-
troduced, RPP’s extend to a broad range of problems where predictive power can be pooled
among multiple related entities, such as medical patients (or manholes).
The results presented in this work show for the first time that manhole events can be
predicted in the short term, which was previously thought not to be possible. Knowing how
one might do this permits us to take preventive action to keep vulnerability levels low, and
can help make broader policy decisions for power grid maintenance through simulation of
many uncertain futures, simulated over any desired policy.
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A Inspection Policy for Simulated Data
The inspection policy used in the simulated data consists of three components. These com-
ponents are similar to those within Con Edison’s current inspection policy.
• Targeted inspections for the most vulnerable manholes: We created periodic
inspections at regularly scheduled intervals for the most vulnerable k manholes. Specif-
ically, every 50 days, we inspected the top 10% of vulnerable manholes for that day, all
at once. While this targeting policy is e↵ective in terms of reducing the overall hazard
rate, it is plausible that some manholes may be inspected over and over whereas others
can go un-inspected for extended periods of time, which violates current government
safety regulations. Hence we require regular inspections for all manholes, discussed
just below.
• Targeted inspections for all manholes: We ensure that all manholes are regularly
maintained even if they have not had a serious event (or not selected by the first
component) for a long time. At each day, inspections are scheduled for a small subset
1
of manholes that have not been inspected for a long time (200 days). We schedule
inspections for (up to) 1% of manholes for each day using this policy.
• Ad hoc inspections: Con Edison’s ad hoc inspections program allows workers that
are in a manhole (for instance to install new service or make repairs) to fill in an
inspections form while they are on the premises. We model these ad hoc inspections
as being uniformly randomly distributed, where at each day, we randomly select 0.2%
of the manholes and inspect them.
If, from the combination of these di↵erent policies, that there are more than one inspection
scheduled on the same day, only one inspection will be performed that day.
B Nonparametric RPP Experiments: Verification on
Simulated Data
To evaluate the nonparametric RPP with simulated data, we simulated serious events and
inspections (according to the policy provided in Supplementary Materials Section A) for
10,000 manholes over 10,000 days. We used  0 = 0.01 as the baseline vulnerability and set
C1 = 0.1. The model functions for the simulation were specified as:
g1(x) = 1.5⇥
✓
1  log(1 + e x)⇥ 1
log(2)
◆
g3(x) = 0.9⇥
✓
1  log(1 + e 2x)⇥ 1
log(2)
◆
g2(x) =
1
1 + e x
g4(x) =
 1
1 + e x
. (1)
with   = 0.1 and   = 0.1. In the resulting simulated dataset, we have 1.1 million serious
events and 700 thousand inspection records.
2
In this experiment, we are interested in assessing whether the resulting event/inspection
records for the simulated manholes can be used to infer the underlying generative process.
The functions g1, g2, g3 and g4 from the simulated model functions above were plotted with
blue curves in Figure 1, and the results from the nonparametric RPP are plotted in red dots.
The red points from the nonparametric RPP, particularly those derived from averages over
many points, are close to the underlying simulated values.
The quality of the nonparametric approach fades as the amount of time between manhole
events (far right of the x-axis for the g2 plot) grows beyond our usual collection window.
For g2, the nonparametric RPP can be used to create points as far out as 120 days, but
the number of points in each bin for this many days out can be small. This happens also
in reality, where the number of days between manholes events is not often extremely large
within our data collection window. Similarly for the large values of g1, there are not that
many days within the simulated data where the sum of g2 reaches very large values. This
would only happen when several manhole events occur within a very small period of time,
which is unlikely.
C Likelihood-based Experiments: Verification on Sim-
ulated Data
We attempt to recover the  ,   combination used for simulating data, using the likelihood-
based RPP. We simulated 1,000 manholes over 10,000 days with  0 = 0.01, C1 = 0.1 (as-
sumed to be known), with g2 and g4 provided in (1) with   and   set at 0.05 for g2 and
g4, respectively, and g1 and g3 as the identity. We employed the same inspection policy as
described in Supplementary Materials Section A.
Figure 2 plots the log likelihood values computed from the simulated data for various
 ,   combinations. Figure 2(a) is the fitted surface plot. Figure 2(b) shows the same surface
plot, viewed from a projection onto the   axis. A projection onto the   axis in Figure 2(c)
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Figure 1: Results for the nonparametric approach experiments with simulated data. Blue
curves are the data we wish to recover from the simulations, written in equations (1). Red
dots are from the nonparametric approach.
shows that the   achieving the maximum likelihood is close to the simulated (ideal) value
of   = 0.05. Figure 2(d) plots the likelihood as a function of  , for the cross-section that
includes only   values within the range   = [0.045, 0.055]. Again, we observe the peak of
the likelihood near 0.05, in agreement with the latent   parameter that we used to generate
the dataset.
D Bayesian RPP Experiments: Verification on Simu-
lated Data
This set of experiments assess whether we can reliably estimate the decay parameters   and
  using Approximate Bayesian Computation (ABC). The underlying data we are trying to
recover is simulated, and also ABC requires simulated data. To be clear in this section, we
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Figure 2: Log Likelihood for Simulated Data
will call the data we are trying to recover “recovery data,” and the data generated using
ABC we will call “ABC-simulated data.” What we hope is that the statistics of the ABC
simulated data at the correct parameter values will match the summary statistics of the
recovery data, in a way that is observable. We conducted experiments in two stages, as
follows:
Events only: In the first stage, the recovery data included simulated events but no inspec-
tions, and g1 was set to be the identity. In this setting, the search space is one-dimensional
(along the  -axis) and our vulnerability model for the recovery data becomes
  =  0
 
1 +
X
8t<te
g2(t  te) + C1 [9te<t]
!
.
We used the g2 in (1) with   = 0.06. The parameters were set to  0 = 0.02, C1 = 0.1, which
are assumed to be known. We generated recovery data for 1,000 manholes over 10,000 days.
To test the ABC algorithm, we assumed the form of g2 in (1) and attempted to recover
 . We randomly sampled   values uniformly from the range [0.02, 0.1], and for each value
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Figure 3: Results for ABC with Events.
sampled we calculated the KL and DD summary statistics of the ABC-simulated data, and
compared them to those of the recovery data, as outlined in Section 3.3. Recall that KL
measures the KL divergence between the distributions of time di↵erences between events,
and DD measures the di↵erence in the total number of events between the recovered event
sequences and the ABC-simulated event sequences. Figures 3(a) and 3(b) show that the
ABC implementation with either summary statistic is able to recover the latent value of
  = 0.06.
Events and Inspections: When we introduce inspections into the simulated data (using
the inspection policy in Supplementary Materials Section A), the search space now spans
the  -axis as well as the   axis. The recovery data uses the following model:
  =  0
 
1 +
X
8t<te
g2(t  te) +
X
8t<ti
g4(t  ti) + C1 [9te<t]
!
,
where g2 and g4 are of the form in (1) with   =   = 0.05, we have known values  0 =
0.01, C1 = 0.1, and g1 and g3 are the identity. We again followed the inspection policy in
Supplementary Materials Section A. The recovery data were simulated for 1,000 manholes
and 10,000 days.
We conducted ABC simulations for uniformly randomly sampled   and   values, both
from within the range [0.025, 0.075]. Figures 4(a) and 4(b) show the full surface plot of KL
and DD measures as a function of ABC-simulated   and   values. Projecting onto the  
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Figure 4: Results for ABC with Events and Inspections.
axis, Figures 4(c) and 4(d) show that both KL and DD are minimized in close proximity of
  = 0.05. Similarly, taking a cross section where   values are in the range [0.045, 0.055], we
see from Figures 4(e) and 4(f) that the   value of 0.05 from the recovery data is not far from
the minimizer for either the KL or DD metric.
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