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1 Introduction
Iterative learning control (ILC) is widely used in control ap-
plications to improve performance of repetitive processes
[1]. The key idea of ILC is to update the control signal it-
eratively based on measured data from previous trials, such
that the output converges to the given reference trajectory.
Most ILC update laws use the system model as a basis for
the learning algorithm and the convergence analysis. Since
system models are never perfect in practice, accounting for
model uncertainty in the ILC design needs to be addressed.
This paper presents an approach to deal with model uncer-
tainty in norm-optimal ILC. The robust ILC input is com-
puted by minimizing the worst-case value of a performance
index under model uncertainty, yielding a convex optimiza-
tion problem. The proposed robust design is experimentally
validated on a lab scale overhead crane system, showing the
advantages of the approach over classical ILC in monotonic
convergence and tracking performance.
2 System Representation
We consider an LTI, single-input single-output (SISO) sys-
tem that is subject to unstructured additive uncertainty,
P∆(q) = Pˆ(q)+∆(q)W (q) and ∆(q) ∈B∆ with
B∆ = {∆(q) = stable, causal LTI system : ‖∆(q)‖∞ ≤ 1} ,
where ‖.‖∞ is theH∞ norm. Pˆ(q) is the nominal plant model
and the weight W (q) determines the size of the uncertainty.
Pˆ(q), W (q), and ∆(q) are stable transfer functions.
The ILC design is formulated in the trial domain, relying
on the lifted system representation. The system is then rep-
resented by: P∆ = Pˆ+∆W, where Pˆ,W and ∆ are lower
triangular Toeplitz matrices. Moreover, in order to obtain a
tractable reformulation of the proposed robust ILC design,
the setB∆ is replaced by an outer approximation:
Bo∆ =
{
∆ ∈ RN×N : ‖∆‖ ≤ 1} ,
where ‖.‖ is the induced matrix 2-norm.
3 Robust ILC Design
In norm-optimal ILC, the control signal is computed by min-
imizing the following cost function with respect to u j+1:
J(u j+1,∆) = ‖e j+1‖2Q+‖u j+1−u j‖2R+‖u j+1‖2S,
where e j+1 is the ( j+1)-th trial tracking error, and is given
by e j+1 = e j − (Pˆ+∆W)(u j+1 − u j). Note that classical
norm-optimal ILC assumes ∆ = 0 in the cost function.
We propose a robust norm-optimal ILC design by consider-
ing the following worst-case optimization problem:
minimize
u j+1
sup
‖∆‖≤1
{
J
(
u j+1,∆
)}
.
Relying on Lagrange duality, this problem is reformulated
as a convex optimization problem.
The proposed robust ILC design is experimentally validated
and compared with classical norm-optimal ILC and zero-
phase low-pass filter ILC on a lab scale overhead crane. The
experimental results (see Figure 1) show that the classical
ILC yields divergence of tracking error while the robust ILC
achieves monotonic convergence. Adding a zero-phase low-
pass filter helps the classical ILC to avoid divergence, how-
ever at the cost of larger converged tracking error [2].
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Figure 1: Tracking errors in trial domain of ILC controllers
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