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Abstract
The historical question of the foundation of mathematical notions is approached in a general
setting. Specifically, we will consider the problem of the mathematical legalization of the integral
and its relation with the measurement notion. For that, it is taken as reference the work of the
French mathematician Henri Lebesgue, who in his doctoral thesis of 1902, Integral, length,
Area, founded the integral theory that takes his name and which constitutes the base of all the
modern theories of the integral. The main purpose of this paper is to show that the conceptual
foundation laid by Lebesgue has its roots in geometric principles; in this sense Lebesgue knows
that the rigorous definition of the integral does not depend on purely analytical questions, but it
implicitly involves the historical problem of the measurement of magnitudes, which is constituted
by the measurement and count activities.
Keywords: History of the integral, ontology of the mathematics, epistemology of the mathe-
matics, theory of measure, Lebesgues theory of integral.
MSC(2000): Primary: 01A60, Secondary: 28-03, 28A05
Resumen
En términos generales, se aborda el problema histórico de la fundamentación de las nociones
matemáticas. Concretamente, se trata de afrontar el problema de la legalización matemática del
concepto de integral y su relación con la noción de medida. Para ello se toma como referencia
la obra del matemático francés Henri Lebesgue, quien en su tesis doctoral de 1902, Integral,
Longitud, Área, fundó la teoría de integral que lleva su nombre y la cual constituye la base de
todas las teorías modernas de la integral. El propósito central del artículo es mostrar que las
bases conceptuales, erigidas por Lebesgue, hunden sus raíces en principios geométricos; en este
sentido Lebesgue entiende que la definición rigurosa de la integral no depende de cuestiones
puramente analíticas, sino que involucra implícitamente el problema histórico de la medida de
magnitudes, cuyo trasfondo lo constituyen las actividades de medir y contar.
Palabras y frases claves: historia de la integral, ontología de las matemáticas, epistemología
de las matemáticas, teoría de la medida, la integral de Lebesgue
1 Introducción1
Algunos de los grandes problemas que continúan motivando el desarrollo de las
matemáticas tienen relación con los procesos de medir y contar. El primero hunde
sus raíces en la geometría y el segundo en la aritmética. Se dice que la integral
constituye la salida formal al problema clásico de la medida de magnitudes geo-
métricas: longitudes, áreas y volúmenes. En este sentido, la integral se revelaba
1Este artículo es el resultado de varios años de indagación que el autor ha realizado sobre el
desarrollo histórico del Análisis. Corresponde a la continuación de la investigación sobre teoría
de funciones, algunos de cuyos resultados fueron consignados en [23]. También constituye un
apartado del curso de Historia de las Matemáticas que el autor viene impartiendo desde hace
algunos años en los niveles de pregrado, maestría y doctorado en la Universidad del Valle.
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como la noción mediante la cual se solucionaba, desde el ámbito matemático pu-
ro -desde lo analítico-, el problema de la medida de magnitudes. Sin embargo,
tal como lo mostraremos más adelante, la salida analítica se reveló inconvenien-
te, pues implicaba algunos problemas de consistencia. La solución a este impase
se encontró en las bases conceptuales de la medida de magnitudes geométricas
desarrolladas por los antiguos griegos.
Es un hecho que el problema de la medida de magnitudes ha cambiado de
matices; sin embargo sigue la línea de evolución trazada por los antiguos griegos,
fundamentalmente a través de los Elementos de Euclides.
Al recubrir la geometría con ropajes algebraicos, Descartes establece un cambio
cualitativo en la manera de abordar los problemas matemáticos. Desde entonces
lo analítico se convirtió en el medio idóneo para desterrar la intuición geométrica
de los procesos de contar y medir.
Newton y Lebniz encontraron en la representación analítica la base conceptual
necesaria para transformar el problema de las cuadraturas de figuras planas en
una operación ligada a curvas representadas por ecuaciones polinómicas o series
de potencias.
A partir de los problemas de rigor -por el uso de las cantidades infinitamente
pequeñas- surgidos en los desarrollos de Newton y Leibniz, los matemáticos de
finales del siglo XVIII y del siglo XIX, que se comprometieron con la empresa de
fundamentación, buscaban darle salida a los problemas clásicos de cuadraturas a
partir de métodos puramente analíticos.
El concepto de límite parecía proporcionar una salida formal a los procesos
potencialmente infinitos. El ingrediente complementario lo constituyó el concepto
de función. En esta dirección, el problema antiguo que consistía en transformar
una figura plana en un cuadrado se transformó en el problema de encontrar el
área bajo una curva. El área es un número real positivo que corresponde a la
medida de la figura. La salida conceptual al problema del área se dio a través de
la noción de integral definida. La primera definición formal de integral se debe a
Augustin-Louis Cauchy. En su Curso de Análisis, Cauchy establece una noción de
integral definida que acoge a las funciones continuas. Ya no se trata de resolver el
problema geométrico de las cuadraturas, sino de establecer una nueva operación
sobre las funciones. Cauchy ha dado una respuesta para las funciones continuas,
quedaba por resolver el problema para funciones discontinuas.
Hacía finales del siglo XIX, el matemático alemán Bernhard Riemann instauró
una definición de integral que acogía funciones altamente discontinuas. Sin em-
bargo, la noción de integral de Riemann llevaba a contradicciones. Justamente, el
matemático Camille Jordan intentó una salida a los problemas de la integral de
Riemann a través de la noción de contenido. A pesar de ser una salída bastante
frágil, perfilaba el problema en la dirección de una teoría bastracta de la medida,
que empieza a ventilarse con los trabajos de Émile Borel. Ese es justamente el
punto de partida de Lebesgue.
En su tesis doctoral de 1902 Integral, Longitud, Área [17], Lebesgue se da
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cuenta que para establecer una definición rigurosa de integral debía volver a las
fundamentos primigenios de la geometría de los antiguos. Concretamente debía
convertir el concepto de medida relativa, implícito en la geometría euclidiana,
en una noción de medida absoluta. En este sentido Lebesgue entiende que una
fundamentación rigurosa de la noción de integral se da como proyección de los
fundamentos sobre los que reposa la geometría.
Para Lebesgue, el problema de la medida consiste en asignarle a cada conjunto
acotado un número mayor o igual a cero, que se denomina su medida, bajo las
siguientes premisas:
1. Existe un conjunto cuya medida es diferente de cero.
2. La medida es invariante bajo translaciones.
3. La medida de la unión de un número finito o numerable de conjuntos, dis-
juntos dos a dos, es la suma de las medidas de los conjuntos.
Para Lebesgue, estas tres propiedades sintetizan el desarrollo histórico de la
actividad de medir.
El presente artículo es producto de un proceso investigativo que el autor ha
venido desarrollando desde hace varios años, y cuyo primer producto fue el libro
La teoría de funciones de Baire: La constitución de los discontinuo como objeto
matemático [23].
2 La prehistoria de la noción de medida
En su genuina determinación, el problema matemático de la medida se funda en
la antiguedad griega, y se enmarca en la perspectiva del λoγoς, logos. Concepto
que algunos lo asimilan a la palabra razón y a la expresión de la razón de una
manera argumentativa. Pero la misma expresión razón o argumentación tiene
varios sentidos. Para Heráclito, al igual que para los estoicos, la razón es la ley
universal que ordena el universo. En Zenón, forma parte de la dialéctica. Para
Platón, el logos obra como intermediario entre lo divino y lo humano. En Euclides
el logos se toma en el sentido de razón o relación cuantitativa entre magnitudes.
En todos los casos, se identifica con lo sereno, armonioso, ordenado, claro, medible
y limitado.2
Esto explica la crisis causada, desde las matemáticas, por la aparición de las
magnitudes inconmensurables y las paradojas de Zenón. Cuestiones que se pueden
subsumir en los tres grandes problemas de la medida de magnitudes que desveló
a los griegos: La duplicación del cubo, la trisección del ángulo y la cuadratura del
círculo.
2Este párrafo hace parte de lecturas de los textos: (1) SERRES, M. Historia de las ciencias.
Editorial Cátedra, Madrid, 1989 (2) BETANCOURT,W. Del logos al Eidos. El origen de la razón
en Grecia, Editorial Universidad del Valle, Cali, 1992 (3) BETANCOURT, W. Los caminos de
Grecia en los orígenes del pensar. Editorial Universidad del Valle, Cali, 2003.
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Aunque es imposible distinguir el horizonte inicial del plantemiento genérico
del problema de la medida abstracta, es un hecho que se funda en problemas
provenientes del mundo fenomenológico. Los antiguos griegos se embarcaron en la
empresa de establecer una forma de medir, diferente a la comparación directa. La
referencia más antigua de un método que diera salida al problema de las grandes
distancias la encontramos en Tales de Mileto.
Uno de los problemas clásicos, resuelto por Tales de Mileto, tiene que ver con
el cálculo de la altura de las pirámides de Egipto. Tales entendió que debía de
hacerse a un principio determinado que le permitiera apropiarse de aquello que
sus limitados sentidos le imponían. Trasladando la sombra de la pirámide a la suya
propia, Tales supone un sentido de invariabilidad, tal vez basado en la analogía:
en el momento que su sombra tenga igual longitud que su altura, la sombra de
la pirámide será su altura. Tales entiende que se puede hablar de una relación de
semejanza o mejor de proporcionalidad.
El otro problema abordado por Tales es la distancia que separaba un bar-
co de la costa. Proclo dice que Eudemo, en su Historia de la Geometría, pone
de presente que Tales utiliza la igualdad de triángulos según el criterio A.L.A.
(Ángulo-Lado-Ángulo). Como se sabe, éste es uno de los teoremas básicos de la
geometría euclidiana, más concretamente corresponde a la proposición 26 del li-
bro I de los Elementos. Tales buscaba un camino indirecto por el cual acceder a
aquello que estaba fuera de su alcance debido a las limitaciones humanas o a los
obstáculos naturales; buscaba un modelo o un módulo que le permitiera alcanzar
lo inaccesible para los sentidos. En téminos modernos, decimos que la gran idea
de Tales fue transformar en problema matemático un problema físico.
Desde una perspectiva moderna, se reconoce que Tales contribuyó en Geome-
tría con cuatro resultados:
1. Todo diámetro biseca al círculo
2. Los ángulos de la base de un triángulo isósceles son congruentes
3. El ángulo inscrito en un semicírculo es recto
4. Los ángulos opuestos por el vértice son iguales.
Observemos que se trata de proposiciones cuyo correlato corresponde a la opera-
ción de medir. Sin embargo, para el griego antiguo la acción de medir no tiene
una acepción precisa; por lo menos, no es clara la determinación de nociones como
ángulo recto, ángulos congruentes o bisección del círculo, que le adjudicamos a
Tales.
Con los pitagóricos ya empieza a fraguarse la operación genérica de medir a
partir del proceso de comparación Todo ello en correspondencia con una cosmo-
visión particular guiada por la creencia de la existencia de un principio oculto de
armonía.
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El descubrimiento de que hay una relación numérica entre los sonidos y la
longitud de las cuerdas de una lira, indujo a Pitágoras a concebir la idea de que el
concepto de armonía era aplicable al universo entero. El número se mostraba como
el vehículo que permitía revelar el orden rector de los acontecimientos y, a su vez,
constituía la única realidad. Esta es una concepción retomada por Platón en el
Timeo. En esta misma obra, Platón, visualiza el universo como armonía , la cual
sólo es posible conocer a partir de la trabazón del todo a través de los elementos
constitutivos. Esto se logra gracias a la combinación de la división aritmética, la
geométrica y la armónica.
Subyace, entonces en los pitagóricos los elementos básicos de una teoría ma-
temática de la medida, la cual se basa en la existencia de una reglilla referencial.
Para los pitagóricos, esa reglilla correspondía a los números de contar. Esto sig-
nificaba que dadas cualesquiera magnitudes A y B, era posible encontrar dos
números m y n, tales que mA = nB. Sin embargo la emergencia de magnitudes
que no seguían estos delineamientos dio al traste con las pretensiones pitagóricas.
La respuesta al problema planteado por las magnitudes inconmensurables se
da a través de la teoría de proporciones de Eudoxo, sistematizada por Euclides
en su monumental obra Elementos.
2.1 La teoría de la medida en los Elementos de Euclides
Los Elementos de Euclides constituyen el primer compendio sistemático de una
teoría de la medida. Para desarrollar su teoría de la medida, Euclides utiliza al-
gunas categorías básicas que nunca define: la congruencia, la igualdad, mayor y
menor. Sin embargo, son cuestiones que se van dilucidando en sus procedimien-
tos. La igualdad se refiere a la cantidad: cosas iguales son aquellas que tienen la
misma cantidad; más concretamente, son aquellas que tiene igual medida. Para
algunos traductores la noción de congruencia está ligada con la idea de  encajar
o  ajustar . Dos cosas serían congruentes si la una encaja perfectamente sobre
la otra. Sin embargo esta noción parece involucrar, de alguna manera, procesos
cinemáticos, ajenos a las matemáticas. Justamente, uno de los problemas histó-
ricos importantees tiene relación con la incorporación de un procedimiento para
definir traslaciones sin la apelación a ningún recurso físico.
Los Elementos de Euclides están conformados por trece libros. Los libros I,
II, III y IV corresponden a la geometría plana. En el libro V, Euclides desarrolla
su teoría de razones y proporciones. El libro VI está dedicado a la teoría de
semejanza. En los libros VII, VIII y XIX Euclides despliega su teoría de números.
En el libro X establece relaciones entre números y magnitudes. Los libros XI, XII
y XIII están dedicados a la geometría del espacio.
Si detallamos un poco la descripción genérica de los Elementos, nos pode-
mos dar cuenta que el objetivo euclidiano atañe a la medida de magnitudes. Las
magnitudes corresponden a las líneas, los ángulos, las figuras planas y los sóli-
dos. Aunque Euclides no establece una definición general de medida, sigue los
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derroteros tradicionales de tomar la operación de medir a través del proceso de
comparación, pero respetando el principio de homogeneidad, en el sentido de que
longitudes se miden con longitudes, áreas con áreas, ángulos con ángulos, etc.
En términos generales se puede establecer el problema de la medida en los
tres niveles antes descritos. En el caso unidimensional, se trata de comparar un
segmento con otro segmento tomado como unidad referencial. En el caso de dos
dimensiones, se trata de encontrar un cuadrado equivalente a una figura plana
cualquiera; este problema se conoce históricamente como el cálculo de cuadraturas.
Para el caso de tres dimensiones tenemos el problema de cubaturas, que consiste
en hallar un cubo equivalente a un sólido cualquiera.
Ninguno de estos tres problemas fue resuelto completamente por Euclides, sin
embargo sus respuestas parciales y los fundamentos conceptuales que desplegó,
marcaron, en muchos aspectos, el derrotero de la evolución de las matemáticas
durante más de veinticinco siglos. No es casual, entonces que Lebesgue haya visua-
lizado en la teoría euclidiana la clave para resolver los problemas de fundamento de
la noción de integral propuesta por Riemann. Al menos los requirimientos de Le-
besgue a una función medida, corresponden, desde una buena mirada, a elementos
implicitos en la geometría euclidiana. Veamos, en general, que hizo Euclides.
En los dos primeros libros de los Elementos, Euclides resuelve el problema de la
cuadratura de figuras rectilíneas con el uso de la regla y el compás. Para ello hace
uso de 23 definiciones en el libro I, dos definiciones en el libro II, cinco postulados,
cinco nociones comunes, 48 proposiciones en el libro I y 14 proposiciones en el libro
II. La mayoría de estas definiciones describen los objetos del plano: punto, recta,
superficie, ángulo, círculo, triángulo, cuadrado y rectángulo. La noción del círculo
involucra, implícitamente, la primera ley que hace de la geometría euclidiana
invariante bajo desplazamientos. Esto se debe al hecho de que, por definición, los
radios son segmentos iguales, pero ubicados en diferente posición.
Los postulados corresponden a cierto tipo de operaciones iniciales que se les
permite a los objetos geométricos previamente introducidos en las definiciones.
La geometría euclidiana se apoya en cinco postulados. El cuarto postulado, según
el cual "todos los ángulos rectos son iguales"permite establecer la coincidencia
por superposición de los ángulos rectos. Concretamente, Euclides postula un tipo
particular de movimiento de ángulos.
Las nociones comunes corresponden a propiedades de las operaciones sobre los
objetos geométricos que habitan en el plano, sino también sobre las magnitudes
en general. Euclides toma como base cinco nociones nociones comunes. La noción
común 5, según la cual  las cosas congruentes entre sí, son iguales entre sí ,
corresponde al principio rector que hace la geometría euclidiana invariante bajo
translaciones.
En los libros III y IV establece propiedades del círculo y define la medida de
los ángulos a partir del arco correspondiente.
La teoría de razones y proporciones, desarrollada en el libro V, pretende dar
una salida conceptual al problema de las magnitudes inconmensurables, las cuales
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constituyen la simiente de los números irracionales. Para Euclides la razón entre
dos magnitudes es una suerte de relación, con respecto al tamaño. Esta relación
sólo es posible cuando las dos magnitudes cumplen la propiedad arquimediana, es
decir que al multiplicar una de ellas supere a la otra.
En el libro V, define la proporción como igualdad entre razones. Para Euclides,
las magnitudes A y B están en la misma razón que las magnitudes C y D -
simbólicamente A : B = C : D -, cuando cualesquier par de números n y m se
tienen que, si nA ≶ mB entonces, nC ≶ mD.
En los libros VII, VIII y IX, Euclides desarrolla su teoría de razones y propor-
ciones adaptadas a los números. En el libro X, utiliza esta teoría para relacionar
números y magnitudes. En la proposición X.1 establece el principio básico del
método exhaustivo consistente en construir una sucesión decreciente que tiende a
cero. Para Euclides, si se tienen dos magnitudes desiguales, y se va dividiendo la
mayor en partes desiguales y la menor de estas partes se continúa dividiendo, en
algún momento se obtiendrá una magnitud menor que la menor de las magnitudes
dadas. Si cedemos a la tentación, podemos interpretar esta proposición en térmi-
nos modernos: Sean M0 y  dos magnitudes dadas, y sea M0,M1,M2, . . . ,Mn, . . .
una sucesión tal que M1 < 12M0,M2 <
1
2M1, . . . ,Mn+1 <
1
2Mn, . . ., entonces
existe n tal que Mn < . En el fondo, en esta proposición Euclides calcula el
límite de una sucesión que tiende a cero mediante el álgebra de inecuaciones tipo
Weierstrass.
En la proposición X.2 Euclides describe el método típico de reconocer mag-
nitudes conmensurables e inconmensurables mediante la sucesiva medida de los
remanentes. En términos modernos, Euclides establece que dos magnitudes A y
B son inconmensurables, cuando para todo par de números n y m se tiene que
nA 6= mB.
Componiendo las dos proposiciones anteriores se obtiene la aproximación de
magnitudes inconmensurables a partir de mediciones sucesivas. Es justamente el
método moderno para la construcción de los números reales y que será tomado
como base por Lebesgue para definir la medida de.conjuntos lineales. Además
Euclides construye un primer puente entre números y magnitudes a través de las
proposiciones X.5 y X.6 en las cuales establece que dos magnitudes son conmen-
surables si y sólo si tienen la razón, de la una a la otra, como dos números.
2.2 El método exhaustivo de Arquímedes
Históricamente, los problemas más controvertibles en la construcción de una teoría
de la medida tienen relación con los procesos infinitos. Las magnitudes inconmen-
surables son un claro ejemplo de ello, pues involucran la prolongación ilimitada
del proceso de búsqueda de una medida común. También sucede algo similar en
el cálculo de algunas áreas y volúmenes como lo mostraría Arquímedes.
Algunos matemáticos griegos hallaron la salida conceptual a estas dificultades
a través de las teorías atomistas de Leucipo y Demócrito (460- 370 a. C.). Los
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atomistas planteaban que los cuerpos estaban constituidos por magnitudes pri-
marias e indivisibles llamadas átomos. Las paradojas de Zenón mostraron que era
imposible una teoría rigurosa de la medida en la cual se diera cuenta de los proce-
sos infinitos, apoyándose en las consideraciones atomistas. El método exhaustivo
surgió como solución a este problema. Utilizado ya desde la época de Eudoxo, se
soporta sobre la proposición X.1 de los Elementos que antes enunciamos.
El método exhaustivo es un procedimiento utilizado para establecer cuadratu-
ras de figuras no rectilíneas. Consiste en inscribir una sucesión de polígonos en la
figura que se quiere cuadrar, de tal suerte que la sucesión de diferencias entre la
medida de la figura a cuadrar y la medida de cada polígono, cumpla con la hipó-
tesis de la proposición X.1 de los Elementos. En ese sentido se dice que la sucesión
de polígonos inscritos  agota la figura a cuadrar. La cuadratura de la figura no
rectilínea corresponde a la figura rectilínea, límite de los polígonos inscritos.
En la proposición XII.2, de los Elementos, Euclides demuestra que un círculo
se puede agotar por medio de polígonos inscritos. Esto es, dado un círculo C y
un número  > 0, existe una sucesión de polígonos {Pn} inscritos en C, tal que
para un n, se cumple que a(C) − a(Pn) < , donde a(C) corresponde al área de
la círculo C y a(Pn) al área del polígono de n lados.
En la proposición 1 de su libro La medida del círculo, Arquímedes demues-
tra que el área del círculo es igual al área del triángulo rectángulo cuyos catetos
son iguales al radio y a la longitud de la circunferencia del círculo. Sin embargo,
Arquímedes no especifica la manera de obtener la medida de la circunferencia.
Como sabemos el problema es que en este cálculo interviene el número irracional
pi, el cual corresponde a una cantidad relacionada con las magnitudes inconmen-
surables. El mismo Arquímides establecio la relación pir
2
(2r)2
= pi4 ≈ 1114 .
Aunque ni Euclides ni Arquímedes lograron la cuadratura del círculo, legaron
a la posteridad muchas de las bases teóricas que permitieron a los matemáticos
del siglo XVII encontrar la solución. Por lo menos es de indiscutible importancia
histórica la manera en que Arquímedes utiliza el método exhaustivo para logar la
cuadratura de figuras no rectilíneas. Precisamente en su documento La cudratura
de la parábola, Arquímedes demuestra que la medida de la parábola corresponde
a 34 de la medida del triángulo inscrito que pasa por el vértice de la parábola.
Históricamente, el método exhaustivo se convirtió en un punto de referencia
obligado para quienes se dieron a la tarea de resolver el problema de las cuadratu-
ras en forma general. De hecho, constituye la base conceptual de las integrales de
Cauchy y de Riemann incorporadas en el siglo XIX. Sin embargo, antes de consti-
tuirse una teoría propiamente de la integral, se fueron delineando procedimientos
novedosos y nuevas disciplinas matemáticas como el álgebra y el cálculo.
2.3 La cuadratura del círculo: Newton y Leibniz
El antecedente más cercano al cálculo integral lo constituyen los resultados del
matemático británico John Wallis (1616-1703). Muchos de los procedimientos,
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desplegados en su libro Arithmetica Infinitorum (Aritmética de los Infinitos) de
1655, inspiraron a Newton en la creación del cálculo. Wallis tomó como base la
geometría analítica y el método de los indivisibles.
El método de los indivisibles, en esu forma más acabada, fue establecido por
el matemático italiano Bonaventura Cavalieri (1598-1647). En general, los indi-
visibles para objetos de dimensión n serán los objetos de dimensión n − 1. En
su Geometría de los indivisibles Cavalieri concibe la idea de que la medida de
una región plana acotada se puede establecer a partir de la suma de todas sus
líneas. Si cada línea tiene longitud l, Cavalieri la designa como ommes lineae l,
que aquí simbolizaremos como omn.(l). Así, para el caso de un cuadrado de lado
a, omn.(a) = a2. Si trazamos la diagonal del cuadrado y designamos por x, la
medida de cada una de las líneas paralelas a uno de los lados y que componen uno
de los triángulos, se tendrá que omn.(x) = a
2
2 . En este mismo sentido, teniendo
en cuenta que a2 representa el área de un cuadrado de lado a, que justamente es
la sección de un cubo de lado a, se tiene que, omn.(a2) = a3. Para este caso x2
representa los indivisibles volumétricos de una pirámide cuya base es un cuadrado
de lado a y altura también a, por lo tanto omn.(x2) = a
3
3 .
Después de la publicación de su Geometría de indivisibles, Cavalieri siguió
trabajando más allá de los hipercubos (omnes quadrato-quadrata). En su segun-
da gran obra Seis ejercicios geométricos, Cavalieri aborda los casos n = 3, 4, 5, 6
y 9. Es necesario aclarar que Cavalieri no realiza estos desarrollos como simples
ejercicios algebraicos, sino en la dirección del problema de las cuadraturas. Como
sabemos en 1647 ya se conocen los resultados de Descartes relativos a la interpre-
tación de xn como la ecuación de una curva geométrica.
Cavalieri verifica, a través de arduos procesos algebraicos, hasta el caso n = 5.
Para n = 9, asume los resultados de n = 7 y n = 8. Utilizando inducción el
resultado se puede generalizar y obtenemos la expresión, omn.(xn) = a
n+1
n+1 , que
representa la cuadratura de una región limitada por una curva cuya ecuación es





Tomando como referencia los resultados de Cavalieri, y a partir de su teoría
de sumas infinitas, Wallis adapta el método de indivisibles a procedimientos con
cantidades infinitamente pequeñas. En Wallis el problema de las cuadraturas se
transforma en el problema de hallar el área bajo la curva. En este sentido muestra
que la cuadratura de la figura limitada por la curva de ecuación cartesian y = xn,
desde 0 hasta a, es a
n+1
n+1 . A continuación, utilizando el método de interpolaciones,
consigue una regla para curvas de ecuación cartesiana y = x
p
q . Lo interesante del
caso es que Wallis no se detiene aquí sino que lo generaliza para el caso de expo-
nentes no racionales. Teniendo en cuenta que la ecuación del círculo corresponde





El inglés Isaac Newton y el alemán Gottfried von Leibniz son considerados
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los creadores del cálculo. Ellos encontraron conceptos y procedimientos que les
permitieron fundamentar el problema de las cuadraturas desde una perspectiva
general. Sus trabajos constituyen un paso fundamental en la incorporación de la
integral como objeto matemático.
Newton y Leibniz desarrollaron algoritmos que involucraban procesos infinitos,
en los cuales, implícitamente, usaban el paso al límite de manera operativa.
Teniendo en cuenta que Wallis había resuelto el problema de las cuadraturas
para polinomios, Newton enfrenta el problema de la cuadratura del círculo a través
de extender el binomio de la forma (a + x)n al caso donde el exponente fuera
racional. A través de un proceso de interpolaciones, Newton obtuvo el desarrollo
















9 − . . .
Uno de los aspectos más destacados de los desarrollos de Newton y que lo ubica
en la línea de creadores del análisis es su tratamiento del problema de las cuadra-
turas. Para Newton el problema central consiste en hallar la ecuación que corres-
ponde a la cuadratura de otra ecuación. Así en la regla 1 de De analysi, demuestra
que la cuadratura bajo la curva representada por la ecuación y = nam+nx
m+n/n es
la ecuación y = axm/n. Para demostrar este resultado, Newton incorpora el sím-
bolo  o para representar, en el desarrollo operativo, una cantidad muy pequeña,
pero diferente de cero. Ello significa que puede actuar como denominador, pero
cuando aparece sumando se desvanece, por ser tan pequeña que no adiciona nada:
 o simboliza un incremento infinitesimal.
Basado en este procedimiento, Newton establece la operación inversa de la
cuadratura, estableciendo largas tablas de lo que podríamos denominar cuadra-
turas y anticuadraturas o, de manera sugestiva, antiderivadas y derivadas.
Posteriormente volvió sobre estos resultados, reformulándolos en términos de
 fluentes y  fluxiones ; nociones que utilizaría Newton con el propósito de
cimentar sobre bases firmes sus desarrollos teóricos. Las cantidades  fluyentes
son aquellas cantidades que varían respecto al tiempo. La rapidez de cambio de
estas cantidades las llamó  fluxiones . En términos modernos, Newton describe
la curva de acuerdo a una ecuación paramétrica (x(t), y(t)).
El resultado más importante obtenido por Leibniz, el cual lo erige como uno
de los creadores del cálculo, es su método de  transmutación . En dicho método,
Leibniz recoge toda la tradición anterior, especialmente el principio de indivisibles
de Cavalieri, y establece, de manera general, la relación inversa entre el problema
de trazado de tangentes y el problema del cálculo de cuadraturas. Sin entrar en
los detalles técnicos que desbordan el objetivo de este artículo, Leibniz llega a la





dz; dado que no tiene un resultado directo para esta
integral, recurre a la expansión en series de potencias 1
1+z2
= 1 − z2 + z4 + . . .,
obteniendo pi4 = 1− 13 + 15 − 17 + . . .
El desarrollo conceptual y simbólico del problema de las cuadraturas, por
parte de Leibniz, aparece en los manuscritos del 25 de octubre de 1675. En este
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manuscrito aborda el problema desde varios puntos de vista; usa, por ejemplo, el
simbolismo de Cavalieri tratando de obtener de manera analítica, un proceso que
le permita obtener cuadraturas en términos generales.
Partiendo de la diferencia entre ordenadas sucesivas, Leibniz utilizando el
símbolo  omn(l) para simbolizar las sumas infinitesimales, recalcando que es
una operación generadora de dimensiones superiores; así, omn. antepuesto a l
da un área, antepuesto a xl da un sólido, etc. Parece que precisamente estas
consideraciones le sugirieron a Leibniz el uso de un solo símbolo 
∫
 en lugar de
omn, como él mismo lo expresa:
Sería conveniente escribir 
∫
 en lugar de  omn de tal manera que∫
l represente omn(l), es decir la suma de todas las l. 3
El signo 
∫
 proviene de la primera letra de la palabra suma, un poco alargada
y en forma de bastardilla. En este mismo manuscrito introduce el símbolo d
tomado de la primera letra de la palabra  diferenciación , como operación inversa
a la  sumación , representada por
∫
. Esta identificación le permite trabajar con
estos signos en términos de operadores, como el mismo lo dice:
Dada l y su relación con x, hallar
∫
l. Esto se puede obtener mediante
el cálculo inverso, es decir, supongamos que
∫
l = ya, y sea l = ya/d;
entonces de la misma manera que
∫
aumenta las dimensiones, d las
disminuirá. Pero la
∫
representa una suma y d una diferencia, y de la
y dada podemos encontrar siempre y/d, es decir la diferencia de las
y.4
Como se nota, Leibniz introduce en realidad el símbolo 1/d debido a su in-
terpretación dimensional de la cuestión; sin embargo, después se da cuenta que
justamente d no representa una división como tal, sino una operación de diferen-
cias, por lo cual pasa a escribir d(ya) en lugar de ya/d, que más tarde los
utiliza de manera adimensional.
3 La integral como objeto matemático
Parece que fue Jacob Bernoulli, quien primero introdujo la palabra integral en su
memoria de 1690, Analysis problematis antehac propositi, publicado en Acta Eru-
ditorum. No debemos pasar por alto este hecho, epistemológicamente significativo,
pues con la incorporación de una palabra para designar una operación específica
se está identificando una noción que amerita un tratamiento especial. Obviamen-
te que esto no es suficiente para alcanzar el estatuto de concepto matemático
propiamente dicho. La adopción de la integral, de manera rigurosa, aparece en
los trabajos del matemático francés Augustin-Louis Cauchy en la tercera década
3Tomado de [14][p. 92]
4Tomado de [14][p. 93]
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del siglo XIX. Sin embargo, antes de esta formalización hubo que pasar por el
reconocimiento de la noción de función como objeto del análisis.
A principios del siglo XVIII el análisis matemático se trabajaba como un aná-
lisis de ecuaciones y el problema de la integración consistía en hallar una ecuación
que representara la solución de una ecuación diferencial. Uno de los mayores apor-
tes del suizo Leonhard Euler a las matemáticas fue haber desarrollado el cálculo en
torno del concepto de función. En su famoso libro Introduction à l`analyse infini-
tésimale (1748), Leonhard Euler define la función como una a expresión analítica
compuesta de una cantidad variable y de números o cantidades constantes.
A partir de aquí, el problema de la integral cambia de matices: se trata de
hallar una función primitiva de la función que se desea integrar; tal como lo
expresa Euler,
El cálculo integral es el método para hallar, desde una dada relación
de los diferenciales, la relación entre estas mismas cuantidades; y la
operación que permite de hacer esto es habitualmente llamada "inte-
gración"x.
A partir del problema de la cuerda vibrante consistente en encontrar las solu-
ciones a una ecuación diferencial en derivadas parciales, Euler se da cuenta que
la función solución no requeria de la exigencia de la representación analítica ni de
la continuidad.
Fue Joseph Fourier, quien evidenció la necesidad de un tratamiento serio pa-
ra las funciones discontinuas en sus investigaciones sobre la conducción del calor
desarrolladas entre 1807 y 1822 y consignadas en 1822 en [13]. Matemáticamente,
el problema de la conducción del calor consiste en la solución de una ecuación
diferencial en derivadas parciales. Básicamente, la ecuación que relaciona la tem-






, x ∈ [−pi, pi].
En la solución de esta ecuación, Fourier llega a la conclusión de que la función de
conidicón inicial, T (0, x) = f(x), debe poder desarrollarse en una serie de senos

















f(x)senntdt, n ≥ 0.
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El hecho de que los coeficientes de la serie de Fourier se calcularan mediante
una integral definida, exigia definir la integral para funciones arbitrarias. En este
sentido, Fourier entendió que para este caso la integral no se podía caracterizar con
base en antiderivadas, sino que debía volver a la interpretación geométrica de área.
La cuestión era cómo definir
∫ l
−l f(x)dx, como un área, cuando f es arbitraria.
Este es el punto de partida de las investigaciones del matemático francés Augustin-
Louis Cauchy.
3.1 La integral de Cauchy
La primera definición moderna de integral, basada en el concepto de límite, apa-
rece en las Lecciones sobre el cálculo Infinitesimal de 1823 [5]. Estas Lecciones
se editaron a partir de algunos cursos dictados por Augustin-Louis Cauchy en la
Escuela Politécnica de París.
Cauchy parte de una función y = f(x), definida en el intervalo [x0, X]. Tomando
la partición x0, x1, x2, ..., xn−1, xn = X, Cauchy define la sucesión de diferencias,
x1 − x0, x2 − x1, ..., X − xn−1, y la suma:
Sn = (x1 − x0)f(x0) + (x2 − x1)f(x1) + ...+ (xn − xn−1)f(xn−1).
El valor de Sn depende de n, y de
ma´x{x1 − x0, , x2 − x1, ..., X − xn−1} = ‖p‖ .
En caso de que el límite Sn exista cuando n tiende a infinito y cuando ‖p‖ tienda
a cero, Cauchy dice que la función es integrable y al límite le denomina integral
definida. Emulando a Fourier, quien la había incorporado en su Teoría Sobre la




Cauchy demuestra que las funciones continuas son integrables, esto es, que
para valores de n muy grandes, con ‖p‖ muy pequeño, la forma de la división no
afectará mayormente el valor de Sn.
Aunque ya Newton y Leibniz habían evidenciado la relación inversa entre
el cálculo de tangentes y el problema de cuadraturas, es Cauchy quien primero
presenta una prueba propiamente analítica de lo que hoy denominamos el teorema
fundamental del cálculo. Su demostración constituye un punto de partida en la
implementación de los cánones de rigor en la idea de fundamentar el análisis
sobre bases conceptuales firmes. Cauchy presenta este teorema en la vigésima
sexta lección del curso de 1823.




entonces F ′(x) = f(x).
El matemático alemán Gustav Lejeune Dirichlet, quien había estudiado al-
gunos años en Francia, extendió la definición de Cauchy a un número finito de
discontinuidades en un intervalo de la forma [a, b]. La cuestión era determinar si se
podía extender para una función arbitraria. Dirichlet, dio una respuesta negativa
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a la cuestión, demostrando que su función característica de los racionales no era
integrable en el sentido de Cauchy. Sin embargo, Dirichlet pensaba que era posible
una extensión de la definición de integral. Le correspondió a su alumno, el brillante
matemático alemán Bernhard Riemann la generalización de dicha definición.
3.2 La integral de Riemann
Para Riemann, una función f , definida y acotada en un intervalo [a, b], es inte-
grable, si para cada partición P = {x0, x1, ..., xn : a = x0 < x1 < ... < xn = b},
la suma S =
∑n
i=1 f(ti)(xi − xi−1) converge a un límite determinado, para cada
ti ∈ [xi−1, xi], y cuando ‖P‖, tiende a cero. Ese límite constituye, por definición,∫ x
x0
f(x)dx.
Para demostrar la integrabilidad de una función, Riemann presenta dos formas
equivalentes a la definición:




i=1Di∆xi = 0, donde Di = oscilación de f en [xi−1, xi],
1 ≤ i ≤ n.
2. f es integrable en un intervalo [a, b] si y sólo si, para todo  > 0 y σ > 0,
existe d > 0 tal que, si P es una partición tal que ‖P‖ < d, entonces
S(P, σ) =
∑
i∈ΛDi∆xi ≤ , donde Λ = {j : Di > σ}.
Para mostrar que efectivamente su definición de integral acoge funciones con
alto grado de discontinuidades, Riemann presenta un ejemplo de tales funciones
de la siguiente manera:
g(x) =
{
x− n , donde n es el entero más cercano a x
0 , cuando x = ±12 ,±32 ± 52 , . . .
.
Tomando como base g(x) se define la sucesión {gn(x)}, donde gn(x) = g(nx),





. f es discontinua
en el conjunto de puntos de la forma x = p2q , p impar y primo relativo con q, que
es un conjunto denso.
En principio, la definición de Riemann hizo pensar que se había logrado llevar
el concepto de integral a su máxima extensión, y por lo tanto debía cumplirse el
teorema fundamental del cálculo. Sin embargo, el matemático italiano Ulisse Dini
demostró un resultado que fue tomado de base para construir contraejemplos.
Dini notó que si se tiene f para la cual, en todo intervalo existen puntos t, tales
que f ′(t) = 0, y si f(t) es acotada, entonces para todo x ∈ [a, b], ∫ ba f(x)dx = 0,
puesto que en las sumas que definen la integral, se pueden tomar siempre los ti
tales que f ′(ti) = 0.
De esta manera, se tendría,
∫ x
a f
′(x)dx = f(x) − f(a) = 0, de donde f(x) =
f(a), para todo x ∈ [a, b].
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Sin embargo, Dini sospechaba la existencia de funciones del tipo anterior para
las cuales f ′ no era integrable. Un ejemplo de tales funciones fue construido por
el sueco T. Broden en 1896: Sea g(x) = x
1
3 . En x = 0 se tiene g′(0) =∞, para los
demás valores g′(x) existe y es finita. Tomemos {an} ⊂ [−1, 1] un subconjunto
denso. Se define, gn(x) = g(x− an), para cada n. g′ existe para todo x ∈ [−1, 1],




2n se tendrá que, f
′(an) = 0,
para n = 1, 2, 3, ...
Dado que cada gn(x) es estrictamente creciente, entonces f es estrictamente
creciente, lo cual significa que f tiene inversa h continua, h = f−1, definida en
[f(−1), f(1)]. Puesto que h′(y) = 1f ′(x) , y = f(x), entonces h′(bn) = 0 para
bn = f(an), n = 1, 2, 3, ...
Es fácil comprobar que h′ es acotada, se anula en un conjunto denso de puntos
{an} y es estrictamente creciente, luego no es constante; por lo tanto, no sería
Riemann integrable.
Resultados como el anterior demostraron las limitaciones de la integral de
Riemann. Fue Lebesgue en 1902, quien generalizó la definición de integral de una
manera que corregía los defectos de la integral de Riemann a través de la teoría
de la medida.
3.3 La teoría del contenido de Jordan
La definición de la integral, con base a la teoría de la medida, establecida por
Lebesgue, tiene sus antecedentes en las investigaciones sobre conjuntos infinitos
de Cantor y en la noción de contenido por parte de Camille Jordan. En su artículo
Remarques sur les intégrales définies, de 1882, Jordan introduce las definiciones
de contenido interior y contenido exterior de un conjunto E ⊆ [a, b]. Para ello
toma una partición P = {x0 = a, x1, . . . , xn = b} de [a, b]. Si se designa por Ik =
[xk−1, xk], se tiene que [a, b] = ∪ni=1Ik. Sea l(Ik) = xk−xk−1 se define el contenido










Para Jordan, el conjunto E se dice medible si Ci(E) = Ce(E). En adelante, a
un conjunto que cumpla esta propiedad le llamaremos J-medible, y lo designaremos
como C(E). Se tendrá entonces que, C(E) = Ce(E) = Ce(E).
Jordan utiliza las definiciones anteriores para redefinir la integral de Riemann
de la siguiente manera:
Sea el intervalo [a, b] y una colección {Ek} de conjuntos J-medibles que consti-
tuyen una partición de [a, b]; esto es [a, b] = ∪n1=1Ek. Jordan define las sumas su-
perior e inferior de una función acotada f , respecto al conjunto E, relativas a una
partición P de [a, b] así: L(P ) =
∑n
k=1mkC(E) y L(U) =
∑n
k=1MkC(E),donde
mk es el extremo inferior (´ınf(P )) de f en Ek yMk es el extremo superior (sup(P ))
de f en Ek. Con base en esto define las integrales por exceso y por defecto , las
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cuales Riemann tambien había introducido en un trabajo antes de fallecer:∫ b
a
f(x)dx = supL(P ) y
∫ b
a
f(x)dx. = ı´nf L(U).






3.4 la medida de Borel
El matemático francés Émilé Borel dedica el capítulo III de sus Leçons sur la
théorie des fonctions, de 1898 a la definición de su teoría de la medida que hoy
reconocemos como medida de Borel, mediante la cual introduce los llamados con-
juntos borelianos o conjuntos B-medibles. La base fundamental del proceso de
medir, reposa para Borel en la generalización de la longitud de un segmento.
Borel considera conjuntos en el intervalo [0, 1]; la medida de un intervalo com-
prendido entre a y b será b− a, es decir la longitud del intervalo. A partir de aquí
empieza a ampliar el dominio de los conjuntos medibles. La medida de dos con-
juntos sin puntos comunes, y con medidas s y s′, es s+ s′. Más generalmente, la
medida de la unión de una infinidad numerable de conjuntos que no tienen puntos
en común de dos en dos y con medidas s1, s2, . . . , sn, . . . , respectivamente, es
s1+s2+· · ·+sn+· · · Luego de definir la medida para la intersección de conjuntos,
demuestra que los conjuntos numerables tienen medida cero.
Para Borel, estos elementos corresponden a las propiedades fundamentales que
debe cumplir una teoría de la medida útil:
La medida de la suma de una infinidad numerable de conjuntos es
igual a la suma de sus medidas; la medida de la diferencia de dos
conjuntos es igual a la diferencia de sus medidas; la medida jamás es
negativa; todo conjunto que no tiene medida nula no es numerable.
Ello es entonces, expresamente entendido, lo que nosotros llamamos
medida y declara los conjuntos que nosotros llamamos medibles [3][p.
48].
De esta forma, el universo de los conjuntos borelianos quedaba determinado a
partir de los intervalos y las operaciones de unión finita, uniones numerables y sus
complementos. Borel finaliza el capítulo mostrando dos resultados determinantes
en el desarrollo de la teoría de funciones: por un lado, demuestra que todos los
conjuntos perfectos y acotados son medibles. Por otra parte llama la tención
sobre el hecho que la potencia del conjunto formado por todos los subconjuntos
del intervalo [0, 1] tiene una potencia mayor que la potencia del continuo. Por otra
parte, el conjunto que contiene todos los conjuntos perfectos sólo tiene la potencia
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del continuo, al igual que el conjunto de todos los conjuntos B-medibles, como lo
observa Lebesgue en su Tesis de doctorado [15], y en sus Lecciones de 1904 [16].
Puesto que la potencia de los subconjuntos de [0, 1] es mayor que la potencia del
continuo, existirán conjuntos que no son B-medibles. Lebesgue introduce entonces
su propia definición de medida.
4 La integral de Lebesgue
Hemos atravesado más de veinticinco siglos describiendo y analizando el esfuerzo
humano por constituir un aparato teórico, propio de las matemáticas, mediante
el cual introducir, de manera formal, el problema de las cuadraturas. El vehículo
adecuado para ello parecía provenir de lo analítico através de la incorporación de
la noción de integral definida.
Lebesgue se da cuenta que si bien el horizonte final debía ser una definición
analítica de la integral, no lo era en los presupuestos. Para Lebesgue, las bases
conceptuales de la integral reposaban en la medida de objetos geométricos, tal
como lo expresa en la introducción de su tesis doctoral Integrale, Longueur, Aire:
. . . no hay inconveniente para definir la integral de una función conti-
nua como el área de un domino plano; igualmente este método tienen
la ventaja de conducir a una definición de integral de una función dis-
continua y acotada como medida de un cierto conjunto de puntos. Es
esta definición geométrica la que adopto en el capítulo II; se la puede
incluso reemplazar por una definición analítica. La integral se presen-
ta, entonces como el límite de una sucesión de sumas muy análogas a
aqueallas que se considera en la definición de Riemann [17][p.232].
De esta manera, Lebesgue se basa en el concepto de medida para establecer
una definición de integral que solucione los problemas implícitos en la integral de
Riemann. Para ello se apoya en el concepto de contenido de Jordan y la noción
de medida de Borel.
Lebesgue no sólo transcribe los desarrollos de estos dos matemáticos, sino que
les da una forma más concreta con el objetivo de brindar una salida conceptual
al problema de la medida en forma general.
Desde el punto de vista analítico, para Lebesgue el problema de la medida
consiste en asignarle a cada conjunto acotado un número mayor o igual a cero.
Más concretamente, se trata de definir una función m, llamada función medida,
que satisfaga las siguientes condiciones:
L1 : m(E) 6= 0, para algún E.
L2 : Dos conjuntos iguales tienen la misma medida.
L3 : La medida de la unión de un número finito o infinito numerable de conjuntos
disjuntos entre sí, es la suma de la medida de estos conjuntos..
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Para Lebesgue, estas tres propiedades sintetizan el desarrollo histórico de la
actividad de medir. La primera evita la trivial función cero, que no reflejaría
la actividad tradicional de asignarle un número, diferente de cero, a la medida
de los objetos; esto es, la longitud en el caso de los segmentos, el área en las
superficies y el volumen en el caso de los sólidos. La segunda propiedad enmarca
uno de los elementos distintivos de la geometría euclidiana, como lo es la invarianza
bajo translaciones. Para Lebesgue, "dos cojuntos son iguales si, desplazando uno
de los dos, se los puede hacer coincidir". La tercera propiedad conocida como
aditividad, deja traslucir la habitual forma de sumar magnitudes, adjuntando
una a continuación de la otra y tomando la totalidad como una sola. En realidad
tendría el inconveniente de compartir los elementos de nexo, pero estos objetos
tienen medida cero en cada una de los dimensiones; esto es, los puntos no tienen
longitud, las líneas no tienen área y las superficies no tienen volumen.
4.1 La teoría de la medida de Lebesgue aplicada a la recta y al plano
Al igual que Borel, Lebesgue establece una teoría de la medida para los conjuntos
lineales a partir de la generalización de la noción de longitud. Actualmente no le
vemos ningún problema en definir la medida del segmento [a, b] como la diferencia
b− a, incluso no importa si el intervalo es abierto o cerrado pues la medida de los
puntos extremos es cero. Sin embargo estamos en una época en la cual, a pesar
de las construcciones de Cantor y Dedekind, se discute la composición íntima
del continuo lineal. Para saldar estos problemas de rigor, Lebesgue recurre a la
teoría de magnitudes euclidiana. A partir de una unidad de medidaMN , para un
segmento cualquiera PQ se pueden presentar dos casos:
1. QueMN y PQ sean conmensurables. Eso significa que existen dos números
naturales m y n tales que mMN = nPQ, lo cual implica la proporción PQMN =
m
n .
En este caso se define la longitud del segmento PQ como mn .
2. Que MN y PQ sean inconmensurables. Ello significaría que para todo par
de números naturales m y n se tendría que mMN 6= nPQ. Lebesgue argumen-
ta que aunque PQ es inconmensurable con la unidad de medida MN , existen
segmentos mayores conmensurables que contienen a PQ y también segmentos
menores conmensurables contenidos. Ello implica la existencia de la longitud a
través de un proceso de aproximación.
A continuación Lebesgue establece un proceso genérico para definir la medida
de subconjuntos acotados de R.
Definición: Sea un subconjunto E acotado de R. Consideremos el conjunto
B = {∑m(Ix) : E ⊆ ∪Ik, Ik intervalo}. Se denomina medida exterior de E al
límite inferior de B, es decir, me(E) = ı´nf(B).
Para definir la medida interior supongamos que E está contenido en un inter-
valo [a, b], y denotemos por C(E) , que al conjunto de puntos que pertenecen a
[a, b] y no pertenecen a E.
Definición: Sea un subconjunto E de [a, b]. Se define la medida interior de E
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como, mi(E) = m([a, b])−me[C(E)].
Basado en estas dos definiciones anteriores, Lebesgue incorpora su definición
de conjuntos medibles (Lebesgue medible o simplemente L-medibles).
Definición: Sea un subconjunto E de [a, b]. Se dice que el conjunto E es
medible si mi(E) = me(E).
Definición que Lebesgue considera equivalente al enunciado:
Un conjunto E se dice medible si es posible encerrar sus puntos en
intervalos α, y sus complementos en intervalos β de manera que la
suma de longitudes de las partes comunes a los α y a los β sea tan
pequeña como se quiera. [17] [p. 238]
En el parágrafo 4 de [17], Lebesgue demuestra que la definición anterior
cumple las condiciones L1, L2 y L3, requeridas para una función medida. A con-
tinuación pone de presenta las siguientes propiedades de los conjuntos medibles:
1. Unión de un número finito o infinito numerable de conjuntos medibles es
medible.
2. Intersección de un número finito o infinito numerable de conjuntos medibles
es medible.
3. Existen conjuntos L-medibles que no son B-medibles ni J-medibles.
Para la tercera propiedad se base en el conjunto de Cantor C, definido en [0, 1]:
C = {x ∈ [0, 1] : x = α13 + α232 + α333 + . . ., α1 = 0 ó 1}.























3n = 1, y por lo tanto m(C) = 0.
De esta forma el conjunto C es un conjunto no numerable de medida cero. Esto
quiere decir que se pueden formar, a partir de los elementos de C, conjuntos cuya
medida es cero y que tomados en sus totalidad tienen una cardinalidad mayor
que el continuo. Ello demuestra la existencia de conjuntos L-medibles que no son
B-medibles.
En el capítulo 1, parte II de su tesis ([17] [p. 243]), Lebesgue se propone
generalizar el concepto de medida al plano. El punto de partida es concebir la
medida del conjunto de puntos sobre una recta con medida superficial cero y la
medida del conjunto de puntos de todo triángulo conocida y diferente de cero. En
este sentido, Lebesgue incorpora las definiciones de contenido exterior, interior y
complemento, de manera análoga a la propuesta para los conjuntos lineales.
Definición: Sea E un conjunto acotado de R2 y B = {∑m(∆λ) : E ⊆ ∪∆λ,
∆λ es un triángulo} , entonces se define la medida exterior de E como, me(E) =
ı´nf(B).
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Si E es un conjunto que está contenido en el triángulo ∆ABC, si denotamos
el complemento por C∆ = ∆ABC − E, entonces se define la medida interior de
E como: mi(E) = m(∆ABC)−me(C∆(E)).
Tal como para el caso de conjuntos lineales, el conjunto E será medible cuando
la medida exterior sea igual a la exterior, y se tendrá que, me(E) = mi(E) =
m(E).
Los resultados obtenidos para conjuntos lineales también se dan para el caso
de los conjuntos del plano. En particular, las nociones de B-medida y J-medida
se definen como se hizo en los conjuntos lineales.
4.2 La definición de integral en Lebesgue
En el segundo capítulo de su Tesis doctoral [17] [pp. 248-274], Lebesgue define
el concepto moderno de integral. Es un capítulo históricamente muy significativo
pues constituye la respuesta a los problemas de la integral de Riemann.
Una de las cuestiones que no puede pasar desapercibida tiene que ver con el
proceso usado por Lebesgue para formalizar la noción de integral. Nos referimos al
hecho de que aunque la integral surge como operación del análisis con el propósito
de fundamentar la salida dada desde el cálculo al problema milenario de las cua-
draturas, Lebesgue nota que los problemas de la integral de Riemann no pueden
solucionarse desde el análisis, sino a partir de la teoría de la medida abstracta;
sin embargo, la teoría abstracta de la medida hunde sus raíces en la geometría.
Para Lebesgue, geométricamente, el problema de la integral es el siguiente:
Dada una curva C por su ecuación (f es una función continua positiva,
los ejes son rectangulares) hallar el área de un dominio limitado por
un arco de C, un segmento de 0x y dos paralelas al eje y, de abscisas
dadas por a y b, (a < b).
Esta área se llama la integral definida de f entre los límites a y b, ella
se representa por
∫ b
x f(x)dx. [17] [p. 248]
En primera instancia, Lebesgue recuerda que Arquímedes había resuelto par-
te del problema hace más de dos mil años, a través del método exhaustivo. Las
integrales de Cauchy y Riemann son herederas de este método. Sin embargo, a
pesar del esfuerzo por hacer desaparecer del análisis de los vínculos geométri-
cos, tácitamente toman como referente áreas rectángulares. La diferencia con los
antiguos reposa en el concepto de límite, el cual permite formalizar los procesos
infinitos ímplicitos en el método exhaustivo. Recordemos que tanto Cauchy como
Riemann empiezan estableciendo una partición en el intervalo en el que se busca
integrar la función. Lebesgue invierte este proceso, realizando la partición sobre
el codominio y define la integral, no como una suma de rectángulos, sino como la
suma de la medida de una familia de conjuntos, como se detalla a continuación.
Sea f una función definida en el intervalo [a, b], tal que:
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1. Existen m y M , tales que m ≤ f(x) ≤M , para todo x ∈ [a, b].
2. Para todo c, d entre m y M, el conjunto {c ≤ f ≤ d} es medible.
Se toma una partición P de [m,M ], P = {y0 = m, y1, . . . , yn = M} y se definen
los conjuntos ei = {x ∈ [a, b] : f(x) = yi}, para i = 1, 2, . . . n y e´i = {x ∈ [a, b] :
















Entonces f es integrable si cuando n tiende a infinito y yi− yi−1 tiende a cero (es
decir la norma de la partición tiende a cero: ‖P‖ → 0 ) las dos sumas coinciden;







Actualmente a las funciones que cumplen la propiedad anterior se les denomina
L-integrables.
A continuación Lebesgue demuestra que esta definición cumple con las pro-
piedades básicas de la integral de Riemann, pero además acoge funciones mucho
mas generales como la función característica de los racionales y no tienen ningún
problema con el teorema fundamental del cálculo.
4.3 Conclusiones
Se ha esbozado aquí la manera en que la noción de integral se va perfilando como
objeto matemático propiamente dicho. Se ha mostrado que si bien ese desarrollo
parece seguir un comportamiento lineal que inicia en la antigueda griega y culmina
en el siglo XIX, con la definición de la integral de Riemann, se presentan algunas
paradojas que obligan a volver sobre las bases conceptuales de la geometría de
los antiguos. En este sentido se ha mostrado que no corresponde a un desarrollo
lineal, sino que se asemeja más a un proceso de características cercanas al método
de desarrollo investigativo planteado por Imre Lakatos. No es casual que en el
apéndice 2 de su libro Pruebas y Refutaciones [16], Lakatos llame la atención
sobre la forma en son tratados los conceptos de convergencia uniforme, variación
acotada y conjunto medible. Según Lakatos, estos conceptos aparecen en los libros
típicos en un estilo deductivista que esconde los procesos de formulación intuitiva,
formalización, constraejemplos y reformulación; cuestiones que constituyen los
ingredientes fundamentales de todo proceso investigativo. El caso de la evolución
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de la integral es muy revelador en este sentido. Si nos atenemos al hecho de
que esta noción hunde sus raíces en el problema griego general de la medida de
magnitudes, en particular en el problema de las cuadraturas, hemos mostrado
que en la busqueda de soluciones parecía que el camino de evolución llevaba de
lo geométrico a lo analítico; reconociendo lo analítico como el método a través
del cual se busca constituir unos objetos puros que expulsen de los razonamientos
los referentes geométricos. Así se constituyó la integral de Riemann. Sin embargo
esta línea de desarrollo fracasó, dado que presentaba problemas de rigor.
En los últimos apartados de este artículo se ha mostrado que Lebesgue debe
reintegrarle a la noción de integral sus raíces geométricas. A partir de la teoría de
la medida de magnitudes de los antiguos, Lebesgue constituye una teoría abstracta
de la medida que permite una definición de integral que va delineando una nueva
noción con sus problemas particulares. Al respecto el mismo Lebesgue reconoce
que la medida de conjuntos es una generalización de la medida de los objetos
geometricos, tal como lo hace notar en la introducción de su tesis:
En el primer capitulo definiré como Borel, la medida de un conjun-
to por sus propiedades escenciales. Después completaré y presisaré de
manera rapida lo enunciado por Borel, e indicaré aquellas relaciones
que hay entre la medida definida así y la medida en el sentido de
Jordan. La definición que adopto se aplica a espacios de varias di-
mensiones; y de la noción de medida de un conjunto en el cual los
elementos son puntos de un plano, deducimos que ella es el área de un
dominio plano; y si los puntos son del espacio deduciremos la noción
de volumen, etc. [17] [p. 232]
Es un hecho que las formulaciones de los textos típicos esconden completa-
mente el proceso histórico de constitución formal de la integral. Generalmente no
se explica que una de las razones por las cuales la función medida se defina sobre
una estructura tan fina como una σ−álgebra, se debe al hecho de que es impo-
sible definir una medida, invariante bajo translaciones, sobre la totalidad de los
subconjuntos de R. Este fue un problema que se reveló controversial a principios
del siglo XX y que transladó la discusión del ámbito epistemológico al terreno
filosófico. El problema, como se puede percibir en la siguiente cita, ya había sido
intuido por el mismo Lebesgue:
No está de ninguna manera demostrado que el problema de la medida
sea imposible para los conjuntos (si existen) en los cuales la medida
interior y exterior sean diferentes.
El problema se hizo evidente cuando en 1905, G. Vitali en su artículo Sul
problema della misura dei gruppi de punti di una retta, se basó en el axioma de
elección, incorporado por Ernst Zermelo, para construir un conjunto que no era
L-medible. Al respecto, en su libro Lecons sur l'integration et la recherche des
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fonctions primitives de 1904 [18], Lebesgue se refiere a los conjuntos no medibles
de la siguiente manera:
... es sólamente para estos conjuntos [L-medibles] que nosotros estu-
diaremos el problema de la medida. Yo no se si se pueda definir, ni
siquiera sé si existen otros conjuntos que los conjuntos medibles; si
existen, sé que lo dicho en el texto no es suficiente para afirmar o no
que el problema de la medida es posible, ni que se imposible para estos
conjuntos [. . . ]. En cuanto a la pregunta de la existencia de conjuntos
no medibles, ella es apenas un adelanto después de la edición de este li-
bro. Toda vez que esta existencia sea cierta para aquellos que admiten
un cierto modo de razonamiento basado sobre lo que se llama el axio-
ma de Zermelo [axioma de elección]. Por este razonamiento, llegamos
a la siguiente conclusión: Sí existen los conjuntos no medibles; más
esta afirmación no se debe considerar como contradictoria si logramos
mostrar que ningún hombre será capaz de encontrar un conjunto no
medible. (Tomado de [22] [p. 122])
Con esta afirmación, Lebesgue está llamando la atención sobre un problema
central de la historia de las matematicas que tiene relación con el problema de
la ontología de los objetos matematicos. ¾Cuáles procesos permiten constituir
objetos matematicamente significativos?. A partir de 1904, con la aparición de las
teorías axiomaticas de conjuntos, se incorporan algunos axiomas que no daban
lugar a procesos constructivos. En este sentido el axioma más controversial es el
axioma de elección ( o axioma de Zermelo).
El problema de los conjuntos que no son L-medibles ha trascendido el campo
del análisis y de la teoría de funciones. Actualmente el escenario se juega en la
teoría de conjuntos. La últimas investigaciones han llevado a constituir modelos
de teoría de conjuntos en los cuales todos los conjuntos son L-medibles; esto se
da a costa de cambiar nuestra concepción del continuo; sin embargo, ésta es una
cuestión que escapa los objetivos del presente artículo.
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