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Abstract In this paper, we introduce two novel parallel projection methods for
finding a solution of a system of variational inequalities which is also a common
fixed point of a family of (asymptotically) κ - strict pseudocontractive mappings.
A technical extension in the proposed algorithms helps in computing practical
numerical experiments when the number of subproblems is large. Some numerical
examples are implemented to demonstrate the efficiency of parallel computations.
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1. Introduction
Numerous problems in science and engineering, including optimization problems,
fixed point problems, transportation problems, financial equilibrium problems, mi-
gration equilibrium problems etc. [5,13,15] lead to study variational inequality
problems (VIP). Most of existing algorithms for solving VIPs in Hilbert space
were based on the metric projection onto closed convex sets [8,15,19,27].
In 1976, Korpelevich [19] proposed the extragradient method for solving VIP
for a Lipschitz continuous and monotone mapping A on a closed convex set C in
Euclidean space and it was extended to Hilbert space by Nadezhkina and Taka-
hashi [20]. The projection plays an important role in constrained optimization
problems. However, it is only found exactly when C has a simple structure, for
instance, as balls, hyperplanes or half-spaces. In 2011, authors in [8] proposed the
subextragradient method where they replaced the second projection in the extra-
gradient method onto C by one onto a specially constructed halfspace. Moreover,
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they also introduced a modification of the subextragradient method [8] for finding
a common point of the solution set of a variational inequality and the fixed point
set of a nonexpansive mapping.
In recent years, the problem which is called the common solutions to varia-
tional inequality problems (CSVIP) [9] has been widely studied both theoretically
and algorithmically. CSVIP is very general, in the sense that, it includes many
special mathmatical models as: the convex feasibility problem, the common fixed
point problem, the common minimizer problem, the common saddle point prob-
lem (CFPP), the variational inequality problem over the intersection of convex
sets, the hierarchical variational inequality problem. Some algorithms proposed
for solving CSVIP can be found in [1,7,9,16,17,27]. Most of existing methods for
CSVIP is inherently sequential. This will be costly on a single processor when the
number of the subproblems of CSVIP is large.
This paper focuses on the problem of finding a solution of CSVIP for Lipschitz
continuous and monotone operators Ai, i = 1, . . . , N involving (asymptotically)
κ - strict pseudocontractive mappings Sj , j = 1, . . . ,M . Two parallel projection
algorithms are proposed without using the product space [7, Section 7.2] and their
strong convergence is established. Our algorithms can be considered as the im-
provements of [9, Algorithm 3.1] when we have replaced the extragradient method
by the subextragradient method [8, Algorithm 4.1] in which the second projection
may be easily performed more on a specially constructed half-space. Moreover,
using the parallel splitting-up technique in [16, Algorithm 3.4] we have designed
the simultaneous iteration methods. Thus, numerical experiments can be imple-
mented on computing clusters. A technical extension (see, Step 3 of Algorithm
3.1 below) can help us in numerical computations without solving optimization
problems onto the intersection of N +1 sets when the number of the subproblems
N is large which is an obstacle in [9, the final step of Algorithm 3.1]. In addition
a minor level of generality from nonexpansive mappings to (asymptotically) κ -
strict pseudocontractive mappings is also studied in the proposed algorithms.
This paper is organized as follows: In Section 2. we collect some definitions
and priminary results used in the paper. Section 3. deals with proposing two par-
allel algorithms and analysising their convergence. In Section 4., several numerical
experiments are illustrated for the efficiency of the proposed parallel hybrid algo-
rithms.
2. Preliminaries
In this section, we recall some definitions and results for furtther researches. Let
H be a real Hilbert space with the inner product 〈., .〉 and the induced norm ||.||.
We begin with some concepts of the monotonicity of an operator.
Definition 2.1 [22] An operator A : H → H is said to be
(i) monotone if 〈A(x)−A(y), x− y〉 ≥ 0, for all x, y ∈ H;
(ii) α - inverse strongly monotone if there exists a positive constant α such that
〈A(x)−A(y), x− y〉 ≥ α||A(x)−A(y)||2, ∀x, y ∈ H;
(iii) maximal monotone if it is monotone and its graph is not a proper subset of
the one of any other monotone operator;
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(iv) L - Lipschitz continuous if there exists a positive constant L such that ||A(x)−
A(y)|| ≤ L||x− y|| for all x, y ∈ H.
Let C be a nonempty closed and convex subset of H. The variational inequality
problem (VIP) for an operator A on C is to find x∗ ∈ C such that
〈
A(x∗), x− x∗〉 ≥ 0, ∀x ∈ C. (1)
The set of solutions of VIP (1) is denoted by V I(A,C). We have the following
result concerning with the convexity and closedness of the solution set V I(A,C).
Lemma 2.1 [25] Let C be a nonempty, closed convex subset of a Hilbert space H
and A be a monotone, hemicontinuous mapping from C into H. Then
V I(A,C) = {u ∈ C : 〈v − u,A(v)〉 ≥ 0, ∀v ∈ C} .
Definition 2.2 [6,14] A mapping S : H → H is said to be
(i) nonexpansive if ||Sx− Sy|| ≤ ||x− y|| for all x, y ∈ H;
(ii) uniformly L - Lipschitz continuous if there exists a constant L > 0 such that
||Snx− Sny|| ≤ L||x− y||;
(iii) asymptotically nonexpansive if there exists a sequence {kn} ⊂ [1;+∞) with
kn → 1 such that
||Snx− Sny|| ≤ kn||x− y||, ∀x, y ∈ H,n ≥ 1;
(iv) κ-strict pseudocontractive if there exists a constant κ ∈ [0; 1) such that
||Sx− Sy||2 ≤ ||x− y||2 + κ||(I − S)x− (I − S)y||2, ∀x, y ∈ H;
(v) asymptotically κ-strict pseudocontractive if there exist a constant κ ∈ [0; 1)
and {kn} ⊂ [1;+∞) with kn → 1 such that
||Snx− Sny||2 ≤ kn||x− y||2 + κ||(I − Sn)x− (I − Sn)y||2, ∀x, y ∈ H,n ≥ 1.
Lemma 2.2 [23] Let H be a real Hilbert space, C be a nonempty closed convex
subset of H and S : C → C be an asymptotically κ-strict pseudocontraction with
the sequence {kn} ⊂ [1;∞), kn → 1 and the fixed point set F (S). Then
(i) F (S) is a closed convex subset of H.
(ii) I − S is demiclosed, i.e., whenever {xn} is a sequence in C weakly converging
to some x ∈ C and the sequence {(I − S)xn} strongly converges to some y, it
follows that (I − S)x = y.
(iii) S is uniformly L-Lipschitz continuous with the constant
L = sup
{
κ+
√
1 + (1− κ)(kn − 1)
1 + κ
: n ≥ 1
}
.
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It is easy to show that in any real Hilbert space, the following inequality holds
||ax+(1−a)y||2 ≤ a||x||2+(1−a)||y||2−a(1−a)||x−y||2, ∀x, y ∈ H, a ∈ [0, 1]. (2)
For every x ∈ H, the metric projection PCx of x onto C defined by
PCx = argmin{‖y − x‖ : y ∈ C} .
Since C is a nonempty closed and convex subset of H, PCx exists and is unique.
The projection PC : H → C has the following characterizations:
Lemma 2.3 (i) For all y ∈ H,x ∈ C, ‖x− PCy‖2 + ‖PCy − y‖2 ≤ ‖x− y‖2 .
(ii) z = PCx if and only if 〈x− z, z − y〉 ≥ 0, ∀y ∈ C.
The normal cone NC to a set C at a point x ∈ C defined by
NC(x) =
{
x∗ ∈ H : 〈x− y, x∗〉 ≥ 0, ∀y ∈ C} .
We have the following result.
Lemma 2.4 [22] Let C be a nonempty closed convex subset of a Hilbert space H
and let A be a monotone and hemi-continuous mapping of C into H with D(A) =
C. Let Q be a mapping defined by:
Q(x) =
{
Ax+NC(x) if x ∈ C,
∅ if x /∈ C.
Then Q is a maximal monotone and Q−10 = V I(A,C).
3. Main results
In this section, we consider CSVIP [9] of finding x∗ ∈ K := ∩Ni=1Ki such that〈
Ai(x
∗), x− x∗〉 ≥ 0, ∀x ∈ Ki, i = 1, . . . , N, (3)
where Ki, i = 1, . . . , N are N nonempty, closed and convex subsets of H such
that K := ∩Ni=1Ki 6= Ø and Ai : H → H is a Lipschitz continuous and monotone
mapping for each i = 1, . . . , N . We present here two parallel projection algorithms
for finding a solution of CSVIP (3) which is also a common fixed point of a fi-
nite family of (asymptotically) κ - strict pseudocontractive mappings {Sj}Mj=1. In
the sequel, without loss of generality, we assume that the operators {Ai}Ni=1 are
Lipschitz continuous with a same constant L > 0 and the mappings {Sj}Mj=1 are
asymptotically strict pseudocontractive with a same constant κ ∈ [0, 1) and a same
sequence {kn} ⊂ [1,∞) and kn → 1 as n→∞. Moreover, in Algorithm 3.1 below,
the assumption of the boundedness of the solution set
F =
(
∩Ni=1V I(Ai,Ki)
)⋂(
∩Mj=1F (Sj)
)
is required, i.e., there exists a positive real number ω such that F ⊂ Ω :=
{u ∈ H : ||u|| ≤ ω}.
Parallel methods for CSVIPs and CFPPs 5
Algorithm 3.1 Initialization: x0 ∈ H,n := 0. The control parameter sequences
{αk} , {βk} satisfy the following conditions:
(a) 0 ≤ αk < 1, limk→∞ supαk < 1;
(b) κ ≤ βk ≤ b < 1 for some b ∈ (κ; 1);
(c) 0 < λ < 1
L
.
Step 1. Find N the projections yin on Ki in parallel
yin = PKi(xn − λAi(xn)), i = 1, . . . , N.
Step 2. Find N the projections zin on the half-space T
i
n in parallel
zin = PT i
n
(xn − λAi(yin)), i = 1, . . . , N,
where T in =
{
v ∈ H : 〈(xn − λAi(xn))− yin, v − yin〉 ≤ 0}.
Step 3. Find the furthest element from xn among all z
i
n, i.e.,
in = argmax{||zin − xn|| : i = 1, . . . , N}, z¯n := zinn .
Step 4. Find intermediate approximations ujn in parallel
ujn = αnxn + (1− αn)
(
βnz¯n + (1− βn)Snj z¯n
)
, j = 1, . . . ,M.
Step 5. Find the furthest element from xn among all u
j
n, i.e.,
jn = argmax{||ujn − xn|| : j = 1, . . . ,M}, u¯n := ujnn .
Step 6. Compute xn+1 = PCn∩Qn(x0) where Cn = {v ∈ H : ||u¯n − v||2 ≤ ||xn −
v||2 + ǫn}, Qn = {v ∈ H : 〈v − xn, xn − x0〉 ≥ 0} and ǫn = (kn − 1) (||xn||+ ω)2.
Set n := n+ 1 and go back Step 1.
In order to prove the convergence of Algorithm 3.1, we need the following lemmas.
Lemma 3.5 Suppose that x∗ ∈ F and the sequences {yin} ,{zin} generated by
Step 1 and Step 2 of Algorithm 3.1. Then∥∥zin − x∗∥∥2 ≤ ∥∥xn − x∗∥∥2 − c(∥∥yin − xn∥∥2 + ∥∥zin − yin∥∥2) ,
where c = 1− λL > 0.
Proof Since Ai is monotone on Ki and y
i
n ∈ Ki, we obtain〈
Ai(y
i
n)−Ai(x∗), yin − x∗
〉 ≥ 0, ∀x∗ ∈ F.
This together with x∗ ∈ V I(A,Ki) implies that
〈
Ai(y
i
n), y
i
n − x∗
〉 ≥ 0. Thus,〈
Ai(y
i
n), z
i
n − x∗
〉 ≥ 〈Ai(yin), zin − yin〉 . (4)
From the characterization of the metric projection onto T in, we have〈
zin − yin, (xn − λAi(xn))− yin
〉 ≤ 0.
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Thus 〈
zin − yin, (xn − λAi(yin))− yin
〉
=
〈
zin − yin, (xn − λAi(xn))− yin
〉
+λ
〈
zin − yin, Ai(xn)−Ai(yin)
〉
≤ λ 〈zin − yin, Ai(xn)−Ai(yin)〉 . (5)
Putting tin = xn−λAi(yin) and rewriting zin = PT i
n
(tin). From Lemma 2.3 and (4),
we get
||zin − x∗||2 ≤ ||tin − x∗||2 − ||PT i
n
(tin)− tin||2
= ||xn − λAi(yin)− x∗||2 − ||zin − (xn − λAi(yin))||2
= ||xn − x∗||2 − ||zin − xn||2 + 2λ
〈
x∗ − zin, Ai(yin)
〉
≤ ||xn − x∗||2 − ||zin − xn||2 + 2λ
〈
yin − zin, Ai(yin)
〉
.
(6)
From (5), we also have
||zin − xn||2 − 2λ
〈
yin − zin, Ai(yin)
〉
= ||zin − yin + yin − xn||2 − 2λ
〈
yin − zin, Ai(yin)
〉
= ||zin − yin||2 + ||yin − xn||2 − 2
〈
zin − yin,
(
xn − λAi(yin)− yin
)〉
= ||zin − yin||2 + ||yin − xn||2 − 2λ
〈
zin − yin, Ai(xn)−Ai(yin)
〉
≥ ||zin − yin||2 + ||yin − xn||2 − 2λ||zin − yin||||Ai(xn)−Ai(yin)||
≥ ||zin − yin||2 + ||yin − xn||2 − 2Lλ||zin − yin||||xn − yin||
≥ ||zin − yin||2 + ||yin − xn||2 − Lλ
(||zin − yin||2 + ||xn − yin||2)
≥ (1− Lλ)||zin − yin||2 + (1− Lλ)||yin − xn||2
= c
(||zin − yin||2 + ||yin − xn||2) .
This together with (6) ensures the truth of Lemma 3.5.
Lemma 3.6 Suppose that Algorithm 3.1 reaches to the iteration n. Then F ⊂
Cn ∩Qn and xn+1 is well-defined.
Proof Since Ai is Lipschitz continuous, Ai is continuous. Lemma 2.1 ensures that
V I(Ai,Ki) is closed and convex for all i = 1, . . . , N . From Lemma 2.2, we see that
F (Sj) is also closed and convex for all j = 1, . . . ,M . Thus, F is closed and convex.
From the definitions of Cn and Qn, we see that Qn is closed and convex and Cn is
closed. On the other hand, the relation ||u¯n − v||2 ≤ ||xn − v||2 + ǫn is equivalent
to
2 〈v, xn − u¯n〉 ≤ ||xn||2 − ||u¯n||2 + ǫn.
This implies that Cn is convex. Putting Sj,βn = βnI + (1− βn)Snj and rewriting
ujn = αnxn+(1−αn)Sj,βn z¯n. From the convexity of ||.||2 and the relation (2), for
each u ∈ F we have
||u¯n − u||2 = ||αnxn + (1− αn)Sjn,βn z¯n − u||2
≤ αn||xn − u||2 + (1− αn)||Sjn,βn z¯n − u||2
= αn||xn − u||2 + (1− αn)||βnz¯n + (1− βn)Snjn z¯n − u||2
= αn||xn − u||2
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+(1− αn)
(
βn||z¯n − u||2 + (1− βn)||Snjn z¯n − Snjnu||2
)
−(1− αn)βn(1− βn)||(z¯n − u)− (Snjn z¯n − Snjnu)||2
= αn||xn − u||2 + (1− αn)
(
βn||z¯n − u||2 + (1− βn)kn||z¯n − u||2
)
+κ(1− αn)(1− βn)||(I − Snjn)z¯n − (I − Snjn)u||2
−(1− αn)βn(1− βn)||(z¯n − u)− (Snjn z¯n − Snjnu)||2
= αn||xn − u||2 + (1− αn)
(
βn||z¯n − u||2 + (1− βn)kn||z¯n − u||2
)
−(βn − κ)(1− αn)(1− βn)||(I − Snjn)z¯n − (I − Snjn)u||2
≤ αn||xn − u||2 + (1− αn)
(
βn||z¯n − u||2 + (1− βn)kn||z¯n − u||2
)
= αn||xn − u||2 + (1− αn)||z¯n − u||2 + (1− βn)(kn − 1)||z¯n − u||2
≤ αn||xn − u||2 + (1− αn)||z¯n − u||2 + (kn − 1)||z¯n − u||2. (7)
From Lemma 3.5, we obtain ||z¯n− u|| ≤ ||xn− u||. This together with (7) implies
that
||u¯n − u||2 ≤ αn||xn − u||2 + (1− αn)||xn − u||2 + (kn − 1)||xn − u||2
≤ ||xn − u||2 + (kn − 1) (||xn||+ ||u||)2
= ||xn − u||2 + ǫn.
Thus, F ⊂ Cn for all n ≥ 0. Now, we show F ⊂ Cn ∩ Qn for all n ≥ 0 by the
induction. Indeed, F ⊂ Q0 and so F ⊂ C0 ∩ Q0. Assume that F ⊂ Cn ∩ Qn for
some n ≥ 0. From xn+1 = PCn∩Qnx0 and Lemma 2.3, we obtain
〈v − xn+1, xn+1 − x0〉 ≥ 0, ∀v ∈ Cn ∩Qn.
Since F ⊂ Cn ∩ Qn, 〈v − xn+1, xn+1 − x0〉 ≥ 0 for all v ∈ F . This together with
the definition of Qn+1 implies that F ⊂ Qn+1. Thus, by the induction F ⊂ Cn∩Qn
for all n ≥ 0. Since F 6= Ø, PFx0 and xn+1 = PCn∩Qnx0 are well-defined.
Lemma 3.7 Suppose that {xn} ,
{
yin
}
,
{
zin
}
and
{
ujn
}
generated by Algorithm
3.1. Then there hold the relations
lim
n→∞
||xn+1 − xn|| = lim
n→∞
||yin − xn|| = lim
n→∞
||zin − xn|| = lim
n→∞
||ujn − xn|| = 0,
and limn→∞ ||Sjxn − xn|| = 0 for all i = 1, . . . , N, j = 1, . . . ,M .
Proof We have xn = PQnx0 and F ⊂ Qn. For each u ∈ F , from Lemma 2.3, we
have
||xn − x0|| ≤ ||u− x0||, ∀n ≥ 0. (8)
Thus, the sequence {||xn − x0||}, and so {xn}, are bounded. From xn+1 ∈ Qn and
xn = PQnx0, we also obtain ||xn − x0|| ≤ ||xn+1 − x0|| for all n ≥ 0. This implies
that the sequence {||xn − x0||} is nondecreasing. Therefore, there exists the limit
of the sequence {||xn − x0||}. Moreover, from xn+1 ∈ Qn and xn = PQnx0, we get
||xn − xn+1||2 ≤ ||xn+1 − x0||2 − ||xn − x0||2.
From this inequality, letting n→∞, we find
lim
n→∞
||xn − xn+1|| = 0. (9)
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From the definition of Cn and xn+1 ∈ Cn, we have
||u¯n − xn+1||2 ≤ ||xn − xn+1||2 + ǫn. (10)
From the boundedness of {xn}, we find that ǫn = (kn − 1)(||xn|| + ω)2 → 0 as
n→∞. This together with the relations (9), (10) implies that ||u¯n − xn+1|| → 0.
Thus,
lim
n→∞
||u¯n − xn|| = 0. (11)
From the definition of jn, we get limn→∞ ||ujn − xn|| = 0, j = 1, . . . ,M. From (7)
and Lemma 3.5, we have
||u¯n − u||2 ≤ αn||xn − u||2 + (1− αn)||z¯n − u||2 + (1− βn)(kn − 1)||z¯n − u||2
≤ αn||xn − u||2 + (1− αn)||z¯n − u||2 + (kn − 1)||xn − u||2
≤ ||xn − u||2 − c(1− αn)
(∥∥yinn − xn∥∥2 + ∥∥z¯n − yinn ∥∥2)+ ǫn.
Hence,
c(1− αn)
(∥∥yinn − xn∥∥2 + ∥∥z¯n − yinn ∥∥2) ≤ ||xn − u||2 − ||u¯n − u||2 + ǫn. (12)
Moreover,∣∣||xn − u||2 − ||u¯n − u||2∣∣ = |||xn − u|| − ||u¯n − u||| (||xn − u||+ ||u¯n − u||)
≤ ||xn − u¯n|| (||xn − u||+ ||u¯n − u||) .
The last inequality together with (11) and the boundedness of the sequences
{xn} , {u¯n} implies that
lim
n→∞
(||xn − u||2 − ||u¯n − u||2) = 0. (13)
From (12), (13) and lim supn→∞ αn < 1, ǫn → 0 we obtain
lim
n→∞
∥∥yinn − xn∥∥ = lim
n→∞
∥∥z¯n − yinn ∥∥ = 0. (14)
Thus,
lim
n→∞
‖z¯n − xn‖ = 0 (15)
because of ‖z¯n − xn‖ ≤
∥∥z¯n − yinn ∥∥ + ∥∥yinn − xn∥∥. From the definition of in, we
obtain
lim
n→∞
∥∥zin − xn∥∥ = 0, i = 1, . . . , N. (16)
From Lemma 3.5 and (16), by arguing similarly as (14) one has
lim
n→∞
∥∥yin − xn∥∥ = 0, i = 1, . . . , N.
From ujn = αnxn + (1− αn)Sj,βn z¯n we get ||ujn− xn|| = (1− αn)||Sj,βnz¯n − xn||.
By lim supn→∞ αn < 1 and ||ujn − xn|| → 0 we obtain
lim
n→∞
||Sj,βn z¯n − xn|| = 0. (17)
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The relations (15) and (17) lead to limn→∞ ||Sj,βn z¯n − z¯n|| = 0. Thus, from the
definition of Sj,βn , one has limn→∞(1− βn)||Snj z¯n − z¯n|| = 0. Since βn ≤ b < 1,
lim
n→∞
||Snj z¯n − z¯n|| = 0. (18)
From Lemma 2.2, Sj is uniformly L - Lipschitz continuous. Therefore
||Snj xn − xn|| ≤ ||Snj xn − Snj z¯n||+ ||Snj z¯n − z¯n||+ ||z¯n − xn||
≤ L||xn − z¯n||+ ||Snj z¯n − z¯n||+ ||z¯n − xn||
≤ (L+ 1)||xn − z¯n||+ ||Snj z¯n − z¯n||.
The last inequality together with (15), (21), we have
lim
n→∞
||Snj xn − xn|| = 0, j = 1, . . . ,M. (19)
On the other hand,
||Sjxn − xn|| ≤ ||Sjxn − Sn+1j xn||+ ||Sn+1j xn − Sn+1j xn+1||
+||Sn+1j xn+1 − xn+1||+ ||xn+1 − xn||
≤ L||xn − Snj xn||+ (L+ 1)||xn − xn+1||+ ||Sn+1j xn+1 − xn+1||.
This together with (10) and (22) implies that
lim
n→∞
||Sjxn − xn|| = 0. (20)
The proof of Lemma 3.7 is complete.
Lemma 3.8 Suppose that p is a weak cluster point of the sequence {xn}. Then
p ∈ F .
Proof Since {xn} is bounded, there exists a subsequence of {xn} weakly converging
to p. For the sake of simplicity, we denote this subsequence again by {xn}. From
(23) and the demicloseness of Sj , we obtain p ∈ F (Sj). So, p ∈ ∩Mj=1F (Sj).
Now we prove that p ∈ ∩Ni=1V I(Ai,Ki). Indeed, for each operator Ai, we define
the mapping Qi by
Qi(x) =
{
Aix+NKi(x) if x ∈ Ki
Ø if x /∈ Ki,
where NKi(x) is the normal cone to Ki at x ∈ Ki. Lemma 2.4 ensures that Qi is
maximal monotone. For each pair (x, y) in the graph of Qi, i.e., (x, y) ∈ G(Qi),
from the definition of the mapping Qi we see that y−Ai(x) ∈ NKi(x). Therefore,
〈x− z, y −Ai(x)〉 ≥ 0
for all z ∈ Ki because of the definition of NKi(x). Substituting z = yin ∈ Ki onto
the last inequality, one gets
〈
x− yin, y −Ai(x)
〉 ≥ 0. Therefore,
〈
x− yin, y
〉 ≥ 〈x− yin, Ai(x)〉 . (21)
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By yin = PKi (xn − λAixn) and Lemma 2.3(ii),
〈
x− yin, yin − xn + λAixn
〉 ≥ 0.
A straightforward computation yields
〈
x− yin, Ai(xn)
〉 ≥ 〈x− yin, xn − yin
λ
〉
. (22)
Thus, from (21), (22) and the monotonicity of Ai, we find that〈
x− yin, y
〉 ≥ 〈x− yin, Ai(x)〉
=
〈
x− yin, Ai(x)−Ai(yin)
〉
+
〈
x− yin, Ai(yin)− Ai(xn)
〉
+
〈
x− yin, Ai(xn)
〉
≥ 〈x− yin, Ai(yin)−Ai(xn)〉+
〈
x− yin, xn − y
i
n
λ
〉
. (23)
From the Lipschitz-continuity of Ai and ||xn − yin|| → 0,
lim
n→∞
||Ai(yin)−Ai(xn)|| = 0. (24)
Since ||xn − yin|| → 0 and xn ⇀ p, yin ⇀ p. Passing the limit in inequality (23)
as n → ∞ and employing (24), we obtain 〈x− p, y〉 ≥ 0 for all (x, y) ∈ G(Qi).
Thus, from the maximal monotonicity of Qi and Lemma 2.4, one has p ∈ Q−1i 0 =
V I(Ai,Ki) for all 1 ≤ i ≤ N . Hence, p ∈ F . The proof of Lemma 3.8 is complete.
Theorem 3.1 Let Ki, i = 1, . . . , N be closed and convex subsets of real Hilbert
space H such that K = ∩Ni=1Ki 6= Ø. Suppose that {Ai}Ni=1 : H → H is a finite
family of monotone and L - Lipschitz continuous mappings and {Sj}Mi=1 : H → H
is a finite family of asymptotically κ - strict pseudocontractive mappings. In addi-
tion, the set F is nonempty and bounded. Then, the sequences {xn} ,
{
yin
}
,
{
zin
}
and
{
ujn
}
generated by Algorithm 3.1 converge strongly to PFx0.
Proof By Lemma 3.6, F, Cn, Qn are nonempty closed and convex subsets of H.
Besides, F ⊂ Cn ∩Qn for all n ≥ 0. Therefore, PFx0, PCn∩Qnx0 are well-defined.
From Lemma 3.7, {xn} is bounded. Assume that p is any weak cluster point of
{xn} and xnj ⇀ p. By Lemma 3.8, p ∈ F . We now show that xn → PFx0. Indeed,
setting x† := PFx0, from (8) and x† ∈ F we have ||xn − x0|| ≤ ||x† − x0|| for all
n ≥ 0. This together with the lower weak semicontinuity of the norm implies that
||p− x0|| ≤ lim inf
j→∞
||xnj − x0|| ≤ lim sup
j→∞
||xnj − x0|| ≤ ||x† − x0||.
So, by the definition of x†, p = x† and limj→∞ ||xnj − x0|| = ||x† − x0||. There-
fore, limj→∞ ||xnj || = ||x†||. From the Kadec-Klee property of the Hilbert spaceH,
xnj → x†. Thus, xn → x†. Lemma 3.8 ensures that the sequences
{
yin
}
,
{
zin
}
,
{
ujn
}
also converge strongly to PFx0. The proof of Theorem 3.1 is complete.
Next, we consider CSVIP for the monotone and Lipschitz continuous operators
{Ai}Ni=1 involving a finite family of κ - strict pseudocontractive mappings {Sj}Mi=1.
In Algorithm 3.2 below, the assumption of the boundedness of the solution set F
is not required. We have the following algorithm whose idea is similar to the
Algorithm 3.1.
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Algorithm 3.2 Initialization: x0 ∈ H,n := 0. The control parameter sequences
{αk} , {βk} satisfy the following conditions
(a) 0 ≤ αk < 1, limk→∞ supαk < 1;
(b) κ ≤ βk ≤ b < 1 for some b ∈ (κ; 1);
(c) 0 < λ < 1/L.
Step 1. Find N the projections yin on Ki in parallel
yin = PKi(xn − λAi(xn)), i = 1, . . . , N.
Step 2. Find N the projections zin on the half-space T
i
n in parallel
zin = PT i
n
(xn − λAi(yin)), i = 1, . . . , N,
where T in is defined as in Algorithm 3.1.
Step 3. Find the furthest element from xn among all z
i
n, i.e.,
in = argmax{||zin − xn|| : i = 1, . . . , N}, z¯n := zinn .
Step 4. Find intermediate approximations ujn in parallel
ujn = αnxn + (1− αn) (βnz¯n + (1− βn)Sj z¯n) , j = 1, . . . ,M.
Step 5. Find the furthest element from xn among all u
j
n, i.e.,
jn = argmax{||ujn − xn|| : j = 1, . . . ,M}, u¯n := ujnn .
Step 6. Compute xn+1 = PCn∩Qn(x0) where Cn = {v ∈ H : ||u¯n − v|| ≤ ||xn −
v||},Qn = {v ∈ H : 〈v − xn, xn − x0〉 ≥ 0}. Set n := n+ 1 and go back Step 1.
We also have the following result.
Theorem 3.2 Let Ki, i = 1, . . . , N be closed and convex subsets of real Hilbert
space H such that K = ∩Ni=1Ki 6= Ø. Suppose that {Ai}Ni=1 : H → H is a finite
family of monotone and L - Lipschitz continuous mappings and {Sj}Mi=1 : H → H
is a finite family of κ - strict pseudocontractive mappings. In addition, the set
F is nonempty. Then, the sequences {xn} ,
{
yin
}
,
{
zin
}
and
{
ujn
}
generated by
Algorithm 3.2 converge strongly to PFx0.
Proof Since Sj is κ - strict pseudocontractive mapping, Sj is asymptotically κ -
strict pseudocontractive mapping with kn = 1 for all n ≥ 0. Putting ǫn = 0, by
arguing similarly as in the proof of Theorem 3.1 we come to the desired conclusion.
Using Theorem 3.2, we obtain the following corollary.
Corollary 3.1 Let H be a real Hilbert space and Ki, i = 1, . . . , N be closed convex
subsets of H such that K = ∩Ni=1Ki 6= Ø. Suppose that Ai : H → H is a mono-
tone and L - Lipschitz continuous mapping for each i = 1, 2, . . . , N . In addition,
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the solution set F = ∩Ni=1V I(Ai,Ki) is nonempty. Let {xn} ,
{
yin
}
,
{
zin
}
be the
sequences generated by the following manner:

x0 ∈ H,
yin = PKi(xn − λAi(xn)), i = 1, 2, . . . , N,
zin = PT i
n
(xn − λAi(yin)), i = 1, 2, . . . , N,
in = argmax
{||zin − xn|| : i = 1, 2, . . . , N} , z¯n = zinn ,
Cn = {v ∈ H : ||z¯n − v|| ≤ ||xn − v||},
Qn = {v ∈ H : 〈v − xn, xn − x0〉 ≥ 0},
xn+1 = PCn∩Qn(x0), n ≥ 0,
where 0 < λ < 1/L and T in is defined as in Algorithm 3.1. Then, the sequences
{xn} ,
{
yin
}
,
{
zin
}
converge strongly to PFx0.
Remark 3.1 Corollary 3.1 can be considered as an improvement of Algorithm 3.1
in [9] in the following aspects:
– The second projection of the extragradient method [19] on any closed convex
set Ki is replaced by one on the half-space T
i
n which is easily performed more.
– Chosing the furthest element z¯n from xn among all z
i
n is a technical extension.
This can help us in implementing numerical experiments when the number of
subproblems N is large without solving distance optimization problems on the
intersection of N + 1 closed convex sets as Algorithm 3.1 in [9].
– Two sets Cn and Qn are either the half-spaces or the whole space H. Thus,
by using the same techniques as in [24], we can obtain an explicit formula of
the next iterate xn+1 which is the projection of x0 on the intersection Cn∩Qn
(see, the numerical experiments in Section 4.). In order to obtain the same
result in Algorithm 3.1 [9], the number of subcases generated by the distance
optimization problem is 2N+1. This is a main obstacle of Algorithm 3.1 [9] in
numerical experiments when N is large.
4. Numerical experiments
In this section, we consider two numerical examples to illustrate the convergence
and the ability of the implementation of the proposed algorithms when the num-
bers of subproblems are large. In these cases, Algorithm 3.1 [9] and Algorithm
4.4 for CSVIP (see, Section 7.2 in [7]) seem to be difficult to practice numerical
computations.
Example 1. We consider a simple example in ℜ3 for Ai = 0, Sj = I for all
i, j and Ki are balls Ki =
{
x ∈ R3 : ||x− ai|| ≤ ri
}
centered at ai and the radius
ri for i = 1, . . . , N . By Theorem 3.2, the sequence {xn} generated by Algorithm
3.2 converges strongly to PK(x0). According to Algorithm 3.2, we see that y
i
n =
zin = xn if ||xn − ai|| ≤ ri. Otherwise, yin = zin = ri||xn−ai|| (xn − ai) + ai. Thus,
the index in is defined by in = argmax {0, ||xn − ai|| − ri : i = 1, . . . , N} . Since
Cn, Qn are the half-spaces, xn+1 is expressed by the explicit formula in [11,24].
The parameters are αn = βn = κ = 0 and λ = 1.
The first experiment is performed with N = 103, ri = 1,
ai =
(
1
2
cos
iπ
N
sin
2iπ
N
;
1
2
cos
iπ
N
cos
2iπ
N
;
1
2
sin
iπ
N
)
,
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and the starting point x0 = (1; 2; 7). Since ||ai|| = 1/2 < 1 = ri, 0 ∈ Ki for
all i = 1, . . . , N . So, K = ∩Ni=1Ki 6= Ø. In this experiment, the exact projection
PK(x0) of x0 onto the feasibility set K is unknown. For the fixed numbers of the
iterations nmax, Table 1 gives time for PHM’s execution in both parallel mode
(Tp) by using two processors and sequential mode (Ts).
Table 1 Results for the starting point x0 = (1; 2; 7) and fixed numbers of iterations.
nmax PHM xn
Tp Ts
250 0.25 0.39 (0.0699; 0.0226; 0.4726)
500 0.43 0.79 (0.0575; 0.0168; 0.3853)
1000 0.89 1.60 (0.0473; 0.0119; 0.3130)
2000 1.94 3.08 (0.0388; 0.0082; 0.2533)
5000 4.05 7.70 (0.0299; 0.0048; 0.1904)
The second experiment is performed with N = 103, ri = 1,
ai =
(
cos
iπ
N
sin
2iπ
N
; cos
iπ
N
cos
2iπ
N
; sin
iπ
N
)
,
and the starting point x0 = (−3;−5;−9). From ||ai|| = 1 = ri for all i = 1, . . . , N ,
we see that the feasibility set K = ∩Ni=1Ki has the unique point 0. So, x† :=
PKx0 = 0. For given tolerances TOLs, Table 2 gives time for PHM’ execution in
both parallel mode (two processors) and sequential mode. Moreover, the sequence
{xn} converges very quickly to PKx0=0, and so our algorithm is effective.
Table 2 Results for the starting point x0 = (−3;−5;−9) and given tolerances.
TOL PHM xn nmax
Tp Ts
0.02500 0.27 0.51 (−0.0056;−0.0133;−0.0212) 285
0.00750 1.04 1.88 (−0.0024;−0.0034;−0.0063) 1088
0.00500 1.61 2.83 (−0.0009 − 0.0032 − 0.0041) 1645
0.00150 5.95 10.10 (−0.0003 − 0.0007 − 0.0013) 5999
0.00075 11.70 21.39 (−0.0001 − 0.0004 − 0.0005) 12178
0.00015 53.85 103.97 (−0.0000 − 0.0001 − 0.0001) 59416
Example 2. We consider the problem of finding a common fixed point of a
finite family of mappings {Sj}Mj=1. Let H be the functional space L2[0, 1], and
Sj : H → H is defined by
[Sj(x)] (t) :=
∫ 1
0
Kj(t, s)fj(x(s))ds+ gj(t), j = 1, 2, 3, 4,
where
K1(t, s) =
2tset+s
e
√
e2 − 1 , f1(x) = cosx, g1(t) = −
2tet
e
√
e2 − 1 ,
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K2(t, s) =
√
3ts, f2(x) =
1
x2 + 1
, g2(t) = −
√
3
2
t,
K3(t, s) =
√
21
7
|t− s|, f3(x) = sinx, g3(t) = 0,
K4(t, s) =
√
21
7
(t+ s), f4(x) = exp(−x2), g4(t) = −
√
21
7
(
t+
1
2
)
.
A straightforward computation ensures that |f ′j(x)| ≤ 1 for all x ∈ H. Moreover,
according to [26], the mappings Sj are Frechet differentiable and ||S′j(x)h|| ≤ ||h||
for all x, h ∈ H. Hence, ||S′j(x)|| ≤ 1 for all x ∈ H. This implies that the mappings
Sj are 0 - strict pseudocontractive onH. Besides, x
† = 0 is a common fixed point of
the mappings Sj , j = 1, 2, 3, 4. In this example, we consider Ai(x) = 0 for all x ∈ H
and Ki = B[0, 1] is a closed unit ball centered at the origin for each i = 1, . . . , N .
Arccording to Algorithm 3.2, the intermediate aproximation z¯n = y
i
n = z
i
n = xn
if ||xn|| ≤ 1. Otherwise, z¯n = yin = zin = xn/||xn||. We chose βn = κ = 0 and
calculate the approximations


u1n(t) = αnxn(t) + (1− αn) 2te
t
e
√
e2−1
{∫ 1
0
ses cos z¯n(s)ds− 1
}
,
u2n(t) = αnxn(t) + (1− αn)
√
3t
{∫ 1
0
sds
1+z¯2
n
(s) − 12
}
,
u3n(t) = αnxn(t) + (1− αn)
√
21
7
∫ 1
0
|t− s| sin z¯n(s)ds,
u4n(t) = αnxn(t) + (1− αn)
√
21
7
{∫ 1
0
(t+ s)e−z¯
2
n
(s)ds− t− 12
}
.
(25)
Thus, the furthest element u¯n(t) from xn(t) among all u
j
n(t) is chosen. The next
iterate xn+1 is also computed by the explicit formula in [11,24].
Table 3 Experiment with the starting point x0(t) = 1.
nmax PHM TOL
Tp Ts
5 6.85 12.97 0.06427
10 25.13 49.44 0.01042
15 64.56 123.12 0.00090
20 121.32 233.84 0.00056
Table 4 Experiment with the starting point x0(t) =
1
100
e−10t sin(1000t).
nmax PHM TOL
Tp Ts
5 5.13 9.99 0.00322
10 13.95 26.51 0.00050
15 29.01 57.36 0.00035
20 57.12 112.44 0.00025
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Fig. 1 Geometric illustra-
tion of the exact solution
x∗(t) = 0 and the approxima-
tion solution x20(t) with the
starting point x0(t) = 1.
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The graph of the exact solution x*
The graph of the starting point x0
The graph of the approximation solution x20
Fig. 2 Geometric illustration of the ex-
act solution x∗(t) = 0 and the approxima-
tion solution x20(t) with the starting point
x0(t) = 1/100 exp(−10t) sin(1000t).
All programs are written in the C programming language. They are performed
on the computing cluster LINUX IBM 1350 with 8 computing nodes. Each node
contains two Intel Xeon dual core 3.2 GHz, 2GBRam. We use the following nota-
tions:
PHM The parallel hybrid method
TOL Tolerance ‖xn − x†‖
Tp Execution time of PHM in parallel mode (2CPUs - in seconds)
Ts Execution time of PHM in sequential mode (in seconds)
All integrals in Example 2 are calculated by using the trapezoidal formula with
the stepsize τ = 0.001. In the next two experiments, we chose βn = κ = 0 and αn =
1
n+1 . The former is performed with the starting point x0(t) = 1 and the latter is
with x0(t) =
1
100e
−10t sin(1000t). For the fixed numbers of iterations nmax, Tables
3 and 4 give execution time of PHM in parallel mode (Tp) by using two processors
and sequential mode (Ts). The last column are the obtained tolerances which are
the distances from the approximation solutions to the exact solution x†. Figures
1 and 2 illustrate the graphs of the the starting point x0(t), the approximation
solution x20(t) and the exact solution x
†(t) = 0. From our numerical experiments,
we see that the maximal speed-up of the proposed parallel algorithm is Sp =
Ts/Tp ≈ 2.0. So, the efficiency of the parallel computation by using two processors
is Ep = Sp/2 ≈ 1.0.
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