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Abstract 
Zanardo, P., Kurosch invariants for torsion-free modules over Nagata valuation domains, 
Journal of Pure and Applied Algebra 82 (1992) 195-209. 
Let R be a DVR, let R* be the completion of R, and Q, Q* the respective fields of quotients; R 
is called a Nagata valuation domain if it is not complete and the degree [Q* : Q] is finite. We 
investigate direct decompositions of finite rank torsion-free modules over Nagata valuation 
domains R, in the case when [Q* : Q] = 2 or 3. The investigation is developed making use of 
the classical Kurosch matrix invariants of torsion-free R-modules of finite rank. When the 
degree is 2, it is proved that every indecomposable torsion-free R-module of finite rank is a 
direct sum of submodules of rank less or equal to 2. Thus we supplement a result by Vamos, 
who first discovered non-DVR valuation domains satisfying the above property. When the 
degree is 3, the examination of Kurosch invariants allows us to give several results on the 
decomposition of torsion-free R-modules, and to construct indecomposable ones. 
Introduction 
A natural problem in the theory of torsion-free modules over a commutative 
domain R is to establish the largest possible rank of an indecomposable torsion- 
free R-module of finite rank. Following Vamos [15], given a commutative domain 
R, we shall denote by fr(R) this largest rank, i.e. fr(R) = II means that there exist 
indecomposable torsion-free R-modules of rank PI, and every torsion-free R- 
module of finite rank greater than n is decomposable; fr(R) = 30 means that for all 
positive integers m there exist indecomposable torsion-free R-modules of finite 
rank greater than m. 
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Matlis in [ll] deeply investigated domains with fr(R) = 1 (he called them 
D-rings). 
When R is a valuation domain, a classical result, due to Kaplansky [8] and 
Matlis [lo], asserts that fr(R) = 1 if and only if R is maximal. Moreover, when R 
is a DVR, i.e. a rank 1 discrete valuation ring, it was known that fr(R) = ~0 if the 
rank, as an R-module, of the completion R" of R is x (see e.g. Arnold’s paper [l, 
Proposition 4.31). 
In the part devoted to torsion-free modules over a valuation domain R of his 
paper [15], Vamos gave fundamental contributions to the problem. He proved, 
inter alia, that fr(R) is greater or equal to the rank, as an R-module, of a maximal 
immediate extension R” of R, thus extending the above quoted result on DVRs; 
his main result in the matter is however the surprising fact that fr(R) = 2 is in fact 
possible for R a valuation domain, thus disproving some natural-looking conjec- 
tures. This led Vamos to conjecturing that, when R is a valuation domain, the 
possible values for fr(R) be exactly 1, 2 or ~0. An interesting application of 
Vamos’ result in a completely different setting can be found in [6]. 
In this paper we shall deal with rank 1 discrete valuation domains R. Let R” be 
the completion of R, and let Q, Q* be the respective fields of quotients. Of 
course, if the rank of R” as an R-module is either 1 or ~0 (equivalently 
[Q* : Q] = 1 or ~0) there is nothing to prove, because then fr(R) = 1 or m. Thus 
we are led to consider those non-complete DVRs R such that [Q* : Q] <m. 
Ribenboim in [13] first investigated these domains. Other results, in a more 
general situation, can be found in [2]. Nagata, in his book [12, Example E33, p. 
2071, was the first to prove the existence of DVRs satisfying this property. For this 
reason a non-complete DVR R will be called a Nagata valuation domain if 
[Q* : Q] < 3~. We shall examine the cases when [Q’ : Q] equals 2 or 3. 
The purpose of this paper is to study direct decompositions of finite rank 
torsion-free R-modules, paying a particular attention to fr(R). In our investiga- 
tion we shall employ the most classical Kurosch matrix invariants of [9], in the 
modernized version given in [l] and [3,93]. The difficulties which arise in the use 
of Kurosch invariants are well known (see the comments in [3]); however, as we 
shall see, the degrees 2 and 3 are ‘small enough’ to make them treatable. 
Our main and final result in the case of degree 2 is that [Q* : Q] = 2 implies 
fr(R) = 2 (Theorem 8). It is worth noting that our result does not overlap the 
above recalled result by Vrimos; in fact his valuation domains R such that 
fr(R) = 2 are not DVRs. Moreover, to prove the existence of such an R and its 
properties, Vamos must make a clever use of deep techniques, mainly on 
extensions of valuations (see [15, Theorems 5, 6, 10, Example 7, Lemma 91). On 
the contrary, thanks to Kurosch invariants, our arguments rely on easy matrix 
calculations. 
In the case of [Q* : Q] = 3, we are able to use Kurosch invariants, and the 
related matrix calculations, to obtain several results on direct decompositions of 
torsion-free R-modules (Theorem 11, Corollary 12, Proposition 14, Theorem 15). 
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In Example 17 we produce an indecomposable torsion-free R-module A of rank 
6; the point of interest in 2 is that it cannot be constructed with the standard 
technique originated by the example in p. 46 of Kaplansky’s book [7] (see [l, 
Proposition 4.31); the indecomposability of A is checked by looking at its Kurosch 
matrix invariant. We are not able to establish fr(R) when [Q* : Q] = 3. Of course, 
Example 17 implies fr(R) Z- 6, and this seems to confirm the likelihood of the 
Vimos’ conjecture previously quoted. 
Finally, we remark that the techniques employed in the present paper can be 
used to obtain some partial results also for degrees greater than 3; however, it will 
be clear by our arguments that the difficulties in matrix calculations quickly 
become enormous, with the increasing of the degree. 
Preliminaries 
In the sequel R shall denote a DVR, with maximal principal ideal pR and field 
of quotients Q; R” and Q* will denote the completion of R in the valuation 
topology and its field of quotients, respectively. All unexplained facts about 
valuation domains may be found in the book by Fuchs and Salce [4]. 
Definition 1. A non-complete, rank 1, discrete valuation ring R is called a iVugatu 
valuation domain if Q* is a finite extension of Q. 
As observed by Vrimos in [15], a consequence of the results in [13] is that, if R 
is a Nagata valuation domain, then Q* must be pure inseparable over Q; in 
particular, [Q* : Q] is a prime power. 
We now recall the results in Section 1 of Arnold’s paper [l] on which our 
discussion is based; we shall also follow the notation used there. 
Let A be a torsion-free R-module of finite rank. For the general definition of 
basic submodules of a module over an arbitrary valuation domain, we refer to [4, 
Chapter X]; in this case, when R is a DVR, a submodule B of A is said to be basic 
if B is free, pure in A, and A/B is divisible (notice the slight difference with the 
definition in [4], where a basic submodule is not supposed to be reduced). Basic 
submodules exist and are isomorphic; we shall denote by r(A) the rank of A and 
r,(A) the rank of the basic submodules of A. 
Note that A is divisible (free) if and only if r,(A) = 0 (r(A) = rp(A)). In the 
sequel we shall deal only with torsion-free R-modules A which are neither 
divisible nor free, i.e. such that 0~: r,(A) < r(A). Given a matrix T, it will be 
important to specify the ring to which the entries of r belong; we will say that r is 
a K-matrix if the entries of r are elements of K (here K can be equal to 
R, R*, Q, Q*>. 
In the next proposition we summarize Corollaries 1.7 and 1.8 of [l], where a 
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modernized version of the classical Kurosch invariants is given (cf. [3,93]; the 
next results can be obtained by Theorems 93.4 and 93.5 of [3]). 
First we give a definition: let r, A be two k X n R*-matrices; rand A are said to 
be equivalent, and we write r-- A, if there exists an invertible Q-matrix 
such that the following properties are satisfied: 
(1) L7r+ P=A(zT+ T), 
(2) X + T is an R*-matrix with determinant a unit of R* (i.e. such that the 
inverse of .IZCr + T is still an R*-matrix). 
We shall say that II, P, 2, T realize the equivalence; note also that (1) implies 
that necessarily L’ is k x k, P is k x n, _X is n x k and T is n x n. 
The relation - is in fact an equivalence, in view of the following: 
Proposition 2 [l]. Let R be a DVR, A be a torsion-free R-module offinite rank, 
neither divisible nor free; let r,,(A) = n, r(A) = n + k. Then we can associate to A 
an (n + k) x (n + k) representative matrix 
where I,, I, are identity matrices of orders k, n, and r is a k x n R* -matrix. Let B 
be another torsion-free R-module of finite rank, with representative matrix 
I/l A 
[ 1 0 I, ’ 
Then A is isomorphic to B if and only if r(A) = r(B), r,,(A) = r,(B) (i.e. h = k, 
m = n), and r is equivalent to A. Conversely, every matrix M, as above represents 
a torsion-free R-module A with r,,(A) = n, r(A) = n + k. 
Moreover, A has a divisible summand if and only if [c] has Q-dependent rows 
for some representative matrix MA; A has a free summand if and only if [Z, r] has 
Q-dependent columns for some representative matrix. Cl 
Since, in the notation of Proposition 2, MA is determined by r, we will say that 
r is a representative matrix of A. The equivalence class containing r will be called 
the Kurosch invariant of A; our investigation will consist in establishing when two 
R*-matrices are equivalent, i.e. when they belong to the same Kurosch invariant. 
If the R*-matrix r is assigned, we shall sometimes denote by A,. the torsion- 
free R-module represented by r (for the construction of A,., see Section 1 of [l]). 
The following simple result derives from Exercises 4 and 5 on p. 158 of [3]. 
Proposition 3. Let A be a torsion-free R-module of finite rank, with representative 
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matrix r. Then A is decomposable, say A = A, CB A 2, if and only if r is equivalent 
to a block matrix of the form 
r, 0 
[ 1 0 r, ’ 
where c is a representative matrix of A;, i = 1,2. 0 
The following lemma will enable us to operate on r by means of certain 
elementary operations. 
Lemma 4. Let r be a k x n R*-matrix, V a k x k invertible Q-matrix, W a n x n 
R-matrix with det W a unit of R. Then VT - r - TW. 
Proof. If we choose 
we get VT- r. If we choose 
L2 ;I=[: A- 
we get rw-r. 0 
The case of degree 2 
The final aim of this section is to prove that if R is a Nagata valuation domain 
with [Q* : Q] = 2, then fr(R) = 2. However, the results will be proved in a more 
general setting. 
Proposition 5. Let u E R*\R, and let a,b E Q be such that a + bu E R*\R. Let A 
be a rank 2 torsion-free R-module, with representative matrix [a + bu]. Then A is 
indecomposable and isomorphic to A,, , the rank 2 module with representative 
matrix [u]. 
Proof. Let us first prove that [a + bu] - [u], from which A z A I,. In our notation, 
if we set 
[F Fj=[bi’ -b[‘a], r=[a+bu], a=[~], 
we see at once that (1) and (2) are satisfied, whence [a + bu] - [u]. It is well 
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known that A,, is indecomposable; as a matter of fact, the classical Kaplansky 
example [7, p. 461 has matrix representative [u], if we perform the construction 
starting with the element u E R*\R. 0 
We remark that a result similar to the preceding proposition was essentially 
contained in Example 6.4 of [14]. 
Lemma 6. Let R be a non-complete DVR; let P be an R*-matrix of the form 
r= [a,,1 + u[btjl 7 
where u E R”\R and [a,j], [b,,] are Q-matrices. Then T is equivalent to a matrix 
uD, where D is a diagonal R-matrix. 
Proof. For a convenient choice of 0 # r E R, we have ra,,,rb,, E R for all i,j; 
moreover, by Lemma 4, rT- T. Therefore we can assume, without loss of 
generality, that a,,, b,, E R for all i, j. Set now n = I, P = [-a,,], .Z = 0, T = I; it is 
readily seen that n, P, C, T, realize the equivalence between r and u[b,,]. We are 
thus reduced to proving that u[b,j] = uM is equivalent to a diagonal matrix. We 
suppose M # 0, otherwise we are done. We first show that uM - MN with N lower 
triangular. In view of Lemma 4, we can exchange the rows and the columns of M 
to obtain a matrix uM’ = u[c,,], equivalent to uM, such that 0 # c, , divides c,, for 
all j > 1; hence the first row of M’ is of the form (c,, , rzc,, , rjc, {,, . .) for suitable 
r, E R. If now we multiply uM’ on the right by the matrices Wj which correspond 
to the elementary operation ‘jth column minus r, times first column’, we obtain a 
matrix uM” = u[d,,], with first row (d,,u, 0,. . ,O), and uM”- uM’ in view of 
Lemma 4 (this trick was necessary because the elementary operations on the right 
W, are permitted only if W, is an R-matrix, by Lemma 4, so that r, must be in R). 
It is clear how to repeat this procedure, finally obtaining a lower triangular matrix 
UN equivalent to uM. It is now easy to find a diagonal R-matrix D with UN - uD; 
by Lemma 4 it is enough to multiply N on the left by matrices rV, where V is a 
Q-matrix which corresponds to an elementary operation on rows, and r # 0 is 
such that rV is an R-matrix (we use r to ensure that, after any operation, we get a 
matrix with entries in R”, not simply in Q*). The desired conclusion follows. 0 
Theorem 7. Let A be a torsion-free R-module of fmite rank, neither divisible nor 
free; let r,,(A) = n, r(A) = n + k, and let r be a k x n R*-matrix representative of 
A. If r is a Q(u)-matrix, with u E R”\R of degree 2 over Q. then A is a direct sum 
of submodules of rank lesser or equal to 2. Moreover, if P = [a,,] + u[b,], the 
number of direct summands of A isomorphic to R and Q equals n - rank[b,,] and 
k - rank[b,], respectively. 
Proof. Since [Q* : Q] = 2, r is necessarily of the form r = [u,~] + u[b,], with 
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ma k;(;l[‘i,l Q- t rices. By the proof of Lemma 6, ris equivalent to a matrix of the 
where D, is diagonal, det D, # 0, and rank D, = rank[b,j] = m. In view of Propo- 
sitions 3 and 5, A is a representative matrix of the R-module 
where A,, is as in Proposition 5; the desired conclusion follows at once. 0 
If now R is a Nagata valuation domain with [Q* : Q] = 2, it is clear that any 
R*-matrix r satisfies the hypotheses of Theorem 7, and so we have fr(R) 5 2. On 
the other hand, by Proposition 5 (or the more general Theorem 3(a) in [15]), we 
also have fr(R) Z- 2; moreover, Proposition 5 implies that indecomposable rank 2 
torsion-free R-modules are isomorphic. We have thus proved the following 
theorem: 
Theorem 8. Let R be a Nagata valuation domain with [Q* : Q] = 2; then fr(R) = 
2, and an indecomposable torsion-free R-module of finite rank is isomorphic to one 
of the R-modules R, Q, A,,. 0 
Remark. An immediate application of Theorem 8 derives from Lemma 9 of [ 151, 
which asserts that if R is a domain containing a prime ideal P such that R,P = P 
and R, is a maximal valuation domain, then fr(R) = fr(R/P). We can easily 
perform an (A + B)-construction (see the book by Gilmer [5]; see also the 
constructions in [2]), to get a valuation domain R with a prime ideal P, satisfying 
the above requirements and such that R/P is a Nagata valuation domain with 
fr(R/P) = 2. Therefore, fr(R) = 2 and R is neither a DVR nor a domain of the 
type considered in [15]. 
The case of degree 3 
Throughout this section R will be a Nagata valuation domain with [Q* : Q] = 3. 
By the result in [13] quoted in the first section, necessarily the characteristic of Q 
is 3 and Q’i: is a purely inseparable extension of Q; therefore we may suppose 
Q* = Q(u), where u is a unit of R:” not in R, and u3 = A is a unit of R. 
Our purpose is to obtain results on direct decompositions of torsion-free 
R-modules of finite rank, by an examination of their representative matrices. 
Let A be a torsion-free R-module of finite rank, with r,?(A) = n, r(A) = n + k; 
if r is a k x n R”-matrix representative of A, then r = [a,, + ub,, + u2cjj] for 
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suitable a,,b,,c,j E Q. Choose OZ r E R such that ra,,,rbi,,rcjj E R for all i, j, and 
set 
[F F]=[r: -;Iii]]. 
Then A = 17r + P is equivalent to r, since (1) and (2) are satisfied, and 
A = uX + u*Y, where X and Y are R-matrices. We have thus verified that, 
without loss of generality, we can assume r = uX + u2Y, with X and Y R- 
matrices. This will always be done in the sequel. 
We start with an easy lemma. 
Lemma 9. Zf u E R*\R is as above, we have [u] - [u’]. 
Proof. Recalling that u3 = h E R, it is enough to check that the 1 x 1 matrices 
n = 0, P = 1, C = A ‘, T = 0 realize the equivalence between [u] and [u’]. 0 
Another technical lemma will be needed in our next theorem. 
Lemma 10. Let Z(u) = 2, + uZ, + u2Z, be an invertible n x n Q*-matrix. Then 
there exists an invertible n x n Q-matrix H such that: 
(1) HZ(u) has entries in R*, 
(2) det(HZ(u)) is a unit of R*. 
Proof. Let O# s E R be such that sZ(u) = Z,,(u) is an R*-matrix; let p = 
det Z,,(u) E R”\(O), and let W(u) be the R*-matrix such that W(u)Z,,(u) = pl; we 
have p E p’“R*\p”‘+’ R” for a convenient m E N; then v = pp-“I is a unit of R”. 
Choose now ug E R such that u - u0 ~p”‘+lR”, i.e. u(, = u + pm+‘w, with w E 
R*, and let W(u,,) be the R-matrix obtained from W(u) by substituting u with u,); 
then we have W(U,~) = W(u) + p “‘+‘K(u) for a suitable R*-matrix K(u). There 
follows that 
W%)Z,,(U) = PI + P”+‘&(u) > 
where K,,(u) is an R*-matrix. Finally, let us set H = sp-“‘W(u,,); H is a Q-matrix 
and we have 
HZ(u) = p-“W(u,,)sZ(u) = p-“‘W(u,,)Z,,(u) = uz + p&(u) ; 
the matrix vl + p&,(u) has entries in R*, and its determinant is a unit of R*, as 
we see by reducing modulo pR*. This concludes the proof. 0 
We give now a criterion for decompositions of modules with square representa- 
tive matrices. To simplify notation, for a square matrix H, we shall write, as 
Torsion-free modules over Nagata valuation domains 203 
usual, (HI for det H. In the proof we shall use the following well-known fact on 
the determinant of a block matrix [ ,$ L]: if E is invertible, then 
E 0 
= G H_ GE-,F = IE( IH- GE-‘FI. 
Theorem 11. Let R be a Nagata valuation domain, with [Q * : Q] = 3. Let A be a 
torsion-free R-module, with r,(A) = n, r(A) = 2n, and let r= uX+ u2Y be a 
n x n R*-matrix representative of A. If det(X - uY) # 0 and either det X# 0 or 
det Y # 0, then A is a direct sum of n isomorphic indecomposable submodules of 
rank 2. 
Proof. Suppose first IX - uYI f 0 and IX/# 0. From the previous discussion we 
know that ul,, is a representative matrix of Ai:; therefore, to reach our conclusion, 
it is enough to show that r - ul,, = A. So we must find [ 4 F] such that (1) and 
(2) are satisfied. Condition (1) reads as follows 
(1’) uIIx+u2nY+P=u(ucx+u2z:Y+ T); 
the above relation forces the following equalities of Q-matrices 
( 17 IlX=T, nu=_zx, P=AZYY; 
from which it follows that 
.I5 = Ilyx- . p=fUIJIyx-‘Y. 
We must show that [ 2 r] is Q-invertible, and that (2) is satisfied. We have 
I hYX_‘Y 
Yx-’ x 
I2 1x1 II - h(X-‘Yy ‘I ; 
now observe that II - A(X-‘Y)“I # 0, because I - h(X-‘Y)” = (I - uX -‘Y)” (the 
characteristic is 3) and II- uX_‘Yj = /XI-’ (X - uYI # 0. Therefore, I ; ‘, I # 0 if 
and only if 1171 # 0. Condition (2) reads as follows: 
(2’) II(uY + u2YX-‘Y + X) is an R*-matrix whose determinant is a unit of 
R* . 
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Now the matrix 
P. Zmurdo 
UY + u?Yx-‘Y + x = X(Z + UX_‘Y + UZ(X-‘Y)z) 
is a Q*-matrix with non-zero determinant, as observed above; in order to satisfy 
(2’), it is then enough to choose n as in Lemma 10. To cover the case 
IX - uY[ # 0 and 1 Yj # 0, the easiest way is to show that r - u’l,, , via calculations 
= X(Z - ux-‘Y)’ 
analogous to the previous ones, thereby invoking Lemma 9 to get r-- u21,, - ul,,. 
This concludes the proof. 0 
An immediate but relevant consequence of Theorem 11 is the following: 
Corollary 12. Let R be a Nagata valuation domain with [Q* : Q] = 3. Then every 
indecomposable torsion-free R-module A of rank 2 is isomorphic to the module 
A,,. 
Proof. By Proposition 2, from A indecomposable of rank 2 it follows that we can 
choose a representative matrix of A of the form r = [ux + u’y], with x,y E R not 
both zero. By applying Theorem 11 we get r - [u]. 0 
The condition on r in the assertion of Theorem 11 is not necessary, as we shall 
see in the following example. 
Example 13. Let X = [ :, ,‘, 1, Y = [ !‘, ‘,‘I and set r = UX + u’Y; here we have 
1x1 = 1 YI = 0; nevertheless r - ul,. In fact, if we set 
by direct computation we can check that 
=h#O, nr+P=u(zr+~). 
with determinant -u2, a unit 
of R*. 
Now we give a partial converse of Theorem 11. 
Proposition 14. Let the notation be as in Theorem 11. If IX - uYl = 0 and either 
1x1 # 0 or (YI # 0, then r is not equivalent to ul,,; therefore A = A ,. is not a direct 
sum of indecomposable submodules of rank 2. 
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Proof. Suppose 1x1 # 0, and, by contradiction, let F - uI,,. Then, for suitable II, 
P, _Z, T we must have Dr + P = u(CT + T), from which it follows a relation like 
(1”) in the proof of Theorem 11. Then, following that same proof, we have 
I I 9 ; = In(’ (xl (I - u(x-'Y)13 , 
and 
This yields the desired contradiction. The case I YI # 0 is analogous. 0 
Using the preceding results, we can proceed in our investigation of decom- 
posability. 
Theorem 15. Let R be a Nagata valuation domain with [Q” : Q] = 3, and let A be 
a torsion-free R-module of rank 4. Then A is decomposable. 
Proof. We can assume that A is neither divisible nor free, so that A has a 
representative matrix r. If r is 3 x 1, the matrix [{‘I must have Q-dependent 
rows, because [Q* : Q] = 3, therefore A has a divisible summand by Proposition 
2; analogously, if r is 1 x 3, A must have a free summand. We can thus assume 
that r is 2 x 2, of the form r = uX + u’Y, with X, Y R-matrices. If either X or Y 
is zero, we can invoke Lemma 6 to achieve r equivalent to a diagonal matrix. Let 
us now suppose that 1x1 # 0. Then necessarily f(u) = IX- uY[ f 0, because 
[Q(u) : Ql = 3 andf( > u IS a o nomial in u, with coefficients in Q, of degree two, p 1~ 
and with IX/# 0 as constant term. It follows that A is decomposable by Theorem 
11. A similar argument holds if ( YI # 0. We are thus reduced to the case X # 0, 
Y # 0 but 1x1 = ( YI = 0. By Lemma 6 we know that uX is equivalent to a diagonal 
matrix; the conditions on X imply that uX- c1 [ 1’, II], with e#O; moreover, the 
equivalence is realized multiplying uX on the right and left by invertible matrices 
of the type considered in Lemma 4. Thus, multiplying r on right and left by the 
same matrices, we see at once that 
e 0 r=ux+ul-y-u o o L 1 + 2~,, = r 0 ’ 
where Y,, = [ :I 1;] # 0 and ) Y,,l = 0. If now either the second row or the second 
column of Y,, is zero, then 4, is a block matrix, whence A is decomposable. We 
can thus assume that Y,, has the form Y,, = [ ‘: ‘j], where d # 0 and t is a suitable 
element of Q. Multiplying 4, on the left by the invertible Q-matrix [ ‘0’ -‘; ’ 1, by 
Lemma 4 we get 
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Finally, let us prove that r, - ul,. Set 
where x E Q is chosen in such a way that u’cd -’ + x is an element of R*. By 
direct computation we can check that 




is an R*-matrix, by the choice of X, and its determinant is a unit of R*. This 
concludes the proof. 0 
The second part of the proof of Theorem 15 enlightens the difficulties that can 
arise when we are not in the position to apply Theorem 11. 
Now we ask if there is an analog of Corollary 12 for the rank 3 case, namely if 
A and A’ indecomposable, with r(A) = r(A’) = 3 and $(A) = r,(A’), are neces- 
sarily isomorphic. Let A be a rank 3 torsion-free R-module; if A is decomposable, 
then it must have either a free or a divisible summand. Let us suppose that A is 
such that r,,(A) = 2 (the case r,,(A) = 1 can be handled in a similar way). If 
r= [W,, w?], w, E R”, is a representative matrix of A, it follows at once from 
Proposition 2 that A is indecomposable if and only if 1, w,, w2 are linearly 
independent over Q. In view of the equivalence relation between representative 
matrices, we can also assume that 
w, = UC4 + bu’ , W2 = cu + du’ , for suitable a,b,c,d E R ; 
then 1, w,, w2 are linearly independent over Q if and only if 1:’ i / # 0. Our 
research of an analog of Corollary 12 is thus reduced to seeing if for every matrix 
A = [au + bu’, cu + du’] with ad - bc #O, we have A - r= [u, u’]. This is not 
true in general, as shown in the following: 
Proposition 16. Let A = [au + bu’, cu + du’], with u,b,c,d E R, be such that 
ad - bc is a unit of R; then A is equivalent to r = [u, u2], so that A, z A,.. The 
matrices r und [u, pu’] are not equivalent, so that A,,,,,+ YA,.. 
Proof. We must define the Q-matrices n, P, 2, T which realize the equivalence 
between r and A. Set 
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I7 = [II, P = [O, 01 3 z=[;], T=[; ;]j’. 
It is obvious that 1; ‘,I # 0; moreover Z’r + T = T is an R-matrix whose de- 
terminant is a unit of R, by our hypotheses on a,b,c,d; then (2) is satisfied. 
Finally ZIr + P = A(D + T) is equivalent to 
= [au + bu’, cu + do*] , 
so that also (1) is satisfied. Hence our first assertion is proved. 
To prove that r + [u, pu*], we argue by contradiction. Let us assume that the 
Q-matrices 
Il=[Tr]. P = [b,, &I 3 S=[;;j, T=[;: ;j
realize the equivalence. From 
li’r + P = [u, u’](ST + T) , 
by developing the calculations and equating the coefficients of 1, U, L?, we see that 
the following equalities must hold: 
flI = -ptj > t, = -pqA ) t, = pt4 . 
In view of the above equalities we get 
CT+T= 
[ 
p(-Ut3 + t4) p(-u2t, - qA> 
uzu + t, a& + t, I 
Since zr + T is an R*-matrix, we must have uZu + t,,v2u2 + t, E R”; therefore 
we also have -u2(a2u + t3) = -u3t3 - cr?A E R*, and a,~’ + t, - U(CT?U + t3) = 
-ut, + t, E R*. It follows that IZr + TI is an element of R” divisible by p, hence 
cannot be a unit of R*, as required by (2). This is the desired contradiction from 
which our assertion follows. q 
Our final example deals with the case when, in the notation of Theorem 11, we 
have 1.X - uY] = 0, (XI # 0, 1 YI # 0. The module A, which we construct, turns out 
to be indecomposable, with r(A) = 6, r,](A) = 3. Thus A is a first example of an 
indecomposable torsion-free R-module of finite rank not constructed with the 
Kaplansky technique, as adapted in Proposition 4.3 of [l]; in fact, [Q* : Q] = 3 
implies that an indecomposable module constructed with the Kaplansky technique 
must have rank at most 3 (see the second part of Proposition 2). 
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Example 17. Let 0 0 A xl 1 0 0 ) 
[ 1 r=ux+l?1. 0 1 0 
Note that (XI # 0, IX - ull = 0; looking at the characteristic polynomial of X, we 
see that X3 = Al. Let A = A,. be the rank 6 torsion-free R-module with repre- 
sentative matrix r. It is readily seen that A cannot have free or divisible 
summands, in view of Proposition 2. Moreover, since lXI# 0 and (X - uY1 = 0, 
from Proposition 14 it follows that A is not a direct sum of three submodules of 
rank 2. The case where A is a direct sum of a rank 2 and of a rank 4 submodule 
cannot occur, because a rank 4 R-module is decomposable (Theorem 15); so we 
reduce ourselves to the previous cases. The only remaining case is that 2 = 
A, CD A2 with r(A ,) = r(A,) = 3, r,>(A ,) = 2, r,,(Az) = 1; we shall show that this 
is impossible, from which we will conclude that 2 is indecomposable. We argue by 
contradiction and suppose that A splits as above. Note that a representative 
matrix of A, is of the form [a,~ + b,u’, a,u + b,u’] and a representative matrix of 
A, is of the form 
a,u + b,u’ 
a,u + b,u’ 1 (a,b, E Q) .
Therefore, by Proposition 3, the matrix r must be equivalent to A = uH + u2K, 
where 
Let us suppose that the 3 x 3 Q-matrices 17, P, .Z’, T realize the equivalence. From 
IlT + P = A(Cr + T), by equating the coefficients of 1, u, L?, we get the 
equalities 
nX=HT+hKx, Il=HZ’X+KT, P=AHZ+AKZX. 
Recalling that X3 = At, we obtain 
HZX’ + KTX= HT + KCX.’ , 
from which 
(*I H(T- 2X2) = K(T - 2X2)X. 
Recall that 1: ‘,I # 0; now we use (*) and X’ = AI to obtain the following 
equalities of determinants: 
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H,cX+ KT A(HZ + KZX) 
= w ( 
AHZ + KTX2 h(HZ + KZX) 
,cx? T 
= Ixl-’ / 
AHZ + KTX’ K(CX’ - T)X’ 
z’x2 T- CX’ 
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therefore we deduce that Y = T - 2X’ must be invertible, from which, using (*), 
we obtain K = HYX-‘Y-l, and also 
from which we get I HI # 0, impossible. From the contradiction it follows that A is 
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