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Abstract
In this paper we show that the problem of multiple minima obtained by using the
search procedure in the context of the Cochrane-Orcutt transformation disappears when the
observation set is extended to include the first observation, as proposed by Prais-Winsten.
1. Introduction
We consider, without a loss of generality, the following simple regression model with
autoregressive disturbances:
Yt =ac+pAt + Et , t - 1,2,...,n,
t - pet-1 +ut IPI <1,
where all the usual definitions and assumptions apply. We also assume that ut is normally
distributed.
To remove the autoregressive et, one can apply the following transformation:
t W j
y* - Wt+f#N'+ g
The transformed equation is usually estimated in one of two ways.
(a) Iterative procedure
Starting with the least squares estimates of the untransformed equation, the residuals are
used to obtain an initial estimate of p. This estimate is used to transform the original equation
and to obtain the second-stage estimates of a and 0, and so on. The procedure is repeated
until convergence.
From Huzurbazar (1948) and Oberhofer and Kmenta (1974) it follows that this procedure
converges and the resulting estimator is unique and consistent regardless of whether the C-O
or P-W transformations are used.
(b) Search procedure
Suggested originally by Hildreth and Lu (1960), the sum-of-squared-errors (SSE) is
computed as a function of p and the chosen estimates a, # and p are those that correspond to
minimum SSE. This minimum is located by searching over p in the range IpI <1. It is with
this method that the phenomenon of multiple minima has been documented, always in the
context of the C-O transformation.
2. Multiple minima
The first to raise the question of multiple minima were Hildreth and Lu (1960), who
provided an artificial, five-observation example of the existence of double minima of SSE.
Another example, involving a more realistic model and data, was provided by Dufour et
al. (1980). The issue was also more extensively treated by Oxley and Roberts (1986) who used
a lagged dependent variable model. (It should be pointed out, though, that in this case the
iterative C-O estimator is inconsistent since the starting least squares estimator is inconsistent'
unless p = 0). A rigorous treatment of the problem of multiple minima in the context of a
lagged dependent variable model can be found in Betancourt and Kelejian (1981).
In the example of Hildreth and Lu (1960) the authors found dual minima of SSE at p -
-0.9 and p = 0.3, while Dufour et aL (1980) reported minima at p - 0.8289 and p - 0.9818.
We have recomputed both sets of estimates using double precision and confirmed these dual
minima. Thus the existence of multiple minima in small samples cannot be ruled out when
the C-O transformation is used.
In this paper we examine the possibility of the existence of multiple minima when using
the search procedure with the P-W transformation. To this end we reestimated the
parameters of the models of Hildreth and Lu (1960) and Dufour et al. (1980), using the
authors' respective data sets but including the first observation (Yi, Wi, and Xi). The results
turned out to be rather startling: in both cases the dual minima of SSE completely disappear.
The unique minimum in the Hildreth and Lu case occurs at p - -0.99, and in the Dufour et
al. case at p = 0.3. (The latter is shown in Figure 1.) When using the full maximum
likelihood procedure that allows for the appropriate Jacobian, the results turned out to be
similar. In the case of Hildreth and Lu, the likelihood function peaked at p = -0.78 and in
where, fort -1 ,
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and, for t =2,3,...,n,
Y' - Y - W'- 1- p Xt -Xt - PXt -
When the first observation, (YI, WI, XI), is dropped, the transformation is called Cochrane-
Orcutt (C-O); when it is included, the transformation is known as Prais-Winsten (P-W).
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the case of Dufour et al. at p - 0.315. These unique minima correspond to the estimates of p
obtained by the iterative procedure. Since the importance of the first observation diminishes
as the sample size increases, our results are consistent with the claim that the occurrence of
multiple minimum of the SSE curve (or multiple maxima of the likelihood function) will
asymptotically disappear.
Yt y t ~-P t-1
it follows that
Yt- c + (d - p)Yt-1+vt
3. An explanation
During our analysis of both the Hildreth and Lu (1960) and the Dufour et aL. (1980) data
sets, two features emerged. First, as emphasized above, when the transformed first
observation was included, the dual minima problem disappeared. Second, when the intercept
a was omitted from the model, the same thing happened even when the first observation was
omitted. As dropping the first transformed observation converts the variable W into a
column of constants, there is the strong suggestion that the occurrence of dual minima is
associated with the presence of a constant term in the transformed model.
To investigate the cause of the occurrence of the second, 'spurious' minimum - in addition
to the 'genuine' minimum that corresponds to the maximum likelihood estimate of p - let us
consider the error sum of squares SSE* as a function of p. This can be written as
SSE* = SST*(1 - R*2),
where SST* is the total sum of squares of Y*, and SSE* and R*2 refer to the regression of Y*
on W* and X*. We focus our attention first on the C-O transformation, thus restricting
ourselves to the observations t = 2,3,...,n and, by implication, including an intercept in the
transformed model since W* is constant. Note that SSE*, SST*, and R*2 are all based on
mean-corrected values of X* and Y*.
Let us now suppose that the values of the untransformed dependent variable Yt in a
particular sample are such that they can be adequately described by the least squares
regression
and hence
SST* - (d - p)2 y- 1 + t (3)
where yt-i is the mean-corrected value of Yt-1. Thus SST* is a quadratic function of p,
having a minimum at p - d. Furthermore, the magnitude of the percentage change in SST*
for a small change in p is determined by the size of 1v2 relative to d2 _ 1. If is
relatively small (that is, the R from regression (1) is high), then a small change in p will yield
a relatively large percentage change in SST*, and vice versa.
Let us consider now the (1 - R 2 ) part of SSE* as a function of p. In the neighborhood of
p - d we have, by (2), that
t a0"e + vt
and the C-O regression of Yt on Wt (a constant vector) and Xt must yield small R.2
regardless of the values of X. In fact, for the Dufour et at. (1980) data and the C-0
transformation, the values of R 2 corresponding to different values of p are:
p: 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
R ; 0.76 0.73 0.68 0.63 0.55 0.44 0.33 0.21 0.14 0.16 0.17
which indicates a minimum for values of p between 0.8 and 0.9. When 1 - R is close to 1
and insensitive (in percentage terms) to a small change in p, then the changes in SSE*, given
by the product of SST* and (1 - R*2), is dominated by those of SST* and hence, in the
neighborhood of p = d, the product will have quadratic characteristics.
To summarize, in the cases where the descriptive least-squares regression (1) yields jd I <1
and the fit is reasonably good, we can expect to observe a second minimum when the C-O
transformation is used, due to the dominating influence of the quadratic SST* and the
minimal influence of (1 - R 2 ).
When the least-squares regression (1) was applied to the Dufour et at. (1980) data, we
obtained d = 0.896 and R2 = 0.74. Thus the observed second minimum of SSE* at about
Yt= c t dYt 1 vt (1)
where, by construction, L'vt - L'tt 1 - 0. By 'adequately described' we mean that equation
(1) gives a good fit, that Yt-1 accounts for the systematic movements in Yt in the sample, and
that there is no systematic variation left in the sample values of vt. It should be emphasized
that equation (1) does not represent a general statement about the process of generating Yt,
which is assumed to be given by the regression model specified at the outset. With respect to
equation (1), we are interested in cases where |dJ <1.
Now, from the definition of Y* given as
p - 0.90 (see Figure 1) is to be expected. Note also that R*2 is at minimum very near the
point where p = d.
The obvious question remaining is why, when the P-W transformation is used (implying
no intercept in the transformed model) or when the intercept a is dropped from the original
model, a second minimum seems not to occur.
When there is no intercept in the transformed model, the preceding analysis can again be
followed except that quantities are not mean-corrected and the relevant least squares
regression corresponding to (1) is now
p > d1 > 1.
Thus SST*, while still quadratic in p, now has a minimum outside the relevant range IpI <1.
It follows that the spurious minimum which can occur when C-O is used, will not occur when
P-W is used, as long as the dependent variable Yt is trending upward, which is commonly the
case with economic data.
Further examination of the Dufour et al. data shows that the dependent variable is
trending upward, and that regression (4) yields d1 - 1.03 which is outside the relevant range,
as expected.
-sdlYt..1 +V t = 2,3,...,n. (4)
As dl is simply a weighted average of the ratios Yt/t-1, then if in a particular sample theserigg Yt is trending upwards, we can expect dl > 1. (Note that - unlike in the case of
equation (1) - it is not necessary that equation (4) gives a good fit, the only relevant point is
that d1 > 1.) The P-W transformation can now be written as
-Y(d 1 - P2 Yi V
t=1
t - 2,3,...,n
4. Summary and conclusion
We believe that the reason for the occurrence of multiple minima when the C-O search
procedure is used lies in the nature of the observations on the dependent variable. Whenever
a least squares regression of the form
Yt=c+dYt- +vt
provides an adequate description of the sample data, a second minimum is likely to occur near
p - d.
When the P-W transformation is used, a second minimum may still occur, but when the
dependent variable is trending upward, the second minimum will be located outside the
relevant region IpI <1, removing any ambiguity in the search results. Thus our results
supersede the recommendation of Dufour et aL (1980, p.46) "to combine a search routine ...
with the Cochrane-Orcutt procedure" by the recommendation always to replace the C-O
transformation by the P-W transformation that requires the inclusion of the transformed first
observation in the observation set.
and so
SST* -(1 - p2)Y + (dl - p)2 IYtl + 2W
which is quadratic in p having a minimum at
p - Kd 1 , (5)
where
K - Y_=_ (6)
As K > 1, it follows that
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