Abstract. We consider harmonic maps on simply connected Riemann surfaces into the group U(n) of unitary matrices of order n. It is known that a harmonic map with an associated algebraic extended solution can be deformed into a new harmonic map that has an S 1 -invariant associated extended solution. We study this deformation in detail and show that the corresponding unitons are smooth functions of the deformation parameter and real analytic along any line through the origin.
Introduction
A smooth map ϕ between two Riemannian manifolds (M, g) and (N, h) is said to be harmonic if it is a critical point of the energy functionals
where D is relatively compact in M , ω g is the volume measure, and |dϕ| 2 is the Hilbert-Schmidt norm of the differential of ϕ. Using coordinates it is easy to see that E(ϕ, D) is the natural generalization of the classical integral of Dirichlet in R
In this paper we consider harmonic maps from a simply connected Riemann surface M into the group U(n) of unitary matrices of order n. Such maps are interesting for many reasons. For example (see [6] ), when M coincides with the Riemann sphere S 2 , they are equivalent to harmonic maps of finite energy from the plane, they provide a nonlinear σ-model for particle physics, and they give minimal branch immersions of S 2 . As any compact Lie group has a totally geodesic embedding into U(n) for some n, these maps include harmonic maps into compact Lie groups and, in particular, harmonic maps into symmetric spaces. There is a vast literature on the subject (for example, we refer the reader to [6] and the references therein) and some of the existent approaches combine ideas from differential geometry and operator theory.
The aim of this paper is to use Blaschke-Potapov factorizations of bounded analytic matrixvalued functions in the unit disc in order to prove a deformation result for an important class of such maps which will be briefly described below. Given a smooth map ϕ : M → U(n) one can use a standard variational argument to derive an equivalent differential condition for harmonicity. More precisely (see [7] or [6, Sec. 3.1] ), consider the matrix-valued 1-form
, where z is a local coordinate on M . Then it turns out that ϕ is harmonic if and only if
In her study of harmonic maps [7] , Uhlenbeck introduced the notion of an extended solution, which is a map Φ : S 1 ×M → U(n) satisfying Φ(1, ·) = I and such that, for every local coordinate z on M , there are gl(C n )-valued maps A z and Az for which
In this case ϕ = Φ(−1, ·) is a harmonic map with A ϕ z = A z and A φ z = Az. For a given harmonic map ϕ : M → U(n), an extended solution with the property that
z dz is said to be associated to ϕ and we have Φ(−1, ·) = uϕ for some constant u ∈ U(n).
As M is assumed simply connected, the existence of extended solutions is granted by (actually, equivalent to) the harmonicity condition (1) . Moreover, as a function of z ∈ M , Φ(λ, ·) is as smooth as ϕ. The extended solution is called algebraic if it is a trigonometric polynomial, i.e., there exist r, s ∈ N such that
One of the remarkable results in [7] is that, for the Riemann sphere M = S 2 , every harmonic map has an algebraic extended solution (in fact, any extended solution on a compact Riemann surface is algebraic up to left multiplication by a constant loop, see [3] ). Now standard factorization theory of matrix-valued functions on S 1 (see [4] ) shows that such functions are essentially polynomial Blaschke-Potapov products depending on z ∈ M . More precisely, there exist subbundles α 1 , . . . , α m of M × C n such that
where π α denotes the orthogonal projection onto the subspace α of C n and π
It is well known that for n > 1, the factors in the product above are not necessarily unique. This is one of the major technical difficulties in dealing with these objects. However, it is shown in [7] that the factors can be chosen such that for k ≤ m the partial products
are extended solutions as well. The Blaschke-Potapov factors involved in such a factorization are called unitons of Φ and (3) is its uniton factorization. For λ = −1 this yields a factorization of the original harmonic map ϕ also called a uniton factorization, and the corresponding factors are called unitons of ϕ. A harmonic map which admits such a factorization or, equivalently, has an associated algebraic extended solution, is said to have finite uniton number.
An extended solution Φ is said to be S 1 -invariant (see [7, Sec. 10] 
If Φ is an algebraic S 1 -invariant extended solution, there exist integers k 1 , . . . , k n and a loop γ :
such that Φ takes values in the orbit of γ under the adjoint action of U(n). Equivalently, Φ has a uniton factorization (3) where the unitons satisfy
and
Using an approach based on Morse theory, Burstall and Guest showed in [1] that an algebraic extended solution on S 2 can be deformed into an S 1 -invariant extended solution. From this follows that a harmonic map from S 2 into a compact Lie group can be deformed through a family of harmonic maps to one that arises from a twistor construction in the sense of Burstall and Rawnsley [2] . As pointed out in the abstract, we will continue the study of this deformation and the dependence of the corresponding maps and their unitons on the deformation parameter. We will use an approach based on functional analysis instead of Morse theory.
To describe the deformation, assume that Φ is an algebraic extended solution. We write it in the form (3) and denote by b the corresponding Blaschke-Potapov product, i.e.,
Then for fixed µ ∈ C \ {0} and z ∈ M , λ → b(µλ, z) is a matrix-valued polynomial whose determinant vanishes only at the origin. Therefore (see [4] ) it can be factored in the form b µ G µ , where G µ is analytic and invertible in a neighborhood of the unit disc and
The deformation of Φ is then given by the family {Φ µ } where
Clearly, Φ 1 = Φ.
We are going to prove the following theorem generalising results by Burstall and Guest [1] .
be a harmonic map with algebraic extended solution Φ and let Φ µ be its deformation defined by (5) .
and its restriction to any line through the origin is real-analytic in µ. Moreover, for each µ ∈ C, Φ µ is an algebraic extended solution.
(iii) Given any uniton factorization of the form (3) of Φ, there exists for each µ ∈ C a uniton factorization of Φ µ ,
µ which is real-analytic on any line through the origin and satisfies b 1 j (λ, z) = b j (λ, z).
Preliminaries
Denote by H + the usual Hardy space of C n -valued functions identified with the closed subspace of L 2 (S 1 , C n ) consisting of Fourier series whose negative coefficients vanish.
We shall make use of a method originating from the theory of integrable systems, called the Grassmanian model [5] , which associates to an extended solution Φ the family of closed subspaces
Let us denote by ∂ z and ∂ z the derivatives with respect to z and z on M , respectively, and by T the forward shift on
, in terms of differentiable sections we have
This technique is relatively common in the theory of integrable systems and has the advantage that it yields coordinate-free equations, since the derivatives of the coordinates involved in the chain rule are absorbed in the corresponding subspaces. The converse of this statement is important for our purposes. A more general version of the following result can be found in [5] . (6) , then Φ is an extended solution, i.e., it satisfies the equation (2) and
There is another simple observation regarding smoothness (in z) related to such families of shift-invariant subspaces. Suppose that N is a smooth manifold and that we have a function from N into the set of polynomial Blaschke-Potapov products, N ∋ ν → b ν , and let
vector bundle over N if and only if for every
Proof. The connection between the two objects is given by the reproducing kernels in W ⊥ ν . For example, if ζ belongs to the unit disc and {e 1 , . . . , e n } is the canonical basis in C n , the functions
Obviously, the span of these reproducing kernels is W (8) and (7) it follows that ν → b
As an immediate application of the above results we obtain that the functions Φ µ , µ ∈ C\{0}, given in Theorem 1 are smooth extended solutions.
by (5) is an algebraic extended solution which is a smooth function of
, by the remarks in the Introduction, we obviously have that
Then W (z) µ satisfy (6) and by Proposition 1 it is an extended solution which, by definition, is algebraic. To verify the smoothness in z ∈ M , recall the notation b µ (λ, z) = λ r Φ µ (λ, z) and note that the functions in (b µ (·, z)H + ) ⊥ are polynomials p of degree at most m − 1 whose coefficients, p 0 , . . .p m−1 , are solutions of the homogeneous linear system (9)
⊥ is a smooth bundle over M and the result follows by Lemma 1.
The above argument provides a smooth dependence of Φ µ of the variable µ ∈ C \ {0} but not at the origin, since the linear system (9) in the proof of Corollary 1 degenerates. In order to prove our main theorem we need to overcome this difficulty.
Our second preliminary observation concerns the representation of the Blaschke-Potapov products involved in our considerations. These are matrix-valued polynomials which are unitary on S 1 and whose determinants vanish only at the origin. As pointed out in the Introduction, such a function b can be written in the form
where α 1 , . . . , α m are subspaces of C n and π αj are the corresponding orthogonal projections. The factorization is not unique and in the case of extended solutions, not every factorization yields unitons. This situation is analyzed in [6] , where factorizations are obtained with help of filtrations as follows.
Given a shift-invariant subspace W of H + , a filtration associated to it is a finite sequence of shift invariant subspaces W k , 0 ≤ k ≤ m, such that W m = W, W 0 = H + , and
Clearly, every factorization of the form (10) of a polynomial Blanchke-Potapov product b yields the filtration given by
Conversely, it is not difficult to verify that every filtration of bH + gives a factorization of the form (10). A useful example, referred to in [6] as the Segal filtration, is given by
where m is the degree of b. It yields the standard factorization as described in [4] (see Lemma 5.1, p. 76). Moreover, by definition we see that the intermediate spaces satisfy (6) , so that for extended solutions, the procedure yields a uniton factorization. Also note that for k ≤ m, W ⊥ k consists of the polynomials in W ⊥ whose degree does not exceed k − 1. For our purposes, we shall use this filtration in order to exhibit a special type of basis in the orthogonal complement of our spaces W (z), z ∈ M .
Proposition 2. Let Φ be a polynomial extended solution and set W = ΦH + . Then for every z 0 ∈ M there exists a neighborhood V of z 0 such that for all z ∈ V there is a basis
⊥ consisting of polynomials that are smooth functions of z ∈ M , with the properties:
(ii) For j ≥ 0, the set of polynomials of degree at most j in B spans the space of polynomials of degree at most j in W (z) ⊥ .
Proof. We can construct B inductively as follows. Let W k , 0 ≤ k ≤ m, be the Segal filtration for W . Recall that for k ≥ 1, W ⊥ k consists of polynomials of degree at most k − 1. It is also easy to verify that W ⊥ k is a smooth subbundle of the trivial bundle given by the space of polynomials whose degree does not exceed k − 1. Start with k = 1 and for z near z 0 construct linearly independent sets B 0 z , smooth in z, satisfying (i) and (ii) with j = 0. Now assume that for z near z 0 we have constructed linearly independent sets B s z , smooth in z, and satisfying (i) and (ii) with
Assume that s+2 < m and consider the previous step in the Segal filtration, i.e. W +T s+2 H + . As pointed out above, (W + T s+2 H + ) ⊥ consists of the polynomials in W ⊥ whose degree does not exceed s + 1 and if the factorization of Φ corresponding to this filtration is
As pointed out above, (W + T s+2 H + ) ⊥ is a smooth bundle on M , hence by Lemma 1, b(·, z) is smooth in z and thus the reproducing kernels given in (7), z) )e i , with {e i , 1 ≤ i ≤ n} the canonical basis in C n , and, say, 0 < |ζ| < 1, are smooth as well and span this space. Then we can obviously find a possibly smaller neighborhoodṼ of z 0 and a finite set F ⊂ {1, . . . , n} × {ζ : |ζ| < 1} such that in that neighborhood
satisfies (i) and (ii) for j ≤ s + 1, which completes the proof.
Proof of the main result
Let ϕ : M → U(n) be harmonic with algebraic extended solution Φ. We shall assume throughout that ΦH + ⊂ H + since factors of the form λ −r play no role in our considerations. Thus the deformation Φ µ has the form (4) and
(i) Let µ ∈ C \ {0}. The simple argument based on Parseval's formula which gives (9) (proof of Corollary 1) shows that a polynomial p belongs to W (z)
⊥ if and only if the polynomial
⊥ . Now let z 0 ∈ M be arbitrary and consider smooth bases
⊥ , defined locally near z 0 , with the properties (i) and (ii) in Proposition 2. Set
where d k is the degree of p k , and note that {q
,j≤l are polynomials in µ and µ. Thus, A(·, z) extends to a C ∞ -function on C which is real-analytic on any line through the origin since on such lines the entries of A become analytic polynomials in one variable. Moreover, det A(µ, z) = 0 for µ ∈ C \ {0} and z near z 0 . We claim that det A(0, z) = 0 , for z near z 0 .
Indeed, if we assume the contrary, it follows easily by the definition of q µ k (·, z) that there exist polynomials in B z with the same degree such that their dominant terms are linearly dependent. But this means that the same linear combination of these polynomials has a strictly smaller degree, which contradicts Proposition 2 (ii). Now write each element p ∈ (W (z) µ ) ⊥ as a linear combination
and take scalar products with q µ k (·, z) in H + on both sides in order to conclude that the coefficients are given by c j (p, µ, z) = A −1 (µ, z)( p, q µ j (·, z) H+ ) . In the case of the reproducing kernels given by (7), the vector on the right hand side is ( e i , q µ j (ζ, z) , hence by Cramer's rule and the above argument it follows easily that c j (k i ζ , µ, z) are C ∞ -functions of µ ∈ C, which are real-analytic on any line through the origin, hence so is each k i ζ . Since our spaces consist of polynomials, we can choose ζ = 1, and from the fact that Φ µ (1, z) = I it follows that Φ µ (λ, z)e i extends to a C ∞ -function on C which is real-analytic on any line through the origin. By Corollary 1 we know that Φ µ is an algebraic solution, and using also the above argument we can conclude that (µ, z) → Φ µ (λ, z) has continuous derivatives in C × M . Then Φ 0 satisfies (2) with matrices independent of λ; in other words, it is an extended solution. Finally, Φ 0 is a polynomial in λ of the same degree as Φ µ , µ ∈ C \ {0}.
(ii) Recall that Φ(µλ, z) = Φ µ (λ, z)G µ (λ, z) with G µ (·, z) analytic and invertible in a neighborhood of the closed unit disc. If µ 1 , µ 2 ∈ S 1 then
and a standard argument gives
Let λ = µ 2 and let µ → 0 to obtain
i.e., Φ 0 (−1, ·) is S 1 -invariant.
(iii) Consider a uniton factorization of the form (3) of Φ and let W k , 0 ≤ k ≤ m, be the filtration (11) induced by it. Since this is a uniton factorization, we have 
