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　　　　　離散目寺亥lj　（t）
一ネット入力＞0　・…ネット入力く0
図5b．ユニット活性化規則のシミュレーション
（初期活性量＝－0．2，ネット入力の絶対値＝2．02）
40 50
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lnet［i］1＞2， （3．7）
で与えられるが，これは，減衰項の係数（1－1net［i］（t）1）の絶対値が1を超
えて，活性量が不安定化する条件に他ならない25）。
　さて，ネット入力は3つのソースから得られる：あるユニットに隣接する
ユニット，そのユニットのバイアス，そのユニットに対する外部入力の3つ
である。これらの和をとって，次の式を得る。
　　net［i］（t）＝Σw［i，ブ］a［刀ω＋bias［i］＋inPut［i］・　　　　（3・8）
　　　　　　　」
　スキーマモデルのユニット結合係数には，総和規則（sum　rule）が成立して
いる。この総和規則は，ユニット間の協調・競合，すなわち，スキーマ内ユニ
ットの協調と，スキーマ問ユニットとの競合とのバランスを表わす。総和規則
の具体的な表式は，次章のネッカーキューブの例で与える。
第4章スキーマモデルのネッカーキューブへの応用
　この章では，スキーマモデルのネッカーキューブへの応用について述べる。
ネッカーキューブは競合するスキーマがわずか2つしかないため，スキーマ
モデルのなかでは最少のスキーマをもつもっともシンプルなモデルである。
　ここでの議論は，ラメルハートたち7）によるが，同じ原理で少し異なったネ
ットワークによってネッカーキューブの問題を解析する方法には，フェルドマ
ン26）がある。また，少し異なった枠組みによる議論がスモレンスキ27）によっ
て与えられている。
4．1ネッカーキューブの定義
　ネッカーキューブとは，図6で示されたような線画による箱の透視図をい
う。この図は平面に描かれた線画であるが，見ているうちに立方体に見えてく
る。しかし，立方体の見え方には2通りあることにすぐに気が付こう。重な
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図6．ネッカーキューブ
前上左
後上左 後上右
前下左 　　前下右
A
　　　図7．
後下右
後上左
前上左 前上右
　　　　　　後下左　　　　　後下右
　　　　　　　　　　　　B
ネッカーキューブの2つのスキーマ
前下右
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った2つの正方形のうち，左側にある方を前面にあると見るか，あるいは逆
に後面にあると見るか，両方の見方がありうる。
　この2つの見方を，相反する2つのスキーマに対応づけよう。これを図示
したのが図7である。今後，左下の正方形が前面にあるとみなすスキーマを
Aスキーマ，後面とするスキーマをBスキーマと呼ぶことにする。
　ここで，ネッカーキューブのスキーマモデルとの関係について述べよう。ス
キーマモデルをネッカーキューブに応用するには，2つの競合するネットワ
ーク（AとBスキーマに対応する）を構成すればよい。そして，各々のスキ
ーマに対応するネットワーク内では，構成要素のユニヅト問に協調関係を設定
すればよい。すなわち，図7にある合計16個の頂点をユニットとし，スキー
マ間の競合とスキーマ内の協調とを，ユニヅト間を結ぶ結合係数として与えて
やればよいことになる。それぞれのユニットは，ネッカーキューブの各頂点に
対する可能な仮説に対応している。
　そして，ネッカーキューブがAスキーマに見えたとすると，ネットワーク
を構成するユニットのうち，Aスキーマに属するユニットのすべてが興奮し
一方，Bスキーマ側はすべて興奮しないという状態に対応する。
　4．2　ユニット結合と総和規則
　さて，ネッカーキューブに対応するネットワークを構成するには，ユニット
間の結合係数を決める必要がある。そこでまず，1つのユニットに着目し，こ
のユニットがほかのユニットとどのような協調・競合関係を満たせばよいかを
みていくことにする。
　Aスキーマの「前上右」ユニットから見た結合関係の模式図を図8に示し
た。まず，同じAスキーマに属する他のユニットとの結合は，最隣接のユニ
ット間のみに限って興奮性（正の結合係数）とする。つまり，Aスキーマの
「前上右」という仮説が真ならば，最隣接ユニットについては，左側は「前上
左」，下側は「前下右」，斜め右上は「後上右」という仮説がそれぞれ真である
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　　as劇顧前上左圃
，Pt
後L左 ♪後上右
前上右
前下右
前下左　　　　　　前下右　　　　　　　後下左　　　　　　後下右
　　　　　A　　　　　　　　　　　　　　　　　　　　B
　　　　　　　　図8．　ネッカーキューブのユニット間結合
　　　Aスキーマの「前上右」ユニットから見たユニット間結合。実線の矢
　　　印は協調，破線は競合を表す。
ことを意味する。
　次に，Bスキーマに属するユニットとの結合は，競合関係をもつとする。今
の場合，注目しているAスキーマの「前上右」と競合するBスキーマの仮説
は，異なるスキーマであるにもかかわらず同じ解釈を与えるBスキーマの「前
上右」と，同形の場所で同じ位置関係を与えるBスキーマの「後上右」の2
つである。これは，Aスキーマの「前上右」が真であれば，　Bスキーマの「前
上右」，「後上右」の両方の仮説とも偽であることを意味する。
　さて，注目しているAスキーマの「前上右」のユニットが興奮するか抑制
されるかは，結合しているすべてのユニットからのネット入力
　　net［i］＝Σw［∫，ブ］a［タ］
　　　　　　i
　　　　　＝Σw［i，ブ］の］＋Σω［i，」］αレ］，（i＝｛A｝）　　（4・1）
　　　　　　ノ＝｛A｝　　　　　　　　　　　」＝｛B｝
の正負で決まる。ここで，バイアスと外部入力を無視し，第i要素のユニット
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はAスキーマに属するとした。
　もし，今結合している5個のユニット（Aスキーマに3個，Bスキーマに
2個）がすべて興奮し，活性量aij］＝1になっていると仮定すると，第iユニ
ットは完全な矛盾に陥り，興奮できなくなるはずである。これは，上式が0
に他ならないことを意味する。
　よって，結合係数についての次の総和規則がいえたことになる。
　　Σw［i，」］＝一Σw［i，ブ］，（i＝｛A｝）　　　　　　（4．2）
　ブ冨｛A｝　　　　　　　　　ノ＝｛B｝
同じAスキーマどうしの結合係数をcとおくと，上式は3cになる。したがっ
て，A－B問の結合係数は，－3c／2である。同様に，第iユニットがBスキーマ
に属する場合も考慮すると，結局，総和規則は次のようにまとめられる。
Σω［i，ブ］＝一Σw［i，ブ］＝3・，（ゴー｛A｝）
ノ＝｛A｝　　　　　　　　　ゴ＝｛β｝
Σω［i，ブ］＝一Σw［i，ブ］＝　3c．（i＝｛B｝）
ノ＝｛B｝　　　　　　　　　　ノ＝｛A｝
（4．3a）
（4．3b）
　4．3　スキーマモデルによるシミュレーション
　この節では，スキーマモデルをネッカーキューブに適用し，シミュレーショ
ンを行う。スキーマモデルにおけるユニット活性量の更新規則は，（3．3）式と
（3．8）式とで与えられる。ここで，非同期的更新を採用し，外部入力は0とお
く。そして，ユニットをランダムに選び，平均値0の乱数によってバイアス
を設定し，1回に1ユニットの更新を行うことにする。
　ここで，ユニット活性量の定義域については，ラメルハートたち7），およ
び，マクレランドとラメルハート6）によって提供されているシミュレーション
ソフトに従って，1を超えないものとした。このため，活性化規則のシミュレ
ーションで議論した減衰振動解や発散振動解に相当するパラメータ領域におい
ては，1を超える活性量に更新される可能性があるが，今の場合は，それを強
制的に安定な不動点である1へ落とし込むことになる。いわば，強制的な安
　　　　　　　　　　　　　　一50一
定化条件を課したことに相当する。この強制安定化条件をはずすと，カオスを
含む多様なダイナミクスが現れるが，詳細は別論文28）に譲る。
　シミュレーショソ結果は，採用した乱数系列によって，いくつかの最終状態
に分類できる。大まかにいえば次の3つに分けられる。
　i）Aスキーマのユニットがすべて興奮し，Bスキーマのユニットはすべ
　　て抑制される。
　ii）Bスキーマのユニットがすべて興奮し，　Aスキーマのユニットはすべ
　　て抑制される。
　iii）Aスキーマのいくつかと，　Bスキーマのいくつかが興奮し，残りはす
　　べて抑制される。
ここで，適合度のもっとも高い安定状態は，i）とii）であり，血）は中間的な
適合度を与える準安定状態に対応する。
　図9には，ii）の場合の平均活性量の時系列データを示した。平均は，ユニ
?????
0　　　　　10　　　　　20　　　　　30　　　　　40　　　　　50　　　　　60　　　　　70　　　　　80　　　　　90
　　　　　　　　　　　　　　　離散時刻
一齢度／・・　一・録歯釜・・聯薄淫量一平均麟度／999
　　　　　　図9．スキーマモデルによるシミュレーション
　　（臨界活性量＝0．9，臨界疲労度＝999，ユニット結合係数c＝0．4）
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ット活性量をスキーマごとに行い，（2．6）式で計算した適合度とともにプロッ
トした。ここで，同スキーマ間の最隣接ユニットどうしの結合係数はc＝0．4
である。
　この図から，次の特徴が読み取れる。
a）数ステップの初期経過時間の間は，A・Bスキーマの両方とも協調して成
　長する。
b）初期経過時間の後は，両スキーマの競合が始まり，片方のスキーマだけ
　が生き延びる。
c）不動点に達したあとは，平均活性量に変化は見られない。
d）ネットワーク全体の適合度は，単調に増加する。
第5章　連想型スキーマモデル
　スキーマモデルの面白さは，局所的なユニットの結合係数から，大域的なス
キーマ構造が現れる点にある。しかしながら，前章で明らかになったスキーマ
モデルによるシミュレーションは，認知科学的には単純すぎて，あまり面白み
のあるものではない。そこで，局所的なメカニズムによって，大域的に2っ
のスキーマを相互連想する連想型スキーマモデルの構築を検討し，2つのスキ
ーマ間を相互連想的に活性化する連想型スキーマモデルを提案する。
　5．1ユニットへの疲労効果の導入
　相互連想のメカニズムを実現するためには，安定な不動点が不安定化する要
因を付加する必要がある。ここではその駆動力を，安定な不動点に落ち着いた
というあくまで局所的な情報に求めることにする。すなわち，個々のユニット
が安定な不動点に居続けるサイクル数に応じて，ユニットに疲労効果を取り入
れる。
　期待される疲労効果をまとめると，
　i）ユニットの興奮が継続すると，疲労が蓄積される。
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　ii）疲労の蓄積がしきい値を超えると，ユニットは強制的に抑制される。
　ili）　ユニットの再興奮には，回復期間が必要である。
　　（回復期間を超えないと，興奮可能にならない）
となる。この条件を満たすもっとも簡単な方法は，個々のユニットに新たな内
部状態（疲労度）を設け，そのダ・イナミクスを決めてやることである。
　ここではインプリメントが簡単なように，疲労度のダイナミクスを決定する
アルゴリズムは次のように決める。
a）　ユニットの「疲労度」は，疲労が蓄積され始める「臨界活性量」と，「臨
　界疲労度」，「活性フラグ」によって支配される。
　「臨界活性量」は，「疲労度」の蓄積を開始する臨界値である。「臨界疲労度」
　は，「活性フラグ」をオンからオフにする臨界値である。「活性フラグ」は，
　強制的な興奮の抑制とその解除を支配する。
b）「活性フラグ」がオンのときのみ，ユニットは興奮できる。
c）「活性フラグ」の初期状態はオンである。
d）　「疲労度」は，ユニットが臨界活性量を超えて1単位時間のあいだ興奮
　すると1増える。
　すなわち，ユニットの「疲労度」とは，活性量が「臨界活性量」を超えた
　サイクル数を意味する。
e）「疲労度」が「臨界疲労度」を超えると，「活性フラグ」をオフにする。
f）「活性フラグ」がオフになると，ネット入力に関係なくユニット更新時に
　0を出力する。
g）　「活性フラグ」がオフで，更新の結果ユニット活性量が「臨界活性量」
　以下になれば「疲労度」を1減らす。
h）「疲労度」が0以下になれば，「活性フラグ」はオンになる。
　すなわち，「疲労度」の値は疲労回復に必要な更新サイクル数に等しい。
　上のアルゴリズムで注意すべきは，「疲労度」の増減は，ユニット更新のタ
イミソグで行われる点である。ユニット更新は，ランダムに選択されたユニッ
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?????
0
　　　　　　　　臨界疲労度
図10．活性フラグのヒステリシス・ループ
　　（「活性フラグ」対「疲労度」）
トに対して行われるため，このアルゴリズム自体の中には，大域的に同期しや
すい傾向は一切ない。むしろ大域的には，「疲労度」のバラつきが大きくなり
やすい傾向がある。
　この疲労度ダイナミクスは，「活性度」に対して「活性フラグ」をヒステリ
シス・ループ上で動かすことに相当する。これを図10に示した。
　5．2連想型スキーマモデルによるシミュレーション
　この節では，前節のアルゴリズムを組み込んだ連想型スキーマモデルのシミ
ュレーション結果を示し，議論する。はじめに，比較的短時間に相当する200
単位時間（200サイクル）の時系列プロファイルを示し，次に長時間（1024サ
イクル）のプロファイルを示して議論する。
　5．2．1短時間の時系列プロファイル
　前節のアルゴリズムを組み込んだ連想型スキーマモデルのシミュレーション
結果を，図11a～図14bに図示する。いずれもユニット結合係数c＝0．4である。
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　　　　　　　図11a．　連想型スキーマモデルによるシミュレーション
　　（臨界活性量＝0．9，臨界疲労度＝10，ユニット結合係数c＝0．4，平均想起率＝0．02）
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　　　　　　　図11b．連想型スキーマモデルによるシミュレーション
　（臨界活性量：1．0，臨界疲労度＝10，ユニット結合係数c＝0．4，平均想起率＝0．05）
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　　　　　　　図12a．連想型スキーマモデルによるシミュレーション
　（臨界活性量＝0．9，臨界疲労度＝20，ユニット結合係数c＝・O．4，平均想起率＝0．14）
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　　　　　　　図12b．連想型スキーマモデルによるシミュレーション
　（臨界活性量＝1．0，臨界疲労度＝20，ユニット結合係数c＝0．4，平均想起率＝＝O．20）
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　　　　　　　図13a．連想型スキーマモデルによるシミュレーション
　（臨界活性量；O．9，臨界疲労度＝30，ユニット結合係数c＝0．4，平均想起率＝0．20）
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　　　　　　　図13b．連想型スキーマモデルによるシミュレーション
　（臨界活性量＝1．0，臨界疲労度＝30，ユニット結合係数c＝0．4，平均想起率＝0．19）
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　　　　　　図14a．連想型スキーマモデルによるシミュレーション
（臨界活性量：O．9，臨界疲労度＝40，ユニット結合係数‘＝0．4，平均想起率＝0．27）
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　　　　　　図f4b．連想型スキーマモデルによるシミュレーション
（臨界活性量＝1．0，臨界疲労度＝40，ユニット結合係数c＝0．4，平均想起率＝O．41）
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ここで，平均想起率とは，観測時間に対する完全想起時間（A・Bどちらかの
スキーマを完全に想起している時間）の割合である。すなわち，平均想起率と
はスキーマの交代想起の成功率のことであり，平均想起率が高ければ高いほ
ど，スキーマの交代想起がうまくいっていることを意味する。
　これらの図から特徴的なことを挙げると，次のようにまとめられる。
　i）　臨界活性量は，1に近い方が平均想起率が高い。
　ii）　臨界疲労度が，大きい方が平均想起率は高い。
　ih）　臨界活性量の効果よりも，臨界疲労度の効果の方が顕著である。
　iv）　初期の推移時間の終わり頃，両スキーマの疲労度がほぼ同時に落ち込
　　んでいる。
　v）　初期の推移時間を除けば，順序だった交代想起が成功している。
　　（あるいは，少なくともその傾向がでている）
　vi）大域的な想起の安定性が保たれている。
　　（途中で完全想起に失敗しても，そのあと回復する）
　これらのなかで特徴的なことは，最後に挙げた大域的な交代想起の安定性で
ある。前節で述べたように，取り入れたユニットの疲労効果は，あくまで局所
的なものにしか過ぎず，大域的な安定性まで保証するものではなかった。した
がって，この大域的な安定性の起源は，ユニット間結合にしかありえない。や
はり局所的なユニット間結合だけで，大域的安定性が生まれたのは，ユニット
結合係数が十分安定な不動点を作る条件に合致しているためである。
　5．2．2　長時間の時系列プロファイル
　短時間の時系列プロファイルによると，もっとも大域的な安定性の悪いデー
タは，図11aに示したプロファイルである。平均想起率はわずか0．02で，臨界
活性量0．9，臨界疲労度10であった。このプロファイルを長時間で見たとき，
平均想起率が悪化していくのか，それとも悪化しないのかをここで調べてみよ
う。
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　　図15a．抑制性結合で結ばれたユニットの活性量差の
　　　　　　　　　長時間プロファイル
（臨界活性量＝0．9，臨界疲労度＝10，ユニット結合係数c＝O．4）
1000
ユニットの活性量＝1のとき，Aスキーマの「後上左」ユニットが興奮し，
ユニットの活性量＝－1のとき，Bスキーマの「前上左」ユニットが興奮して
いる。
　はじめに，各スキーマに属する特定のユニットを1つずつ取り出し，それ
ら・の活性量の差を1024サイクルにわたって図15aにプロットした。　Aスキー
マに属するユニットには「後上左」を，Bスキーマは「前上左」を採用し，両
者の差を縦軸に取った。したがって，縦軸で1の値はAスキーマ側の特定ユ
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　　　図15b．　A・Bスキーマの平均活性量差の長時間プロファイル
　　　（臨界活性量；0．9，臨界疲労度＝10，ユニット結合係数c＝0．4）
ユニットの活性量＝1のとき，Aスキーマの全ユニットが興奮し，
ユニットの活性量＝－1のとき，Bスキーマの全ユニットが興奮している。
ニットが興奮してBスキーマは抑制，－1はBスキーマ側が興奮してAスキ
ーマが抑制されていることになる。これを見ると，長時間にわたる交代想起が
非常にうまくいっていることが分かる。
　次は，同じパラメータだが特定のユニットを取り出すのではなく，各スキー
マ内で平均した活性量を図15bに示した。図15aの特定ユニットと比較する
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と，明らかに平均想起率は落ち込んでいる。これは，図15aが互いに直接抑制
性の結合をしているユニットどうしのプロファイルであったため，比較的に抑
制性の相関が強く効いていたからである。これに対して図15bでは，直接の抑
制性結合がなく相関が弱くて比較的独立に動いているユニットの影響も，平均
操作のなかに丸め込まれているため，平均想起率は小さくなっている。
　しかしながら，完全想起に失敗したあとでも，再び完全想起を回復するよう
すが見られる。この場合もやはり，長時間にわたる交代想起には成功してい
る。
第6章まとめと議論
　はじめに，PDP型スキーマモデルを概観し，最少の競合するスキーマをも
つネッカーキューブを例に，ダイナミクスの解析を行った。そして，局所的な
疲労効果をユニットに導入することで，大域的なスキーマの交代想起が可能で
あることを示した。
　本論文では，ユニットの活性量を1以下のものに限定し，1を超えれば強制
的に1へ引き戻して固定していた。しかし，前章の議論から除外された領域
にこそカオスを含めた多様なダイナミクスが隠されている。この点について
は，現在研究中であり，詳細については今後の課題であるが，予備的な解析結
果の報告28）は本紀要の別論文として掲載されている。
　また，ユニットに新しい内部自由度（内部状態）を導入し，これを用いてヒ
ステリシスを実現したが，甘利（［29］，p．80－81．）によれば，自己結合型のユ
ニットによってヒステリシスを再現できることが指摘されている。この点を考
慮したモデルも検討に値しよう。
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