We present NarrativeTime, a new timelinebased annotation scheme for temporal order of events in text, and a new densely annotated fiction corpus comparable to TimeBankDense. NarrativeTime is considerably faster than schemes based on event pairs such as TimeML, and it produces more temporal links between events than TimeBank-Dense, while maintaining comparable agreement on temporal links. This is achieved through new strategies for encoding vagueness in temporal relations and an annotation workflow that takes into account the annotators' chunking and commonsense reasoning strategies. NarrativeTime comes with new specialized webbased tools for annotation and adjudication.
Introduction
One of the biggest challenges in annotation for the modern data-hungry NLP systems is temporal annotation: to date, it has been complex, expensive, slow, and plagued by low inter-annotator agreement (IAA). The largest available gold-standard resources are not large by current standards. TimeBank 1.2 (Pustejovsky et al., 2003b) includes 183 news articles, MEANTime (Minard et al., 2016) -120 news stories per language. CaTeRS includes 320 1-paragraph stories, TimeBank-Dense (Cassidy et al., 2014a) used a subset of 36 TimeBank documents that were later used in a few other studies (Reimers et al., 2016; O'Gorman, 2017) . Temporal relations are notably absent from larger resources annotated for events, such as ACE (Walker et al., 2006) , ECB+ corpus Vossen, 2015, 2014) and projects that are based on ERE annotation scheme (Song et al., 2015; 201, 2016; Song et al., 2016) .
We present NarrativeTime, a new annotation scheme for temporal order that takes a radical break from the mainstream approaches. Instead of focusing on relations in event pairs, NarrativeTime builds a dynamic interactive timeline representation as the annotators go through the text. We propose a novel way to handle underspecification by incorporating it in event type definitions rather than at a separate temporal link (TLink) layer, and we leverage chunking processes to ease temporal ordering. The result is a significant reduction in the amount of clicks needed to annotate an event: a 350 word text can be processed in under 30 minutes. A pilot study on English fiction texts (3.5K words) showed Cohen's kappa of 0.58, which is comparable or superior to other proposals, while providing much faster and denser annotation.
NarrativeTime comes with a new annotated corpus of fiction texts, comparable in size to TimeBank-Dense (the currently default resource for temporal information extraction systems).
Related work
Temporal reasoning has attracted a lot of attention in the recent years, with numerous annotation schemes aiming to improve on different aspects of the classical TimeML (Pustejovsky et al., 2005) . The best-known proposals are listed in Table 1 , which summarizes the number of temporal relations, realis types, and the IAA reported in various studies. TimeML leads on both of the number of recognized temporal relations and types of events.
Two major problems that all of these schemes have to address are underspecification and annotation density. For underspecification, the chief solution is to introduce additional restrictions to avoid annotating non-actual events (Bethard et al., 2012) or, more recently, place them on separate axes (Ning et al., 2018) . The density problem is inherent in annotating event pairs, since a complete set of relations needed to describe a text would be quadratic to the number of events. Therefore Table 1 : Current temporal annotation schemes most of them limit the scope of the task in some way: only annotating TLinks in the same or adjacent sentences (Verhagen et al., 2007 (Verhagen et al., , 2010 UzZaman et al., 2012; Minard et al., 2016) , limiting the scope to a specific construction (Bethard et al., 2007) , and attempting to infer the missing TLinks later by computing transitive closure.
We are by no means the first to use timelines in temporal annotation: similar representations have been proposed by Kolomiyets et al. (2012) , Do et al. (2012) , Caselli and Vossen (2016, 2017) , and go back to the early work by Verhagen et al. (2006) . However, they all used temporal graphs only as a representation of the final result, while the annotation itself was still based on event pairs.
NarrativeTime differs radically from all the above-mentioned approaches in handling vagueness at the level of both event types and TLinks, and leveraging the annotator's chunking strategies for single-click annotation of clusters of consecutive or roughly-simultaneous events. To the best of our knowledge, NarrativeTime also produces the densest annotation, surpassing both TimeBankDense (Cassidy et al., 2014a) which only focused on pairs of events in a given window, and Do et al. (2012) , a study where "the annotator was not required to annotate all pairs of event mentions, but as many as possible".
3 Why event pairs are problematic: motivation in psychology
We believe that the chief reason why the temporal annotation has been so slow and expensive is the focus on individual event pairs, which runs against the natural reading comprehension process and forces the annotator to ignore or make tortured decisions regarding underspecified relations. The exact mechanism of reading comprehension is still debated (Rayner and Reichle, 2010) , but there are good reasons to believe that we gradually build a mental model of the whole narrative (van der Meer et al., 2002; Zwaan, 2016) . This model has a directional representation of time and temporal distance between events, and is built correctly even if the text is not organized chronologically, e.g. if there are flashbacks (Claus, 2012) .
We also know that texts pre-chunked in semantically coherent segments are easier to process (Frase and Schwartz, 1979; O'Shea and Sindelar, 1983; Rajendran et al., 2013) . For dynamic situations, "semantic coherence" is best explained in terms of scripts/frames, mental representations of stereotypical complex activities. They have internal organization, with possibly complex subelements that can be managed without losing track of the overall goal of the script (Farag et al., 2010) .
The process of constructing a mental model of a narrative is likely to be subject to the same on-line constraints 1 as the rest of language processing. This brings into play the "good-enough processing" (Christianson, 2016; Ferreira et al., 2009) . Not all temporal relations can be inferred, since the writers focus on advancing their story in an engaging way rather than spelling out all the details. The readers, in their turn, have limited time and attention resources, and are interested in major, salient developments with the characters, saving processing effort in minor details.
Counter-intuitively, readers do not save effort by looking at each segment only once: we regress as needed (Schotter et al., 2014) , even across sentence boundaries (Shebilske and Reid, 1979) . This suggests that during reading a good-enough representation of the narrative is constructed, with the readers anticipating the developments (Coll-Florit and Gennari, 2011) and filling the most glaring gaps with their world knowledge. The variation is particularly notable with regards to the length of durative events (Coll-Florit and Gennari, 2011) .
If the above view of reading comprehension is correct, it is the opposite of the reading process in annotation based on event pairs. The annotators have to detach a pair of events from the rest of the story, and consider their temporal relation in isolation. A given pair may or may not be in the category of events that were salient enough in the discourse to be easily order-able. Furthermore, there is no allowance for the fact that underspecified relations are not just "vague": if they are salient enough, their order will be interpreted, but that interpretation may well be different for annotators with different backgrounds or even simply 1 Reading comprehension in particular is influenced by the working memory capacity (Seigneuric et al., 2000) , vocabulary proficiency (Quinn et al., 2015) , and even individual differences in statistical learning (Misyak et al., 2010) . different working memory capacity.
4 NarrativeTime annotation scheme
What counts as event
NarrativeTime annotation is performed in two stages: (1) identification of events of interest and their coreference, and (2) their temporal ordering. This paper focuses on our new temporal ordering strategies: as shown in section 2, detection of events is an easier task with relatively high IAA, and we do not introduce anything new here.
As in in TimeML, we define events as anything that happens or occurs, or as a state in which something obtains or holds true (Pustejovsky et al., 2003a) . Events can be expressed as verbs, nominals, adjectives/participles, or phrases/clauses.
We concur with Ning et al. (2018) that different realis types involve different timeline axes, the temporal relations between which are vague. Our main timeline currently represents only actual events. Hypotheticals, imperatives, future events, and questions that don't explicitly contribute information about actual events are all annotated with a special irrealis event type [I].
Event types
Most current temporal annotation schemes adopt a model of temporal relations based on interval algebra (Allen, 1984) . Start and endpoints of 2 events form 13 possible relations: before/after, immediately before/after, overlap/is overlapped, ends/is ended on, starts /is started on, during, and identity.
However, mental tracking of all the start/endpoints is psychologically unrealistic. Ning et al. (2018) suggest focusing on start points due to variation in perceived event durations (Coll-Florit and Gennari, 2011) , but this assumes that the start of events is always more salient than other phases. That can hardly be the case, since focus depends on contextual saliency: for example, we would be more concerned with the end of a resuscitation activity than its beginning.
We propose integrating some temporal order information in event definitions rather than leaving it all to TLinks. The annotators need to be able to focus on the start, end, or the ongoing phase of an event, or any combination thereof that is salient in the context, and leave out the underspecified parts. This idea owes a lot to the huge body of linguistic work on verb aspect and event structure (Dowty, 1986; Pustejovsky, 1991; Moens and Steedman, 1988; Smith, 1997) , verb classes (Vendler, 1957; Levin, 1993; Chipman et al., 2017) , and particularly the geometric event phase representations by Croft (2012) . To the best of our knowledge, the phase approach has not been applied to full-text annotation of temporal relations.
To achieve this, NarrativeTime distinguishes between bounded, unbounded and partially bounded events, defined 2 as follows.
Bounded events [B] are events (of any nature and duration) of which it is known that they start roughly after the end of the nearest other event on the timeline, and they end before the next event starts (with or without a temporal gap). For example, in the sentence John started working when Mary came in and stopped when she left the event John's working (e 2 ) is "bounded" by the events of Mary's coming (e 1 ) and leaving (e 3 ).
[B] Unbounded events {U} are events (of any nature and duration), of which the exact start and end points are not known, but it is known that they overlap with some other event on the timeline, and also (in an underspecified way) with its nearest neighbors. For example, consider the sentence Mary went 2 We are hoping that the linguist reader will excuse our redefining the term "boundedness", as it is an established term in verb aspect literature.
to the coffee shop and found John there. He was working. She left.. The event of John's working (e 4 ) started at an underspecified point, possibly before Mary's even deciding to go to the coffee shop (e1). We also don't know when he stops working; maybe immediately after Mary's leaving (e3), and maybe hours later. But we do know that he was working when she found him (e2), and this is what U events encode in NarrativeTime. The temporal location of [B] event e2 is used as the temporal "center" of the {U} event e4.
A big advantage of this definition of unbounded events is that it enables inference about relations of events surrounding the anchor [B] event and the {U} event, based on the world knowledge. The authors' intuition is that it didn't take Mary long to get to the coffee shop, so John was probably working while she was getting there. Specifying such guesses is definitely not in the scope of temporal annotation, but {U} annotations would enable formulating a new task for the future AI systemsto try to imitate the commonsense reasoning about when the {U} event most likely started or ended.
The event e 5 in Figure 2 represents a state that holds equally true throughout the narrative. We use this mechanism to account for relatively permanent characteristics of characters and entities. The only difference from a "centered" {U} event is that it is not associated with any particular slot on the timeline. For example, this could be the color of John's eyes (if he doesn't get a plastic surgery in the narrative), his job (if he doesn't get fired). We also use this mechanism for generic events such as "people like coffee", as they can be conceptualized as occurring "all the time".
Partially bounded events [U}, {U] are a combination of the two above types, used when one endpoint of an event is known, and the other endpoint is underspecified. For example, in the sentence John started working when Mary came in, the event of Mary's coming in e 3 is "anchoring" the [U} type event of John's working e 5 , which lasts during her visit + some underspecified time.
[U} {U] These 3 event types account for all possible ambiguities between events that can be placed on a coherent timeline. Vagueness due to the events' not being on the same timeline is handled with the branching mechanism (subsection 4.5).
NarrativeTime provides annotators with freedom in the level of granularity of event order. For example, in a crime story it may be a crucial detail that Mary came in seconds after John did; in this case NarrativeTime will treat the two events as separate and consecutive events. On the other hand, in most contexts these events would be simply treated as roughly-simultaneous. Figure 4 shows that fine-grained relations like "includes" and "begins by" could be treated as roughly-simultaneous, if the precise temporal location is not salient enough in the text, and before/after relations apply with or without a temporal gap between neighboring events.
Event clusters
Consistently with what is known about chunking and the role of scripts/frames in reading comprehension (section 3), NarrativeTime actively encourages the annotators to think in terms of event clusters rather than single events. Instead of defining an individual event, they can define a span containing several events with the same temporal position that can be positioned on the timeline in a single action. All the necessary TLinks are then inferred in post-processing (see subsection 4.8).
In practice, we found the following types of clusters to be the most useful.
Clusters of roughly-simultaneous bounded events. These are clusters in which the events are either clearly roughly-simultaneous, or their order does not matter for the purposes of the current narrative (e.g. John called, texted and left voicemails for Mary incessantly.) In the annotation interface, [B] span can be applied either to a single or to multiple events. Clusters of unbounded events . Narratives often contain long descriptive sequences, such as "John was a short, fat man with a red face and a bald patch".
Clusters considerably reduce the annotation effort by positioning several events at once. Moreover, they enable a more natural reading flow by visualizing the chunks that the annotators create in the comprehension process anyway. They should be easier to store in short-term memory while the annotator considers their potential placement, and they enable a high-level view of the plot of the narrative. In contrast, annotation based on event pairs forces the annotators to saccade between isolated pairs of events, relying only on re-reading and on their memory of the whole narrative for retrieving the (underspecified) temporal relations.
Note that annotators do not have to create identical event clusters; this would not be realistic, as everybody differs in their reading strategies. This is not a problem, since temporal relations are ultimately established for the pre-defined events in the clusters. Annotated files are post-processed to normalize the annotations before adjudication, merging and splitting differing spans to bring them as comparable as possible, and the final representation conforms to TimeML representation that is standard for current temporal reasoning systems.
Timeline representation
Given the event types introduced in subsection 4.2, and the ability to cluster them (subsection 4.3), the goal of the annotation task is to construct a timeline representation of a story. Since in NarrativeTime events can be bounded and unbounded, the conventional temporal graphs visualizations such as TDAG (Bramsen et al., 2006) are not sufficient. We opted for a "multi-track" representation that shows timeline positions for [B] and [S] events in the order of occurrence (for readability).Only two temporal relations are needed: roughly-simultaneous and before/after.
A small example is shown in Figure 5 . This story contains 18 events, which with minimal pair- Original text: Two Travellers were on the road together, when a Bear suddenly appeared on the scene. Before he could see them them, one made for a tree at the side of the road, and climbed up into the branches and hid there. The other was not so nimble as his companion; he threw himself on the ground and pretended to be dead. The Bear came up and sniffed all round him, but he kept perfectly still and held his breath: for they say that a bear will not touch a dead body. The Bear took him for a corpse, and went away. wise annotation of TLinks with adjacent events would require 34 TLinks. NarrativeTime combination of clusters of roughly-simultaneous and consecutive events constructs a full temporal representation of all TLinks between 18 events in only 11 annotations, with 1-2 actions per annotation. The last two events are kept separate to enable markup of information coming not from the narrator (since characters can be mistaken or lie). For consistency and extended reasoning we also enable timeline positions of implicit speech events.
Timeline branches
The kinds of vagueness about temporal relations that are encoded in bounded/unbounded event span definitions subsection 4.2 can only help with with events that are on the same coherent timeline. However, often they are not, even within the same realis type. Consider the following example:
John came e 1 back to New York. (...) John bought e 2 the ticket, had e 3 a quick coffee and headed e 4 to the movie theater. He had already read e 5 the book and he liked e 6 it. The movie started e 7 .
It is not clear whether John read the book before or after coming to NY, but we do know that he did it before watching the movie. NarrativeTime handles this by creating a branch on the main timeline; the relations between events in branches and events prior to the point of attachment are vague. A branch is defined as a mini-timeline, linked with a before/after relation to some location on the main timeline ( Figure 6 ).
Note that with a little reasoning about how long it takes to get to a movie theater, and how long it takes to read a book, we can infer that the book was probably read before John bought the movie ticket. This is obviously a big source of disagreement, and we experimented with forcing the annotators to attach branches simply where they were mentioned. However, this goes against the natural reading comprehension process, and the annotators were not able to do that consistently. We believe this is one of the reasons why temporal annotation generally suffers from relatively low IAA. 
Temporal expressions
NarrativeTime follows previous work (Pustejovsky et al., 2005) in defining temporal expressions, we make no contribution in this area, and pre-mark temporal expressions before the timeline annotation. What NarrativeTime does improve is their linking with events: annotators only need to include any temporal expressions in the span of the event clusters which they anchor, so the spans function as temporal containers (Pustejovsky and Stubbs, 2011) .
For example, if [John met Mary on
Monday] is chosen as event span, then the meeting event would be linked to Monday. This approach echoes treating temporal expressions as arguments of events, which Reimers et al. (2016) report to reduce the annotation effort by 85% as compared to TimeBank-Dense.
Annotation workflow
NarrativeTime comes with new web-based tools for annotation and adjudication, which will be released open source upon the publication of the paper. A screenshot is provided in the supplementary materials. The annotation workflow is designed to minimize the number of clicks. Event types described above can be activated by clicking a buttons or a shortcut. As the annotators highlight events or event clusters in the text, the annotation list is automatically populated with consecutive integer timeline positions, so ordering a simple narrative is as easy as highlighting the event spans in the chronological order. If anything needs to be reordered, the annotators only need to change the numbers in the Tml column. If a new event needs to be inserted between two existing events, it can be done simply with an appropriate middle value (e.g. 4.5 between events at locations 4 and 5), with no need to reorder anything.
Discontinuous spans are handled by adding indexing characters to timeline positions, e.g. events with locations 1 and 1 are interpreted as simultaneous events at position 1, and events with locations 1% and 1% are a single event at location 1. Multiple discontinuous events at the same location are also possible (using different indexing characters).
Post-processing
The goal of post-processing is to convert the chunk-style annotation of NarrativeTime to the ISO-standard TimeML format. This is achieved roughly as follows.
All events (pre-marked before time order annotation) are collected, and their clusters are identified. For each cluster, we infer any TLinks between events it includes that follow from its definition (e.g. any events inside a cluster of consecutive events get before/after TLinks). For each pair of clusters, the appropriate TLinks between their constituent events and the rest are inferred from the timeline locations. Overlaps are interpreted as while, and everything else as before/after.
Events in branches have the vague relation with regards to all events before (or after) the attachment point of the branch, and before/after relation with all the other events. The unbounded events for generic events and constant states are interpreted as the while TLink to every other event in the story (even if they are in a branch).
Any (pre-marked) temporal expressions get TLinks to the event(s) in the cluster in which they are found (defining the clusters appropriately is discussed in the guidelines). E.g. if "Wednesday" is mentioned inside a cluster, all events in that cluster are assumed to happen on Wednesday.
Results

Inter-annotator agreement
We evaluate IAA on a batch of fiction texts totalling 3.5K words with 474 events and 11709 TLinks. Events were pre-marked 3 according to ECB+ guidelines. Before the start of the project the annotators were provided with 3 training rounds (4 single-paragraph Aesop fables and 2 300-word fiction texts in total, with discussion and feedback sessions).
We found that Cohen's kappa for TLinks between all possible pairs of 474 events was 0.58, with 0.57 agreement on types of spans. These numbers generally indicate "moderate" IAA (with "substantial" IAA starting at 0.6), and it is comparable or superior to all the pair-based schemes discussed in section 2 (except for the Multi-Axis scheme). However, direct comparison is not quite fair because NarrativeTime is the only scheme that offers full human annotation of TLinks without computed transitive closure -so our annotators were performing a harder task. Consider also the significant variation in genres: 1-paragraph crowdsourced stories (Mostafazadeh et al., 2016) , Wikipedia (Araki et al., 2018) , fables (Kolomiyets et al., 2012) , and news (Cassidy et al., 2014b) . Arguably, they are all easier than modern fiction full of flashbacks, modals, indirect and implicit speech, long descriptions, and other hard cases 4 . Given the above, we believe that NarrativeTime is at least comparable to pair-based alternatives in IAA while being superior in terms of speed and annotation density.
Since IAA is computed on the standard TLinks and not spans themselves, NarrativeTime is not compromised by any differences in read- 3 We experimented with automatic markup with NewsReader NLP pipeline (http://www. newsreader-project.eu/results/software/), but the results were unsatisfactory for fiction. 4 We cannot address these challenges here due to space limitations, but we outline our solutions in the guidelines, which will be released together with the corpus and the annotation tool upon the publication of the paper. ing/chunking strategies of the annotators 5 .
It is an open question how high IAA on temporal ordering is achievable in principle, given the genuine differences in interpretation that are unavoidable as long as two different people with different backgrounds are processing the same text. For NarrativeTime there is clearly some room for improvement in future work, as the confusion matrix in Table 2 suggests that a major culprit is bounded vs unbounded events, and unbounded events vs irrealis.
Annotation speed
Ideally, a new annotation scheme would be compared to existing schemes by experiments with different teams of annotators. However, temporal annotation is a highly skilled task, and the guidelines are typically over 30 pages long. This means that the quality (and therefore agreement) depends on both the annotator training and experience.
Therefore, to conduct such a study one would need to provide multiple training sessions for several independent teams of annotators that have not previously worked with temporal annotation. However, no one research team could be relied upon to provide the same quality of training for schemes that they did not develop, which would make such a comparison inherently unfair. Perhaps this is why no study referenced in section 2 conducted such an experiment.
Alternatively, the annotation speed could be crudely estimated as the number of actions required for ordering pre-marked events in a text. Such a comparison between pair-based and timeline-based annotation is shown in Table 3 . For the pair-based annotation, we assume that a link between 2 events can be created in a single click (which is actually rarely the case), and that one more action is required for choosing the type of TLink. In practice, depending on the schema and annotation tool, it may take many more clicks. For fair comparison, we provide the counts for dense annotation of all TLinks between all events in a segment. Arguably NarrativeTime provides both much faster and a more intuitive way to annotate.
Note that the structure of texts is often coherent: action narratives tend to list sequences of events, descriptive paragraphs contain a lot of unbounded events all together. NarrativeTime leverages that, positioning them all in a single click.
Annotation density
The timeline representation naturally forces the annotators to form a complete temporal representation of the text (explicitly marking up any irrealis spans that cannot be represented on the timeline). This makes it the densest annotation scheme available. As discussed in section 2, TimeBank-Dense (Cassidy et al., 2014a) only focused on pairs of events in a given window, and for Do et al. (2012) "the annotator was not required to annotate all pairs of event mentions, but as many as possible". All other temporal annotation projects we are aware of only process certain pairs of events, and attempt to infer the missing TLinks automatically.
Annotated corpus
We have completed annotation of 36 documents coming from CC-licensed fiction texts, to be released with the publication of the paper as a fiction corpus comparable to TimeBank-Dense (which is roughly the same size, but is based on news, and is currently the de-facto standard training dataset in temporal information extraction). The corpus will be made available under an open-source license upon the publication of the paper.
Conclusion
We present NarrativeTime, a new timeline-based annotation scheme for temporal order of events. While most current annotation schemes are based on TLinks between pairs of events, NarrativeTime offers an interactive timeline representation constructed as the annotators work through the text.
NarrativeTime introduces a novel way to handle underspecification by incorporating it in event type definitions rather than at a separate TLink layer. We also leverage chunking processes to ease temporal ordering. The result is a significantly faster and denser annotation: a representation of all possible TLinks in a 350 word text can be created in under 30 minutes, with IAA comparable or superior to alternative schemes.
NarrativeTime comes with a new fiction corpus comparable in size to TimeBank-Dense, thus effectively doubling the size and domain coverage of the currently-default resource for temporal information extraction. 
