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ON THE GEOMETRY OF THE SLICE OF TRACE–FREE
SL2(C)-CHARACTERS OF A KNOT GROUP
FUMIKAZU NAGASATO AND YOSHIKAZU YAMAGUCHI
Abstract. Let K be a knot in an integral homology 3–sphere Σ with exterior EK , and
let B2 denote the 2–fold branched cover of Σ branched along K. We construct a map
Φ from the slice of characters with trace free along meridians in the SL2(C)-character
variety of the knot exterior EK to the SL2(C)-character variety of 2–fold branched cover
B2. When this map is surjective, it describes the slice as the 2–fold branched cover over the
SL2(C)-character variety of B2 with branched locus given by the abelian characters, whose
preimage is precisely the set of metabelian characters. We show that each of metabelian
character can be represented as the character of a binary dihedral representation of π1(EK ).
The map Φ is shown to be surjective for all 2-bridge knots and all pretzel knots of type
(p, q, r). An extension of this framework to n–fold branched covers is also described.
1. Introduction
The purpose of this paper is to explore the relationship between SL2(C)-representations
for a homology knot exterior and those for a finite cyclic cover over an integral homology
sphereΣwith branch set the knot. We define a correspondence from SL2(C)-representations
of the fundamental groups of knot exteriors with trace of the meridian fixed to those of
finite cyclic covers branched along the knots. Then we describe features of this correspon-
dence for knots in S 3 and 2–fold branched covers in terms of character varieties.
In the interaction between knot theory and 3-dimensional topology, special values of
polynomial invariants of knots often give good expressions for topological invariants of
closed 3-manifolds. Fox’s formula is a famous bridge between knot theory and three di-
mensional topology. This formula says that the product of values of the Alexander polyno-
mial of a knot at roots of unity gives the order of the first homology group of finite cyclic
cover branched along the knot. Behind such a phenomenon, the representation space and
the character variety of the fundamental group of a manifold has played an important role.
Our observation was motivated to understand the correspondence between representations
and characters of the fundamental groups of knot exteriors and finite cyclic covers with
branch set the knot behind Fox’s formula.
The key to such a correspondence is choosing a subset of representation spaces and
character varieties for knot exteriors. The G-character variety of a manifold M can be con-
sidered as the set of characters of G-representations of the fundamental group π1(M) with
a structure of affine variety (for a precise definition for G = SL2(C), refer to Subsection
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2.2 or [CS83]). Here we recall some beautiful results using the SU(2)-character varieties
shown by A. Casson and X.-S. Lin.
Casson introduced an invariant for an integral homology 3–sphere Σ, so-called the Cas-
son invariant, originally by using the intersection between SU(2)-character varieties associ-
ated to a Heegaard splitting of Σ. More precisely, the character varieties of two handlebod-
ies associated to a Heegaard splitting of Σ are embedded in that of the common boundary
surface of the handlebodies. Then the Casson invariant is defined as a half of the integer
obtained by counting the algebraic intersection of the embedded character varieties of the
handlebodies. (see [AM90, Sav99] for expositions). X.-S. Lin [Lin92] defined an invariant
for a knot K in 3–sphere S 3, now known as the Casson–Lin invariant, by applying similar
idea to the SU(2)-character variety of the fundamental group of the knot exterior EK with
trace free along meridians, whose representations send meridians to trace zero matrices.
Lin showed that the Casson–Lin invariant is a half of the signature of the knot.
Afterward, C. Herald generalized the Casson–Lin invariant by using gauge theoretic
methods in [Her97] and M. Heusener and J. Kroll also have studied the same issue by
topological methods in [HK98] to consider other trace condition of meridians indexed
by t ∈ (−2, 2). The knot invariant by Herald’s and Heusener–Kroll’s generalization cor-
responds to the equivariant signature of the knot. On the other hand, O. Collin and N.
Saveliev [CS01] have studied SU(2)-character varieties of knot exteriors with trace con-
ditions of meridians from a viewpoint of gauge theory with cyclic group actions. They
considered finite cyclic branched covers over integral homology 3–spheres with branch
set a knot and define a topological invariant, called the equivariant Casson invariant, for
integral homology 3–spheres with finite cyclic group actions. Then it turned out that the
equivariant Casson invariant can be identified with the equivariant knot signatures. Collin–
Saveliev’s approach implies that the SU(2)-character variety of a knot exterior with trace
conditions of meridians can be related to that of a finite cyclic branched cover.
In this perspective, for a knot K in Σ, we construct a mapΦ from SL2(C)-representations
of π1(EK) with trace free along meridians to those of the fundamental group of the 2–
fold branched cover B2 over Σ branched along K. The domain of this map Φ contains
metabelian representations of the knot group π1(EK) andΦ sends the metabelian represen-
tations to abelian representations of π1(B2) (refer to Proposition 6.2). This mapΦ naturally
induces a map Φ̂ between characters of π1(EK) and π1(B2).
The domain of Φ̂ is the subset with trace free along meridians, denoted by S 0(EK).
Such a subset of SL2(C)-characters with the trace of meridians fixed is called a slice since
it is a level set of the function given by the evaluation of trace along meridians at the fixed
values. In Theorem 6.3, Propositions 6.5 and 6.6, we will see some interesting properties
of Φ̂ and S 0(EK) for 3–sphere S 3. In our description of Φ̂, the characters of metabelian
representations have the significant feature and role. They form the fixed point set of an
involution on S 0(EK) (refer to Proposition 4.12) and they are sent to the characters of
abelian representation of π1(B2) by Φ̂ one-to-one. We will also see that Φ̂ is surjective
for all 2-bridge knots and all pretzel knots of type (p, q, r) and then S 0(EK) is the 2–fold
branched cover over the character variety of B2 via Φ̂.
The above framework for a 2–fold branched cover B2 are naturally generalized to the
case of an n–fold cyclic branched cover Bn. Namely, we can also define a map from the
subset R2 cos(πk/n)(EK) of SL2(C)-representations of π1(EK) with trace 2 cos(πk/n) along
meridians to SL2(C)-representations R(Bn) of π1(Bn). We can descend it to a map from the
slice S 2 cos(πk/n)(EK) of characters, associated with R2 cos(πk/n)(EK), to characters of π1(Bn).
This extension of framework is another main result in this article.
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Organization. In Section 2, we review some notions about representations and the charac-
ters. Then we define notations used throughout this article. Section 3 gives a review of Lin
presentation of a knot group and study its properties. In Section 4, we discuss the characters
of metabelian representations and see important properties of binary dihedral representa-
tions in metabelian ones. In Section 5, we derive how to make an SL2(C)-representation
of π1(B2) from that of π1(EK). In Section 6, we focus on the structure of the slice S 0(EK)
with trace free along meridians for 3–sphere S 3 via the correspondence to the characters
of π1(B2). In the final section, we show several applications including the surjectivity of
the map Φ̂ for two–bridge knots and pretzel knots of type (p, q, r).
2. Preliminaries
2.1. General notations. We use the symbol Σ to denote an integral homology 3–sphere
and K to denote a knot in Σ. Then EK stands for the knot exterior, i.e., it is obtained by
removing an open tubular neighbourhood of K from Σ. Let us denote by Bn the n–fold
cyclic branched cover of Σ along the branched set K and by Cn the n–fold cyclic cover of
EK . The following diagram expresses the relationship among these spaces,
Cn //

Bn

EK // Σ.
The right arrows are inclusions and the down arrows are projections. When we consider
several fundamental groups π1(Σ), π1(EK), π1(Cn) and π1(Bn), we assume that the base
points of Σ and EK are given by the same point b which lives in the boundary torus of EK
and those of Cn and Bn are given by a lift ˆb of b. We will abbreviate π1(Σ, b) to π1(Σ) and
so on. We denote by µ a meridian of a knot K, which is the element in π1(EK) represented
by a simple closed curve in the boundary torus.
2.2. Review on the SL2(C)-character variety. We briefly review the SL2(C)-representation
space and the character variety. We consider SL2(C)-representations of the fundamental
group of a compact manifold M, i.e., homomorphisms from π1(M) into SL2(C). We let
R(M) = Hom(π1(M); SL2(C))
denote the space of SL2(C)-representations for M. We can see that R(M) is an affine
algebraic set from a presentation of π1(M), by viewing R(M) as solutions to polynomial
equations in a product of copies of SL2(C) for each generator in π1(M).
A representation ρ : π1(M) → SL2(C) is called abelian if the image ρ(π1(M)) is an
abelian subgroup in SL2(C). We say that ρ is metabelian if the commutator subgroup
[π1(M), π1(M)] is sent to an abelian subgroup in SL2(C) by ρ. Of course, all abelian repre-
sentations are metabelian. It is well–known that there exist only the following two maximal
abelian subgroups, up to conjugation, in SL2(C):
Hyp :=
{(
λ 0
0 λ−1
) ∣∣∣∣∣∣ λ ∈ C∗ := C \ {0}
}
, Para :=
{
±
(
1 ω
0 1
) ∣∣∣∣∣∣ ω ∈ C
}
.
Here Hyp means hyperbolic elements in SL2(C) and Para means parabolic elements in
SL2(C). Hence if ρ is abelian (resp. metabelian), the image (resp. the image of the com-
mutator subgroup [π1(M), π1(M)]) can be contained in Hyp or Para by taking conjugation.
An SL2(C)-representation ρ is called reducible if there exists an invariant line L ⊂ C2
such that ρ(g)(L) ⊂ L, for all g ∈ π1(M). Namely, there exists an element A of SL2(C)
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such that Aρ(g)A−1 is an upper triangular matrix for any g ∈ π1(M). Of course, any abelian
representation is reducible (while the converse is false in general). Moreover by [CS83,
Lemma 1.2.1], all reducible representations send the commutator subgroup [π1(M), π1(M)]
into the maximal abelian subgroup Para, up to conjugate. Hence reducible representations
are metabelian. A representation is called irreducible if it is not reducible.
The group SL2(C) acts on the representation space R(M) by conjugation, however the
naive quotient R(M)/SL2(C) is not Hausdorff in general. To construct an appropriate quo-
tient, we take the affine algebraic set determined by the condition that its coordinate ring
is isomorphic to the ring of invariant regular functions C[R(M)]PSL2(C). By M. Culler and
P. Shalen [CS83], we can endow the set of characters of representations with such affine
algebraic structure. Here the character associated to ρ ∈ R(M) is the map χρ : π1(M) → C,
defined by χρ(g) = tr ρ(g) where tr denotes the trace of matrices. In this sense, the set of
characters of R(M) is called the character variety of M and denoted by X(M).
Let Rirr(M) denote the subset of irreducible representations of π1(M), and Xirr(M) de-
note its image under the map t : R(M) → X(M), t(ρ) = χρ. Note that two irreducible
representations of π1(M) in SL2(C) with the same character are conjugate by an element
of SL2(C), see [CS83, Proposition 1.5.2]. Similarly, we write Xred(M) for the image of
the set Rred(M) of reducible representations under t. We also use Rab(M) (resp. Rmeta(M))
for the set of abelian (resp. metabelian) representations and Xab(M) (resp. Xmeta(M)) for
the image by t. We refer the character of an irreducible representation to an irreducible
character and similarly for reducible, abelian, metabelian character and so on.
3. Free Seifert surfaces and Lin presentations
X.-S. Lin has introduced a new method to represent generators and relations of a knot
group by using a free Seifert surface and the induced Heegaard splitting of S 3. We call
this method Lin presentation. His approach also induces presentations of the fundamental
groups of covering spaces and allows us to investigate character varieties of cyclic covers
over a knot exterior. We will use these presentations as a main tool for our study in the
rest of this article. In subsection 3.1, we review free Seifert surfaces and Lin presentations.
In subsections 3.2 and 3.3, we show how a Lin presentation of π1(EK) determines presen-
tations of the fundamental groups π1(Cn) and π1(Bn) for the n–fold cyclic and branched
covers.
3.1. Lin presentation for an integral homology sphere. Lin presentation was given for
a knot in S 3, however, his construction can be extended for a knot in an integral homology
3–sphere Σ. To explain this extension, we review his construction.
We start with the definition of a free Seifert surface and existence of such a Seifert
surface in Σ.
Definition 3.1. A Seifert surface S of a knot K is called free if Σ = N(S ) ∪ Σ \ N(S ) is a
Heegaard splitting of Σ. Here N(S ) is a closed tubular neighborhood of S in Σ.
Lemma 3.2. Let K be a knot in Σ. Then there exists an embedded surface S in Σ such that
S × [−1, 1] ∪ Σ \ S × [−1, 1] is a Heegaard splitting of Σ satisfying K = ∂S .
For more information about the existence of a free Seifert surface and the induced Hee-
gaard splitting of Σ, for example, see [Sav99, Lemma 17.2].
A presentation of π1(EK) is obtained from the Heegaard splitting associated to a free
Seifert surface.
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Lemma 3.3 (Lemma 2.1 in [Lin01]). Assume that S is a free Seifert surface for K in Σ.
Let Σ = H1 ∪ H2 be the Heegaard splitting associated to S . For a basis x1, . . . , x2g of the
free group π1(H2), we have the following presentation of π1(EK):
(1) π1(EK) = 〈x1, . . . , x2g, µ | µαiµ−1 = βi, i = 1, . . . , 2g〉,
where αi, βi are words in x1, . . . , x2g, determined by the spine of S , and g is the genus of S .
We call the presentation (1) a Lin presentation of π1(EK).
Remark 3.4. Note that every xi is contained in the commutator subgroup of π1(EK).
Proof of Lemma 3.3. This can be shown by van Kampen’s theorem. We begin by a de-
composition of EK associated with a Heegaard splitting of Σ by removing a solid torus
inside single handlebody, which is isotopic to an open tubular neighbourhood of K. As
in Lemma 3.2, the integral homology sphere Σ is decomposed into two handlebodies H1
and H2 where H1 = S × [−1, 1]. By pushing K into H1 slightly, we have a simple closed
curve K′ on S × {0}, which is parallel to ∂S = K. We identify EK with EK′ and apply van
Kampen’s theorem to the decomposition EK = (H1 \ int N(K)) ∪ H2. Then van Kampen’s
theorem says that the knot group
π1(EK) ≃ π1(H1 \ int N(K)) ∗
π1(∂H1)
π1(H2).
and by homotopy equivalence and van Kampen’s theorem again, we have
π1(H1 \ int N(K)) ≃ π1(∂N(K)) ∗
π1(longitude)
π1(S )
= 〈µ, a1, . . . , a2g | [µ,
g∏
i=1
[a2i−1, a2i]] = 1〉
where µ is a meridian and a1, . . . , a2g are circles on S and give a spine of S , which is a
deformation retract of S and g is the genus of S .
Hence π1(EK) is generated by x1, . . . , x2g, a1, . . . , a2g and µ. But since every ai is written
by a word in x1, . . . , x2g in π1(EK) by the homeomorphism between ∂H1 and ∂H2, we
can reduce the generators to x1, . . . , x2g, µ. The relations of π1(EK) are given by disks in
H1 \ int N(K), whose boundaries belong to ∂(H1 \ int N(K))∪ S . We can assume that such
a disk D2 in H1 \ int N(K) intersects with S transversally. Then the homotopy class of ∂D2
is given by a word in µa+i µ−1(a−i )−1 (i = 1, . . . , 2g) where a±i is ai × {±1} respectively. The
relations of π1(EK) are generated by µa+i µ−1(a−i )−1 (i = 1, . . . , 2g). So, by rewriting a±i as
words αi and βi in x1, . . . , x2g, we obtain the presentation in Lemma 3.3. 
Figure 1. Seifert surface
Let us denote by vi, j the exponent sum of x j in αi and ui, j the exponent sum of xi in βi.
We set two (2g × 2g)-matrices V := (vi, j) and U := (ui, j) with integer entries.
6 FUMIKAZU NAGASATO AND YOSHIKAZU YAMAGUCHI
For a knot in S 3, Lin [Lin01] has introduced special free Seifert surface, called regular.
A free Seifert surface S is called regular if it has a spine where embedding in S 3 induced
by S is isotopic to the standard embedding. By setting appropriate orientations on ai and
x j, we obtain the following standard properties of V and U:
(1) U is so-called the Seifert matrix Q = (Qi, j), Qi, j = lk(ai, a+j ) for S ;
(2) V = tU, where tU is the transpose matrix of U.
Note that Lin used the matrix (lk(a+i , a j))i, j as the Seifert matrix, which is different from
ours (lk(ai, a+j ))i, j. This gives rise to differences between the convention in [Lin01] of
matrices U and V and ours.
Unfortunately, regular Seifert surfaces are defined only for knots in S 3. However, V and
U are expressed by using the Seifert matrix for a general free Seifert surface of a knot in an
integral homology sphere Σ. To describe V and U for a free Seifert surface in Σ, we need
one more (2g × 2g)-matrix T which represents a boundary operator in the Morse complex
⊕3i=0CMorsei (Σ;Z), where CMorsei (Σ;Z) is generated by critical points with index i of a Morse
function associated to the Heegaard splitting as follows.
Let S be a free Seifert surface for a knot K in Σ. Set Σ = H1 ∪ H2 as a Heegaard
splitting associated to S . The set of cores of 1-handle in H1 are given by {a1, . . . , a2g} in
the spine W2g. We denote by Di a meridian disk for ai. The cores of 2-handles represent
the generators {x1, . . . , x2g} in π1(H2). We denote by D′i a meridian disk for xi.
It is known that there exists a Morse function f : Y → [0, 3] compatible with the Hee-
gaard splitting (see for instance [OS04]), i.e., f is a self–indexing Morse function on Σ
with one minimum and one maximum and f induces the Heegaard decomposition with
surface S = f −1(3/2), H1 = f −1([0, 3/2]), H2 = f −1([3/2, 3]). The attaching circles ∂Di
and ∂D′i are the intersections of S with the ascending and descending gradient flows from
the index one and two critical points respectively.
The intersection point between the meridian disk Di and the core ai gives a critical
point with index one. We denote by qi this critical point. The intersection D′i with xi gives
a critical point with index two. We denote it by pi. Each 2-handle is attached to H1 along
the image ∂D′i in ∂H1 = S . We set an integer tk, j as the intersection number ∂D j with ∂D′k
in ∂H1. The matrix (tk, j) gives the boundary operator from CMorse2 (Σ;Z) to CMorse1 (Σ;Z).
The correspondence between two bases (p1, . . . , p2g) and (q1, . . . , q2g) is expressed as
∂(p1, . . . , p2g) = (q1, . . . , q2g) T,
where T is the (2g × 2g)-matrix (tk, j).
Figure 2. Heegaard splitting
Remark 3.5. Since Σ is an integral homology 3–sphere, the representation matrix T is
invertible. In particular the determinant det(T ) is equal to ±1.
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Proposition 3.6. We suppose that S is a free Seifert surface of a knot K. Let V and U be
the matrices defined by the relations αi and βi in Lin presentation (1) of the knot group.
Then the matrices V and U are expressed as
V = tQT, U = QT,
where Q is the Seifert matrix for S and T is the matrix corresponding to the boundary
operator from CMorse2 (Σ;Z) to CMorse1 (Σ;Z).
Proof. From the definition, the integer vi, j is given by the intersection number of a+i with
∂D′j in ∂H1. Since ∂D′j is homologue to
∑2g
k=1 tk, jak, by using linking number, the entry vi, j
in V is expressed as
(2) vi, j = lk(a+i ,
2g∑
k=1
tk, jak),
where tk, j is the entries in the matrix T . The right hand side of (2) turns into
lk(a+i ,
2g∑
k=1
tk, jak) =
2g∑
k=1
tk, jlk(a+i , ak)
=
2g∑
k=1
tk, jQk,i.
This means that V = tQT . Similarly we can prove that U = QT . 
Remark 3.7. The Alexander polynomial ∆K(t) is given by det(tU − V).
Remark 3.8. If K is a knot in S 3 and S is regular, then the matrix T is the identity matrix.
3.2. The induced presentation for the fundamental group of the n–fold cyclic cover.
The main results in this subsection are Lemmas 3.10 and 3.11. Lemma 3.10 describes a
presentation for π1(Cn) induced by a choice of Lin presentationfor π1(EK) and Lemma 4
establishes a useful relation in the homology H1(Cn;Z).
The n–fold cyclic cover Cn over EK has the covering transformations, denoted by σ.
The covering transformations form a cyclic group with order n. This action induces the
automorphism τ of π1(Cn),
τ : π1(Cn, ˆb) → π1(Cn, ˆb),
[ℓ] 7→ [m˜ · σ(ℓ) · m˜−1],
where ˆb is a lift of the base point b of π1(EK), ℓ denotes a closed loop in Cn and m˜ is
a lift of the meridian µ with the initial point ˆb. Let p∗ : π1(Cn, ˆb) → π1(EK , b) be the
homomorphism induced by the projection from Cn to EK . Then we denote by µn a meridian
of Cn such that p∗(µn) = µn. Note that the covering transformation does not preserve base
point ˆb.
Remark 3.9. It follows from the definition of τ that
(1) for every element γ in π1(Cn), the action of τn sends γ to µn γ µ−1n where τk denotes
k-times composition of τ; and
(2) the homomorphism τ sends µn to itself in π1(Cn).
Lin presentations are useful to describe the fundamental groups of the cyclic cover Cn
over EK . Indeed, we can construct Cn by cutting EK along a Seifert surface and gluing n
copies. Then every closed loop on the Seifert surface can be lifted to Cn.
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Lemma 3.10. Given a Lin presentation of π1(EK) of the form
π1(EK) = 〈x1, . . . , x2g, µ | µαiµ−1 = βi, i = 1, . . . , 2g〉,
then π1(Cn) admits a presentation of the form
(3) π1(Cn) =
〈
x˜1, . . . , x˜2g,
τ j x˜1, . . . , τ j x˜2g, µn
∣∣∣∣∣∣ µnα˜
(0)
i µ
−1
n =
˜β
(n−1)
i , α˜
( j)
i =
˜β
( j−1)
i ,
1 ≤ i ≤ 2g, 1 ≤ j ≤ n − 1
〉
where x˜i is the lift of xi to Cn and α˜( j)i , ˜β( j)i denote the words obtained from αi, βi by
replacing x1, . . . , x2g with τ j x˜1, . . . , τ j x˜2g for i = 1, . . . , 2g and j = 0, . . . , n − 1.
Note that xi in EK does not intersect with the free Seifert surface. So we can take a
closed loop in Cn as a lift.
Proof. The presentation (3) follows from the construction of Cn by cutting EK along the
free Seifert surface S and gluing n copies of it along their boundary surfaces in an ap-
propriate manner. First we separate Σ into two handlebodies H1 = S × [−1, 1] and H2 as
in Lemma 3.2 and take a simple closed curve K′ on S × {0} parallel to K by pushing K
slightly into H1. We denote by S ′ a compact surface obtained by shrinking S so that the
boundary coincides with K′. Cutting H1 along S ′ and gluing n copies, we have the cyclic
cover H˜1 of H1. Since the cyclic cover H˜1 is deformed to the union T 2 and n copies of
S ′, the fundamental group π1(H˜1) is generated by the homotopy classes of all lifts of ai
(1 ≤ i ≤ 2g) and µn where a1, . . . , a2g are circles in a spine of S ′. Next gluing n-copies of
H2 to H˜1 as in Figure 3, we obtain the n–fold cyclic cover of EK and the presentation (3)
by van Kampen’s theorem. 
Figure 3. Decomposition of Cn
The presentation of π1(Cn) in Lemma 3.10 induces a presentation of H1(Cn;Z) as fol-
lows. It is known that this presentation of H1(Cn;Z) can be also proved by using a Mayer-
Vietoris argument and the Alexander duality, see [Lic97, Chapter 9].
Lemma 3.11. We keep the notations in Proposition 3.6 and Lemma 3.10. Let Z be a free
abelian group generated by 2ng elements as follows:
Z :=
(
⊕2gi=1Z[x˜i]
)
⊕
(
⊕2gi=1Z[τ(x˜i)]
)
⊕ · · · ⊕
(
⊕2gi=1Z[τn−1(x˜i)]
)
.
Then the presentation of H1(Cn;Z) is given by
Z
 A0 · · ·0

−−−−−−−→ Z ⊕ Z[µn] → H1(Cn;Z),
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where A is the (2ng × 2ng)-matrix given by
A =

V −U · · · 0 0
0 V −U · · · 0
0 0 V · · · 0
...
. . .
. . .
. . .
...
−U · · · 0 0 V

.
Moreover if we set x j = t([τ j(x˜1)], . . . , [τ j(x˜2g)]), then we have the following relation in
H1(Cn;Z):
x0 + · · · + xn−1 = 0.
Proof. The above presentation is given by the abelianization of the fundamental group as
in Lemma 3.10. So we omit the details. Here we show the relation x0 + · · · + xn−1 = 0.
From the presentation of H1(Cn;Z), we have the following relation:
Vx0 −Uxn−1 = 0
−Ux0 +Vx1 = 0
...
...
−Uxn−2 +Vxn−1 = 0.
By taking sum on the both side, we have
(V − U)(x0 + · · · + xn−1) = 0.
By Proposition 3.6 (cf. Remark 3.7) and the fact that the Alexander polynomial of a knot
at t = 1 always equals ±1, we see that det(V − U) = ∆K(1) = ±1, which implies that
x0 + · · · + xn−1 = 0. 
3.3. The induced presentation for the fundamental group of the n–fold branched
cover. The main result in this subsection is Lemma 3.13, which describes the presenta-
tion for π1(Bn) induced by a choice of Lin presentation for π1(EK).
We denote by j∗ the homomorphism from π1(Cn) to π1(Bn) induced by the inclusion
from Cn onto Bn. Now we have the following diagrams on the knot exterior and its covering
spaces:
Cn
j //
p

Bn
q

EK i
// Σ,
π1(Cn) j∗ //
p∗

π1(Bn)
q∗

π1(EK) i∗
// π1(Σ).
Since Bn is obtained from Cn by gluing D2 × S 1 along their boundariesand the univer-
sality of the amalgamated product, we have the following diagram:
(4) π1(D2 × S 1) ,,ZZZZZ
π1(T 2)
33ggggg
++WWWWW
WWW
π1(D2 × S 1) ∗π1(T 2) π1(Cn)
h // π1(Bn).
π1(Cn)
11dddddddd
Van Kampen’s theorem implies that the above map h is an isomorphism. The next result is
a basic fact in group theory.
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Lemma 3.12. Suppose ϕ : H → G1 is an epimorphism and the following diagram of
groups is commutative:
G1 iG1++WWWWW
H
ϕ 55jjjjjj
ψ
))TTT
TT
T G1 ∗H G2.
G2 iG2
33ggggg
Then iG2 is also surjective and the kernel of iG2 is given by 〈〈ψ(kerϕ)〉〉 where 〈〈T 〉〉 is the
normal closure of a subset T . In particular, we have the isomorphism G2/〈〈ψ(kerϕ)〉〉 ≃
G1 ∗H G2.
Since the homomorphism π1(T 2) → π1(D2×S 1) is surjective in the diagram (4) and the
kernel is generated by a meridian, we have the isomorphism:
(5) π1(Cn)/〈〈µn〉〉 ≃ π1(Bn),
where µn is the meridian such that p∗(µn) = µn. Hence we can regard the homomorphism
πˆ as the projection from π1(Cn) onto π1(Cn)/〈〈µn〉〉. Similarly, we have the following iso-
morphism for π1(Σ):
(6) π1(EK)/〈〈µ〉〉 ≃ π1(Σ).
From Lemmas 3.10 and 3.11 and the above relation between π1(Cn) and π1(Bn), we
obtain the following presentations of π1(Bn) and H1(Bn;Z).
Lemma 3.13. Given a Lin presentation of π1(EK) of the form
π1(EK) = 〈x1, . . . , x2g, µ | µαiµ−1 = βi, i = 1, . . . , 2g〉,
then π1(Bn) admits a presentation of the form
(7) π1(Bn) = 〈τ j x˜1, . . . , τ j x˜2g | α˜( j)i = ˜β( j−1)i , 1 ≤ i ≤ 2g, 1 ≤ j ≤ n〉,
where x˜i is the lift of xi to Bn and α˜( j)i , ˜β( j)i denote the words obtained from αi, βi by
replacing x1, . . . , x2g with τ j x˜1, . . . , τ j x˜2g for i = 1, . . . , 2g and j = 1, . . . , n. The homology
group H1(Bn;Z) is expressed as
Z
A−→ Z → H1(Bn;Z),
where Z and A are as in Lemma 3.11. Moreover for x j = t([τ j(x˜1)], . . . , [τ j(x˜2g)]), the
following relation holds in H1(Cn;Z):
x0 + · · · + xn−1 = 0.
Note that it holds that τn x˜i = µn x˜iµ−1n = x˜i in π1(Bn).
Remark 3.14. Since the group π1(Bn) is just the quotient of π1(Cn) by the relation µn = 1,
we can view R(Bn) as consisting of representations ρ ∈ R(Cn) satisfying ρ(µn) = 1.
4. On the characters of metabelian representations
The purpose of this section is to describe a feature of metabelian characters via Z2–
action (involution) on character varieties. Subsections 4.1 and 4.2 deal with reducible
metabelian representations and irreducible ones separately. We will see that the metabelian
characters gives the fixed points on the character variety via the involution in Subsec-
tion 4.3.
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4.1. Reducible representations. From the definition, every reducible representation is
conjugate to a representation whose image consists of upper triangular matrices in SL2(C).
Remark 4.1. If A and B are upper triangular SL2(C)-elements, then the commutator [A, B]
lies in Para with eigenvalues 1. So we can see that the commutator subgroup of the image
of any reducible representation is an abelian subgroup in SL2(C). Hence all reducible
representations are metabelian. The set Rmeta(EK) of metabelian representations can be
decomposed as a union
{ρ ∈ Rirr(EK) | ρ : metabelian} ∪ Rred(EK).
Furthermore we have two kinds of reducible representations, one is abelian and another
is non–abelian. Every abelian representation factors through the abelianization H1(EK ;Z).
Since the homology group H1(EK ;Z) is generated by the homology class of the meridian
µ, each abelian representation is determined by the image of the meridian µ. For a given
λ ∈ C∗, we denote by ϕλ the abelian representation given by
ϕλ : π1(EK) → SL2(C), µ 7→
(
λ 0
0 λ−1
)
.
By taking conjugation, we can assume that the image of any reducible representation con-
sists of upper triangular SL2(C)-elements. This means that for any reducible representation
ρ, there is a complex number λ such that the character of ρ is the same as that of the abelian
representation ϕλ. For non–abelian reducible representations, it is known that the following
fact holds.
Lemma 4.2 ([CCG+94], [HPS01]). There exists a reducible non–abelian representation
ρ : π1(EK) → SL2(C)
such that χρ = χϕλ if and only if ∆K(λ2) = 0.
This is a well–known result of Burde [Bur67] and de Rham [dR67] if EK is the knot
exterior of a knot in S 3.
4.2. The characters of metabelian and binary dihedral representations. In this sub-
section, we focus on irreducible metabelian representations of a knot group. We begin
with a review on binary dihedral representations of a knot group π1(EK). As we will see,
binary dihedral representations form a subset of metabelian representations and give the
representatives of conjugacy classes for irreducible metabelian SL2(C)-representations.
First we recall the binary dihedral group in SU(2). Set
S 1A =
{(
a 0
0 a¯
) ∣∣∣∣∣∣ a ∈ C, |a| = 1
}
and S 1B =
{(
0 b
−¯b 0
) ∣∣∣∣∣∣ b ∈ C, |b| = 1
}
and define the binary dihedral group as N = S 1A ∪ S 1B ⊂ SU(2). It is easy to see N is
closed under multiplication, and a simple calculation reveals that for any g, h ∈ N, we
have [g, h] ∈ S 1A. An SL2(C)-representation is said to be binary dihedral if the image
is contained in N. It follows that [N, N] = S 1A is abelian, that N is a metabelian group,
and that every SL2(C)-representation ρ with image in N is metabelian. This shows that
every binary dihedral representation is metabelian, and the next result gives an equivalence
between irreducible metabelian characters and irreducible binary dihedral characters.
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Proposition 4.3. Every irreducible metabelian SL2(C)-representation of π1(EK) is conju-
gate to an irreducible binary dihedral representation. Hence we have the following equa-
tion:
{χρ | ρ : irreducible metabelian} = {χρ | ρ : irreducible binary dihedral}.
Moreover the number of conjugacy classes of irreducible metabelian representations is
given by
|∆K(−1)| − 1
2
,
where ∆K(t) is the Alexander polynomial of K.
For a knot in S 3, we can find the formula for the number of conjugacy classes of ir-
reducible metabelian representations in [Nag07, Proposition 1.1 and Theorem 1.2]. Eric
Klassen [Kla91, Theorem 10] also proved the same formula for binary dihedral represen-
tations. Hence Proposition 4.3 for a knot in S 3 can be deduced by combining these two
results.
Proof of Proposition 4.3. Let ρ be an irreducible and metabelian SL2(C)-representation of
π1(EK). Then for the generators in a Lin presentation (1) of a knot in an integral homol-
ogy 3–sphere Σ, by taking conjugation, we have the following form of binary dihedral
representations:
(8) ρ(xi) =
(
αi 0
0 α−1i
)
, ρ(µ) =
(
0 1
−1 0
)
.
Then we can apply the same argument as in the proof of [Nag07, Proposition 1.1 and
Theorem 1.2] to deduce the above form and counting the conjugacy classes. 
Remark 4.4. We can find a higher rank analogy of Proposition 4.3 for knots in S 3 in [BF08].
4.3. An involution on the SL2(C)-character variety. In this subsection, we introduce
involutions ι and ιˆ on R(EK) and X(EK) and identify the fixed point set of ιˆ on Xirr(EK) with
irreducible metabelian characters. For g ∈ π1(Σ), we denote by [g] ∈ H1(EK ;Z) ≃ Z the
associated element in the homology group, which we identify with Z by the isomorphism
that sends the meridian µ to the generator 1. Next, we define an involution ι on R(EK) as
follows. Given ρ ∈ R(EK), let ι(ρ) be the representation such that ι(ρ)(g) = (−1)[g]ρ(g)
for all g ∈ π1(EK). It is immediate that ι is an involution on R(EK), and it induces an
involution ιˆ on the character variety X(EK) defined as follows. Given χρ ∈ X(EK), let ι̂(χρ)
be the character such that ιˆ(χρ) = (−1)[g]χρ(g) for any g ∈ π1(EK). It is easy to check that
ιˆ is an involution on X(EK) and that ιˆ(χρ) = χι(ρ) from the commutativity of trace with the
scalar multiplication.
The involution ι̂ has the following fixed point set.
Proposition 4.5. The fixed point set of ι̂ in Xirr(EK) is the set of irreducible metabelian
characters, i.e.,
Xirr(EK )̂ι = {χρ | ρ : irreducible metabelian}
We apply the following elementary lemma to prove Proposition 4.5.
Lemma 4.6. We set A ∈ M2(C) and C =
(
0 1
−1 0
)
. Then we have
tr AC = 0 ⇔ A = tA.
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Poof of Proposition 4.5. We choose a Lin presentation for the knot group:
(9) π1(EK) = 〈x1, . . . , x2g, µ | µαiµ−1 = βi, i = 1, . . . , 2g〉.
First we show that for every irreducible metabelian SL2(C)-representation ρ the image
ι(ρ) is conjugate to ρ. It follows from Proposition 4.3 that after taking suitable conjugation,
the generators in the presentation (9) are sent to the following matrices by ρ:
(10) ρ(xi) =
(
λi 0
0 λ−1i
)
, ρ(µ) =
(
0 1
−1 0
)
.
Since every xi is contained in the commutator subgroup of π1(EK), the images of these
generators by ι(ρ) are given by
ι(ρ)(xi) =
(
λi 0
0 λ−1i
)
, ι(ρ)(µ) = −
(
0 1
−1 0
)
.
Hence we have
ι(ρ) = PρP−1, P =
( √−1 0
0 −
√
−1
)
.
In particular, we obtain the equation χρ = χι(ρ).
Next we show that an irreducible SL2(C)-representation ρ satisfying that χρ = χι(ρ) is
metabelian. From the equations χι(ρ)(µ) = −χρ(µ) and χρ = χι(ρ), we have tr ρ(µ) = 0.
Therefore by taking conjugation we can assume that ρ(µ) is given by the matrix
(
0 1
−1 0
)
.
We choose any two elements γ1, γ2 from [π1(EK), π1(EK)]. Since [γiµ] = 1, we have
that χι(ρ)(γiµ) = −χρ(γiµ). From the assumption χρ = χι(ρ), we obtain tr ρ(γiµ) = 0. By
Lemma 4.6, ρ(γi) = tρ(γi) holds for i = 1, 2. Since γ1γ2 ∈ [π1(EK), π1(EK)], we also have
ρ(γ1γ2) = tρ(γ1γ2) Then we have the following equalities of matrices:
ρ(γ1γ2) = tρ(γ1γ2) = tρ(γ2)tρ(γ1) = ρ(γ2)ρ(γ1) = ρ(γ2γ1).
Therefore the representation ρ is metabelian. 
By Propositions 4.3 and 4.5, we can conclude the following corollary.
Corollary 4.7.
Xirr(EK )̂ι = {χρ | ρ : irreducible binary dihedral}.
The fixed point set X(EK )̂ι could also contain reducible characters. Actually, as we
shall see, this fixed point set X(EK )̂ι contains only one character coming from reducible
representations.
Before giving this proof, we define subsets in the character variety where the fixed point
set X(EK )̂ι lives. Every character in such a subset sends the meridian µ to the same value.
We define such subsets as a level set of a function on the character variety.
For any given γ ∈ π1(EK), we denote by Iγ a function on X(EK) defined as Iγ : X(EK) →
C, χ 7→ χ(γ). This function is called the trace function of γ.
Definition 4.8. We define the subset S c(EK) in X(EK) as the level set of Iµ at c, i.e.,
S c(EK) = I−1µ (c).
This subset is called the slice with the trace of meridian fixed by c.
We also set Rc(EK) as Rc(EK) := {ρ ∈ R(EK) | tr ρ(µ) = c}.
Lemma 4.9. The fixed point set X(EK )̂ι is contained in S 0(EK) and the restriction of ι̂ to
S 0(EK) gives an involution on it.
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Proof. We have seen that every character χ in X(EK )̂ι satisfies that χ(µ) = 0 in the proof of
Proposition 4.5. For any element χ in S 0(EK), we have
ι̂(χ)(µ) = −χ(µ) = 0.
The image of S 0(EK) by ι̂ is contained in S 0(EK) itself. 
Remark 4.10. The involution ι interchanges Rc(EK) and R−c(EK), and likewise ι̂ inter-
changes the S c(EK) and S −c(EK).
Every representation in R0(EK) maps the meridian µ to matrices whose eigenvalues are
±
√
−1. By Lemma 4.2 and ∆K(−1) , 0, we have no non–abelian reducible representation
in R0(EK).
Remark 4.11. Every reducible representation in R0(EK) is abelian.
Therefore, by Lemma 4.9, the set of reducible characters in X(EK )̂ι consists of only
one character of the abelian representation ϕ√−1. Summarizing, we have the following
proposition.
Proposition 4.12. The fixed point set X(EK )̂ι is expressed as
X(EK )̂ι = S 0(EK )̂ι = {χρ | ρ : irreducible binary dihedral} ∪ {χϕ√−1 }.
5. Maps between representation spaces
In this section, we derive how to make an SL2(C)-representation of π1(Bn) from that
of π1(EK) via the maps between representation spaces defined by the pull–backs of the
homomorphisms p∗, q∗, i∗ and j∗ between the fundamental groups. These maps satisfy the
following diagram among the SL2(C)-representation spaces of π1(EK), π1(Cn), π1(Σ) and
π1(Bn):
π1(Cn) j∗ //
p∗

π1(Bn)
q∗

π1(EK) i∗
// π1(Σ),
R(Cn) R(Bn)j
∗
oo
R(EK)
p∗
OO
R(Σ).
i∗
oo
q∗
OO
Note that j∗ is injective since j∗ is surjective. As in Remark 3.14, we can regard j∗(R(Bn))
as the subset in R(Cn) consisting of ρ ∈ R(Cn) which sends µn to the identity matrix.
Hereafter we simply identify R(Bn) with its image under j∗, and likewise regard R(Σ) as a
subset of R(EK).
In this setting, SL2(C)-representations of π1(Bn) is constructed from the following sub-
set of those of π1(EK):
(11) {ρ ∈ R(EK) | ρ(µ)n = 1} ∪ {ρ ∈ R(EK) | ρ(µ)n = −1}.
In fact, our interest lies in the case of n = 2 because this case has distinct features from
the other cases (see Section 6). To compare their features, we deal with general definitions
including the cases other than n = 2 in this section.
We start with the observation that the pull–back of ρ in R(EK) satisfying ρ(µ)n = 1
defines an SL2(C)-representation of π1(Bn) however this correspondence covers very few
range of R(Bn). To deal with more range, we consider the pair of subset as in (11). We
first observe the intersection p∗(R(EK)) ∩ R(Bn) and the induced correspondence from the
following subset of R(EK) to R(Bn).
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Lemma 5.1.
(12) (p∗)−1(R(Bn)) = {ρ ∈ R(EK) | ρ(µ)n = 1}.
Proof. It follows that ρ ∈ (p∗)−1(R(Bn)) ⇔ p∗ρ(µn) = 1 ⇔ ρ(µn) = 1. 
From the intersection (12) in Lemma 5.1, we can make a correspondence from the
subset {ρ ∈ R(EK) | ρ(µ)n = 1} into R(Bn) by the pull–back p∗, i.e.,
p∗ : {ρ ∈ R(EK) | ρ(µ)n = 1} → R(Bn)(⊂ R(Cn)).
Remark 5.2. In the special case that n = 2, the subset (p∗)−1(R(B2)) turns into
{ρ ∈ R(EK) | ρ : π1(EK) → {±1}}
consisting of only two conjugacy classes, both of whose restrictions to π1(B2) are trivial.
Hence, in the construction of an SL2(C)-representation of π1(B2) from that of π1(EK) via
the map p∗, we can only deal with the slices R±2(EK) at ±2, which correspond to the second
roots of unity.
Next we see that the pull–back by p∗ of the subset (11) defines a PSL2(C)-representation
of π1(Bn). This allows us to consider much more elements of R(EK).
Lemma 5.3. If ρ is an element in the subset (11), then the pull-back p∗ρ defines PSL2(C)-
representation of π1(Bn).
Proof. We can regard π1(Bn) as the quotient π1(Cn)/〈〈µn〉〉. It is enough to prove that
p∗ρ(µn) = ±1. This follows from direct calculations. 
We remark several results on the lifting problem without a sign refinement. For exam-
ple, G. Burde [Bur90] has shown that binary dihedral representations form the branched
point set of covering map from SU(2)-representations to SO(3)-representations for a two–
bridge knot. S. Boyer & X. Zhang [BZ98, Section 3] and J. Porti & M. Heusener [PH04,
Section 4] deal with the lifting problem for PSL2(C)-representations of a finitely generated
and presented group in context of the character variety.
We will lift PSL2(C)-representations of π1(Bn) given in Lemma 5.3 to SL2(C) by using
a sign refinement in R(Cn). We define an involution ιn on R(Cn) for our sign refinement in
Definition 5.4.
Definition 5.4. Set ζ2n = exp(π
√
−1/n). Given ρ ∈ R(Cn), let ιn(ρ) be the representation
such that
ιn(ρ)(g) = (ζ2n)p∗[g]ρ(g)
for all g ∈ π1(Cn), where p∗ : H1(Cn;Z) → H1(EK) ≃ Z whose image is nZ.
It is immediate that ιn is an involution on R(EK), and it induces an involution ι̂n on the
character variety X(Cn) defined as follows.
Definition 5.5. Given χρ ∈ X(Cn), let ι̂n(χρ) be the character such that
ι̂n(χρ)(g) = (ζ2n)p∗[g]χρ(g).
It is easy to check that ι̂n is an involution on X(Cn) and that ι̂n(χρ) = χιn(ρ) from the
commutativity of trace with the scalar multiplication.
Now we construct a map
Φ : {ρ ∈ R(EK) | ρ(µ)n = ±1} → R(Bn)
as follows. Here the domain of Φ is the subset (11), denoted by D(Φ). Since any element
of D(Φ) is contained in the slice Rξ(k/n)(EK) at some ξ(k/n) = 2 cos(kπ/n), we focus on the
16 FUMIKAZU NAGASATO AND YOSHIKAZU YAMAGUCHI
slice R2 cos(kπ/n)(EK). Let ρ be an element of Rξ(k/n)(EK) such that ρ(µ)n = (−1)k. Then we
define an SL2(C)-representationΦ(ρ) of π1(Cn) by sending each element γ ∈ π1(Cn) to the
following matrix:
Φ(ρ)(γ) = (ιn)k(p∗ρ)(γ) = ((ζ2n)p∗[γ])k · p∗ρ(γ),
where (ιn)k is k times composition of ιn. The well–definedness of Φ follows from the next
proposition.
Proposition 5.6. For ρ ∈ Rξ(k/n)(EK) satisfying ρ(µ)n = (−1)k, we have the equality
Φ(ρ)(µn) = 1. In particular, this induces a homomorphism from π1(Cn)/〈〈µn〉〉 into SL2(C).
Proof. This proposition follows from the following direct calculation. Let ρ ∈ Rξ(k/n)(EK)
satisfy ρ(µ)n = (−1)k.
Φ(ρ)(µn) = ((ζ2n)p∗[µn])k · p∗ρ(µn)
= (ζ2n)kn · ρ(µ)n
= (−1)k(−1)k
= 1.
Since ρ(〈〈µn〉〉) = 1, this representationΦ(ρ) induces a homomorphism from π1(Cn)/〈〈µn〉〉 =
π1(Bn) into SL2(C). 
We note that the SL2(C)-representation Φ(ρ) is a lift of the PSL2(C)-representation p∗ρ
of π1(Bn):
SL2(C)

π1(Bn) p∗ρ //
Φ(ρ)
99
s
ss
s
s
ss
s
s
s
PSL2(C).
The domain D(Φ) is decomposed as
D(Φ) = {ρ ∈ R(EK) | ρ(µ)n = ±1}(13)
=
n−1⋃
k=1
{ρ ∈ Rξ(k/n)(EK) | ρ(µ)n = ±1} ∪ {ρ ∈ R(EK) | ρ(µ) = ±1}.
Remark 5.7. The set {ρ ∈ R(EK) | ρ(µ) = 1} coincides with i∗(R(Σ)). Since the pull-back
i∗ is injective, we identify i∗(R(Σ)) with R(Σ). The involution ι interchanges the two sets
{ρ ∈ R(EK) | ρ(µ) = 1} and {ρ ∈ R(EK) | ρ(µ) = −1} with each other. So we can rewrite the
domain D(Φ) in (13) as
n−1⋃
k=1
{ρ ∈ Rξ(k/n)(EK) | ρ(µ)n = ±1} ∪ R(Σ) ∪ ι(R(Σ)).
The correspondenceΦ induces a map Φ̂ on the subset t(D(Φ)) in X(EK)
Φ̂ : t(D(Φ)) → X(Bn)
χρ 7→ χΦ(ρ)
It is easy to check the well–definedness from the construction of Φ and the commutativity
of trace with the scalar multiplication. The domain t(D(Φ)) of Φ̂ is decomposed as
(14) t(D(Φ)) =
n−1⋃
k=1
S ξ(k/n)(EK) ∪ X(Σ) ∪ ι̂(X(Σ)) =
n⋃
k=0
S ξ(k/n)(EK),
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where we identify i∗(X(Σ)) with X(Σ). Hence Φ̂ is defined on S ξ(k/n)(EK) as
(15) Φ̂ : S ξ(k/n)(EK) → X(Bn), χρ 7→ χ(ιn)k(p∗ρ).
By the definition of Φ, we see the image of any abelian representation by Φ.
Lemma 5.8. For every abelian representation ρ in D(Φ), the image Φ(ρ) is the trivial
representation of π1(Bn).
Proof. Since ρ is abelian, it sends all elements in the commutator subgroup of π1(EK)
to the identity matrix. For each generator τ j(x˜i) in the presentation of Lemma 3.13, the
image by Φ(ρ) is expressed as Φ(ρ)(τ j x˜i) = ρ(µ jxiµ− j). Since all xi are contained in the
commutator subgroup of π1(EK), µ jxiµ− j is also an element in the commutator subgroup.
Hence every µ j xiµ− j is sent to the identity matrix by ρ. ThereforeΦ(ρ) is trivial. 
Remark 5.9. The involutions ι and ι̂ interchange slices as follows:
ι(Rξ(k/n)(EK)) = Rξ(1−k/n)(EK), ι̂(S ξ(k/n)(EK)) = S ξ(1−k/n)(EK).
We investigate the properties of the map Φ in the rest of this section. To consider the
image of Φ, we introduce the following notion and notation concerning the action τ on
π1(Cn).
Definition 5.10. An SL2(C)-representation ρ of π1(Cn) is τ–equivariant if there exists an
element C in SL2(C) such that the following diagram is commutative:
(16) π1(Cn) τ //
ρ

π1(Cn)
ρ

SL2(C) AdC
// SL2(C),
where AdC(X) := CXC−1 for elements C and X in SL2(C). We denote by Rτ(Cn) the set of
τ-equivariant SL2(C)-representations.
The τ-equivariance of ρ means that the pull–back of ρ by τ is expressed as the conjuga-
tion of an SL2(C)-element.
Lemma 5.11. If ρ is irreducible and τ-equivariant, then a matrix C satisfying the dia-
gram (16) is uniquely determined up to sign.
Proof. It follows from Schur’s lemma that for ρ and τ∗ρ the scalar matrices in SL2(C) are
only ±1. 
Similarly, we can also define τ-equivariant representations for π1(Bn). We denote by
Rτ(Bn) the set of τ-equivariant representations of π1(Bn). We use the same symbol τ for
the induced homomorphism on π1(Bn) by the next lemma.
Lemma 5.12. The following diagram is commutative:
(17) π1(Cn) τ //
j∗

π1(Cn)
j∗

π1(Bn) // π1(Bn).
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Proof. The fundamental group π1(Bn) is expressed as π1(Cn)/〈〈µn〉〉. Since τ is automor-
phism and τ(µn) = µn in π1(Cn). Note that 〈〈µn〉〉 is expressed as {(g−11 µǫ1n g1) · · · (g−1k µǫkn gk) | k ≥
0, gi ∈ π1(Cn), ǫi = ±1 (1 ≤ i ≤ k)}. We have that τ(〈〈µn〉〉) = 〈〈µn〉〉. Hence τ induces an
automorphism on the quotient group π1(Cn)/〈〈µn〉〉. 
Moreover we can identify the set Rτ(Bn) with {ρ ∈ Rτ(Cn) | ρ(µn) = 1} by the following
Lemma 5.13.
Lemma 5.13. The subset j∗(Rτ(Bn)) coincides with {ρ ∈ Rτ(Cn) | ρ(µn) = 1}.
Proof. This follows from the commutative diagram (17) in Lemma 5.12. 
The conjugation on representation spaces has the following property.
Lemma 5.14. The conjugation for representations preserves τ-equivariance.
Proof. Let ρ be a τ-equivariant representation of π1(Cn). There exists an element C in
SL2(C) such that the following diagram is commutative:
π1(Cn) τ //
ρ

π1(Cn)
ρ

SL2(C) AdC
// SL2(C).
Then for any P in SL2(C), the representation PρP−1 satisfies that
π1(Cn) τ //
PρP−1

π1(Cn)
PρP−1

SL2(C) AdPCP−1
// SL2(C).
Hence PρP−1 is τ-equivariant. 
We will prove that Rτ(Bn) coincides with the image of Φ. To prove this, we use the
identification Rτ(Bn) = {ρ ∈ Rτ(Cn) | ρ(µn) = 1} in Lemma 5.13 and the following lemma.
Lemma 5.15. Suppose that ρ ∈ Rτ(Bn) and C is a matrix as in the commutative dia-
gram (16). The adjoint action AdCn acts trivially on Im ρ.
Proof. The τ-equvariance of ρ gives us the equality that ρ(τi(γ)) = AdCi (ρ(γ)) for any
γ in π1(Cn). For the case of i = n, since τn(γ) = µnγµ−1n and ρ(µn) = 1, we have that
AdCn (ρ(γ)) = ρ(γ) for any γ in π1(Cn), i.e, AdCn acts trivially on Im ρ. 
We next show the following property on p∗ to study the image of Φ.
Lemma 5.16. For every ρ in R(EK), the image of p∗ : R(EK) → R(Cn) is contained in
Rτ(Cn).
Proof. Let γ be an element in π1(Cn). By the following direct calculation, it follows that
p∗ρ is τ-equivariant:
p∗ρ(τ(γ)) = ρ(p∗(τ(γ)))
= ρ(µ · p∗(γ) · µ−1)
= Adρ(µ)(p∗ρ(γ)).

ON THE MERIDONAL TRACE–FREE SLICE OF THE CHARACTER VARIETY 19
In fact, the map p∗ gives the following equality as sets:
Proposition 5.17. ImΦ = Rτ(Bn).
Proof. For any representation ρ in D(Φ) ∩ Rξ(k/n)(EK) and each γ in π1(Cn), the matrix
Φ(ρ)(τ(γ)) is given by
Φ(ρ)(τ(γ)) = ((ζ2n)p∗[τ(γ)])k · p∗ρ(τ(γ))
= ((ζ2n)p∗[γ])k · Adρ(µ)(p∗ρ(γ)) (by Lemma 5.16)
= Adρ(µ)(Φ(ρ)(γ)).
Hence the SL2(C)-representation Φ(ρ) is τ-equivalent. It is left to show the inclusion
ImΦ ⊃ Rτ(Bn). We take ρ in Rτ(Bn) and let C be a matrix as in the commutative dia-
gram (16). We use a presentation of π1(Cn) induced from a Lin presentation of π1(EK) as
in Lemma 3.10. The relations of π1(Cn) give the equalities:
ρ(µnα˜(0)i µ−1n ) = ρ(β˜(n−1)i ).
The left hand side turns into ρ(α˜(0)i ). Since the element β˜(n−1)i can be written as τn−1(β˜(0)i ),
the right hand side ρ(β˜(n−1)i ) turns into AdCn−1 (ρ(β˜(0)i )). By Lemma 5.15, AdCn acts trivially
on Im ρ. Hence we have the equalities
Cρ(α˜(0)i )C−1 = ρ(β˜(0)i ).
To make a representation ρ0 of π1(EK) satisfying Φ(ρ0) = ρ, we set ρ0(µ) = C and ρ0(xi) =
ρ(x˜i). The relations ρ0(µαiµ−1) = Cρ(α˜(0)i )C−1 and ρ0(βi) = ρ(β˜(0)i ) show that
ρ0(µαiµ−1) = ρ0(βi)
for all i. Hence ρ0 is an SL2(C)-representation of π1(EK). We must show that ρ0 is con-
tained in D(Φ). By the following Lemma 5.18, there exists an integer k such that ρ0 is
contained in Rξ(k/n)(EK). 
Lemma 5.18. If ρ is a nontrivial representation in Rτ(Bn) and C is an SL2(C) element as
in the diagram (16), then Cn = ±1.
Proof. We regard ρ as an element in Rτ(Cn) satisfying ρ(µn) = 1. By Lemma 5.15, the
adjoint action AdCn acts trivially on Im ρ, i.e., Cn commutes with all elements in Im ρ ⊂
SL2(C). We suppose that Cn is not contained in the center {±1} in SL2(C). This says that
C and Im ρ are contained in the same maximal abelian subgroup in SL2(C). Since ρ is τ-
equivariant and C commutes with all elements of Im ρ, we have that ρ(τ(γ)) = AdC(ρ(γ)) =
ρ(γ) for any γ in π1(Cn). Then ρ turns into the pull–back of abelian representation of π1(EK)
given by the following corresponding:
µ 7→ C, xi 7→ ρ(x˜i).
for Lin presentations of π1(EK) and π1(Cn). However every abelian representation of
π1(EK) sends xi to 1 since xi is an element in the commutator subgroup. Thus ρ is trivial
but this contradicts to our assumption that ρ is nontrivial. 
Now, Proposition 5.17 can be naturally extended to the set of characters as follows:
Proposition 5.19. The image of Φ̂ coincides with the fixed point set X(Bn)τ of the action
τ∗ on X(Bn).
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Proof. It follows by definition that the image Im Φ̂ = t(Rτ(Bn)) is contained in X(Bn)τ.
We need to prove that every fixed point of τ∗ in X(Bn) is given by the character of a τ-
equivariant representation.
First we consider the character χρ ∈ X(Bn)τ associated to an irreducible representation ρ
such that it is fixed by τ∗, i.e., τ∗(χρ) = χτ∗ρ = χρ. Since ρ is irreducible, the representation
ρ is conjugate to τ∗ρ. This says that ρ is τ–equivariant.
Next we consider the case that χρ ∈ X(Bn)τ is a reducible character such that τ∗(χρ) =
χρ. For every reducible representation there exists an abelian representation of π1(Bn) such
that it has the same character as that of the reducible one and the image is contained in the
maximal abelian subgroup Hyp. So we can assume without loss of generality that Im ρ is
contained in Hyp. By using a presentation as in Lemma 3.13 and τ∗(χρ) = χρ, we have
the equality tr ρ(τ j(x˜i)) = tr ρ(x˜i). Hence ρ(τ j(x˜i)) is either ρ(x˜i) or ρ(x˜i)−1. Set ρ(x˜i) and
ρ(τ j(x˜i)) as
ρ(x˜i) =
 rie
√
−1θi 0
0 r−1i e−
√
−1θi
 , ρ(τ j(x˜i)) = ρ(x˜i)ǫ j (ǫ j = ±1).
Since ρ factors through H1(Bn;Z), the relation −Ux j + Vx j+1 in H1(Bn;Z) gives us the
following relation:
(18) (−ǫ jU + ǫ j+1V)

log r1
...
log r2g
 = 0, (−ǫ jU + ǫ j+1V)

θ1
...
θ2g
 ≡ 0 (mod 2πZ).
If there exists some j such that ǫ j+1 = ǫ j, then it follows by the relation (18) and det(−U +
V) = ∆K(1) = ±1 that ρ(x˜i) = 1 for all i, i.e, ρ is trivial. If the equality ǫ j+1 = −ǫ j holds
for all j, then we have τ∗ρ = CρC−1 where C =
(
0 1
−1 0
)
. Thus ρ is τ-equivariant in the
both case. Therefore Im Φ̂ coincides with the fixed point set X(Bn)τ. 
In the case of SU(2)-representations, such a correspondence like Φ has been consid-
ered by Collin and Saveliev in [CS01]. They deal with irreducible SU(2)-representations
mainly. Here we also draw attention to reducible representations of π1(Bn). Lin presenta-
tions lead us to the property of Φ for reducible representations.
Proposition 5.20. In the image of Φ, all reducible representations are abelian, i.e.,
(19) ImΦ ∩ Rred(Bn) = ImΦ ∩ Rab(Bn).
Proof. It is obvious that any abelian representation is a reducible one. We must show that
the left hand side of Eq. (19) is contained in the right hand side.
By Proposition 5.17, ImΦ ∩ Rred(Bn) coincides with Rτ(Bn) ∩ Rred(Cn) in R(Cn). So we
can assume that ρ is an element in Rred(Cn) such that ρ(µn) = 1 and C is an SL2(C)-element
satisfying τ∗ρ = AdC(ρ). We use the presentation of π1(Cn) as in Lemma 3.10. Since ρ is
reducible, by taking conjugation, we can assume that
ρ(τ j(x˜i)) =
(
αi, j βi, j
0 α−1i, j
)
for all i and j. If αi, j is ±1 for all i and j, then Im ρ is contained in the maximal abelian
subgroup Para. Hence ρ is abelian.
We consider the case that there exists a pair (i, j) with αi, j , ±1. We can assume that
ρ(τ j(x˜i)) is a diagonal matrix by taking conjugation of an upper triangular matrix. Since
ρ is τ-equivariant and reducible, ρ(τ j+1(x˜i)) = Cρ(τ j(x˜i))C−1 is also an upper triangular
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matrix. Writing C =
(
a b
c d
)
, we have that cd = 0. If c were zero, then we would have the
following contradiction. When we set ρ0(µ) = C and ρ0(xi) = ρ(x˜i), the correspondence
ρ0 defines an SL2(C)-representation of π1(EK). Moreover since the image of ρ0 consists of
upper triangular matrices, the representation ρ0 is reducible. Hence for every commutator
γ in π1(EK), the trace of ρ0(γ) is ±2. Applying this to the commutator xi, we have that
tr ρ0(xi) = αi, j + α−1i, j = ±2. This is a contradiction to our assumption that αi, j , ±1.
Now we have d = 0. Furthermore since ρ(τ j+h(x˜i)) = Chρ(τ j(x˜i))C−h must be upper
triangular, it follows that the matrix C turns into
(
0 b
−b−1 0
)
. By reducibility of ρ, the
matrix Cρ(τl(x˜k))C−1 is also an upper triangular matrix. Therefore every βk,l must be zero.
Then the image of ρ is contained in the maximal abelian subgroup Hyp, i.e., ρ is also
abelian in this case. This completes the proof. 
Proposition 5.21. The preimage Φ−1(Rred(Bn)) is expressed as
Φ
−1(Rred(Bn)) = Rmeta(EK) ∩ D(Φ).
Proof. By Proposition 5.20, it is enough to show that the preimageΦ−1(Rab(Bn)) coincides
with Rmeta(EK) ∩ D(Φ). Let ρ be an element in Φ−1(Rab(Bn)). By taking conjugation, we
can assume that the image Φ(ρ) is contained in either the maximal abelian subgroups Hyp
or Para. We choose a Lin presentation of π1(EK) as in Lemma 3.3. In the case that ImΦ(ρ)
is contained in Hyp, for all i the matrix ρ(xi) is expressed as
ρ(xi) =
(
αi 0
0 α−1i
)
.
If all αi are ±1, then ρ is abelian. We consider the case that there exist some αi such that
αi , ±1. Since Φ(ρ)(τ(x˜i)) = ±ρ(µ)ρ(xi)ρ(µ)−1 and Φ(ρ)(τ(x˜i)) is also upper triangular, the
matrix ρ(µ) is expressed as either(
a 0
0 a−1
)
or
(
0 b
−b−1 0
)
.
In both cases, the representation ρ turns into metabelian (refer to Eq. (8)).
In the case that ImΦ(ρ) is contained in Para, for all i, ρ(xi) is expressed as
ρ(xi) = ±
(
1 βi
0 1
)
.
If all βi are zero, then ρ is abelian. We consider the case that there exists some non–zero
βi. Since Φ(ρ)(τ(x˜i)) = ±ρ(µ)ρ(xi)ρ(µ) is also a parabolic element, the matrix ρ(µ) must be
upper triangular. Therefore ρ is reducible, in particular, it is metabelian.
On the other hand, by the proof of Proposition 4.3 and Remark 4.1, every metabelian
representation is conjugate to either
ρ(xi) =
(
αi 0
0 α−1i
)
, ρ(µ) =
(
0 1
−1 0
)
or
ρ(xi) =
(
1 ωi
0 1
)
, ρ(µ) =
(
λ β
0 λ−1
)
.
It follows from the definition of Φ that all metabelian representations in D(Φ) are sent to
abelian ones of π1(Bn). 
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6. On the geometry of the slice S 0(EK)
In the subsequent section, we focus on knots in S 3 mainly to see the interesting structure
of the slice S 0(EK) through the map Φ̂. As described below, when Φ̂ is surjective, it
describes the slice S 0(EK) as the 2–fold branched cover over the SL2(C)-character variety
of B2 with branched locus given by the abelian characters, whose preimage is precisely the
set of metabelian characters. Note that the results in this section can be naturally extended
to the case of an integral homology 3–sphere with some modifications.
First we describe the representation spaces R0(EK) and Rτ(B2) in detail.
Lemma 6.1. If ρ ∈ R0(EK), then ρ(µ)2 = −1. Therefore the domain of Φ is given by the
union R0(EK) ∪ R(S 3) ∪ ι(R(S 3)) = R0(EK) ∪ {trivial rep.} ∪ {ι(trivial rep.)}. Moreover the
image of Φ coincides with that of the restriction on R0(EK).
Proof. This follows from the Cayley–Hamilton identity and Remark 5.7. The equality
ImΦ = ImΦ|R0(EK ) can be deduced from the fact that R(S 3) and ι(R(S 3)) consist of only
the trivial representation and its image by ι, respectively. It follows from Lemma 5.8 that
they are sent to the trivial representation of π1(B2) by Φ and all abelian representations in
R0(EK) are also sent to the trivial one of π1(B2). This shows that ImΦ = ImΦ|R0(EK ). 
By Lemma 6.1, in the case of knots in S 3, the domain D(Φ) is reduced to the slice
R0(EK). This makes the properties on Φ and R0(EK) much clearer. For example, we obtain
the next proposition by Propositions 5.17, 5.20, 5.21 and Lemma 5.8.
Proposition 6.2. The map Φ from R0(EK) onto Rτ(B2) makes the following correspon-
dence. For an element ρ in R0(EK),
(1) If ρ is abelian, then Φ(ρ) is the trivial representation of π1(B2);
(2) If ρ is irreducible and metabelian, thenΦ(ρ) is a non-trivial abelian representation
in Rτ(B2); and
(3) If ρ is non-metabelian, in particular irreducible, then Φ(ρ) is an irreducible rep-
resentation in Rτ(B2).
Recall that the map Φ induces the map Φ̂ : S 0(EK) → X(B2) defined by Φ̂(χρ) := χΦ(ρ)
(see also Eq. (15)). This gives us the following theorem, which is one of the main results
in this article.
Theorem 6.3. The image of S 0(EK) by Φ̂ coincides with the subset X(B2)τ = {χρ ∈
X(B2) | ρ : τ-equivariant}. The map Φ̂ : S 0(EK) → X(B2)τ is one-to-one correspondence
on the fixed point set S 0(EK )̂ι and two-to-one correspondence on S 0(EK) \ S 0(EK )̂ι. More-
over two points in the preimage of a point in X(B2)τ are interchanged by the involution ι̂
on S 0(EK).
The rest of this section is devoted to proving Theorem 6.3.
Lemma 6.4. If ρ is an element in D(Φ), then the map Φ sends both ρ and ι(ρ) to the
same SL2(C)-representation of π1(B2), i.e., Φ(ρ) = Φ(ι(ρ)). Moreover, this equality gives
Φ̂(χρ) = Φ̂(χι(ρ)).
Proof. The map Φ is constructed by the action ι on R(C2) and the pull-back p∗. For each
element ρ in R0(EK), the SL2(C)-representation Φ(ρ) is given by ι(p∗ρ) and Φ(ι(ρ)) by
ι(p∗ι(ρ)). Moreover it follows from p∗(H1(C2;Z)) ≃ 2Z in H1(EK ;Z) ≃ Z that for any g in
π1(C2)
p∗ι(ρ)(g) = (−1)p∗[g] p∗ρ(g) = p∗ρ(g).
Hence Φ(ι(ρ)) coincides with Φ(ρ). This equality also holds for the induced map Φ̂. 
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By Proposition 4.5, the fixed point set S 0(EK )̂ι in S 0(EK) consists entirely of metabelian
characters, which are in R0(EK).
Proposition 6.5. The restriction of Φ̂ on S 0(EK )̂ι gives a bijection between S 0(EK )̂ι and
all abelian characters of π1(B2).
Proof. By Proposition 4.5 and Lemma 4.9, we focus on metabelian characters. By Proposi-
tions 5.20 and 5.21, the map Φ̂ sends the metabelian characters of π1(EK) onto the abelian
characters of π1(B2). By Propositions 4.3 and 4.12, the number of metabelian charac-
ters is equal to (|∆K(−1)| − 1)/2 + 1 where ∆K(t) is the Alexander polynomial of K. On
the other hand, we see that the number of abelian characters of π1(B2) is also equal to
(|∆K(−1)| − 1)/2 + 1 as follows.
Every abelian representation factors through the abelianization H1(B2;Z). Since the or-
der of H1(B2;Z) is finite (an odd integer |∆K(−1)|), H1(B2;Z) is decomposed into the direct
sum of some finite cyclic groups. The character of an abelian representation is determined
by the traces for generators of these cyclic groups. By conjugation, the images of gener-
ators of cyclic groups are given by the diagonal matrices whose diagonal components are
roots of unity (because the order of each cyclic group is finite). Combining these facts, we
can show that the number of abelian characters is given by (|∆K(−1)| − 1)/2+ 1. Therefore
the restriction of Φ̂ on S 0(EK )̂ι gives a one–to–one correspondence. 
Proposition 6.6. The restriction of Φ̂ to S 0(EK) \ S 0(EK )̂ι gives a two-to-one correspon-
dence.
Proof. It is sufficient to show that if ρ and ρ′ are two non-metabelian representations of
π1(EK) satisfying Φ̂(χρ) = Φ̂(χρ′), then χρ′ coincides with either χρ or ι̂(χρ). By Propo-
sition 6.2, the representations Φ(ρ) and Φ(ρ′) are irreducible. Since Φ(ρ) and Φ(ρ′) have
the same characters, by [CS83, Proposition 1.5.2], these two representations are conjugate,
i.e., there exists an SL2(C)-element P such that
(20) Φ(ρ′) = PΦ(ρ)P−1.
We use the presentations of π1(EK) and π1(B2) as in Lemma 3.13. By the construction of
Φ, the matrix Φ(ρ)(x˜i) is expressed as
(21) Φ(ρ)(x˜i) = ρ(xi).
Combining Eq. (21) with Eq. (20), we have the equality
(22) ρ′(xi) = Pρ(xi)P−1.
Similarly, the matrix Φ(ρ)(τ(x˜i)) is expressed as
(23) Φ(ρ)(τ(x˜i)) = ρ(µ)ρ(xi)ρ(µ)−1 = Adρ(µ)(Φ(ρ)(x˜i)).
Combining Eq. (23) with Eq. (20), we have the equality
Φ(ρ′)(τ(x˜i)) = AdPρ(µ)P−1 (Φ(ρ′)(x˜i)).
The matrix Φ(ρ)(τ(x˜i)) is also expressed as Adρ′(µ)(Φ(ρ′)(x˜i)). By Lemma 5.11, we obtain
the equality
(24) ρ′(µ) = ±Pρ(µ)P−1.
From the relations that ι(ρ)(xi) = ρ(xi) and ι(ρ)(µ) = −ρ(µ) and Eqs. (22) and (24), we can
conclude that ρ′ is conjugate to either ρ or ι(ρ) by P. 
Proof of Theorem 6.3. Combining Lemma 6.4, Propositions 6.5 and 6.6, we obtain Theo-
rem 6.3. 
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Moreover τ-equivariant representations subspace Rτ(B2) have the following distinct
property from the cases other than n = 2 as mentioned at the beginning of Section 5
(compare to Proposition 6.9).
Lemma 6.7. The set Rτ(B2) contains Rab(B2).
Proof. Let ρ be an abelian SL2(C)-representation of π1(B2). Since this representation fac-
tors through H1(B2;Z) which is a finite abelian group with the order |∆K(−1)|. By taking
conjugation, the image Im ρ is contained in the maximal abelian subgroup Hyp. So we can
set ρ(x˜i) as
ρ(x˜i) =
(
αi 0
0 α−1i
)
.
By Lemma 3.13, we have [x˜i] + [τ(x˜i)] = 0 in H1(B2;Z) for all i. Hence ρ(τ(x˜i)) is given
by ρ(x˜i)−1.
If we set C =
(
0 1
−1 0
)
, then the diagram (16) becomes commutative. Therefore ρ is
τ-equivariant. 
Remark 6.8. Lemma 6.7 does not hold for 3–fold branched covers of S 3. As shown below,
for the trefoil knot in S 3 there exists an abelian representation of π1(Σ3) which is not τ-
equivariant.
Proposition 6.9. Let K be the left hand trefoil knot in S 3. The set Rab(Σ3) is not contained
in Rτ(Σ3).
To show Proposition 6.9, we consider regular Seifert surface S of the left hand trefoil
depicted in Figure 4. We fix a spine of S as in Figure 4. Then the Seifert matrix is given
by the following matrix
Q =
(
1 0
−1 1
)
.
Now we consider the Heegaard splitting S 3 \ N(S ) ∪ N(S ) associated to S as in Figure 5.
Each attaching circle of 2-handles intersects with the boundaries of meridian disks of 1-
handles at only one point in this Heegaard splitting. In this setting, the boundary operator
from CMorse2 (S 3;Z) to CMorse1 (S 3;Z) is expressed as the identity matrix (see Remark 3.8).
The relations in the Lin presentation for S are given by
α1 = x1x
−1
2 , α2 = x2, β1 = x1, β2 = x
−1
1 x2.
Hence, by Lemma 3.13, a presentation of π1(Σ3) is given by
〈x˜1, x˜2, τ(x˜1), τ(x˜2), τ2(x˜1), τ2(x˜2), | α˜(k)1 = β˜(k−1)1 , α˜(k)2 = β˜(k−1)2 (k mod 3)〉.
This presentation is reduced as
〈x˜1, x˜2 | x˜1 x˜−12 = x˜2 x˜1, x˜2 x˜1 = x˜−11 x˜2〉.
About another method to obtain this presentation, for example see [Rol90, Chapter 10].
Proof of Proposition 6.9. By Lemma 3.13, the homology group H1(Σ3;Z) is presented as
Z
6 A−→ Z6 → H1(Σ3;Z),
where
A =

tQ −Q 0
0 tQ −Q
−Q 0 tQ
 .
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Figure 4. The regular Seifert surface of the trefoil knot
Figure 5. Heegaard splitting of S 3 associated to S
If we set {
ρ(x˜1) = 1, ρ(τ(x˜1)) = −1, ρ(τ2(x˜1)) = −1,
ρ(x˜2) = −1, ρ(τ(x˜2)) = 1, ρ(τ2(x˜2)) = −1,
then this correspondence defines an abelian representation of π1(Σ3). Since the trace of
ρ(x˜1) is not equal to that of ρ(τ(x˜1)), there does not exist any SL2(C)-element such that the
diagram (16) commutes. 
7. Applications
In the previous section, we have investigated the correspondence Φ̂ between S 0(EK) and
X(B2)τ. In particular, Lemma 6.7 shows that Rab(B2) ⊂ Rτ(B2). In this section, we look
into surjectivity of Φ̂ : S 0(EK) → X(B2) for two–bridge knots and pretzel knots of type
(p, q, r). Namely, we show that Rτ(B2) contains all SL2(C)-representations R(B2).
As regards two–bridge knots, it is well-known that the two–fold branched cover B2
along a two–bridge knot is a 3-dimensional lens space. Since the fundamental group of a
lens space is cyclic, the SL2(C)-representation space for a lens space consists entirely of
abelian representations. By Theorem 6.3 and Proposition 6.2, the slice S 0(EK) consists
of metabelian characters of π1(EK). It is known that the order of H1(B2;Z) is given by
|∆K(−1)|. Thus we have proved the following Lemma, which follows originally from the
proof of Theorem 1.3 in [Nag07].
Lemma 7.1. For a two–bridge knot K, the slice S 0(EK) coincides with the fixed point set
S 0(EK )̂ι and it can be identified with the set of ((|∆K(−1)| − 1)/2 + 1) conjugacy classes of
the SL2(C)-metabelian representations of π1(EK).
Remark 7.2. We do not have to consider reducible and non–abelian representations in
Lemma 7.1 since there exist no such representations in R0(EK). This is due to Remark 4.11.
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Another way of stating Lemma 7.1 is to say that if B2 is a lens space, then the slice
S 0(EK) coincides with the fixed point set S 0(EK )̂ι. This means that the difference S 0(EK) \
S 0(EK )̂ι is an obstruction for B2 to be a lens space and thus for K to be a two–bridge knot.
Theorem 7.3. If S 0(EK) \ S 0(EK )̂ι , ∅, then B2 is not a lens space. In particular, K is not
a two–bridge knot.
Remark 7.4. The similar statement also holds for a knot in an integral homology 3–sphere.
Here we give explicit representatives in conjugacy classes of metabelian representa-
tions by using R. Riley’s construction [Ril84] and the correspondence Φ. We choose the
following presentation of a two–bridge knot group as
〈x, y |wx = yw〉,
where the meridians x and y are depicted in Figure 6 and w is a word in x and y. We will
show the following theorem.
Theorem 7.5. Let K be a two–bridge knot and p the determinant of K, i.e., p = |∆K(−1)|.
Then the slice S 0(EK) is identified with the following set of conjugacy classes of SL2(C)-
representations: { [
ρk
] ∣∣∣ k = 1, . . . , (p − 1)/2} ∪ {[ϕ√−1]} ,
where the representation ρk is given by
x 7→
( √−1 −√−1
0 −
√
−1
)
, y 7→

√
−1 0
−
√
−1(ekπ
√
−1/p − e−kπ
√
−1/p)2 −√−1

and ϕ√−1 is the abelian representation given by
ϕ√−1(µ) =
( √−1 0
0 −
√
−1
)
.
Riley had shown a construction of non-abelian SL2(C)-representations of two–bridge
knot groups in [Ril84] by using a polynomial equation φK(t, u) = 0. His construction gives
every representative in each conjugacy class of a non-abelian representation. Note that the
irreducible metabelian representations are given by using roots of φK(−1, u) = 0. We also
obtain the next statement about φK(−1, u).
Theorem 7.6. We keep notations in Theorem 7.5. The polynomial φK(−1, u) has distinct
(p−1)/2 roots {(ekπ
√
−1/p−e−kπ
√
−1/p)2 | k = 1, . . . , (p−1)/2}. Namely, φK(−1, u) is expressed
as
φK(−1, u) = (−1)(p−1)/2
(p−1)/2∏
k=1
{
u − (ekπ
√
−1/p − e−kπ
√
−1/p)2
}
.
Note that a generator of π1(B2) in S 3 is illustrated as in Figure 6 (for details about the
generator, see [BZ03, Chapter 12]).
Proof of Theorem 7.5. We focus on the non-abelian part in S 0(EK). By Theorem 1 in
[Ril84], every conjugacy class of non-abelian SL2(C)-representations has a representative
such that :
ρ(x) =
( √
t 1/
√
t
0 1/
√
t
)
, ρ(y) =
( √
t 0
−u√t 1/√t
)
,
where t and u satisfy the equation that φK(t, u) = 0. We now consider the case that t = −1
to describe elements in S 0(EK). We can take a generator γ of the cyclic group π1(B2) so
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Figure 6. The image of a generator γ of π1(B2)
that p∗(γ) = xy−1 holds. The image of the homology class [γ] by p∗ is null–homologous.
Then Φ(ρ)(γ) is expressed as follows:
Φ(ρ)(γ) =
(√
−1
)p∗[γ] · ρ(p∗(γ))
= ρ(xy−1)
=
(
u + 1 1
u 1
)
.
By Theorem 6.3, the representationΦ(ρ) is abelian. Every abelian representation of π1(B2)
is determined by the eigenvalues for the generator γ. Since π1(B2) is the cyclic group with
order p, the matrix Φ(ρ)(γ) is conjugate to e2π
√
−1/p 0
0 e−2π
√
−1/p
 .
Comparing the traces of Φ(ρ)(γ) and the above diagonal matrix, we have that
u = (eπ
√
−1/p − e−π
√
−1/p)2.
Since Φ gives a one–to–one correspondence on metabelian characters, we can conclude
the statement. 
Proof of Theorem 7.6. If we fix a choice of square root of −1, the roots of φK(−1, u) corre-
spond to the representatives of non-abelian part in S 0(EK) by one–to–one. From [Ril84],
the highest degree of u in φK(t, u) is given by the determinant of K, i.e., p = |∆K(−1)|.
Moreover it follows from the proof of [Ril84, Lemma 2] that the coefficient of leading
term on u of φK(t, u) is equal to (−1)(p−1)/2. By the degree of u and Theorem 7.5, all roots
of φK(−1, u) are given preciously by (p − 1)/2 distinct real numbers:
{(ekπ
√
−1/p − e−kπ
√
−1/p)2 | k = 1, . . . , (p − 1)/2}.
This completes the proof. 
Example. Let K be the trefoil knot. Then φK(t, u) is given by u − t − t−1 + 1. The root of
φK(−1, u) is u = −3. The corresponding representation ρ is expressed as
ρ(x) =
( √−1 −√−1
0 −
√
−1
)
, ρ(y) =
( √−1 0
3
√
−1 −
√
−1
)
.
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Then the matrix Φ(ρ)(xy−1) is given by
( −2 1
−3 1
)
. By direct calculations, we can see that
Φ(ρ)(xy−1)3 = 1. Since |∆K(−1)| = 3, the formula in Theorem 7.6 turns into
u − (eπ
√
−1/3 − e−π
√
−1/3)2 = u + 3.
This polynomial coincides with φK(−1, u).
Lemma 7.1 and Theorem 6.3 show that the map Φ̂ is bijective for all two-bridge knots.
Moreover the following holds on the surjectivity of Φ̂.
Proposition 7.7. If K is a pretzel knot of type (p, q, r), then the map Φ̂ from S 0(EK) to
X(B2) is surjective.
The key to Proposition 7.7 is that the 2–fold branched cover B2 along a pretzel knot
of type (p, q, r) is the Brieskorn manifold of type (p, q, r). The fundamental group of this
Brieskorn manifold has a presentation with four generators s1, s2, s3 and h (a central ele-
ment) as that of a Seifert manifold (for more details, see [BZ03, Chapter 12] and [Sav02]).
In fact, it is more convenient to work with another set of generators t1 = s1, t2 = s1 s2
and h when we consider the induced action on the fundamental group by the covering
transformation. We use this idea to prove Proposition 7.7.
Proof. The character variety X(B2) is expressed as the union Xab(B2) ∪ Xirr(B2). We will
show that each part is contained in Im Φ̂. By Proposition 6.5, Xab(B2) is contained in Im Φ̂.
Hence it suffices to show that Xirr(B2) is contained in Im Φ̂. Since Im Φ̂ is X(B2)τ, we check
the inclusion Xirr(B2) ⊂ X(B2)τ. For χρ ∈ Xirr(B2), we have the following equivalence
relations:
τ∗(χρ) = χρ ⇔ χτ∗ρ = χρ
⇔ ρ con j∼ τ∗ρ
⇔ ρ ∈ Rτ(B2).
So, to complete the proof, it is enough to show that every irreducible representation is
τ-equivariant. The fundamental group π1(B2) has the following presentation:
〈s1, s2, s3, h | sp1h = 1, s
q
2h = 1, s
r
3h = 1, [si, h] = 1 (1 ≤ i ≤ 3), s1s2 s3 = 1〉.
The action of τ on the generators s1, s2, s3, h is expressed as follows:
τ : h 7→ h, s1 7→ s−11 , s2 7→ s1 s−12 s−11 , s3 7→ s1 s2 s−13 s−12 s−11 .
We set t1 and t2 as t1 = s1 and t2 = s1 s2. Then three elements h, t1 and t2 generate the
group π1(B2). For the new generators, the action of τ is expressed as
τ : h 7→ h, t1 7→ t−11 , t2 7→ t−12 .
Since ρ is irreducible, the image Im ρ is a non–abelian subgroup in SL2(C). Hence
the central element ρ(h) in Im ρ is ±1. By the relation tp1 h = 1, the matrix ρ(t1) has a
finite order, in particular it is hyperbolic. By taking conjugation, we can suppose that the
irreducible representation ρ is given by
ρ(h) = ±1, ρ(t1) =
(
a 0
0 a−1
)
, ρ(t2) =
(
s t
u v
)
,
where ut , 0. We set a complex number δ as δ2 =
√−u/t. Moreover, taking a conjugate
by the matrix
(
δ 0
0 δ−1
)
, we can assume that ρ(t2) is given by
(
s t
−t v
)
at the beginning.
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For a unit quaternion k =
(
0
√
−1√
−1 0
)
, we have
kρ(h)k−1 = ρ(h), kρ(t1)k−1 = ρ(t1)−1, kρ(t2)k−1 = ρ(t2)−1.
Therefore it follows that τ∗ρ coincides with kρk−1, i.e., ρ is τ–equivariant. This completes
the proof. 
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