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1. Introduction and main results
Consider the ﬁrst-order Hamiltonian system
z˙ =J Hz(t, z) (HS)
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J :=
(
0 −I
I 0
)
,
and H ∈ C1(R × R2N ,R) is of the form
H(t, z) = −1
2
L(t)z · z + R(t, z)
where L(t) is a symmetric 2N×2N matrix depending continuously on t and R(t, z) satisﬁes Rz(t, z) =
o(|z|) as z → 0. A solution z of (HS) is a homoclinic orbit if z(t) ≡ 0 and z(t) → 0 as |t| → ∞. In this
paper we are interested in the existence and exponential decay of homoclinic orbits of (HS) when the
Hamiltonian depends explicitly but not periodically on t and grows superquadratically as |z| → ∞.
The existence and multiplicity of homoclinic orbits of (HS) have been studied extensively via mod-
ern variational methods in recent years in the cases when H(t, z) depends periodically on t , and is
either superquadratic or asymptotically quadratic as |z| → ∞. The ﬁrst to study the existence of ho-
moclinic orbits of (HS) by means of critical point theory were Coti-Zelati, Ekeland and Séré [6]. They
assumed that L is constant with 0 a hyperbolic point of the Hamiltonian operator A := −J ddt + L,
R(t, z) strictly convex in z and satisfying the Ambrosetti–Rabinowitz (superquadratic) growth condi-
tion. They proved the existence and multiplicity of homoclinic orbits of (HS). This result was deepened
in [18,19] when Séré established the existence of inﬁnitely many homoclinic orbits. Subsequently,
Hofer and Wysocki [14], using Fredholm operator theory and a linking argument, and Tanaka [23],
passing through a subharmonic approach, managed to remove the convexity assumption to get one
homoclinic orbit. Later variational methods with linking type arguments were used in [3,12] to show
the existence and multiplicity of homoclinic orbits of (HS) when L depend periodically on t and cer-
tain symmetries on R(t, z) are assumed for the multiplicity. See also [7] and [22] for a periodic setting
but with different nonlinearities, in particular asymptotically linear ones.
Without assumption of periodicity the problem is quite different in nature and there has not
been much work done up to now. In a recent paper [11] it was considered if R(t, z) is asymptot-
ically quadratic, roughly, R(t, z) ∼ |z|2, as |z| → ∞, and certain existence and multiplicity results
were obtained. An interesting problem of existence of homoclinic orbits to (HS) with nonperiodic su-
perquadratic Hamiltonians was left open so far. The present paper is ﬁrstly devoted to studying such
a case. In addition, we also prove the exponential decay of the homoclinic orbits, which seems not to
have been considered in the literature.
In the following, for convenience, any real function U (t) will be regarded as the symmetric matrix
U (t)I2N . For two given symmetric real matrix functions L1(t) and L2(t), we write L1(t) < L2(t) if and
only if
max
ξ∈R2N , |ξ |=1
(
L1(t) − L2(t)
)
ξ · ξ < 0.
Deﬁne similarly L1(t) L2(t). We denote L(∞) := lim|t|→∞ L(t) when it exists. If σ(J L(∞))∩ iR = ∅
we set μ− :=max{μ < 0: σ(J (L(∞)+μ))∩ iR = ∅}, μ+ :=min{μ > 0: σ(J (L(∞)+μ))∩ iR = ∅}
and μ∞ :=min{−μ−,μ+}. Writing
EL(t) :=
(
J L(t)
)2 −J L˙(t)
where L˙(t) = dL(t)/dt , L will be said to be real positive deﬁnite if there is τ > 0 such that
min
{λ(t): λ(t) ∈ σ (EL(t))} τ
for all t ∈ R, where a denotes the real part of a ∈ C.
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(L0) L(∞) exists, σ(J L(∞)) ∩ iR = ∅ and L(t) L(∞) < μ∞ for all t;
(R1) Rz(t, z) = r(t, |z|)z where r : R × R+ → R with r(t, s) 0, r(t, s) = o(s) as s → 0 uniformly in t ,
and there exist p > 2, c1 > 0 such that r(t, s) c1(1+ sp−2);
(R2) there is μ > 2 such that 0 < μR(t, z) Rz(t, z)z if z = 0;
(R3) there is r∞ ∈ C1(R+,R+) with r′∞(s) > 0 for s > 0 such that r(t, s) → r∞(s) as |t| → ∞ uni-
formly on bounded sets of s, and r∞(s) r(t, s) for all (t, s).
For a solution z of (HS), we denote the associated action integral by
Φ(z) := −
∫
R
(
1
2
J z˙ · z + H(t, z)
)
dt.
Setting
cmin := inf
{
Φ(z): z = 0 is a solution of (HS)},
a solution z0 = 0 with Φ(z0) = cmin is said to be a least action solution. Let Smin denote the set of all
least action solutions of (HS).
Theorem 1.1. Let (L0) and (R1)–(R3) be satisﬁed. Then
(i) (HS) has at least one least action solution;
(ii) Smin is compact in H1(R,R2N );
(iii) if, in addition, L ∈ W 1,∞ is real positive deﬁnite, r ∈ C1 satisﬁes ∂tr(t, s) → 0 and rs(t, s)s → 0 as s → 0
uniformly in t, then there exist C, c > 0 such that
∣∣z(t)∣∣ C exp(−c|t|) for all t ∈ R, z ∈ Smin.
A simple example of a matrix function satisfying (L0) is the matrix function
L(t) =
(
α(t) 0
0 −β(t)
)
with α(t) ↗ α0, β(t) ↘ β0, α0β0 > 0
and
α0 − α(t) < min
{|α0|, |β0|}, β(t) − β0 < min{|α0|, |β0|}
for all t . Moreover, it is real positive deﬁnite if α(t)β(t) τ for some τ > 0 and all t ∈ R.
Theorem 1.1 applies in particular to the following special problem
−J z˙ + L(t)z = q(t)|z|p−2z (1)
with p > 2 and q(t) satisfying
(q0) q ∈ C(R,R), q(t) q0 > 0 for all t where q0 := lim|t|→∞ q(t).
Corollary 1.2. Assume (L0), (q0) and p > 2. Then (1) has at least one homoclinic orbit and Smin is compact in
H1(R,R2N ). If moreover L ∈ W 1,∞ is real positive deﬁnite, and q ∈ W 1,∞ , then there exist C, c > 0 such that
|z(t)| C exp(−c|t|) for all t ∈ R, z ∈ Smin .
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(S0) R(t, z) 0 and Rz(t, z) = o(|z|) as z → 0 uniformly in t;
(S1) R(t, z)|z|−2 → ∞ as |z| → ∞ uniformly in t;
(S2) inft∈R R˜(t, z) > 0 if z = 0, and there exist r1, c1 > 0, ν > 1 such that |Rz(t, z)|ν  c1 R˜(t, z)|z|ν if
|z| r1;
(S3) there is R∞ ∈ C2(R2N ,R) with R∞(0) = 0 and R ′∞(z) = o(|z|) as z → 0 such that R(t, z) 
R∞(z) and
(1) Rz(t, z) → R ′∞(z) as |t| → ∞ uniformly in bounded sets of z;
(2) R ′∞(x)(x+ 2y) R ′′∞(x)(x+ y) · (x+ y) for all x, y ∈ R2N .
Here, R˜(t, z) := 12 Rz(t, z)z− R(t, z), R ′∞(z) := ∇R∞(z) and R˜∞(z) := 12 R ′∞(z)z− R∞(z). The conditions
(S1)–(S2) are indeed weaker than the condition (R2), a kind of the so-called Ambrosetti–Rabinowitz
conditions, see e.g. [9,10].
Theorem 1.3. Let (L0) and (S0)–(S3) be satisﬁed. Then
(i) (HS) has at least one least action solution;
(ii) Smin is compact in H1(R,R2N );
(iii) if in addition L ∈ W 1,∞ is real positive deﬁnite, and both ∂t R(t, z) = o(|z|) and Rzz(t, z) = o(|z|) as
z → 0 uniformly in t, then there exist C, c > 0 such that
∣∣z(t)∣∣ C exp(−c|t|) for all t ∈ R, z ∈ Smin.
It is easy to see that assumptions (R1)–(R3) imply the ones (S0)–(S3). In fact, assuming (R1)–(R3)
are satisﬁed, it is clear that (S0) holds. By (R2),
R(t, z) c1|z|μ if |z| 1, (2)
hence we get (S1). Using (R2) again, we have
R˜(t, z) μ− 2
2
R(t, z).
Noting that by (R3)
R(t, z) =
|z|∫
0
r(t, s)s ds
|z|∫
0
r∞(s)s ds = R∞(z) > 0
if z = 0, one sees inft∈R R˜(t, z) > 0 if z = 0. Letting ν := p/(p−2), it is clear that ν > 1 because p > 2.
By (R1), for |z| 1, r(t, |z|) a1|z|p−2, so r(t, |z|)ν−1  a2|z|2 and consequently
( |Rz(t, z)|
|z|
)ν
= r(t, |z|)ν  a2r(t, |z|)|z|2  a2 R˜(t, z).
(S2) is checked. Finally, (S3) is obvious.
As an example, Theorem 1.3 applies to the following problem
−J z˙ + L(t)z = q(t) ln(1+ |z|)z. (3)
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pact in H1(R,R2N ). If moreover L ∈ W 1,∞ is real positive deﬁnite, and q ∈ W 1,∞ , then there exist C, c > 0
such that |z(t)| C exp(−c|t|) for all t ∈ R, z ∈ Smin .
In fact, the nonlinearity
R(t, z) = 1
2
q(t)
((|z|2 − 1) ln(1+ |z|)+
(
1− |z|
2
)
|z|
)
checks (S0)–(S3) (but does not satisfy (R1)–(R3)).
Our argument is variational, which can be outlined as follows. The solutions of (HS) are obtained
as critical points of the action functional Φ on the space H1/2(R,R2N). The functional Φ possesses
the linking structure, however it does not satisfy the Palais–Smale condition in general. Thus we
consider certain auxiliary problem related to the “limit equation” of (HS) which is autonomous and
whose least action solutions with least energy Cˆ are known. It will be proved that Φ satisﬁes the
Cerami condition (C)c at all levels c < Cˆ . We then show that the minimax value cmin based on the
linking structure of Φ satisﬁes 0 < cmin < Cˆ via a recent critical point theorem and obtain ﬁnally
the solutions. The paper is organized as follows. In Section 2 we formulate the variational setting and
recall some critical point theorems required. We then in Section 3 discuss the least action solutions
of the associated limit equation and characterize the least energy in three versions. In Section 4 we
complete the proof of Theorem 1.3.
2. The variational setting
In what follows by | · |q we denote the usual Lq-norm, and (·,·)2 the usual L2-inner product.
Let A0 = −J ddt + L(∞) and A = −J ddt + L denote the self-adjoint operators on L2(R,R2N ) with
domains D(A0) = D(A) = H1(R,R2N ). Let σ(·) and σc(·) denote spectrum and continuous spectrum.
Setting
Lr(t) := L(∞) − L(t) and μr :=max
t∈R
max|ξ |=1 Lr(t)ξ · ξ,
it follows from (L0) that
0 < μr < μ∞. (4)
Lemma 2.1. One has
(1) σ(A0) = σc(A0) ⊂ R \ (−μ∞,μ∞);
(2) σ(A) ⊂ R \ (μr −μ∞,μ∞ −μr).
Proof. (1) See [12] and [21].
We now check (2). By (1) and (4) we have
|Az|2 =
∣∣(A0 + (L − L(∞)))z∣∣2  |A0z|2 −
∣∣(L − L(∞))z∣∣2
μ∞|z|2 −μr |z|2 = (μ∞ −μr)|z|2,
thus, σ(A) ⊂ R \ (−(μ∞ −μr),μ∞ −μr). 
It follows from (1) of Lemma 2.1 that the space L2 possesses the orthogonal decomposition:
L2 = L− ⊕ L+, u = u− + u+
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absolute, |A0|1/2 the squared root, and take E = D(|A0|1/2). E is a Hilbert space equipped with the
inner product
(u, v) = (|A0|1/2u, |A0|1/2v)2
and the induced norm ‖u‖ = (u,u)1/2. E possesses the following decomposition
E = E− ⊕ E+ with E± = E ∩ L±,
orthogonal with respect to both (·,·)2 and (·,·) inner products.
The following lemma can be found in [5] or [9].
Lemma 2.2. E embeds continuously into H1/2(R,R2N ), hence, E embeds continuously into Lq and compactly
into Lqloc for all q ∈ [2,∞).
Assuming (L0) and (S0)–(S3) are satisﬁed, we deﬁne on E the following functional
Φ(u) = 1
2
(∥∥u+∥∥2 − ‖u−‖2)− 1
2
∫
R3
Lr(t)u · u − Ψ (u) (5)
for all u = u− + u+ ∈ E , where
Ψ (u) :=
∫
R
R(t,u).
Then Φ ∈ C1(E,R) and a standard argument shows that critical points of Φ are solutions of (HS).
Using the spectrum decomposition of A one may give Φ another representation as follows. Note
that, by Lemma 2.1, E = D(|A|1/2) with the equivalent inner product
(u, v)L :=
(|A|1/2u, |A|1/2v)2
and norm ‖u‖L := (u,u)1/2L . Then as above there is a decomposition
E = E−L ⊕ E+L
with
∥∥u±∥∥2L  (μ∞ −μr)
∣∣u±∣∣22 for all u± ∈ E±L . (6)
Now Φ can be represented as
Φ(u) = 1
2
(∥∥u+∥∥2L − ‖u−‖2L)− Ψ (u) (7)
for all u = u− + u+ ∈ E−L ⊕ E+L .
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∣∣Φ(u)∣∣ C1 and |u|2  C2,
then for any q 2,
u ∈ W 1,q(R,R2N) and ‖u‖W 1,q Λq
where Λq depends only on C1,C2, p and q.
Proof. The proof is a standard bootstrap argument (see, e.g., [13, Proposition 3.2], or [4, Lemma 4.7]
for the iterative steps), so the details are omitted here. 
In order to ﬁnd critical points of Φ we will use the following abstract theorem which is taken
from [5,9].
Let E be a Banach space with direct sum decomposition E = X ⊕ Y , u = x + y and corre-
sponding projections P X , PY onto X, Y , respectively. For a functional Φ ∈ C1(E,R) we write Φa =
{u ∈ E: Φ(u) a}. Recall that a sequence (un) ⊂ E is said to be a (C)c-sequence (resp. (PS)c-sequence)
if Φ(un) → c and (1 + ‖un‖)Φ ′(un) → 0 (resp. Φ ′(un) → 0). Φ is said to satisfy the (C)c-condition
(resp. (PS)c-condition) if any (C)c-sequence (resp. (PS)c-sequence) has a convergent subsequence.
Now we assume that X is separable and reﬂexive, and we ﬁx a countable dense subset S ⊂ X∗ .
For each s ∈ S there is a semi-norm on E deﬁned by
ps : E → R, ps(u) =
∣∣s(x)∣∣+ ‖y‖ for u = x+ y ∈ X ⊕ Y .
We denote by TS the induced topology. Let w∗ denote the weak*-topology on E∗ . Suppose:
(Φ0) There exists ζ > 0 such that ‖u‖ < ζ‖PY u‖ for all u ∈ Φ0.
(Φ1) For any c ∈ R, Φc is TS -closed, and Φ ′ : (Φc,TS ) → (E∗,w∗) is continuous.
(Φ2) There exists ρ > 0 with κ := infΦ(SρY ) > 0 where SρY := {u ∈ Y : ‖u‖ = ρ}.
The following theorem is a special case of [5, Theorem 3.4]; see also [9, Theorem 4.3] and [15].
Theorem 2.4. Let (Φ0)–(Φ2) be satisﬁed and suppose there are R > ρ > 0 and e ∈ Y with ‖e‖ = 1 such
that supΦ(∂Q )  κ where Q = {u = x + te: x ∈ X, t  0, ‖u‖ < R}. Then Φ has a (C)c-sequence with
κ  c  supΦ(Q ).
The following lemma is useful to verify (Φ1) (see [5] or [9]).
Lemma 2.5. Suppose Φ ∈ C1(E,R) is of the form
Φ(u) = 1
2
(‖y‖2 − ‖x‖2)− Ψ (u) for u = x+ y ∈ E = X ⊕ Y
such that
(i) Ψ ∈ C1(E,R) is bounded from below;
(ii) Ψ : (E,Tw) → R is sequentially lower semicontinuous, that is, un ⇀ u in E implies Ψ (u) 
lim infΨ (un);
(iii) Ψ ′ : (E,Tw) → (E∗,Tw∗ ) is sequentially continuous;
(iv) ν : E → R, ν(u) = ‖u‖2 , is C1 and ν ′ : (E,Tw) → (E∗,Tw∗) is sequentially continuous.
Then Φ satisﬁes (Φ1).
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In this section we study the following autonomous equation
⎧⎨
⎩−J
d
dt
u + L(∞)u = R ′∞(u),
u(t) → 0 as |t| → ∞,
(8)
where R∞ is the function from assumption (S3).
By virtue of (S0)–(S3) we have ﬁrstly the following lemma.
Lemma 3.1. The limit R∞ possesses the following properties.
1◦ R∞(0) = 0, R∞(z) > 0 if z = 0, and R ′∞(z) = o(|z|) as z → 0.
2◦ R∞(z)|z|−2 → ∞ as |z| → ∞.
3◦ R˜∞(z) > 0 if z = 0, and |R ′∞(z)|ν  c1 R˜∞(z)|z|ν if |z| r1 .
4◦ R∞ is strictly convex in R2N \ {0}.
Proof. Both R∞(0) = 0 and R ′∞(z) = o(|z|) as z → 0 are assumed in (S3). By (S2) one has R˜(t, z) 0
which, together with (S0), implies that 12 Rz(t, z)z  R(t, z) 0, hence R(t,0) = 0. Since R˜(t, z) > 0 if
z = 0, we see that R(t, z) = ∫ 10 Rz(t, θ z)z dθ > 0 if z = 0. Observe that
0 R(t, z) − R∞(z) =
∫
R
(
Rz(t, θ z) − R ′∞(θ z)
)
z dθ,
it follows from (S3) that R(t, z) → R∞(z) as |t| → ∞ uniformly in bounded sets of z. This, jointly
with that inft R˜(t, z) > 0 if z = 0, implies
R˜∞(z) > 0 if z = 0, (9)
hence R ′∞(z)z > 0 and
R∞(z) =
1∫
0
R ′∞(θ z)z dθ > 0 if z = 0,
which shows 1◦ .
By (S1), for any M > 0 there is bM > 0 such that R(t, z)|z|−2  M whenever |z| bM . Observe that
R∞(z)
|z|2 =
R∞(z) − R(t, z)
|z|2 +
R(t, z)
|z|2
 R∞(z) − R(t, z)|z|2 + M
for all |z| bM . Letting |t| → ∞ we get R∞(z)|z|−2  M for all |z| bM , proving 2◦ .
Note that by (S2) for all |z| r1,
|R ′∞(z)|
|z| 
|R ′∞(z) − Rz(t, z)|
|z| +
|Rz(t, z)|
|z|
 |R
′∞(z) − Rz(t, z)| + c1/ν1 R˜(t, z)1/ν .|z|
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|R ′∞(z)|
|z|  c
1/ν
1 R˜∞(z)
1/ν .
This, jointly with (9), veriﬁes 3◦ .
Finally, by (9) again, R ′∞(z)z > 0. Using (2) of (S3) with x = 0, y = 0 one gets R ′′(x)x · x 
R ′∞(x)x > 0, proving 4◦ . 
As a consequence one sees easily that, for any ε > 0 there is Cε > 0 satisfying
|R ′∞(u)|
|u|  ε + Cε R˜∞(u)
1/ν (10)
for all u = 0, and, given an arbitrarily ﬁxed p  2ν/(ν − 2),
∣∣R ′∞(u)∣∣ ε|u| + Cε|u|p−1 and R∞(u) ε|u|2 + Cε|u|p (11)
for all u.
Setting
Ψ∞(u) :=
∫
R
R∞(u),
deﬁne the functional
F (u) := 1
2
∥∥u+∥∥2 − 1
2
‖u−‖2 − Ψ∞(u)
for u = u− + u+ ∈ E− ⊕ E+ . It follows from the assumption on R∞ that F ∈ C1(E,R) and its critical
points are solutions of (8). Moreover, by Lemmas 2.2 and 3.1, as well as (11) it is not diﬃcult to verify
the following (see, e.g., [9–11])
Lemma 3.2. F possesses the properties:
(1) Ψ∞ is weakly sequentially lower semicontinuous and F ′ is weakly sequentially continuous;
(2) for any ﬁnite dimensional subspace Z ⊂ E+ ,
F (u) → −∞ as u ∈ E− ⊕ Z , ‖u‖ → ∞;
(3) there are ρ > 0 and κ > 0 such that
F |Bρ∩E+  0 and F |∂Bρ∩E+  κ.
Lemma 3.3. Let (u j) be a (C)c-sequence for F . Then it is bounded and c  0. Moreover, there is a subsequence
denoted again by (u j) satisfying u j ⇀ u ∈ K, F (u j − u) → c − F (u) and F ′(u j − u) → 0.
Proof. Firstly, with Lemma 3.1, an argument of [9, Lemma 5.1] concludes that (u j) is bounded.
Next, by 3◦ of Lemma 3.1, it holds that
F (u j) − 12 F
′(u j)u j =
∫
R
R˜∞(u j) 0.
Taking the limit yields c  0.
Finally, the argument of [9, Lemma 5.2] shows that F (u j − u) → c − F (u) and F ′(u j − u) → 0. 
2838 Y. Ding, C. Lee / J. Differential Equations 246 (2009) 2829–2848Let Kˆ := {u ∈ E: F ′(u) = 0} be the critical set of F .
Lemma 3.4. Kˆ \ {0} = ∅, Kˆ ⊂⋂q2 W 1,q,
Cˆ := inf{F (u): u ∈ Kˆ \ {0}}> 0
and is attained.
Proof. Setting X = E− and Y = E+ one has E = X ⊕ Y . Fix arbitrarily ζ > √2. Since R∞(u)  0, if
u ∈ F0 one has
0 1
2
∥∥u+∥∥2 − 1
2
‖u−‖2 −
∫
R
R∞(u)
1
2
∥∥u+∥∥2 − 1
2
‖u−‖2
which implies ‖u−‖2  ‖u+‖2, hence ‖u‖ < ζ‖u+‖, that is, F veriﬁes (Φ0). Lemma 3.2(3) is nothing
but (Φ2). By virtue of Lemma 2.5 it follows from Lemma 3.2(1) that (Φ1) holds. Let e ∈ E+ with
‖e‖ = 1. Noting that R∞(u) 0, it follows from Lemma 3.2(2) that there is R > ρ such that F |∂Q  0
where
Q = {u = u− + se: u− ∈ E−, s 0, ‖u‖ R}.
Now it follows from Theorem 2.4 that there is a (C)c-sequence (u j) for F with κ  c  sup F (Q ).
By Lemma 3.3 one sees that (u j) is bounded in E . By the concentration principle [16], a standard
argument shows that (u j) is non-vanishing, that is, there exist γ ,η > 0 and (a j) ⊂ R such that
limsup j→∞
∫ a j+γ
a j−γ |u j |2  η. Set v j := a j ∗ u j , where and later
(a ∗ u)(t) := u(t + a) for all t ∈ R.
It follows from the invariance of the norm and of the functional under the ∗-action that ‖v j‖ =
‖u j‖ C and Φ(v j) → c  κ , Φ ′(v j) → 0. Therefore v j ⇀ v in E with v = 0 and Φ ′(v) = 0, that is,
v is a nontrivial solution of (8), therefore
Kˆ \ {0} = ∅.
As in Lemma 2.3 one sees that Kˆ ⊂ W 1,q for all q 2.
If u ∈ Kˆ, one has
F (u) = F (u) − 1
2
F ′(u)u =
∫
R
R˜∞(u) 0.
For proving Cˆ > 0, assume by contradiction that Cˆ = 0. Let u j ∈ Kˆ \ {0} be such that F (u j) → 0. Then
(u j) is a (C)0-sequence, hence is bounded by Lemma 3.3. We can suppose u j ⇀ u ∈ Kˆ. Then
F (u j) =
∫
R
R˜∞(u j) → 0.
By (10) and using Hölder inequality (1/ν + 1/ν ′ = 1, ν = p/(p − 2)), one sees that for any ε > 0,
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∫
R
R ′∞(u j)
(
u+j − u−j
)
 ε|u j |22 + cε
∫
R
R˜∞(u j)1/ν |u j |
∣∣u+j − u−j ∣∣
 ε|u j |22 + c1cε
( ∫
R
R˜∞(u j)
)1/ν
|u j|2p
 c2ε‖u j‖2 + c3cε F (u j)1/ν‖u j‖2
hence 1 c2ε + o(1), a contradiction.
Finally we show that there is u ∈ Kˆ with F (u) = Cˆ . Let u j ∈ Kˆ \ {0} be such that F (u j) → Cˆ . Then,
as before, (u j) is bounded, and by applying the concentration principle one may assume u j ⇀ u ∈
Kˆ \ {0}. Now
Cˆ = lim
j→∞
F (u j) = lim
j→∞
∫
R
R˜∞(u j)
∫
R
R˜∞(u) = F (u) Cˆ,
that is, F (u) = Cˆ . 
Following Ackermann [1], for ﬁxed u ∈ E+ , we introduce the functional φu : E− → R by
φu(v) := F (u + v) = 1
2
(‖u‖2 − ‖v‖2)− Ψ∞(u + v).
One has
φ′′u (v)[w,w] = −‖w‖2 − Ψ ′′∞(u + v)[w,w]
= −‖w‖2 −
∫
R
R ′′∞(u + v)w · w
for all v,w ∈ E− , which implies that φu(·) is strictly concave. Moreover
φu(v)
1
2
(‖u‖2 − ‖v‖2)→ −∞ as ‖v‖ → ∞.
Plainly, φu is weak sequential upper semicontinuous. Thus there is a unique strict maximum point
h(u) for φu(·), which is also the only critical point of φu on E− and satisﬁes:
v = h(u) ⇔ F (u + v) < F (u + h(u)), (12)
(
h(u),w
)+
∫
R
R ′∞
(
u + h(u))w = 0 (13)
for all u ∈ E+ and v,w ∈ E− .
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Lemma 3.5. There hold the following:
(i) h is R-invariant, i.e., h(a ∗ u) = h(u) for all a ∈ R;
(ii) h ∈ C1(E+, E−) and h(0) = 0;
(iii) h is a bounded map;
(iv) if un ⇀ u in E+ , then h(un) − h(un − u) → h(u) and h(un) ⇀ h(u). The same is true for |h(u)|22 .
Now we deﬁne the reduce functional I : E+ → R by
I(u) := F (u + h(u))= 1
2
‖u‖2 − 1
2
∥∥h(u)∥∥2 − Ψ∞(u + h(u)).
Then critical points of I and F are in one to one correspondence via the injective map u → u + h(u)
from E+ into E , that is, letting
Kˆ+ := {u ∈ E+: I ′(u) = 0},
one has
Kˆ = {u + h(u): u ∈ Kˆ+}.
In particular,
Cˆ = inf{I(u): u ∈ Kˆ+ \ {0}}. (14)
Lemma 3.6. If (u j) ⊂ E+ is a (C)c-sequence for I , then v j := u j + h(u j) ∈ E is a (C)c-sequence for F .
Additionally, along a subsequence, u j ⇀ u ∈ Kˆ+ , I(u j − u) → c − I(u) and I ′(u j − u) → 0.
Proof. It is clear by deﬁnition that
F (v j) = F
(
u j + h(u j)
)= I(u j) → c.
Note that
1
2
∥∥h(u j)∥∥2 = 12‖u‖2 − Ψ∞(v j) − F (v j)
and, by (13), for any w = w− + w+ ∈ E
F ′(v j)w =
(
u j,w
+)− (h(u j),w−)−
∫
R
R ′∞(v j)w−
∫
R
R ′∞(v j)w+
= (u j,w+)−
∫
R
R ′∞(v j)w+
= I ′(u j)w+.
Thus (1+ ‖v j‖)F ′(v j) → 0. The last conclusion follows from Lemmas 3.3 and 3.5. 
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Lemma 3.7. I possesses the mountain pass geometry:
(1) there is ρ > 0 such that inf I(E+ ∩ ∂Bρ) > 0;
(2) for any ﬁnite dimensional subspace X ⊂ E+ , I(u) → −∞ as u ∈ X, ‖u‖ → ∞.
Below we set
N + := {u ∈ E+ \ {0}: I ′(u)u = 0}.
Lemma 3.8. For each u ∈ E+ \ {0}, there is a unique s = s(u) > 0 such that su ∈ N + .
Proof. See [1]. Let ∇ be the gradient corresponding to the inner product (·,·). Observe that
∇ I(u) = ∇ F (u + h(u))= P+∇ F (u + h(u))
and
∇2 I(u) = ∇2F (u + h(u))(I + h′(u))= P+∇2F (u + h(u))(I + h′(u))
where P± : E → E± denote the orthogonal projectors. Fix z ∈ E+ \ {0} with I ′(z)z = 0 and set
u = z + h(z) and v = h′(z)z − h(z) ∈ E− . Then u = 0 and we get
I ′′(z)[z, z] = (∇2 I(z)z, z)
= (∇2F (u)[z + h′(z)z], z + h′(z)z)
= (∇2F (u)[u + v],u + v)
= (∇2F (u)u,u)+ 2(∇2F (u)u, v)+ (∇2F (u)v, v)
= ∥∥u+∥∥2 − ‖u−‖2 − (∇2Ψ∞(u)u,u)
+ 2(u+ − u− − ∇2Ψ∞(u)u, v)+ (−v − ∇2Ψ∞(u)v, v)
= (∇Ψ∞(u) − ∇2Ψ∞(u)u,u)+ 2(∇Ψ∞(u) − ∇2Ψ∞(u)u, v)
− (∇2Ψ∞(u)v, v)− ‖v‖2
= (Ψ ′∞(u)u − Ψ ′′∞(u)[u,u])+ 2(Ψ ′∞(u)v − Ψ ′′∞(u)[u, v])
− Ψ ′′∞(u)[v, v] − ‖v‖2
= −
∫
R
(
R ′′∞(u)(u + v)(u + v) − R ′∞(u)(u + 2v)
)− ‖v‖2
< 0. (15)
For each u ∈ E+ \ {0}, letting f (s) = I(su) one has f (0) = 0, f (s) > 0 for s > 0 suﬃciently small,
and f (s) → −∞ as s → ∞ by Lemma 3.7. Thus there is s(u) > 0 such that
I
(
s(u)u
)= sup
s0
I(su).
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dI(su)
ds
∣∣∣
s=s(u) = I
′(s(u)u)u = 1
s(u)
I ′
(
s(u)u
)(
s(u)u
)= 0
and consequently by (15)
I ′′
(
s(u)u
)(
s(u)u
)
< 0.
One sees that such s(u) > 0 is unique. 
Set
b1 := inf
{
I(u): u ∈ N +},
b2 := inf
γ∈Γ maxs∈[0,1] I
(
γ (s)
)
,
where
Γ := {γ ∈ C([0,1], E): γ (0) = 0, I(γ (1))< 0}.
Lemma 3.9. Cˆ = b1 = b2 .
Proof. We check b1  Cˆ  b2  b1.
b1  Cˆ . This is true because Kˆ+ \ {0} ⊂ N + and (14) holds.
Cˆ  b2. Let u j ∈ E+ be a mountain pass sequence, that is, I(u j) → b2 and (1 + ‖u j‖)I ′(u j) → 0.
It follows from Lemma 3.6 that, along a subsequence, u j ⇀ u ∈ Kˆ+ with I(u j − u) → b2 − I(u)  0,
consequently, Cˆ  b2.
b2  b1. Take U ∈ Kˆ+ with I(U ) = Cˆ , and deﬁne γ (s) := sU for s  0. Then since I ′(U ) = 0 one
has s(U ) = 1 (see Lemma 3.8). Then γ ∈ Γ and
b2  max
s∈[0,1] I
(
γ (s)
)= I(U ) = Cˆ .
The proof is completed. 
Let u0 ∈ E+ be such that I(u0) < 0, and set
Γ0 :=
{
γ ∈ C([0,1], E+): γ (0) = 0, γ (1) = u0},
b0 := inf
γ∈Γ0
max
s∈[0,1] I
(
γ (s)
)
.
Lemma 3.10. There holds b0 = b2 .
Proof. Since Γ0 ⊂ Γ it is clear that b2  b0. Let γ ∈ Γ . Then as before I(sγ (1)) and I(su0) are strictly
decreasing for s  1, and I(sγ (1)) → −∞, I(su0) → −∞ as s → ∞. Let (s) be a cure in the two-
dimensional subspace span{γ (1),u0} jointing γ (1) and u0 such that I((s)) < 0 for 1 s 2 (such a
cure exists because of Lemma 3.7(2)). Deﬁne γˆ (s) by γˆ (s) = γ (2s) for s ∈ [0,1/2] and γˆ (s) = (2s)
for s ∈ [1/2,1]. Then γˆ ∈ Γ0 and maxs∈[0,1] I(γˆ (s)) =maxs∈[0,1] I(γ (s)). Thus b0  b2. 
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sup
w∈Eu
F (w) = I(u).
Proof. For any w = v + su ∈ Eu , by (12),
F (w) = 1
2
‖su‖2 − 1
2
‖v‖2 −
∫
R
R∞(v + su)
 F
(
su + h(su))= I(su).
Thus since u ∈ N + ,
sup
w∈Eu
F (w) sup
s0
I(su) = I(u). 
4. Proof of the main result
We are now going to complete the proof of the main result.
Let K := {u ∈ E: Φ ′(u) = 0} be the critical set of Φ . Recall that
cmin := inf
{
Φ(u): u ∈ K \ {0}}
and
Smin :=
{
u ∈ K: Φ(u) = cmin
}
.
Observe that for each ε > 0 there is Cε > 0 such that
∣∣Rz(t, z)∣∣ ε|z| + Cε|z|p−1 (16)
and
R(t, z) ε|z|2 + Cε|z|p (17)
for all (t, z).
Now we study the functional Φ deﬁned by (5), or equivalently (7).
Lemma 4.1. Ψ is weakly sequentially lower semicontinuous and Φ ′ is weakly sequentially continuous.
Proof. The lemma follows easily in view of (16) and (17) because E embeds continuously into Lq for
q 2 and compactly into Lqloc(R,R2N ) for q 1 by Lemma 2.2 (see, e.g., [9] or [10]). 
Lemma 4.2. There exist r > 0 and ρ > 0 such that Φ|B+r (u)  0 and Φ|S+r  ρ where B+r = {u ∈ E+:‖u‖ r} and S+r = {u ∈ E+: ‖u‖ = r}.
Proof. Observe that, for u ∈ E+ ,
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2
‖u‖2 − 1
2
∫
R
Lr(t)u · u −
∫
R
R(t,u)
 1
2
‖u‖2 − 1
2
μr |u|22 −
∫
R
R(t,u)
 1
2
(
1− μr
μ∞
)
‖u‖2 −
∫
R
R(t,u).
The desired conclusion follows now from (4) and (17). 
Lemma 4.3. There is R > 0 such that, for any e ∈ E+ with ‖e‖ = 1 and Ee = E− ⊕ Re,
Φ(u) < 0 for all u ∈ Ee \ BR .
Proof. This follows from the following facts
Φ(u) = 1
2
(∥∥u+∥∥2 − ‖u−‖2)− 1
2
∫
R
Lr(t)uu −
∫
R3
R(t,u)
 1
2
(∥∥u+∥∥2 − ‖u−‖2)−
∫
R
R∞(u) = F (u),
and F satisﬁes the conclusion by Lemma 3.2. 
In particular, let U ∈ Kˆ with F (U ) = Cˆ . Set e ≡ U+ and Ee ≡ E− ⊕ Re.
Lemma 4.4.We have
d := sup{Φ(u): u ∈ Ee}< Cˆ .
Proof. Observe that by Lemma 4.2 and the linking property we have d ρ .
By (L0), Lr(t) > 0 and Φ(u) F (u) for all u = v + sU+ , and
F (u) = F (v + sU+) F (sU+ + h(sU+))= Cˆ,
hence d  Cˆ . Assume by contradiction that d = Cˆ . Let w j = v + s jU+ ∈ Ee be such that d − 1j 
Φ(w j) → d. It follows from Lemma 4.3 that w j is bounded and we can assume w j ⇀ w in E with
v j ⇀ v ∈ E− and s j → s. It is clear that s > 0 (otherwise there should appear the contradiction that
d = 0). Then
d − 1
j
Φ(w j) F (w j) − 12
∫
R
Lr(t)w jw j
 Cˆ + 1
2
∫
R
Lr(t)w jw j .
Taking the limit yields Cˆ  Cˆ − 12
∫
R
Lr(t)ww which implies that w = 0, a contradiction. 
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Q := {u = u− + sU+: u− ∈ E−, s 0, ‖u‖ < R}.
As a consequence of Lemma 4.4 one has the following
Lemma 4.5. supΦ(Q ) < Cˆ .
We now turn to the analysis on (C)c-sequences. Firstly we have
Lemma 4.6. Any (C)c-sequence for Φ is bounded.
Proof. The result can be proved along the same lines as the proof of [10, Lemma 5.1] using the
representation (7) of Φ . 
Next there holds the following
Lemma 4.7. Let (z j) be a (C)c-sequence for Φ . Then either
(i) z j → 0 (and hence c = 0), or
(ii) c  ρ and there exist a critical point zL of Φ , a positive integer   [ cρ ], points z1, . . . , z ∈ Kˆ \ {0},
a subsequence denoted again by (z j), and sequences (aij) ⊂ R, such that
∥∥∥∥∥z j − zL −
∑
i=1
(
aij ∗ zi
)∥∥∥∥∥→ 0 as j → ∞,
∣∣aij − akj∣∣→ ∞ for i = k as j → ∞
and
Φ(zL) +
∑
i=1
F (zi) = c.
Proof. Remark that, by Lemma 4.6 any (C)c-sequence is bounded, hence it is a (PS)c-sequence. The
proof is now well known, see for example Alama and Li [2], hence the details are omitted here. 
As a straight consequence of Lemma 4.7 we have the following
Lemma 4.8. Φ satisﬁes the (C)c-condition for all c < C˜ .
We now in a position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. We show ﬁrstly the existence. It is clear that Φ checks (Φ0) because of the
form (7) of Φ and because of R(t,u)  0. The combination of Lemmas 4.1 and 2.5 implies that Φ
veriﬁes (Φ1). Lemma 4.2 is nothing but (Φ2). Lemma 4.3 shows that the linking condition of Theo-
rem 2.4 is satisﬁed. These, together with Lemma 4.5, yields a (C)c-sequence (u j) with c < Cˆ for Φ .
Now by virtue of Lemma 4.8, u j → u so that Φ ′(u) = 0 and Φ(u)  ρ . The proves that K \ {0} = ∅.
By Lemma 2.3, K ⊂⋂q2 W 1,q(R,R2N ).
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Then (u j) is a (C)cmin -sequence, and since cmin < Cˆ Lemma 4.8 implies u j → u ∈ Smin. Note that
Φ(u j) =
∫
R
R˜(t,u j) → cmin, and by assumptions it holds that, for any ε > 0 there is cε > 0 with
|Rz(t,u)|
|u|  ε + cε R˜(t,u)
1/ν .
Using the representation (7) and the estimate (6) we get
‖u j‖2L =
∫
R
Rz(t,u j)
(
u+j − u−j
)
 ε|u j |22 + c1cε
(
R˜(t,u j)
)1/ν |u j|2p
 c2ε‖u j‖2L + c3cεΦ(u j)1/ν‖u j‖2L
hence 1 c2ε + c3cεc1/νmin, consequently cmin > 0.
We now prove that Smin is compact in H1. Note that, by (S0)–(S3), it is not diﬃcult to show
that Smin is bounded in E (cf. [9,10]), hence, |u|2  C2 for all u ∈ Smin, some C2 > 0. Therefore, as a
consequence of Lemma 2.3 we see that, for each q ∈ [2,∞), there is Λq > 0 such that
‖u‖W 1,q Λq for all u ∈ Smin,
which, together with the Sobolev embedding theorem, implies that for some Λ∞ independent of
u ∈ Smin satisfying
|u|∞ Λ∞ for all u ∈ Smin. (18)
Let u j ∈ Smin be such that u j ⇀ u in H1. Since Φ(u j) = cmin and Φ ′(u j) = 0, (u j) is a (C)cmin -
sequence. Since cmin < Cˆ , it follows from Lemma 4.8 that u j → u (along a subsequence) in E with
clearly u ∈ Smin. By
A0u = Lr(t)u + Rz(t,u)
one has
∣∣A0(u j − u)∣∣2 
∣∣Lr(u j − u)∣∣2 +
∣∣Rz(·,u j) − Rz(·,u)∣∣2
 o(1) + ∣∣Rz(·,u j) − Rz(·,u)∣∣2.
Since |u j |∞ Λ∞ , u j → u in E and |u(t)| → 0 as |t| → ∞,
∣∣Rz(·,u j) − Rz(·,u)∣∣2 → 0.
Therefore, one sees that |A0(u j − u)|2 → 0, i.e., u j → u in H1.
Finally we verify the exponential decay. Assume additionally L is of W 1,∞ such that EL(t) is real
positive deﬁnite. Observe that
d
u =J (−L(t) + Rz(t,u))dt
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− d
2
dt2
u = −EL(t)u − M(t,u) (19)
with
M(t,u) :=J (∂t Rz(t,u) − L(t)J Rz(t,u)
− Rzz(t,u)J L(t)u + Rzz(t,u)J Rz(t,u)
)
.
By the Kato’s inequality [8], using the real positivity of EL(t) and (19) we obtain, letting
sgnu =
{ u
|u| if u = 0,
0 if u = 0,
d2
dt2
|u|
[
d2
dt2
u(sgnu)
]
= 
[
EL(t)u u|u| + M(t,u)
u
|u|
]
 τ |u| − ∣∣M(t,u)∣∣. (20)
By applying (18) and the sub-solution estimate [18],
∣∣u(t)∣∣ C0
∫
B1(t)
∣∣u(s)∣∣ds (21)
with C0 independent of t and u ∈ Smin. Since Smin is compact in H1, |u(t)| → 0 as |t| → ∞ uniformly
in u ∈ Smin. In fact, if not, then by (21) there exist η > 0, u j ∈ Smin and t j ∈ R with |t j| → ∞ such
that η |u j(t j)| C0
∫
B1(t j)
|u j |. One may assume u j → u ∈ Smin in H1 and to get
η C0
∫
B1(t j)
|u j | C0
∫
B1(t j)
|u j − u| + C0
∫
B1(t j)
|u|
 C ′
( ∫
R
|u j − u|2
)1/2
+ C0
∫
B1(t j)
|u| → 0,
a contradiction. Now by assumptions Rz(t, z) = o(|z|), ∂t Rz(t, z) = o(|z|) and Rzz(t, z) = o(|z|) as
z → 0, we can choose 0< δ < τ/2 and R > 0 with
∣∣M(t,u(t))∣∣ τ
2
∣∣u(t)∣∣.
This, together with (20), implies
d2
dt
|u| δ|u|
for all |t| R , u ∈ Smin.
2848 Y. Ding, C. Lee / J. Differential Equations 246 (2009) 2829–2848Let Γ (s) = Γ (s,0) be a fundamental solution to − d2
dt2
+δ (see, e.g., [20]). Using the uniform bound-
edness, one may choose Γ so that |u(s)| δΓ (s) holds on |s| = R , all u ∈ Smin. Let w = |u|−δΓ . Then
d2
dt2
w = d
2
dt2
|u| − δ d
2
dt2
Γ
 δ|u| − δ2Γ
= δ(|u| − δΓ )= δw.
By the maximum principle we can conclude that w(τ ) 0 on |s| R . It is well known that there is
C ′ > 0 such that Γ (s) C ′ exp(−√δ|s|) on |s| 1. We see that
∣∣u(s)∣∣ C exp(−√δ|s|)
for all s ∈ R and all u ∈ Smin. 
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