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An optimal linear prediction filter for discrete-time linear additive
hybrid systems
Jason J. Ford
Abstract— Discrete-time linear additive hybrid systems arise
in many applications of interest including estimation for systems
experiencing unobserved command or disturbance inputs. Op-
timal conditional mean estimation for these systems generally
involves infinite dimensional non-linear filters. In this paper, we
instead proposed an optimal minimum variance linear predic-
tion filter. A simulation example is included which highlights
the features of these predictors.
I. INTRODUCTION
Partially observed stochastic systems involving a mixture
of continuous and discrete state variables arise in applica-
tions such as manoeuvring aircraft tracking [1]; the most
commonly studied class, jump linear hybrid systems, in-
volves linear state dynamics whose state transition matrix
jumps according to a discrete state [9], [4], [10], [11]. This
paper investigates an important alternative class in which
linear state dynamics experience a switching additive forcing
term [1]. These linear additive hybrid systems allow useful
representations of unknown additive disturbances such as
unobserved input or disturbance commands, for example see
the Markovian jump-mean acceleration model for aircraft
tracking [1, Section IV.I]. This paper investigates filtering
for these linear additive hybrid systems.
Finite dimensional conditional mean estimators (CMEs)
for either linear continuous systems or discrete state system
are very well known to be the Kalman filter or the hidden
Markov model (HMM) filter, respectively [2]. Unfortunately,
CMEs for hybrid systems are generally infinite dimensional
[6] and over many years this has motivated the investigation
of various types of CME approximation techniques [4], [8],
[7]. However, as commented in [4], in their search for
good approximate CMEs, researchers tend to overlook the
potential virtues of optimal minimum variance linear filters.
In the under cited paper [3], linear optimal prediction filters
for hidden Markov filters are established. More recently,
linear minimum variance filters have been established for
jump linear hybrid systems [9], [10], [11].
The key contribution of this paper is to establish an
optimal linear predictive filter for discrete time linear additive
hybrid systems by mirroring the approach of [3] used for
optimal linear predictive HMM filters. A simple simulation
example is also presented that highlights the richness of the
class of hybrid systems studied in this paper.
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II. LINEAR DYNAMIC SYSTEMS WITH ADDITIVE FORCING
TERMS
In the following, we shall consider a specific type of
discrete-time hybrid stochastic dynamics. At each time k ≥
0, let Xk ∈ SN denote a discrete time Markov chain, where
SN = {eN1 , . . . , eNN} and eNi ∈ RN is the indicator vectors
of length N > 1 of all zeros, except a 1 in the ith element.
The dynamics of this stochastic state process are described
by
Xk+1 = AdXk + Vk
where probabilistic transitions between states are described
by the transition probability matrix Ad ∈ RN×N with ijth
element Ajid = P (Xk+1 = ej |Xk = ei), and Vk is an
martingale increment in the sense that E[Vk|X0, . . . , Xk] =
0. We assume this discrete state is (possibly) indirectly
measured via Yk ∈ SY , where SY = {eY1 , . . . , eYY } is the
set of indicator vectors of length Y > 1, where Y is the
size of the measurement alphabet (we will use Y = 0 to
denote case of there being no measurements of the discrete
state). When Y > 1, the probabilistic relationship between
state and measurement is described by the output probability
matrix Cd ∈ RY×N where Cjid = P (yk = ej |Xk = ei). For
k ≥ 0, Y > 1, this relationship can be summarised as:
Yk+1 = CdXk +Wk
where Wk is an martingale increment in the sense that
E[Wk|X0, . . . Xk, Y1, . . . , Yk] = 0. Throughout assume the
chain Xk is ergodic so it has a unique stationary distribution
pi satisfying pi = Adpi. As shown in [3], we note E[VkV ′` ] =
Qd ∈ RN×N if k = ` and zero otherwise (where Qd =
diag(pi) − Addiag(pi)A′d), and E[WkW ′` ] = Rd ∈ RY×Y
if k = ` and zero otherwise (where Rd = diag(Cdpi) −
Cddiag(pi)C
′
d).
At each time k ≥ 0, let us also consider the associated
continuous state process xk ∈ RK , K > 0, with additive
impact from the discrete process Xk as follows:
xk+1 = Acxk +BXk + vk
where Ac ∈ RK×K is the continuous state transition matrix,
B ∈ RK×N is additive discrete state injection matrix, and
wk ∈ RK is an i.i.d. noise with probability density of zero
mean Gaussian noise such that E[vkv′`] = Qc ∈ RK×K if
k = ` and zero otherwise. We assume the continuous states
are indirectly observed through yk ∈ RM , M > 0, k ≥ 0,
and described by:
yk+1 = Ccxk + wk.
where Cc ∈ RM×K and wk ∈ RM is an i.i.d. noise with
probability density of zero mean Gaussian noise such that
E[wkw
′
`] = Rc ∈ RM×M if k = ` and zero otherwise.
Finally, we assume that Wk, Vk, wk, vk, X0 and x0 are all
mutually uncorrelated processes and initial conditions.
A. Linear additive hybrid system model
The above combination of continuous and discrete dynam-
ics can be efficiently expressed using the following hybrid
state and measurement variables (Y > 1 case):
X¯k =
[
Xk
xk
]
∈ RN+K , Y¯k =
[
Yk
yk
]
∈ RY+M
allowing us to write the hybrid dynamics
X¯k+1 = AX¯k + V¯k
Y¯k+1 = CX¯k + W¯k (1)
where
A=
[
Ad 0
B Ac
]
, C =
[
Cd 0
0 Cc
]
, V¯k=
[
Vk
vk
]
, W¯k=
[
Wk
wk
]
and we note that E[V¯kV¯`] = Q if k = ` and E[V¯kV¯`] = R
if k = ` and zero otherwise, where
Q =
[
Qd 0
0 Qc
]
, R =
[
Rd 0
0 Rc
]
.
If Y = 0, we have X¯k, A, V¯k, and Q as above, with instead
Y¯k = yk, C = Cc, W¯k = wk, and R = Rc.
In the following, we are interested in determining the
optimal linear predictor Xˆk for the hybrid state X¯k based
on measurements Y¯0, . . . , Y¯k, in the sense of minimising the
error covariance E[(X¯k−Xˆk)(X¯k−Xˆk)′] amongst the class
of linear prediction filters.
III. AN OPTIMAL LINEAR PREDICTOR FOR LINEAR
ADDITIVE HYBRID SYSTEMS
The approach take here will mirror a previously presented
approach for establishing an optimal linear predictor for
HMMs [3]. In the following, we show that Kalman filter
and Riccati “like” equations can be developed, and be shown
to be optimal amongst a class of linear filters. Of course,
the filters developed here are not expected to the optimal
amongst all filters in a conditional mean estimation sense
(because the CME for the simpler HMM is known to be
non-linear and we would expect a hybrid system to inherit
this non-linearity); however the filters will be meaningful in
a minimum variance sense and their linear structure makes
them interesting in other ways.
Without proof at this stage, let us write down our proposed
estimator in (the familiar looking) innovations form:
Xˆk+1 = AXˆk +Kk(Yk+1 − CXˆk) (2)
with gain recursion
Kk = APkC
′(R+ CPkC ′)† (3)
where (.)† is the Moore-Penrose pseudo inverse operation,
and Pk = E[(X¯k − Xˆk)(X¯k − Xˆk)′] is given by
Pk+1 = (A−KkC)Pk(A−KkC)′ +Q+KkRK ′k (4)
Equation (4) follows by algebraic expansion given the above
Kk. Before we establish that (2) - (4) is the optimal linear
predictor for (1) we need to establish the structure of the
variance matrices Q, R & Pk. Let us introduce a special
mixed column vector 1¯m,n ∈ Rm+n, m ≥ 0, n > 0, whose
has first m elements are 1 and last n elements are zero (1¯0,n
will be defined as the zero vector of length n). This vector
will play a special role in our analysis, and represents the
key difference from the approach used in [3] for HMMs.
For this vector, using trivially modified version of the
arguments of [3], we note that 1¯′N,KX¯k = 1, 1¯
′
N,K V¯k =
0, 1¯′N,KA = 1¯
′
N,K , 1¯
′
N,KQ1¯N,K = 0. Hence 1¯N,K is
an eigenvector of Q with eigenvalue of 0. Similarly, for
Y > 1, 1¯′Y,MC = 1¯
′
N,K , 1¯
′
Y,MW¯k = 0 and that 1¯Y,M
is an eigenvector of R with eigenvalue of 0. Finally, that
1¯′N,K(X¯k − Xˆk) = 0, for Y > 1, 1¯′Y,M Y¯k = 1. Hence
1¯′N,KPk1¯N,K = 0 and therefore 1¯N,K is also an eigenvector
of Pk with eigenvalue of 0.
This structure is caused by the redundancy in the de-
scription of the Markov state, and is the primary point of
departure from the analysis typically seen in development
of the Kalman filter. Similar to [3], we let Sm,n denote the
subspace of Rm+n spanned by 1¯m,n and its complement
as S⊥m,n (vectors whose first m elements sum to zero and
last n elements take on any real values), and note that
V¯k ∈ S⊥N,K . For m > 0, we also define Pm,n as the set
of all (m + n) × (m + n) symmetric positive semidefinite
matrices with a simple eigenvalue of 0 with eigenvector 1¯m,n
(for m = 0, P0,n is defined as set of all n × n symmetric
positive definite matrices).
We can now establish the following lemma and theorem
that mirror similar results in [3].
Lemma 3.1: (Hybrid system version of [3, Lem. 1]) As-
sume that F ∈ Pm,n and that b ∈ S⊥m,n (with m = 0 or
m > 1 and n > 0). The equation Fx = b has only one
solution x in S⊥m,n given by x = F
†b.
Proof: The m = 0 case is simply the standard result
for a non-singular system of equations, where F † simplifies
to F−1.
Now consider the m > 1 case. The proof follows the steps
of Lemma 1 [3] with very slight adjustment due to the hybrid
state here. For completeness we briefly repeat the adjusted
steps here. For symmetric F , we can write F = HDH ′
with H orthonormal with columns hi and D diagonal matrix
of the simple eigenvalues di. We can then write DH ′x =
H ′b (because H ′ = H−1). Assume first m eigenvalues
(corresponding to discrete state part of the hybrid state) are
ordered so that the mth eigenvalue is the 0 eigenvalue (noting
F ∈ Pm,n, so F has such an eigenvalue for m > 0). Then
note that hm = m−1/21¯m,n. Hence, the mth equation has
right hand side equal to 0 (from the 0 eigenvalue) and left
hand side is h′mb = 0, because b ∈ S⊥m,n. Dividing all other
equations by their corresponding eigenvalue, and replacing
the mth equation by h′mx = 0, we can write H
′x = D∗H ′b
where D∗ = diag(d−11 , . . . , d
−1
m−1, 0, d
−1
m+1, . . . , d
−1
m+n).
Hence x = HD∗H ′b. Noting that F = HDH ′ is also
the singular value decomposition gives the lemma result for
m > 0. 
Our main result will be established on the basis of partial
ordering of positive semidefinite matrices (or equivalently,
minimisation of α′Pkα for arbitrary vector α). In the follow-
ing, we will say V ≤psd W if W−V is positive semidefinite.
We can now establish the main theorem of this paper.
Theorem 3.1: (Hybrid system version of [3, Thm. 1])
Consider linear additive hybrid model (1) with M > 0 and
Y = 0 or Y > 1. Assume Ad is ergodic and R ∈ PY,M .
The Pk given in (4) is minimised w.r.t. partial ordering ≤psd
by the Kk given in (3).
Proof: The proof follows the proof steps of Theorem 2
[3] except for the hybrid state used here. For completeness
we briefly repeat the steps. Algebraic manipulation shows
minimisation of α′Pk+1α w.r.t. Kk (for arbitrary vector α)
is equivalent to minimisation of
x′B¯x− b′x− x′b
where B¯ = R + CPkC ′ and b = CPkAα and x = K ′kα.
This is minimised only if B¯x = b. Now, under the above
assumptions and previous structural results we have that
R ∈ PY,M , 1¯′Y,MC = 1¯′N,K (or 1¯′Y,MC = 0 when
Y = 0), Pk ∈ PN,K , giving that R + CPkC ′ ∈ PY,M
and similarly b ∈ S⊥Y,M . Hence above Lemma 3.1 can be
applied to give minimised w.r.t. partial ordering if x =
(R + CPkC
′)†CPkA′α and hence minimised w.r.t. partial
ordering if Kk = APkC ′(R+ CPkC ′)†. 
IV. EXAMPLES
A. HMM with a memory dependent measurement process
An interesting linear additive hybrid system model occurs
when there is no discrete measurements, i.e. Y = 0, and
the discrete component can only be indirect inferred from
noisy measurement of its impact on the continuous state. This
example might be considered a HMM involving a memory
dependent measurement process.
Consider the linear additive hybrid model (1) with discrete
state process with N = 2, Ad with diagonal elements 0.99,
and off-diagonal elements of 0.01, no discrete measurement
process (i.e. Y = 0), a continuous state process with K = 1,
Ac = 0.8, Qc = 0.1, and continuous measurement process
with M = 1, Cc = 1, Rc = 5 and discrete state injection
matrix B = [0, 0.5]. Note that the optimal CME for this
system is infinite dimensional, so computation would require
adaptive or other sub-optimal approximation approaches [8],
[7], [4].
Figure 1 shows an illustrative measurement sequence with
a Rc = 5 observation noise. For comparison purposes,
we show a Kalman filter prediction estimator that fails to
estimate the underlying continuous state (i.e. we used pre-
dictor (2) - (4) recursions with incorrect B = [0, 0]). Figure
2 illustrates the optimal linear prediction filter’s successful
estimation of both the discrete and continuous components
of the hybrid state (and also highlights that the estimates
corresponding to the discrete state are not probabilities).
The similarity in Figure 2 between estimated continuous and
discrete dynamics highlights the strong coupling arising from
the additive forcing term. However, Figure 1 illustrates that
estimation from the noisy observations is not trivial and a
simple strategy of Kalman filtering followed by estimation
of discrete state looks unlikely to be successful.
In a 100 case Monte Carlo study, the Kalman filter
(B = [0, 0]) had a mean squared estimation error (MSEE)
in continuous state of 1.25 (with standard error less than
0.012) which is substantially worse than the optimal linear
predictor which had a MSEE in continuous state of 0.682
(with standard error less than 0.01) and a MSEE in discrete
state of 0.179 (with standard error less than 0.006).
However, if measurement noise is reduced to Rc = 0.1
(all other parameters the same) the Kalman filter (B = [0, 0])
does appear to track the continuous state, see Figure 3. A
100 case Monte Carlo study shows the Kalman filter’s (B =
[0, 0]) MSEE in continuous state 0.274 (with standard error
less than 0.002) approaches the the optimal linear predictor’s
MSEE in continuous state of 0.173 (with standard error less
than 0.001).
The summary conclusion is that in low measurement noise
cases we might expect adaptive approaches such as [8] to be
adequate, but that (perhaps unsurprisingly) filtering approach
becomes more important with increasing measurement noise.
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Fig. 1. Linear additive hybrid system measurements (Rc = 5) and Kalman
filter estimates. Note the Kalman filter fails to estimate the continuous state
in this noisy measurement case.
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