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a b s t r a c t
For the purpose of analyzing the time cost of evolutionary algorithms (EAs) or other
types of randomized search heuristics (RSHs) with certain requirements on the probability
of obtaining a target solution, this paper proposes a new index, called the probable
computational time (PCT), which complements expected running time analysis. Using
simple tail inequalities, such as Markov’s inequality and Chebyshev’s inequality, we also
provide basic properties of PCT, explicitly exhibiting the general relationships between the
expected running time and the PCT. To present deeper estimations of the PCT for specific
RSHs and problems, we demonstrate a new inequality that is based on the general form
of the Chernoff inequality and previous methods such as ‘‘fitness-based partitions’’ and
‘‘potential functions’’, which have been used to analyze the expected running time of RSHs.
The precondition of the new inequality is that the total running time can be described as
the sum of a linear combination of some independent geometrically distributed variables
and a constant term. The new inequality always provides meaningful upper bounds for the
PCT under such circumstances. Some applications of the new inequality for simple EAs, ant
colony optimization (ACO) and particle swarm optimization (PSO) algorithms on simple
pseudo-Boolean functions are illustrated in this paper.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Randomized search heuristics (RSHs) are a type of optimization algorithm which makes few assumptions about the
problem being optimized. Somewell-known RSHs, such as evolutionary algorithms (EAs), have been effectively utilized in a
broad range of areas, but theoretical analyses of RSHs has made relatively slow progress. Since the late 1990s, the time cost
of the converging process of EAs has attracted more and more attention. Early research started with simple EAs and simple
pseudo-Boolean problems, and many important methods were introduced to address a variety of specific cases [1–8].
Subsequently, more complicated EAs and problems were well explored. On the one hand, the effects of the population
size of EAs, mutation manners and even crossover mechanisms have been studied [9–18]. On the other hand, the time cost
of EAs on many classical combinatorial optimization problems have been widely investigated [19–23]. A large amount of
development has been achieved in this area [8,24,25].
In recent years, time complexity analysis of RSHs has developed from EAs to other important heuristics such as simulated
annealing (SA), ant colony optimization (ACO), estimation of distribution algorithms (EDAs) and particle swarm optimiza-
tion (PSO) algorithms,whichmakes this areamore significant and increasingly attractive [26–28,24,25]. Until now, time cost
analysis of ACO and PSO algorithms mainly concentrates on simple variants such as 1-ANT, MMAS* and Binary PSOs and on
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simple objective functions [29–33]. Moreover, some results have been achieved onmore important combinatorial optimiza-
tion problems [34–38]. More complicated and practical forms of ACO and PSO have not yet been extensively analyzed.
In this area, the expected running time, referred to as the expected first hitting time (EFHT), has always been the essential
index to measure the time complexity of RSHs since the runtime of RSHs is generally a random variable [2,8]. The expected
running time analysis can effectively describe the average performance of the algorithm. However, this approach has its
shortcomings.
When we study the time cost of a randomized algorithm, what we really care about is the probability distribution of the
running time, not solely its expectation. Therefore, as an important supplement to the expected time analysis, it is necessary
to research the probability that the running time deviates from its expectation to a certain extent. Until now, several results
have been obtained to estimate the probability of such deviations for RSHs, or (from another perspective) the time cost of
RSHs, under certain requirements on the probability of obtaining a target solution.
First of all, Witt proved a theorem which shows that for the partition problem, 2O(⌈1/ε⌉ log(1/ε)) parallel runs of (1+ 1)EA
finds a (1 + ε)-approximation with a probability of at least 34 in O(n log(1/ε)) parallel steps [20]. In addition, Wegener
provided a theoretical evaluationmethod of the performance of RSHs by considering different forms of the failure probability
[39]. He proved that, on simple instances of theminimumspanning tree problem, SAwith temperature Tt = n3(1−Θ(1/n))t
can compute the minimal solution in O(n log n) steps with a probability of 1 − O(1/poly(n)). For (1 + 1)EA on the vertex
cover problem, some results with certain requirements on the probability have been also revealed [21,23].
Furthermore, very recently, Doerr and Goldberg demonstrated a better proof of themultiplicative drift theorem and then
introduced a method to provide tight upper bounds for the time cost of the algorithm with a success probability of at least
1− n−c , where c > 0 (possibly depending on n) [40]. (In their work, the notion ‘‘success probability’’ was used to represent
the probability of obtaining at least one target solution after a period of time. In our paper, however, it means the parameter
in a geometrical distribution.) This result shows that the upper bounds given by the new multiplicative drift theorem hold
with a high probability.
In this paper, we will provide more methods for estimating the time cost of RSHs under certain requirements on
probability. To make such analyses more explicit, we will define a new concept called the probable computational time
(PCT), which corresponds to a given tail probability δ (perhaps depending on the problem size). In other words, the PCT
is the minimal time cost for the given RSHs to obtain at least one target solution with a probability of at least 1 − δ. In
addition, we will exhibit basic properties of the PCT using simple tail inequalities. Most importantly, we will also provide a
new inequality based on the general form of the Chernoff bound and famousmethods such as ‘‘fitness-based partitions’’ and
‘‘potential functions’’ in previous studies. The new inequality leads to upper bounds for the PCT as long as the total running
time can be expressed as the sum of a deterministic term and a linear combination of several independent geometrically
distributed random variables. After that, several specific applications of the new inequality will be shown in the paper.
Several recent applications of ‘‘fitness-based partitions’’ or ‘‘potential functions’’ show that these methods are useful for
more complex algorithms and problems [41–44], which means that our inequality can also be applied more widely.
The rest of this paper is organized as follows. In Section 2, we define some basic concepts and algorithms. In Section 3,
we introduce the new concept ‘‘probable computational time’’ and show its basic properties. In Section 4, we prove the new
inequality beginning with the general form of the Chernoff inequality. In Section 5, we illustrate applications of the new
inequality in the time complexity analysis of RSHs. Finally, we conclude the paper in Section 6.
2. Basic concepts and algorithms
This paper mainly concentrates on time complexity analysis of famous randomized search heuristics (RSHs), such as
evolutionary algorithms (EAs), ant colony optimization (ACO) and particle swarm optimization (PSO) algorithms. We use
Ω , {0, 1}n to denote the search space and f : Ω → R to denote an objective function (the fitness function). We assume
that objective functions are to be maximized using EAs or other randomized search heuristics (RSHs). In this scenario, the
string length n ∈ N is often called the problem size. We also use x ∈ Ω to denote an individual and xk ∈ {0, 1} to denote
the kth bit in the individual. In this paper, log(·) is used to denote the natural logarithm function.
Although our analysis can be applied to the theoretical analysis of several types of RSHs, such as EAs, ACO and PSO, this
paper mainly concentrates on simple EAs such as RLS and (1+1)EA to illustrate ourmethods clearly. We first describe these
algorithms as follows.
Algorithm 1 (Randomized Local Search, RLS).
1. Initialization: Let t := 0, and choose an initial individual x ∈ {0, 1}n uniformly at random.
2. Mutation I: For any time t ≥ 0, get x(m) by choosing one bit uniformly at random from x and flipping it.
3. Selection: If f (x(m)) ≥ f (x), then let x := x(m); otherwise, x remains unchanged.
4. Let t := t + 1, and repeat from step 2 until a stop criterion is satisfied.
Algorithm 2 ((1+ 1)EA).
1. Initialization: Let t := 0, and choose an initial individual x ∈ {0, 1}n uniformly at random.
2. Mutation II: For any time t ≥ 0, get x(m) by flipping each bit of x independently with probability pm = 1n .
3. Selection: If f (x(m)) ≥ f (x), then let x := x(m); otherwise, x remains unchanged.
4. Let t := t + 1, and repeat from step 2 until a stop criterion is satisfied.
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Fig. 1. Schematic of the probability distribution of the computational time T for a fixed problem size n. The gray area equals δ for the given δ, and the PCT
L(δ) is the upward-rounded δ-quantile.
Both of these algorithms have often been mentioned in previous studies [1,2,5,8,45–47]. They have the same selection
mechanism (Elitist selection) that retains the best individual in the offspring population, but they use different methods of
mutation. In the selection mechanism, the greater than or equal to sign allows the algorithm to try out various individuals
with the same fitness value. This mechanism is a random walk when the individual runs into a fitness value plateau. For
(1+ 1)EA, the mutation probability pm = 1n is the most recommended fixed choice [48].
3. Probable computational time
3.1. Definition of probable computational time
The time cost of RSHs on optimization problems is often measured by the number of function evaluations because
evaluations of the objective function are often the most expensive operations during the solving process. Obviously, for
randomized algorithms, its running time is always a random variable.
Early researches on the time complexity of RSHs mainly considered the mathematical expectation of the running time
[2,4,5,8,11,26,27]. The expected running time (also called the expected first hitting time, EFHT) can reflect some statistical
characteristics of the computational time of RSHs through Markov’s inequality or Chebyshev’s inequality. Thus, it has
become the most commonly used measurement of the performance of EAs or other RSHs. However, when we consider
the performance of RSHs, what we care about in essence is the probability distribution of the computational time, not
only its expectation. It is important to study the probability that the running time deviates from its expectation to a
certain extent. Such studies can reveal more information about the whole distribution of the running time under certain
conditions.
In fact, there has been some research that estimates the time cost of EAs or other RSHs with some success probability
for both pseudo-Boolean functions and classical combinatorial optimization problems [19,20,39]. Very recently, Doerr and
Goldberg provided an new proof of the multiplicative drift theorem and further introduced a method to provide upper
bounds of the time cost of (1+ 1)EA with a success probability of at least 1− n−c , where c > 0 (possibly depending on n)
[40]. This result shows that the well-known O(n log n) upper bound for (1 + 1)EA on linear functions holds with a high
probability.
In this paper, we will define a general concept called the ‘‘probable computational time’’ to make mathematical analysis
of the time cost under certain requirements on the success probability more explicit and more convenient.
Definition 1 (Probable Computational Time, PCT). Considering using an RSH to solve a given problem, we use T to denote
the running time (number of fitness evaluations) of the algorithm for obtaining a target solution (an optimal or sometimes
approximate solution), i.e., the number of evaluations of the objective function. For any δ ∈ (0, 1) (possibly depending on n),
we define the probable computational time (PCT) as the following:
L(δ) = min{N ∈ N : P{T ≤ N} ≥ 1− δ}.
In the definition of PCT, P{T ≤ N} ≥ 1− δ implies that after N generations, the probability that the algorithm has found
the solution should be no less than 1− δ. The PCT is just the minimal feasible value of N , in other words, the time point at
which the demand for obtaining the solution probabilistically is first met.
Fig. 1 shows the probability distribution of the running time T for some fixed value of n. The value of δ ∈ (0, 1) uniquely
determines the corresponding δ-quantile in this distribution. Indeed, by rounding the δ-quantile upward, wewill obtain the
value of the PCT L(δ). This result occurs because P{T ≤ N} ≥ 1− δ holds if and only if N is no less than the δ-quantile, and
by definition, the PCT is the smallest integer that is no less than the δ-quantile for this fixed n. In this way, we can intuitively
observe the corresponding PCT in the distribution map.
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The PCT corresponding to different values of δ reflects the distribution of T completely. Therefore, estimations of the PCT
are an important complement of the expected running time analysis of RSHs.
3.2. Basic properties of the PCT
In this subsection, two basic properties of the PCT, as simple consequences of several well-known tail inequalities, will
be presented as clear mathematical expressions for the convenience of making comparisons.
The first inequality used here is Markov’s inequality:
P{X ≥ a} ≤ E(X)
a
,
where X is a random variable with non-negative values and a is a positive constant. Another tail inequality used here is
Chebyshev’s inequality together with its one-sided variant (Cantelli’s inequality, see [49]):
P{|X − E(X)| ≥ kVar(X)} ≤ 1
k2
,
and
P{X − E(X) ≥ kVar(X)} ≤ 1
1+ k2 ,
where X is a random variable, and k is a positive constant.
Let T be the running time for obtaining some target solutions, and for any δ ∈ (0, 1) (possibly depending on n), let L(δ) be
the PCT corresponding to δ, as defined in Definition 1. The following propositions show themathematical properties of L(δ).
Proposition 1. L(δ) ≤ δ−1 · E(T ).
Proof. Using Markov’s inequality on the computation time T and substituting a = δ−1 · E(T ), we have the following:
P{T ≥ δ−1 · E(T )} ≤ E(T )
δ−1 · E(T ) = δ.
By the definition of PCT, we know that L(δ) ≤ δ−1 · E(T ). 
Proposition 2. Assume that, for any initialization, A is an upper bound of E(T ). We then have L(δ) ≤ 3 log δ−1log 3 · A.
Proof. Using Markov’s inequality on the computation time T , we know that P{T ≥ 3A} ≤ P{T ≥ 3E(T )} ≤ 13 for any
initialization of the algorithm. Therefore, for any positive integer k ≥ 1, P{T ≥ k · 3A} ≤  13 k.
Let k be an integer such that
 1
3
k ≤ δ, and we can obtain k ≥ log δ−1log 3 . In other words, we have the following:
P

T ≥ log δ
−1
log 3
· 3A

≤ δ.
By the definition of PCT, we know that L(δ) ≤ 3 log δ−1log 3 · A. 
This technique is often called ‘‘independent phases’’, and it is often tighter than Proposition 1. The constant coefficient
in Markov’s inequality can be chosen as other positive values, and the best choice that minimizes the upper bound is e. This
method has been first used by Witt in 2006 to analyze (µ+ 1)EA (See Theorem 8 in [10]).
Proposition 3. L(δ) ≤ E(T )+(δ−1 − 1) · Var(T ), and L(δ) ≥ E(T )−(1− δ)−1 · Var(T ).
Proof. Using one-sided Chebyshev’s inequality on T , we have the following:
P{T ≥ E(T )+ kVar(T )} ≤ 1
1+ k2 .
Let k = (δ−1 − 1)1/2, and we have the following:
P{T ≥ E(T )+ (δ−1 − 1)1/2Var(T )} ≤ 1
1+ k2 = δ.
According to the definition of PCT, we gain an upper bound of the PCT:
L(δ) ≤ E(T )+

(δ−1 − 1) · Var(T ).
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Using Chebyshev’s inequality on T , we have the following
P{T ≤ E(T )− kVar(T )} ≤ P{|T − E(T )| ≥ kVar(T )} ≤ 1
k2
.
Let k = (1− δ)−1/2, then
P{T ≤ E(T )− (1− δ)−1/2Var(T )} ≤ 1
k2
= 1− δ.
According to the definition of PCT, we gain a lower bound of the PCT, as follows:
L(δ) ≥ E(T )−

(1− δ)−1 · Var(T ). 
Propositions 2 and 3 reveal natural relations between the PCT and the expected running time. If δ is independent of the
problem size n, then the order of growth of L(δ)will be always bounded above by that of E(T ). If δ depends on n, denoted as
δ(n), then the orders of the upper and lower bounds in Propositions 2 and 3 depend on the specific formof δ(n). Nevertheless,
a shortage of the bounds in Proposition 3 is that the theoretical estimation of the variance of the running time T of RSHs is
often difficult.
4. A new inequality
To analyze the PCT more deeply in various situations, we present some theoretical methods. First, two well-known test
functions are given as follows. They are widely utilized in the area of time complexity of EAs and other RSHs.
Definition 2 (OneMax). The function OneMax is defined as f (x) =nk=1 xk.
Unitary functions are a type of pseudo-Boolean functions, that have function values that only depend on the number of
1-bits in the binary string. OneMax is the simplest example of unitary functions. For OneMax, calculating the function value
entails only counting the number of 1-bits in the individual.
Definition 3 (LeadingOnes). The function LeadingOnes is defined as f (x) =nk=1kj=1 xj.
LeadingOnes is not a unitary function; instead, it is an example of unimodal functions [1]. For LeadingOnes, the fitness
value is calculated by counting the number of the leftmost 1-bits in the individual.
These functions are often considered in early studies on time complexity analysis of EAs and other RSHs [1,8,10,11,26,
27,30]. Note that both of these functions have the same unique optimal solution xopt = 11 . . . 1 , 1n, whose function value
is n.
To achieve a deeper understanding and tight upper bounds of PCT, we begin with the following general form of the
Chernoff inequality [50]:
For a given random variable X , we have the following:
∀a ∈ R,∀t > 0, P{X ≥ a} ≤ e−taM(t),
whereM(t) = E(etX ) represents the moment generating function of X . Note that a simple property ofM(t) is that if X can
be described as the sum of some independent random variables X = m−1i=0 Xi, then M(t) is simply the product of those
moment generating functions of all Xi.
By this general form of the Chernoff inequality, we will reach a new inequality as long as the running time (or sometimes
a random variable that stochastically dominates the running time) can be expressed as the sum of a linear combination of
some independent geometrically distributed variables and a deterministic term. In this paper, we say that a random variable
X1 stochastically dominates another random variable X2 if, for all real numbers x, P{X1 ≥ x} ≥ P{X2 ≥ x}, and for some x0,
this inequality holds strictly.
A geometrically distributed random variable X with a parameter p has a probability density of P{X = k} = (1− p)k−1p,
k = 1, 2, 3, . . . . Here, p is the only parameter, called the ‘‘success probability’’ in this paper. Note that we use this word in
a different way from many previous papers in time complexity analysis of RSHs. In those papers, ‘‘success probability’’ has
been used to represent the probability that the algorithm has found a target solution after a period of time.
Theorem 1 (New Inequality). Suppose that the running time (or a random variable that stochastically dominates the running
time) T can be expressed as T = c0 + m−1i=0 aiTi, which is the sum of a deterministic term c0 (possibly depending on n)
and a linear combination of m independent geometrically distributed variables Ti, each with a success probability pi ∈ (0, 1],
i = 0, 1, . . . ,m− 1. Then, for any given δ ∈ (0, 1) (possibly depending on n), the corresponding PCT can be bounded above by
L(δ) ≤ c0 + 2

m−1
i=0
aip−1i + h log δ−1

,
where h , max0≤i≤m−1 p−1i .
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Proof. We can assume that c0 = 0 because when c0 ≠ 0, we can consider the random variable T − c0 instead.
We use the general form of the Chernoff inequality on T and substitute C ·
m−1
i=0 aip
−1
i + h log δ−1

for a. Note that
the moment generating function of a geometrically distributed variable with a parameter p is pe
t
1−(1−p)·et , and we have the
following:
P

T ≥ C ·

m−1
i=0
aip−1i + h log δ−1

≤ e−t·C ·(
m−1
i=0 aip
−1
i +h log δ−1) ·M(t)
= e−Ct
m−1
i=0 aip
−1
i · δCth ·
m−1
i=0

piet
1− (1− pi)et
ai
= et·
m−1
i=0 ai−Ct
m−1
i=0 aip
−1
i · δCth ·
m−1
i=0
1
(1− (p−1i − 1)(et − 1))ai
,
where t > 0 and C ≥ 1. The concrete value of C will be specified later.
Next, we will prove the following:
0 < et·
m−1
i=0 ai−Ct
m−1
i=0 aip
−1
i · δCth ·
m−1
i=0
1
(1− (p−1i − 1)(et − 1))ai
< δ,
for appropriate values of t and C . The following three conditions are sufficient.
Condition 1. δCth ≤ δ, i.e., Cth ≥ 1.
Condition 2. eait·(1−Cp
−1
i ) · 1
(1−(p−1i −1)(et−1))ai
< 1, i = 0, 1, . . . ,m− 1.
Condition 3. 1− (p−1i − 1)(et − 1) > 0, i = 0, 1, . . . ,m− 1.
We simply choose t = 1Ch and C = 2. Then, Condition 1 holds, and Condition 2 becomes the following:
ai
2h
· (1− 2p−1i )+ log

1− (p−1i − 1)(e
1
2h − 1)
−ai
< 0,
i.e.,
log

1− (p−1i − 1)(e
1
2h − 1)
−1
< h−1 ·

p−1i −
1
2

, i = 0, 1, . . . ,m− 1.
Note that log( 11−x ) ≤ 1.541x,∀x ∈ [0, 0.608], so sufficient conditions of Condition 2 are the following:
Condition 4. 0 ≤ (p−1i − 1)(e
1
2h − 1) ≤ 0.608.
Condition 5. 1.541 · (p−1i − 1)(e
1
2h − 1) < h−1 · (p−1i − 12 ), i = 0, 1, . . . ,m− 1.
Condition 4 is equivalent to the following:
pi ≥ e
1
2h − 1
e
1
2h − 0.392
.
Note that e
1
2h −1
e
1
2h −0.392
< 0.823 · 1h ,∀h ≥ 1 and h ≥ p−1i ≥ 1. Thus, Condition 4 always holds.
Because p−1i − 1 < p−1i − 12 always holds, a sufficient condition of Condition 5 is the following:
1.541 · h(e 12h − 1) < 1.
This inequality holds for h = 1, and the left side strictly decreases with an increase in h. Therefore, Condition 5 always holds.
This justifies Condition 2.
Condition 3 is equivalent to the following:
pi > 1− e− 12h .
In fact, we have pi > 12h > 1− e−
1
2h , so Condition 3 always holds.
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Altogether, we have P{T ≥ 2(m−1i=0 aip−1i + h log δ−1)} < δ. By the definition of the PCT, we obtain an upper bound of
L(δ), as follows:
L(δ) ≤ 2

m−1
i=0
aip−1i + h log δ−1

. 
In Theorem 1, the coefficient C has been simply chosen to be 2. Indeed, slightly smaller values of C do not affect the above
proof. It can be shown that the smallest possible value of C is a constant C0 ≈ 1.883. The variation of C does not change the
order of growth of the new inequality. Moreover, according to Theorem 1, if δ ≤ e−ε0h−1·m−1i=0 aip−1i , where ε0 = 0.06213,
then we further have
L(δ) ≤ c0 + 1.883 · (1+ ε0) ·
m−1
i=0
aip−1i = c0 + 2 ·
m−1
i=0
aip−1i .
Note that as long as δ is larger than or equal to e−h−1
m−1
i=0 aip
−1
i in order of growth, and containing the case where δ is
independent of n, the order of growth of the new inequality always equals the upper bound c0+m−1i=0 aip−1i of the expected
running time.
5. Applications of the new inequality
Our proof of the new inequality in Theorem 1 exhibits a more detailed analysis of the PCT provided that the running
time (or sometimes a larger random variable than the original running time) T of the algorithm can be written as
the sum of a deterministic term and a linear combination of some independent geometrically distributed variables.
Practically, somewell-known cases in previous studies on time complexity analysis of RSHsmatch this condition in our new
inequality.
‘‘Fitness-based partitions’’, also called ‘‘artificial fitness levels’’, is a widely used method that was firstly introduced by
Wegener for simple EAs on simple pseudo-Boolean functions [1,2,8,10]. Recently, thismethod has been applied for analyzing
the time cost of other RSHs, such asMMAS* and Binary PSOs [27,30,33]. Thismethod considers partitioning thewhole search
space into fitness levels according to fitness values, i.e., the values of the objective function of different individuals. If the
probability that the best-so-far solution during the solving process leaves its current level and reaches a higher level can be
well estimated, then the searching timewithin the current level is a geometrically distributed variable. Therefore, thewhole
running time of the algorithm can be expressed as the sum of all of these geometrically distributed variables and perhaps
some constants.
Furthermore, the method ‘‘potential function’’ is a natural generalization of ‘‘fitness-based partitions’’ [2,8]. In this case,
a predefined potential function, not necessarily the original fitness function, is used to measure the distance between the
current state and the target solutions during the search process. If the probability of obtaining a better potential function
value can be finely estimated under certain conditions, the time cost for such an improvement is just a geometrically-
distributed variable. Hence, when an appropriate potential function can be found for the analysis of the given algorithm
and problem, the whole running time can often be expressed as the sum of a linear combination of some independent
geometrically-distributed variables and sometimes a constant term.
To summarize, many cases where the method ‘‘fitness-based partitions’’ or ‘‘potential function’’ can be naturally applied
fit the conditions of our new inequality. In this paper, we mainly use the case of RLS/(1+ 1)EA on OneMax/LeadingOnes to
exemplify the application of the new inequality. After that, several other examples are listed, and we use the new inequality
to provide upper bounds for the PCT respectively.
For RLS/(1 + 1)EA on OneMax/LeadingOnes, some classical upper bounds have been deduced using fitness-based
partitions [1,2,8]. In these cases, the search space can be divided into levels according to fitness values, and the success
probability in each level can be estimated.
For example, for OneMax, the ith level contains all of the individuals that have exactly i 1-bits and n − i 0-bits, for
i = 0, 1, . . . , n. At the ith level, all of the individuals have a common success probability, i.e., the probability of leaving
this level and arriving at a higher level, pi, i = 0, 1, . . . , n − 1. When we use RLS/(1 + 1)EA to solve OneMax, the success
probabilities are as follows (see also [2,8]):
pi = n− in ,
and
pi ≥ (n− i) · 1n ·

1− 1
n
n−1
≥ n− i
en
,
where i = 0, 1, . . . , n− 1.
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By substituting specific expressions of m, pi, and h into the new inequality, the PCT corresponding to given δ ∈ (0, 1)
(possibly depending on n) can be bounded above by the following:
L(δ) ≤ 2

n−1
i=0
n
n− i + n log δ
−1

≤ 2n(log(en)+ log δ−1),
and
L(δ) ≤ 2

n−1
i=0
en
n− i + en log δ
−1

≤ 2en(log(en)+ log δ−1),
for RLS and (1+ 1)EA, respectively.
We write these results as a corollary of the new inequality, as follows.
Corollary 1. For RLS and (1+ 1)EA on OneMax, the PCT can be bounded above by
L(δ) ≤ 2n(log(en)+ log δ−1),
and
L(δ) ≤ 2en(log(en)+ log δ−1),
respectively. 
Similarly, for RLS/(1+ 1)EA on LeadingOnes, the success probability at each fitness level is the following:
pi = 1n ,
and
pi ≥ 1en ,
respectively, where i = 0, 1, . . . , n− 1.
By the new inequality, we have the corollary, as follows.
Corollary 2. For RLS and (1+ 1)EA on LeadingOnes, the PCT can be bounded above by
L(δ) ≤ 2n(n+ log δ−1),
and
L(δ) ≤ 2en(n+ log δ−1),
respectively. 
Note that, in the cases of RLS/(1+ 1)EA on LeadingOnes, all of the fitness levels have a common success probability, or a
common lower bound of success probabilities, and thewhole running time is expressed as the sumof a series of independent
identically and geometrically distributed variables. We express such circumstances as a corollary of the new inequality, as
follows.
Corollary 3 (Generalized Valiant’s Inequality). In the new inequality, if the running time (or a randomvariable that stochastically
dominates the running time) T can be expressed as the sum of m independent identically and geometrically distributed variables
with the common success probability p ≥ h−1, then we have
L(δ) ≤ 2h(m+ log δ−1). 
We call this corollary the generalized Valiant’s inequality because Valiant mentioned a very similar inequality in 1984.
In fact, in 1984, Valiant put forward his famous PAC learning theory [51], which laid the foundation for the area of
computational learning. In his work, an inequality was proposed (using the notation in this paper), as follows:
L(h−1) ≤ 2h(m+ log h),
where L(h−1) is the PCT corresponding to δ = h−1.
In Valiant’s paper, the uniform lower bound h−1 of all success probabilities and the probability of not having had m
successes δ are the same quantity, denoted as h−1. Hence, our special form of the new inequality mentioned above is indeed
a generalized form of Valiant’s inequality by making these two probabilities independent of each other.
Moreover, another similar result has been obtained by Baswana et al. recently [52]. In their paper, Theorem 5b provides
an estimate of the probability that the value of a random variable X deviates from its mathematical expectation E(X), where
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X can be written as the sum of m independent geometrically distributed variables Xi with the same success probability
p ∈ (0, 1). Their result showed that, for any given ε > 0,
P{X ≥ (1+ ε)E(X)} ≤ exp

−ε
2
2
m− 1
1+ ε

.
For X = T , this expression is an estimation of the tail probability of the running time under certain conditions. From
their result, we can simply deduce an equivalent form using ‘‘δ’’ language. Note that, if P{T ≥ A} ≤ δ, then A is an upper
bound of L(δ). Therefore, we let δ = exp

− ε22 m−11+ε

, and correspondingly, A = (1+ ε)E(T ). We can express ε using δ and
derive the expression of A. We can finally obtain the following:
L(δ) ≤

1+ 1
m− 1

− log δ +

log2 δ − 2(m− 1) · log δ

· E(T ).
Similarly, we can also deduce an equivalent form of the new inequality using ‘‘ε’’ language:
P{T ≥ (1+ ε)E(T )} ≤ exp

− 1
2h
((ε − 1)E(T )+ c0)

.
For the weaker case where c0 = 0, ai = 1 for all i and all levels share a common success probability h−1, this inequality
becomes the following:
P{T ≥ (1+ ε)E(T )} ≤ exp

−m
2
(ε − 1)

.
This inequality is another form of the generalized Valiant’s inequality. Comparing this estimation and the result of
Baswana et al., we can find that, when ε = √m, these two bounds equal each other exactly. When ε < √m, their bound
is strictly tighter than the generalized Valiant’s inequality, and when ε >
√
m, their bound is strictly looser. Note that
ε >
√
m often corresponds to very small values of δ, so the result of Baswana et al. is usually better than the generalized
Valiant’s inequality in most cases. However, their proof method can be applied only to the sum of several independently
and identically geometrically distributed variables Ti. In this paper, the proof of the new inequality provides anothermethod
that can be directly applied to more general cases.
Some other examples of applications of the new inequality are listed in brief as follows, based on several previous studies
that investigated the expected running time.
Example 1 (µ+ 1). EA on OneMax/LeadingOnes.
In 2006, Witt analyzed the time complexity of (µ + 1)EA on simple pseudo-Boolean functions [10]. In his paper,
proper potential functions were introduced for obtaining upper bounds of the expected running time of (µ + 1)EA on
OneMax/LeadingOnes (see Theorems 1 and 2 in [10]).
According to his analysis, we know that the total running time T of (µ + 1)EA on LeadingOnes can be expressed as the
following:
T = µ+ n · (T1 + T2).
Here, T1 is the time that (µ+ 1)EA takes, at most, to produce at least min{ nlog(en) , µ} best individuals without increasing
the potential value, and T2 is the time that the algorithm takes at most to obtain an increased potential value after that.
According to Witt’s analysis, we know the following:
T1 =
⌈n/ log(en)⌉−1
i=1
T1i,
where all T1i are independent geometrically distributed variables with success probabilities
p1i = i2eµ, i = 1, 2, . . . , µ.
In addition, T2 is a geometrically distributed variable with success probability
p2 = min{n/ log(en), µ}eµn .
According to the new inequality, we obtain an upper bound of the PCT: for n ≥ 3,
L(δ) ≤ µ+ 2(n · (E(T1)+ E(T2))+ h log δ−1)
= µ+ 2

2eµn log(en)+ eµn
2
min{n/ log(en), µ} +max

2eµ,
eµn
min{n/ log(en), µ}

· log δ−1

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= µ+ 2n

2eµ log(en)+ eµn
min{n/ log(en), µ} +
eµ
min{n/ log(en), µ} · log δ
−1

= µ+ 2eµn

2 log(en)+ n+ log δ
−1
min{n/ log(en), µ}

.
For the case of (µ + 1)EA on OneMax, an upper bound can be gained similarly. Here we omit detailed derivations and
write both cases in the corollary, as follows.
Corollary 4. For (µ+ 1)EA on LeadingOnes and OneMax, the PCT can be bounded above by
L(δ) ≤ µ+ 2eµn

2 log(en)+ n+ log δ
−1
min{n/ log(en), µ}

,
and
L(δ) ≤ µ+ 2e 5µn+ n log(en)+max{2µ, n} · log δ−1 ,
respectively. 
Example 2. MMAS*/Binary PSO on OneMax/LeadingOnes.
In recent years, time complexity analysis of swarm intelligence algorithms such as ACO and PSO gradually developed and
became a new hot topic [26,27]. In the area of time complexity analysis of EAs, several mathematical methods, including
fitness-based partitions and potential functions, have been found to be still useful for ACO or PSO algorithms.
An example of running time analysis of ACOswhere the new inequality can be applied isMMAS* onOneMax/LeadingOnes
[27,30].
ACO algorithms always aim to find optimal paths in a given graph or network. The method called ‘‘construction graphs’’
can convert many types of optimization problems, containing pseudo-Boolean problems, into optimal path problems in the
corresponding construction graph [26,27].
MMAS* is a simple form of ACO for pseudo-Boolean problems defined in detail in [27]. This algorithm initializes the
amount of pheromone on each edge as 12 . New solutions are constructed randomly, and the amount of pheromone on an
edge τ(u,v) is the probability that this edge is chosen into the new solution. The pheromone will evaporate in every iteration
with a given fixed evaporation factor ρ < 1. The pheromone in the best-so-far solution will be reinforced. The upper and
lower bounds of the amount of pheromone are set to τmin = 1n and τmax = 1− 1n . In more detail, the update manner of the
amount of pheromone is the following:
τ(u,v) = ψ((1− ρ) · + ρ · I{(u,v)∈P(x)}),
for each edge (u, v), where I is the indicator function, P(x) is the best-so-far solution, andψ(τ) = min{τmax,max{τ , τmin}}.
Gutjahr and Sebastiani investigated the behavior ofMMAS* [30]. Their analysis shows that the running timeofMMAS* can
be partitioned into levels according to fitness values, and inside each fitness level, the searching process can be divided into
two stages, as follows. In the first stage (called freezing a solution), the best-so-far solution is retained and the pheromone
gap between two possible edges enlarges until the amount of pheromone reaches the given bounds τmin and τmax. In the
second stage, the amount of pheromone is unchanged, andMMAS* attempts to find a better solution. Because the amount of
pheromone on each edge is the probability that this edge is chosen to construct a new solution, in the second stage, MMAS*
is equivalent to (1 + 1)EA. Only when a strictly better new solution is found, MMAS* updates the best-so-far solution and
increases the amount of pheromones by ρ on the new solution.
Therefore, the total running time of MMAS* on OneMax/LeadingOnes can be divided into two parts:
T = T1 +
n−1
i=0
T2i,
where T1 is the time cost to freeze the solutions, which has a deterministic upper bound, and the second part equals the
total time cost of (1 + 1)EA on OneMax/LeadingOnes, which can be expressed as the sum of n independent geometrically
distributed variables. Generally speaking, assuming that the number of non-optimal fitness levels is m and the success
probability in each level is pi, i = 0, 1, . . . ,m − 1, based on Gutjahr and Sebastiani’s results on the expected running
time, we can obtain an upper bound for the PCT using the new inequality:
L(δ) ≤ m log n
ρ
+ 2

m−1
i=0
p−1i + h log δ−1

.
Thus, we can obtain the following corollary immediately.
Corollary 5. For MMAS* on OneMax and LeadingOnes, the PCT can be bounded above by
L(δ) ≤ n log n
ρ
+ 2n log(en)+ log δ−1 ,
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and
L(δ) ≤ n log n
ρ
+ 2n n+ log δ−1 ,
respectively. 
Finally, Binary PSO is a variant of the standard PSO proposed by Kennedy and Eberhart [53] to address discrete
optimization problems. Sudholt and Witt analyzed the behavior of Binary PSO with c¯ = c1 + c2 = Θ(1) on simple pseudo-
Boolean problems [33], where c1 and c2 are two learning factors for the cognitive and the social components in the algorithm
respectively. According to their paper, which is very similar to the case of MMAS*, the searching process of the Binary PSO at
each fitness level also consists of two stages, freezing a solution and finding a strictly better solution (equivalent to (1+1)EA).
Therefore, the new inequality can be similarly used for Binary PSOs on OneMax/LeadingOnes.
According to Lemma 5 in the paper of Sudholt and Witt, in the first stage where all n bits are frozen for each best-so-far
solution, the time cost T1 can be stochastically dominated by a random variable: T˜1 = m · t0Y , where t0 = 96·n log(2n)·ec¯min{1,c¯/2} ,
and Y is a geometrically distributed random variable with parameter 12 [33]. In the second stage, the algorithm looks for a
better solution similar to (1+1)EA, so the time cost can also be stochastically dominated by the sum of several independent
geometrically distributed random variables. This scenario illustrates the applicability of the new inequality in this case. For
simplicity, we directly write the result as a corollary of the new inequality without proof, as follows.
Corollary 6. For Binary PSO on OneMax and LeadingOnes, the PCT can be bounded above by
L(δ) ≤ 2 2nt0 + en log(en)+ en log δ−1 ,
and
L(δ) ≤ 2 2nt0 + en2 + en log δ−1 ,
respectively, where
t0 = 96 · n log(2n) · e
c¯
min{1, c¯/2} . 
6. Conclusions
Although the most important index for time complexity analysis of EAs and other RSHs is the expected running time,
it is not sufficient to exhibit the whole distribution of the running time. In this paper, we define a new index called the
probable computational time (PCT) for the convenience of analyzing the time cost of RSHs under a certain requirement on
the probability of obtaining target solutions.
We show basic properties of the PCT by simple tail inequalities. Basic relations between the expected running time and
the PCT are expressed explicitly. Most importantly, based on the general form of the Chernoff bound and famous methods
such as ‘‘fitness-based partitions’’ and ‘‘potential functions’’, we obtain the new inequality, which provides tight upper
bounds for PCT as long as the total running time can be written as the sum of a deterministic term (perhaps depending
on the problem size n) and a linear combination of some independent geometrically distributed variables. A looser corollary
of the new inequality is identified as the generalized form of Valiant’s inequality.
In this paper, we mainly use the cases of RLS/(1 + 1)EA on OneMax/LeadingOnes to illustrate the application of the
new inequality. Some other examples, containing (µ + 1)EA and simple swarm intelligence algorithms, such as MMAS*
and Binary PSOs, are also presented. Our new inequality can be mainly applied in those cases where the method ‘‘fitness-
based partitions’’ or ‘‘potential functions’’ can be used. As mentioned in Section 1, these methods have been applied to more
complicated EAs and combinatorial optimization problems recently. Accordingly, our new inequality will also be applicable
tomore complicated problems. This type of applicationwould be an interesting direction for futurework.Moreover, another
interesting direction is to study how the PCT changes when we consider EAs with offspring populations or parallel EAs.
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