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NATIONAL TECHNICAL UNIVERSITY OF ATHENS
Abstract
School of Mechanical Engineering
Doctor of Philosophy
Distributed Cooperation of Multiple Robots under Operational Constraints via
Lean Communication
by Panagiotis VLANTIS
The autonomous operation of robots inside obstacle cluttered environments
constitutes an actively studied research topic and autonomous navigation is unde-
niably a fundamental aspect of it. Moreover, as the tasks that robots are called to
fulfill grow in complexity by the day, the employment of multi-agent robotic sys-
tems, which generally exhibit higher robustness and versatility than their single-
robot counterparts, progressively increases. Thus, the autonomous navigation prob-
lems that need to be addressed become more and more challenging, increasing the
need for more efficient and robust path and motion planning schemes.
In this dissertation, we employ hierarchical decomposition techniques, coupled
with suitably designed adaptive configuration space exploration schemes for build-
ing versatile and complete planners, capable of computing “paths” connecting two
given configurations, or determine the absence of feasible solutions, after a finite
amount of steps. In addition, distributed control laws based on artificial potential
fields, which can elegantly realize the generated high-level plans, are devised for
addressing the navigation problem within complex, planar workspaces with guar-
anteed convergence properties. Finally, we demonstrate the efficacy of the proposed
methodologies for addressing real-world problems, such as coordinating the motion
of multiple robots operating within the same environment, as well as coordinating
the transportation of an object by a team of cooperating mobile manipulators.

vΕΘΝΙΚΟ ΜΕΤΣΟΒΙΟ ΠΟΛΥΤΕΧΝΕΙΟ
Περίληψη
Σχολή Μηχανολόγων Μηχανικών
Διδακτορική Διατριβή
Κατανεμημένη Συνεργασία Πολλαpiλών Ρομpiότ υpiό Λειτουργικούς Περιορισμούς μέσω
Ισχνής Εpiικοινωνίας
Παναγιώτης Βλαντής
Η αυτόνομη λειτουργία των ρομpiότ εντός piερίpiλοκων χώρων εργασίας αpiοτελεί ένα
εpiίκαιρο θέμα έρευνας και η αυτόνομη piλοήγηση είναι αναμφισβήτητα ένα θεμελιώδες
κομμάτι αυτής. Εpiιpiλέον, καθώς οι εργασίες piου τα ρομpiότ καλούνται να εκpiληρώσουν
αυξάνονται σε piολυpiλοκότητα μέρα με τη μέρα, η χρήση piολύ-ρομpiοτικών συστημάτων,
τα οpiοία εμφανίζουν γενικά υψηλότερη ευρωστία και ευελιξία, αυξάνεται piροοδευτικά. Ως
εκ τούτου, τα piροβλήματα αυτόνομης piλοήγησης piου piρέpiει να εpiιλυθούν γίνονται όλο
και piιο αpiαιτητικά, αυξάνοντας την ανάγκη για piιο αpiοτελεσματικά και σθεναρά σχήματα
σχεδιασμού piορείας και κίνησης.
Σε αυτή την διατριβή, χρησιμοpiοιούμε ιεραρχικές μεθόδους αpiοσύνθεσης, σε συν-
δυασμό με κατάλληλα σχεδιασμένα συστήματα εξερεύνησης του χώρου διαμόρφωσης,
για την κατασκευή ευέλικτων αλγορίθμων, ικανών να βρουν διαδρομές piου συνδέουν
δύο δεδομένες διαμορφώσεις, ή να καθορίσουν την αpiουσία εφικτής λύσης, μετά αpiό ένα
piεpiερασμένο piλήθος βημάτων. Εpiιpiλέον, κατανεμημένοι νόμοι ελέγχου piου βασίζονται
σε τεχνητά δυναμικά piεδία, οι οpiοίοι μpiορούν να υλοpiοιήσουν ασφαλώς τις piροδιαγρα-
φές υψηλού εpiιpiέδου, σχεδιάζονται για την αντιμετώpiιση του piροβλήματος piλοήγησης
εντός σύνθετων, εpiίpiεδων χώρων εργασίας με εγγυημένες ιδιότητες σύγκλισης. Τέλος,
εpiιδεικνύουμε την αpiοτελεσματικότητα των piροτεινόμενων μεθοδολογιών με την αντιμε-
τώpiιση piρακτικών piροβλημάτων, όpiως το συντονισμό της κίνησης piολλών ρομpiότ piου
λειτουργούν εντός του ίδιου piεριβάλλοντος, καθώς και τον συντονισμό της μεταφοράς
ενός αντικειμένου αpiό ομάδα συνεργαζόμενων κινούμενων ρομpiοτικών βραχιόνων.
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1Chapter 1
Introduction
1.1 Motivation
The autonomous operation of robotic platforms inside cluttered environments con-
stitutes an actively studied research topic with autonomous navigation being unde-
niably a fundamental aspect of it. Moreover, as the tasks that robots are called to
fulfill grow in complexity by the day, the employment of multi-agent robotic sys-
tems, which generally exhibit higher robustness and versatility than their single-
robot counterparts, progressively increases. Thus, the robot navigation problems
that need to be addressed become more and more challenging, increasing the need
for more efficient and robust path and motion planning schemes. In addition, in
order to design efficient and provably correct navigation schemes, one inevitably
requires to model and understand the complicated topology of high-dimensional
configuration spaces resulting from robotics systems with several degrees of free-
dom.1
A wide range of techniques has been employed in the literature for designing
control schemes that enable robots to navigate within complex environments, with
configuration space motion planning [33] being among the earliest. Given an ex-
plicit representation of the system’s configuration space, several planning and con-
trol schemes, such as ones based on exact cell decomposition approaches [53, 8] and
roadmap construction approaches [12], can be used for safely steering the robot to-
ward its target configuration, satisfying the prescribed task specifications. However,
describing exactly the configuration space even of trivial robotics systems in terms
of standard geometric and topological models, may prove to be a daunting task, if
not an impossible one. On the other hand, approximate decomposition techniques,
such as Slice Projection (SP) [69, 70] and Hierarchical Approximate Cell Decomposi-
tion (HACD) [10], avoid these issue by constructing instead an approximation of the
configuration space defined as the union of finite, simpler geometrical shapes, such
as hyper-rectangles and polytopes, at the expense of accuracy and completeness. In
addition, the complexity of motion planning is known to grow exponentially as the
1The configuration space of a robotic system is the set of all possible robot states that are free of
collisions and satisfy any imposed kinematic and dynamic constraints [69].
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dimension of the configuration space increases [12]. As such, configuration space
navigation techniques are generally restricted to very low dimensional and simple
settings.
Sampling-based motion planning [54, 40] constitutes another modern alterna-
tive solution that manages to circumvent the aforementioned issues as it requires
instead an implicit definition of the configuration space, which is generally much
easier to provide. On the other hand, these methodologies tackle solely the cor-
responding path finding problem and provide an open-loop solution that another
class of controllers must track as closely as possible in order to ensure invariance
of the robotic system’s free configuration space. Moreover, this class of planners
are known to have a hard time finding solutions to problems which are subject to
relatively tight constraints (e.g., narrow corridors). Another deficiency of sampling-
based planners is also their inability of determining infeasibility of a given problem,
thus failing to answer connectivity queries within a specified amount of time pro-
vides no insight about the reason behind it.
Finally, another actively researched class of controllers tackles the path and mo-
tion planning sub-problems simultaneously by designing robot commands accord-
ing to an underlying Artificial Potential Field (APF). Originally introduced in [46],
APFs in general provide a simple means of encoding collision avoidance specifica-
tions and devising reactive control schemes, with their negated gradient functioning
as a reference motion direction that drives the robot towards the desired goal config-
uration. Despite its intuitive nature, as shown in [49], this class of controllers suffers
unavoidably from the presence of unwanted equilibria induced by the workspace’s
topology and whose region of attraction may not be trivial. Also, artificial potential
fields admitted in a closed-form expression are generally restricted to geometrically
simple spaces, thus elaborate transformations suitable for navigation need to be de-
signed for mapping real workspaces onto such ideal worlds. On top of that, most
artificial potential fields and transformations alike require tedious off-line tuning of
certain design parameters in order to eliminate unwanted local minima and render
the transformation a diffeomorphism.
In brief, the path and motion planning schemes for robot navigation mentioned
above fundamentally differ from each other. Furthermore, each family exhibits a dif-
ferent set of advantages and disadvantages over the rest: sampling-based methods
can address intricate problems but fail to exploit local properties of the configura-
tion space configuration space decomposition methods use an explicit representa-
tion to ensure completeness at the expense of high computational cost, and artifi-
cial potential fields can produce closed-form control laws with guaranteed safety
and convergence properties for topologically and geometrically simple workspaces.
Hence, the question that naturally arises is whether it is possible to combine the
strengths of these methods in order to design more versatile autonomous robot nav-
igation schemes. In this dissertation, we answer this question in the affirmative as
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we employ hierarchical decomposition techniques, coupled with suitably designed
adaptive exploration schemes, to build versatile and complete planners that can an-
swer connectivity queries, or determine their infeasibility, after a finite amount of
steps. In addition, we equip the considered robotic systems with distributed control
laws based on artificial potential fields which can safely realize the generated high-
level plans, addressing the navigation problem within complex, planar workspaces
with guaranteed convergence properties. We also remark that, in this work, we
design more sophisticated high-level planners by also taking advantage of the pro-
posed low-level control laws’ ability to easily handle environments with arbitrary
connectedness and shape, thus eliminating the need for partitioning the configura-
tion space into unnecessarily simple components, such as rectanguloids. Finally, we
demonstrate the efficacy of the proposed methodologies for addressing real-world
problems, such as coordinating the motion of multiple robots operating within the
same environment, as well as coordinating the transportation of an object by a team
of cooperating mobile manipulators.
1.2 State-of-the-Art and Related Work
The autonomous navigation problem of robots in cluttered environments is a well
studied one and various methods addressing it can be found in the vast litera-
ture. Although no clear distinction exists, a categorization that is frequently adopted
classifies the alternative motion planning schemes into three wide categories [53]:
a) Sampling-based Motion Planning, b) Combinatorial Motion Planning, and c) Feed-
back-based Motion Planning.
The first family of planners and, undoubtedly, the most actively studied of the
three in modern literature, includes methodologies such as probabilistic roadmaps
(PRMs) [40] and rapidly exploring random trees (RRTs) [54]. The probabilistic road-
map method, originally developed independently at different cites [79, 42, 41, 74],
was the first to emerge and get adopted, mainly due to its simplicity and versatil-
ity. This approach comprises of two distinct stages. During the first, pre-processing
stage, the configuration space is sampled for collision-free placements, which are
added as nodes to a graph. Pairs of promising nodes are selected and a (usually
simplistic) local planner is employed for connecting such placements with a feasible
path, if one can be found, which corresponds to an edge of the graph. This process is
repeated for a specified amount of time, which is hopefully sufficient for the result-
ing graph to encapsulate the connectedness of the actual configuration space. Then,
during the second stage, queries are imposed to the planner in the form of pairs
of initial and final configurations. The planner then tries to connect the given con-
figurations to the readily computed graph and, if successful, then standard graph
search algorithms are employed for finding a sequence of connected nodes between
the given configurations, assuming they belong to the same connected component
of the aforementioned graph.
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The basic PRM description leaves some details to be filled in, like how to sam-
ple the underlying space or what local planner to employ. Different aspects of
this methodology have been investigated and several improvements have been pro-
posed over the original abstract scheme, such as Gaussian sampling [9], Bridge-
Test sampling [37, 36, 103], the Small-Step Retraction method [93], Lazy PRM [7],
Obstacle-Based PRM [75, 120], and many more [87, 90, 121, 103, 29, 81, 48]. The
rapidly exploring random trees method, which was originally introduced in [54, 52,
55] for coping with dynamical systems subject to Pfaffian constraints, constitutes
a more versatile, sampling-based alternative to PRM allowing one to address the
navigation problem for more intricate classes of dynamical systems and restrictions.
Optimal variants of the aforementioned methods, in the sense of finding the shortest
path subject to a given metric, were initially presented in [39]. On the other hand,
sampling-based methods strongly rely on fast collision detectors, efficient nearest
neighbor and graph search algorithms, effective sampling strategies and informa-
tive metric selection [61, 56] to operate efficiently. Moreover, these methodologies
are generally having a hard time addressing problems with constricted configura-
tion spaces (e.g., workspaces densely occupied by obstacles or narrow corridors).
To alleviate these issues various attempts have been made. In [3], a novel sen-
sory steering algorithm was designed which used local Voronoi decomposition of
the workspace to significantly improve the path planning performance of sampling
based algorithms near difficult regions such as narrow passages. In [95] and [94],
the authors propose a scheme that samples entire manifolds instead of isolated con-
figurations, which are, in turn, used for approximating the configuration space’s
connectivity graph, thus allowing the planner to perform significantly better even in
tight workspaces. In order to address multi-robot scenarios, when a common graph
representation of the workspace is shared among the agents, efficient methodolo-
gies for coordinating their transitions were proposed in [89, 110, 119]. In [104], a
methodology was presented which addresses cases where the motion of each robot
is restricted to a distinct graph by building a composite roadmap (i.e., the Cartesian
product of the individual graphs). Furthermore, more efficient extensions of this
approach, which work on implicitly defined composite roadmaps and potentially,
lower dimensional configuration spaces, can be found in [117, 118, 101, 99].
Moving on to combinatorial planning schemes, exact cell decomposition and
algebraic approaches, such as [77, 76, 43, 96, 31, 98, 102] to name but a few, were
among the earliest to be considered. In arguably the most exemplary works of this
class [107, 97], the authors tackle the path finding problem for a robot which is able
to translate and rotate within polygonal environments by building a graph of critical
robot configurations [57, 44], i.e., configurations at which the robot has at least two
points in contact with the workspace’s boundary, which encapsulates the topological
structure of the configuration space’s projection onto the robot’s workspace. Also, a
similar approach was presented in [106] for coordinating the motion of teams of two
and three disk shaped robots. Unfortunately, careful implementation of such exact
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cell decomposition algorithms, generally achieves a complexity doubly exponential
w.r.t. the degrees of freedom of the robotic system [17]. A more elaborate solution,
known as the Roadmap Algorithm, which reduces this complexity to singly expo-
nential time, was presented by Canny in [12]. For the spacial case of point and ball
shaped robots, operating within a compact, simply connected workspace, a novel
control scheme was introduced in [1, 4] which, by partitioning the system’s configu-
ration space into strata based on nearest neighbor relations and constructing binary
tree representations of those, manages to reduce the computational complexity of
the motion planning problem down to O(n2) time.
Nevertheless, despite their elegance, the complexity of such exact methods ren-
ders them impractical for addressing cases with non-trivial shapes and sizes of robotic
teams. To that end, approximate cell decomposition techniques [71, 10] have been
successfully employed for tackling robot navigation problems with complex, high-
dimensional configuration spacesand generally exhibit fast exploration capabilities
when coupled with hierarchical adaptive subdivision schemes guided by suitable
heuristics. More specifically, Slice Projection (SP) methodologies, like the ones pre-
sented in [69, 70], consist of partitioning the robot’s configuration space into slices,
with respect to a given axis (e.g., the robot’s orientation), and projecting those slices
to obtain safe, lower dimensional under-approximations of the robot’s free space.
On the other hand, Hierarchical Approximate Cell Decomposition (HACD), origi-
nally introduced in [10], constitutes a tool for robot path planning which builds a
decomposition of the robot’s configuration space made of rectangloid cells at suc-
cessive levels of approximation. A major advantage of the former over the later is
that SP generates, in general, a smaller amount of cells since the geometry repre-
sented by a slice does not need to be any further approximated by simpler shapes,
although, this comes at the cost of requiring more elaborate techniques, compared
to rectangloids, in order to safely navigate within a projected slice. Additionally,
heuristics [122] designed for use with HACD methods enable the design of more ef-
ficient algorithms, able to adaptively refine the configuration space’s representation,
that have been successfully employed for addressing various tasks [11, 105].
Feedback-based planners constitute another actively researched class of con-
trollers which tackle the path and motion planning sub-problems simultaneously
by designing robot commands according to some sort of reactive policy. Online op-
timal control strategies, like receding horizon control [35, 78, 50], are an example
quite popular in practice since they can accommodate for realistic robot kinematic
and dynamic models [72, 16, 59], and address systems with several degrees of free-
dom [68, 34, 26]. In addition, examples of artificial vector fields include but are
not limited to methodologies based on Lyapunov-live barrier functions [83, 111, 60],
Prescribed Performance Control (PPC) schemes [116, 6, 112, 115] and dipolar vector
fields [86, 85, 84]. Also, a novel approach based on Power Diagrams which can be
used for designing tune-free vector fields for navigation within sufficiently curved,
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convex workspaces is also presented in [1, 2, 5]. Unfortunately, the majority of the
solutions mentioned above possess guaranteed convergence properties only for ini-
tializations of the problem “close enough” to the desired state or under rather strict
assumptions (e.g., convex obstacles, trivial workspaces, etc), effectively sacrificing
completeness for a reactiveness and safety. Another methodology of this class of
particular interest involves the design of reactive control laws based on Artificial
Potential Fields (APFs). Originally introduced in [46], APFs provide, in general, a
simple means of encoding collision avoidance specifications, with their negated gra-
dient functioning as a reference motion direction that drives the robot towards the
desired goal configuration. As shown in [49], despite its intuitive nature, this class
of controllers suffers unavoidably from the presence of unwanted equilibria induced
by the workspace’s topology and whose region of attraction may not be trivial. In
their seminal work [91], Rimon and Koditschek presented a family of APFs called
Navigation Functions (NF) for point and sphere worlds,2, as well as a constructive
transformation for mapping workspaces cluttered by trees of star-shaped obstacles3
into such worlds. However, certain design parameters required tedious tuning to
eliminate unwanted local minima and render the transformation a diffeomorphism.
The NF framework has been successfully adapted since then to address a variety
of problems for different kinds and number of robots [15, 108, 109, 92, 27, 32, 58].
Although provably correct, this solution suffers in practice by the fact that the al-
lowable values of the design parameters may cause both the potential and the corre-
sponding transformation to vary abruptly close to the obstacles (the issue of “disap-
pearing valleys” [91]), thus pushing the trajectories of the robot very close to them.
Methods for remedying such drawbacks or relaxing some generally conservative re-
quirements of NFs, up to a certain degree, are presented in [66, 18, 23]. Additionally,
attempts to extend the NF framework directly to non-sphere worlds can be found
in [19, 24, 25, 88].
Artificial Harmonic Potential Fields (AHPF) constitute an interesting subclass
of APFs, since they are free of unwanted local minima by construction. However, no
simple way exists for constructing safe, w.r.t. obstacle avoidance, harmonic poten-
tials even for simple workspaces. AHPFs suitable for navigation in realistic environ-
ments were originally utilized in [13, 14], where computationally expensive numeri-
cal techniques were employed to solve the associated Dirichlet and Neumann prob-
lems. Several extensions of the aforementioned methodology have followed [73, 30,
28], addressing issues such as numerical precision and computation, dynamic envi-
ronments, etc. The panel method was employed in [47] and [21] to build harmonic
potentials to coordinate the motion of a single and multiple robots in polygonal envi-
ronments. In [22, 80], well known closed-form solutions of the uncompressed fluid
flow around simple geometries were used in order to safely drive a robot among
2A Euclidean sphere world of dimension N is formed by removing from the interior of a large
N-dimensional ball a finite number of non-overlapping smaller balls.
3A star is a set which possesses a point from which all the rays cross the boundary only once.
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moving obstacles. Harmonic potential fields have also been used in [100, 38] for
addressing the Simultaneous Localization and Mapping problem (SLAM) by coor-
dinating the robot motion in unknown environments. Moreover, a methodology
based on the evaluation of the harmonic potential field’s streamlines is used in [114]
for mapping a multiply connected workspace to a disk, collapsing inner obstacles
to line segments or arcs. In a recent work [62], the problem of designing closed
form harmonic potentials in sphere worlds is addressed by the introduction of a
diffeomorphism [67, 65], which allows mapping such workspaces to the euclidean
plane with some of its points removed. Finally, extensions of this work addressing
topologically complex 3-dimensional workspaces or multi-robot scenarios, by intro-
ducing appropriate constructive workspace transformations, can be found in [63]
and [64], respectively.
1.3 Outline
The organization of this dissertation is as follows.
Chapter 2:
In this chapter, we present a novel control scheme for addressing the navigation
problem for a robot operating within a static, compact and planar workspace with
arbitrary connectedness and shape. Our goal is to design a control law that can
successfully drive the robot to any valid goal configuration, starting from almost any
initial configuration, without colliding with the obstacles occupying the workspace.
To cope with the workspace’s topology, we present a methodology for building a
harmonic map of the workspace onto a punctured disk. This transformation, which
to the best of our knowledge, has not been employed before for addressing the robot
navigation problem, is unlike transformations used in the related literature (e.g.,
[91] and [64]), as it does not require any sort of decomposition of the workspace into
simpler geometries (e.g., trees of stars). Moreover, contrary to [91, 64, 65] where an
explicit representation of the workspace boundaries is required (i.e., as the level sets
of a sufficiently smooth function), our approach only needs a sufficiently fine polyg-
onal workspace description, which can be easily acquired in practice via SLAM. Al-
though the construction of this map relies on computationally expensive numerical
techniques, it only needs to be calculated offline once for a given static workspace
due to the fact that it depends neither on the robot’s initial nor on the final con-
figurations, contrary to approaches where different harmonic potentials have to be
computed for each robot’s destination.
In addition, we design closed-form AHPFs for robot navigation, extending the me-
thodology presented in [62] by the introduction of an appropriate adaptive laws for
their parameters, which enables addressing bounded workspaces and controlling,
up to a certain degree, the tradeoff between high obstacle repulsiveness and conver-
gence rate. Moreover, we exploit novel tools on dynamical systems’ analysis to study
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the stability of degenerate equilibria of the closed-loop system. Finally, we adapt our
methodology to the class of differential drive robots, which are commonly encoun-
tered in real-world applications and propose an elegant way to render the problem
of addressing large workspaces tractable.
Chapter 3:
As realistic robots hardly ever can be accurately modeled as disks, in this chapter,
we present a hybrid control scheme in order to address the navigation problem for
a robotic platform whose shape can be adequately represented by a polygon. Like
before, the robot is assumed to operate within a compact workspace with arbitrary
connectedness and shape.
The proposed control scheme consists of two components: a high-level planner,
which is responsible for finding a sequence of configuration space cells that the
robot can safely traverse in order to reach its goal, and a low-level kinematic con-
troller which is tasked with driving the robot from one cell to the next, while en-
suring invariance of the free configuration space. To do so, given an initial and de-
sired robot configuration, we begin with constructing two types of approximations
of the robot’s configuration space based on slice projections obtained by adaptively
refining the range of permitted robot orientations, while searching for sequences
of connected cells in each approximation that contain these two configurations. In
order to successfully find such a path of cells, we design a heuristic used by our al-
gorithm for choosing slices whose subdivision potentially increases our knowledge
regarding the connectivity of the configuration space’s portion directly related to
our problem. Furthermore, the proposed algorithm, which is resolution complete
by design, is also able to determine when a given problem is not feasible in a finite
amount of iterations, assuming that the robot’s collision-free configuration space is
open. Having thus obtained a sequence of connected cells, we design decoupled
control laws for the robot’s linear and angular velocities which can safely drive the
robot from one cell to the next, till the goal configuration is reached. Particularly, in
order to regulate the robot’s position, we employ the harmonic transformation and
adaptive harmonic potential field scheme presented in chapter 2, which integrates
elegantly with the sort of configuration space representation used in this chapter.
Chapter 4:
As the popularity of multi-agent robotic systems grows by the day, due to the display
of higher robustness and versatility compared to single-robot alternatives, the need
for more efficient forms of planning grows by the day. In this chapter, we adopt
the concepts presented in the previous chapters, in order to design a novel control
scheme for coordinating the navigation of a team of disk-shaped robots that operate
within an arbitrary, obstacle cluttered, planar workspace.
More specifically, given an initial and desired configuration for the robotic team, we
design a high-level planner, based on Hierarchical Cell Decomposition techniques,
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which is tasked with the exploration of the system’s configuration space to discover
a sequence of cells, that the robots can safely traverse, towards the desired config-
urations. One of the strong points of the proposed algorithm is the use of a suit-
able labeling mechanism for selecting the regions of the configuration space to be
subdivided at each iteration. Particularly, by computing an over- and an under-
approximation of each robot’s footprint, in a manner similar to the one presented
in chapter 3, our algorithm can determine which cells may contain feasible config-
urations of the system, while automatically discarding cells that are determined to
contain none. Finally, having obtained a sequence of traversable cells, we equip
our system with a distributed low-level control law based on harmonic maps and
adaptive harmonic potential fields, introduced in chapter 2, which guarantee safe
and almost-global convergence from one cell to the next. In addition, as our scheme
does not require explicit knowledge of the entire system’s state in order to compute
control inputs for each individual robot, it significantly reduces the communication
requirements of the robotic team.
Chapter 5:
In this chapter, we present a methodology for planning the motion of a team of
mobile manipulators carrying an object within a compact planar workspace. More
specifically, as the object is allowed to translate and rotate and each robot is equipped
with a manipulator consisting of one or more moving links, our scheme must take
into consideration the varying shape of the robotic system in order to devise a plan
that can safely drive the object to a specified configuration. To this end, we extend
the methodology introduced in chapter 3 in order to built a sequence of configura-
tion space cells, each of which defines an allowable set of configurations of the object,
as well as explicit intervals for each manipulator’s states. Furthermore, appropri-
ately designed under- and over-approximations of the free configuration space are
used in order to guide the configuration space’s exploration without loss of com-
pleteness. In addition, we couple methodologies based on Reference Governors
and Prescribed Performance Control with harmonic maps, presented in chapter 2,
in order to design a distributed control law for realizing the transitions specified
by the high-level planner, which possesses guaranteed invariance and almost global
convergence properties. Furthermore, the proposed low-level control law does not
require continuous information exchange between the robots, which rely only on
measurements of the object’s configuration and their own states.
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Chapter 2
Navigation of Disk-Shaped Robots
on the Plane
FIGURE 2.1: Mobile robot navigating within a maze.
2.1 Introduction
In this chapter, we address the navigation problem for a robot operating within a
static, compact, planar workspace which has arbitrary connectedness and shape.
Particularly, we design a control law which can safely drive the robot to a specific
goal configuration from almost all initial configurations. To cope with the workspace’s
topology, we construct a harmonic map of the workspace onto a punctured disk,
which, unlike the transformations proposed in [91] and [64], does not require the
decomposition of the workspace into trees of stars. Moreover, contrary to [91, 64, 65]
where an explicit representation of the workspace boundaries is required (i.e., as the
level sets of a sufficiently smooth function), our approach only needs a sufficiently
fine polygonal workspace description, which can be easily acquired in practice via
SLAM. In addition, we employ closed-form AHPFs for robot navigation, similar
to the ones presented in [62], but modified accordingly by introducing appropriate
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adaptive laws for their parameters to address efficiently bounded workspaces and
control, up to a certain degree, the tradeoff between high obstacle repulsiveness and
convergence rate. Notice also that, unlike the methodologies presented in [14, 73],
we only need to solve a computationally expensive problem once for a given static
workspace, independently of the robot’s initial and goal configurations. Also, we
elaborate on the construction of the proposed transformation using numerical tech-
niques, and particularly the Panel Method. Finally, we adapt our methodology to
the class of differential drive robots, which are commonly encountered in real-world
applications and propose an algorithm to render the problem of addressing large
workspaces tractable.
The outline of this chapter is as follows. In Section 2.2, we rigorously formulate
the problem and in Section 2.3, we present the methodology for constructing har-
monic maps suitable for navigation. In Section 2.4, we describe the proposed control
law for addressing the robot navigation problem and elaborate on its stability. Fur-
thermore, in Section 2.5, we present methodologies for extending the proposed con-
trol scheme to differential drive robots as well as for reducing the complexity when
addressing large and composite workspaces. Finally, in Section 2.6, we demonstrate
the efficacy of the proposed control scheme via extensive simulation and experimen-
tal results.
Notation: We use Dr(x) to denote the open disk with radius r > 0 centered
at x ∈ R2. Additionally, D and ∂D denote the closed disk and circle with unit
radii centered at the origin of R2, respectively. Also, let IN , {1, 2, . . . , N} and
I?N , {0}
⋃
IN . Given sets A, B,⊆ Rn, we use cl (A), ∂A, int (A), A to denote the
closure, boundary, interior and complement of A w.r.t. Rn, respectively, and A \ B to
denote the complement of B w.r.t. A. Furthermore, we use 0N and 1N to denote the
all-zeros and all-ones column vectors of length N, respectively, and 0N×M to denote
the N ×M zero matrix. We also define 1kN×M, k ∈ IM as the N ×M matrix whose
k-th column is equal to 1N and every other column being equal to 0N . Given a vector
function f (x), we use ∇x f to denote its Jacobian matrix. Also, given an arc C, we
use len (C) to denote its length. Finally, we will say that a set A is attractive (resp.
repulsive) under a potential field ψ when there exists a point p0 /∈ cl (A) such that if
we initialize at p0 and move along the negated gradient of ψ, we will converge (resp.
will not converge) to ∂A.
2.2 Problem Formulation
We consider a robot operating within a compact workspaceW ⊂ R2, bounded by a
single outer and a finite set of inner disjoint Jordan curves1, which correspond to the
1A Jordan curve is a non-self-intersecting continuous planar curve.
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boundaries of static obstacles. It is assumed thatW can be written as
W =W0 \
⋃
i∈IN
Wi (2.1)
whereWi, i ∈ I?N denote regions ofR2 that the robot cannot occupy. Particularly, the
complement ofW0 is considered to be a bounded, simply connected region that may
also include a strict subset of its own boundary2 andW1,W2, . . . ,WN are assumed to
be closed, simply connected compact sets that are contained inW0 and are pairwise
disjoint. Let p = [x, y]T ∈ R2 denote the robot’s position and assume that the robot’s
motion is described by the single integrator model:
p˙ = u (2.2)
where u ∈ R2 is the corresponding control input vector.
Problem 1. Our goal is to design a control law to successfully drive a robot with kine-
matics (2.2) towards a given goal configuration pd ∈ W , from almost any feasible initial
configuration pinit ∈ W , while ensuring collision avoidance, i.e., p(t) ∈ W for all t ≥ 0.
Remark 1. The results presented in this chapter can be readily employed for the navigation
of disk robots with radius R > 0 by appropriately augmenting the workspace boundaries
with the robot’s size.
2.3 Harmonic Maps for Planar Navigation
In this section, we present a methodology that maps the robot’s workspace onto a
punctured unit disk, where the robot’s control law is designed. Particularly, our
goal is to construct a transformation T : cl (W) 7→ D, from the closure of the robot’s
configuration space cl (W) to the unit disk D, with the following properties:
1. T(·) maps the outer boundary ∂W0 to the unit circle ∂D,
2. T(·) maps the boundary ∂Wi, i ∈ IN of each obstacle to a distinct point qi =
[ui, vi]
T ∈ int (D),
3. T(·) is a diffeomorphism for all p ∈ int (W).
To that end, we propose a harmonic map T(p) = [u(p), v(p)]T, (i.e., u(p) and v(p)
are both harmonic function), which, to the best of our knowledge, has never be-
fore been employed in a motion planning framework addressing multiply connected
workspaces in this manner. The existence of such map was proved in [20] and suf-
ficient conditions rendering a harmonic map a diffeomorphism were extracted as
2This corresponds to cases when we wish to place the robot’s goal configuration on some part of
the workspace outer boundary which is not physically occupied by an actual obstacle, e.g., the door of
a compartment (refer to Subsection 2.5.2 for more details).
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FIGURE 2.2: Transformation of a real workspace onto a punctured
disk.
part of the proof. We will now summarize those findings expressed for real-valued,
vector functions in the form of a theorem for the sake of completeness.
Theorem 1. (Theorem 2 in [20]) LetW ⊂ R2 be a finitely connected open domain bounded
by Jordan curves ∂W0, ∂W1, . . . , ∂WN , where ∂W0 is the outer boundary component. Let
Ω ∈ R2 be a bounded convex domain. Suppose that f¯ is an orientation-preserving con-
tinuous weak homeomorphism of ∂W0 onto ∂Ω. Then, there exists a harmonic function
f :W 7→ Ω that satisfies the boundary conditions:
f (p) = f¯ (p), ∀p ∈ ∂W0, (2.3)∫
∂Wi
∂ f
∂n
ds = 0, ∀i ∈ IN (2.4)
where n = n(p) denotes the unit vector that is normal to the boundary at the point p ∈ ∂Wi,
i ∈ IN , and mapsW injectively onto Ω with N points removed.
What this theorem practically means is that given any orientation-preserving,
weak homeomorphism from the workspace outer boundary ∂W0 to the boundary
of any given convex set, we can construct a diffeomorphism that maps cl (W) to
the target set and which collapses each obstacle onto a seperate point qi within its
interior (see Figure 2.2). Thus, in order to construct the requested transformation
of cl (W) onto the unit disk D, first we need to provide a map T : ∂W0 7→ ∂D for
its boundary3 (i.e., T(p) , [u¯(p), v¯(p)]T), and solve the two corresponding boundary
value problems for u(p) and v(p) subject to the constraints (2.3) and (2.4). Notice
that the coordinates of qi (i.e., the images of the internal obstacles) are not explicitly
specified, but are enforced by the problem’s solution as a result of satisfying the
aforementioned constraints.
3This particular transformation T can be easily constructed for any given planar Jordan curve C by
1) arbitrarily selecting a point po on C, 2) defining `(p), ∀p ∈ C as the length of the arc p˜o p, assuming
one travels from po to p on C while having the curve’s interior to its left, and 3) choosing T(p) =
[cos(2pi`(p)/L), sin(2pi`(p)/L)]T , where L = len (C).
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FIGURE 2.3: Discretization of an arbitrary workspace’s boundary
using line segment elements. By convention, the outer boundary
is considered to be clockwise oriented whereas inner boundaries as
counter-clockwise oriented. The normal direction of each element is
depicted using green colored vectors. Furthermore, the values of the
two linear shape functions G0,24,1 and G0,24,2 are plotted along the
length of the corresponding element E0,24.
In order to construct the harmonic functions u(p) and v(p), we employ numer-
ical techniques and particularly the Panel Method.4 Accordingly, we approximate
each of the components of T(p) = [u(p), v(p)]T by a sum of simple harmonic source
distributions as follows:
u(p) ≈
N
∑
i=0
M˜i
∑
j=1
L˜
∑
l=1
Cxijl Hijl(p)
v(p) ≈
N
∑
i=0
M˜i
∑
j=1
L˜
∑
l=1
Cyijl Hijl(p)
(2.5)
Hijl(p) =
∫
Eij
Gijl (s) ln(‖p− p˜i,j(s)‖)ds (2.6)
which are obtained by subdividing separately the workspace’s outer and inner bound-
aries into M˜0, M˜1, . . . , M˜N number of elements (see Figure 2.3), where L˜ is the num-
ber of control parameters per element, Eij denotes the j-th element of the i-th bound-
ary’s approximation, p˜i,j(s) ∈ Eij is a bijective parameterization of Eij by its length
(i.e., p˜i,j : [0, len
(
Eij
)
] 7→ Eij ), Gijl : [0, len
(
Eij
)
] 7→ R is the shape function corre-
sponding to the l-th control parameter of Eij, and Cxijl , C
y
ijl ∈ R are control param-
eters that need to be appropriately selected so that T to satisfies Properties 1–3, for
all l ∈ IL˜, j ∈ IM˜i and i ∈ I?N . It is worth noting that for common choices of Gijl
(e.g., constant or linear shape functions) and simple types of Eij (e.g., line segments),
4Similar formulations can be obtained employing other techniques such as the Boundary Element
Method (BEM), Finite Element Method (FEM) or Finite Differences Method (FDM).
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the integral in (2.6) can be easily evaluated to obtain a closed-form expression for
Hijl5. Generally, this comes at the expense of requiring more elements to sufficiently
approximate the exact transformation, as opposed to selecting more elaborate (e.g.,
quadratic) shape functions or element geometries. To obtain the unknown control
parameters as well as the images of the workspace’s inner obstacles, one needs to
solve the two independent linear systems of equations:
AX = Bx, AY = By (2.7)
for the unknown vectors
X =
î
Cx0,1,1, · · · , Cx1,1,1, · · · , CxN,M˜N ,L˜, u1, · · · , uN
óT
Y =
î
Cy0,1,1, · · · , Cy1,1,1, · · · , CyN,M˜N ,L˜, v1, · · · , vN
óT
.
(2.8)
The matrix A and r.h.s. vectors Bx, By are constructed by selecting a set of arbitrary
points p˜?i,j
6 such that a) p˜?i,j ∈ ∂Wi for all j ∈ IN˜i and i ∈ I?N , where N˜i, i ∈ I?N denotes
the number of points selected on the corresponding boundary components of W ,
and b) ∑i∈I?N N˜i is equal to the amount of unknown parameters (i.e., ∑i∈I?N M˜i L˜) , on
which the conditions (2.3) and (2.4) are evaluated as follows:
A =

A0, 0N˜0×N
A1, −11N˜1×N
...
...
AN , −1NN˜N×N
An, 0N×N
 , Bx =

Bx0
0N˜1
...
0N˜N
0N
 , By =

By0
0N˜1
...
0N˜N
0N
 (2.9)
Ak =

H0,1,1(p˜?k,1) · · · HN,M˜N ,L˜(p˜?k,1)
H0,1,1(p˜?k,2) · · · HN,M˜N ,L˜(p˜?k,2)
...
...
...
H0,1,1(p˜?k,N˜k ) · · · HN,M˜N ,L˜(p˜
?
k,N˜k
)
 , ∀k ∈ I?N (2.10)
An =

∑N˜1k
∂H0,1,1
∂n (p˜
?
1,k) . . . ∑
N˜1
k
∂HN,M˜N ,L˜
∂n (p˜
?
1,k)
∑N˜2k
∂H0,1,1
∂n (p˜
?
2,k) . . . ∑
N˜2
k
∂HN,M˜N ,L˜
∂n (p˜
?
2,k)
...
...
...
∑N˜Nk
∂H0,1,1
∂n (p˜
?
N,k) . . . ∑
N˜N
k
∂HN,M˜N ,L˜
∂n (p˜
?
N,k)
 (2.11)
5As an illustration, for a line segment element Eij with two control parameters (i.e., L˜ = 2), a
typical choice for linear shape functions is Gij1(s) = s/len
Ä
Eij
ä
, Gij2(s) = (1− s)/len
Ä
Eij
ä
and p˜i,j(s) =
p˜i,j,A + p˜i,j,Bs/len
Ä
Eij
ä
for the corresponding parameterization, where p˜i,j,A, p˜i,j,B are the element’s
end-points.
6A typical strategy is to select the points p˜?i,j uniformly on the outer and inner boundaries of the
given domain.
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Bx0 =

u¯(p˜?0,1)
u¯(p˜?0,2)
...
u¯(p˜?0,N˜0)
 By0 =

v¯(p˜?0,1)
v¯(p˜?0,2)
...
v¯(p˜?0,N˜0)
 (2.12)
Notice that the directional derivatives in (2.11) are computed along the unit vec-
tors that are normal to the boundary at p˜?i,j according to the convention depicted in
Figure 2.3. Moreover, by selecting a sufficiently large number of sufficiently small el-
ements, the overall approximation error between the solution of the aforementioned
linear problem and the exact transformation defined in Theorem 1 can be rendered
arbitrarily small.
2.4 Control Design
To address Problem 1, we equip the robot with the aforementioned transformation
q = T(p) from the closure of its configuration spaceW onto the unit disk D and an
artificial potential field ψ(q, k) augmented with an adaptive control law k˙ = fk(q, k)
for its parameters k = [kd, k1, k2, . . . , kN]
T. The robot velocity control law is calcu-
lated as follows:
u = −Kus(q, k)J−1(p)∇qψ(q, k) (2.13)
where J(p) denotes the Jacobian matrix of T(p), s(p, k) ≥ 0 is a continuously differ-
entiable gain function given by:
s(q, k) = γσp
Ç
1− ‖q‖
ep
å
+ (1− γ)σv
( (∇qψ)T q
ev + ‖∇qψ‖‖q‖
)
(2.14)
with
σp(x) =
x2(3− 2x), if x ≤ 11, if x > 1 , (2.15)
σv(x) =
x2, if x ≥ 00, if x < 0 (2.16)
and Ku, γ, ep, ev are scalar constants such that Ku, ev > 0 and γ, ep ∈ (0, 1). More
specifically, s(q, k) consists of two individual terms with the first vanishing as the
robot approaches the workspace’s outer boundary (and its distance from the unit
circle is less than ep) whereas the second vanishes when the robot’s velocity points
away from the disk’s center. The scalar parameter γ can be used for adjusting the
contribution of each respective term of s(q, k). Finally, ψ is a harmonic artificial po-
tential field defined on the image T(W) of the workspace W and whose negated
gradient−∇qψ(q, k) defines the direction of the robot’s motion in the real workspace
W via the inverse Jacobian J−1(p). By design, the resultant vector field precludes
collisions between the robot and the workspace’s inner obstacles and renders the
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goal configuration almost globally attractive except for a set of measure zero initial
configurations. However, since W0 may not be repulsive under ψ for an arbitrary,
fixed selection of k, we also introduce the adaptive law fk(p, k) which, along with
s(p, k), guarantee forward invariance of the workspace without compromising the
convergence and stability properties of the overall system. The following subsec-
tions elaborate on each component of the proposed control law individually.
2.4.1 Artificial Harmonic Potential Fields
Following a procedure similar to the one proposed in [62], we construct an artificial
harmonic potential field on the disk space D from point sources placed at the de-
sired configuration qd = T(pd) as well as at the points qi = T(∂Wi), ∀i ∈ IN that
correspond to the inner obstacles, as follows:
φ = kd ln
Å‖q− qd‖
2
ã
−
N
∑
i=1
ki ln
Å‖q− qi‖
2
ã
(2.17)
where kd > 0 and ki ≥ 0 denote harmonic source strengths which vary according to
adaptive laws that are presented later. An interesting property of the above potential
field, which stems from the maximum principle for harmonic functions, is that, for
fixed k, the only minima of φ are located at qd and, possibly, at infinity. As a direct
consequence of this property, the hessian∇2qφ computed at a non-degenerate critical
point of φ in our domain’s interior, has one positive and one negative eigenvalue
with the same magnitude, e.g., λ and −λ with λ > 0.
Next, we define a reference potential field ψ based on φ, which is given by
ψ =
1 + tanh
(
φ/w
)
2
(2.18)
where w is a positive scaling constant. Note that ψ maps the extended real line to the
closed interval [0, 1]. As tanh
(
φ/w
)
is a strictly increasing function, the only critical
points of ψ are the ones inherited from φ with their indices preserved. Furthermore,
the gradient of ψ w.r.t. q, given by:
∇qψ = 1−
(
tanh
(
φ/w
))2
2w
∇qφ (2.19)
is well-defined and bounded for all q ∈ D.
If the workspace was radially unbounded, selecting k fixed with kd > ∑Ni=1 ki
would render the potential field (18) sufficient for navigation. The author in [62]
addresses bounded workspaces that are diffeomorphic to sphere worlds by simply
mapping the outer bounding circle to infinity. For reasons that will become apparent
later, we would like to be able to place qd on regions of ∂D that are not physically
occupied by obstacles (such as passages to other compartments, see for example
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Subsection 2.5.2), thus we cannot follow the same procedure since that would render
the effect of the sole attractor on the robot null. Instead, we design appropriate
adaptive laws for the parameters k of φ, to render the outer boundary repulsive and
establish the forward completeness of the proposed scheme for all time.
Before proceeding with the definition of the adaptive law, we first state two
propositions that will be used in the subsequent analysis, the proofs of which can be
found in the Appendix.
Proposition 1. Let kd > 0 and q′ ∈ ∂D \ {qd}. There exists k′ > 0 such that if ki < k′,
∀i ∈ IN , then q′ is repulsive under ψ.
Proposition 2. If ki are non-negative and bounded, there exists k′d > 0 such that ψ is Morse
for all kd ≥ k′d.
2.4.2 Adaptive Laws
We now present the adaptive law k˙ = fk(q, k) that updates the parameters of the
potential field ψ. It’s primary goal is to render: a) the workspace outer boundary
repulsive and b) any critical point of φ in the vicinity of the robot non-degenerate; a
property that will be used later in the analysis. In particular, we consider fk of the
form:
k˙d = ξ1(λ+ ‖∇qφ‖; e1)
k˙i =
Ä
ki − ki
ä
wi`igi −Kkkihiw0
(
g0 + ξ1(s; e2)
)
, ∀i ∈ IN
(2.20)
where wi and gi, i ∈ I?N , as well as hi, i ∈ IN , are functions to be defined later,
ki, i ∈ IN , are desired upper bounds for ki, λ denotes the non-negative eigenvalue
of ∇2qφ, Kk is a positive control gain, and e1, e2 are small positive constants. The
continuously differentiable switch ξ1(x; e) and functions `i(q) are respectively given
by:
ξ1(x; e) = 1− σp
(
x/e
)
(2.21)
`i(q) = − Kus(q, k)
ln
Ä ‖q−qi‖
2
ä . (2.22)
According to Proposition 1, our first requirement can be accomplished by de-
signing fk to reduce ki as the robot approaches ∂D. To do so without compromising
the inherent inner obstacle collision avoidance properties of φ, we need to also en-
sure that each ki does not vanish within some neighborhood of qi, for all i ∈ IN . To
that end, firstly we define gi, employing the smoothly vanishing function defined in
(16), to serve as pseudo-metrics of the alignment between the robot’s velocity and
the directions towards the goal and inner obstacles, respectively, given by:
gi = σv
(
gi
)
, ∀i ∈ I?N (2.23)
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with
g0 =
1
4
Å
α‖∇qψ‖‖q− qd‖ −
(∇qψ)T (q− qd)ã
gi =
1
2
(∇qψ)T (q− qi), ∀i ∈ IN (2.24)
where α ∈ (0, 1] is a fixed constant that is used for selecting the desired alignment
between the robot’s motion and the direction to the goal. We also define the accom-
panying weights wi as follows to ensure that only one term of (2.20) dominates as
the robot approaches a particular boundary ofW :
w0 =
ξ2(w0; e3)
w0 +∑Nj=1 (kjwj)
wi =
wi
w0 +∑Nj=1 (kjwj)
, ∀i ∈ IN
(2.25)
with
wi = ri/(ri + ri), ∀i ∈ I?N , (2.26)
ri =

(
1− ‖q‖)2, if i = 0,
‖q− qi‖2, if i ∈ IN
(2.27)
ri = m
 
∑
j 6=i
(rj)m, ∀i ∈ IN (2.28)
ξ2(x; e) =

0, if x < eÄ
x−e
1−e
ä2Ä
3− 2 x−e1−e
ä
, if e ≤ x ≤ 1
1, otherwise
(2.29)
for a scalar constant e3 ∈ (0, 1) in (2.25) and some integer m < −1 in (2.28) that
serves as a smooth under-approximation of minj 6=i (rj), i ∈ IN . Finally, the weights
hi, i ∈ IN are defined as follows:
hi = 1 +
σv
Ä
hi
ä
1 +∑j∈IN σv
Ä
hj
ä (2.30)
with
hi = ki
Ä
1− (tanh (φ/w))2ä2Ç qd − q‖qd − q‖2åT qi − q‖qi − q‖2 (2.31)
whose purpose is to accelerate the decay of those ki that contribute the most to the
component of ∇qψ that pushes the robot toward the workspace’s outer boundary.
Regarding the second requirement, as shown in Proposition 1, selecting kd above
a certain threshold is sufficient to render φ free of degenerate equilibria. On the other
hand, for a given ki, increasing kd steers the robot closer to the workspace’s inner
obstacles. Nevertheless, since the robot may never actually enter the vicinity of a
degenerate equilibrium, instead of setting kd sufficiently large a priori, the adaptive
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law for the parameter kd is introduced to increase kd only when it is actually needed,
thus potentially alleviating the aforementioned shortcoming.
2.4.3 Stability Analysis
Let us consider the overall system:
z˙ = fz(z) (2.32)
where z = (q, k), fz(z) = ( fq, fk) with fq = Ju. Also, let Ω denote the image of W
under T, i.e., Ω = T(W). Notice that Ω consists of int (D), possibly with a subset
of ∂D, and with the points qi removed. In this section, we elaborate on the stability
properties of (2.32) under the proposed control scheme (2.13) and (2.20). First, we
formalize the safety properties of the closed-loop system dynamics, which guarantee
that our robot does not collide with any obstacle.
Proposition 3. The workspace W in invariant under the dynamics (2.32) with control
laws (2.13) and (2.20), i.e., p(t) ∈ W , for all t ≥ 0.
Proof. For the proof, refer to the Appendix.
Having eliminated the possibility of the robot colliding with the workspace’s
boundaries, we proceed by showing that all critical points of ψ, where (2.32) may
converge to, are either non-degenerate saddles or qd. Additionally, we show that the
latter is a stable equilibrium.
Proposition 4. The artificial potential ψ is decreasing along the trajectories of the closed-
loop system and its time derivative vanishes only at its critical points. Additionally, the
preimage of qd is a set of stable equilibria of (2.2).
Proof. For the proof, refer to the Appendix.
Proposition 5. Let z? = (q?, k?) be a critical point of the closed-loop system dynamics with
q? ∈ Ω \ {qd}. Then, q? is a non-degenerate saddle point of ψ.
Proof. For the proof, refer to the Appendix.
Finally, we conclude this section with the main theoretical findings.
Theorem 2. The control law (2.13) and (2.20) addresses Problem 1, i.e., system (2.2) under
the control law (2.13) and (2.20) converges safely to qd, for almost all initial configurations.
Proof. For the proof, refer to the Appendix.
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2.5 Extensions
In this section we present certain extensions of the proposed approach to: a) address
the safe navigation problem for unicycle robots which are frequently encountered
in many application domains, and b) tackle computational complexity issues that
affect the numerical computation of the harmonic map presented in Section 2.3 as
the size of the workspace increases.
2.5.1 Unicycle Robot Kinematics
In this subsection, we consider robots whose motion is subjected to pfaffian con-
straints of the form:
p˙ = nˆθv
θ˙ = ω
(2.33)
where θ ∈ [0, 2pi) denotes the robot’s orientation, nˆθ = [cos(θ), sin(θ)]T, and v,ω ∈ R
are control inputs corresponding to the robot’s linear and angular velocities, respec-
tively. First, let us define the robot’s kinematics in the image of the configuration
space via the proposed transformation, as follows:
q˙ = nˆθ˜ v˜
˙˜θ = ω˜
(2.34)
and notice that the robot’s orientations θ and θ˜ are related by:
nˆθ˜ =
J(p)nˆθ
‖J(p)nˆθ‖ . (2.35)
To safely drive the robot to its goal configuration, we consider the following control
laws:
v˜ = −Kvsv(q, θ˜, k)
(
nˆθ˜
)T∇qψ(q, k)
ω˜ = −Kω
Ä
nˆ⊥˜
θ
äT∇qψ(q, k) (2.36)
with Kv,Kω ∈ R positive constant gains, nˆ⊥θ = [− sin(θ), cos(θ)]T and
sv(q, θ˜, k) = γσp
Ç
1− ‖q‖
ep
å
+
(1− γ)σv
Ñ Ä
nˆT
θ˜
∇qψ
ä
nˆT
θ˜
q
ev +
∣∣∣nˆT
θ˜
∇qψ
∣∣∣‖q‖
é
.
(2.37)
Additionally, we need to employ a modified version of the adaptive laws for the
potential field’s parameters, which is obtained by substituting s with sv in (2.20)
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and (2.22) and gi, i ∈ I?N , with
gv,0 =
1
4
Å
α
∣∣∣nˆTθ˜∇qψ∣∣∣‖q− qd‖ − ÄnˆTθ˜∇qψä nˆTθ˜ (q− qd)ã
gv,i =
1
2
Ä
nˆT
θ˜
∇qψ
ä
nˆT
θ˜
(q− qi), ∀i ∈ IN
(2.38)
respectively, in (2.23). Finally, by expressing the aforementioned control laws to the
robot’s actual configuration space, we obtain:
v = νv˜
ω = ωdq +ωdθ˜
(2.39)
where ωdq and ωdθ˜ are terms corresponding to angular velocities induced by trans-
lational and rotational motion of the robot in the workspace’s image, respectively,
given by:
ωdq = −v˜ν2
ÅÄ
J
î
nˆθ νnˆ⊥θ
óä−1 ∂
∂nˆθ
Jnˆθ
ãT [0
1
]
ωdθ˜ = ω˜
(Ä
J
î
nˆθ νnˆ⊥θ
óä−1
nˆ⊥˜
θ
)T [0
1
] (2.40)
with ν = ‖J−1nˆθ˜‖ and ∂∂nˆθ J denoting the directional derivative of J along nˆθ .
The stability properties of the aforementioned closed-loop system dynamics are
formalized below:
Theorem 3. The workspace W is invariant under the dynamics of (2.33) equipped with
the proposed control law. Additionally, the robot will asymptotically converge either to an
interior critical point of φ or to the pre-image of qd, which is stable.
Proof. For the proof, refer to the Appendix.
Remark 2. The result of Theorem 3 is weaker compared to that of Theorem 2 since there is
no guarantee that the set of configurations which converge to a critical point of φ (other than
the pre-image of qd) has Lebesgue measure zero.
2.5.2 Atlas of Harmonic Maps
As the size of the workspace increases, the problem of computing the transforma-
tion T grows in complexity as well, because the resources required by commonly
employed numerical techniques that can solve the problem presented in Section 2.3
are polynomial in the number of elements used for representing W . Alternatively,
to cope with large workspaces efficiently, we propose instead the construction of an
atlas A , {(Pi, Ti) | i ∈ INA} obtained by separating the workspace W into NA
overlapping subsets Pi ⊂ W , such that ⋃i∈INA Pi = W and constructing a sep-
arate harmonic map Ti for each Pi (see Figure 2.4). This essentially allow us to
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FIGURE 2.4: The partition of a complex workspace into overlapping
subsets along with the corresponding graph and the tranformation T2
of the second partition P2.
solve many small (and computationally less intensive) problems instead of a large
one, thus reducing the overall resources required for addressing a given workspace.
Therefore, given such a partitioning of W , we define the graph G = (V , E ) where
V = {Pi | i ∈ INA} denotes the set of corresponding nodes (workspace partitions)
and E denotes the set of edges between the elements of V , with each edge indi-
cating a feasible transition from one partition to another, i.e., (i, j) ∈ E if and only
if
(
cl (Pi)∩ cl
(Pj)) 6= ∅. Notice that G is undirected by definition, i.e., (i, j) ∈ E
only if (j, i) ∈ E . Additionally, since the workspace is connected, G should also be
connected. Thus, for a given atlas A, an initial configuration pinit and a final config-
uration pd, we can employ standard graph search algorithms to obtain a sequence of
indices S = {s1, s2, . . . sn} corresponding to partitions that the robot can tranverse to
reach its goal.7 Additionally, note that, since the partioning ofW does not need to be
fine, the size of G will generally be small, rendering the cost of finding S negligible.
We now concentrate on how the transition between two consecutive elements
of S is implemented. Let Ci,j , cl (Pi) ∩ cl
(Pj) denote the common region of cl (Pi)
and cl
(Pj) and Bi,j , ∂Pi ∩ Pj denote the set of points on the boundary of Pi that
also belong to Pj and are not occupied by obstacles, for all i ∈ INA and all j such that
(i, j) ∈ E . Without loss of generality, we assume that A is constructed such that the
sets B`,i ∩ B`,j are either empty or consist of isolated points. We note that in order to
successfully complete the transition between two consecutive nodes Pi and Pj of S ,
it suffices for the robot to reach any single point of Bi,j from Pi. We also observe that
each Bi,j may consist of one or more disjoint components B`i,j, ` ∈ L(i, j), with L(i, j)
being some valid indexing of those. By exploiting the fact that Theorem 1 imposes a
weak homeomorphism requirement on Ti, we can construct each Ti such that each
disjoint subset of ∂Pi collapses into a separate point, i.e., Ti(B`i,j) = q`i,j ∈ ∂D (see
7In general, more than one such sequence of partitions may exist connecting the initial and the
final configurations. However, the selection of one that corresponds to some sort of “optimal” path is
beyond the scope of this work.
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Figure 2.4), which, in turn, implies that selecting q`i,j as an intermediate goal config-
uration suffices to render the entire B`i,j attractive. Building upon this fact, for each
consecutive pair of Pi and Pj in S , we (arbitrarily) select a B`i,j and we construct a
transformation Ti : Pi 7→ D, with q[i] = Ti(p), and artificial potential field φi(q[i], k[i])
with goal configuration q[i]d = q
`
i,j. Additionally, to smooth the transition between
consecutive partitions, when they overlap, we propose the following modified con-
trol law for the robot:
u = u[i] + ηc,i,j · ηt,i,j · u[j], ∀p ∈ Ci,j (2.41)
where u[i] and u[j] denote the control inputs as defined in (2.13) and evaluated using
ψi, Ti and ψj, Tj, respectively, the function ηt,i,j : Ci,j 7→ [0, 1] is any smooth bump
function such that
ηt,i,j(p) =
0, if p ∈ Bj,i1, if p ∈ Bi,j (2.42)
and
ηc,i,j(p, k[i], k[j]) =

(ζi,j)2
e4+(ζi,j)2
, if ζi,j ≥ 0
0, if ζi,j < 0
(2.43)
with ζi,j =
(∇pφi)T · (∇pψj) and e4 > 0 being a fixed parameter. What this modifica-
tion essentially does is to increamentally add an extra component, with the direction
of ∇pψj, to the robot’s velocity when that component is cosine similar8 with ∇pψi.
We note that ηc,i,j → 1 and ηt,i,j → 1 as the robot approaches the boundary of the
corresponding partition. We also remark that once the robot has completed its tran-
sition to Pj, we do not concern ourselves with u[i] anymore, i.e., u = u[j] even if p
returns to Ci,j. The overall scheme employed for navigating a holonomic robot to
its goal configuration using an altas constructed as described above can be seen in
Algorithm 1.
Regarding the stability analysis of the modified system, by following the same
procedure as in Subsection 2.4.3 and by virtue of ηc,i,j, it is trivial to verify the fol-
lowing statement.
Theorem 4. System (2.2) equipped with Algorithm 1 converges safely to a given goal con-
figuration pd ∈ W from almost all initial configurations pinit ∈ W .
Proof. For the proof, refer to the Appendix.
8Two vectors u and v are cosine similar if their inner product is positive.
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Algorithm 1 Altas-based motion planning scheme for a holonomic robot.
Require: A, pinit, pd
S ←FINDPATHTOGOAL(G, pinit, pd)
Initialize k[s] for all s ∈ S .
for all i in In−1 do
s, s′ ← si, si+1
Select (arbitrary) ` such that ` ∈ L(s, s′).
Place goal configuration of ψs at q`s,s′ .
end for
Place goal configuration of ψsn at Tsn (pd).
`← 1
loop
if ` = n or p ∈ Ps` \ Ps`+1 then
Update p using (2.13) and k[s`] using (2.20).
else if p ∈ Cs`,s`+1 then
Update p using (2.41) with i = s` and j = s`+1.
Update k[s`] and k[s`] using (2.20).
else
`← `+ 1
end if
end loop
2.6 Simulations and Experimental Results
In order to demonstrate the efficacy of the proposed control scheme, we have con-
ducted various simulation and experimental studies, the results of which are pre-
sented in this section. The algorithm that computes the harmonic transformation
and its Jacobian was implemented in C++ while the proposed control protocols were
implemented in Python. All simulations were carried out on a PC with an Intel i5
processor operating at 2.2Ghz, 4GB RAM, running a GNU/Linux operating system.
2.6.1 Simulations — Full Workspace Transformation
In the first case study, a single transformation of the entire workspace (see Figure 2.4)
was constructed and the robot was instructed to navigate to various goal configura-
tions starting from the same initial position. The initial configuration and the param-
eters of our controller were selected such as to better demonstrate the guaranteed
collision avoidance properties of our scheme. Particularly, the initial values for the
parameters of the adaptive law were selected as kd = 20, ki = 1 and ki = 20 for all
i ∈ I10. The values of the remaining parameters were Ku = 100, w = 20, Kk = 100,
α = 1, ep = 0.025, ev = 0.1, γ = 0.7, e1 = 0.01, e2 = 0.1, e3 = 0.1. The goal config-
urations and the trajectories executed by the robot, both in the real and transformed
workspace, are illustrated in Figure 2.5. Furthermore, Figure 2.6 depicts the poten-
tial ψ of each trajectory. The simulations were conducted using the Euler method
with 10ms step. Regarding the computational complexity of the control scheme, the
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construction of the harmonic transformation for this large workspace that was car-
ried out offline once, required 5.4s to complete, for a sufficient approximation of the
workspace boundary with 3680 segments. Finally, the online computation of the
transformation T(p) and its Jacobian J(p) required an average of 6.0ms per step.
2.6.2 Simulations — Atlas of Harmonic Maps
In this case study, we partitioned the aforementioned workspace into separate rooms
(see Figure 2.4) and constructed a harmonic transformation Ti for each room. The
robot initialized at the same position with the previous study and it was instructed
to navigate towards the same set of individual goal configurations. The initial val-
ues selected for the parameters of the adaptive law were k[i] = N[i] + 3, k[i]j = 1 and
k
[i]
j = k[i] for all j ∈ IN[i] and i ∈ INA , where N[i] denotes the amount of obstacles in-
side the corresponding partition. All remaining control parameters were selected as
in Subsection 2.6.1. The trajectories of the robot are depicted in Figure 2.7. The time
spend to construct the corresponding harmonic transformations varied from 0.019s
to 0.211s (depending on the amount of elements required for sufficiently approxi-
mating each room, ranging between 320 and 1000 segments) and was significantly
much less than the full map construction of the previous case. Additionally, the on-
line computation of Ti(p) and Ji(p) in each of these rooms required an average time
between 1.0ms and 2.2ms per step, respectively. Finally, it should be noted that in
this case the workspace inner obstacles were mapped to points further away from
the boundaries of the partitions, which is an interesting result as it alleviates possible
numerical issues that may arise in the computation of the transformation near the
obstacles.
2.6.3 Experiments
In order to verify the results presented in Subsection 2.5.1, real experiments were
conducted on a non-holonomic robotic platform “Robotnik Summit-XL” (see Fig-
ure 2.8) operating within the workspace that is depicted in Figure 2.9. The bound-
aries of the workspace were obtained using readily available SLAM algorithms and
were later augmented with the robot’s shape (approximated by a disk). The workspace
was partitioned into six overlapping subsets and the robot was instructed to visit
three different goal configurations, each located in a different room. An off-the-shelf
localization algorithm was employed for estimating the robot’s position and orien-
tation using its on-board sensors (laser scanners and RBG-D cameras), providing
feedback at approximately 5 Hz to the robot’s linear and angular commanded ve-
locities. Notice that our algorithm successfully managed to drive the robot safely to
its specified goal configurations, as one can verify from the trajectories of the robot
executed in the real workspace (see Figure 2.10, Figure 2.12, Figure 2.14), as well as
in the corresponding transformed workspace partitions (see Figure 2.11, Figure 2.13,
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FIGURE 2.5: Simulation results using a full workspace transforma-
tion. The robot starts from an arbitrary location and navigates to dif-
ferent goal configurations (colored crosses). The resulted trajectories
are plotted in both real and transformed workspaces with different
color.
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FIGURE 2.6: The evolution of ψ along the robot trajectories.
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FIGURE 2.7: The resulted robot trajectories using an atlas of the
workspace.
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FIGURE 2.8: Robotnik Summit XL
Figure 2.15). However, an issue that needs to be pointed out is the oscillating be-
havior that the robot exhibited in the configuration space’s image — particularly, in
p1 and p2 of ??. Such behavior is attributed both to: a) the relative slow update of
the robot’s pose estimation, and b) the inversion of the Jacobian which is generally
ill-conditioned close to narrow passages of the domain. Nevertheless, such short-
comings can be alleviated by a better choice of partitions, i.e., by partitioning the
domain into more subsets with less complex shapes.
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FIGURE 2.9: Map of the robot’s workspace used during the experi-
ments, obtained using SLAM.
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FIGURE 2.10: Trajectory of the unicycle robot in the real workspace
executed during the first experimental case.
2.6. Simulations and Experimental Results 33
FIGURE 2.11: Trajectory of the unicycle robot in the transformed
workspace’s partitions executed during the first experimental case.
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FIGURE 2.12: Trajectory of the unicycle robot in the real workspace
executed during the second experimental case.
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FIGURE 2.13: Trajectory of the unicycle robot in the transformed
workspace’s partitions executed during the second experimental
case.
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FIGURE 2.14: Trajectory of the unicycle robot in the real workspace
executed during the third experimental case.
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FIGURE 2.15: Trajectory of the unicycle robot in the transformed
workspace’s partitions executed during the third experimental case.
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Chapter 3
Navigation of Polygonal-Shaped
Robots on the Plane
FIGURE 3.1: Team of mobile manipulators forming a virtual, non-
convex robotic platform.
3.1 Introduction
In this chapter, a hybrid control scheme is presented in order to address the naviga-
tion problem for a planar robotic platform of arbitrary shape that is moving inside
an obstacle cluttered workspace. Given an initial and desired robot configuration,
we propose a methodology based on approximate configuration space decomposi-
tion techniques that makes use of heuristics to adaptively refine a partition of the
configuration space into non-overlapping, adjacent slices. Furthermore, we employ
appropriate workspace transformations and adaptive potential field based control
laws that integrate elegantly with the type of configuration space representation
used, in order to safely navigate within a given cell and successfully cross over to the
next, for almost all initial configurations, until the desired configuration is reached.
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Finally, we present simulation results that demonstrate the efficacy of the proposed
control scheme.
The outline of this chapter is as follows. At the end of this section, we define
some preliminary notions and notation used throughout this chapter. In Section 4.2,
we explicitly formulation the problem addressed in this chapter. In Section 4.3, we
elaborate on the proposed approximate cell decomposition methodology as well as
the hybrid control law designed for ensuring safe transitions between sequentially
reachable sets of goal configurations. An analysis of the completeness of the pro-
posed control scheme is given in Section 3.4. Finally, simulation results demonstrat-
ing the efficacy of the proposed control scheme are presented in Section 4.4.
Notation: Given a set S , let ∂S denote that set’s boundary. We also defineD and
∂D as the disk and circle with unit radius centered at the origin of R2, respectively.
Given two sets A and B, we use cl(A), int(A), A/B and A	 B to denote the closure
of A, the interior of A, the component of B not belonging in A and the Minkowski
difference of A from B, respectively. Finally, given a vector function f (x) we use∇x f
to denote its Jacobian matrix.
3.2 Problem Formulation
We consider a robot moving within a compact workspace W ⊂ R2 occupied by a
set of disjoint, fixed inner obstacles Oi, i ∈ Io , {1, 2, . . . , No}. We assume that
the robot’s boundary ∂R, the workspace’s outer boundary ∂W0 and the boundaries
∂Wi of the static obstacles are polygonal Jordan curves, where ∂Wi , ∂Oi, ∀i ∈ Io.
Furthermore, the robot R is assumed to be a closed, 2-manifold of R2, whereas the
workspace W is assumed to be a closed subset of R2. We will use FW and FR
to denote two arbitrarily embedded coordinate frames in the workspace and the
robot, respectively, and we will refer to the origin of FR as the reference point of the
robot. Let z = [x, y, θ]T denote the configuration of the robot, specifying the relative
position p = [x, y]T ∈ R2 and the orientation n = [cos θ, sin θ]T, θ ∈ [0, 2pi), of FR
with respect to FW . A single integrator model characterizes the robot’s oriented
motion as follows:
p˙ = u
θ˙ = ω
(3.1)
where u ∈ R2 is the control input vector corresponding to the robot’s linear velocity
and ω ∈ S1 is the desired angular velocity.
The robot’s configuration space CS is a manifold diffeomorphic to R2 × S1 and
each obstacle Oi corresponds to a closed region Oci inside that, given by Oci ,
{z|R(z) ∩ Oi 6= ∅}, where R(z) denotes the subset of W occupied by the robot
at configuration z (for brevity, R(θ) will be used instead of R([0, 0, θ]) wherever is
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deemed preferable). The robot’s free configuration space CS free is thus defined by
CS free , CS/ ∪i∈Io Oci .
Our goal is to design a control law that can successfully drive the robot to a
given goal configuration zfinal ∈ CS free for almost all initial configurations zinit ∈
CS free, while ensuring that the robot’s trajectory remains safe, i.e., p(t) ∈ CS free for
all t ≥ 0.
3.3 Control Design
To address the aforementioned problem, we design a hybrid control scheme which
consists of: a) a high-level controller that given an initial (zinit) and final (zfinal) con-
figuration, can compute a sequence of reachable intermediate goals for the robot,
if a solution to the above problem exists, or determine its infeasibility otherwise,
and b) a low-level controller which utilizes harmonic based artificial potential fields
and appropriate workspace transformations in order to safely navigate the robot to
each of these sequentially reachable configurations. More specifically, the high-level
controller, presented in Subsection 3.3.1, constructs a partitioning of CS free by adap-
tively subdividing S1 until a sequence Π of connected cells containing zinit and zfinal
is found (if one exists). Then, for each cell in Π, goals for the robot’s position p and
orientation θ are computed separately, as described in Subsection 3.3.2, and pairs
of independent low-level controllers using harmonic transformations and adaptive
artificial potential fields, described in Subsection 3.3.3, are employed.
3.3.1 Configuration Space Decomposition
In this section, we provide a detailed description of the proposed methodology for
constructing a hierarchical approximation of the robot’s configuration space. More
specifically, we propose an algorithm for partitioning CS free into non-overlapping
slices which are obtained by adaptively subdividing the set of valid robot’s orienta-
tions. A free configuration space’s slice SI corresponding to an interval I = [a, b) of
rotation angles is defined by SI , {(x, y, θ)|θ ∈ I} ∩ CS free. In general, SI consists
of zero or more disjoint sets of robot configurations with arbitrary connectedness
which will be referred henceforth to as cells. Thus, we associate to each slice SI an
indexing KI of its cells CIk and we will use L
(SI) to denote the set of its cells, i.e.,
CIk ∈ L
(SI), ∀k ∈ KI .
Two slices SI and SJ are said to be adjacent if cl (I)∩ cl (J ) 6= ∅. Additionally,
we will say that two cells C I and C J , belonging to adjacent slices, are connected if
cl
(C I)∩ cl (C J) 6= ∅. In order to avoid the implications introduced by the geometric
complexity of CS , we will also construct and use two additional, simpler approxi-
mations of the free configuration space, namely an over-approximation CS free and
an under-approximation CS free, which are made similarly of slices and cells and the
purpose of each will become apparent later in this section.
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FIGURE 3.2: WI (blue colored regions) andWI (red colored regions)
of the free space available to the Y-shaped robot (bottom-right) for
I = [315◦, 360◦).
The method devised in this chapter for constructing the aforementioned ap-
proximations requires the existence of two functions, denoted by f and f , for com-
puting an over-approximation SI and an under-approximation SI of the free space
corresponding to a given slice SI . Apart from SI ⊆ SI ⊆ SI , these functions must
be selected such that f (SI ) , SI → SI and f (SI ) , SI → SI as the length of
I goes to zero. A simple approach for constructing such sets is by first computing
appropriate approximations WI and WI of the free space of SI projected on the
xy-plane, and then extruding along the θ-axis. Thus, the sets SI and SI are given
by
S I = {[x, y, θ]T|[x, y]T ∈ W I , θ ∈ I}
S I = {[x, y, θ]T|[x, y]T ∈ W I , θ ∈ I}
(3.2)
In order to computeWI andWI , several algorithms can be employed, such as the
Projection Method [122] or the Swept-Area Method [122]. In this chapter, the later was
preferred due to its simplicity and computational efficiency over the former. As
such,WI andWI can be computed using
WI =W 	R(I),
WI =W 	R(I),
(3.3)
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whereR(I),R(I) are sets given by
R(I) = {p|∃θ ∈ I : p ∈ R(θ)},
R(I) = {p|∀θ ∈ I : p ∈ R(θ)},
(3.4)
representing the subsets of R2 that the robot occupies either for at least one or for
every orientation in I , respectively (see Figure 3.2). The notions of adjacency and
connectedness defined above for exact slices can also be easily extended for their
over- and under-approximations.
FIGURE 3.3: Workspace consisting of two rooms connected via a cor-
ridor. The WI (blue colored regions) and WI (red colored regions)
were constructed via the Swept-Area method for (a) I = [0◦, 360◦)
and (b) I = [67.5◦, 90◦). CorrespondingR(I) andR(I) of the rectan-
gular robot (bottom) can be seen below each workspace.
At this point, it should be noted that as one subdivides the configuration space
into more and more slices, the corresponding approximations CS free and CS free con-
structed using the methodology described above converge to CS free, which ensures
that this approach is resolution complete. Thus, by sufficiently subdividing CS free,
a sequence of under-approximation cells connecting any given two configurations
of the robot will be found, as long as one exists in the first place (see Figure 3.3).
Instead of blindly subdividing CS free in search of such sequence, we propose an al-
ternative algorithm, based on the approach presented in [122], which makes also use
of the space’s over-approximation to provide a heuristic for choosing the next slice
for subdivision that can potentially yield a desired path. Additionally, it is also able
to recognize whether such a path even exists.
LetP be a set consisting ofN angle intervals I1, I2, . . . , IN . We will say thatP is
a partition of CS free if SI1 ,SI2 , . . . ,SIN are non-overlapping and CS free = ∪Nk=1SIk .
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Additionally, given a partition P , a path Π of cells is defined as a finite sequence of
cells such that Ik ∈ P and the cells of each consecutive pair (CIkk , CIk+1k+1 ) are connected
for all k = 1, 2, . . . , N. One can verify from the definitions of S and S that, for any
given partition P of CS and a pair of initial zinit and final zfinal configurations, the
following statements hold:
1. If there exists a path of under-approximation cells in P containing these con-
figurations, then a solution to our problem exists.
2. If there exists a path of over-approximation cells in P containing these two
configurations, then our problem may admit a solution.
3. If there is no path of over-approximation cells in P containing these two con-
figurations, then our problem is unsolvable.
We can now present Algorithm 2 that is employed for finding a path of under-
approximation cells connecting a given initial and final configuration of the robot.
We begin by approximating CS free, CS free, CS free by slices spanning the whole S1.
Then, we search for cells CIinit and CJfinal of CS free, potentially subdividing P that
contain the robot’s initial and final configurations, respectively. If no such pair of
cells exists, indicated by either CIinit and CJfinal being empty, our initial problem is
obviously infeasible and the algorithm terminates. Otherwise, we try to connect CIinit
and CJfinal using the under-approximation cells in P . If this attempt fails, then we try
instead to find a path of over-approximation cell connecting CIinit and CJfinal. If such
a path cannot be found, this also implies that no solution exists and the algorithm
terminates. Otherwise, a heuristic is utilized for selecting an interval in P to be
subdivided and the process starts anew.
The heuristic used, which can be seen in Algorithm 3, selects which interval of
P to subdivide by trying to form a new path using cells belonging in CS free which
are also subsets of the cells of CS free that belong to the sequence given to it. After
isolating adjacent slices containing cells that cannot be connected, the largest corre-
sponding angle interval gets then subdivided and the function terminates.
3.3.2 Hybrid Control Scheme
Given now a path Π of cells obtained by Algorithm 2, we describe how to build a
sequence of low-level controllers which can safely navigate the robot, from one cell
to another, starting from zinit, till the goal configuration zfinal is reached. Let CI be
a cell in Π and let P(CI ) denote the projection of CI on the xy-plane. It should be
noted that P(CI ) = WI and P(CI ) = WI . We begin by noting that by construction
CI is an under-approximation of the actual free configuration space such that
CI =
¶
[x, y, θ]T|[x, y]T ∈ P(CI ) and θ ∈ I
©
. (3.5)
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Algorithm 2 Algorithm that searches for a path of cells containing specified config-
urations.
function CONNECTCONFIGS(zinit, zfinal)
P ← {[0, 2pi)}
loop
P , CIinit, CIinit ← FINDUACELL(zinit, P)
P , CJfinal, C
J
final ← FINDUACELL(zfinal, P)
if CIinit = ∅ or CJfinal = ∅ then
return None
end if
solution← CONNECTUACELLS(CIinit, CJfinal)
if solution is empty then
path← CONNECTOACELLS(CIinit, CJfinal)
if path is empty then
return None
else
P ← REFINE(P ,path,{CIinit},{CJfinal})
end if
else
return solution
end if
end loop
end function
This implies that P(CI ) is actually a non-empty, compact region ofR2 with arbitrary
connectedness and that the position and the orientation of the robot can change in-
dependently, as long as they both remain in CI , without compromising the safety of
the robot.
Exploiting this fact, we can decouple the low-level control laws of the robot’s
linear and angular velocities. Thus, for each intermediate cell ofΠ, all we need to do
is find independent goal regions for the robot’s position and desired ranges for its
orientation that can ensure safe transition from that cell to the next. Let us consider
a pair of consecutive cells CI and CJ in Π. Regarding the robot’s position, in order
to safely cross from CI to CJ , it is sufficient that p reaches the set G(CI ) which is
defined as G(CI ) , P(CI ) ∩ P(CJ ), which is not empty by construction. Moreover,
G(CI ) is generally made of one or more disjoint subsets of arbitrary connectedness.
Therefore, as long as the robot’s position reaches either of these subsets, the robot
can cross to the next cell.
Let F (CI ) denote all configurations of CI that do not belong to the goal set
G(CI ), i.e., F (CI ) , P(CI )/P(CJ ). When p ∈ F (CI ), we need to design an appro-
priate control law for u that can safely drive p to a reachable subset of the boundary
of G(CI ). When more than one of such disjoint goal subsets are reachable from the
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Algorithm 3 Heuristic choosing next slice for subdivision.
function REFINE(P , path, src, dst)
if len(path) = 1 then
return SUBDIVIDE(P , path[0])
else
cells← {}
connected← {}
if len(path) == 2 then
cells← dst
else
CJ ← path[1]
for all CJ in L
Ä
SJ
ä
do
cells← cells ∪ {CJ }
end for
end if
for all CI in src do
for all CJ in cells do
if CI ∩ CJ 6= ∅ then
connected← connected ∪ {CJk }
end if
end for
end for
if |connected| > 0 then
return REFINE(P , path[1 :], connected, dst)
else
return SUBDIVIDELONGEST(P , I , J )
end if
end if
end function
connected component ofF (CI ) that contains p, one of them is arbitrarily (though de-
terministically) selected and assigned as the goal set.1 Let FC(CI ) and Gp(CI ) denote
the connected component of F (CI ) containing p and the assigned goal set, respec-
tively (see Figure 3.4). We consider the following cases of possible goal sets, which
need to be addressed differently during the corresponding low-level control design:
1. Gp(CI ) is a point in CI .
2. Gp(CI ) is an inner boundary of FC(CI ).
3. Gp(CI ) is a contiguous, measurable subset of FC(CI ) outer boundary.
4. Gp(CI ) is equal to FC(CI ) outer boundary.
Regarding the goal set corresponding to the robot’s orientation, we note that it is
equal to cl(I)∩ cl(J ). At this point, for the given combination of FC(CI ) and Gp(CI ),
we can design a vector field based control law fp(p, k) for the robot’s position and,
1A more sophisticated approach for choosing goal regions could be employed but that exceeds the
scope of the current work.
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accordingly, a simple proportional control law fθ(θ) for its orientation, with overall
guaranteed convergence and safety properties, as described in Subsection 3.3.3. Fi-
nally, when CI corresponds to the terminal cell ofΠ, the aforementioned control law
fp and fθ is employed once again for driving the robot to zfinal = (pd, θd) by simply
setting Gp(CI ) = {pd} and Gθ(CI ) = {θd}.
FIGURE 3.4: Possible pairs of consecutive cells in Π.
3.3.3 Harmonic-based Navigation Functions and Maps
In this section we provide a brief overview of the transformation and the adaptive
vector field which were originally presented in [113] and are used in the design of
the robot’s linear velocity controllers.
Let F be a given compact, multiply connected domain bounded by NFo + 1 dis-
joint Jordan curves, namely ∂F0, ∂F1, . . . , ∂FNFo , where ∂F0 is the enclosing outer
boundary of F . A harmonic map T(p) = [u(p), v(p)]T (i.e., u(p) and v(p) are har-
monic function), is then constructed for F , satisfying the following properties: a)
maps the outer boundary ∂F0 of F to the unit circle ∂D, b) maps all inner bound-
aries ∂Fi to distinct points qi = [ui, vi]T ∈ int(∂D), and c) is a diffeomorphism for
all p ∈ intF . The computation of T requires a orientation-preserving weak homeo-
morphism T : ∂F0 7→ ∂D which can be trivially constructed as needed. Then, the
corresponding boundary value problem can be solved, e.g., by employing numeri-
cal techniques such as the Finite Element Method (FEM) or the Boundary Element
Method (BEM), in order to obtain u(p) and v(p).
In this subsection, such transformations are utilized for mapping each con-
nected set FC(CI ) of non-goal configurations corresponding to a cell CI . Thus, de-
pending on the type of the corresponding Gp(CI ) the aforementioned methodology
may need to be adapted accordingly. More specifically, if Gp(CI ) is a contiguous sub-
set of the outer boundary of FC(CI ), then T must be chosen such that all p ∈ Gp(CI )
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get mapped to the same configuration qd on the boundary. When Gp(CI ) is equal to
the entire outer boundary of FC(CI ), an additional diffeomorphism T∗ mapping the
unit circle to its center and vise-versa must be applied on the image of T. Thus, the
composition T′ = T? ◦ T must be is used instead of T for mapping FC(CI ) to D. In
this case, the goal configuration qd of the transformed cell can be placed simply on
the center of D. A simple choice for T∗ is as follows:
T?(x) =
x
c + ‖x‖ ◦
x
‖x‖2 ◦
x
1− ‖x‖ (3.6)
where c some positive constant. Finally, considering the case where Gp(CI ) is equal
to an inner boundary of FC(CI ), no further actions need to be made as the goal set
will get automatically collapsed into a single point, onto which qd will be placed.
Given now the corresponding transformation (T or T′) mapping FC(CI ) to D,
we define a harmonic potential field φ by placing point harmonic sources upon
the corresponding goal configuration qd and the transformed inner obstacles qi =
T(∂Fi), which is given by
φ = kd · ln
Å‖q− qd‖
2
ã
−
NFo
∑
i=1
ki · ln
Å‖q− qi‖
2
ã
(3.7)
where kd > 0 and ki ≥ 0 are adaptively varying parameters. We subsequently define
a bounded reference potential field ψ based on φ, defined as
ψ =
1 + tanh(w · φ)
2
, (3.8)
whose gradient is given by
∇qψ = w · 1− tanh(w · φ)
2
2
· ∇qφ, (3.9)
where w is some positive scaling constant. We can now equip the robot with the
following control law for its linear velocity:
u = fp(p, k) , −Kv · s`(q, k) · J−1(p) · ∇qψ(q, k) (3.10)
where q = T(p), Kv is a positive constant, J(p) denotes the jacobian matrix of T, ψ is
an artificial potential field augmented with an adaptive control law k˙ = fk(p, k) for
its parameters k = [kd, k1, k2, . . . , kNFC (CI )
]T, where NFC(CI ) is the number of holes in
FC(CI ), and s`(p, k) ≥ 0 is a continuously differentiable function given by
s`(q, k) =
(
1− ‖q‖)+ Ämax Ä(∇qψ)T · q, 0ää2. (3.11)
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Furthermore, the adaptive law designed for the parameters of ψ can computed by
k˙d = He1(λ)
k˙i =
Ä
ki − ki
ä
Wicihi − ki
(
W0h0 + He2(s`)
)
, ∀i ∈ NFo
(3.12)
and its purpose is to guarantee invariance of F without compromising the conver-
gence properties of ψ. For a detailed definition of the adaptive laws k˙d and k˙i, as well
as for the safety and stability proofs of fp, refer to chapter 2.
Finally, regarding the robot’s orientation, we employ a simple proportional con-
trol law of the form
ω = fθ(θ) , −Kω · ds(θ, θd) (3.13)
where ds(·, ·) is a continuously differentiable function that calculates the shortest
signed distances between two given angles and θd is the mean value of the inter-
val Gθ(CI ) (which is either singleton or a non-trivial connected subset of S1).
3.4 Stability Analysis
In this section, we provide an analysis of the high-level planner, presented in Sub-
section 3.3.1, w.r.t. completeness, as well as an analysis of stability properties of the
overall proposed control scheme. Beginning with the former, we shall first state a
fundamental property of the robot’s configuration space.
Proposition 6. The free configuration space CS free of the robotR is an open subset of CS .
Proof. For the proof, refer to the Appendix.
Next, we need to take a closer look at the continuity of the approximation yield-
ing functions f and f . Let dist(p, C,) be the shortest distance between a point p and
the set C, i.e.
dist(p, C) = min
q∈C
|p− q|.
Considering the area R([θ1, θ2]) swept by the robot rotating 2-manifold, it can be
readily seen that the distance between any point p ∈ R(θ) and R([θl , θu]), with θl ≤
θ ≤ θu, is zero, since R(θ) ⊆ R([θl , θu]) by construction. In addition, we can show
thatR([θl , θu]) is continuous w.r.t. its arguments:
Proposition 7. Given any θo ∈ S1 and any ε > 0, there exists δ > 0 such that dist(q,R(θo)) <
ε for all q ∈ R([θo, θ]) and θ such that |θo − θ| < δ.
Proof. For the proof, refer to the Appendix.
Contrary toR([θl , θu]), it can be readily seen that the distance between any point
p ∈ R([θl , θu]) and R(θ), with θl ≤ θ ≤ θu, is zero, since R([θl , θu]) ⊆ R(θ) by
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construction. Continuity of R([θl , θu]) w.r.t. its arguments, for sufficiently small
|θl − θu|, can also been shown as follows:
Proposition 8. Given any θo ∈ S1 and any ε > 0, there exists δ > 0 such that dist(p,R([θo, θ])) <
ε (resp. dist(p,R([θ, θo])) < ε) for all p ∈ R(θo) and θ such that |θo − θ| < δ.
Proof. For the proof, refer to the Appendix.
The main results of this work follows.
Theorem 5. Algorithm 2 is complete, i.e., if there exists a solution to the given navigation
problem, the proposed planner is bound to return a sequence of under-approximation cells
after a finite number of steps. Furthermore, if no solution exists, the planner is bound to
conclude so in finite time.
Proof. For the proof, refer to the Appendix.
Theorem 6. The proposed control scheme will drive the robot R to the specified goal con-
figuration zfinal starting from almost any initial configuration zinit, assuming that zinit and
zfinal belong to the same connected component of CS free, while ensuring collision avoidance
with the workspace’s boundary.
Proof. According to Theorem 5, we know that if the given problem is feasible, then
our planner will return a sequence of adjacent under-approximation cells leading to
zfinal. The control law employed for the navigation within each cell is locally Lips-
chitz and possesses guaranteed almost-global convergence to the cell-specific goal
configuration while ensuring invariance of the current cell, as shown in Theorem 2.
Since after a transition from one cell to the next has been completed, the robot is by
design guaranteed not to return to it, this concludes the proof.
3.5 Simulation Results
In this section we present simulation results demonstrating the efficacy of the method-
ology presented in this chapter. More specifically, we consider a scenario involving
a Y-shaped robotic platform which must navigate across a complex workspace to a
desired configuration. The algorithm introduced in Subsection 3.3.1 was used for ob-
taining a valid path of cells connecting the robot’s initial and desired configurations.
A total of 30 slices were used for sufficiently approximating the configuration space
in order to complete this task, corresponding to angle intervals of lengths ranging
from pi to pi/32 rad. The hybrid control law, presented in Subsection 3.3.2, was then
employed for constructing corresponding control laws for the robot’s linear and an-
gular velocities, as described in Subsection 3.3.3. The motion profile executed by
the robot can be seen in Figure 3.5, verifying the guaranteed convergence and safety
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properties of our control scheme. Additionally, the evolution of the robot’s config-
uration z over time as well as the time instances when a transition between two
consecutive cells took place can be seen in Figure 3.6. Finally, some typical examples
of cells that were generated by the planner can be seen in Figure 3.7.
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FIGURE 3.5: Motion profile executed by the robot. The purple line
corresponds to the path traversed by the robot’s reference point p.
Blue and red poses correspond to robot’s initial and desired config-
urations, respectively, whereas gray and green poses correspond to
intermediate configurations captured at regular time intervals.
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FIGURE 3.6: State of robot over time. Vertical gray lines indicate tran-
sitions of the hybrid controller.
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FIGURE 3.7: Examples of F (CI ) (blue) and G(CI ) (green) generated
by the planner.
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Chapter 4
Coordinating the Motion of
Multiple Independent Disks
FIGURE 4.1: Multiple disk-shaped robots navigating within a com-
plex, planar workspace.
4.1 Introduction
In this chapter, we present a hybrid control scheme to address the navigation prob-
lem for a team of disk-shaped robotic platforms operating within an obstacle clut-
tered, planar workspace. Given an initial and a desired configuration of the sys-
tem, we devise a hierarchical cell decomposition methodology equipped with a suit-
able labeling mechanism which is able to determine which regions of the configu-
ration space need to be further subdivided at each iteration, thus avoiding redun-
dant cell expansions. Particularly, by computing appropriate over- and an under-
approximations of each robot’s footprint, our algorithm can determine which cells
may contain feasible configurations of the system, while automatically discarding
cells that are determined to contain none. Furthermore, given a solution to the given
problem generated by the high-level planner, we employ harmonic transformations
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and harmonic potential fields to accomplish safe transitions between adjacent cells,
thus ensuring almost global convergence to the desired configuration. We remark
that, since the distributed low-level control does not need explicit knowledge of the
every robot’s current position in order to compute control inputs, it requires very
low communication resources as the robots only need to exchange information when
they successfully complete a transition from one configuration cell to the next. Fi-
nally, we present simulation results that demonstrate the efficacy of the proposed
control scheme.
The outline of this chapter is as follows. At the end of this section, we define
some preliminary notions and notation used throughout this chapter. In Section 4.2
we formulate the problem addressed in this work. In Section 4.3 we elaborate on
the proposed planner’s design as well as the velocity control scheme employed for
safely executing the computed plan. Finally, simulation results verifying the efficacy
of the proposed control scheme are presented in Section 4.4.
Notation: Throughout this chapter, we shall use IN , {1, 2, . . . , N} (resp.
I?N , {0} ∪ IN) to denote the set consisting of all natural numbers up to N, starting
from 1 (resp. 0). Additionally, given sets A and B, we use ∂A, int(A), cl(A) to de-
note the boundary, interior and closure of A, respectively, and A \ B to denote the
complement of B w.r.t. A.
4.2 Problem Formulation
We consider a team of NR robots operating within a compact planar workspaceW ⊆
R2 occupied by a set of No disjoint, fixed inner obstacles Oi, i ∈ INo . We assume that
each robot i has a disk-shaped body Ri ⊂ R2 with radius ri > 0. Let Fw and
Fi, i ∈ INR be the coordinate frames arbitrarily embedded in W and Ri, i ∈ INR ,
respectively. We shall refer to the origin of each Fi, i ∈ INR as the reference point of
the corresponding robot. Moreover, without loss of generality, we assume that the
reference point of each robot coincides with the center of its body. Let pi ,
[
xi, yi
]T ∈
R2 denote the relative position of i-th robot’s reference point w.r.t. the workspace’s
coordinate frame Fw, and let Ri
(
p
)
to denote its footprint, i.e., the space occupied
by Ri when placed at position p. Throughout this chapter, we shall use C ⊆ R2NR
to denote the robotic system’s configuration space and P ,
î
pT1 , p
T
2 , . . . , p
T
NR
óT ∈ C
to denote the stacked vector of robot positions. For the shake of brevity, we shall
also use P[i] to denote the i-th component of P, i.e., P[i] = pi. Let W o denote the
complement ofW , i.e., W o , R2 \ W . We also define a configuration P as feasible
iff the following conditions hold:
Ri(P[i])∩Rj
(
P[j]
)
= ∅, ∀i 6= j ∈ INR
Ri(P[i])∩W o = ∅, ∀i ∈ INR
(4.1)
4.3. Control Design 57
FIGURE 4.2: Over-approximation Ri(Z) (resp. Ri(Z ′)) and under-
approximation Ri(Z) (resp. Ri(Z ′)) of the footprint of robot i when
swept over Z ⊂ R2 (resp. Z).
and we shall use C f ⊂ C to denote the set of all feasible configurations of the robotic
system, whereas its complement Co , C \ C f corresponds to the set all infeasible
configurations. Furthermore, we assume that the motion of each robot i obeys the
single-integrator kinematic model:
p˙i = ui, i ∈ INR (4.2)
where ui denotes the control input.
Let Pinit and Pdes be two given feasible configurations of the multi-robot system.
Our goal is to design a control scheme that drives any robot i, initialized at pinit,i =
Pinit[i], to the specified desired position pdes,i = Pdes[i], while avoiding inter-robot
and robot-workspace collisions, i.e., P(t) ∈ C f for all t ≥ 0.
4.3 Control Design
To address the aforementioned problem, first, we employ a hierarchical cell decom-
position scheme for partitioning the configuration space of the multi-robot system
C into cells, as described in Subsection 4.3.1. Then, we design a high-level planner,
in Subsection 4.3.2, which recursively expands the aforementioned structure until a
sequence of adjacent cells connecting Pinit and Pdes is found. Finally, the low-level
control scheme employed to ensure safe transition between cells until the goal con-
figuration is reached, is presented in Subsection 4.3.3.
4.3.1 Configuration Space Decomposition
In this subsection, we present the hierarchical cell decomposition scheme that will
be employed in our approach. We begin with disregarding inter-robot collisions
and considering the configuration space of each individual robot. Particularly, the
configuration space of robot i, denoted herein by Ai(W), corresponds to the largest
subset of W where the reference point of robot i can be placed such that Ri
(
pi
) ∩
W o = ∅, for all pi ∈ Ai(W). Also, given a subset Z of W , we shall use Ai(Z) to
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FIGURE 4.3: Example of a hierarchical configuration space decompo-
sition for a system of two identical robots. The green area corresponds
to the configuration space Ai(W) of each robot. For the shake of sim-
plicity, we assume H1 = H2. The workspace slice S1 corresponding
to robot 1 consists of a single simple cell (CS1 ) whereas slice S2 corre-
sponding to robot 2 consists of two cells (CS2,1, CS2,2). The compound
cell (CS1 , CS2,1) is labeled as mixed because R1 and R2 may intersect
when p1 ∈ CS1 and p2 ∈ CS2,2 sinceR1(CS1 )∩R2(CS2,1) 6= ∅, whereas
(CS1 , CS2,2) is marked as admissible.
denote the set of feasible positions of robot i which belong to Z , i.e.:
Ai(Z) ,
{
p | p ∈ Z andRi
(
p
)∩W o = ∅ } , ∀i ∈ INR . (4.3)
In addition to Ai(·), which corresponds to the set of feasible positions of robot i, we
also consider two estimations of the area that is potentially occupied by Ri when pi
is restricted in a subset Z of W . Particularly, given a robot i ∈ INR and a set Z ⊆
Ai(W), let Ri(Z) and Ri(Z) be an over-approximation and under-approximation,
respectively, of the footprint ofRi when robot i is swept over Z such that:
Ri(Z) ⊇
⋃
p∈Z
Ri
(
p
)
Ri(Z) ⊆
⋂
p∈Z
Ri
(
p
) (4.4)
and
Ri(Z) ⊆ Ri
(Z ′), ∀Z ⊆ Z ′
Ri(Z) ⊇ Ri
(Z ′), ∀Z ⊆ Z ′. (4.5)
An example of such approximations can be seen in Figure 4.2.1
We now consider a set S ⊆ R2 that has the form [x1, x2]× [y1, y2]. We shall refer
to such a set as a simple slice of R2. Given a simple slice S and a robot i ∈ INR , we
will useW iS , Ai(W)∩S to denote the set of feasible positions of robot i (neglecting
inter-robot collisions) that are contained in S . A setS = { Si | i ∈ INS } of NS simple
1For disk shaped robots, a valid over-approximation Ri(Z) can be computed by offsetting Z by ri,
whereasRi(Z) can be calculated by ∩p∈∂ZRi
(
p
)
.
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slices shall be called a cover ofW iff
W = ⋃
j∈INS
Sj ∩W . (4.6)
We note that a cover S partitions Ai(W) into a set of regions W iS , S ∈ S each of
which consists of zero or more individually connected but pairwise disjoint sub-
sets C iS ,j, j ∈ INL(W iS), that shall be referred to as workspace (or simple) cells. A
cover “S = { (i,Si) | i ∈ INR } of the configuration space C is respectively defined
by assigning a cover to each robot. Accordingly, a configuration space (or com-
pound) slice Ŝ is defined as Ŝ = { (i,Si) | i ∈ INR }, where Si, i ∈ INR is a set
of simple slices. Likewise, a configuration space cover “S = { (i,Si) | i ∈ INR }
induces a partitioning of C into regions ŴŜ , W1S1 ×W2S2 × . . . ×W
NR
SNR
, where
Ŝ = { (i,Si) | i ∈ INR } is an element of “S. We note that each of these regions
may consists of zero or more individually connected but pairwise disjoint subsets
ĈŜ ,i, i ∈ INL(CŜ), which shall be referred to herein as configuration space (or com-
pound) cells. Given the compound cell ĈŜ ,i, we will use Ĉ
[j]
Ŝ ,i to denote its j-th com-
ponent, i.e., Ĉ[j]Ŝ ,i , C
j
Sj,i, for all j ∈ INR . We remark that, unlike hierarchical decom-
position schemes commonly encountered in the literature, which use cells of simple
geometries (e.g., hypercubes or hyperrectangles), the configuration space cells con-
sidered in this chapter have, in general, arbitrary geometries since their components
do not possess a pre-specified shape (see Figure 4.3). Although this choice renders
navigation within a cell Ĉ more complicated, it generally results in coarser partitions
since each component Ĉ[i] of Ĉ belongs in Ai(W) by construction, thus the subdivi-
sion scheme has to accommodate only for potential inter-robot collisions.
Regarding now the transition between configuration space cells, we introduce
some required notions of connectedness. We begin with considering two distinct
simple slices Si and Sj which shall be called adjacent iff their intersection Si ∩ Sj is
not empty. Moreover, let CSm,i and CSn,j be two distinct workspace cells. We define
these simple cells as adjacent iff CSm,i ∩ CSn,j 6= ∅. Apparently, CSm,i and CSn,j being
adjacent implies that Sm and Sn are also adjacent. The aforementioned definitions
can be naturally extended to compound slices and cells, as well. Particularly, two
compound slices Ŝm = { (i,Sm,i) | i ∈ INR } and Ŝn = { (i,Sn,i) | i ∈ INR } are adja-
cent iff Sm,i, Sn,i are adjacent, for all i ∈ INR , whereas, two compound cells Ĉi and Ĉj
are adjacent iff Ĉ[k]i and Ĉ[k]j are adjacent, for all k ∈ INR . A path Π of configuration
space cells is defined as any finite string of sequentially adjacent compound cells.
Obviously, a path Π consisting of cells that lie entirely in C f and contain both Pinit
and Pdes is a valid solution to our path finding sub-problem. In order to discover
such a path, we build a hierarchical decomposition H = { (i,H) | i ∈ INR } of the
configuration space C by assigning to each robot i a hierarchical partitioning of the
workspaceW , represented as a connected, directed treeH , (NH, EH) such that:
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• Each node S ∈ NH is a simple slice.
• Every child Sj of a given node Si (i.e.,
(Si,Sj) ∈ EH) is a strict subset of Si.
• The set of leaf nodes must form a cover ofW .
Finally, an algorithm was devised for appropriately expanding H until a solution is
found, as described in the following subsection.
4.3.2 High-Level Planner
In this subsection, we present a high-level planner for finding a sequence Π of ad-
jacent cells in C f connecting the initial Pinit and goal Pdes configurations. One of
the main advantages of the proposed algorithm is the use of a suitable labeling
scheme, which allows it to recursively subdivide, at each iteration, configuration
space cells that lie on the boundary between C f and Co, while ignoring cells that
lie completely inside C f or Co. To do so, this labeling scheme exploits the over-
and under-approximations Ri and Ri of each robot’s footprint, defined in Subsec-
tion 4.3.1, to determine whether a robot may collide with another one while each
robot navigates independently within its respective workspace cell. More specifi-
cally, given a compound cell Ĉ , the employed cell labeling scheme works as follows:
• If the intersection of all Ri
Ä
Ĉ[i]
ä
, i ∈ INR is empty, then, by virtue of (4.4), no
robot may come across another while P ∈ Ĉ , thus Ĉ is entirely contained in C f .
Such a compound cell is marked as admissible.
• If the intersection of allRi
Ä
Ĉ[i]
ä
, i ∈ INR is non-empty, then, by virtue of (4.4),
for every P ∈ Ĉ there exists at least one pair of intersecting robots, thus Ĉ is
entirely contained in Co. Such a compound cell is marked as inadmissible.
• If Ĉ is neither admissible nor inadmissible, it is marked as mixed.
In general, mixed cells encapsulate both feasible and infeasible configurations and
expanding them (recursively) should yield admissible and inadmissible sub-cells.
On the other hand, by virtue of (60), subdivision of admissible (resp. inadmissible)
cells yields only admissible (resp. inadmissible) cells, without contributing any fur-
ther in the configuration space’s exploration.
The planner’s main search algorithm is described in Algorithm 4, which initially
constructs a coarse compound slice hierarchical partitioning made of each robot’s
feasible set Ai(W), thus enclosing all C f (functions INITIALIZEHIERARCHY and INI-
TIALIZECCELLS). Then, the initially computed compound cells get expanded until
admissible ones, containing Pinit and Pdes, are found (function FINDENCLOSINGAC-
CELL), whereas inability to find such compound cells indicates infeasibility of the
given problem and the algorithm terminates. Next, an initial path Π connecting Ĉinit
or Ĉgoal made of compound cells belonging to the exploration’s frontier set SĈ,F (i.e.,
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the set of unexpanded admissible and mixed cells), is built (function CONNECT-
STRINGS). At each iteration, the first mixed compound cell of Π (function GET-
FIRSTMIXEDCCELL) is removed from the frontier and is expanded (function EX-
PANDCCELL) by subdividing the widest simple cell C whose over-approximation
Ri(C) intersects with another (functions GETCONFLICTINGSCELLS and SELECTS-
CELLWITHWIDESTSSLICE) into smaller ones, as seen in Algorithm 5. Finally, a new
path is constructed using standard back-tracking techniques, until either Π consists
only of admissible cells or no new path of mixed and admissible cells leading to Pdes
can be found.
Algorithm 4 Planner’s Main Algorithm
function FINDAPATH( Pinit, Pdes )
H← INITIALIZEHIERARCHY
SĈ ← INITIALIZECCELLS(H)
SĈ,F ← SĈ
Ĉinit, H, SĈ , SĈ,F ←
FINDENCLOSINGACCELL( Pinit, H, SĈ , SĈ,F)
Ĉgoal, H, SĈ , SĈ,F ←
FINDENCLOSINGACCELL( Pdes, H, SĈ , SĈ,F)
if Ĉinit is null or Ĉgoal is null then
return null
end if
Π← CONNECTSTRINGS( [Ĉinit], [Ĉgoal], SĈ,F )
while not ((Π is null) or ISADMISSIBLEP(Π)) do
Π, H, SĈ , SĈ,F ←
EXPANDPATH( Π, H, SĈ , SĈ,F )
end while
return Π
end function
Algorithm 5 Path Expansion at Mixed Compound Cell
function EXPANDPATH( Π, H, SĈ , SĈ,F )
Ĉ ← GETFIRSTMIXEDCCELL(Π)
Lpre, Lsuf ← SPLITSTRING(Π, Ĉ)
SC ← GETCONFLICTINGSCELLS(Ĉ)
i,S , C ← SELECTSCELLWITHWIDESTSSLICE(SC)
SĈR , H, SĈ , SĈ,F ←
EXPANDCCELL( Ĉ, i, S , C, H, SĈ , SĈ,F )
Π← CONNECTSTRINGS(Lpref,Lsuf, SĈ,F)
return Π, H, SĈ , SĈ,F
end function
4.3.3 Velocity Control Law
Given now a pathΠ consisting of NΠ admissible configuration space cells, we present
a distributed control law for safely navigating from one cell to the next until the goal
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FIGURE 4.4: Two adjacent compound cells Ĉ1 = (C11 , C21 ) and Ĉ2 =
(C12 , C22 ). In order robot 1 (resp. robot 2) to successfully move from C11
to C12 (resp. from C21 to C22 ) it has to reach any point of G1,1 (resp. G2,1).
configuration Pdes is reached. First, we consider two consecutive compound cells Ĉ`
and Ĉ`+1 in Π, for which we compute the goal set Gi,` , Ĉ[i]` ∩ Ĉ[i]`+1 of each robot i,
that contains feasible configurations in both Ĉ[i]` and Ĉ[i]`+1 and is non-empty by con-
struction. Respectively, the goal set corresponding to the last cell of Π consists of
just the desired configuration Pdes, i.e., ĈNΠ = {Pdes} (see Figure 4.4). Furthermore,
let F`,i , Ĉ[i]` \ int
(G`,i) and G ′`,i , G`,i ∩ F`,i, for all k ∈ INΠ . Notice that G ′`,i is gen-
erally made of one or more pairwise disjoint subsets of arbitrary connectedness as
well as that robot i should navigate to any of these regions2 without escaping Ĉ[i]` in
order to successfully traverse to the next specified workspace cell. Respectively, the
transition from Ĉ` to Ĉ`+1 is considered complete after every robot i reaches Ĉ[i]`+1. We
also remark that when Ĉ[i]` ⊆ Ĉ[i]`+1, robot i simply needs to retain its current position
during step `.
In order to fulfill the aforementioned specifications, we equip each robot i with
a controller ui based on suitable workspace transformations and adaptive artificial
potential fields, which were originally presented in [113] and possess guaranteed
domain invariance and almost global convergence properties. More specifically, we
build a diffeomorphic transformation q`i = T
`
i (pi) that maps F`,i to the unit disk D,
the outer boundary of F`,i to the unit circle ∂D and collapses all inner boundaries to
distinct points q`i,j, j ∈ IN`i , where N
`
i is the genus of F`,i. We now distinguish the
following two cases of possible goal sets: a) G ′`,i being an inner boundary of F`,i, and
2When more than one of such disjoint goal subsets are reachable from the connected component of
F`,i that contains pi, one of them is arbitrarily (though, deterministically) selected and assigned as the
goal set. A more sophisticated approach for choosing goal regions could be employed but it exceeds
the scope of the current work.
4.4. Simulation Results 63
b) G ′`,i being part of the outer boundary of F`,i. Depending on the case, T`i must be
appropriately adapted to simplify the subsequent potential field’s design. Particu-
larly, case (a) can be accommodated by modifying T`i such that G`,i collapses to an
inner point q`des,i of D, whereas case (b) is addressed by designing T`i such that G ′`,i
collapses to a single point q`des,i on ∂D. Next, we define the harmonic potential field
φ`i used by robot i during step ` by placing point harmonic sources upon the cor-
responding goal configuration q`des,i and the transformed inner obstacles q
`
i,j, given
by:
φ`i = k
`
i,d ln
Ç‖q`i − q`des,i‖
2
å
− ∑
j∈IN`i
k`i,j ln
(‖q`i − q`i,j‖
2
)
(4.7)
where k`i,d > 0 and k
`
i,j ≥ 0 are adaptively varying parameters. Finally, the control
law u`i of robot i during step ` is given by
u`i = −Ks(q`i , k`v,i)
Ä
J`i (q
`
i )
ä−1∇q`i ψ`i (q`i , k`v,i) (4.8)
where K is a positive control gain, J`i is the Jacobian matrix of T
`
i , s is a factor ensuring
collision avoidance with the outer boundary and ψ`i = 1 + tanh(wφ
`
i )/2, with w a
positive constant.
4.4 Simulation Results
In this section, we present simulation results demonstrating the efficacy of the pro-
posed methodology. Particularly, we consider 5 scenarios where a system consisting
of 2, 4, 6, 8 and 10 robots, respectively, initialized within the workspace depicted
in Figure 4.5, is required to reach a specified final configuration. The time required
by the proposed planner, as well as the total amount of compound cells generated
during the solution of each case is shown in Table 4.1. We remark that the planner
expanded mixed compound cells by subdividing the corresponding conflicting sim-
ple slice into four identical overlapping sub-slices. The motion profiles executed by
the robots in each corresponding case can be seen in Figure 4.5, Figure 4.6, Figure 4.7,
Figure 4.8, Figure 4.9. Additionally, Figure 4.10 and Figure 4.11 depict the initial and
goal configurations as well as the computed enclosing cells, respectively, for the 8-
robot scenario. As one can verify from the figures that the robots can successfully
navigate to their individual goals.
Amount of Robots 2 4 6 8 10
Time (sec) 0.088 0.240 0.845 1.36 31.1
Compound Cells 51 348 823 1014 3363
TABLE 4.1: Execution time and amount of generated compound cells
required by the high-level planner for solving each scenario.
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FIGURE 4.5: Executed trajectories of the 2 robot case. Squares in-
dicate initial positions whereas the corresponding goal positions are
depicted using crosses.
FIGURE 4.6: Executed trajectories of the 4 robot case. Squares in-
dicate initial positions whereas the corresponding goal positions are
depicted using crosses.
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FIGURE 4.7: Executed trajectories of the 6 robot case. Squares in-
dicate initial positions whereas the corresponding goal positions are
depicted using crosses.
FIGURE 4.8: Executed trajectories of the 8 robot case. Squares in-
dicate initial positions whereas the corresponding goal positions are
depicted using crosses.
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FIGURE 4.9: Executed trajectories of the 10 robot case. Squares in-
dicate initial positions whereas the corresponding goal positions are
depicted using crosses.
FIGURE 4.10: The initial robot positions pinit,i, i ∈ I8 and calculated
initial compound cell Ĉinit.
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FIGURE 4.11: The desired robot positions pdes,i, i ∈ I8 and calculated
goal compound cell Ĉgoal.
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FIGURE 5.1: Cooperative object transportation by two robots.
5.1 Introduction
In this chapter, we present a methodology for coordinating transportation of an ob-
ject carried by a team of mobile manipulators which operate within a compact planar
workspace. Owing to the object rotation and the robot’s manipulators, our scheme
must take into consideration the varying shape of the robotic system in order to
build a plan that can safely drive the robotic system to the goal configuration. To
this end, we devise a high-level planner which is tasked with building a sequence of
adjacent configuration space cells connecting the system’s initial and desired config-
urations, each of which defines an allowable set of configurations for the object, as
well as explicit intervals for each manipulator’s states. Furthermore, appropriately
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designed under- and over-approximations of the free configuration space are used
in order to guide the configuration space’s exploration by selecting the cells that
need further subdivision. In addition, methodologies based on Reference Gover-
nors and Prescribed Performance Control are coupled with harmonic maps in order
to design a distributed control law for realizing the specified cell transitions, which
possesses guaranteed invariance and almost global convergence properties. Finally,
we remark that the proposed low-level control law does not require continuous in-
formation exchange between the robots, which rely only on measurements of the
object’s current configuration and their own states in order to compute their respec-
tive control inputs.
The outline of this chapter is as follows. Firstly, we present some preliminary
notation and definitions in Section 5.2. Next, the problem tackled in this chapter is
formulated in Section 5.3. In Section 5.4, we present the control scheme employed
for driving the robotic system to the specified goal configuration while ensuring col-
lision avoidance with the workspace boundary, and we elaborate on the closed-loop
system’s properties in Section 5.5. Finally, we provide simulation results verifying
the efficacy of our approach in Section 5.6.
5.2 Preliminaries
Throughout this chapter, we shall use R to denote the set of real numbers and N
to denote the set of natural numbers starting from zero. Moreover, we shall use
IN , {1, 2, . . . , N} (resp. I?N , {0, 1, 2, . . . , N}) to denote the set consisting of all
natural numbers up to N, starting from 1 (resp. 0). Additionally, given sets A and B,
we use ∂A, int (A), cl (A) to denote the boundary, interior, closure respectively, and
A \ B to denote the complement of B w.r.t. A.
Given a coordinate frame FO in R2 and two points PA, PB ∈ R2, we will use
{O}
PA
PB to denote the position of point PB relative to point PA, whose coordinates are
expressed w.r.t. FO. Given frames FA, FB, FC, we will use {A}{B}P{C} ∈ R2 to denote
the position of the origin of frame FC relative to the origin of frame FB, whose co-
ordinates are expressed w.r.t. FA. Accordingly, given frames FA, FB, we will use
{A}
{B}R ∈ R2×2 to denote the rotation matrix corresponding to the relative orientation
of FB w.r.t. FA.
Given a rotation angle θ, let R (θ) be the rotation matrix defined as
R (θ) ,
[
cos θ − sin θ
sin θ cos θ
]
.
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For two given coordinate frames FA, FB, we define {A}{B}T as the homogeneous trans-
formation from frame FB to FA, defined as
{A}
{B}T ,
[
{A}
{B}R
{A}
{A}P{B}
0 1
]
.
We recall that the following equation holds for any given point P:[
{A}
{A}P
1
]
= {A}{B}T ·
[
{B}
{B}P
1
]
where {A}{A}P is the position of P w.r.t. frame FA and {B}{B}P is the position of P w.r.t.
frame FB. For brevity’s shake, we shall abuse notation slightly and write {A}{A}P =
{A}
{B}T · {B}{B}P instead of the above when convenient.
5.3 Problem Formulation
We consider a compact workspace W ⊆ R2 enclosed by a static outer boundary
∂W0 and No inner static boundaries ∂Wi, i ∈ INo , with No ∈ N. More specifically,
we assume thatW can be written as follows:
W , O0 \
⋃
i∈INo
Oi. (5.1)
where O0 denotes the area that lies outside of ∂W0 with O0 , R2 \ O0, and Oi
denotes the area enclosed by ∂Wi, for all i ∈ INo (see Figure 5.2). We shall also use
W to denote the complement of W w.r.t. R2, i.e., W , R2 \ W , which is assumed
to be closed. In addition, the workspace outer boundary ∂W0 , ∂O0 and its inner
boundaries ∂Wi , ∂Oi, i ∈ INo are considered to be disjoint Jordan curves. Without
loss of generality, we assume that W is embedded with the arbitrarily positioned
and oriented inertial frame FW .
We now consider an object L ⊂ R2 whose body is a compact, closed, polygonal
2-manifold, able to translate and rotate freely withinW as long as it is not in contact
with the workspace boundary. Let FL be a fixed coordinate frame arbitrarily em-
bedded in L. We shall use pL and θL to denote the current position and orientation
of L w.r.t. FW , i.e.:
pL , {W}{W}P{L} R (θL) , {W}{L}R.
Object L is considered a rigid body and let ML, PL,com, IL denote the object’s mass,
its center of mass, and its moment of inertia about PL,com, respectively, expressed
w.r.t. frame FL. Assuming that PL,com coincides with the origin of FL, the dynamics
of L is given by:
ML · p¨L = τL,p
IL · θ¨L = τL,θ
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W
O0
O1
O2
∂W0
∂W2
∂W1
FIGURE 5.2: Typical workspace.
where τL,p ∈ R2 and τL,θ ∈ R are the force and torque applied externally to the
object. Lastly, we define L (p, θ) as the footprint of L, i.e., the space of W that the
body of L occupies when pL = p and θL = θ.
In order to transport object L from an initial configuration to a desired one, a
team of NR ≥ 2 cooperating mobile manipulators is employed. More specifically,
each robot Ri, i ∈ INR consists of a holonomic base platform Bi and a manipula-
tor Ai which is attached to the base and is equipped with an end-effector Ai,E that
rigidly grasps object L at a specified point, and is thus able to exert a wrench onto
it. The kinematics and dynamics of each mobile manipulator Ri, i ∈ INR is de-
scribed in detail in section 5.3.1 and section 5.3.1, respectively. It is also assumed
that the bodies of Bi and Ai can be described by compact, closed and connected
2-manifolds, for all i ∈ INR .
Thus, given an initial configuration qL,init = [pTL,init, θL,init]
T and a desired con-
figuration qL,goal = [pTL,goal, θL,goal]
T for the object L, our goal is to design a control
scheme for the mobile manipulators Ri, i ∈ INR which can drive the object to its
destination, if a path between the two configurations exists, while ensuring that nei-
ther the object not the robots will collide with the workspace boundary ∂W. In
addition, if the given problem is infeasible (i.e., no collision-free path connecting
the given configurations exists) our control scheme should be able to conclude so in
finite time.
5.3.1 Mobile Manipulator Kinematics
For each i ∈ INR , let FBi be a body-fixed frame arbitrarily embedded in Bi. With-
out loss of generality, we assume that the origin of FBi coincides with the center of
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rotation of the base platform Bi. For brevity’s shake, let pi and θi denote the current
position and orientation of FBi w.r.t. FW , i.e.:
pi , {W}{W}P{Bi} R (θi) ,
{W}
{Bi}R.
Furthermore, we will use Bi
(
p, θ
)
to denote the footprint of the base platform of
robotRi when it is centered at p with orientation θ.
Regarding the manipulator Ai affixed to robot Ri, we assume that it consists
of one or more links Ai,j, j ∈ NAi which are connected such that they form an
open chain. Furthermore, the first link Ai,1 is rigidly affixed to the base platform
Bi, whereas the end-effector is rigidly affixed to the last link Ai,NAi , for all i ∈ INR .
The indexing of the remaining links of each manipulator is such that the body of
link Ai,j+1 is able to either rotate or slide about the joint it shares with link Ai,j. For
each manipulator Ai, we shall use qi,j and Dqi,j to denote the state and domain, re-
spectively, of the j-th degree of freedom, corresponding to the joint between links
Ai,j and Ai,j+1, for all j ∈ INAi−1 and i ∈ INR i. We remark that each domain Dqi,j is
a subset of either R or S1 depending on whether the joint is prismatic or revolute,
respectively. The augmented state vector zi of robotRi as follows:
zi ,
î
pTi , θi, q
T
i
óT
where qi is the stacked vector of joint states of manipulator Ai, for all i ∈ INR .
Similarly, for each i ∈ INR and j ∈ INAi , let FAi,j be a body-fixed frame arbitrarily
embedded in Ai,j. Additionally, we affix an arbitrary coordinate frame FEi at the
point of contact between the end-effector of manipulator Ai and the object L. For
the shake of simplicity and without harming generality, we assume herein that a) the
origin of frame FAi,j+1 lies on the axis of rotation or sliding of the j-th joint, and b) the
origin of frame FEi coincides with the corresponding contact point (see Figure 5.3).
FB1
FB2
FL
FE1
FE2
FA1,1
FA1,2
FA2,1
FA2,2
FIGURE 5.3: Example of robotic system consisting of two mobile ma-
nipulators carrying a rectangular object. Each platform is equipped
with a 2-link manipulator, which is able to rotate about the joint with
the base.
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Regarding each robot’s forward kinematics, we shall use T Bi
(
p, θ
)
to denote the
rigid transformation from FBi to FW when the robot’s is placed at p with orientation
θ, i.e., {W}{W}P{Bi} = p and
{W}
{Bi}R = R (θ). Additionally, let T Ai
(
qi
)
be the forward
kinematics of manipulator Ai, i.e., T Ai
(
qi
)
, {Ai,1}{Ei}T . Since the manipulator of each
robot is rigidly attached to its base, there exists a fixed homogeneous transformation,
denoted by T Bi ,Ai , between the base Bi and the manipulator’s first link Ai,1, i.e.:
T Bi ,Ai ,
{Bi}
{Ai,1}T . The forward kinematics T Ri
(
p, θ, q
)
of robotRi is given by:
T Ri
(
p, θ, q
)
, T Bi
(
p, θ
) · T Bi ,Ai · T Ai (q) .
Lastly, for each i ∈ INR , we shall use JRi and JAi to denote the Jacobian matri-
ces of robotRi and its manipulator Ai, i.e.:[{W}
{W}P˙{Ei}
{W}
{W}Ω{Ei}
]
= JRi (zi) · zi
and [{Bi}
{Bi}P˙{Ei}
{Bi}
{Bi}Ω{Ei}
]
= JAi
(
qi
) · q˙i
where Ω{Ei} is the angular velocity of end-effector Ai,E.
5.3.2 Mobile Manipulator Dynamics
The dynamics of each robot Ri, i ∈ INR is assumed to obey the standard Euler-
Lagrange model, i.e.:
MRi (zi) · z¨i + CRi (zi, z˙i) · z˙i + GRi (zi) = τm,i −
(JRi (zi))T · τe,i (5.2)
where MRi , CRi , GRi ∈ R(3+NAi )×(3+NAi ) are the corresponding mass, coriolis and
gravity matrices, τm,i ∈ R(3+NAi ) is the wrench applied by the robot’s actuators to
the robot, and τe,i ∈ R3 is the wrench applied by the robot to the object L via its
end-effector.
5.4 Control Design
To address the aforementioned problem, we design a hybrid control scheme which
consists of:
a) a high-level controller that given an initial configuration qL,init and a final con-
figuration qL,goal, can compute a sequence of reachable intermediate goals for
the robotic system, if a solution to the above problem exists, or determine its
infeasibility otherwise, and
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b) a low-level controller which utilizes appropriate workspace transformations
in order to drive the object and the mobile manipulators from each goal to the
next while avoiding collisions with the workspace boundary.
More specifically, the high-level controller, presented in Section 5.4.1, constructs a
partitioning of the system’s configuration space into cells by adaptively subdividing
the domain of the robotic system’s degrees of freedom until a sequence of connected
cells containing qL,init and qL,goal is found (if one exists). Then, for each cell, interme-
diate goals for the object’s position pL and orientation θL are computed, as described
in Section 5.4.2, and a suitable low-level control law is employed for driving the sys-
tem to the corresponding goal configuration while ensuring forward invariance of
the current configuration space cell.
5.4.1 Configuration Space Decomposition
In this subsection, we present the hierarchical cell decomposition scheme that shall
be employed for designing a sequence of high-level, feasible instructions that de-
fine a “path” leading to the desired configuration. Before doing so, we shall first
take a closer look at the configuration space C of the aforementioned robotic sys-
tem. Throughout this subsection, we shall model this system as one virtual robot R
consisting of NR = 1+∑i∈INR NAi connected components, which correspond to the
object L, the base platform Bi and the links Ai,j of each mobile manipulator Ri, for
all j ∈ INAi and i ∈ INR .
One can readily see that the components of R form an undirected tree T(n, e),
where n is the set of components and e ⊂ n× n is the set of connections between the
nodes. We shall use Ri to denote the i-th component of R. A connection (i, j) ∈ e
implies that the j-th component is able to move (rotate, translate, slice) relative to
the i-th component about a pivot point Pi,j. Furthermore, given i ∈ INR , we will
use nic to denote the children of component Ri, i.e. the set of components Rj such
that (i, j) ∈ e, for all j ∈ INR . Moreover, nip will be used to denote the parent Rj of
component Ri, i.e. the sole component such that (j, i) ∈ e, if one exists. Accordingly,
we define nid and n
i
a as the set of descendants and ancestors, respectively, of compo-
nent Ri. Without loss of generality, we can choose the indexing of the components
such that the first component of R is the root of T, corresponding to the object L. For
simplicity’s shake, we will use FRi , i ∈ INR to denote the coordinate frames embed-
ded in each component of R and we shall refer to their origins as the reference point
of the corresponding component, respectively. Also, let pR ,
[
xR, yR
]T ∈ R2 and
θR ∈ Dθ ⊆ S1 denote the relative position of the robotic system’s reference point and
the relative orientation of its coordinate frame FR0 w.r.t. the workspace’s coordinate
frame FW , respectively.
Regarding the coupling between components, we will refer to the joint between
two connected components as prismatic (resp. revolute) if the child is able to slide
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(resp. rotate) about the corresponding pivot point. We will use qi and Dqi , i ∈ INq , to
denote the degree of freedom and its domain, respectively, corresponding to the joint
between the i-th component and its parent, where Nq , ∑j∈INR (NAj − 1), Without
loss of generality, since each component other than the root has exactly one parent,
we assume that each pivot Pi,j coincides with the origin of frame FRj . Furthermore,
by treating the orientation θL of the object as a virtual joint state, the state z of the
virtual robotic system R is defined as follows:
z , [pTR, θR, qT]T = [pTR, qT]T
where q , [qi]i∈I?Nq , is the stacked vector of virtual joint parameters with q0 , θR
and qi , qi for all i ∈ INq .
Let us now consider the footprint of the robotic system while it moves within
the workspace. We notice that, for each i ∈ INR , the footprint of the individual
component Ri, i.e., the area occupied by it at a given configuration, is defined by
the position of its pivot point and the current value of its (virtual) joint parameter.
We shall use Ri
(
p, q
)
to denote the footprint when the pivot point is placed at p and
the joint parameter value is q. We also remark that, although each component may
move freely w.r.t. its pivot point, any motion of theirs propagates directly to their
children, thus potentially inducing a translation and/or rotation onto every one of
its descendants nid. Thus, the footprint of component Ri can also be defined in terms
of the current position pR of the robotic system and the (virtual) joint parameters of
every component Rj belonging to nia. By remarking that the footprint R (z) of the
robotic system at a given configuration z is simply the union of the footprints of its
individual components, i.e.:
R
(
pR, q
)
,
⋃
i∈INR
Ri
Ä
pR, [qj]Tj∈nia∪i
ä
(5.3)
we are now ready to formally define the set of admissible configurations to our prob-
lem. For brevity, R (q) will be used instead of R (0, q) where is deemed preferable.
By noticing that the configuration space C of this robotic system is a manifold diffeo-
morphic to R2 × S1 ×Dq1 × . . .DqNq . and recalling that neither the object L nor any
of the robots Ri, i ∈ INR are allowed to collide with the workspace boundary ∂W,
the set C f of collision free configurations of R is given by:
C f = {z | W ∩R (z) = ∅ and z ∈ C} . (5.4)
Finally, let Co , C \ C f .
Now, in order to design a continuous “path” inside C f connecting the two given
configurations qL,init and qL,goal, we extend the methodology presented in Chapter 3.
More specifically, by designing a suitable cover of the free configuration space via
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recursive subdivision of the domain of q, our goal is to obtain a hierarchical parti-
tioning of C f . For each implicitly defined cell, we compute over suitable over- and
under-approximations, whose shape is much simpler than the shape of the corre-
sponding exact cell, which are used for both guiding the configuration space’s ex-
ploration, as well as designing a high-level plan will drive the robotic system to its
goal. To do so, we first consider the domain Dqi of the joint state qi, for i ∈ I?Nq . Fur-
thermore, we shall refer to a set of the form Sqi[qi1,qi2] as a simple slice of the parameter
qi, where qi1, qi2 ∈ Dqi . Also, a set Si = {Sqij | j ∈ INSi } consisting of NSi simple
slices of qi shall be called a cover of Dqi iff
Dqi =
⋃
j∈INSi
Sqij
for all k, ` ∈ INSi with k 6= `. A compound slice Ŝ is defined as a set of simple slices
of the form Ŝ = {Sqi | i ∈ I?Nq}. Respectively, a set “S = {Si | i ∈ I?Nq} is called a
cover of the free configuration space C f iff each Si is a cover of Dqi . We note that a
cover “S induces a partitioning of C f into regions
CŜ =
¶
[pTR, q
T]T | pR ∈ W and q ∈ Ŝ
©
∩ C f , Ŝ ∈ “S (5.5)
each of which consists of NŜ ≥ 0 individually connected but pairwise disjoint sub-
sets CˆŜ ,i, i ∈ INCŜ . Taking a closer look at the connectedness of these cells, one can
readily see that two configuration space cells CˆŜi and CˆŜj are connected iff Ŝi, Ŝj are
adjacent and the projections of CˆŜi , CˆŜj onto the plane intersect. We recall that two
distinct simple slices Sqki and Sqkj are called adjacent iff their intersection Sqki ∩ Sqkj is
not empty, whereas two compound slices Ŝi = {Sqki | k ∈ I?Nq}, and Ŝj = {S
qk
j | k ∈
I?Nq}, are called adjacent iff S
qk
i , Sqkj are adjacent, for all k ∈ I?Nq .
Similarly to the method employed in Chapter 3, in order to avoid explicitly
computing the shape of a given configuration space cell, we shall define suitable
over- and under-approximations of it, which, in addition, shall be used for guiding
the configuration space exploration in a similar manner. In order to build these
approximations of the set of free configurations corresponding to the compound
slice Ŝ = {Sqi | i ∈ I?Nq}, we first compute an over-approximation R
Ä
Ŝ
ä
and an
under-approximation R
Ä
Ŝ
ä
of the robotic system’s footprint as follows:
R
Ä
Ŝ
ä
=
⋃
q∈IŜ
R (q)
R
Ä
Ŝ
ä
=
⋂
q∈IŜ
R (q)
(5.6)
where
IŜ = Sq0 × Sq1 × · · · × Sq . (5.7)
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We remark that, although seemingly daunting at first sight, the computation of
R
Ä
Ŝ
ä
and R
Ä
Ŝ
ä
can be significantly simplified by recalling that the footprint of
each component does not necessarily depends on every component of q but only
on those of its ancestors, by virtue of the robotic system’s tree-like structure. An
example of such over- and under-approximation for a robotic system consisting of
two connected components can be seen in Figure 5.4. Following these definitions,
the over-approximation CŜ and the under-approximation CŜ of a given partition CŜ ,
can be computed as follows:
CŜ ,
¶
[pT, qT]T | p ∈ W Ŝ and q ∈ IŜ
©
CŜ ,
¶
[pT, qT]T | p ∈ W Ŝ and q ∈ IŜ
© (5.8)
where
W Ŝ ,W 	R
Ä
Ŝ
ä
W Ŝ ,W 	R
Ä
Ŝ
ä (5.9)
with A 	 B denoting the Minkowski difference of sets A and B, and IŜ = Sq0 ×
Sq1 × · · · × Sq . Obviously, each of CŜ and CŜ consists of individually connected but
pairwise disjoint cells C Ŝ ,i, i ∈ INCŜ and C Ŝ ,i, i ∈ INCŜ , respectively, which enclose
or are enclosed by the cells of CŜ .
At this point, we remark that the approximation of C f improves as one subdi-
vides the configuration space into more and finer slices. Thus, choosing a sufficiently
fine partitioning of C, a sequence of adjacent under-approximation cells connecting
qL,init and qL,goal will appear, as long as one exists in the first place. Instead of choos-
ing such a fine partitioning arbitrary, similarly to the methodology proposed in chap-
ter 2, we design an adaptive subdivision scheme which makes also use of the space’s
over-approximations for choosing which slice to subdivide at each iteration. More
specifically, we design an algorithm which given compound cover “S, it tries to find
a sequence Π of adjacent under-approximation cells connecting the initial and goal
configurations. If no such path can be found, then our algorithm tries to connect the
two given configurations with a sequence Π made of adjacent over-approximation
cells instead. If such a path exists, then a slice corresponding to a cell ofΠ is selected
according to a suitable heuristic and gets subdivided, producing a new partitioning
of C f . Otherwise, if no such path can be found, then this obviously indicates that the
problem at hand is infeasible (i.e., the two given configurations exist in disjoint com-
ponents of the robotic system’s configuration space) and our algorithm terminates.
In short, one can readily verify that the following statements hold:
1. If there exists a path of adjacent under-approximation cells for a given cover “S
containing qL,init and qL,goal, then a solution to our problem exists.
2. If there exists a path of adjacent over-approximation cells for a given cover“S containing qL,init and qL,goal, then whether our problem has a solution is
unknown and further expansion of “S is in order.
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FIGURE 5.4: Over- and under-approximations of a robotic system (a)
consisting of two components corresponding to slices: {0} × [2pi −
1, 1] (b and f), {0} × [2pi − 0.2, 0.2] (c and g), [3pi/2, pi/2] × [2pi −
0.2, 0.2] (d and h), [2pi − 0.2, 0.2]× [2pi − 0.2, 0.2] (e and i).
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3. If there is no path of adjacent over-approximation cells for a given cover “S
containing qL,init and qL,goal, then our problem is infeasible.
Algorithm 6 Configuration space exploration algorithm.
function CONNECTCONFIGS(qL,init, qL,goal)“S← ¶Dqi | i ∈ I?Nq©
loop“S, C init, C init ← FINDENCLOSINGCELLS(qL,init, “S)“S, Cgoal, Cgoal ← FINDENCLOSINGCELLS(qL,goal, “S)
if C init is Nil or Cgoal is Nil then
return Nil
end if
Π← CONNECTUACELLS(C init, Cgoal)
if Π is Nil then
Π← CONNECTOACELLS(C init, Cgoal)
if Π is empty then
return Nil
else“S← REFINE( “S, Π, {C init}, {Cgoal})
end if
else
return Π
end if
end loop
end function
The proposed algorithm can be seen in Algorithm 6. More specifically, we be-
gin the configuration space exploration with a rough partitioning of C induced by a
compound slice covering the entire domain of virtual joint parameters q. Then, we
search for cells C init and Cgoal containing the robot’s initial and final configurations,
respectively, by subdividing “S. If no such pair of cells exists, our initial problem is
obviously infeasible and the algorithm terminates. Otherwise, we try to connect C init
and Cgoal using the available under-approximation cells corresponding to “S. If this
attempt fails, then we try instead to find a path of over-approximation cells connect-
ing C init and Cgoal. If such a path cannot be found, this also implies that no solution
exists and the algorithm terminates. Otherwise, a heuristic is utilized for selecting
a compound slice in “S to be expanded and the process starts anew. The heuristic
used, which can be seen in Algorithm 7, selects which slice of “S to expand as fol-
lows. Given a path Π of over-approximation cells, it essentially tries to construct
a path made of the under-approximation cells that belong in the same compound
slices as the elements of Π. Failing to connect under-approximation cells belong-
ing in two adjacent compound slices Ŝi and Ŝj indicates that the connectedness of
the over- and under-approximation cells in this slices is not the same, which means
that these slices need to be further expanded. Thus, the largest simple slice of these
compound slices gets subdivided and the function returns. Finally, we remark that
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the functions CONNECTUACELLS and CONNECTOACELLS employ standard graph
search algorithms for constructing the corresponding paths based on a heuristic that
penalizes cells with smaller slices (i.e., cells corresponding to larger slices are pre-
ferred).
Algorithm 7 Heuristic choosing next simple slice for subdivision.
function REFINE(“S, Π, src, dst)
if len(Π) = 1 then
return SUBDIVIDE(“S, Π[0])
else
cells← {}
connected← {}
if len(Π) == 2 then
cells← dst
else
C Ŝj ← Π[1]
for all C Ŝj in CŜj do
cells← cells ∪ {C Ŝj}
end for
end if
for all C Ŝi in src do
for all C Ŝj in cells do
if C Ŝi ∩ C Ŝj 6= ∅ then
connected← connected ∪ {C Ŝj}
end if
end for
end for
if len(connected) > 0 then
return REFINE(“S, Π[1 :], connected, dst)
else
return SUBDIVIDELONGEST(“S, Ŝi, Ŝj)
end if
end if
end function
5.4.2 Distributed Control Law
Given now a path Π of cells obtained by the high-level planner described in the pre-
vious sub-section, we shall now design a distributed control scheme for the mobile
manipulators that ensures safe transitions from one cell to the next till the goal con-
figuration qL,goal is reached. Let C Ŝ be a cell in Π and let C Ŝ denote its the projection
on the plane. We recall that C Ŝ is an under-approximation of the actual free config-
uration space, constructed by extruding W Ŝ , which implies that, as long as q ∈ Ŝ ,
then pL can safely occupy any position of PpL
(C Ŝ). We also note that C Ŝ is a non-
empty, compact region of R2 with arbitrary connectedness and shape. Exploiting
this fact, we can decouple the low-level control laws for: a) the object’s position pL,
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b) the object’s orientation θL, and c) the joints qi of each manipulatorRi, i ∈ INR , as
explained in the following.
For each intermediate cell of Π, we can obtain goal sets corresponding to pL,
θL and q separately, by computing its intersection with the next one (which is non-
empty by construction of Π ), Let us consider a pair of consecutive cells C Ŝi and C Ŝj
in Π. Regarding the object’s position, in order to safely traverse from C Ŝi to C Ŝj , it is
sufficient that pL reaches the set
GpL
(
C Ŝi , C Ŝj
)
,PpL
Ä
C Ŝi
ä
∩PpL
(
C Ŝj
)
. (5.10)
We also note that GpL
(
C Ŝi , C Ŝj
)
is generally made of one or more disjoint subsets
of arbitrary connectedness and that, as long as the object’s position reaches either
of these, the system can cross to the next cell. Respectively, a goal set correspond-
ing to the object’s orientation can be obtained by computing the intersection of the
corresponding simple slices of Ŝi and Ŝj, i.e.:
GθL
(
C Ŝi , C Ŝj
)
, Sq0i ∩ Sq0j . (5.11)
Goal sets for the joints of each mobile manipulator can be computed in a similar
manner. Particularly, let PAk
(C Ŝ) denote the projection C Ŝ along the dimensions
corresponding to the degrees of freedom of Ak. Obviously,PAk
(C Ŝ) is equal to the
product of the simple slices of Ŝ corresponding to qk. Then, the corresponding goal
set of qk is given by
GAk
(
C Ŝi , C Ŝj
)
,PAk
Ä
C Ŝi
ä
∩PAk
(
C Ŝj
)
, ∀k ∈ INR . (5.12)
Thus, for successfully driving the robotic system from C Ŝi to C Ŝj , we need to
design decoupled control laws for the mobile manipulators which:
• ensure invariance of the current cell, i.e. pL ∈ PpL
Ä
C Ŝi
ä
, θL ∈ Sq0i and qk ∈
PAk
Ä
C Ŝi
ä
, ∀k ∈ INR , until the transition is complete, and
• ensure convergence of the system’s states to the corresponding goals sets GpL
(
C Ŝi , C Ŝj
)
,
GθL
(
C Ŝi , C Ŝj
)
and GAk
(
C Ŝi , C Ŝj
)
, k ∈ INR .
Finally, the transition is considered complete after all states have reached the cor-
responding goal sets. We remark that, regarding the last cell of Π, the goal sets
corresponding to the object’s position and orientation can taken equal to {pL,goal}
and {θL,goal}, respectively, while the joints of the manipulators need only to remain
within the bounds imposed by the last cell.
Before we proceed with formulating the corresponding control laws, we must
first formally state the following assumptions about our system.
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Assumption 1. Each robot Rk, k ∈ INR has exact knowledge of the object’s and its own
dynamic model, i.e., ML, IL, PL,com and MRk , CRk , DRk , GRk are known.
Assumption 2. Each robot Rk, k ∈ INR has full knowledge of its own state zk and the
current configuration qL of the object L.
Assumption 3. The plan generated by the high-level planner is available to all robots.
Furthermore, each robot Rk, k ∈ INR is able to communicate with the others only for
announcing that it is ready to transition to the next cell, i.e., that pL ∈ GpL
(
C Ŝi , C Ŝj
)
,
θL ∈ GθL
(
C Ŝi , C Ŝj
)
and qk ∈ GAk
(
C Ŝi , C Ŝj
)
.
Assumption 4. Each mobile manipulatorRk, k ∈ INR is sufficiently redundant, i.e. it can
independently apply a desired wrench to its end-effector while keeping qk inPAk
Ä
C Ŝi
ä
. Ad-
ditionally, the lower diagonal NAk − 1×NAk − 1 block of
(
MRk
)−1 ÄI− (JRk (zk))† · JRk (zk)ä
is non-singular.
Object’s Position
First, we shall design a suitable vector field for safely driving the object’s position
pL to GpL
(
C Ŝi , C Ŝj
)
. To do so, we construct a transformation Ti of FpL
(
C Ŝi , C Ŝj
)
,
PpL
Ä
C Ŝi
ä
\ GpL
(
C Ŝi , C Ŝj
)
to the unit disk and collapse the selected component of
GpL
(
C Ŝi , C Ŝj
)
to a point, using the procedure described in Subsection 3.3.3. By recall-
ing that Ti is a diffeomorphism that collapses all inner obstacles of to isolated points,
one can readily verify that the chance of a line connecting the image q[i]L , Ti
(
pL
)
of
the object’s current position to the image q[i]L,d of the current cell’s goal is zero [67, 65].
Therefore, the following velocity control law would safely drive the object’s position
to the goal set for almost all initial configurations:
v[i]pL
(
pL
)
,
(
JTi (pL)
)−1 · Äq[i]L,d − q[i]L ä (5.13)
where JTi is the Jacobian matrix of Ti. In order to design a law for the desired force to
be applied to the object L by the robots, we employ a novel methodology presented
in [2] which allows us to extend the vector field Equation 5.13 to second-order dy-
namics. The corresponding control law for the desired force applied to the object is
given by
τdesL,p = −ML ·
Ä
K[i]pL ·
Ä
pL − p[i]L,G
ä
+ ζ[i]pL · p˙L
ä
p˙[i]L,G = K
[i]
pL,G ·
v[i]pL
Ä
p[i]L,G
ä
‖v[i]pL
Ä
p[i]L,G
ä
‖
·min
Å
‖v[i]pL
Ä
p[i]L,G
ä
‖,
√
∆E[i]pL
Ä
pL, p[i]L,G
ä
/K[i]pL
ã (5.14)
where
∆E[i]pL(pL, p
[i]
L,G) , K[i]pL · d
(
p[i]L,G, ∂FpL
(
C Ŝi , C Ŝj
))
− E[i]pL(pL, p[i]L,G) (5.15)
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E[i]pL(pL, p
[i]
L,G) ,
1
2
·
(
‖ p˙L‖2 + K[i]pL · ‖pL − p[i]L,G‖
2)
(5.16)
p[i]L,G is the (virtual) state of the reference governor, d (x,X ) is the distance of x from
the set X , K[i]pL , K[i]pL,G are fixed, positive gains and ζ
[i]
pL is a virtual damping.
Object’s Orientation
To drive the orientation θL of the object to the specified goal set GθL
(
C Ŝi , C Ŝj
)
while
ensuring that it remains within Sq0i =
î
θ[i]l , θ
[i]
l
ó
, we design the desired torque τL,θ
applied to the object based on the Prescribe Performance Control (PPC) methodol-
ogy. We assume that GθL
(
C Ŝi , C Ŝj
)
is of the form
î
θ[i]l,G, θ
[i]
u,G
ó
, which can be ensured
by designing the partitioning scheme of the configuration space planner described
in Subsection 5.4.1 such that the compound slices which form a valid cover are over-
lapping. We now define the following two performance functions
ρ[i]
θL
(t) , θ[i]l,G +
Ä
θ[i]l − θ[i]l,G
ä
· e−λθL ·t
ρ[i]θL(t) , θ
[i]
u,G +
Ä
θ[i]l − θ[i]u,G
ä
· e−λθL ·t
(5.17)
where t is time and λθL is a positive constant. The corresponding control law is given
by
τdesL,θ = IL ·
Ñ
−K[i]θL,2 ·
Ä
θ˙L − v[i]θL
ä
+ v˙[i]θL − a
[i]
θL · ln
Ñ
θL − ρ[i]θL
ρ[i]θL − θL
éé
(5.18)
v[i]θL ,
b[i]θL − K
[i]
θL,1 · ln
Ç
θL−ρ[i]θL
ρ[i]θL−θL
å
a[i]θL
(5.19)
a[i]θL ,
1
θL − ρ[i]θL
+
1
ρ[i]θL − θL
b[i]θL ,
ρ˙[i]
θL
θL − ρ[i]θL
+
ρ˙
[i]
θL
ρ[i]θL − θL
(5.20)
with K[i]θL,1 and K
[i]
θL,2 being positive gains.
Manipulators
Considering now the control scheme for the mobile manipulators, we remark that,
by virtue of Assumption 1 and Assumption 2 and assuming a common initialization
policy for the virtual states of the reference governors corresponding to the object’s
position and orientation, respectively, each robot is able to compute the desired total
force τL,p and torque τL,θ that should be applied to the object. Thus, the wrench τe,k
that each robot Rk, k ∈ INR should apply to the object via its end-effector is given
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by
τe,k =
1
NR
·
[
τL,p
τL,θ −
(
τL,p
)T · {Ek}P⊥L,com
]
(5.21)
where {Ek}P
⊥
L,com = R
(
pi
2
) · R (θL) · {Ek}PL,com with {Ek}PL,com being the position of the
object’s center of mass relative to the contact point of manipulator Ak. Furthermore,
each robot must also ensure that qk ∈ PAk
Ä
C Ŝi
ä
while driving qk to GAk
(
C Ŝi , C Ŝj
)
.
To do so, we shall exploit the redundancy of each robot to design a force in the
null-space of JRk which can ensure that the aforementioned specifications are met
without affecting the force applied to the object. We now recall the dynamics of
mobile manipulatorRk:
MRk (zk) · z¨k + CRk (zk, z˙k) · z˙k + GRk (zk) = τm,k −
(JRk (zk))T · τe,k (5.22)
Assuming known dynamic parameters and state, we can design
τm,k = CRk (zk, z˙k) · z˙k + GRk (zk) + τm,k,1 +
Ä
I− (JRk (zk))† · JRk (zk)ä · τm,k,2 (5.23)
where τm,k,1 and τm,k,2 are new virtual inputs to be defined later and
(JRk)† denotes
the pseudo-inverse of JRk . Substituting the above in Equation 5.22 yields:
MRk (zk) · z¨k = τm,k,1 +
Ä
I− (JRk (zk))† · JRk (zk)ä · τm,k,2 − (JRk (zk))T · τe,k (5.24)
We now consider the above dynamical model in the robot’s task-space:
M′Rk ·
[
p¨Ek
θ¨Ek
]
+ C′Rk ·
[
p˙Ek
θ˙Ek
]
=
Ä
J TRk
ä† · τm,k,1 − τe,k (5.25)
where p¨Ek and θ¨Ek are the position and orientation of the corresponding end-effector’s
contact point and
M′Rk =
Ä
J TRk
ä† ·MRk · (JRk)†
C′Rk = −
Ä
J TRk
ä† ·MRk · (JRk)† · J˙Rk · (JRk)† . (5.26)
Let
î
pTEk θEk
óT
= TL,Ek
(
pL, θL
)
be the rigid transformation between the positions
and orientations of the corresponding points. It holds that[
p˙Ek
θ˙Ek
]
= JL,Ek
(
pL, θL
) · [p˙L
θ˙L
]
(5.27)
[
p¨Ek
θ¨Ek
]
= JL,Ek
(
pL, θL
) · [p¨L
θ¨L
]
+ J˙L,Ek
(
pL, θL
) · [p˙L
θ˙L
]
(5.28)
86 Chapter 5. Cooperative Load Transportation
with JL,Ek denoting the Jacobian matrix of this rigid transformation. Therefore, Equa-
tion 5.25 can be re-written w.r.t. to the object’s state as follows
M′′Rk ·
[
p¨L
θ¨L
]
+ C′′Rk ·
[
p˙L
θ˙L
]
=
Ä
J TRk
ä† · τm,k,1 − τe,k (5.29)
with
M′′Rk = M
′
R· JL,Ek
C′′Rk = C
′
Rk · JL,Ek + M′Rk · J˙L,Ek .
(5.30)
We notice that achieving our indented behavior, i.e., the object obeying the dy-
namics imposed by Equation 5.14 and Equation 5.18 while distributing the load
equally between the robots, is equivalent to
τe,k =
1
NR
[
ML · p¨L
IL · θ¨L −ML ·
(
p¨L
)T · {Ek}P⊥L,com
]
=
1
NR
ML,Ek ·
[
p¨L
θ¨L
]
(5.31)
where ML,Ek is the fragment of the object’s inertia, as perceived by the manipulator
Rk. Substituting the above into Equation 5.25 yieldsÅ
M′′Rk +
1
NR
·ML,Ek
ã
·
[
p¨L
θ¨L
]
+ C′′Rk ·
[
p˙L
θ˙L
]
=
Ä
J TRk
ä† · τm,k,1. (5.32)
As such, we can see that selecting
τm,k,1 , JRk ·
(Å
M′′Rk +
1
NR
·ML,Ek
ã
·
[
τdesL,p/ML
τdesL,θ/IL
]
+ C′′Rk ·
[
p˙L
θ˙L
])
(5.33)
will achieve the desired behavior, assuming all NR robots execute the same control
law.
Considering again the Equation 5.24, we shall now design τm,k,2 appropriately
in order to satisfy the manipulator joint limit specifications. We recall that the pro-
jection of τm,k,2 w.r.t. I−
(JRk (zk))† · JRk (zk) has no effect on the wrench applied to
the attached object. Now, let LA,k, LB,k, LC,k, LD,k be matrices such that LA,k ∈ R3×3
and
Lk , M−1Rk ·
Ä
I− (JRk (zk))† · JRk (zk)ä = [LA,k LB,kLC,k LD,k] . (5.34)
By recalling that LD,k is assumed to be invertible according to Assumption 4, we
employ the Prescribed Performance Control method along with back-stepping to
design τm,k,2 as follows:
τm,k,2 ,

0
0
0(
LD,k
)−1 · vk,B
 (5.35)
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where
vk,B ,

− (q˙k,1 − vk,b,1)+ v˙k,b,1 − aqk,1 · lnÅ qk,1−ρqk,1ρqk,1−qk,1ã
− (q˙k,1 − vk,b,1)+ v˙k,b,2 − aqk,2 · lnÅ qk,2−ρqk,2ρqk,2−qk,2ã
...
−
Ä
q˙k,NAk−1 − vk,b,NAk−1
ä
+ v˙k,b,NAk−1 − aqk,NAk−1 · ln
( qk,NAk−1−ρqk,NAk−1
ρqk,NAk−1
−qk,NAk−1
)

(5.36)
vk,b,` ,
bqk,` − ln
Å qk,`−ρqk,`
ρqk,`
−qk,`
ã
aqk,`
(5.37)
aqk,l ,
1
qk,l − ρqk,l
+
1
ρqk,l − qk,l
bqk,l ,
ρ˙
qk,l
qk,l − ρqk,l
+
ρ˙qk,l
ρqk,l − qk,l
(5.38)
is the reference velocity control law, ρ
qk,`
and ρqk,` are performance functions which
smoothly “shrink”PAk
Ä
C Ŝi
ä
to GAk
(
C Ŝi , C Ŝj
)
, given by
ρ
qk,`
(t) , qG,k,` +
Ä
qk,` − qG,k,`
ä
· e−λq·t
ρqk,`(t) , qG,k,` +
(
q
k,`
− q
G,k,`
)
· e−λq·t
(5.39)
with qk,`, qk,` and qG,k,`, qG,k,` being the lower and upper bounds of the joint param-
eters of Ak corresponding toPAk
Ä
C Ŝi
ä
and GAk
(
C Ŝi , C Ŝj
)
respectively.
5.5 Stability Analysis
In this section, we provide an analysis of the robotic system’s stability properties
under the proposed control scheme.
Proposition 9. Given two adjacent under-approximation cells C Ŝi and C Ŝj , the object’s
configuration will asymptotically converge to GpL
(
C Ŝi , C Ŝj
)
× GθL
(
C Ŝi , C Ŝj
)
for almost
all initial configurations under control laws Equation 5.14 and Equation 5.18. Furthermore,
the setFpL
(
C Ŝi , C Ŝj
)
× Sq0i is invariant.
Proof. We begin this proof by first recalling that, as long as object’s orientation and
robot joints remain within the bounds imposed by C Ŝi , control of the object’s position
and orientation can be safely decoupled. Regarding the object’s position, one can
readily verify that since Ti is a diffeomorphism inFpL
(
C Ŝi , C Ŝj
)
(see chapter 2), the
reference velocity control law i is Lipschitz, has exactly one critical point which is
located at the transformed goal configuration and is inward pointing at the outer
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boundary ofFpL
(
C Ŝi , C Ŝj
)
. Then, by invocation of Theorem 2 in [2], the control law
Equation 5.14 ensures invariance of cell and convergence to the goal set of pL for
almost all initial configurations.
Regarding the object’s orientation, we define the following coordinate transfor-
mation:
z1,i = ln
Ñ
θL − ρ[i]θL
ρ[i]θL − θL
é
z2,i = θ˙L − v[i]θL
(5.40)
and consider the following Lyapunov candidate:
V =
1
2
· z21,i +
1
2
· z22,i. (5.41)
The time derivatives of z1,i and z2,i are given by
z˙1,i = a
[i]
θL · z2,i + a
[i]
θL · v
[i]
θL − b
[i]
θL
z˙2,i =
τL,θ
IL
− v˙[i]θL
(5.42)
Thus, computing the derivative of V w.r.t. time yields
V˙ = z1,i · z˙1,i + z2,i · z˙2,i
= a[i]θL · z1,i · z2,i + z1,i ·
Ä
a[i]θL · v
[i]
θL − b
[i]
θL
ä
+ z2,i ·
Å
τL,θ
IL
− v˙[i]θL
ã (5.43)
Noting that a[i]θL · v
[i]
θL − b
[i]
θL = −K
[i]
θL,1z
2
1,i and substituting the control law for τL,θ to
the above, we obtain
V˙ = −
Ä
K[i]θL,1 · z21,i + K
[i]
θL,2 · z22,i
ä
. (5.44)
Since V˙ is negative definite, assuming that the initial value of θL lies within the
specified bounds, the proposed control law ensures that Sq0i remains invariant and
that θL will asymptotically converge to
Ä
θ[i]l,G + θ
[i]
u,G
ä
/2.
Proposition 10. Given two adjacent under-approximation cells C Ŝi and C Ŝj , under the
control law Equation 5.23, the joint states qk of mobile manipulator Rk will converge to
GAk
(
C Ŝi , C Ŝj
)
. Furthermore, the setPAk
Ä
C Ŝi
ä
is invariant.
Proof. We consider once again Equation 5.24. Since MRk is an inertia matrix, we
5.5. Stability Analysis 89
know that its inverse exists, thus multiplying both sides with
(
MRk
)−1 and substi-
tuting Equation 98 yields:
z¨k =
(
MRk (zk)
)−1 · ÄI− (JRk (zk))† · JRk (zk)ä · τm,k,2 +(
MRk (zk)
)−1 · τm,k,1 − (MRk (zk))−1 · (JRk (zk))T · τe,k
=
[
LB,k ·
(
LD,k
)−1
I
]
· vk,B +
(
MRk (zk)
)−1 · τm,k,1 − (MRk (zk))−1 · (JRk (zk))T · τe,k
(5.45)
We note that the term τm,k,2, which is designed to ensure satisfaction of joint pa-
rameter specifications, has no effect on the stability properties involving the object’s
position pL and orientation θL by virtue of I −
(JRk (zk))† · JRk (zk). Therefore, the
last two r.h.s. terms of Equation 5.45 are bounded by design and vanish as the object
approaches the specified configuration corresponding to the current cell. As such,
the dynamics of the joint parameters can be written as:
q¨k = vk,B + wB (5.46)
where the term wB corresponding to τm,k,1 and τe,k and can be viewed as a bounded
and vanishing disturbance. We now define the following coordinate transformation
for each joint value qk,`, ` ∈ INAk−1:
zq,1,` = ln
Çqk,` − ρqk,`
ρqk,` − qk,`
å
zq,2,` = q˙k,` − vk,b,`
(5.47)
and consider the Lyapunov candidate
V` =
1
2
· z2q,1,` +
1
2
· z2q,2,`. (5.48)
Following the same procedure as above, we derive that
V˙` = −
Ä
z2q,1,` + z
2
q,2,`
ä
+ zq,2,` · wB,`
≤ −z2q,1,` − z2q,2,` + |zq,2,`| · |wB,`|
≤ −z2q,1,` − |zq,2,`| · |wB,`|+
(
wB,`
)2 (5.49)
which implies that zq,1,`, zq,2,` and the control law are globally uniformly bounded
(Lemma 2.28 [51]), and, thus, concludes the proof.
Theorem 7. The robotic system under the distributed control law Equation 5.23 will suc-
cessfully drive the object L to its goal configuration qL,init, from almost all initial configura-
tions.
Proof. First, we note that, by virtue of Assumption 4 and the design of Equation 5.23,
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the total force and torque applied to the object’s center of mass by the robotic system
is equal to the desired ones specified by Equation 5.14 and Equation 5.18, since the
remaining terms either cancel the robot’s dynamics or are projected along the kernel
space of JRk , respectively. As such, according to Proposition 9, the object is guar-
anteed traverse from one cell to another till it arrives to the desired configuration
qL,goal, starting from almost any initial configuration qL,init, as long as the robots do
not collide with the workspace boundary. But, according to Proposition 10, the con-
figurations of the mobile manipulators remain within the bounds specified by the
under-approximation cell C Ŝi , which, by design of the high-level planner, implies
that the robotic system’s footprint cannot intersect the workspace’s boundary.
5.6 Simulation Results
To demonstrate the efficacy of the proposed control scheme, we consider a robotic
system consisting of two mobile manipulators holding a rectangular object, as de-
picted in Figure 5.3 operating within the workspace seen in Figure 5.5. The robotic
system was initialized at qL,init = [0.9, 2, 1.57]T and q1,1 = q2,1 = 0 whereas the
desired configuration of the object was set to qL,goal = [5, 8, 4.663]T. The intervals
for the object’s orientation and robot joints generated by the high-level planner can
be seen in Table 5.1, whereas the control parameters selected during this simulation
are given in Table 5.2. Figure 5.6 shows the trajectory executed by the robotic system
under the proposed control law, whereas plots of the object’s position, orientation
and corresponding rates can be seen in Figure 5.7, Figure 5.8, Figure 5.9, Figure 5.10,
respectively. Accordingly, Figure 5.13 and Figure 5.13 show the evolution of each
manipulator’s state, as well as the computed lower and upper bounds correspond-
ing to each cell. The total force and torque applied to the object is also displayed
in Figure 5.11 and Figure 5.12, respectively. As one can verify from the aforemen-
tioned figures, the robotic system successfully reaches the goal configuration while
satisfying the specifications corresponding to θL, q1,1, q2,1.
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FIGURE 5.5: Initial and goal configuration of the robotic system and
object, respectively.
92 Chapter 5. Cooperative Load Transportation
Cell ID θl θu q1,1 q1,1 q2,1 q2,1
1 1.470 1.867 -0.100 0.567 -0.100 0.567
2 1.667 2.065 -0.100 0.567 -0.567 0.100
3 1.863 2.456 -0.100 0.567 -1.035 0.367
4 1.863 2.456 -0.100 0.333 -1.870 -0.835
5 2.256 2.652 -0.100 0.333 -1.503 -0.835
6 2.452 2.849 -0.100 0.333 -1.035 -0.368
7 2.649 2.947 -0.100 0.217 -0.567 0.100
8 2.747 3.045 -0.050 0.108 -0.050 0.108
9 2.895 3.191 -0.050 0.108 -0.050 0.108
10 3.091 3.388 -0.050 0.158 -0.158 0.050
11 3.287 3.584 0.067 0.284 -0.284 -0.067
12 3.484 3.781 0.184 0.518 -0.518 -0.184
13 3.681 3.977 0.418 0.985 -0.985 -0.418
14 3.877 4.172 0.651 0.984 -0.984 -0.651
15 4.072 4.370 0.418 0.985 -0.985 -0.418
16 4.270 4.576 0.184 0.518 -0.518 -0.184
17 4.476 4.762 0.067 0.284 -0.284 -0.067
18 4.564 4.762 0.067 0.284 -0.284 -0.067
19 4.564 4.762 -0.050 0.108 -0.108 0.050
20 4.564 4.762 -0.050 0.108 -0.108 0.050
21 4.564 4.762 -0.985 0.050 -0.108 0.050
22 4.564 4.762 -1.453 -0.885 -0.108 0.050
23 4.564 4.762 -1.687 -1.353 -0.108 0.050
24 4.564 4.762 -1.687 -1.528 -0.108 -0.050
25 4.564 4.762 -1.687 -1.528 -0.168 -0.008
26 4.564 4.762 -1.687 -1.528 -0.284 -0.067
27 4.564 4.762 -1.687 -1.528 -0.518 -0.184
28 4.564 4.762 -1.687 -1.528 -0.985 -0.418
29 4.564 4.762 -1.687 -1.528 -1.453 -0.885
30 4.564 4.762 -1.687 -1.528 -1.687 -1.353
TABLE 5.1: Lower and upper bounds of the intervals corresponding
to each cell, as generated by the planner.
Parameter Value
ML 1 kg
IL 1 kg m2
KpL 50
ζpL 5
KpL,G 5
λθL 2
KθL,1 1
KθL,2 1
λq 2
TABLE 5.2: Simulation parameters.
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FIGURE 5.6: Path executed by the robotic system during the simu-
lations (blue line), as well as the footprint of the robotic system at
various instants.
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FIGURE 5.7: Evolution of the object’s position pL over time. The ver-
tical dashed lines indicate transitions between consecutive cells.
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FIGURE 5.8: Evolution of the object’s orientation θL over time (solid
line), as well as the corresponding performance functions ρ
θL
and ρθL .
96 Chapter 5. Cooperative Load Transportation
FIGURE 5.9: Object’s linear velocity p˙L.
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FIGURE 5.10: Object’s angular velocity θ˙L.
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FIGURE 5.11: Total force τdesL,p applied to the object by the robots.
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FIGURE 5.12: Total torque τdesL,θ applied to the object by the robots.
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FIGURE 5.13: Evolution of joint value q1,1 with corresponding lower
and upper bounds.
5.6. Simulation Results 101
FIGURE 5.14: Evolution of joint value q2,1 with corresponding lower
and upper bounds.
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Conclusions and Future Work
In this dissertation, we successfully employed hierarchical decomposition techniques
coupled with suitably designed adaptive configuration space exploration schemes
for building versatile and complete planners, capable of computing “paths” con-
necting two given configurations, or determine the absence of feasible solutions,
after a finite amount of steps. Moreover, distributed control laws based on artificial
potential fields, which could realize the generated high-level plans, were devised for
addressing the navigation problem within complex, planar workspaces with guar-
anteed convergence properties. Simulation and experimental results validating the
efficacy of the aforementioned schemes were also provided.
More specifically, we employed harmonic map theory to build a transformation
of complex planar workspaces directly to point worlds that are proper for robot nav-
igation. In addition, we presented a novel motion planning control scheme based
on closed form harmonic potential fields coupled with appropriate adaptive laws
for their parameters that can safely navigate a robot to its goal state from almost
all initial configurations. This control scheme was also extended to accommodate
the navigation problem of non-holonomic robots and keep the numeric computa-
tions tractable for large workspaces. Subsequently, we presented a methodology for
designing a hybrid control scheme to tackle the navigation problem for a robotic
platform of arbitrary shape. Given an initial and desired robot configuration, we
designed an slice decomposition scheme which adaptively refined the configuration
space representation until either a path connecting these two configuration could be
found or recognize that no solution exists.
Furthermore, we adapted the aforementioned schemes in order to address the
navigation problem involving a team of disk-shaped robots operating within an
obstacle cluttered planar workspace, by designing a high-level planner capable of
adaptively subdividing the system’s configuration space exploiting over- and under-
approximations of each robot’s free space to select the most promising cells for sub-
division. Finally, we presented a hybrid control scheme for addressing the cooper-
ative object transportation problem involving a team of mobile manipulators. Par-
ticularly, the planner originally designed for the navigation of a planar, polygonal
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robot, was extended for exploring configuration spaces of higher dimensions, result-
ing from both rotation of the object as well as reconfiguration of the robotic team. In
addition, a distributed low-level control law was employed for realizing the given
plan with guaranteed collision avoidance and convergence properties.
Considering future directions, a challenging one is extending the transforma-
tions and artificial potential fields devised in chapter 2 to higher dimensional spaces
since building harmonic transformations for domains other than the plane is not a
straight-forward process. Particularly, one hindering factor is that convexity of the
transformation’s image is not sufficient for rendering such a transformation a diffeo-
morphism in higher dimensions, such asR3. Furthermore, to the best of the authors’
knowledge, the classification of domains with dimension greater than 3 w.r.t. their
genus has no general solution, which renders even the problem of selecting the im-
age of the corresponding transformation unclear. Regarding the configuration space
exploration methodologies introduced in this work, a direction involves combining
the planner presented in chapter 4 with the ones presented in chapter 3 and chap-
ter 5 in order to enable coordination of multiple polygonal-shaped or articulated
robotic platforms operating within the same workspace. In addition, by exploiting
the fact that most communication specifications can be readily expressed as regions
about each robot where its corresponding neighbors must reside at all times, the
aforementioned planner can be also extended in order to accommodate for connec-
tivity constraints between cooperating robots. Moreover, due to the generality of
the high-level planner presented in chapter 5, extending the proposed scheme for
addressing the cooperative transportation problem involving non-rigid objects (i.e.,
deformable objects such as sheets) should be straight-forward. Also, it is possible
to enable this planner to take inter-robot collisions into consideration by employing
a scheme based on mixed cells, similar to the one presented in chapter 4. Finally,
on the topic of cooperative load transportation, we aim to reduce the unnecessarily
high control effort required by the employed Prescribed Performance Control laws
and smooth the transitions between consecutive cells in terms of the forces applied
by the mobile manipulators, as well as relax certain requirements about the object’s
and robots’ dynamics, such as exact knowledge of the model and commonly avail-
able exact knowledge of the object’s configuration.
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Appendix A
Proofs of Chapter 2
A.1 Proof of Proposition 1
By construction, it holds that 1 − (tanh (φ/w))2 > 0 for all q ∈ ∂D \ {qd}. The
gradient of φ w.r.t. q is given by
∇qφ = kd q− qd‖q− qd‖2
−
N
∑
i=1
ki
q− qi
‖q− qi‖2
. (A.1)
Computing the inner product of ∇qφ and q yields:
(∇qφ)Tq = kd ‖q‖2 − qTd q‖q− qd‖2 −
N
∑
i=1
ki
(q− qi)Tq
‖q− qi‖2
≥ kd
1− qTd q
‖q− qd‖2
−max
i
(ki)
N
∑
i=1
1
‖q− qi‖ .
(A.2)
Given that all qi lie within int (D), the second term in the r.h.s. of (A.2) is finite
for all q ∈ ∂D. Similarly, the first term in the r.h.s. of (A.2) is positive for all
q 6= qd. Let q′ ∈ ∂D \ {qd}. Additionally, the continuity of
(
1− qTd q
)
/‖q− qd‖2
and (1− tanh (φ/w)2)/(2w) implies that there exists a closed neighborhood F (q′) of
q′, not containing qd, where both are positive. Hence, selecting
k′ = kd min
q∈F (q′)
(
1− qTd q
‖q− qd‖2
1
∑Ni=1
1
‖q−qi‖
)
(A.3)
ensures that (∇qφ)Tq > 0 for all q ∈ F (q′). Moreover, computing the derivative of
d = 1 − ‖q‖2 w.r.t. time for all q ∈ F (q′) and assuming ki < k′, ∀i ∈ IN , yields
d˙ = 2Kus∇qψTq > 0, thus the distance from the workspace boundary increases,
which concludes the proof.
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A.2 Proof of Proposition 2
Similarly to the proof of Proposition 3 in [62], we proceed by defining q˜d , q− qd,
q˜i , q− qi for all i ∈ IN . Let also qˆd , q˜d/‖q˜d‖ and qˆi , q˜i/‖q˜i‖. Accordingly, the
hessian of φ can be computed by:
∇2qφ =
kd
‖q˜d‖2
Ä
I2 − 2qˆdqˆTd
ä
− ∑
i∈IN
ki
‖q˜i‖2
Ä
I2 − 2qˆi qˆTi
ä
. (A.4)
Notice that at a critical point of φ it holds:
kd
qˆd
‖q˜d‖ = ∑i∈IN
ki
qˆi
‖q˜i‖ =⇒
k2d
‖q˜d‖2
qˆdqˆTd = ∑
i∈IN
k2i
‖q˜i‖2
qˆi qˆTi +
∑
i∈IN
∑
j∈IN\{i}
kik j
‖q˜i‖‖q˜j‖
Ä
qˆi qˆTj + qˆjqˆ
T
i
ä
.
(A.5)
Substituting (A.5) into (A.4) and re-arranging the terms yields:
∇2pφ =
(
kd
‖q˜d‖2
− ∑
i∈IN
ki
‖q˜i‖2
)
I +
2
Ç
∑
i∈IN
ki(kd − ki)
kd
1
‖q˜i‖2
qˆi qˆTi −
1
kd
∑
i∈IN
∑
j∈IN\{i}
kik j
‖q˜i‖‖q˜j‖
Ä
qˆi qˆTj + qˆjqˆ
T
i
äå
.
(A.6)
Next, we argue that for any given set of radii ρi > 0 such that Dρi (qi), i ∈ IN
are disjoint disks that lie entirely within our domain, there exists k′d > 0 such that no
critical point of φ exists within D \ ⋃i∈IN Dρi (qi), for all kd > k′d. This implies that,
by choosing kd sufficiently large, each critical point of φ belongs to a single Dρi (qi).
Let q? be a critical point and ` = argmini∈IN‖q? − qi‖. To show that ∇2qφ(q?) is not
degenerate, it suffices to show that its eigenvalue λ(q?) is positive. We recall that λ
is lower bounded by the quadratic form xˆT∇2qφxˆ, for all ‖xˆ‖ = 1. By considering the
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direction of q˜` and after some tedious calculations, we obtain:
qˆT`∇2qφ(q?)qˆ` =
kd
‖q˜d‖2
+
k`
‖q˜`‖2
(
kd − 2k`
kd
− 4‖q˜`‖
kd
∑
i∈IN\{`}
ki
‖q˜i‖2(qˆ
T
` qˆi)
)
+ 2 ∑
i∈IN\{`}
ki(kd − ki)
kd
1
‖q˜i‖2
Ä
qˆT` qˆi
ä2
− ∑
i∈IN\{`}
ki
‖q˜i‖2
− 2
kd
∑
i∈IN\{`}
∑
j∈IN\{i,`}
kik j
‖q˜i‖‖q˜j‖2(qˆ
T
` qˆi)(qˆ
T
` qˆj).
(A.7)
The first r.h.s. term of (A.7) is strictly positive. Since all ki are bounded and non-
negative, choosing kd sufficiently large renders the second and third r.h.s. terms non-
negative. Furthermore, note that the forth and fifth r.h.s. terms are bounded for all
q? ∈ Dρ`(q`). Thus, by choosing kd sufficiently large, the first three terms of (A.7)
can be made dominant, thus rendering qˆT`∇2qφqˆ` positive at q?, which concludes the
proof.
A.3 Proof of Proposition 3
Firstly, we will show that the robot cannot escape through the workspace’s outer
boundary. Let us assume that q → q′ ∈ ∂D \ {qd}. Then, q˙ → 0 by virtue of (14),
since s(q, k) = 0 for all ‖q‖ = 1 with (∇qφ)T q ≤ 0. Additionally, w0 → 1 and wi → 0,
for all i ∈ IN . Thus, k˙i < 0 holds within a neighborhood of ∂D, while ki > 0, which
implies that ki → 0, for all i ∈ IN . Moreover, Proposition 1 dictates that there exists
k′ > 0 for which any point in ∂D \ {qd} is repulsive under ψ. Since (2.20) dictates
that all ki become less than k′ in finite time, this contradicts our supposition.
Next, we consider collision avoidance between the robot and the inner obsta-
cles. Let us assume that the robot approaches obstacle i. By construction, wi → 1
while ∇qψ → 0 and wj → 0, for all j ∈ I?N \ {i}. Notice that there exists a neighbor-
hood Ni of qi such that w0 = 0 for all q ∈ Ni due to continuity of w0 and ξ2(w0; e3).
Additionally, since the robot is assumed to approach qi, q˙T(q− qi) cannot be identi-
cally zero inside Ni. As such, as long as ki < ki, k˙i ≥ 0 inside Ni without k˙i = 0 for
all q ∈ Ni. This implies that ki 6→ 0 as q → qi, thus rendering qi a local maximum
of ψ. Thus, there exists a neighborhood of qi inside which (∇qψ)T(q− qi) > 0, which
contradicts with our assumption.
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A.4 Proof of Proposition 4
Let V , ψ(q, k) be a candidate Lyapunov function, which is non-negative and van-
ishes only when q = qd. Differentiating V along the system’s trajectories yields:
V˙ =
1− tanh (φ/w)2
2w
Ä(∇qφ)T q˙
+ ln
Å‖q− qd‖
2
ã
k˙d − ∑
i∈IN
ln
Å‖q− qi‖
2
ã
k˙i
)
.
(A.8)
Given that q˙ = J p˙, the first term of (A.8) can be further expanded as follows
(∇qφ)T q˙ = −Kus1− tanh (φ/w)22w ‖∇qφ‖2, (A.9)
which is non-positive for all q ∈ Ω and becomes zero only on the critical points
of ψ. The second term of (A.8) is non-positive since k˙d ≥ 0 by construction and
invariance of W (see Proposition 3) implies ‖q− qd‖ ≤ 2 which, in turn, implies
ln
Ä ‖q−qd‖
2
ä
≤ 0. Similarly, the sign of each term of the sum is determined solely by
the sign of the corresponding k˙i. Substituting (2.20) yields:
− ∑
i∈IN
ln
Å‖q− qi‖
2
ã
k˙i
≤ − ∑
i∈IN
ln
Å‖q− qi‖
2
ãÄ
ki − ki
ä
wi`igi.
(A.10)
Given that gi ≤ ‖∇qψ‖2 and ∑i∈IN kiwi ≤ 1 by construction, expanding `i into the
right hand side of (A.10) leads to:
− ∑
i∈IN
ln
Å‖q− qi‖
2
ãÄ
ki − ki
ä
wi`igi
≤ Kus‖∇qψ‖2 ∑
i∈IN
Ä
ki − ki
ä
wi
≤ Kus1− tanh
(
φ/w
)2
2w
‖∇qφ‖2.
(A.11)
Thus, (A.8) is non-positive. Therefore, by invoking Lyapunov’s Stability Theorem
(Theorem 3.1 [45]) we may conclude that qd is stable. Finally, LaSalle’s Theorem
(Theorem 3.4 [45]) dictates that the system will converge to the largest invariant set,
which, in our case, consists of the critical points of ψ, thus concluding the proof.
A.5 Proof of Proposition 5
At the critical point z? of system (2.32) the hessian∇2qφ of φ is non-degenerate, since
otherwise k˙d 6= 0. Additionally, q? ∈ Ω \ {qd} implies that 1−
(
tanh
(
φ/w
))2 6= 0.
A.6. Proof of Theorem 2 111
These two facts mean that ∇2qψ has two eigenvalues at z?, namely λ and −λ, with
λ > 0. Computing the Jacobian of fq w.r.t. q at z? yields:
∇q fq = −Ku
(∇qψ)T∇qs−Kus∇2qψ
= −Kus∇2qψ
(A.12)
since ∇qψ(q?) = 0. Furthermore, by construction of the adaptive law (2.20), the
Jacobian of fk w.r.t. z at z? is 0(1+N)×(3+N). Thus, linearization of the system fz at z?
yields
∇z fz(z?) = −Kus1− tanh
(
φ/w
)2
2w[
∇2qφ ∂φ∂kd
∂φ
∂k1
. . . ∂φ∂kN
0(1+N)×(3+N)
]
.
(A.13)
Since the top-left block ∇2qφ is invertible at z?, using the well known property of
block matrix determinants we can see that∇z? fz has two non-zero eigenvalues, par-
ticularly the eigenvalues of ∇2qψ and a zero eigenvalue with multiplicity 1 + N.
Thus, ∇z fz(z?) has exactly one positive eigenvalue, rendering z? a saddle point
of (2.32) (Theorem 3.7 [45]).
A.6 Proof of Theorem 2
In Proposition 4, we have proved that ψ˙ < 0 for all q ∈ Ω \ {qd}, except for the criti-
cal points of φ that lie in it. Lasalle’s Invariance Theorem (Theorem 3.4 [45]) dictates
that system (2.32) will converge to: a) either the desired configuration qd, or b) the
obstacles qi, or c) a critical point z? = (q?, k?) with q? ∈ Ω \ {qd}. We know from
Proposition 3 that critical points of case (b) are repulsive; therefore no trajectory
of the system may converge to them. Regarding the critical point z? correspond-
ing to case (c), Proposition 5 dictates that it must be an non-isolated, degenerate
equilibrium of the whole system (2.32), since ∇z fz has one positive, one negative
and several zero eigenvalues. Let kd be the upper bound of kd that the closed-loop
system can possibly attain, as indicated by Proposition 2. In order to prove that
the set of initial conditions leading to these points has zero Lebesgue measure, we
will study the properties of the gradient-like system1 (ψ(z), Fz,τ(z)) in the domain Sz,
where the scalar potential ψ(z) is treated as a function to be minimized, the map
Fz,τ(z) : Sz 7→ RN+3 is given by
Fz,τ(z(t)) , z(t + τ) = z(t) +
∫ t+τ
t
fz(z(s))ds (A.14)
1By definition, a gradient-like system is a pair of a scalar cost function and a dynamical system for
which each non-equilibrium initial condition moves the state towards a new one whose cost is less
than that of the initial state.
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for any τ > 0, and Sz , D × [1, kd]× [0, k1]× . . . [0, kN]. Notice that Sz is convex
and closed. Additionally, the map Fz,τ(z) is a locally Lipschitz diffeomorphism in
Sz and Sz is forward invariant under Fz,τ(z) (by virtue of Proposition 3 and design
of adaptive law (2.20)), for all τ > 0. Furthermore, the unwanted equilibria of Fz,τ
are strict saddles. Thus, following similar arguments with the proof of Theorem 3
in [82], we conclude that the set of all initial conditions that converge to these saddles
has zero Lebesgue measure, which implies that almost every trajectory of the system
converges to qd, i.e., the only stable equilibrium of (2.32), thus completing the proof.
A.7 Proof of Theorem 3
We begin by noting that, by virtue of (2.39), we only need to study the trajectories
of (2.34) in the workspace’s image since that motion is traced exactly by our robot.
Considering the first part of the theorem, we note that by following the same argu-
ments as in the proof of Proposition 3 we may conclude that the robot cannot escape
throught the workspace’s outer boundary. Likewise, assuming that q→ qi, for some
i ∈ IN , implies that
(
nˆTθ∇qψ
)T n˜Tθ (q − qi) cannot be identically zero in a neighbor-
hood of qi. As such, since k˙i ≥ 0 in the neighborhood of qi, ki cannot vanish as the
robot approaches qi which contradicts our original supposition.
To prove the second part of the theorem, first we show that the only equilibria of
the closed-loop system coinside with the critical points of ψ. Assuming that sv 6= 0,
it is readily seen that both inner products in (2.36) vanish simultaneously only when
∇qψ = 0. Considering now the case when sv 6= 0, we note that this can only happen
when q ∈ ∂D and nˆθ˜ is tangent to ∂D. For ω˜ to also vanish when sv 6= 0, the gradient
∇qψ should also be tangent to ∂D. Recalling that the adaptive laws for k ensure that
∇qψ will eventually point inwards, we conclude that no equilibria other than the
critical points of ψ exist.
Next, we consider ψ as a lyapunov candidate function, whose derivative along
the systems trajectories is given by (A.8) (note that ψ does not depend on θ). Substi-
tuting (2.36) in the first term of (A.8) yields:
(∇qφ)T q˙ = −Kvsv 1− tanh (φ/w)22w Ä(nˆθ)T∇qφä2 (A.15)
Regarding the remaining terms of (A.8), given that gv,i ≤
(
nˆTθ∇qψ
)2 one can readily
verify that:
− ∑
i∈IN
ln
Å‖q− qi‖
2
ã
k˙i
≤ −Kvsv 1− tanh
(
φ/w
)2
2w
Ä
(nˆθ)T∇qφ
ä2
.
(A.16)
Thus, invoking Lyapunov’s Stability Theorem (Theorem 3.1 [45]) and LaSalle’s The-
orem (Theorem 3.4 [45]) concludes the proof similarly to Proposition 4.
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A.8 Proof of Theorem 4
chapter the robot’s safety under the closed loop system, we note that when the p ∈
Ps` \ Ps`+1 or p ∈ Psn , for all ` < n, the individual control laws render every point on
the corresponding partition’s boundaries repulsive. When p ∈ Cs`,s`+1 , we note that,
by construction, both u[s`] and u[s`+1] vanish when the robot approaches any point of
∂Ps` ∩ ∂Ps`+1 , preventing the robot from escaping. Additionally, the adaptive laws
of each individual potential field will eventually render both ∇pψs` and ∇pψs`+1
inward looking w.r.t. W , rendering ∂Ps` ∩ ∂Ps`+1 repulsive.
While p ∈ Ps` , we consider V , ψs` as a Lyapunov function candidate and we
examine its time derivative along the system’s trajectories when p ∈ Cs`,s`+1 :
V˙ =
(∇pψs`)T p˙ + (∇k[s`]ψs`)T k˙[s`]
=
(∇pψs`)T Äu[s`] + ηc,s`,s`+1ηt,s`,s`+1 u[s`+1]ä +(∇k˙[s`]ψs`)T k[s`]
=
(∇pψs`)T u[s`] + (∇k˙[s`]ψs`)T k[s`] +
ηc,s`,s`+1ηt,s`,s`+1
(∇pψs`)T u[s`+1]
(A.17)
We recall that the first two r.h.s. terms of (A.17) are non-positive as shown in Propo-
sition 4. Likewise, the last term is rendered non-positive by virtue of ηc,s`,s`+1 . Addi-
tionally, we note that the equilibrium points of the system in p ∈ Cs`,s`+1 correspond
only to critical points of ψs` . By virtue of ηc,s`,s`+1 , which vanishes at a critical point of
ψs` along with its derivative, one can easily verify that the Jacobian of (2.41) is equal
to the one of u[s`], whose properties were studied in Proposition 2. Finally, following
a similar procedure as in the proof of Theorem 2, we conclude that the system will
converge to the specified goal configuration for almost all initial configurations.
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Proofs of Chapter 3
B.1 Proof of Proposition 6
We note that since the workspaceW is an open subset of R2, its complement must
be closed, which implies that Oi, i ∈ Io are closed subsets of R2. By recalling that
R is assumed to be closed, Oci , i ∈ Io must be closed subsets of CS . Thus, CS free is
open, being the complement of Oci , i ∈ Io w.r.t. CS .
B.2 Proof of Proposition 7
Let p ∈ R(θo). We now consider the open disk Bε/2(p) with radius ε/2 about p
and note that the intersection of Bε/2(p) and the interior of R(θo) is also an non-
empty union of one or more open 2-manifolds. In addition, the distance between
any two points of Bε/2(p) is at most ε. Let C (p) be the connected component of
intR(θ)∩Bε/2(p) whose distance from p is zero; p ∈ C (p) if and only if p ∈ intR(θ),
otherwise p lies on the boundary of C (p). We now consider the image r(p, θ) of p
which is obtained by rotating p about the pivot point p? ofR by an angle dθ = θ− θo.
It is easy to see that the co-domain of r(p, θ) is the circle centered at p? with radius
dist(p?, p) and that r(p, θ) is a continuous function of θ. Since r(p, θo) ∈ Bε/2(p), then
there exist θl(p) and θu(p) such that θl(p) < θo < θu(p) and
r(p, θ) ∈ Bε(p), ∀θ ∈ (θl(p), θu(p)).
Thus, by construction, it holds that
dist(C (p), r(p, θ)) < ε, ∀θ ∈ (θl(p), θu(p)).
Noting that
R([θo, θˆu]) =
⋃
p∈R(θo)
⋃
θ∈[θo ,θˆu)
r(p, θ)
and
R([θˆl , θo]) =
⋃
p∈R(θo)
⋃
θ∈(θˆl ,θo]
r(p, θ)
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concludes the proof.
B.3 Proof of Proposition 8
We note that if a point p ∈ intRθo does not belong to R(θo, θ), θ 6= θo, there has
to exist θ′ ∈ [θo, θ] such that p ∈ ∂Rθ′. As such, we consider a point pˆ that lies
on the boundary of Rθo. Let C (pˆ, d) be the set of point inside intRθo at exactly
distance d ≤ ε away from pˆ. Given that the robot’s body is a 2-manifold, by selecting
sufficiently small d, we can ensure that C (pˆ, d) is non-empty, for all pˆ ∈ ∂Rθo. Now,
let p˜(pˆ) be the point of C (pˆ, d) that is farthest away from ∂Rθo and let d˜(pˆ) be that
distance. Since p˜(pˆ) is an interior point of Rθo, then d˜(pˆ) > 0. Similarly to the
proof of Proposition 7, we can show that either a) there exists θ(pˆ) 6= θo such that
p˜(pˆ) ∈ R(θ′), for all θ′ ∈ [θo, θ(pˆ)), or p˜(pˆ) ∈ R(θ′), for all θ′ ∈ S1. As such, selecting
θ = minpˆ θ(pˆ) concludes the proof.
B.4 Proof of Theorem 5
We first consider the case that the navigation problem presented to our planner has
at least one solution. Then, since CS free is open, as shown in Proposition 6, one
can find a continuous curve P of configurations that lies entirely in CS free with the
initial and goal configurations being its end-points. As such, each configuration
z = [pT, θ]T ∈ P is well separated from the free configuration space’s boundary,
which implies that dz = dist(p,W c(θ)) > 0, where
W c(θ) ,
¶
q ∈ R2 | W ∩R(q, θ) 6= ∅
©
.
But, sinceR(I) andR(I) are continuous for sufficiently small I , as shown in Propo-
sition 7 and Proposition 8, respectively, one can find θl(z) and θu(z) sufficiently close
to θ, for each z = [pT, θ]T ∈ P , such that
dz = dist(p,W c(θ)) > 0
and
dz = dist(p,W c(θ)) > 0
where
W c(θ) ,
¶
q ∈ R2 | W ∩R(q, [θl(z), θu(z)]) 6= ∅
©
W c(θ) ,
¶
q ∈ R2 | W ∩R(q, [θl(z), θu(z)]) 6= ∅
©
withR(q, [θl(z), θu(z)]) andR(q, [θl(z), θu(z)]) denotingR([θl(z), θu(z)]) andR([θl(z), θu(z)])
translated to q, respectively. By recalling that our algorithm prioritizes subdivision
of the largest slice in a sequence of cells (Algorithm 3), it is bound to obtain a solution
after a finite number of iterations.
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We shall now consider the case where the problem given to our planner is in-
feasible. This would imply that the initial and goal configurations lie within two
disjoint configuration space cells. Furthermore, since CS free is open, these two cells
have a positive distance from one another. By following a procedure similar to the
above, we can show that after a sufficient amount of subdivisions, the distance be-
tween each cell and its over-approximation, as computed by the planner, can be ren-
dered arbitrary small after a finite number of iterations, thus resulting in the over-
approximating cells corresponding to each disjoint component of CS free becoming
also disjoint. As this would imply that no path made of over-approximating cells
can be found after that point, the proposed algorithm would automatically termi-
nate, which concludes the proof.
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Εισαγωγή
Κίνητρο
Η αυτόνομη λειτουργία ρομpiοτικών piλατφορμών μέσα piεριβάλλοντα γεμάτα με εμpiόδια
αpiοτελεί ένα ενεργό ερευνητικό αντικείμενο με την αυτόνομη piλοήγηση να αpiοτελεί α-
ναμφισβήτητα μια θεμελιώδη piτυχή της. Εpiιpiλέον, καθώς τα καθήκοντα piου τα ρομpiότ
καλούνται να εκpiληρώσουν αυξάνονται σε piολυpiλοκότητα μέρα με τη μέρα, η χρήση
piολύ-ρομpiοτικών συστημάτων, τα οpiοία εμφανίζουν γενικά υψηλότερη ευρωστία και ευ-
ελιξία αpiό μονό-ρομpiοτικά συστήματα, piροοδευτικά αυξάνεται. ΄Ετσι, τα piροβλήματα
αυτόνομης piλοήγησης piου piρέpiει να αντιμετωpiιστούν γίνονται όλο και piιο αpiαιτητικά,
αυξάνοντας την ανάγκη για piιο αpiοτελεσματικά και σθεναρά σχήματα σχεδιασμού piο-
ρείας και piρογραμματισμού κίνησης. Εpiίσης, με σκοpiό το σχεδιασμό αpiοτελεσματικών
και αpiοδεδειγμένα σωστών συστημάτων piλοήγησης, αναpiόφευκτα αpiαιτείται η μοντε-
λοpiοίηση και κατανόηση της piερίpiλοκης τοpiολογίας των χώρων διαμόρφωσης υψηλών
διαστάσεων piου piροκύpiτουν λόγω χρήσης ρομpiοτικών συστημάτων με piολλούς βαθμούς
ελευθερίας. ςονφιγυρατιον
Στη βιβλιογραφία κανείς μpiορεί να βρει ένα ευρύ φάσμα μεθοδολογιών για σχεδια-
σμό συστημάτων ελέγχου piου εpiιτρέpiουν σε ρομpiότ να piλοηγηθούν εντός σύνθετων
χώρων, με τον σχεδιασμό κίνησης στον χώρο διαμόρφωσης [33] να είναι αpiό τις piαλαι-
ότερες. Δεδομένης μιας ρητής piεριγραφής του χώρου διαμόρφωσης του συστήματος,
σχήματα σχεδιασμού και ελέγχου, όpiως αυτά piου βασίζονται σε μεθόδους ‘αpiοσύνθεσης
σε κελιά’ [53, 8] και κατασκευής ‘οδικού χάρτη’ [12], μpiορούν να χρησιμοpiοιηθεί για την
ασφαλή οδήγηση ενός ρομpiότ piρος τον στόχο του piληρώντας piαράλληλα τις piροβλε-
piόμενες piροδιαγραφές εργασίας. Ωστόσο, η ακριβής piεριγραφή του χώρου διαμόρφωσης
ακόμη και για αpiλά συστήματα, αpiό αpiόψεως γεωμετρίας και τοpiολογίας, μpiορεί να
αpiοδειχθεί αρκετά δύσκολη, αν όχι αδύνατη. Αpiό την άλλη piλευρά, piροσεγγιστικές τε-
χνικές αpiοσύνθεσης, όpiως ‘piροβολή τεμαχίων’ [69, 70] και ‘ιεραρχική και piροσεγγιστική
αpiοσύνθεση σε κελιά’ [10], υpiερφαλαγγίζουν το piαραpiάνω ζήτημα κατασκευάζοντας μια
piροσέγγιση του χώρος διαμόρφωσης ως ένωση piεpiερασμένων, αpiλούστερων γεωμετρικά
σχημάτων, όpiως υpiερ-ορθογώνια και piολύτοpiα, εις βάρος ακρίβειας και piληρότητας. Ε-
piιpiλέον, η piολυpiλοκότητα του σχεδιασμού κίνησης είναι γνωστό ότι αυξάνεται εκθετικά
ως piρος την διάσταση του χώρου διαμόρφωσης [12]. Ως εκ τούτου, οι τεχνικές piλο-
ήγησης χώρο διαμόρφωσης γενικά piεριορίζεται σε piολύ χαμηλή διαστάσεων και αpiλές
ρυθμίσεις.
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Ο σχεδιασμός κίνησης μέσω δειγματοληψίας [54, 40] αpiοτελεί μια άλλη σύγχρονη
εναλλακτική λύση piου καταφέρνει να piαρακάμψει τα piροαναφερθέντα θέματα, καθώς ου-
σιαστικά αpiαιτεί έναν έμμεσο ορισμό του χώρου διαμόρφωσης, ο οpiοίος είναι γενικά piο-
λύ piιο εύκολο να κατασκευαστεί. Αpiό την άλλη, αυτές οι μεθοδολογίες αντιμετωpiίζουν
μόνο το υpiό-piρόβλημα σχεδιασμού piορείας και piαρέχουν μια λύση ανοικτού βρόχου
piου μια άλλη κατηγορία ελεγκτών piρέpiει να ακολουθήσει όσο το δυνατόν ακριβέστερα,
piροκειμένου να εξασφαλιστεί piαραμονή εντός του ελεύθερου χώρου διαμόρφωσης. Ε-
piίσης, αυτή η κατηγορία σχεδιαστών είναι γνωστό ότι δυσκολεύονται κατά την εύρεση
λύσης σε piροβλήματα piου υpiόκεινται σε σχετικώς αυστηρούς piεριορισμούς (pi.χ., στε-
νούς διαδρόμους). ΄Ενα άλλο μειονέκτημα των σχεδιαστών βάσει δειγματοληψίας είναι
εpiίσης ότι δεν δύνανται να αντιληφθούν ανυpiαρξία λύσεως ενός δεδομένου piροβλήματος,
με αpiοτέλεσμα η αδυναμία αpiάντησης ερωτημάτων συνδεσιμότητα εντός συγκεκριμένου
χρονικού διαστήματος να μη piαρέχει καμία χρήσιμη piληροφορία.
Τέλος, μία κατηγορία ελεγκτών piου αντιμετωpiίζουν τα piροβλήματα σχεδιασμού δια-
δρομής και κινήσεων ως ένα βασίζεται στον σχεδιασμό εντολών κίνησης σύμφωνα με ένα
Τεχνητό Πεδίο Δυναμικού. Τα Τεχνητά Πεδία Δυναμικού, τα οpiοία αρχικά piροτάθηκαν
αpiό [46], γενικά piαρέχουν ένα αpiλό μέσο για την κωδικοpiοίηση piροδιαγραφών αpiοφυγής
συγκρούσεων, με την κλίση τους να λειτουργεί ως διεύθυνση αναφοράς piου κατευθύνει
το ρομpiότ piρος την εpiιθυμητή διαμόρφωση. Παρά την piροαισθηματική φύση τους, όpiως
φαίνεται στο [49], αυτή η κατηγορία ελεγκτών υpiοφέρει αναpiόφευκτα αpiό την piαρουσία
ανεpiιθύμητων σημείων ισορροpiίας piου εpiάγεται αpiό την τοpiολογία του χώρου εργασίας
και των οpiοίων η piεριοχή έλξης μpiορεί να μην είναι ασήμαντη. Εpiίσης, τεχνητά δυναμικά
piεδία piου εκφράζονται σε κλειστή μορφή, γενικά, piεριορίζονται σε γεωμετρικά αpiλούς
χώρους, με αpiοτέλεσμα την ανάγκη σχεδιασμού piερίτεχνων μετασχηματισμών piου αpiει-
κονίζουν piραγματική χώρους εργασίας σε αpiλούστερους ιδεατούς κόσμους. Συν τοις
άλλοις, τα piερισσότερα τεχνητά δυναμικά piεδία και μετασχηματισμοί αpiαιτούν εpiίpiονη
ρύθμιση piαραμέτρων σχεδιασμού piροκειμένου να εξαλειφθούν τα ανεpiιθύμητα τοpiικά
ελάχιστα ή να καταστήσουν τους μετασχηματισμούς διφεομορφισμούς.
Εν συντομία, τα σχήματα σχεδιασμού piορείας και κινήσεως για την piλοήγηση ρο-
μpiότ piου αναφέρθηκαν piαραpiάνω διαφέρουν ουσιαστικά το ένα αpiό το άλλο. Εpiιpiλέον,
κάθε οικογένεια piαρουσιάζει ένα διαφορετικό σύνολο piλεονεκτημάτων και μειονεκτη-
μάτων: μέθοδοι βάσει δειγματοληψίας μpiορούν να αντιμετωpiίσουν piερίpiλοκα piροβλήμα-
τα αλλά δεν μpiορούν να εκμεταλλευτούν τοpiικές ιδιότητες του χώρου διαμόρφωσης,
μέθοδοι αpiοσύνθεσης χώρων διαμόρφωσης χρησιμοpiοιούν μια ρητή αναpiαράσταση piου
διασφαλίζει piληρότητα σε βάρος υψηλού υpiολογιστικό κόστος, και τεχνητά piεδία δυνα-
μικού piαράγουν νόμους ελέγχου κλειστού βρόχου με εγγυημένες ιδιότητες ασφαλείας
και σύγκλισης για τοpiολογικά και γεωμετρικά αpiλούς χώρους εργασίας. Ως εκ τούτου,
το ερώτημα piου φυσικά piροκύpiτει είναι κατά piόσον είναι δυνατόν να συνδυαστούν τα
piλεονεκτήματα αυτών των μεθόδων με σκοpiό το σχεδιασμό piιο ευέλικτων αυτόνομων
συστημάτων piλοήγησης ρομpiότ. Σε αυτή την διατριβή, αpiαντάμε αυτό το ερώτημα κα-
ταφατικά καθώς χρησιμοpiοιούμε μεθόδους ιεραρχικής αpiοσύνθεσης, σε συνδυασμό με
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κατάλληλα σχεδιασμένα piροσαρμοστικά σχήματα εξερεύνησης, για την κατασκευή ευέλι-
κτων και ολοκληρωμένων σχημάτων σχεδίασης piλοήγησης piου μpiορούν να αpiαντήσουν
σε ερωτήματα συνδεσιμότητας, ή να piροσδιορίσουν την αpiουσία λύσης, μετά αpiό ένα
piεpiερασμένο αριθμό βημάτων. Εpiιpiλέον, εφοδιάζουμε ρομpiοτικά συστήματα με κατανε-
μημένους νόμους ελέγχου piου βασίζονται σε τεχνητά piεδία δυνητικού τα οpiοία μpiορεί να
piραγματοpiοιήσουν με ασφάλεια τα piαραγόμενα σχέδια υψηλού εpiιpiέδου, αντιμετωpiίζο-
ντας piροβλήματα piλοήγηση εντός σύνθετων χώρων εργασίας με εγγυημένη ιδιότητες
σύγκλισης. Εpiίσης, σε αυτή την εργασία, σχεδιάζουμε piιο εξελιγμένους αλγορίθμους
υψηλού εpiιpiέδου λαμβάνοντας εpiίσης τις ιδιότητες των piροτεινόμενων νόμων ελέγχου
χαμηλού εpiιpiέδου, για να αντιμετωpiίσουμε ευκολότερα piεριβάλλοντα αυθαίρετης συνδε-
σιμότητας και σχήματος, εξαλείφοντας έτσι την ανάγκη για κατακερματισμό του χώρου
διαμόρφωσης σε αpiλούστερα τμήματα. Τέλος, εpiιδεικνύουμε την αpiοτελεσματικότητα
των piροτεινόμενων μεθοδολογιών αντιμετωpiίζοντας piρακτικά piροβλήματα όpiως συντο-
νισμό της κίνησης piολλών ρομpiότ piου λειτουργούν εντός του ίδιου χώρου, και συντονι-
σμένης μεταφοράς αντικειμένου αpiό μια ομάδα συνεργαζόμενων κινούμενων ρομpiοτικών
βραχιόνων.
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Πλοήγηση Δισκοειδών Ρομpiότ στο
Εpiίpiεδο
Εισαγωγή
Σε αυτό το κεφάλαιο, αντιμετωpiίζουμε το piρόβλημα piλοήγησης για ένα ρομpiότ piου
λειτουργεί εντός ενός στατικού, συμpiαγούς, εpiίpiεδου χώρου εργασίας με αυθαίρετη
συνδεσιμότητα και σχήμα. Για να διαχειριστούμε την τοpiολογία του χώρου εργασίας,
κατασκευάζουμε μια αρμονική αpiεικόνιση του χώρου εργασίας σε διάτρητο δίσκο, η οpiο-
ία, σε αντίθεση με τους μετασχηματισμούς piου piροτείνονται σε [91] και [64], δεν αpiαιτεί
την αpiοσύνθεση του χώρου εργασίας σε δέντρα αστεριών. Εpiιpiλέον, σε αντίθεση με [91,
64, 65] όpiου αpiαιτείται ρητή αναpiαράσταση των ορίων του χώρου εργασίας, η piροσέγγι-
σή μας χρειάζεται μια εpiαρκώς ακριβής piολυγωνική piροσέγγιση του χώρου εργασίας, η
οpiοία μpiορεί εύκολα να αpiοκτήσει στην piράξη μέσω SLAM. Εpiιpiλέον, χρησιμοpiοιούμε
τεχνητά αρμονικά piεδία κλειστής μορφής για την piλοήγηση, piαρόμοια με αυτά σε [62],
αλλά τροpiοpiοιημένα καταλλήλως με στόχο την θέσpiιση piροσαρμοστικών νόμων για τις
piαραμέτρους τους για να αντιμετωpiίσουμε αpiοτελεσματικά συμpiαγείς χώρους εργασίας.
Εpiίσης, piαρουσιάζουμε λεpiτομερώς την διαδικασία κατασκευής του piροτεινόμενου μετα-
σχηματισμού χρησιμοpiοιώντας αριθμητικές τεχνικές, και ειδικότερα τη Μέθοδο Εpiιφα-
νειακών Στοιχείων. Τέλος, piροσαρμόζουμε τη μεθοδολογία μας σε δίκυκλα ρομpiότ, piου
αpiαντώνται συνήθως σε piραγματικές εφαρμογές, και piροτείνουμε έναν αλγόριθμο για
να αντιμετωpiίσουμε αpiοδοτικά το υpiολογιστικό κόστος piου εpiιφέρουν μεγάλοι χώροι
εργασίας.
Σημειογραφία: Χρησιμοpiοιούμε Dr(x) για να δηλώσουμε τον ανοιχτό δίσκο με α-
κτίνα r > 0 και κέντρο x ∈ R2. Εpiιpiροσθέτως, D και ∂D δηλώνουν το κλειστό δίσκο
και κύκλο με μοναδιαία ακτίνα και κέντρο την αρχή των αξόνων, αντίστοιχα. Εpiίσης,
ορίζουμε IN , {1, 2, . . . , N} και I?N , {0}
⋃
IN. Δεδομένων συνόλων A, B,⊆ Rn,
χρησιμοpiοιούμε cl (A), ∂A, int (A), A για να δηλώσουμε την κλειστότητα, σύνορο, εσω-
τερικό και συμpiλήρωμα του A ως piρος το Rn, αντίστοιχα, και A \ B για να δηλώσουμε
το συμpiλήρωμα του B ω.ρ.τ. A. Εpiιpiλέον, χρησιμοpiοιούμε 0N και 1N για να δηλώσουμε
τους piίνακες-στήλη μήκους N με στοιχεία μηδέν ή ένα, αντίστοιχα, και 0N×M για να
δηλώσουμε το N × M μηδενικό piίνακα. Εpiίσης ορίζουμε το 1kN×M, k ∈ IM ως τον
N × M piίνακα του οpiοίου η k-οστή στήλη είναι ίση με 1N και κάθε άλλη στήλη είναι
ίση με 0N. Δεδομένης μίας διανυσματικής συνάρτησης f (x), χρησιμοpiοιούμε ∇x f για να
δηλώσουμε την Ιακωβιανή της f (x). Εpiίσης, για δεδομένη καμpiύλη C, χρησιμοpiοιούμε
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len (C) για να δηλώσουμε το μήκος του. Τέλος, θα λέμε ότι ένα σύνολο A είναι ελκτικό
(αντίστοιχα. αpiωστικό) υpiό ένα δυναμικό piεδίο ψ, όταν υpiάρχει ένα σημείο P0 /∈ cl (A)
τέτοιο ώστε αν αρχικοpiοιούμε το ρομpiότ στο P0 και κινούμαστε αντίθετα piρος την κλίση
του ψ, το ρομpiότ θα συγκλίνει (αντίστοιχα. δεν θα συγκλίνει) στο ∂A.
Ορισμός Προβλήματος
Θεωρούμε ένα ρομpiότ piου λειτουργεί μέσα σε ένα συμpiαγή χώρο εργασίας W ⊂ R2,
οριοθετημένο αpiό ένα ενιαίο εξωτερικό και ένα piεpiερασμένο σύνολο εσωτερικών καμpiυ-
λών Jordan1, piου αντιστοιχούν στα piεριγράμματα των στατικών εμpiόδιον. Θεωρούμε
ότι το W μpiορεί να γραφτεί ως
W =W0 \
⋃
i∈IN
Wi (1)
όpiου Wi, i ∈ I?N δηλώνει piεριοχές του R2 piου το ρομpiότ μpiορεί να καταλαμβάνει.
Ιδιαίτερα, το συμpiλήρωμα του W0 θεωρείται ότι είναι μια αpiλά συνδεδεμένη piεριοχή piου
μpiορεί εpiίσης να piεριλαμβάνει ένα αυστηρό υpiοσύνολο του ορίου της2 και W1, W2, . . . ,
WN θεωρούνται κλειστά, αpiλά συνδεδεμένα, συμpiαγή σύνολα εντός του W0 τα οpiοία
δεν τέμνονται μεταξύ τους. Ορίζουμε p = [x, y]T ∈ R2 ως την θέση του ρομpiότ και
υpiοθέσουμε ότι η κίνηση του ρομpiότ piεριγράφεται αpiό το μοντέλο αpiλού ολοκληρωτή:
p˙ = u (2)
όpiου u ∈ R2 είναι το αντίστοιχο διάνυσμα εισόδου ελέγχου.
Πρόβλημα 1. Στόχος μας είναι να σχεδιάσουμε ένα νόμο ελέγχου κίνησης piου μpiορε-
ί να οδηγήσει εpiιτυχώς ένα ρομpiότ με κινηματική (2) piρος μια δεδομένη διαμόρφωση
γκολ pd ∈ W , αpiό σχεδόν κάθε εφικτή αρχική διαμόρφωση pinit ∈ W , διασφαλίζοντας
piαράλληλα αpiοφυγή συγκρούσεων, δηλαδή, p(t) ∈ W για κάθε t ≥ 0.
Σχόλιο 1. Τα αpiοτελέσματα piου piαρουσιάζονται σε αυτό το κεφάλαιο μpiορούν να χρη-
σιμοpiοιηθούν εύκολα για την piλοήγηση ρομpiότ δίσκου με ακτίνα R > 0 αυξάνοντας
κατάλληλα τα σύνορα του χώρου εργασίας με την διάσταση του ρομpiότ.
Αρμονικοί Μετασχηματισμοί για Πλοήγηση στο Εpiίpiεδο
Σε αυτήν την ενότητα, piαρουσιάζουμε μια μεθοδολογία piου αpiεικονίζει τον χώρο εργα-
σίας του ρομpiότ σε ένα διάτρητο δίσκο, στον οpiοίο θα σχεδιαστεί piαρακάτω ο νόμος
ελέγχου. Συγκεκριμένα, στόχος μας είναι ο σχεδιασμός ενός μετασχηματισμού T :
1Μία καμpiύλη Jordan είναι μία συνεχής εpiίpiεδη καμpiύλη piου δεν τέμνει τον εαυτό της.
2Αυτό αντιστοιχεί σε piεριpiτώσεις όpiου θέλουμε να τοpiοθετήσουμε τον piροορισμό του ρομpiότ στο
εξωτερικό σύνορο του χώρου εργασίας, η οpiοία δεν καταλαμβάνεται αpiό κάpiοιο piραγματικό εμpiόδιο,
pi.χ., μία piόρτα ενός διαμερίσματος.
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cl (W) 7→ D, αpiό την κλειστότητα του χώρου διαμόρφωσης του ρομpiότ cl (W) στον
μοναδιαίο δίσκο D, με τις piαρακάτω ιδιότητες:
1. T(·) αpiεικονίζει το εξωτερικό σύνορο ∂W0 στον μοναδιαίο κύκλο ∂D,
2. T(·) αpiεικονίζει το σύνορο ∂Wi, i ∈ IN κάθε εμpiοδίου σε ένα ξεχωριστό σημείο
qi = [ui, vi]T ∈ int (D),
3. T(·) είναι διφεομορφισμός για κάθε p ∈ int (W).
Για το σκοpiό αυτό, piροτείνουμε έναν αρμονικό μετασχηματισμό T(p) = [u(p), v(p)]T
(δηλαδή, u(p) και v(p) είναι αρμονικές συναρτήσεις). Η ύpiαρξη αυτού του μετασχημα-
τισμού αpiοδείχθηκε σε [20] και εpiαρκείς συνθήκες piου τον καθιστούν διφεομορφισμό
piαρουσιάστηκαν ως μέρος της αpiόδειξης.
Θεώρημα 1. (Θεώρημα 2 σε [20]) ΄Εστω W ⊂ R2 ένας piεpiερασμένα συνδεδεμένος α-
νοιχτός χώρος piου οριοθετείται αpiό καμpiύλες Jordan ∂W0, ∂W1, . . . , ∂WN, όpiου ∂W0
αντιστοιχεί στο εξωτερικό σύνορο. ΄Εστω, εpiίσης, Ω ∈ R2 ένας συμpiαγής κυρτός
χώρος. Υpiοθέτουμε ότι f¯ είναι ένας συνεχής, ασθενής ομοιομορφισμός piου διατηρε-
ί τον piροσανατολισμό αpiό ∂W0 στο ∂Ω. Τότε, υpiάρχει αρμονικός μετασχηματισμός
f :W 7→ Ω τέτοιος ώστε:
f (p) = f¯ (p), ∀p ∈ ∂W0, (3)∫
∂Wi
∂ f
∂n
ds = 0, ∀i ∈ IN (4)
όpiου n = n(p) είναι το μοναδιαίο διάνυσμα κάθετο στο σύνορο εpiί του σημείου p ∈ ∂Wi,
i ∈ IN, ο οpiοίος αpiεικονίζει το W στο Ω, piλην N σημείων.
Ως εκ τούτου, για να σχεδιάσουμε τον εν λόγω μετασχηματισμό αpiό τον χώρο
εργασίας cl (W) στο μοναδιαίο δίσκο D, piρέpiει piρώτα να σχεδιάσουμε μία αpiεικόνιση
T : ∂W0 7→ ∂D για το σύνορο του χώρου. (δλδ. T(p) , [u¯(p), v¯(p)]T), και μετά να
λύσουμε δύο piροβλήματα συνοριακών τιμών u(p) ανδ v(p) υpiό τους piεριορισμούς (3) και
(4). Για να λύσουμε αυτά τα piροβλήματα, χρησιμοpiοιούμε αριθμητικές μεθόδους και, piιο
συγκεκριμένα, την Μέθοδο Εpiιφανειακών Στοιχείων, piροσεγγίζοντας κάθε συνιστώσα
του T(p) = [u(p), v(p)]T αpiό ένα άθροισμα της μορφής:
u(p) ≈
N
∑
i=0
M˜i
∑
j=1
L˜
∑
l=1
Cxijl Hijl(p)
v(p) ≈
N
∑
i=0
M˜i
∑
j=1
L˜
∑
l=1
Cyijl Hijl(p)
(5)
Hijl(p) =
∫
Eij
Gijl (s) ln(‖p− p˜i,j(s)‖)ds (6)
piου piροκύpiτουν υpiοδιαιρώντας τα σύνορα σε M˜0, M˜1, . . . , M˜N piλήθος στοιχεία όpiου
L˜ είναι το piλήθος των σημείων ελέγχου ανά στοιχείο, Eij δηλώνει το j στοιχείο του
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i ορίου, p˜i,j(s) ∈ Eij είναι μια piαραμετροpiοίηση του Eij ως piρος το μήκος του (δλδ.
p˜i,j : [0, len
(
Eij
)
] 7→ Eij ), Gijl : [0, len
(
Eij
)
] 7→ R είναι η συνάρτηση μορφής piου
αντιστοιχεί στο l σημείο ελέγχου του Eij, και Cxijl , C
y
ijl ∈ R είναι piαράμετροι piρος εpiιλογή
τέτοιοι ώστε ο T να ικανοpiοιεί τις ιδιότητες 1–3, για κάθε l ∈ IL˜, j ∈ IM˜i και i ∈ I?N.
Οι εν λόγω piαράμετροι piροκύpiτουν αpiό την λύση των γραμμικών συστημάτων
AX = Bx, AY = By (7)
ως piρος τα άγνωστα διανύσματα
X =
î
Cx0,1,1, · · · , Cx1,1,1, · · · , CxN,M˜N ,L˜, u1, · · · , uN
óT
Y =
î
Cy0,1,1, · · · , Cy1,1,1, · · · , CyN,M˜N ,L˜, v1, · · · , vN
óT
.
(8)
Ο piίνακα A και τα διανύσματα Bx, By piροκύpiτουν εpiιλέγοντας ένα σύνολο αυθαίρετων
σημείων p˜?i,j τέτοια ώστε: α) p˜
?
i,j ∈ ∂Wi για κάθε j ∈ IN˜i και i ∈ I?N, όpiου N˜i, i ∈ I?N
δηλώνει το piλήθος σημείων εpiί του αντίστοιχου ορίου του W , και β) ∑i∈I?N N˜i είναι ίσο
με το piλήθος των άγνωστων piαραμέτρων (δλδ. ∑i∈I?N M˜i L˜) όpiου:
A =

A0, 0N˜0×N
A1, −11N˜1×N
...
...
AN , −1NN˜N×N
An, 0N×N
 , Bx =

Bx0
0N˜1
...
0N˜N
0N
 , By =

By0
0N˜1
...
0N˜N
0N
 (9)
Ak =

H0,1,1(p˜?k,1) · · · HN,M˜N ,L˜(p˜?k,1)
H0,1,1(p˜?k,2) · · · HN,M˜N ,L˜(p˜?k,2)
...
...
...
H0,1,1(p˜?k,N˜k ) · · · HN,M˜N ,L˜(p˜
?
k,N˜k
)
 , ∀k ∈ I?N (10)
An =

∑N˜1k
∂H0,1,1
∂n (p˜
?
1,k) . . . ∑
N˜1
k
∂HN,M˜N ,L˜
∂n (p˜
?
1,k)
∑N˜2k
∂H0,1,1
∂n (p˜
?
2,k) . . . ∑
N˜2
k
∂HN,M˜N ,L˜
∂n (p˜
?
2,k)
...
...
...
∑N˜Nk
∂H0,1,1
∂n (p˜
?
N,k) . . . ∑
N˜N
k
∂HN,M˜N ,L˜
∂n (p˜
?
N,k)
 (11)
Bx0 =

u¯(p˜?0,1)
u¯(p˜?0,2)
...
u¯(p˜?0,N˜0)
 By0 =

v¯(p˜?0,1)
v¯(p˜?0,2)
...
v¯(p˜?0,N˜0)
 (12)
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Σχεδιασμός Νόμου Ελέγχου
Για να εpiιλύσουμε το piρόβλημα Πρόβλημα 1, εξοpiλίζουμε το ρομpiότ με μία αρμονικό
αpiεικόνιση q = T(p) αpiό την κλειστότητα του χώρου εργασίας W στον μοναδιαίο δίσκο
D και ένα τεχνητό δυναμικό piεδίο ψ(q, k) μαζί με έναν piροσαρμοστικό νόμο k˙ = fk(q, k)
για τις piαραμέτρους k = [kd, k1, k2, . . . , kN]
T. Η ταχύτητα του ρομpiότ υpiολογίζεται αpiό
τον piαρακάτω τύpiο:
u = −Kus(q, k)J−1(p)∇qψ(q, k) (13)
όpiου J(p) δηλώνει την Ιακωβιανή του T(p), s(p, k) ≥ 0 είναι μια συνεχώς piαραγωγίσιμη
συνάρτηση κέρδους piου δίνεται αpiό
s(q, k) = γσp
Ç
1− ‖q‖
ep
å
+ (1− γ)σv
( (∇qψ)T q
ev + ‖∇qψ‖‖q‖
)
(14)
με
σp(x) =
x2(3− 2x), ιφ x ≤ 11, ιφ x > 1 , (15)
σv(x) =
x2, ιφ x ≥ 00, ιφ x < 0 (16)
και Ku, γ, ep, ev είναι σταθερές τέτοιες ώστε Ku, ev > 0 και γ, ep ∈ (0, 1). Πιο συ-
γκεκριμένα, το ψ είναι ένα αρμονικό piεδίο piου ορίζεται στην εικόνα T(W) του χώρου
εργασίας W και η κλίση του −∇qψ(q, k) ορίζει την διεύθυνση κίνησης στον piραγματι-
κό χώρο μέσω του αντιστρόφου της Ιακωβιανής J−1(p). Εκ κατασκευής, το piεδίο piου
piροκύpiτει αpiοκλείει τις συγκρούσεις μεταξύ του ρομpiότ και εσωτερικών εμpiοδίων ενώ
εξασφαλίζει σχεδόν καθολική σύγκλιση στον εpiιθυμητό piροορισμό. Ωστόσο, καθώς το
W0 μpiορεί να μην είναι αpiωστικό για μία αυθαίρετη, σταθερή εpiιλογή των k, ο piροσαρμο-
στικός νόμος fk(p, k), μαζί με την συνάρτηση s(p, k), εξασφαλίζουν piαραμονή του ρομpiότ
εντός του χώρου εργασίας χωρίς να χωρίς να διακυβεύονται οι ιδιότητες σύγκλισης του
συνολικού συστήματος. Οι ακόλουθες υpiοενότητες εpiικεντρώνονται σε κάθε στοιχείο
του piροτεινόμενου νόμου ελέγχου ξεχωριστά.
Τεχνητά Αρμονικά Δυναμικά Πεδία
Ακολουθώντας μια διαδικασία piαρόμοια με εκείνη piου piροτείνεται στην εργασία [62],
κατασκευάζουμε ένα τεχνητό αρμονικό δυναμικό piεδίο στον μετασχηματισμένο χώρο D
αpiό σημειακές piηγές piου τοpiοθετούνται στην εpiιθυμητή διαμόρφωση qd = T(pd) καθώς
και στα σημεία qi = T(∂Wi), ∀i ∈ IN piου αντιστοιχούν σε εσωτερικά εμpiόδια, ως εξής:
φ = kd ln
Å‖q− qd‖
2
ã
−
N
∑
i=1
ki ln
Å‖q− qi‖
2
ã
(17)
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όpiου kd > 0 και ki ≥ 0 δηλώνουν βάρη αρμονικών piηγών piου αλλάζουν σύμφωνα
με του piροσαρμοστικού νόμους piου piαρουσιάζονται στη συνέχεια. Μια ενδιαφέρουσα
ιδιότητα αυτού του δυναμικού piεδίου, η οpiοία αpiορρέει αpiό την αρχή του μεγίστου για
αρμονικές συναρτήσεις, είναι ότι, για σταθερά k, το μόνο ελάχιστο βρίσκονται στο qd και,
ενδεχομένως, στο άpiειρο. Ως άμεση συνέpiεια, ο Εσσιανός piίνακας∇2qφ μη-εκφυλισμένου
κρίσιμου σημείου της φ στο εσωτερικό του χώρου, έχει μία θετική και μία αρνητική
ιδιοτιμή με το ίδιο μέγεθος, δλδ. λ και −λ με λ > 0.
Στην συνέχεια, ορίζουμε το piεδίο ψ βάσει του φ, piου δίνεται αpiό
ψ =
1 + tanh
(
φ/w
)
2
(18)
όpiου w είναι μια θετική σταθερά. Καθώς το tanh
(
φ/w
)
είναι αύξουσα συνάρτηση, τα
μοναδικά κρίσιμα σημεία του ψ είναι αυτά piου κληρονομεί αpiό το φ. Εpiιpiλέον, η κλίση
του ψ ως piρος το q, piου δίνεται αpiό:
∇qψ = 1−
(
tanh
(
φ/w
))2
2w
∇qφ (19)
είναι καλά ορισμένη για κάθε q ∈ D. Εpiιpiλέον, για να μpiορέσουμε να τοpiοθετήσουμε το
qd σε piεριοχές του ∂D οι οpiοίες δεν καταλαμβάνονται αpiό φυσικά εμpiόδια (για λόγους
piου θα γίνουν κατανοητοί στην συνέχεια), σχεδιάζουμε piροσαρμοστικούς νόμους για τις
piαραμέτρους k του φ, piου καθιστούν το εξωτερικό σύνορο αpiωστικό.
Πριν piροχωρήσουμε με τον ορισμό των piροσαρμοστικών νόμων, piαρουσιάζουμε δύο
piροτάσεις piου θα χρησιμοpiοιηθούν στην μετέpiειτα ανάλυση.
Πρόταση 1. ΄Εστω kd > 0 και q′ ∈ ∂D \ {qd}. Υpiάρχει k′ > 0 τέτοιο ώστε εάν ki < k′,
∀i ∈ IN, τότε q′ είναι αpiωστικό υpiό του ψ.
Πρόταση 2. Εάν ki είναι μη αρνητικά και piεpiερασμένα, υpiάρχει k′d > 0 τέτοιο ώστε ψ
είναι Morse για κάθε kd ≥ k′d.
Προσαρμοστικοί Νόμοι Ελέγχου
Εδώ piαρουσιάζουμε τον νόμο k˙ = fk(q, k) piου piροσαρμόζει τις piαραμέτρους του ψ. Ο
σκοpiός του είναι να καταστήσει: α) το εξωτερικό σύνορο αpiωστικό και β) οpiοιοδήpiοτε
κρίσιμο σημείο του φ στην γειτονιά του ρομpiότ μη-εκφυλισμένο. Πιο συγκεκριμένα,
θεωρούμε fk με μορφή:
k˙d = ξ1(λ+ ‖∇qφ‖; e1)
k˙i =
Ä
ki − ki
ä
wi`igi −Kkkihiw0
(
g0 + ξ1(s; e2)
)
, ∀i ∈ IN
(20)
όpiου τα wi, gi και hi, i ∈ IN, δηλώνουν συναρτήσεις piου θα οριστούν piαρακάτω,
ki, i ∈ IN, είναι εpiιθυμητά άνω όρια των ki, λ δηλώνει την μη-αρνητική ιδιοτιμή του
∇2qφ, Kk είναι ένα θετικό κέρδος, και e1, e2 είναι μικρές θετικές σταθερές. Η συνεχώς
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piαραγωγίσιμη συνάρτηση ξ1(x; e) και οι `i(q) δίνονται αpiό:
ξ1(x; e) = 1− σp
(
x/e
)
(21)
`i(q) = − Kus(q, k)
ln
Ä ‖q−qi‖
2
ä . (22)
Σύμφωνα με Πρόταση 1, η piρώτη piροδιαγραφή μας μpiορεί να εpiιτευχθεί σχεδιάζο-
ντας τα fk ώστε να μειώνουν τα ki καθώς το ρομpiότ piλησιάζει το ∂D. Εpiίσης, θα piρέpiει
να εξασφαλίσουμε ότι τα ki δεν μηδενίζονται σε μία γειτονιά του qi, για κάθε i ∈ IN. Ωε
εκ τούτου, ορίζουμε τα gi ως εξής:
gi = σv
(
gi
)
, ∀i ∈ I?N (23)
με
g0 =
1
4
Å
α‖∇qψ‖‖q− qd‖ −
(∇qψ)T (q− qd)ã
gi =
1
2
(∇qψ)T (q− qi), ∀i ∈ IN (24)
όpiου α ∈ (0, 1] σταθερά. Εpiίσης, ορίζουμε συνοδευτικά βάρη wi για να εξασφαλίσουμε
ότι μόνο ένας όρος (20) κυριαρχεί καθώς το ρομpiότ piλησιάζει κάpiοιο σύνορο του W :
w0 =
ξ2(w0; e3)
w0 +∑Nj=1 (kjwj)
wi =
wi
w0 +∑Nj=1 (kjwj)
, ∀i ∈ IN
(25)
με
wi = ri/(ri + ri), ∀i ∈ I?N , (26)
ri =

(
1− ‖q‖)2, εάν i = 0,
‖q− qi‖2, εάν i ∈ IN
(27)
ri = m
 
∑
j 6=i
(rj)m, ∀i ∈ IN (28)
ξ2(x; e) =

0, εάν x < eÄ
x−e
1−e
ä2Ä
3− 2 x−e1−e
ä
, εάν e ≤ x ≤ 1
1, οτηερωισε
(29)
για μία σταθερά e3 ∈ (0, 1) και ακέραιο m < −1 piου λειτουργεί ως μία ομαλή εκτίμηση
του minj 6=i (rj), i ∈ IN. Τέλος, τα βάρη hi, i ∈ IN ορίζονται ως:
hi = 1 +
σv
Ä
hi
ä
1 +∑j∈IN σv
Ä
hj
ä (30)
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με
hi = ki
Ä
1− (tanh (φ/w))2ä2Ç qd − q‖qd − q‖2åT qi − q‖qi − q‖2 (31)
των οpiοίων ο στόχος είναι να εpiιταχύνουν την μείωση των ki piου συνεισφέρουν piερισ-
σότερο στις συνιστώσες του ∇qψ piου ωθούν το ρομpiότ piρος το σύνορο.
Σχετικά με την δεύτερη αpiαίτηση, όpiως φαίνεται αpiό Πρόταση 1, εpiιλογή του kd
piάνω αpiό ένα όριο αρκεί για να καταστήσει το φ αpiαλλαγμένο αpiό εκφυλισμένα σημεία
ισορροpiίας. Αpiό την άλλη piλευρά, καθώς το ρομpiότ μpiορεί να μην piλησιάσει piοτέ
κάpiοιο εκφυλισμένο σημείο, αντί να θέσουμε το kd εpiαρκώς μεγάλο εκ τω piροτέρων, ο
αντίστοιχος piροσαρμοστικός νόμος αυξάνει το kd μόνο όταν piραγματικά χρειάζεται.
Ανάλυση Ευστάθειας
Θεωρούμε το ακόλουθο σύστημα:
z˙ = fz(z) (32)
όpiου z = (q, k), fz(z) = ( fq, fk) με fq = Ju. ΄Εστω Ω η εικόνα του W μέσω του T, δλδ.
Ω = T(W). Παρατηρούμε ότι Ω αpiοτελείται αpiό int (D), και ίσως αpiό ένα μέρος του
∂D, piλην των σημείων qi. Στην συνέχεια, διατυpiώνουμε τα χαρακτηριστικά ασφαλείας
του συστήματος κλειστού βρόχου, το οpiοίο εγγυάται ότι το ρομpiότ δεν θα συγκρουστεί
με κάpiοιο εμpiόδιο.
Πρόταση 3. Το ρομpiότ θα piαραμένει εντός του W υpiό την δυναμική (32) με νόμους
ελέγχου (13) και (20), δλδ. p(t) ∈ W , για κάθε t ≥ 0.
Αφού αpiοκλείστηκε το ενδεχόμενο της σύγκρουσης με τα όρια του χώρου εργασίας,
piροχωρήσουμε με την αpiόδειξη ότι όλα τα κρίσιμα σημεία του ψ, όpiου (32) μpiορεί να
συγκλίνει, είναι μη-εκφυλισμένα σαγματικά σημεία ή το qd.
Πρόταση 4. Το δυναμικό ψ μειώνεται εpiί της τροχιάς του ρομpiότ και η χρονική του
piαράγωγος μηδενίζεται μόνο στα κρίσιμα σημεία. Εpiιpiλέον, η piρο-εικόνα του qd είναι
ένα σύνολο ευσταθών σημείων ισορροpiίας του (2).
Πρόταση 5. ΄Εστω z? = (q?, k?) ένα κρίσιμο σημείο του συστήματος κλειστού βρόχου με
q? ∈ Ω \ {qd}. Τότε, το q? είναι μη εκφυλισμένο σαγματικό σημείο του ψ.
Τέλος, κλείνουμε την συγκεκριμένη ενότητα με το κεντρικό θεωρητικό αpiοτέλεσμα.
Θεώρημα 2. Οι νόμοι ελέγχου (13) και (20) αpiοτελούν λύση του piροβλήματος Πρόβλη-
μα 1, δλδ. το σύστημα (2) υpiό τον piαραpiάνω νόμο ελέγχου συγκλίνει ασφαλώς στο qd,
για σχεδόν κάθε αρχική συνθήκη.
Εpiεκτάσεις
Σε αυτή την ενότητα piαρουσιάζουμε ορισμένες εpiεκτάσεις της piροτεινόμενης μεθοδο-
λογίας με σκοpiό να αντιμετωpiίσουμε: α) το piρόβλημα της ασφαλούς piλοήγησης για
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δίτροχα ρομpiότ και β) την υpiολογιστική piολυpiλοκότητα του μετασχηματισμού καθώς το
μέγεθος του χώρου εργασίας μεγαλώνει.
Δίτροχα Ρομpiοτικά Οχήματα
Ξεκινάμε θεωρώντας ρομpiότ του οpiοίου η κίνηση υpiόκειται σε piεριορισμούς της μορφής:
p˙ = nˆθv
θ˙ = ω
(33)
όpiου θ ∈ [0, 2pi) δηλώνει τον piροσανατολισμό του ρομpiότ nˆθ = [cos(θ), sin(θ)]T, και
v,ω ∈ R είναι είσοδοι ελέγχου piου αντιστοιχούν στην γραμμική και γωνιακή του τα-
χύτητα, αντίστοιχα. Πρώτα, ορίζουμε την κινηματική του ρομpiότ στην εικόνα του χώρου
διαμόρφωσης μέσω του piροτεινόμενου μετασχηματισμού ως εξής:
q˙ = nˆθ˜ v˜
˙˜θ = ω˜
(34)
και piαρατηρούμε ότι οι piροσανατολισμοί θ και θ˜ σχετίζονται αpiό:
nˆθ˜ =
J(p)nˆθ
‖J(p)nˆθ‖ . (35)
Ο νόμος έλεγχου ορίζεται ως εξής:
v˜ = −Kvsv(q, θ˜, k)
(
nˆθ˜
)T∇qψ(q, k)
ω˜ = −Kω
Ä
nˆ⊥˜
θ
äT∇qψ(q, k) (36)
με Kv,Kω ∈ R σταθερά θετικά κέρδη, nˆ⊥θ = [− sin(θ), cos(θ)]T και
sv(q, θ˜, k) = γσp
Ç
1− ‖q‖
ep
å
+
(1− γ)σv
Ñ Ä
nˆT
θ˜
∇qψ
ä
nˆT
θ˜
q
ev +
∣∣∣nˆT
θ˜
∇qψ
∣∣∣‖q‖
é
.
(37)
Εpiιpiλέον, τροpiοpiοιούμε τους piροσαρμοστικούς νόμους αντικαθιστώντας το s με sv
στις (20) ανδ (22) και gi, i ∈ I?N, με
gv,0 =
1
4
Å
α
∣∣∣nˆTθ˜∇qψ∣∣∣‖q− qd‖ − ÄnˆTθ˜∇qψä nˆTθ˜ (q− qd)ã
gv,i =
1
2
Ä
nˆT
θ˜
∇qψ
ä
nˆT
θ˜
(q− qi), ∀i ∈ IN
(38)
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αντίστοιχα, στην (23). Τέλος, εκφράζοντας τον piαραpiάνω νόμο ελέγχου στον piραγμα-
τικό χώρο, piροκύpiτει:
v = νv˜
ω = ωdq +ωdθ˜
(39)
όpiου ωdq και ωdθ˜ είναι όροι piου αντιστοιχούν σε γωνιακές ταχύτητες λόγω γραμμικής
και piεριστροφικής κίνησης στην εικόνα του χώρου εργασίας:
ωdq = −v˜ν2
ÅÄ
J
î
nˆθ νnˆ⊥θ
óä−1 ∂
∂nˆθ
Jnˆθ
ãT [0
1
]
ωdθ˜ = ω˜
(Ä
J
î
nˆθ νnˆ⊥θ
óä−1
nˆ⊥˜
θ
)T [0
1
] (40)
με ν = ‖J−1nˆθ˜‖ και το ∂∂nˆθ J να δηλώνει την piαράγωγο του J κατά την κατεύθυνση του
nˆθ.
Για την ευστάθεια του piαραpiάνω συστήματος κλειστού βρόχου ισχύει το εξής:
Θεώρημα 3. Το ρομpiότ θα piαραμείνει εντός του W υpiό την δυναμική (33) εφοδιασμένο
με τον piαραpiάνω νόμου ελέγχου. Εpiιpiλέον, το ρομpiότ θα συγκλίνει ασυμpiτωτικά είτε
σε κάpiοιο εσωτερικό κρίσιμο σημείο του φ είτε στην piρο-εικόνα του qd, η οpiοία είναι
ευσταθής.
Σχόλιο 2. Το αpiοτέλεσμα του θεωρήματος Θεώρημα 3 είναι λιγότερο ισχυρό σε σχέση
με αυτό του Θεώρημα 2 καθώς δεν εξασφαλίζει ότι το σύνολο των καταστάσεων piου
συγκλίνουν σε κάpiοιο κρίσιμο σημείο του φ (εκτός του qd) έχει Lebesgue μηδενικό μέτρο.
΄Ατλας Αρμονικών Μετασχηματισμών
Καθώς το μέγεθος του χώρου εργασίας αυξάνεται, το piρόβλημα του υpiολογισμού του
μετασχηματισμού T αυξάνει σε piολυpiλοκότητα, εpiειδή οι piόροι piου αpiαιτούνται αpiό
αριθμητικές τεχνικές είναι piολυωνυμικοί ως piρος τον αριθμό των στοιχείων piου χρησι-
μοpiοιούνται για την αναpiαράσταση W . Εναλλακτικά, για να αντιμετωpiίσουμε μεγάλου
χώρους εργασίας, piροτείνουμε την κατασκευή ενός άτλα A , {(Pi, Ti) | i ∈ INA} piου
piροκύpiτει χωρίζοντας το W σε NA αλληλοεpiικαλυpiτόμενα υpiοσύνολα Pi ⊂ W , τέτοια
ώστε
⋃
i∈INA Pi =W και κατασκευάζοντας έναν ξεχωριστό αρμονικό μετασχηματισμό Ti
για κάθε Pi Αυτό μας εpiιτρέpiει ουσιαστικά να λύσουμε piολλά μικρά (και υpiολογιστικά
λιγότερο αpiαιτητικά) piροβλήματα αντί ενός μεγάλου, μειώνοντας έτσι τους συνολικούς
piόρους piου αpiαιτούνται για την αντιμετώpiιση ενός δεδομένου χώρου εργασίας. Οpiότε,
δεδομένου ενός κατακερματισμού του χώρου W , ορίζουμε τον γράφο G = (V , E ) όpiου
V = {Pi | i ∈ INA} δηλώνει το σύνολο των κόμβων (διαμερίσματα του χώρου εργασίας)
και E δηλώνει το σύνολο των ακμών μεταξύ στοιχείων του V , με κάθε ακμή να αντιστοι-
χεί σε γειτονικά διαμερίσματα, δλδ. (i, j) ∈ E αν και μόνο αν (cl (Pi)∩ cl (Pj)) 6= ∅.
Παρατηρούμε ότι για ένα δεδομένο άτλα A, αρχική κατάσταση pinit και τελική κατάσταση
pd, μpiορούμε να χρησιμοpiοιήσουμε ένα καθιερωμένο αλγόριθμου piροσpiέλασης γράφου
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για την εύρεση μιας αλληλουχίας S = {s1, s2, . . . sn} piου αντιστοιχούν σε διαμερίσματα
piου μpiορεί το ρομpiότ να piροσpiελάσει για να φτάσει στον στόχο του.
Τώρα θα εpiικεντρωθούμε στην μετάβαση μεταξύ δύο διαδοχικών κόμβων. ΄Εστω
Ci,j , cl (Pi) ∩ cl
(Pj) η κοινή piεριοχή μεταξύ cl (Pi) και cl (Pj) και Bi,j , ∂Pi ∩ Pj το
σύνολο των σημείων του συνόρου του Pi τα οpiοία ανήκουν στον Pj και δεν καταλαμ-
βάνονται αpiό εμpiόδια, για κάθε i ∈ INA και κάθε j τέτοια ώστε (i, j) ∈ E . Χωρίς βλάβη
της γενικότητας, υpiοθέτουμε ότι ο A κατασκευάζεται ώστε τα σύνολα B`,i ∩ B`,j είναι
είτε κενά είτε αpiοτελούνται αpiό μεμονωμένα σημεία. Σημειώνουμε ότι ώστε να ολοκλη-
ρωθεί εpiιτυχώς η μετάβαση μεταξύ δύο διαδοχικών κόμβων Pi και Pj, αρκεί το ρομpiότ
να φτάσει οpiοιοδήpiοτε σημείο του Bi,j. Εpiίσης, κάθε Bi,j μpiορεί να αpiοτελείται αpiό ένα
ή piερισσότερα ξεχωριστά τμήματα B`i,j, ` ∈ L(i, j), με L(i, j) να δηλώνει κάpiοια αρίθμηση.
Εκμεταλλευόμενοι το γεγονός ότι Θεώρημα 1 αpiαιτεί έναν ασθενή ομοιομορφισμό του
Ti, μpiορούμε να κατασκευάσουμε κάθε Ti έτσι ώστε τα τμήματα ∂Pi να καταρρεύσουν
σε ξεχωριστά σημεία, δλδ. Ti(B`i,j) = q`i,j ∈ ∂D, το οpiοίο σημαίνει ότι εpiιλέγοντας q`i,j ως
ενδιάμεσο στόχο αρκεί να καταστήσει ολόκληρο το B`i,j ελκτικό. Οpiότε, για κάθε ζεύγος
Pi και Pj, εpiιλέγουμε (αυθαιρέτως) ένα B`i,j και κατασκευάζουμε έναν μετασχηματισμό
Ti : Pi 7→ D, με q[i] = Ti(p), και ένα piεδίο φi(q[i], k[i]) με piροορισμό q[i]d = q`i,j. Εpiι-
piλέον, για να εξομαλύνουμε την μετάβαση, όταν υpiάρχει αλληλοεpiικάλυψη, piροτείνουμε
τον piαρακάτω νόμο ελέγχου:
u = u[i] + ηc,i,j · ηt,i,j · u[j], ∀p ∈ Ci,j (41)
όpiου u[i] και u[j] δηλώνουν εισόδους ελέγχου όpiως ορίστηκαν στην (13) και υpiολογίζο-
νται χρησιμοpiοιώντας τα ψi, Ti και ψj, Tj, αντίστοιχα, ηt,i,j : Ci,j 7→ [0, 1] είναι μία ομαλή
συνάρτηση τέτοια ώστε
ηt,i,j(p) =
0, εάν p ∈ Bj,i1, εάν p ∈ Bi,j (42)
και
ηc,i,j(p, k[i], k[j]) =

(ζi,j)2
e4+(ζi,j)2
, εάν ζi,j ≥ 0
0, εάν ζi,j < 0
(43)
με ζi,j =
(∇pφi)T · (∇pψj) και e4 > 0 σταθερά. Αυτό piου εpiιτυγχάνει η εν λόγω
τροpiοpiοίηση είναι να εισάγει μια εpiιpiλέον συνιστώσα εpiί της διεύθυνσης του ∇pψj, στην
ταχύτητα του ρομpiότ όταν αυτή η συνιστώσα είναι ομόροpiη με ∇pψi. Ο αλγόριθμος του
εν λόγω σχήματος ελέγχου φαίνεται στο Αλγόριθμος 1.
Αναφορικά με την ευστάθεια του τροpiοpiοιημένου συστήματος, είναι εύκολο κάpiοιος
να εpiιβεβαιώσει την piαρακάτω piρόταση:
Θεώρημα 4. Το σύστημα (2) με τον νόμο ελέγχου Αλγόριθμος 1 συγκλίνει στο εpiιθυμητό
piροορισμό pd ∈ W για σχεδόν κάθε αρχική συνθήκη pinit ∈ W .
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Αpiοτελέσματα
Για να δείξουμε την αpiοτελεσματικότητα του piροτεινόμενου νόμου ελέγχου, piαρουσι-
άζουμε τα αpiοτελέσματα piροσομοιώσεων και piειραμάτων. Ο αλγόριθμος υpiολογισμού
του μετασχηματισμού υλοpiοιήθηκε σε C++ ενώ ο piροτεινόμενος νόμος ελέγχου σε Py-
thon.
Προσομοιώσεις — Πλήρης Μετασχηματισμός
Σε αυτό το σενάριο κατασκευάστηκε μετασχηματισμός ολόκληρου του χώρου εργασίας
(Εικόνα 2.4) και στο ρομpiότ δόθηκε εντολή να piλοηγηθεί σε διαφορετικούς εpiιθυμητούς
piροορισμούς ξεκινώντας κάθε φορά αpiό την ίδια αρχική θέση. Η αρχική διαμόρφωση και
οι piαράμετροι του ελεγκτή μας εpiιλέχθηκαν έτσι ώστε να εpiιδείξουν όσον το δυνατόν
καλύτερα τις εγγυημένες ιδιότητες αpiοφυγής σύγκρουσης του συστήματος μας. Πιο συ-
γκεκριμένα, οι αρχικές τιμές των piαραμέτρων εpiιλέχθηκαν ως εξής: kd = 20, ki = 1 ανδ
ki = 20 για κάθε i ∈ I10. Οι τιμές των υpiόλοιpiων piαραμέτρων εpiιλέχθηκαν αντίστοιχα:
Ku = 100, w = 20, Kk = 100, α = 1, ep = 0.025, ev = 0.1, γ = 0.7, e1 = 0.01,
e2 = 0.1, e3 = 0.1. Οι piροορισμοί και οι τροχιές piου εκτέλεσε το ρομpiότ, τόσο στον
piραγματικό όσο και στον μετασχηματισμένο χώρο εργασίας, piαρουσιάζονται στην Ει-
κόνα 2.5. Εpiιpiλέον, η Εικόνα 2.6 δείχνει την εξέλιξη του δυναμικού ψ για κάθε τροχιά.
Οι piροσομοιώσεις διεξήχθηκαν χρησιμοpiοιώντας ολοκλήρωση κατά Euler με βήμα 10ms.
΄Οσον αφορά την υpiολογιστική piολυpiλοκότητα, η κατασκευή του αρμονικού μετασχηματι-
σμού για αυτό το μεγάλο χώρο εργασίας χρειάστηκε 5.4s για να ολοκληρωθεί, δεδομένης
μιας εpiαρκής piροσέγγισης του συνόρου αpiό 3680 στοιχεία. Τέλος, ο υpiολογισμός του
μετασχηματισμού T(p) και της Ιακωβιανής του J(p) χρειαζόταν κατά μέσο όρο piερίpiου
6.0ms ανά βήμα.
Προσομοιώσεις — ΄Ατλας Αρμονικών Μετασχηματισμών
Σε αυτή τη μελέτη piερίpiτωσης, χωρίσαμε τον piροηγούμενο χώρο εργασίας σε ξεχωριστά
δωμάτια (Εικόνα 2.4) και κατασκευάσαμε ένα αρμονικό μετασχηματισμός Ti για κάθε δω-
μάτιο. Το ρομpiότ αρχικοpiοιήθηκε στην ίδια θέση με την piροηγούμενη μελέτη και είχε
εντολή να piλοηγηθεί piρος το ίδιο σύνολο εpiιθυμητών piροορισμών. Οι αρχικές τιμές των
piαραμέτρων ήταν k[i] = N[i] + 3, k[i]j = 1 και k
[i]
j = k[i] για κάθε j ∈ IN[i] και i ∈ INA ,
όpiου N[i] δηλώνει των αριθμό των εμpiοδίων σε κάθε διαμέρισμα. Οι τιμές των υpiόλοι-
piων piαραμέτρων ήταν ίδιες με την piροηγούμενη μελέτη. Οι τροχιές του ρομpiότ φαίνονται
στην Εικόνα 2.7. Η διάρκεια κατασκευής των μετασχηματισμών κυμαινόταν αpiό 0.019s
έως 0.211s (ανάλογα με το piλήθος των στοιχείων για να piροσεγγιστεί εpiαρκώς κάθε
δωμάτιο, το οpiοίο ήταν αpiό 320 έως 1000 τμήματα) και ήταν αρκετά μικρότερη αpiό αυτή
της κατασκευής του ενιαίου χάρτη. Εpiιpiλέον, ο υpiολογισμός των Ti(p) και Ji(p) σε κάθε
δωμάτιο ήταν χρειαζόταν αpiό 1.0ms έως 2.2ms ανά βήμα, αντίστοιχα. Τέλος, piρέpiει να
σημειωθεί ότι σε αυτή την piερίpiτωση τα εσωτερικά εμpiόδια του χώρου εργασίας αpiεικο-
νίστηκαν σε σημεία piιο μακριά αpiό τα σύνορα, το οpiοίο είναι ένα ενδιαφέρον αpiοτέλεσμα,
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καθώς ελαττώνει piιθανά piροβλήματα αριθμητικής φύσεως piου μpiορεί να piροκύψουν κατά
τον υpiολογισμό του μετασχηματισμού κοντά στα εμpiόδια.
Πειραματικά Αpiοτελέσματα
Για να εpiιβεβαιώσουμε τα αpiοτελέσματα της εpiέκτασης για μη-ολονομικά ρομpiότ, piραγ-
ματοpiοιήσαμε piειράματα με την ρομpiοτική piλατφόρμα “Robotnik Summit-XL” (Εικόνα 2.8)
η οpiοία λειτούργησε εντός του χώρου piου φαίνεται στην Εικόνα 2.9. Τα σύνορα του
χώρου εργασίας κατασκευάστηκαν άμεσα διαθέσιμους αλγόριθμους SLAM και εpiαυξήθη-
καν με το σχήμα του ρομpiότ (το οpiοίο piροσεγγίστηκε αpiό δίσκο). Ο χώρος εργασίας
χωρίστηκε σε έξι εpiικαλυpiτόμενα υpiοσύνολα και το ρομpiότ είχε εντολή να εpiισκεφθε-
ίτε τρεις διαφορετικές θέσεις. ΄Ενας έτοιμος αλγόριθμος χρησιμοpiοιήθηκε για εκτίμηση
θέσεως και piροσανατολισμού του ρομpiότ χρησιμοpiοιώντας αισθητήρες εpiί της piλατφόρ-
μας, ο οpiοίος ανανέωνε την εκτίμηση ανά piερίpiου 5Hz. Παρατηρούμε ότι ο αλγόριθμος
μας κατάφερε με εpiιτυχία να οδηγήσει το ρομpiότ με ασφάλεια στους piροορισμούς του,
όpiως μpiορεί κανείς να διαpiιστώσει αpiό τις τροχιές του ρομpiότ στον piραγματικό χώρο
(Εικόνα 2.10, Εικόνα 2.12, Εικόνα 2.14), αλλά και στην εικόνα αυτού (Εικόνα 2.11,
Εικόνα 2.13, Εικόνα 2.15). Αpiό την άλλη, piαρατηρούμε μια ταλαντωτική συμpiεριφορά
στον μετασχηματισμένο χώρο — ειδικά στα διαμερίσματα p1 και p2 — η οpiοία piιθα-
νότατα οφείλεται σε: α) την σχετικά αργή ανατροφοδότηση, και β) και την αντιστροφή
της Ιακωβιανής του μετασχηματισμού, η οpiοία είναι σχεδόν ιδιόμορφη κοντά σε στενά
piεράσματα. Παρ΄ όλα αυτά, τέτοια φαινόμενα μpiορεί να μετριασθούν με καλύτερη εpiιλογή
των κατατμήσεων.
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Πλοήγηση Πολυγωνικών Ρομpiότ στο
Εpiίpiεδο
Εισαγωγή
Σε αυτό το κεφάλαιο, piαρουσιάζουμε ένα υβριδικό σύστημα ελέγχου με σκοpiό την την
αντιμετώpiιση του piροβλήματος piλοήγησης για μια ρομpiοτική piλατφόρμα αυθαίρετου
σχήματος piου κινείται μέσα σε ένα χώρο εργασίας με εσωτερικά εμpiόδια. Δεδομένης
μια αρχική και εpiιθυμητή διαμόρφωσης του ρομpiότ, piροτείνουμε μια μεθοδολογία piου
βασίζεται σε μεθόδους piροσεγγιστικής αpiοσύνθεσης του χώρου σε κελιά piου χρησι-
μοpiοιεί ευριστικούς κανόνες για να βελτιώσει piροσαρμοστικά την διαμέριση του χώρου
διαμόρφωσης σε μη-εpiικαλυpiτόμενες, διαδοχικά τμήματα. Εpiιpiλέον, χρησιμοpiοιούμε κα-
τάλληλους μετασχηματισμούς του χώρου εργασίας και piροσαρμοστικά δυναμικά piεδία για
τον σχεδιασμό νόμων ελέγχου piου ενσωματώνονται κομψά με το είδος της αναpiαράστα-
σης του χώρου διαμόρφωσης piου χρησιμοpiοιείται, με στόχο την ασφαλή piλοήγηση μέσα
σε δεδομένο κελί, για όλες σχεδόν τις αρχικές ρυθμίσεις, έως ότου εpiιτευχθεί η εpiιθυμη-
τή διαμόρφωση. Τέλος, piαρουσιάζουμε αpiοτελέσματα piροσομοίωσης piου εpiιδεικνύουν
την αpiοτελεσματικότητα του piροτεινόμενου συστήματος ελέγχου.
Σημειογραφία: Δεδομένου συνόλου S , έστω ∂S το σύνορο του. Εpiίσης ορίζουμε
D και ∂D ως τον δίσκο και κύκλο με μοναδιαία ακτίνα με κέντρο την αρχή των αξόνων του
R2, αντίστοιχα. Δεδομένων συνόλων A και B, χρησιμοpiοιούμε cl(A), int(A), A/B και
A	 B για να δηλώσουμε την κλειστότητα του A, το εσωτερικό του A, το υpiοσύνολο του
B piου δεν ανήκει στο A και την Minkowski διαφορά του A αpiό το B, αντίστοιχα. Τέλος,
δεδομένης διανυσματικής συνάρτησης f (x) χρησιμοpiοιούμε ∇x f για να δηλώσουμε την
Ιακωβιανή του.
Ορισμός του Προβλήματος
Θεωρούμε ένα ρομpiότ piου κινείται μέσα σε έναν συμpiαγή χώρο W ⊂ R2 piου καταλαμ-
βάνεται αpiό σταθερά εμpiόδια Oi, i ∈ Io , {1, 2, . . . , No}. Υpiοθέτουμε ότι τα όρια του
ρομpiότ ∂R, του χώρου εργασίας ∂W0 και των στατικών εμpiοδίων ∂Wi είναι piολυγωνι-
κές καμpiύλες Jordan, όpiου ∂Wi , ∂Oi, ∀i ∈ Io. Εpiιpiλέον, υpiοθέτουμε ότι το ρομpiότ
R είναι μια κλειστή, 2-piολλαpiλότητα του R2, και ότι ο χώρος εργασίας W είναι ένα
κλειστό υpiοσύνολο του R2. Θα χρησιμοpiοιήσουμε τα FW και FR για να δηλώσουμε
δύο αυθαιρέτως τοpiοθετημένα piλαίσια συντεταγμένων εντός του χώρου εργασίας και του
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ρομpiότ, αντίστοιχα, και θα αναφερόμαστε στην αρχή των αξόνων του FR ως το σημείο
αναφοράς του ρομpiότ. ΄Εστω z = [x, y, θ]T η διαμόρφωση του ρομpiότ, piου αpiοτελείται
αpiό την σχετική θέση p = [x, y]T ∈ R2 και τον piροσανατολισμό n = [cos θ, sin θ]T,
θ ∈ [0, 2pi), του FR ως piρος το FW . Η κίνηση του ρομpiότ χαρακτηρίζεται αpiό το
μοντέλο ενός αpiλού ολοκληρωτή ως ακολούθως:
p˙ = u
θ˙ = ω
(44)
όpiου u ∈ R2 είναι η είσοδος ελέγχου της γραμμικής ταχύτητας και ω ∈ S1 είναι η
εpiιθυμητή γωνιακή ταχύτητα.
Ο χώρος διαμόρφωσης CS του ρομpiότ είναι μία piολλαpiλότητα piου μpiορεί να α-
piεικονιστεί στο R2 × S1 και κάθε εμpiόδιο Oi αντιστοιχεί σε μία κλειστή piεριοχή Oci
μέσα σε αυτόν piου δίδεται αpiό Oci , {z|R(z) ∩ Oi 6= ∅}, όpiου R(z) δηλώνει το υ-
piοσύνολο του W piου καταλαμβάνεται αpiό το ρομpiότ στην διαμόρφωση z (για λόγους
συντομίας, θα χρησιμοpiοιούμε R(θ) αντί για R([0, 0, θ])). Ως εκ τούτου, ο ελεύθερος
χώρος διαμόρφωσης CS free του ρομpiότ ορίζεται ως CS free , CS/ ∪i∈Io Oci .
Ο στόχος μας είναι ο σχεδιασμός σχήματος ελέγχου piου μpiορεί εpiιτυχώς να οδη-
γήσει το ρομpiότ σε μια δεδομένη διαμόρφωση zfinal ∈ CS free αpiό σχεδόν οpiοιαδήpiοτε
αρχική κατάσταση zinit ∈ CS free, ενώ εξασφαλίζει ότι η piροκύpiτουσα τροχιά είναι ασφα-
λής, ι.ε., p(t) ∈ CS free για κάθε t ≥ 0.
Σχήμα Ελέγχου
Για την αντιμετώpiιση του piαραpiάνω piροβλήματος, σχεδιάζουμε ένα υβριδικό σύστημα
ελέγχου, το οpiοίο αpiοτελείται αpiό: α) έναν ελεγκτή υψηλού εpiιpiέδου piου δεδομένης
μίας αρχικής (zinit) και τελικής (zfinal) διαμόρφωσης, μpiορεί να υpiολογίσει μια ακολου-
θία ενδιάμεσων στόχων για το ρομpiότ, αν υpiάρχει λύση στο piαραpiάνω piρόβλημα, ή να
συμpiεράνει ανυpiαρξία αυτής, και β) έναν ελεγκτής χαμηλού εpiιpiέδου ο οpiοίος χρησιμο-
piοιεί αρμονικά τεχνητά piεδία και κατάλληλους μετασχηματισμούς του χώρου εργασίας
για να οδηγήσει με ασφάλεια το ρομpiότ διαδοχικά σε κάθε ένα αpiό τους ενδιάμεσους
στόχους. Πιο συγκεκριμένα, ο ελεγκτής υψηλού εpiιpiέδου κατασκευάζει μία διαμέριση
του CS free μέσω piροσαρμοστικής υpiοδιαίρεσης του S1 μέχρι να βρεθεί μια αλληλουχία Π
αpiό συνδεδεμένα κελιά piου piεριέχει τις zinit και zfinal (εάν υpiάρχει). Στην συνέχεια, για
κάθε κελί σε Π, εpiιθυμητές θέσεις p και piροσανατολισμοί θ υpiολογίζονται ξεχωριστά
και σχεδιάζονται κατάλληλα ζεύγη αpiό ανεξάρτητους ελεγκτές χαμηλού εpiιpiέδου.
Αpiοσύνθεση του Χώρου Διαμόρφωσης
Σε αυτή την ενότητα, piαρέχουμε μια λεpiτομερή piεριγραφή της piροτεινόμενης μεθοδολο-
γίας για την κατασκευή μια ιεραρχικής piροσέγγισης του χώρου διαμόρφωσης του ρομpiότ.
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Πιο συγκεκριμένα, piροτείνουμε έναν αλγόριθμο για την διαμέριση του CS free σε μη εpiι-
καλυpiτόμενα τμήματα τα οpiοία piροκύpiτουν με piροσαρμοστική υpiοδιαίρεση του συνόλου
των δυνατών piροσανατολισμών του ρομpiότ. ΄Ενα τμήμα SI piου αντιστοιχεί στο διάστημα
I = [a, b) γωνιών ορίζεται ως SI , {(x, y, θ)|θ ∈ I} ∩ CS free. Γενικά, SI αpiοτελείται
αpiό κανένα η piερισσότερα μη-συνδεδεμένα σύνολα διαμορφώσεων με αυθαίρετη συνδεσι-
μότητα, τα οpiοία θα αναφέρονται στο εξής ως κελιά. Ως εκ τούτου, συσχετίζουμε κάθε
τμήμα SI με μία αρίθμηση KI των κελιών του CIk και θα χρησιμοpiοιούμε το L
(SI) για
να δηλώσουμε το σύνολο αυτών, δλδ. CIk ∈ L
(SI), ∀k ∈ KI .
Δύο τμήματα SI και SJ θα λέγονται γειτονικά εάν cl (I)∩ cl (J ) 6= ∅. Εpiιpiλέον,
θα λέμε ότι δύο κελιά C I και C J, piου ανήκουν σε γειτονικά τμήματα, είναι συνδεδεμένα εάν
cl
(C I) ∩ cl (C J) 6= ∅. Για να αpiοφύγουμε τις εpiιpiτώσεις piου εισάγει η γεωμετρική piο-
λυpiλοκότητα του CS , θα κατασκευάσουμε και θα χρησιμοpiοιήσουμε δύο εpiιpiλέον, αpiλο-
ύστερες piροσεγγίσεις του ελεύθερου χώρου διαμόρφωσης, δηλαδή μία υpiερ-piροσέγγιση
CS free και μία υpiό-piροσέγγιση CS free, οι οpiοίες κατασκευάζονται piαρομοίως για τμήματα
και κελιά και ο σκοpiός του καθενός θα γίνει εμφανής piαρακάτω.
Η μέθοδος piου σχεδιάζεται σε αυτή την εργασία για την κατασκευή των εν λόγω
piροσεγγίσεων χρειάζεται την ύpiαρξη δύο συναρτήσεων, f και f , για το υpiολογισμό μίας
υpiερ-piροσέγγισης SI και μίας υpiό-piροσέγγισης SI του ελεύθερου χώρου δεδομένου
τμήματος SI . Οι piαραpiάνω συναρτήσεις είναι τέτοιες ώστε SI ⊆ SI ⊆ SI , f (SI ) ,
SI → SI και f (SI ) , SI → SI καθώς το μήκος του διαστήματος I piηγαίνει στο
μηδέν. Μια αpiλή piροσέγγιση για την κατασκευή αυτών των συνόλων είναι υpiολογίζοντας
κατάλληλες piροσεγγίσειςWI καιWI της piροβολής του ελεύθερου χώρου του SI piάνω
στο xy-εpiίpiεδο. Πιο συγκεκριμένα, τα σύνολα SI και SI δίνονται
S I = {[x, y, θ]T|[x, y]T ∈ W I , θ ∈ I}
S I = {[x, y, θ]T|[x, y]T ∈ W I , θ ∈ I}
(45)
Για να υpiολογιστούν ταWI καιWI , διάφοροι αλγόριθμοι μpiορούν να χρησιμοpiοιηθούν,
όpiως η Μέθοδος Προβολής [122] είτε η Μέθοδος Σάρωσης [122]. Σε αυτό το κεφάλαιο,
η δεύτερη piροτιμήθηκε λόγω αpiλότητά και υpiολογιστικής αpiόδοσης σε σχέση με την
piρώτη. Ως εκ τούτου, τα WI και WI μpiορούν να υpiολογιστούν αpiό
WI =W 	R(I),
WI =W 	R(I),
(46)
όpiου R(I), R(I) είναι σύνολα piου δίνονται αpiό
R(I) = {p|∃θ ∈ I : p ∈ R(θ)},
R(I) = {p|∀θ ∈ I : p ∈ R(θ)},
(47)
piου αντιpiροσωpiεύουν τα υpiοσύνολα του R2 τα οpiοία το ρομpiότ καταλαμβάνει είτε για
τουλάχιστον μία είτε για κάθε piροσανατολισμό εντός του I , αντίστοιχα. (δες Εικόνα 3.2).
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Οι έννοιες της γειτνίασης και συνδεσιμότητας piου ορίστηκαν ανωτέρω για ακριβή τμήματα
μpiορούν εύκολα να εpiεκταθούν για τις υpiερ- και υpiο-piροσεγγίσεις τους.
Σε αυτό το σημείο, piρέpiει να σημειωθεί ότι καθώς ο χώρος διαμόρφωσης υpiοδιαι-
ρείται σε όλο και piερισσότερα τμήματα οι piροσεγγίσεις CS free και CS free συγκλίνουν
στο CS free, το οpiοίο διασφαλίζει την piληρότητα αυτής της piροσέγγισης. ΄Ετσι, υpiοδιαι-
ρώντας εpiαρκώς τον CS free, θα βρεθεί μία αλληλουχία αpiό κελιά υpiο-piροσεγγίσης piου
συνδέουν δύο δεδομένες διαμορφώσεις, εάν υpiάρχει εξ αρχής. Αντί τυφλής υpiοδιαίρεσης
του του CS free, piροτείνουμε έναν εναλλακτικό αλγόριθμο, με βάση την piροσέγγιση piου
piαρουσιάζεται στο [122], η οpiοία κάνει εpiίσης χρήση της υpiερ-piροσέγγισης του χώρου
για να piαρέχει έναν ευριστικό κανόνα για την εpiιλογή του εpiόμενου τμήματος piρος υpiο-
διαίρεση. Εpiιpiροσθέτως, είναι εpiίσης σε θέση να αναγνωρίσει αν μια τέτοια αλληλουχία
υpiάρχει.
΄Εστω P σύνολο piου αpiοτελείται αpiό N διαστήματα γωνιών I1, I2, . . . , IN . Θα
λέμε ότι P είναι μία διαμέριση του CS free εάν SI1 ,SI2 , . . . ,SIN είναι μη-εpiικαλυpiτόμενα
και CS free = ∪Nk=1SIk . Εpiιpiλέον, δεδομένης διαμέρισης P , ένα μονοpiάτι Π αpiό κελιά
ορίζεται ως μια piεpiερασμένη αλληλουχία κελιών τέτοια ώστε Ik ∈ P και τα κελιά κάθε
διαδοχικού ζεύγους (CIkk , CIk+1k+1 ) είναι συνδεδεμένα για κάθε k = 1, 2, . . . , N. Είναι piρο-
φανές αpiό τους ορισμούς των S και S ότι, για δεδομένα διαμερίσματα P του CS και ένα
ζεύγος αρχικής zinit και τελικής zfinal διαμόρφωσης, οι ακόλουθες piροτάσεις ισχύουν:
1. Αν υpiάρχει ένα μονοpiάτι αpiό υpiό-piροσεγγιστικά κελιά του P piου piεριέχουν αυτές
τις διαμορφώσεις, τότε υpiάρχει λύση στο piρόβλημά.
2. Αν υpiάρχει ένα μονοpiάτι αpiό υpiερ-piροσεγγιστικά κελιά του P piου piεριέχουν αυτές
τις δύο διαμορφώσεις, τότε ίσως υpiάρχει λύση στο piρόβλημά μας.
3. Αν δεν υpiάρχει μονοpiάτι αpiό υpiερ-piροσεγγιστικά κελιά του P piου piεριέχουν αυτές
τις δύο διαμορφώσεις, τότε το piρόβλημά μας δεν λύνεται.
Τώρα μpiορούμε να piαρουσιάσουμε τον Αλγόριθμος 2 τον οpiοίο χρησιμοpiοιούμε για
να βρούμε ένα μονοpiάτι αpiό υpiο-piροσεγγιστικά κελιά piου συνδέουν δεδομένη αρχική και
τελική διαμόρφωση του ρομpiότ. Ξεκινάμε piροσεγγίζοντας τους CS free, CS free, CS free
αpiό τμήματα piου καλύpiτουν ολόκληρο το S1. Μετά, ψάχνουμε για κελιά CIinit και CJfinal
του CS free, piιθανότατα υpiοδιαιρώντας το P , τα οpiοία piεριέχουν τις δεδομένες διαμορ-
φώσεις. Αν δεν υpiάρχει τέτοιο ζεύγος, το οpiοίο υpiοδεικνύεται αpiό το ότι είτε το CIinit
είτε το CJfinal είναι κενό, το αρχικό μας piρόβλημα δεν λύνεται. Διαφορετικά, piροσpiα-
θούμε να συνδέσουμε τα CIinit και CJfinal χρησιμοpiοιώντας υpiο-piροσεγγιστικά κελιά της
P . Εάν αυτή η piροσpiάθεια αpiοτύχει, τότε piροσpiαθούμε να βρούμε ένα μονοpiάτι αpiό
υpiερ-piροσεγγιστικά κελιά. Εάν ούτε ένα τέτοιο μονοpiάτι υpiάρχει, τότε το piρόβλημά μας
δεν έχει λύση. Διαφορετικά, ένας ευριστικός κανόνας χρησιμοpiοιείται για την εpiιλογή
του διαστήματος της διαμέρισης P piρος υpiοδιαίρεση και η διαδικασία ξεκινάει αpiό την
αρχή.
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Ο ευριστικός κανόνας, piου μpiορεί κανείς να δει στον Αλγόριθμος 3, εpiιλέγει piιο
διάστημα της P θα υpiοδιαιρεθεί piροσpiαθώντας να κατασκευάσει ένα νέο μονοpiάτι αpiό
κελιά piου ανήκουν στο CS free αλλά και στα κελιά του CS free της αλληλουχίας piου του
δόθηκε ως όρισμα. Μετά την αpiομόνωση γειτονικών τμημάτων piου piεριέχουν κύτταρα
piου δεν μpiορούν να συνδεθούν, το μεγαλύτερο αντίστοιχο διάστημα piαίρνει υpiοδιαιρείται
και η συνάρτηση εpiιστρέφει.
Υβριδικό Σχήμα Ελέγχου
Δεδομένου μονοpiατιού Π, αυτή η υpiοενότητα piεριγράφει piως να συνθέσουμε μία αλ-
ληλουχία αpiό ελεγκτές χαμηλού εpiιpiέδου οι οpiοίοι μpiορούν ασφαλώς να οδηγήσουν το
ρομpiότ, αpiό ένα κελί στο εpiόμενο, ξεκινώντας αpiό την διαμόρφωση zinit, μέχρι να φτάσει
την εpiιθυμητή διαμόρφωση zfinal. ΄Εστω CI κελί του Π και έστω P(CI ) η piροβολή του
CI στο εpiίpiεδο. Παρατηρούμε ότι P(CI ) = WI και P(CI ) = WI . καθώς και, εκ
κατασκευής, το CI είναι μια υpiό-piροσέγγιση του ελεύθερου χώρου διαμόρφωσης τέτοια
ώστε
CI =
¶
[x, y, θ]T|[x, y]T ∈ P(CI ) ανδ θ ∈ I
©
. (48)
Αυτό συνεpiάγεται ότι P(CI ) είναι μη-κενή, συμpiαγής piεριοχή του R2 με αυθαίρετη
συνδεσιμότητα και ότι η θέση και ο piροσανατολισμός του ρομpiότ μpiορεί να αλλάξει ανε-
ξάρτητα, εφόσον και οι δύο piαραμένουν εντός του CI , χωρίς να διακυβεύεται η ασφάλεια
του ρομpiότ.
Εκμεταλλευόμενοι αυτήν την ιδιότητα, μpiορούμε να αpiεμpiλέξουμε τους νόμους ε-
λέγχου για την γραμμική και γωνιακή ταχύτητα του ρομpiότ. Ως εκ τούτου, για κάθε
ενδιάμεσο κελί Π, αρκεί να βρούμε ανεξαρτήτως εpiιθυμητές piεριοχές θέσης και εpiιθυμη-
τά εύρη γωνιών piου εξασφαλίζουν μετάβαση στο εpiόμενο κελί. Ας θεωρήσουμε τώρα ένα
ζεύγος διαδοχικών κελιών CI και CJ του Π. Αναφορικά με την θέση του ρομpiότ, για να
ολοκληρωθεί εpiιτυχώς η μετάβαση αpiό το CI στο CJ , είναι αρκετό η θέση p να φτάσει
το σύνολο G(CI ) piου ορίζεται ως G(CI ) , P(CI ) ∩ P(CJ ), και είναι μη-κενό εκ κατα-
σκευής. Εpiιpiλέον, το G(CI ) γενικά αpiοτελείται αpiό ένα ή piερισσότερα μη-συνδεδεμένα
υpiοσύνολα. Εpiομένως, εφ ΄όσον φτάσει κάpiοια αpiό αυτές τις piεριοχές, το ρομpiότ μpiορεί
να διασχίσει στο εpiόμενο κελί.
΄Εστω F (CI ) όλες οι διαμορφώσεις του CI οι οpiοίες δεν ανήκουν στον σύνολο-
στόχο G(CI ), δλδ. F (CI ) , P(CI )/P(CJ ). ΄Οταν p ∈ F (CI ), piρέpiει να σχεδιάσουμε
κατάλληλο σχήμα ελέγχου u piου μpiορεί να οδηγήσει την θέση p στο υpiοσύνολο του
ορίου του G(CI ). ΄Εστω FC(CI ) και Gp(CI ) τα συνδεδεμένα μέρη του F (CI ) piου piε-
ριέχουν το p και το εpiιλεγμένο σύνολο-στόχος, αντίστοιχα. Θεωρούμε τις piαρακάτω
piεριpiτώσεις:
1. Gp(CI ) είναι ένα σημείο του CI .
2. Gp(CI ) είναι ένα εσωτερικό όριο του FC(CI ).
3. Gp(CI ) είναι ένα συνεχές, μετρήσιμο υpiοσύνολο του εξωτερικού ορίου. του FC(CI ).
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4. Gp(CI ) είναι ίσο με το εξωτερικό όριο του FC(CI ).
΄Οσον αφορά το σύνολο-στόχο piου αντιστοιχεί στον piροσανατολισμό του ρομpiότ, ση-
μειώνουμε ότι ταυτίζεται με cl(I) ∩ cl(J ). Δεδομένου συνδυασμού FC(CI ) και Gp(CI ),
μpiορούμε να σχεδιάσουμε έναν νόμο ελέγχου fp(p, k) για την θέση και έναν αpiλό ανα-
λογικό ελεγκτή fθ(θ) για τον piροσανατολισμό, με εγγυημένες ιδιότητες ασφάλειας και
σύγκλισης. Τέλος, όταν CI είναι το τελευταίο κελί του Π, οι piαραpiάνω νόμοι ελέγχου fp
και fθ χρησιμοpiοιούνται για την οδήγηση του ρομpiότ στην διαμόρφωση zfinal = (pd, θd)
θέτοντας αpiλά Gp(CI ) = {pd} και Gθ(CI ) = {θd}.
Αρμονικές Συναρτήσεις Πλοήγησης και Μετασχηματισμοί
Στην ενότητα αυτή piαρέχουμε μια σύντομη εpiισκόpiηση του μετασχηματισμού και των
piροσαρμοστικών αρμονικών piεδίων τα οpiοία piαρουσιάστηκαν piρώτα στο [113] και χρη-
σιμοpiοιούνται στο σχεδιασμό ελεγκτών για την γραμμική ταχύτητα του ρομpiότ.
΄Εστω F ένα δεδομένο συμpiαγές, piολλαpiλώς συνδεδεμένος χώρος piου οριοθετείται
αpiό NFo + 1 καμpiύλες Jordan, δηλαδή ∂F0, ∂F1, . . . , ∂FNFo , όpiου ∂F0 είναι το εξωτερικό
σύνορο του F . ΄Ενας αρμονικός μετασχηματισμός T(p) = [u(p), v(p)]T (δλδ., u(p) και
v(p) είναι αρμονικές συναρτήσεις), κατασκευάζεται για το F , ικανοpiοιώντας τις piαρα-
κάτω ιδιότητες: α) αpiεικονίζει το εξωτερικό όριο ∂F0 του F στον μοναδιαίο δίσκο ∂D, β)
αpiεικονίζει όλα τα εσωτερικά όρια ∂Fi σε ξεχωριστά σημεία qi = [ui, vi]T ∈ int(∂D), και
γ) είναι διφεομορφισμός για κάθε p ∈ intF . Ο υpiολογισμός του T αpiαιτεί έναν ομοιο-
μορφισμό piου διατηρεί τον piροσανατολισμό T : ∂F0 7→ ∂D piου μpiορεί να κατασκευαστεί
εύκολα. ΄Ετσι, το αντίστοιχο piρόβλημα συνοριακών συνθηκών μpiορεί να λυθεί, pi.χ., χρη-
σιμοpiοιώντας αριθμητικές τεχνικές όpiως Πεpiερασμένα Στοιχεία ή Συνοριακά Στοιχεία,
για την κατασκευή των u(p) και v(p).
Σε αυτή την υpiοενότητα, τέτοιοι μετασχηματισμοί χρησιμοpiοιούνται για την αpiει-
κόνιση κάθε υpiοσυνόλου FC(CI ) του κελιού CI . ΄Ετσι, ανάλογα με την piερίpiτωση του
Gp(CI ), η εν λόγω μεθοδολογία piρέpiει να piροσαρμοστεί κατάλληλα. Πιο συγκεκριμένα,
εάν Gp(CI ) είναι ένα συνεχές υpiοσύνολο του εξωτερικού ορίου του FC(CI ), τότε το T
piρέpiει να εpiιλεχθεί έτσι ώστε όλες οι θέσεις p ∈ Gp(CI ) να αpiεικονιστούν στο ίδιο σημείο
qd στο σύνορο. ΄Οταν το Gp(CI ) ταυτίζεται με ολόκληρο το εξωτερικό όριο του FC(CI ),
ένας εpiιpiλέον διφεομορφισμός T∗ piου αpiεικονίζει τον μοναδιαίο κύκλο στο κέντρο του
και ανάpiοδα piρέpiει να εφαρμοστεί στην εικόνα του T. ΄Ετσι, η σύνθεση T′ = T? ◦ T
piρέpiει να χρησιμοpiοιηθεί αντί του T για την αpiεικόνιση του FC(CI ) στο D. Σε αυτήν
την piερίpiτωση, ο στόχος qd αpiλά τοpiοθετείται στο κέντρο του D. Μια αpiλή εpiιλογή
για το T∗ είναι:
T?(x) =
x
c + ‖x‖ ◦
x
‖x‖2 ◦
x
1− ‖x‖ (49)
όpiου c θετική σταθερά. Τέλος, αναφορικά με την piερίpiτωση όpiου το Gp(CI ) ταυτίζεται
με κάpiοιο εσωτερικό όριο του FC(CI ), δεν χρειάζεται εpiιpiλέον δράση καθώς ο στόχος
τοpiοθετείται αpiλώς piάνω στην εικόνα του εν λόγω συνόρου.
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Δεδομένου τώρα του μετασχηματισμού (T ή T′), ορίζουμε ένα αρμονικό δυναμικό
piεδίο φ τοpiοθετώντας piηγές στον στόχο qd και εμpiόδια qi = T(∂Fi), piου ορίζεται αpiό
φ = kd · ln
Å‖q− qd‖
2
ã
−
NFo
∑
i=1
ki · ln
Å‖q− qi‖
2
ã
(50)
όpiου kd > 0 και ki ≥ 0 είναι piαράμετροι piου piροσαρμόζονται αpiό κατάλληλο νόμο
ελέγχου. Στην συνέχεια ορίζουμε ένα piεpiερασμένο piεδίο αναφοράς ψ βάσει του φ, piου
δίνεται αpiό
ψ =
1 + tanh(w · φ)
2
, (51)
όpiου w θετική σταθερά. Η γραμμική ταχύτητα του ρομpiότ εpiιλέγεται ως:
u = fp(p, k) , −Kv · s`(q, k) · J−1(p) · ∇qψ(q, k) (52)
όpiου q = T(p), Kv είναι θετική σταθερά, το J(p) δηλώνει την Ιακωβίνοι του T, το ψ
είναι το δυναμικό piεδίο εφοδιασμένο με τον piροσαρμοστικό νόμο k˙ = fk(p, k) για τις
piαραμέτρους του k = [kd, k1, k2, . . . , kNFC (CI )
]T, όpiου NFC(CI ) είναι το piλήθος των οpiών
FC(CI ), και s`(p, k) ≥ 0 είναι μία συνεχώς διαχωρίσιμη συνάρτηση piου δίνεται αpiό τον
τύpiο
s`(q, k) =
(
1− ‖q‖)+ Ämax Ä(∇qψ)T · q, 0ää2. (53)
Εpiιpiλέον, ο piροσαρμοστικός νόμος των piαραμέτρων του ψ υpiολογίζεται αpiό
k˙d = He1(λ)
k˙i =
Ä
ki − ki
ä
Wicihi − ki
(
W0h0 + He2(s`)
)
, ∀i ∈ NFo
(54)
και ο σκοpiός του είναι να εγγυηθεί το αναλλοίωτο του F χωρίς να αλλοιώσει την ευ-
στάθεια.
Τέλος, αναφορικά με τον piροσανατολισμό του ρομpiότ, χρησιμοpiοιούμε ένα αpiλό
αναλογικό νόμο ελέγχου της μορφής
ω = fθ(θ) , −Kω · ds(θ, θd) (55)
όpiου ds(·, ·) είναι μια συνεχώς piαραγωγίσιμη συνάρτηση piου δίνει την μικρότερη piροσημα-
σμένη αpiόσταση μεταξύ δύο δεδομένων γωνιών και θd είναι η μέση τιμή του διαστήματος
Gθ(CI ).
Προσομοιώσεις
Στην ενότητα αυτή piαρουσιάζονται τα αpiοτελέσματα της piροσομοίωσης piου εpiιδεικνύει
την αpiοτελεσματικότητα της μεθοδολογίας αυτού του κεφαλαίου. Πιο συγκεκριμένα,
θεωρούμε ένα σενάριο piου piεριλαμβάνει ρομpiότ σχήματος ‘Υ’ το οpiοίο piρέpiει να piλοη-
γηθεί σε ένα piολύpiλοκο χώρο εργασίας. ο piροτεινόμενος αλγόριθμος χρησιμοpiοιήθηκε
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για την αpiόκτηση ενός εφικτού μονοpiατιού αpiό κελιά piου συνδέουν την αρχική και την
εpiιθυμητή διαμόρφωση του ρομpiότ. Συνολικά, 30 τμήματα piροέκυψαν αpiό την εpiίλυση
του piροβλήματος, piου αντιστοιχούν σε διαστήματα γωνίας με μήκος αpiό pi έως pi/32.
Το piροφίλ κίνησης του ρομpiότ φαίνεται στην Εικόνα 3.5, piου εpiιβεβαιώνει την σύγκλιση
και ασφάλεια του σχήματος ελέγχου. Εpiιpiλέον, η εξέλιξη της διαμόρφωσης z του ρομpiότ
καθώς και οι χρονικές στιγμές ολοκλήρωσης των μεταβάσεων μεταξύ γειτονικών κελιών
φαίνονται στην Εικόνα 3.6. Τέλος, μερικά τυpiικά piαραδείγματα κελιών piου piαρήχθησαν
αpiό τον αλγόριθμο φαίνονται στην Εικόνα 3.7.
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Συντονισμός Κίνησης Πολλών
Δισκοειδών Ρομpiότ
Εισαγωγή
Σε αυτό το κεφάλαιο, piαρουσιάζουμε ένα υβριδικό σχήμα ελέγχου για να λύσουμε το
piρόβλημα της piλοήγησης μιας ομάδας αpiό δισκοειδή ρομpiότ piου λειτουργούν σε χώρο
με εμpiόδια. Δεδομένων μιας αρχικής και μιας εpiιθυμητής διαμόρφωσης του συστήματος,
σχεδιάζουμε μια ιεραρχική μεθοδολογία αpiοσύνθεσης σε κελιά εφοδιασμένη με ένα κα-
τάλληλο μηχανισμό σήμανσης piου είναι σε θέση να καθορίσει piοιες piεριοχές του χώρου
διαμόρφωσης piρέpiει να υpiοδιαιρεθούν piεραιτέρω σε κάθε εpiανάληψη, αpiοφεύγοντας έτσι
piεριττές υpiοδιαιρέσεις. Ιδιαίτερα, υpiολογίζοντας κατάλληλα υpiερ- και υpiο-piροσεγγίσεις
του αpiοτυpiώματος κάθε ρομpiότ, ο αλγόριθμος μας μpiορεί να καθορίσει piοια κελιά μpiο-
ρούν να piεριέχουν εφικτές διαμορφώσεις του συστήματος, ενώ αυτόματα αpiορρίpiτει κελιά
piου είναι σίγουρο piως δεν piεριέχουν κανένα. Εpiιpiλέον, δεδομένης μιας λύσης του συ-
γκεκριμένου piροβλήματος αpiό τον εν λόγω αλγόριθμο υψηλού εpiιpiέδου, χρησιμοpiοιούμε
αρμονικούς μετασχηματισμούς και δυναμικά piεδία για να piραγματοpiοιήσουμε ασφαλείς
μεταβάσεις μεταξύ γειτονικών κελιών, εξασφαλίζοντας έτσι σχεδόν καθολική σύγκλιση
στην εpiιθυμητή διαμόρφωση. Παρατηρούμε ότι, καθώς το κατανεμημένο σχήμα έλεγ-
χου χαμηλού εpiιpiέδου δεν χρειάζεται ρητή γνώση της τρέχουσας θέσης κάθε ρομpiότ
piροκειμένου να υpiολογίσει τις εισόδους ελέγχου, αpiαιτεί piολύ χαμηλούς piόρους στην
εpiικοινωνία, αφού τα ρομpiότ χρειάζεται να ανταλλάσσουν piληροφορία μόνο όταν ολο-
κληρώνουν εpiιτυχώς τη μετάβαση αpiό το ένα κελί στο εpiόμενο. Τέλος, piαρουσιάζουμε
αpiοτελέσματα piροσομοίωσης piου εpiιδεικνύουν την αpiοτελεσματικότητα του piροτεινόμε-
νο σχήματος ελέγχου.
Σημειογραφία: Σε αυτό το κεφάλαιο, θα χρησιμοpiοιούμε το IN , {1, 2, . . . , N}
(αντίστοιχα, το I?N , {0} ∪ IN) για να δηλώσουμε το σύνολο piου αpiοτελείται αpiό όλους
τους φυσικούς αριθμούς ξεκινώντας αpiό το 1 (αντίστοιχα. το 0). Εpiιpiλέον, δεδομένων
συνόλων A και B, χρησιμοpiοιούμε τα ∂A, int(A), cl(A) για να δηλώσουμε το σύνορο,
εσωτερικό και κλειστότητα A, αντίστοιχα, και το A \ B για να δηλώσουμε το συμpiλήρωμα
του B ως piρος το A.
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Ορισμός του Προβλήματος
Θεωρούμε μία ομάδα αpiό NR ρομpiότ piου λειτουργούν εντός ενός συμpiαγούς εpiίpiεδου
χώρου εργασίαςW ⊆ R2 piου καταλαμβάνεται αpiό ένα σύνολο No σταθερών εσωτερικών
εμpiοδίων Oi, i ∈ INo . Υpiοθέτουμε ότι κάθε ρομpiότ i έχει ένα δισκοειδές σώμα Ri ⊂ R2
με ακτίνα ri > 0. ΄Εστω Fw και Fi, i ∈ INR συστήματα συντεταγμένων εντός τωνW και
Ri, i ∈ INR , αντίστοιχα. Θα αναφερόμαστε στην αρχή των αξόνων κάθε Fi, i ∈ INR ως
το σημείο αναφοράς του αντίστοιχου ρομpiότ. Εpiιpiλέον, χωρίς βλάβη της γενικότητας,
υpiοθέτουμε ότι το σημείο αναφοράς του κάθε ρομpiότ συμpiίpiτει με το κέντρο του σώματος
του. ΄Εστω pi ,
[
xi, yi
]T ∈ R2 η σχετική θέση του σημείου αναφοράς του i ρομpiότ ως
piρος το Fw, και έστω Ri
(
p
)
το αpiοτύpiωμά του, δλδ. η piεριοχή piου καταλαμβάνει το
Ri όταν είναι τοpiοθετημένο στην θέση p. Σε αυτό το κεφάλαιο, θα χρησιμοpiοιούμε
το C ⊆ R2NR για να δηλώσουμε τον χώρο διαμόρφωσης του ρομpiοτικού συστήματος
και το P ,
î
pT1 , p
T
2 , . . . , p
T
NR
óT ∈ C για το διάνυσμα θέσεων αυτών. Για συντομία,
θα χρησιμοpiοιήσουμε εpiίσης το P[i] για να δηλώσουμε την i συνιστώσα του P, δλδ.
P[i] = pi. ΄Εστω W o το συμpiλήρωμα του W , δλδ. W o , R2 \W . Ορίζουμε εpiίσης μια
διαμόρφωση P ως εφικτή εάν οι piαρακάτω συνθήκες ισχύουν:
Ri(P[i])∩Rj
(
P[j]
)
= ∅, ∀i 6= j ∈ INR
Ri(P[i])∩W o = ∅, ∀i ∈ INR
(56)
και θα χρησιμοpiοιούμε το C f ⊂ C για να δηλώσουμε το σύνολο όλων των εφικτών
διαμορφώσεων του ρομpiοτικού συστήματος, ενώ το συμpiλήρωμα Co , C \ C f αυτού
αντιστοιχεί στο σύνολο όλων των μη-εφικτών διαμορφώσεων. Εpiίσης, υpiοθέτουμε ότι η
κίνηση κάθε ρομpiότ i υpiόκειται στο μοντέλο αpiλού ολοκληρωτή:
p˙i = ui, i ∈ INR (57)
όpiου ui είναι η είσοδος ελέγχου.
΄Εστω Pinit και Pdes δύο δεδομένες εφικτές διαμορφώσεις του piολυ-ρομpiοτικού συ-
στήματος. Ο στόχος μας είναι ο σχεδιασμός σχήματος ελέγχου το οpiοίο θα οδηγήσει
κάθε ρομpiότ i, αρχικοpiοιημένο στην θέση pinit,i = Pinit[i], στην εpiιθυμητική θέση
pdes,i = Pdes[i], ενώ piαράλληλα αpiοφεύγει συγκρούσεις ρομpiότ-ρομpiότ και ρομpiότ-
χώρου εργασίας, δλδ, P(t) ∈ C f για κάθε t ≥ 0.
Σχεδιασμός Σχήματος Ελέγχου
Για την αντιμετώpiιση του piαραpiάνω piροβλήματος, piρώτα χρησιμοpiοιούμε ένα ιεραρχικό
σχήμα αpiοσύνθεσης σε κελιά για την κατακερματισμό του χώρου διαμόρφωσης C σε
κελιά. Στην συνέχεια, σχεδιάζουμε ένα σχήμα υψηλού εpiιpiέδου, το οpiοίο εpiεκτείνει την
piροαναφερθείσα δομή μέχρι να βρεθεί μια αλληλουχία συνδεδεμένων κελιών piου οδηγούν
αpiό τη Pinit στη Pdes. Τέλος, χρησιμοpiοιούμε ένα σχήμα ελέγχου χαμηλού εpiιpiέδου για
να εξασφαλίσουμε την ασφαλή μετάβαση μεταξύ κελιών μέχρι.
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Αpiοσύνθεση του Χώρου Διαμόρφωσης
Σε αυτή την υpiοενότητα, piαρουσιάζουμε το ιεραρχικό σύστημα αpiοσύνθεσης του χώρου
διαμόρφωσης piου θα χρησιμοpiοιηθούν στην piροσέγγισή μας. Ξεκινάμε piαραβλέpiοντας
piροσωρινά συγκρούσεις μεταξύ ρομpiότ και λαμβάνοντας υpiόψη το χώρο διαμόρφωσης
του κάθε μεμονωμένου ρομpiότ. Πιο συγκεκριμένα, ο χώρος διαμόρφωσης του ρομpiότ i,
piου συμβολίζεται με Ai(W), αντιστοιχεί στο μεγαλύτερο υpiοσύνολο του W όpiου το
σημείο αναφοράς του ρομpiότ i μpiορεί να τοpiοθετηθεί ώστε Ri
(
pi
)∩W o = ∅, για κάθε
pi ∈ Ai(W). Εpiίσης, δεδομένου υpiοσυνόλου Z του W , θα χρησιμοpiοιούμε το Ai(Z)
για να δηλώσουμε το σύνολο τον εφικτών θέσεων του ρομpiότ i piου ανήκουν στο Z ,
δλδ.:
Ai(Z) ,
{
p | p ∈ Z ανδ Ri
(
p
)∩W o = ∅ } , ∀i ∈ INR . (58)
Εpiιpiλέον, θεωρούμε δύο εκτιμήσεις της εpiιφάνειας piου piιθανώς καταλαμβάνεται αpiό
το Ri όταν η θέση pi είναι piεριορισμένη σε ένα υpiοσύνολο Z τουW . Πιο συγκεκριμένα,
δεδομένων ρομpiότ i ∈ INR και συνόλου Z ⊆ Ai(W), έστω Ri(Z) και Ri(Z) υpiερ- και
υpiό-piροσέγγιση, αντίστοιχα, του αpiοτυpiώματος του Ri όταν το ρομpiότ i σαρώνει το
σύνολο Z τέτοια ώστε:
Ri(Z) ⊇
⋃
p∈Z
Ri
(
p
)
Ri(Z) ⊆
⋂
p∈Z
Ri
(
p
) (59)
και
Ri(Z) ⊆ Ri
(Z ′), ∀Z ⊆ Z ′
Ri(Z) ⊇ Ri
(Z ′), ∀Z ⊆ Z ′. (60)
΄Ενα τέτοιο piαράδειγμα φαίνεται στην Εικόνα 4.2.
Θεωρούμε τώρα σύνολο S ⊆ R2 μορφής [x1, x2]× [y1, y2]. Θα αναφερόμαστε σε
τέτοια σύνολα ως αpiλά τμήματα του R2. Δεδομένου αpiλού τμήματος S και ρομpiότ i ∈
INR , θα χρησιμοpiοιούμε τοW iS , Ai(W)∩S για να δηλώσουμε το σύνολο των εφικτών
θέσεων του ρομpiότ i (αμελώντας συγκρούσεις μεταξύ ρομpiότ) piου piεριέχονται εντός
του S . ΄Ενα σύνολο S = { Si | i ∈ INS } αpiό NS αpiλά τμήματα θα λέγεται κάλυμμα
του W εάν
W = ⋃
j∈INS
Sj ∩W . (61)
Παρατηρούμε ότι ένα κάλυμμαS χωρίζει τοAi(W) σε ένα σύνολο αpiό piεριοχέςW iS , S ∈
S με κάθε μία αpiό αυτές να αpiοτελείται αpiό κανένα ή piερισσότερα μη εpiικαλυpiτόμε-
να υpiοσύνολα C iS ,j, j ∈ INL(W iS), τα οpiοία θα αpiοκαλούμε αpiλά κελιά. ΄Ενα κάλυμ-
μα “S = { (i,Si) | i ∈ INR } του C ορίζεται αντιστοιχίζοντας ένα αpiλό κάλυμμα σε
κάθε ρομpiότ. ΄Ενα σύνθετο τμήμα Ŝ ορίζεται ως Ŝ = { (i,Si) | i ∈ INR }, όpiου
Si, i ∈ INR είναι ένα σύνολο αpiό αpiλά τμήματα. Παρομοίως, ένα κάλυμμα “S =
{ (i,Si) | i ∈ INR } του χώρου διαμόρφωσης εpiιφέρει μία διαμέριση του C σε piεριοχές
ŴŜ ,W1S1 ×W2S2 × . . .×W
NR
SNR
, όpiου Ŝ = { (i,Si) | i ∈ INR } είναι στοιχείο του “S.
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Παρατηρούμε ότι κάθε μία αpiό αυτές τις piεριοχές μpiορεί να αpiοτελείται αpiό κανένα ή piε-
ρισσότερα μη εpiικαλυpiτόμενα υpiοσύνολα ĈŜ ,i, i ∈ INL(CŜ), στα οpiοία θα αναφερόμαστε
εδώ ως σύνθετα κελιά. Δεδομένου σύνθετου κελιού ĈŜ ,i, θα χρησιμοpiοιούμε το Ĉ
[j]
Ŝ ,i για
να δηλώσουμε την j- συνιστώσα του, δλδ. Ĉ[j]Ŝ ,i , C
j
Sj,i, για κάθε j ∈ INR . Σημειώνουμε
ότι, σε αντίθεση με σχήματα ιεραρχικής αpiοσύνθεσης piου συνήθως συναντώνται στη
βιβλιογραφία, τα οpiοία χρησιμοpiοιούν κελιά αpiό αpiλές γεωμετρίες (pi.χ., υpiερκύβοι ή υ-
piερορθογώνια), τα κελιά piου εξετάζονται στο piαρόν κεφάλαιο έχουν γενικώς αυθαίρετη
γεωμετρία. Αν και αυτή η εpiιλογή piεριpiλέκει την piλοήγηση μέσα σε αυτά, εpiιφέρει γενικά
piιο χονδρή διαμέριση καθώς κάθε στοιχείο Ĉ[i] του Ĉ ανήκει στο Ai(W) εκ κατασκευής.
΄Οσον αφορά τώρα τη μετάβαση αpiό κελί σε κελί, εισάγουμε τώρα κάpiοιες αpiαραίτη-
τες έννοιες συνδεσιμότητας. Ξεκινάμε θεωρώντας δύο ξεχωριστά αpiλά τμήματα Si και Sj
τα οpiοία θα αpiοκαλούμε γειτονικά εάν η τομή τους Si ∩Sj είναι μη-κενή. Εpiιpiλέον, έστω
CSm,i και CSn,j δύο ξεχωριστά αpiλά κελιά. Θα λέμε ότι αυτά τα κελιά είναι γειτονικά εάν
CSm,i ∩ CSn,j 6= ∅. Προφανώς, γειτνίαση των CSm,i και CSn,j συνεpiάγεται ότι τα Sm και
Sn είναι εpiίσης γειτονικά. Οι piαραpiάνω ορισμοί μpiορεί να εpiεκταθεί εύκολα για σύνθετα
τμήματα και κελιά. ΄Ενα μονοpiάτι Π αpiό σύνθετα ορίζεται ως μια piεpiερασμένη ακολουθία
γειτονικών σύνθετων κελιών. Προφανώς, ένα μονοpiάτι Π piου αpiοτελείται αpiό κελιά piου
βρίσκονται εξολοκλήρου εντός του C f και piεριέχει τις διαμορφώσεις Pinit και Pdes είναι
μία λύση του piροβλήματος μας. Για να βρούμε ένα τέτοιο μονοpiάτι, κτίζουμε μια ιεραρ-
χική αpiοσύνθεση H = { (i,H) | i ∈ INR } του C αντιστοιχίζοντας σε κάθε ρομpiότ i μία
ιεραρχική διαμέριση του W , piου ορίζεται ως ένα δέντρο H , (NH, EH) τέτοιο ώστε:
• Κάθε κόμβος S ∈ NH είναι ένα αpiλό τμήμα.
• Κάθε piαιδί Sj ενός κόμβου Si (δλδ.
(Si,Sj) ∈ EH) είναι ένα υpiοσύνολο του Si.
• Το σύνολο όλων των φύλλων piρέpiει να ορίζει ένα κάλυμμα του W .
Ελεγκτής Υψηλού Εpiιpiέδου
Σε αυτή την υpiοενότητα, piαρουσιάζουμε έναν ελεγκτή υψηλού εpiιpiέδου για την εύρεση
μονοpiατιού Π piου συνδέει την αρχική Pinit και τελική Pdes διαμόρφωση. ΄Ενα αpiό τα
κύρια piλεονεκτήματα του piροτεινόμενου αλγορίθμου είναι η χρήση κατάλληλου σχήματος
σήμανσης, το οpiοίο εpiιτρέpiει αναδρομική υpiοδιαίρεση, σε κάθε εpiανάληψη, των σύνθετων
κελιών piου βρίσκονται στο σύνορο μεταξύ C f και Co, ενώ αγνοεί κελιά piου βρίσκονται
εξ ολοκλήρου εντός του C f ή του Co. Για να το εpiιτύχει αυτό, χρησιμοpiοιεί τις υpiερ- και
ύpiο-piροσεγγίσεις Ri και Ri του αpiοτυpiώματος κάθε ρομpiότ για να piροσδιορίσει εάν ένα
ρομpiότ δύναται να συγκρουστεί με κάpiοιο άλλο ενώ piλοηγούνται ανεξάρτητα το καθένα
εντός του αpiλού κελιού piου τους αντιστοιχεί. Πιο συγκεκριμένα, δεδομένου σύνθετου
κελιού Ĉ :
• Εάν η τομή όλων των Ri
Ä
Ĉ[i]
ä
, i ∈ INR είναι κενή, τότε, λόγω της (;;), κανένα
ρομpiότ δεν μpiορεί να συγκρουστεί με κάpiοιο άλλο ενώ P ∈ Ĉ , με αpiοτέλεσμα το
Ĉ να ανήκει στο C f . ΄Ενα τέτοιο σύνθετο κελί λέγεται αpiοδεκτό.
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• Εάν η τομή όλων των Ri
Ä
Ĉ[i]
ä
, i ∈ INR είναι μη-κενή, τότε, λόγω της (;;), για
κάθε P ∈ Ĉ υpiάρχει ένα τουλάχιστον ζεύγος ρομpiότ σε σύγκρουση, με αpiοτέλεσμα
το Ĉ να ανήκει στο Co. ΄Ενα τέτοιο σύνθετο κελί λέγεται μη-αpiοδεκτό.
• Εάν το Ĉ δεν είναι ούτε αpiοδεκτό ούτε μη-αpiοδεκτό, τότε λέγεται ανάμεικτο.
Σε γενικές γραμμές, μικτά κελιά piεριέχουν εφικτές και ανέφικτες διαμορφώσεις και υ-
piοδιαίρεσή τους (αναδρομικά) αναμένεται να δώσει αpiοδεκτά και μη-αpiοδεκτά υpiο-κελιά.
Αpiό την άλλη piλευρά, υpiοδιαίρεση αpiοδεκτών (μη-αpiοδεκτών) κελιών εpiιφέρει μόνο αpiο-
δεκτά (μη-αpiοδεκτά) κελιά, χωρίς να συνεισφέρει piεραιτέρω στην εξερεύνηση του χώρου
διαμόρφωσης.
Ο αλγόριθμος εξερεύνησης piου piαρουσιάζεται στο Αλγόριθμος 4, αρχικά κατα-
σκευάζει μία τραχιά διαμέριση piου piεριέχει ολόκληρο τον C f (συναρτήσεις INITIALI-
ZEHIERARCHY και INITIALIZECCELLS). Στην συνέχεια, τα αρχικά υpiολογισμένα κε-
λιά υpiοδιαιρούνται μέχρι να βρεθούν αpiοδεκτά κελιά piου piεριέχουν τις Pinit και Pdes,
(συνάρτηση FINDENCLOSINGACCELL), όpiου αδυναμία εύρεσης τέτοιων κελιών συ-
νεpiάγεται ανυpiαρξία λύσης. ΄Εpiειτα, κατασκευάζεται μονοpiάτι Π piου συνδέει τα Ĉinit
και Ĉgoal και αpiοτελείται αpiό σύνθετα κελιά piου ανήκουν στο σύνορο της εξερεύνησης
SĈ,F (συνάρτηση CONNECTSTRINGS). Σε κάθε εpiανάληψη, το piρώτο ανάμεικτο κελί
του Π (συνάρτηση GETFIRSTMIXEDCCELL) αφαιρείται αpiό το σύνορο και υpiοδιαιρείται
(συνάρτηση EXPANDCCELL) κατάλληλα (συναρτήσεις GETCONFLICTINGSCELLS και
SELECTSCELLWITHWIDESTSSLICE) σε μικρότερα κελιά, όpiως φαίνεται στο Αλγόριθ-
μος 5. Τέλος, ένα νέο μονοpiάτι κατασκευάζεται έως ότου το Π αpiοτελείται αpiό μόνο
αpiοδεκτά κελιά ή δεν μpiορεί να βρεθεί piλέον μονοpiάτι αpiό ανάμεικτα και αpiοδεκτά κελιά
piου οδηγεί στην Pdes.
Κινηματικός Νόμος Ελέγχου
Δεδομένου μονοpiατιού Π piου αpiοτελείται αpiό NΠ αpiοδεκτά κελιά, piαρουσιάζουμε τώρα
έναν κατανεμημένο νόμο ελέγχου για την ασφαλή piλοήγηση των ρομpiότ. Αρχικά, θε-
ωρούμε δύο διαδοχικά σύνθετα κελιά Ĉ` και Ĉ`+1 του Π, για τα οpiοία υpiολογίζουμε
το σύνολο-στόχο Gi,` , Ĉ[i]` ∩ Ĉ[i]`+1 του κάθε ρομpiότ i, το οpiοίο piεριέχει εφικτές δια-
μορφώσεις piου ανήκουν αpiό κοινού στα Ĉ[i]` και Ĉ[i]`+1 και είναι μη-κενό εκ κατασκευή.
Το σύνολο-στόχος του τελευταίου κελιού του Π αpiοτελείται μόνο αpiό την εpiιθυμητή
διαμόρφωση Pdes, δλδ. ĈNΠ = {Pdes} (Εικόνα 4.4). ΄Εστω F`,i , Ĉ
[i]
` \ int
(G`,i) και
G ′`,i , G`,i ∩ F`,i, για κάθε k ∈ INΠ . Παρατηρούμε ότι G ′`,i αpiοτελείται αpiό ένα ή piερισ-
σότερα ξεχωριστά υpiοσύνολα καθώς και ότι το ρομpiότ i piρέpiει να piλοηγηθεί σε κάpiοιο
αpiό αυτάχωρίς να διαφύγει αpiό το Ĉ[i]` έτσι ώστε να μεταβεί στο εpiόμενο κελί εpiιτυχώς.
Αντίστοιχα, η μετάβαση αpiό το Ĉ` στο Ĉ`+1 θεωρείται ολοκληρωμένη όταν κάθε ρομpiότ i
φτάσει το Ĉ[i]`+1.
Για να ικανοpiοιήσουν την piαραpiάνω piροδιαγραφή, εξοpiλίζουμε κάθε ρομpiότ i με
έναν ελεγκτή ui piου βασίζεται σε κατάλληλους μετασχηματισμούς του χώρου εργασίας
και piροσαρμοστικά τεχνητά δυναμικά piεδία, τα οpiοία διαθέτουν εγγυημένες ιδιότητες
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ασφάλειας και σύγκλισης. Πιο συγκεκριμένα, χτίζουμε έναν διφεομορφισμό q`i = T
`
i (pi)
piου αpiεικονίζει το F`,i στον μοναδιαίο δίσκο D, το εξωτερικό σύνορο του F`,i στο
μοναδιαίο κύκλο ∂D και κάθε εσωτερικό εμpiόδιο σε ξεχωριστό σημείο q`i,j, j ∈ IN`i ,
όpiου N`i είναι το γένος του F`,i. Διακρίνουμε τις piαρακάτω piεριpiτώσεις: α) το G ′`,i
είναι εσωτερικό σύνορο του F`,i, και β) το G ′`,i είναι μέρος του εξωτερικού συνόρου του
F`,i. Αναλόγως, ο μετασχηματισμός T`i piροσαρμόζεται κατάλληλα για να αpiλοpiοιήσει
τον σχεδιασμό του αντίστοιχου δυναμικού piεδίου. Συγκεκριμένα, στην piερίpiτωση (α)
τροpiοpiοιείται ο T`i έτσι ώστε το G`,i αpiεικονίζεται σε εσωτερικό σημείο q`des,i του D, ενώ
στην piερίpiτωση (β) σχεδιάζεται T`i ώστε το G ′`,i να αpiεικονίζεται σε σημείο q`des,i του ∂D.
Στην συνέχεια, ορίζουμε ένα αρμονικό piεδίο φ`i , για το κάθε ρομpiότ i κατά το βήμα `,
τοpiοθετώντας αρμονικές piηγές εpiί του q`des,i και των q
`
i,j, το οpiοίο δίνεται τελικώς αpiό:
φ`i = k
`
i,d ln
Ç‖q`i − q`des,i‖
2
å
− ∑
j∈IN`i
k`i,j ln
(‖q`i − q`i,j‖
2
)
(62)
όpiου k`i,d > 0 και k
`
i,j ≥ 0 είναι μεταβλητές piαράμετροι. Τέλος, ο νόμος ελέγχου u`i του
ρομpiότ i κατά το βήμα ` δίνεται αpiό
u`i = −Ks(q`i , k`v,i)
Ä
J`i (q
`
i )
ä−1∇q`i ψ`i (q`i , k`v,i) (63)
όpiου K είναι θετικό κέρδος, J`i είναι η Ιακωβιανή του T
`
i , s είναι συνάρτηση piου εξασφα-
λίζει αpiοφυγή σύγκρουσης με το εξωτερικό όριο και ψ`i = 1 + tanh(wφ
`
i )/2, όpiου w
θετική σταθερά.
Αpiοτελέσματα Προσομοιώσεων
Σε αυτή την ενότητα, piαρουσιάζουμε αpiοτελέσματα piροσομοίωσης piου εpiιδεικνύουν
την αpiοτελεσματικότητα της piροτεινόμενης μεθοδολογίας. Συγκεκριμένα, θεωρούμε 5
σενάρια όpiου ένα σύστημα piου αpiοτελείται αpiό 2, 4, 6, 8 και 10 ρομpiότ, αντίστοιχα,
αρχικοpiοιημένα εντός του χώρου εργασίας piου αpiεικονίζεται στην Εικόνα 4.5, το οpiοίο
piρέpiει να piλοηγηθεί σε συγκεκριμένους τελικούς piροορισμούς. Ο χρόνος piου αpiαιτείται
αpiό τον piροτεινόμενο αλγόριθμο, καθώς και το συνολικό piλήθος σύνθετων κελιών piου
piαρήχθησαν κατά τις piροσομοιώσεις φαίνεται στην Πίνακας 4.1. Τα piροφίλ κίνησης
των ρομpiότ φαίνονται αντίστοιχα στις Εικόνα 4.5, Εικόνα 4.6, Εικόνα 4.7, Εικόνα 4.8,
Εικόνα 4.9. Εpiιpiλέον, οι Εικόνα 4.10 και Εικόνα 4.11 δείχνουν την αρχική και εpiιθυμητή
θέση των ρομpiότ καθώς και τα αντίστοιχα κελιά για το σενάριο με τα 8 ρομpiότ.
169
Συνεργατική Μεταφορά Αντικειμένου
Εισαγωγή
Σε αυτό το κεφάλαιο, piαρουσιάζουμε μια μεθοδολογία για τον συντονισμό της μεταφοράς
ενός αντικειμένου αpiό ομάδα ρομpiότ piου λειτουργούν μέσα ένα συμpiαγή χώρο εργασίας.
Λόγω της piεριστροφής του αντικειμένου και της διαμόρφωσης κάθε βραχίωνα, η μεθοδο-
λογία μας θα piρέpiει να λάβει υpiόψη το μεταβαλλόμενο σχήμα του ρομpiοτικού συστήματος
για να κτίσει ένα piλάνο piου θα οδηγήσει με ασφάλεια το ρομpiοτικό σύστημα στην εpiιθυ-
μητή τελική διαμόρφωση. Ως εκ τούτου, σχεδιάζουμε έναν αλγόριθμο υψηλού εpiιpiέδου ο
οpiοίος piρέpiει να κατασκευάσει μια αλληλουχία κελιών του χώρου διαμόρφωσης, καθένα
αpiό τα οpiοία ορίζει ένα εpiιτρεpiόμενο σύνολο καταστάσεων για το αντικείμενο, καθώς
και ρητά διαστήματα για τους βαθμούς ελευθερίας του κάθε βραχίονα. Εpiιpiλέον, κατάλ-
ληλα σχεδιασμένες υpiο- και υpiερ-piροσεγγίσεις του ελεύθερου χώρου χρησιμοpiοιούνται
για την καθοδήγηση της εξερεύνησης του χώρου των καταστάσεων, εpiιλέγοντας τα κε-
λιά piου χρειάζονται piεραιτέρω υpiοδιαίρεση. Εpiίσης, μεθοδολογίες με βάση κατευθυντών
αναφοράς και ελέγχου piροδιαγραφόμενης εpiίδοσης χρησιμοpiοιούνται μαζί με αρμονικούς
χάρτες piροκειμένου να σχεδιαστεί ένας κατανεμημένος νόμος ελέγχου για την piραγμα-
τοpiοίηση των μεταβάσεων μεταξύ διαδοχικών κελιών, ο οpiοίος έχει εγγυημένες ιδιότητες
σύγκλισης. Τέλος, piαρατηρούμε ότι ο piροτεινόμενος νόμος ελέγχου χαμηλού εpiιpiέδου
δεν αpiαιτεί συνεχής ανταλλαγή piληροφορίας μεταξύ των ρομpiότ, τα οpiοία βασίζονται
αpiοκλειστικά σε μετρήσεις της τρέχουσας διαμόρφωσης του αντικειμένου και των δικών
τους καταστάσεων, piροκειμένου να υpiολογίσουν τις αντίστοιχες εισόδους ελέγχου.
Ορισμοί
Σε αυτό το κεφάλαιο, χρησιμοpiοιούμε το R για να δηλώσουμε το σύνολο των piραγμα-
τικών αριθμών και το N για το σύνολο των piραγματικών αριθμών ξεκινώντας αpiό το
μηδέν. Εpiίσης, χρησιμοpiοιούμε το IN , {1, 2, . . . , N} (I?N , {0, 1, 2, . . . , N}) για να
δηλώσουμε το σύνολο piου αpiοτελείται αpiό όλους τους φυσικούς αριθμούς μέχρι το N,
ξεκινώντας αpiό το 1 (0). Εpiιpiλέον, δεδομένων συνόλων A και B, χρησιμοpiοιούμε τα
∂A, int (A), cl (A) για να δηλώσουμε το σύνορο, εσωτερικό, κλειστότητα αντίστοιχα,
και το A \ B για να δηλώσουμε το συμpiλήρωμα του B ως piρος το A.
Δεδομένου συστήματος συντεταγμένων FO εντός του R2 και δύο σημεία PA, PB ∈
R2, χρησιμοpiοιούμε το {O}PA PB για να δηλώσουμε την σχετική θέση του σημείου PB αpiό
το σημείο PA, οι συντεταγμένες του οpiοίου εκφράζονται ως piρος το FO. Δεδομένων
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piλαισίων FA, FB, FC, χρησιμοpiοιούμε το {A}{B}P{C} ∈ R2 για να δηλώσουμε την σχετική
θέση της αρχής των αξόνων του FC αpiό την αρχή τον αξόνων του FB, εκφρασμένη ως
piρος το. FA. Αναλόγως, δεδομένων piλαισίων FA, FB, χρησιμοpiοιήσουμε {A}{B}R ∈ R2×2
για να δηλώσουμε τον piίνακα piεριστροφής piου αντιστοιχεί στον σχετικό piροσανατολισμό
του FB ως piρος το FA.
Δεδομένης γωνίας στροφής θ, έστω R (θ) ο piίνακας στροφής piου ορίζεται ως
R (θ) ,
[
cos θ − sin θ
sin θ cos θ
]
.
Για δεδομένα piλαίσια FA, FB, ορίζουμε {A}{B}T τον ομογενή μετασχηματισμό συντεταγ-
μένων αpiό το piλαίσιο FB στο FA, piου ορίζεται ως
{A}
{B}T ,
[
{A}
{B}R
{A}
{A}P{B}
0 1
]
.
Σημειώνουμε ότι οι piαρακάτω εξισώσεις ισχύουν για δεδομένο σημείο P:[
{A}
{A}P
1
]
= {A}{B}T ·
[
{B}
{B}P
1
]
όpiου {A}{A}P είναι η θέση του P ως piρος το piλαίσιο FA και {B}{B}P είναι η θέση του P ως piρος
το piλαίσιο FB. Για λόγους συντομίας, θα χρησιμοpiοιούμε το {A}{A}P = {A}{B}T · {B}{B}P αντί του
piαραpiάνω συμβολισμού όταν είναι βολικό.
Ορισμός του Προβλήματος
Θεωρούμε συμpiαγή χώρο εργασίαςW ⊆ R2 piου piερικλείεται αpiό ένα στατικό εξωτερικό
σύνορο ∂W0 και No εσωτερικά σύνορα ∂Wi, i ∈ INo , με No ∈ N. Πιο συγκεκριμένα,
υpiοθέτουμε ότι W μpiορεί να γραφτεί ως εξής:
W , O0 \
⋃
i∈INo
Oi. (64)
όpiου O0 δηλώνει την εpiιφάνεια piου βρίσκεται εκτός του ∂W0 με O0 , R2 \ O0, και
Oi δηλώνει την εpiιφάνεια piου piερικλείεται αpiό το ∂Wi, για κάθε i ∈ INo (Εικόνα 5.2).
΄ΕστωW το συμpiλήρωμα τουW ως piρος το R2, δλδ. W , R2 \W , το οpiοίο θεωρείται
κλειστό. Εpiιpiλέον, το εξωτερικό όριο του χώρου εργασίας ∂W0 , ∂O0 και τα εσωτερικά
του εμpiόδια ∂Wi , ∂Oi, i ∈ INo θεωρούνται μη-τεμνόμενες καμpiύλες Jordan. Χωρίς
βλάβη της γενικότητας, υpiοθέτουμε ότι ο W έχει ένα αυθαίρετο αδρανϊακό piλαίσιο FW .
Θεωρούμε τώρα ένα αντικείμενο L ⊂ R2 το σώμα του οpiοίου είναι μία συμpiαγής,
κλειστή, piολυγωνική 2-piολλαpiλότητα, με την δυνατότητα να μετατοpiίζεται και να piερι-
στρέφεται εντός του W υpiό την piροϋpiόθεση ότι δεν βρίσκεται σε εpiαφή με τα σύνορα
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του χώρου εργασίας. ΄Εστω FL σταθερό piλαίσιο τοpiοθετημένο στο L. Θα χρησιμο-
piοιούμε το pL και το θL για να δηλώνουμε την τρέχουσα θέση και piροσανατολισμό του
L ως piρος το FW , δλδ.:
pL , {W}{W}P{L} R (θL) , {W}{L}R.
Το αντικείμενο L θεωρείται στερεό σώμα και έστω ML, PL,com, IL η μάζα, το κέντρο
μάζας, και η ροpiή αδράνειας γύρω αpiό το PL,com, αντίστοιχα, εκφρασμένα ως piρος το
piλαίσιο FL. Υpiοθέτοντας ότι το PL,com συμpiίpiτει με την αρχή των αξόνων του FL, η
δυναμική του L δίνεται αpiό:
ML · p¨L = τL,p
IL · θ¨L = τL,θ
όpiου τL,p ∈ R2 και τL,θ ∈ R είναι η δύναμη και η ροpiή piου ασκείται εξωτερικά στο
αντικείμενο. Τέλος, ορίζουμε το L (p, θ) ως το αpiοτύpiωμα του L, δλδ., τον χώρο του
W piου το σώμα του L καταλαμβάνει όταν pL = p ανδ θL = θ.
Για την μεταφορά του αντικειμένου L αpiό μία αρχική σε μία τελική διαμόρφωση,
χρησιμοpiοιούμε μία ομάδα αpiό NR ≥ 2 συνεργαζόμενους κινούμενους βραχίονες. Συ-
γκεκριμένα, κάθε ρομpiότ Ri, i ∈ INR αpiοτελείται αpiό μια ολονομική βάση Bi και έναν
βραχίωνα Ai ο οpiοίος είναι συνδεδεμένος στην βάση και εφοδιασμένος με τελικό στοιχείο
δράσης Ai,E το οpiοίο piιάνει σταθερά το αντικείμενο L σε συγκεκριμένο σημείο. Η κινη-
ματική και δυναμική κάθε ρομpiότ Ri, i ∈ INR piεριγράφεται στις εpiόμενες υpiοενότητες.
Υpiοτίθεται εpiίσης ότι τα σώματα των Bi και Ai piεριγράφονται αpiό συμpiαγείς, κλειστές
ανδ συνδεδεμένες 2-piολλαpiλότητες, για κάθε i ∈ INR .
Δεδομένης αρχικής qL,init = [pTL,init, θL,init]
T και εpiιθυμητής διαμόρφωσης qL,goal =
[pTL,goal, θL,goal]
T για το αντικείμενο L, ο στόχος μας είναι να σχεδιάσουμε σχήμα ε-
λέγχου για τα ρομpiότ Ri, i ∈ INR το οpiοίο μpiορεί να οδηγήσει το αντικείμενο στον
εpiιθυμητό piροορισμό εάν μία τέτοια τροχιά υpiάρχει, ενώ piαράλληλα εξασφαλίζει ότι ούτε
το αντικείμενο ούτε τα ρομpiότ θα συγκρουστούν με το σύνορο ∂W του χώρου εργασίας.
Κινηματική Κινούμενων Βραχιόνων
Για κάθε i ∈ INR , έστω FBi σωματόδετο piλαίσιο εντός του Bi. Χωρίς βλάβη της
γενικότητας, υpiοθέτουμε ότι η αρχή των αξόνων του FBi συμpiίpiτει με το κέντρο piε-
ριστροφής της βάσης Bi. Για λόγους συντομίας, έστω pi και θi η τρέχουσα θέση και
piροσανατολισμός του FBi ως piρος το FW , δλδ.:
pi , {W}{W}P{Bi} R (θi) ,
{W}
{Bi}R.
Εpiιpiλέον, θα χρησιμοpiοιούμε το Bi
(
p, θ
)
για να δηλώνουμε το αpiοτύpiωμα της βάσης
του ρομpiότ Ri όταν αυτή βρίσκεται στο p με piροσανατολισμό θ.
Αναφορικά με τον βραχίονα Ai, υpiοθέτουμε ότι αpiοτελείται αpiό έναν ή piερισσότε-
ρους συνδέσμους Ai,j, j ∈ NAi piου είναι συνδεδεμένοι έτσι ώστε να σχηματίζουν μία
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ανοιχτή αλυσίδα. Εpiιpiλέον, ο piρώτος σύνδεσμος Ai,1 είναι σταθερά συνδεδεμένος στην
βάση Bi, ενώ το τελικό στοιχείο δράσης είναι σταθερά συνδεδεμένο στο τελευταίο σύν-
δεσμο Ai,NAi , για κάθε i ∈ INR . Η αρίθμηση των υpiόλοιpiων συνδέσμων είναι τέτοια
ώστε το σώμα του συνδέσμου Ai,j+1 να μpiορεί να piεριστρέφεται/μετατοpiίζεται ως piρος
την κοινή άρθρωση με τον σύνδεσμο Ai,j. Για κάθε βραχίονα Ai, θα χρησιμοpiοιούμε
το qi,j και Dqi,j για να δηλώσουμε την κατάσταση και εύρος, αντίστοιχα, του j βαθμού
ελευθερίας, piου αντιστοιχεί στην άρθρωση μεταξύ των συνδέσμων Ai,j και Ai,j+1, για
κάθε j ∈ INAi−1 και i ∈ INR i. Σημειώνουμε ότι κάθε εύρος Dqi,j είναι ένα υpiοσύνολο
είτε του R ή του S1. Το εpiαυξημένο διάνυσμα κατάστασης zi του ρομpiότ Ri ορίζεται
ως:
zi ,
î
pTi , θi, q
T
i
óT
όpiου qi είναι το διάνυσμα των καταστάσεων των αρθρώσεων του Ai, για κάθε i ∈ INR .
Παρομοίως, για κάθε i ∈ INR και j ∈ INAi , έστω FAi,j ένα σωματόδετο piλαίσιο εντός
του Ai,j. Εpiιpiλέον, τοpiοθετούμε αυθαίρετο piλαίσιο FEi στα σημείο εpiαφής μεταξύ του
τελικού στοιχείου δράσης του βραχίονα Ai και του αντικειμένου L. Υpiοθέτουμε ότι α)
η αρχή των αξόνων του FAi,j+1 βρίσκεται στον άξονα piεριστροφής της άρθρωσης j, και
β) η αρχή των αξόνων του FEi συμpiίpiτει με το αντίστοιχο σημείο εpiαφής (Φιγυρε 5.3).
Αναφορικά με την ευθεία κινηματική κάθε ρομpiότ, θα χρησιμοpiοιούμε το T Bi
(
p, θ
)
για να δηλώσουμε των μετασχηματισμό αpiό το FBi στο FW όταν το ρομpiότ είναι τοpiοθε-
τημένο στο p με piροσανατολισμό θ, δλδ. {W}{W}P{Bi} = p και
{W}
{Bi}R = R (θ). ΄Εστω T Ai
(
qi
)
η ευθεία κινηματική του βραχίονα Ai, δλδ. T Ai
(
qi
)
, {Ai,1}{Ei}T . Καθώς ο βραχίονας είναι
σταθερά τοpiοθετημένος στην βάση, υpiάρχει ομογενής μετασχηματισμός T Bi ,Ai μεταξύ
της βάσης Bi και του piρώτου συνδέσμου Ai,1 του βραχίονα, δλδ. T Bi ,Ai ,
{Bi}
{Ai,1}T . Η
ευθεία κινηματική T Ri
(
p, θ, q
)
του ρομpiότ Ri δίνεται αpiό:
T Ri
(
p, θ, q
)
, T Bi
(
p, θ
) · T Bi ,Ai · T Ai (q) .
Τέλος, για κάθε i ∈ INR , θα χρησιμοpiοιούμε το JRi και JAi για να δηλώσουμε την
Ιακωβιανή του ρομpiότ Ri και του βραχίονα Ai, δλδ.:[{W}
{W}P˙{Ei}
{W}
{W}Ω{Ei}
]
= JRi (zi) · zi
και [{Bi}
{Bi}P˙{Ei}
{Bi}
{Bi}Ω{Ei}
]
= JAi
(
qi
) · q˙i
όpiου Ω{Ei} είναι η γωνιακή ταχύτητα του τελικού στοιχείου δράσης Ai,E.
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Δυναμική Κινούμενων Βραχιόνων
Η δυναμική κάθε ρομpiότ Ri, i ∈ INR υpiόκειται στο καθιερωμένο μοντέλο Euler-
Lagrange, δλδ.:
MRi (zi) · z¨i + CRi (zi, z˙i) · z˙i + GRi (zi) = τm,i −
(JRi (zi))T · τe,i (65)
όpiου MRi , CRi , GRi ∈ R(3+NAi )×(3+NAi ) είναι τα μητρώα μάζας, κοριόλης και βαρύτητας,
τm,i ∈ R(3+NAi ) είναι η ροpiή piου ασκούν οι εpiενεργητές του ρομpiότ, και τe,i ∈ R3 είναι
η ροpiή piου ασκείται αpiό το ρομpiότ στο αντικείμενο L μεσω του τελικού στοιχείου
δράσης.
Σχήμα Ελέγχου
Για την αντιμετώpiιση του piαραpiάνω piροβλήματος, σχεδιάζουμε ένα υβριδικό σχήμα ε-
λέγχου, το οpiοίο αpiοτελείται αpiό:
αʹ) έναν αλγόριθμο υψηλού εpiιpiέδου ο οpiοίος δεδομένης αρχικής διαμόρφωσης qL,init
και τελικής διαμόρφωσης qL,goal, μpiορεί να μpiορεί να υpiολογίσει μια ακολουθία
ενδιάμεσων στόχων για το ρομpiοτικό σύστημα, αν υpiάρχει λύση στο piαραpiάνω
piρόβλημα, ή να καθορίσει ανυpiαρξία λύσης, και
βʹ) έναν ελεγκτή χαμηλού εpiιpiέδου ο οpiοίος χρησιμοpiοιεί κατάλληλους μετασχημα-
τισμούς του χώρου εργασίας piροκειμένου να οδηγήσει το αντικείμενο και τους
κινούμενους βραχίονες αpiό κάθε κελί στην εpiόμενο αpiοφεύγοντας συγκρούσεις με
τα φυσικά εμpiόδια του χώρου εργασίας.
Πιο συγκεκριμένα, ο ελεγκτής υψηλού εpiιpiέδου κατασκευάζει μία διαμέριση του χώρου
διαμόρφωσης του συστήματος σε κελιά υpiοδιαιρώντας τα διαστήματα των βαθμών ε-
λευθερίας του ρομpiοτικού συστήματος μέχρι να βρεθεί μια αλληλουχία συνδεδεμένων
κελιών piου piεριέχει τις qL,init και qL,goal (εάν υpiάρχει). Στην συνέχεια, για κάθε κελί,
υpiολογίζονται κατάλληλες piροσωρινές εpiιθυμητές θέσεις pL και piροσανατολισμοί θL και
κατάλληλοι νόμοι ελέγχου χρησιμοpiοιούνται για την κίνηση του συστήματος.
Αpiοσύνθεση του Χώρου Διαμόρφωσης
Σε αυτή την υpiοενότητα, piαρουσιάζουμε το ιεραρχικό σχήμα αpiοσύνθεσης σε κελιά piου
θα χρησιμοpiοιηθεί για το σχεδιασμό μιας σειράς αpiό υψηλού εpiιpiέδου, εφικτές εντολές
piου ορίζουν ένα ‘μονοpiάτι’ piου οδηγεί στην εpiιθυμητή διαμόρφωση. Πριν piροχωρήσουμε
piαρακάτω, piρώτα θα ρίξουμε μια piιο piροσεκτική ματιά στον χώρο διαμόρφωσης C του
ρομpiοτικού συστήματος. Σε αυτή την υpiοενότητα, θα μοντελοpiοιήσουμε το ρομpiοτική
σύστημα ως ένα ενιαίο εικονικό ρομpiότ R piου αpiοτελείται αpiό NR = 1 + ∑i∈INR NAi
συνδέσμους, piου αντιστοιχούν στο αντικείμενο L, στην κινούμενη βάση Bi και στους
συνδέσμους Ai,j κάθε κινούμενου βραχίονα Ri, για κάθε j ∈ INAi και i ∈ INR .
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Ξεκινάμε piαρατηρώντας ότι οι σύνδεσμοι του R σχηματίζουν ένα δένδρο T(n, e),
όpiου n είναι το σύνολο των κόμβων και e ⊂ n× n είναι το σύνολο των ακμών μεταξύ
των κόμβων. Θα χρησιμοpiοιούμε το Ri για να δηλώσουμε τον i σύνδεσμο του R. Μία
ακμή (i, j) ∈ e συνεpiάγεται ότι ο j κόμβος μpiορεί να κινηθεί σε σχέση με τον i κόμβο
γύρω αpiό το σημείο Pi,j. Εpiιpiλέον, δεδομένου i ∈ INR , θα χρησιμοpiοιούμε το nic για να
δηλώσουμε τα piαιδιά του κόμβου Ri, δλδ. το σύνολο των κόμβων Rj piου (i, j) ∈ e, για
κάθε j ∈ INR . Εpiίσης, το nip δηλώνει τον γονέα Rj του Ri, δλδ. το μοναδικό σύνδεσμο
για τον οpiοίο ισχύει (j, i) ∈ e, εάν υpiάρχει. Αναλόγως, ορίζουμε τα nid και nia ως τα
σύνολο αpiό αpiογόνους και piρογόνους, αντίστοιχα, του κόμβου Ri. Χωρίς βλάβη της
γενικότητας, εpiιλέγουμε αρίθμηση τέτοια ώστε ο piρώτος κόμβος του R (δλδ. η ρίζα
του T), να αντιστοιχεί στο αντικείμενο L. Για χάρη αpiλότητας, θα χρησιμοpiοιούμε το
FRi , i ∈ INR για να δηλώσουμε το σωματόδετο piλαίσιο κάθε συνδέσμου του R και θα
αναφερόμαστε στις αρχές των αξόνων ως σημεία αναφοράς. ΄Εστω pR ,
[
xR, yR
]T ∈ R2
και θR ∈ Dθ ⊆ S1 η σχετική θέση του σημείου αναφοράς του ρομpiοτικού συστήματος και
ο σχετικός piροσανατολισμός του piλαισίου του FR0 ως piρος το piλαίσιο FW , αντίστοιχα.
Ορίζουμε τα qi και Dqi , i ∈ INq , ως τον βαθμό ελευθερίας και το εύρος τιμών
αυτού piου αντιστοιχεί στην άρθρωση μεταξύ του συνδέσμου i και του γονέα του, όpiου
Nq , ∑j∈INR (NAj − 1), Χωρίς αpiώλεια της γενικότητας, αφού κάθε σύνδεσμος piέρα αpiό
τη ρίζα έχει ακριβώς ένα γονέα, υpiοθέτουμε ότι το σημείο piεριστροφής Pi,j συμpiίpiτει
με την αρχή των αξόνων του FRj . Εpiιpiλέον, θεωρώντας τον piροσανατολισμό θL του
αντικειμένου ως εικονική άρθρωση, το διάνυσμα κατάστασης z του εικονικού ρομpiοτικού
συστήματος R ορίζεται ως:
z , [pTR, θR, qT]T = [pTR, qT]T
όpiου q , [qi]i∈I?Nq , είναι το στοιβαγμένο διάνυσμα κατάστασης των εικονικών αρθρώσεων
με q0 , θR και qi , qi για κάθε i ∈ INq .
Εξετάζουμε τώρα το αpiοτύpiωμα του ρομpiοτικού συστήματος ενώ αυτό κινείται μέσα
στον χώρο εργασίας. Παρατηρούμε ότι, για κάθε i ∈ INR , το αpiοτύpiωμα του κάθε συν-
δέσμουRi, δλδ. η εpiιφάνεια piου καταλαμβάνει σε δεδομένη διαμόρφωση, καθορίζεται αpiό
την θέση του σημείου piεριστροφής και τις καταστάσεις των (εικονικών) αρθρώσεων. Θα
χρησιμοpiοιούμε το Ri
(
p, q
)
για να δηλώσουμε το αpiοτύpiωμα όταν το σημείο piεριστρο-
φής βρίσκεται στο p και οι καταστάσεις των αρθρώσεων είναι q. Παρατηρούμε εpiίσης
ότι, ενώ κάθε σύνδεσμος μpiορεί να κινηθεί ως piρος το σημείο piεριστροφής, οpiοιαδήpiοτε
κίνηση αυτού μεταφέρεται και στα piαιδιά του, piροκαλώντας μετατόpiιση και/ή piεριστροφή
κάθε ενός αpiό τους αpiογόνους nid αυτού. Ως εκ τούτου, το αpiοτύpiωμα του συνδέσμου
Ri μpiορεί να οριστεί σε σχέση με την τρέχουσα θέση pR του ρομpiοτικού συστήματος
και της κατάστασης της (εικονικής) άρθρωσης του κάθε Rj piου ανήκει στους piρογόνους
nia. Παρατηρώντας ότι το αpiοτύpiωμα R (z) του ρομpiοτικού συστήματος σε δεδομένη
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διαμόρφωση z είναι αpiλό η ένωση των αpiοτυpiωμάτων των εpiιμέρους συνδέσμων, δλδ.:
R
(
pR, q
)
,
⋃
i∈INR
Ri
Ä
pR, [qj]Tj∈nia∪i
ä
(66)
μpiορούμε να ορίσουμε το σύνολο των αpiοδεκτών διαμορφώσεων του piροβλήματός μας.
Για χάρη συντομίας, το R (q) θα χρησιμοpiοιείται αντί του R (0, q) όpiου θεωρείται piρο-
τιμότερο. Παρατηρώντας ότι ο χώρος διαμόρφωσης C του ρομpiοτικού συστήματος είναι
μία piολλαpiλότητα διφεομορφική στο R2 × S1 ×Dq1 × . . .DqNq . και ανακαλώντας ότι
ούτε το αντικείμενο L ούτε τα ρομpiότ Ri, i ∈ INR εpiιτρέpiεται να τέμνουν το σύνορο
∂W, το σύνολο C f διαμορφώσεων χωρίς συγκρούσεις δίδεται αpiό:
C f = {z | W ∩R (z) = ∅ και z ∈ C} . (67)
Τέλος, ορίζουμε Co , C \ C f .
Τώρα, για να σχεδιάσουμε ένα συνεχές ‘μονοpiάτι’ εντός του C f piου συνδέει τις
διαμορφώσεις qL,init και qL,goal, εpiεκτείνουμε την μεθοδολογία piου piαρουσιάστηκε σε
piροηγούμενο κεφάλαιο για ένα piολυγωνικό ρομpiότ. Πιο συγκεκριμένα, σχεδιάζοντας
ένα κατάλληλο κάλυμμα του ελεύθερου χώρου διαμόρφωσης υpiοδιαιρώντας αναδρομικά
τα εύρη τιμών των q, ο στόχος μας είναι να κατασκευάσουμε μία ιεραρχική διαμέριση
του C f . Για κάθε έμμεσα ορισμένο κελί, υpiολογίζουμε μία κατάλληλη υpiερ- και υpiό-
piροσέγγιση αυτού, με αpiλούστερο σχήμα, τα οpiοία χρησιμοpiοιούνται για την καθοδήγη-
ση της εξερεύνησης του χώρου διαμόρφωσης καθώς και για τον σχεδιασμός ενός piλάνου
υψηλού εpiιpiέδου piου θα οδηγήσει το ρομpiοτικό σύστημα στον piροορισμό του. Με αυτό
τον στόχο, piρώτα θεωρούμε το piεδίο ορισμού Dqi της κατάστασης qi, με i ∈ I?Nq . Θα
αναφερόμαστε σε σύνολα της μορφής Sqi[qi1,qi2] ως αpiλά τμήματα της piαραμέτρου qi, όpiου
qi1, qi2 ∈ Dqi . Εpiίσης, ένα σύνολο Si = {Sqij | j ∈ INSi } piου αpiοτελείται αpiό NSi αpiλά
τμήματα της qi θα αpiοκαλείται κάλυμμα του Dqi εάν
Dqi =
⋃
j∈INSi
Sqij
για κάθε k, ` ∈ INSi με k 6= `. ΄Ενα σύνθετο τμήμα Ŝ ορίζεται ως ένα σύνολο αpiό αpiλά
τμήματα, δλδ. Ŝ = {Sqi | i ∈ I?Nq}. Αντιστοίχως, ένα σύνολο “S = {Si | i ∈ I?Nq} θα
λέγεται κάλυμμα του ελεύθερου χώρου διαμόρφωσης C f εάν κάθε Si είναι κάλυμμα του
Dqi . Σημειώνουμε ότι ένα κάλυμμα “S αντιστοιχεί σε μία διαμέριση του C f σε piεριοχές
CŜ =
¶
[pTR, q
T]T | pR ∈ W και q ∈ Ŝ
©
∩ C f , Ŝ ∈ “S (68)
κάθε μία αpiό τις οpiοίες αpiοτελείται αpiό NŜ ≥ 0 αpiομονωμένα υpiοσύνολα CˆŜ ,i, i ∈ INCŜ .
Παρατηρούμε ότι δύο κελιά CˆŜi ανδ CˆŜj είναι συνδεδεμένα εάν Ŝi, Ŝj είναι γειτονικά και
οι piροβολές των CˆŜi , CˆŜj στο εpiίpiεδο τέμνονται. Θυμόμαστε ότι δύο διαφορετικά αpiλά
τμήματα Sqki και Sqkj είναι γειτονικά εάν η τομή τους Sqki ∩ Sqkj είναι μη-κενή, ενώ δύο
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σύνθετα τμήματα Ŝi = {Sqki | k ∈ I?Nq}, και Ŝj = {S
qk
j | k ∈ I?Nq}, λέγονται γειτονικά
εάν Sqki , Sqkj είναι γειτονικά, για κάθε k ∈ I?Nq .
Για να αpiοφύγουμε τον άμεσο υpiολογισμό του σχήματος ενός κελιού, ορίζουμε
κατάλληλες υpiερ- και υpiο-piροσεγγίσεις αυτού. Για την κατασκευή αυτών των piροσεγ-
γίσεων του συνόλου των ελεύθερων διαμορφώσεων piου αντιστοιχεί στο σύνθετο τμήμα
Ŝ = {Sqi | i ∈ I?Nq}, piρώτα υpiολογίζουμε μία υpiερ-piροσέγγιση R
Ä
Ŝ
ä
και μία υpiο-
piροσέγγιση R
Ä
Ŝ
ä
του αpiοτυpiώματος του ρομpiοτικού συστήματος ως εξής:
R
Ä
Ŝ
ä
=
⋃
q∈IŜ
R (q)
R
Ä
Ŝ
ä
=
⋂
q∈IŜ
R (q)
(69)
όpiου
IŜ = Sq0 × Sq1 × · · · × Sq . (70)
΄Ενα piαράδειγμα τέτοιων piροσεγγίσεων για ρομpiοτικό σύστημα δύο συνδέσμων φαίνε-
ται στην Εικόνα 5.4. Η υpiερ-piροσέγγιση CŜ και υpiο-piροσέγγιση CŜ ενός δεδομένου
διαμερίσματος CŜ , υpiολογίζεται αpiό:
CŜ ,
¶
[pT, qT]T | p ∈ W Ŝ και q ∈ IŜ
©
CŜ ,
¶
[pT, qT]T | p ∈ W Ŝ και q ∈ IŜ
© (71)
όpiου
W Ŝ ,W 	R
Ä
Ŝ
ä
W Ŝ ,W 	R
Ä
Ŝ
ä (72)
με A	 B να δηλώνει την Minkowski διαφορά των συνόλων A και B, και IŜ = Sq0 ×
Sq1 × · · · × Sq . Προφανώς, κάθε ένα αpiό τα CŜ και CŜ αpiοτελούνται αpiό αpiομονωμένα
κελιά C Ŝ ,i, i ∈ INCŜ και C Ŝ ,i, i ∈ INCŜ , αντίστοιχα, piου piεριέχουν ή piεριέχονται αpiό τα
κελιά του CŜ .
Σε αυτό το σημείο, σημειώνουμε ότι η piροσέγγιση του C f βελτιώνεται καθώς υpiο-
διαιρείται ο χώρος διαμόρφωσης σε όλο και piερισσότερα κελιά. Ως εκ τούτου, εpiιλέγοντας
εpiαρκώς λεpiτή διαμέριση του C, μια αλληλουχία αpiό γειτονικές υpiο-piροσεγγίσεις piου
συνδέουν τις qL,init και qL,goal θα εμφανιστεί, υpiό την piροϋpiόθεση να υpiάρχει λύση εξ
αρχής. Αντί τις εpiιλογής αυθαίρετης, εpiαρκώς λεpiτής διαμέρισης, σχεδιάζουμε ένα piρο-
σαρμοστικό σχήμα υpiοδιαίρεσης piου χρησιμοpiοιεί υpiερ-piροσεγγίσεις για την εpiιλογή
του τμήματος piρος υpiοδιαίρεση σε κάθε βήμα. Πιο συγκεκριμένα, σχεδιάζουμε έναν αλ-
γόριθμο piου δεδομένου σύνθετου καλύμματος “S, piροσpiαθεί να βρει αλληλουχία Π αpiό
γειτονικές υpiερ-piροσεγγίσεις κελιών piου συνδέουν τις δεδομένες διαμορφώσεις. Αν αυτό
δεν είναι εφικτό, τότε ο αλγόριθμος piροσpiαθεί να ενώσει τις δύο διαμορφώσεις με μια αλ-
ληλουχία Π αpiό γειτονικές υpiερ-piροσεγγίσεις κελιών. Αν μια τέτοια διαδρομή υpiάρχει,
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τότε το τμήμα piου αντιστοιχεί σε κάpiοιο κελί του Π εpiιλέγεται βάσει κατάλληλου ευρι-
στικού κανόνα και υpiοδιαιρείται, εpiιστρέφοντας μια νέα διαμέριση του C f . Διαφορετικά,
δεν υpiάρχει λύση στο δεδομένο piρόβλημα και ο αλγόριθμος εpiιστρέφει. Εν συντομία:
1. Εάν υpiάρχει διαδρομή αpiό γειτονικές υpiο-piροσεγγίσεις κελιών piου piεριέχουν τις
qL,init και qL,goal, τότε το piρόβλημα μας εpiιδέχεται λύση.
2. Εάν υpiάρχει διαδρομή αpiό γειτονικές υpiερ-piροσεγγίσεις κελιών piου piεριέχουν τις
qL,init και qL,goal, τότε δεν είναι ξεκάθαρο ακόμα αν το piρόβλημα έχει λύση και
χρειάζεται piεραιτέρω εpiέκταση του “S.
3. Εάν δεν υpiάρχει διαδρομή αpiό γειτονικές υpiερ-piροσεγγίσεις κελιών piου piεριέχουν
τις qL,init και qL,goal, τότε το piρόβλημα μας δεν εpiιδέχεται λύση.
Ο piροτεινόμενος αλγόριθμος φαίνεται στο Αλγόριθμος 6.
Κατανεμημένος Νόμους Ελέγχου
Δεδομένου μονοpiατιού Π αpiό κελιά σχεδιάζουμε κατανεμημένο σχήμα ελέγχου για τα
ρομpiότ piου εγγυάται την ασφαλή μετάβαση αpiό κελί σε κελί μέχρι να φτάσουν τον τελικό
piροορισμό qL,goal. ΄Εστω C Ŝ κελί του Π και C Ŝ η piροβολή του στο εpiίpiεδο. Θυμόμαστε
ότι C Ŝ είναι μία υpiο-piροσέγγιση του ελεύθερου χώρου διαμόρφωσης, piου κατασκευάζεται
βάσει του W Ŝ , το οpiοίο συνεpiάγεται ότι, αν q ∈ Ŝ , τότε η pL μpiορεί να βρίσκεται
ασφαλώς σε οpiοιοδήpiοτε σημείο του C Ŝ . Εpiίσης, το C Ŝ είναι μη-κενή, συμpiαγής piεριοχή
τουR2 με αυθαίρετη συνδεσιμότητα και σχήμα. Ως εκ τούτου, μpiορούμε να αpiεμpiλέξουμε
του νόμους ελέγχου για: α) την θέση του αντικειμένου pL, β) τον piροσανατολισμό του
αντικειμένου θL, και γ) τις αρθρώσει qi κάθε ρομpiότ Ri, i ∈ INR .
Για κάθε ενδιάμεσο κελί του Π, υpiολογίζουμε σύνολα-στόχους για τα pL, θL και q
ξεχωριστά, αpiό της τομή του με το εpiόμενο κελί. Θεωρούμε ζεύγος διαδοχικών κελιών
C Ŝi και C Ŝj ιν Π. Αναφορικά με την θέση του αντικειμένου, αρκεί το pL να φτάσει στο
σύνολο
GpL
(
C Ŝi , C Ŝj
)
, C Ŝi ∩ C Ŝj . (73)
Αντίστοιχα, ο στόχος για τον piροσανατολισμό του αντικειμένου piροκύpiτει αpiό την τομή
των τμημάτων των Ŝi και Ŝj, δλδ.:
GθL
(
C Ŝi , C Ŝj
)
, Sq0i ∩ Sq0j . (74)
Τα σύνολα-στόχοι για του βαθμούς ελευθερίας κάθε ρομpiότ piροκύpiτουν με piαρόμοιο
τρόpiο. Συγκεκριμένα, έστω PAk
(C Ŝ) η piροβολή C Ŝ κατά τον άξονα του βαθμού ελευ-
θερίας του Ak. Προφανώς, PAk
(C Ŝ) ισούται με το γινόμενο των αpiλών τμημάτων Ŝ
piου αντιστοιχούν στο qk. ΄Ετσι, το αντίστοιχο σύνολο-στόχος του qk δίνεται αpiό
GAk
(
C Ŝi , C Ŝj
)
,PAk
Ä
C Ŝi
ä
∩PAk
(
C Ŝj
)
, ∀k ∈ INR . (75)
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Ως εκ τούτου, για την ασφαλή piλοήγηση του ρομpiοτικού συστήματος αpiό το C Ŝi
στο C Ŝj , piρέpiει να σχεδιαστούν ελεγκτές για του κινούμενους βραχίονες piου:
• διασφαλίζουν αναλλοίωτο του τρέχοντος κελιού, δλδ. pL ∈ PpL
Ä
C Ŝi
ä
, θL ∈ Sq0i
και qk ∈PAk
Ä
C Ŝi
ä
, ∀k ∈ INR , έως ότου η μετάβαση ολοκληρωθεί, και
• διασφαλίζουν σύγκλιση των καταστάσεων στα σύνολα-στόχους GpL
(
C Ŝi , C Ŝj
)
,
GθL
(
C Ŝi , C Ŝj
)
και GAk
(
C Ŝi , C Ŝj
)
, k ∈ INR .
Πριν συνεχίσουμε με τον ορισμό των piαραpiάνω νόμων ελέγχου, κάνουμε τις piαρα-
κάτω υpiοθέσεις για το σύστημά μας.
Υpiόθεση 1. Κάθε ρομpiότ Rk, k ∈ INR γνωρίζει ακριβώς δυναμικό μοντέλο αυτού και
του αντικειμένου, δλδ. τα ML, IL, PL,com και MRk , CRk , DRk , GRk θεωρούνται γνωστά.
Υpiόθεση 2. Κάθε ρομpiότ Rk, k ∈ INR γνωρίζει ακριβώς την κατάστασή του zk και την
τρέχουσα διαμόρφωση qL του αντικειμένου L.
Υpiόθεση 3. Το piλάνο του αλγορίθμου υψηλού εpiιpiέδου είναι διαθέσιμο σε όλα τα ρομpiότ.
Εpiίσης, κάθε ρομpiότ Rk, k ∈ INR μpiορεί να εpiικοινωνεί με τα υpiόλοιpiα μόνο για να
δηλώσει piως είναι έτοιμο να μεταβεί στο εpiόμενο κελί, δλδ. ότι pL ∈ GpL
(
C Ŝi , C Ŝj
)
,
θL ∈ GθL
(
C Ŝi , C Ŝj
)
και qk ∈ GAk
(
C Ŝi , C Ŝj
)
.
Υpiόθεση 4. Κάθε ρομpiότ Rk, k ∈ INR μpiορεί να ασκήσει ανεξάρτητα μια εpiιθυμη-
τή δύναμη και ροpiή μέσω του τελικού στοιχείου δράσης ενώ διατηρεί το qk εντός του
PAk
Ä
C Ŝi
ä
. Εpiίσης, ο κάτω διαγώνιος υpiο-piίνακας NAk − 1×NAk − 1 του
(
MRk
)−1 ÄI− (JRk (zk))† · JRk (zk)ä
είναι μη-ιδιόμορφος.
Θέση του Αντικειμένου
Πρώτα, σχεδιάζουμε κατάλληλο διανυσματικό piεδίο για την σύγκλιση της θέσης του
αντικειμένου pL στο GpL
(
C Ŝi , C Ŝj
)
. Για αυτόν τον λόγο, κατασκευάζουμε έναν μετα-
σχηματισμό Ti του FpL
(
C Ŝi , C Ŝj
)
, PpL
Ä
C Ŝi
ä
\ GpL
(
C Ŝi , C Ŝj
)
στον μοναδιαίο δίσκο
και αpiεικονίζουμε την piεριοχή του GpL
(
C Ŝi , C Ŝj
)
σε ένα σημείο, χρησιμοpiοιώντας την
διαδικασία piου piεριγράφεται στην Υpiοενότητα 3.3.3. Ο piαρακάτω νόμος ελέγχου για
την γραμμική ταχύτητα θα οδηγούσε ασφαλώς το αντικείμενο στο σύνολο-στόχο αpiό
σχεδόν κάθε αρχική διαμόρφωση:
v[i]pL
(
pL
)
,
(
JTi (pL)
)−1 · Äq[i]L,d − q[i]L ä (76)
όpiου JTi είναι η Ιακωβιανή του Ti. Για να σχεδιάσουμε την εpiιθυμητή δύναμη piου piρέpiει
να ασκηθεί στου αντικείμενο αpiό τα ρομpiότ, χρησιμοpiοιούμε την μεθοδολογία piου piα-
ρουσιάστηκε στην εργασία [2] η οpiοία μας εpiιτρέpiει να εpiεκτείνουμε ασφαλώς το διανυ-
σματικό piεδίο Εξίσωση 76 στο δυναμικό σύστημα δεύτερης τάξης. Πιο συγκεκριμένα, η
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εpiιθυμητή δύναμη piροκύpiτει αpiό:
τdesL,p = −ML ·
Ä
K[i]pL ·
Ä
pL − p[i]L,G
ä
+ ζ[i]pL · p˙L
ä
p˙[i]L,G = K
[i]
pL,G ·
v[i]pL
Ä
p[i]L,G
ä
‖v[i]pL
Ä
p[i]L,G
ä
‖
·min
Å
‖v[i]pL
Ä
p[i]L,G
ä
‖,
√
∆E[i]pL
Ä
pL, p[i]L,G
ä
/K[i]pL
ã (77)
όpiου
∆E[i]pL(pL, p
[i]
L,G) , K[i]pL · d
(
p[i]L,G, ∂FpL
(
C Ŝi , C Ŝj
))
− E[i]pL(pL, p[i]L,G) (78)
E[i]pL(pL, p
[i]
L,G) ,
1
2
·
(
‖ p˙L‖2 + K[i]pL · ‖pL − p[i]L,G‖
2)
(79)
το p[i]L,G είναι η (εικονική) κατάσταση του κυβερνήτη αναφοράς, το d (x,X ) είναι η α-
piόσταση του x αpiό το σύνολο X , τα K[i]pL , K[i]pL,G είναι θετικές σταθερές και το ζ
[i]
pL είναι
μια σταθερά εικονικής αpiόσβεσης.
Προσανατολισμός του Αντικειμένου
Για να οδηγήσουμε τον piροσανατολισμό θL στο αντίστοιχο σύνολο-στόχο GθL
(
C Ŝi , C Ŝj
)
ενώ εξασφαλίζουμε ότι piαραμένει εντός του Sq0i =
î
θ[i]l , θ
[i]
l
ó
, σχεδιάζουμε εpiιθυμητή ρο-
piή τL,θ βάσει της μεθοδολογίας έλεγχου piροδιαγεγραμμένης αpiόκρισης. Υpiοθέτουμε ότι
το GθL
(
C Ŝi , C Ŝj
)
είναι της μορφής
î
θ[i]l,G, θ
[i]
u,G
ó
, το οpiοίο μpiορεί να εξασφαλιστεί σχεδι-
άζοντας το σχήμα διαμέρισης του χώρου διαμόρφωσης έτσι ώστε τα σύνθετα τμήματα να
αλληλεpiικαλύpiτονται. Ορίζουμε τώρα τις piαρακάτω συναρτήσεις αpiόκρισης
ρ[i]
θL
(t) , θ[i]l,G +
Ä
θ[i]l − θ[i]l,G
ä
· e−λθL ·t
ρ[i]θL(t) , θ
[i]
u,G +
Ä
θ[i]l − θ[i]u,G
ä
· e−λθL ·t
(80)
όpiου t είναι ο χρόνος και λθL είναι θετική σταθερά. Ο αντίστοιχος νόμος ελέγχου δίνεται
αpiό:
τdesL,θ = IL ·
Ñ
−K[i]θL,2 ·
Ä
θ˙L − v[i]θL
ä
+ v˙[i]θL − a
[i]
θL · ln
Ñ
θL − ρ[i]θL
ρ[i]θL − θL
éé
(81)
v[i]θL ,
b[i]θL − K
[i]
θL,1 · ln
Ç
θL−ρ[i]θL
ρ[i]θL−θL
å
a[i]θL
(82)
a[i]θL ,
1
θL − ρ[i]θL
+
1
ρ[i]θL − θL
b[i]θL ,
ρ˙[i]
θL
θL − ρ[i]θL
+
ρ˙
[i]
θL
ρ[i]θL − θL
(83)
με K[i]θL,1 και K
[i]
θL,2 θετικές σταθερές.
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Κινούμενοι Ρομpiοτικοί Βραχίονες
Θεωρώντας τώρα το σχήμα ελέγχου των κινούμενων βραχιόνων, τονίζουμε ότι, λόγω των
Ασσυμpiτιον 1 και Ασσυμpiτιον 2 και υpiοθέτοντας μια κοινή piολιτική αρχικοpiοίησης των
εικονικών καταστάσεων των κυβερνητών αναφοράς, κάθε ρομpiότ μpiορεί να υpiολογίσει
την εpiιθυμητή συνολική δύναμη τL,p και ροpiή τL,θ piου piρέpiει να ασκηθεί στο αντικείμενο.
΄Ετσι, κάθε ρομpiότ Rk, k ∈ INR αρκεί να ασκήσει στο αντικείμενο:
τe,k =
1
NR
·
[
τL,p
τL,θ −
(
τL,p
)T · {Ek}P⊥L,com
]
(84)
όpiου {Ek}P
⊥
L,com = R
(
pi
2
) · R (θL) · {Ek}PL,com με {Ek}PL,com η θέση του κέντρου μάζας
του αντικειμένου ως piρος το σημείο εpiαφής με τον βραχίονα Ak. Εpiιpiλέον, κάθε ρο-
μpiότ piρέpiει να διασφαλίσει ότι qk ∈ PAk
Ä
C Ŝi
ä
ενώ οδηγεί τις καταστάσεις qk στο
GAk
(
C Ŝi , C Ŝj
)
. Για αυτόν τον λόγο, σχεδιάζουμε μία δύναμη στο μηδενοχώρο της JRk
piου εξασφαλίζει τις piαραpiάνω piροδιαγραφές χωρίς να εpiηρεάζει την δύναμη piου ασκείται
στο αντικείμενο. Θυμόμαστε ότι η δυναμική του κινούμενου βραχίονα Rk είναι:
MRk (zk) · z¨k + CRk (zk, z˙k) · z˙k + GRk (zk) = τm,k −
(JRk (zk))T · τe,k (85)
Υpiοθέτοντας γνωστές δυναμικές piαραμέτρους και κατάσταση, σχεδιάζουμε
τm,k = CRk (zk, z˙k) · z˙k + GRk (zk) + τm,k,1 +
Ä
I− (JRk (zk))† · JRk (zk)ä · τm,k,2 (86)
όpiου τm,k,1 και τm,k,2 είναι νέες εικονικές είσοδοι piου θα οριστούν piαρακάτω και
(JRk)†
δηλώνει τον ψευδό-αντίστροφο του JRk . Αντικαθιστώντας την piαραpiάνω σχέση στην
Εξίσωση 85 δίνει:
MRk (zk) · z¨k = τm,k,1 +
Ä
I− (JRk (zk))† · JRk (zk)ä · τm,k,2 − (JRk (zk))T · τe,k (87)
Θεωρούμε τώρα το piαραpiάνω δυναμικό μοντέλο στον χώρο εργασίας:
M′Rk ·
[
p¨Ek
θ¨Ek
]
+ C′Rk ·
[
p˙Ek
θ˙Ek
]
=
Ä
J TRk
ä† · τm,k,1 − τe,k (88)
όpiου p¨Ek και θ¨Ek είναι η θέση και ο piροσανατολισμός του σημείου εpiαφής του τελικού
στοιχείου δράσης και
M′Rk =
Ä
J TRk
ä† ·MRk · (JRk)†
C′Rk = −
Ä
J TRk
ä† ·MRk · (JRk)† · J˙Rk · (JRk)† . (89)
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΄Εστω
î
pTEk θEk
óT
= TL,Ek
(
pL, θL
)
ο μετασχηματισμός μεταξύ των θέσεων και piροσα-
νατολισμών των αντίστοιχων σημείων. Ισχύει ότι[
p˙Ek
θ˙Ek
]
= JL,Ek
(
pL, θL
) · [p˙L
θ˙L
]
(90)
[
p¨Ek
θ¨Ek
]
= JL,Ek
(
pL, θL
) · [p¨L
θ¨L
]
+ J˙L,Ek
(
pL, θL
) · [p˙L
θ˙L
]
(91)
με το JL,Ek να δηλώνει την Ιακωβιανή του μετασχηματισμού. Εpiομένως, η Εξίσωση 88
μpiορεί να γραφτεί ως piρος την κατάσταση του αντικειμένου ως εξής:
M′′Rk ·
[
p¨L
θ¨L
]
+ C′′Rk ·
[
p˙L
θ˙L
]
=
Ä
J TRk
ä† · τm,k,1 − τe,k (92)
με
M′′Rk = M
′
R· JL,Ek
C′′Rk = C
′
Rk · JL,Ek + M′Rk · J˙L,Ek .
(93)
Παρατηρούμε ότι εpiιτυγχάνοντας την εpiιθυμητή συμpiεριφορά, δλδ. το αντικείμενο
να υpiακούει την δυναμική piου piροδιαγράφουν οι Εξίσωση 77 και Εξίσωση 81 ενώ το
φορτίο κατανέμεται εξίσου στα ρομpiότ, ισοδυναμεί με
τe,k =
1
NR
[
ML · p¨L
IL · θ¨L −ML ·
(
p¨L
)T · {Ek}P⊥L,com
]
=
1
NR
ML,Ek ·
[
p¨L
θ¨L
]
(94)
όpiου ML,Ek είναι το μέρος της αδράνειας του αντικειμένου piου αντιλαμβάνεται το ρομpiότ
Rk. Αντικαθιστώντας την piαραpiάνω σχέση στην Εξίσωση 88 δίνειÅ
M′′Rk +
1
NR
·ML,Ek
ã
·
[
p¨L
θ¨L
]
+ C′′Rk ·
[
p˙L
θ˙L
]
=
Ä
J TRk
ä† · τm,k,1. (95)
Εpiομένως, αρκεί να εpiιλέξουμε
τm,k,1 , JRk ·
(Å
M′′Rk +
1
NR
·ML,Ek
ã
·
[
τdesL,p/ML
τdesL,θ/IL
]
+ C′′Rk ·
[
p˙L
θ˙L
])
(96)
υpiοθέτοντας ότι εφοδιάζουμε τα NR ρομpiότ με τον ίδιο νόμο ελέγχου.
Θεωρώντας ξανά την Εξίσωση 87, θα σχεδιάσουμε τώρα το τm,k,2 κατάλληλα έτσι
ώστε να ικανοpiοιούνται οι piροδιαγραφές των γωνιών των αρθρώσεων του βραχίονα.
Θυμόμαστε ότι η piροβολή του τm,k,2 ως piρος το I −
(JRk (zk))† · JRk (zk) δεν εpiιδρά
στην δύναμη και ροpiή piου ασκείται στο αντικείμενο. ΄Εστω, λοιpiόν, LA,k, LB,k, LC,k,
LD,k piίνακες τέτοιοι ώστε LA,k ∈ R3×3 και
Lk , M−1Rk ·
Ä
I− (JRk (zk))† · JRk (zk)ä = [LA,k LB,kLC,k LD,k] . (97)
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Καθώς το LD,k θεωρείται αντιστρέψιμο βάσει της Υpiόθεση 4, χρησιμοpiοιούμε την μεθο-
δολογία ελέγχου piροδιαγεγραμμένης αpiόδοσης μαζί με backstepping για να σχεδιάσουμε
το τm,k,2 ως εξής:
τm,k,2 ,

0
0
0(
LD,k
)−1 · vk,B
 (98)
όpiου
vk,B ,

− (q˙k,1 − vk,b,1)+ v˙k,b,1 − aqk,1 · lnÅ qk,1−ρqk,1ρqk,1−qk,1ã
− (q˙k,1 − vk,b,1)+ v˙k,b,2 − aqk,2 · lnÅ qk,2−ρqk,2ρqk,2−qk,2ã
...
−
Ä
q˙k,NAk−1 − vk,b,NAk−1
ä
+ v˙k,b,NAk−1 − aqk,NAk−1 · ln
( qk,NAk−1−ρqk,NAk−1
ρqk,NAk−1
−qk,NAk−1
)

(99)
vk,b,` ,
bqk,` − ln
Å qk,`−ρqk,`
ρqk,`
−qk,`
ã
aqk,`
(100)
aqk,l ,
1
qk,l − ρqk,l
+
1
ρqk,l − qk,l
bqk,l ,
ρ˙
qk,l
qk,l − ρqk,l
+
ρ˙qk,l
ρqk,l − qk,l
(101)
είναι ο νόμος ελέγχου αναφοράς της ταχύτητας, ρ
qk,`
και ρqk,` είναι συναρτήσεις αpiόδοσης
οι οpiοίες αλλάζουν ομαλά αpiό το PAk
Ä
C Ŝi
ä
στο GAk
(
C Ŝi , C Ŝj
)
, και ορίζονται ως
ρ
qk,`
(t) , qG,k,` +
Ä
qk,` − qG,k,`
ä
· e−λq·t
ρqk,`(t) , qG,k,` +
(
q
k,`
− q
G,k,`
)
· e−λq·t
(102)
με qk,`, qk,` και qG,k,`, qG,k,` τα κάτω και άνω φράγματα των γωνιών των αρθρώσεων του
Ak piου αναλογούν στο PAk
Ä
C Ŝi
ä
και GAk
(
C Ŝi , C Ŝj
)
αντίστοιχα.
Αpiοτελέσματα Προσομοιώσεων
Για να δείξουμε την αpiοτελεσματικότητα του piροτεινόμενου σχήματος ελέγχου, θεωρο-
ύμε ρομpiοτικό σύστημα αpiό δύο κινούμενους βραχίονες piου κρατάνε ένα ορθογωνικό
αντικείμενο, όpiως φαίνεται στη Εικόνα 5.3, piου λειτουργεί εντός του χώρου εργασίας
piου αpiεικονίζεται στην Εικόνα 5.5. Το ρομpiοτικό σύστημα αρχικοpiοιήθηκε με διαμόρ-
φωση qL,init = [0.9, 2, 1.57]T και q1,1 = q2,1 = 0 ενώ η τελική εpiιθυμητή διαμόρφωση
του αντικειμένου ορίστηκε ως qL,goal = [5, 8, 4.663]T. Τα τμήματα των κελιών piου
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υpiολογίστηκαν αpiό τον αλγόριθμο φαίνονται στον Πίνακας 5.1, ενώ οι piαράμετροι ε-
λέγχου piου εpiιλέχθηκαν δίνονται στον Πίνακας 5.2. Η Εικόνα 5.6 δείχνει την τροχιά
του ρομpiοτικού συστήματος υpiό τον piροτεινόμενο νόμο ελέγχου, ενώ διαγράμματα της
θέσης και piροσανατολισμού του αντικειμένου και των ταχυτήτων αυτών, φαίνονται στις
Εικόνα 5.7, Εικόνα 5.8, Εικόνα 5.9, Εικόνα 5.10, αντίστοιχα. Εpiιpiλέον, η Εικόνα 5.13
και η Εικόνα 5.13 δείχνουν την εξέλιξη των αρθρώσεων των δύο βραχιόνων, καθώς και τα
υpiολογισμένα κάτω και άνω όρια piου αντιστοιχούν σε κάθε κελί. Η συνολική δύναμη και
ροpiή piου ασκήθηκε στο αντικείμενο φαίνεται στις Εικόνα 5.11 και Εικόνα 5.12, αντίστοι-
χα. Αpiό τα piαραpiάνω διαγράμματα, μpiορεί κανείς να εpiιβεβαιώσει ότι το ρομpiοτικό
σύστημα συνέκλινε εpiιτυχώς στην εpiιθυμητή διαμόρφωση διατηρώντας τις piροδιαγραφές
των θL, q1,1, q2,1.
