Introduction
In this note we aim at a characterisation of the discretisation of viscous dissipation which allows to distinguish 'physical' (also frequently called 'molecular', or 'resolved') from 'numerical' dissipation in DG-discretised incompressible flow simulations.
Let us consider an incompressible Navier-Stokes problem without acting outer forcing terms, i.e. without any additional volume forces, and periodic or no-stress boundary conditions. Given a physical domain Ω ⊂ R d , the strong form of such a problem, equipped with a suitable initial condition u 0 : Ω → R d , reads
Here, u : (0, T ) × Ω → R d indicates the velocity field, p : (0, T ) × Ω → R is the (zero-mean) kinematic pressure, and the underlying fluid is assumed to be Newtonian with kinematic viscosity 0 < ν 1. We are especially interested in the situation where the corresponding Reynolds number is large enough such that a turbulent flow is expected and its approximation is performed in a strongly under-resolved setting.
For a finite element (FE) pair V h /Q h for velocity/pressure, and assuming that the simulation is performed up to the time instance T > 0, a typical DG scheme (in primal form) for discretising (1) is written as follows:
Find (u h , p h ) : (0, T ] → V h × Q h with u h (0) = u 0h s.t., ∀ (v h , q h ) ∈ V h × Q h ,
The bilinear form a h treats the viscosity effects, c h the nonlinear convection term, b h connects pressure and incompressibility condition and j h is a possible additional stabilisation and/or turbulence model [9, 6] . In this note we will focus on the viscous term a h .
Physical and numerical dissipation
Testing (2) symmetrically with (v h , q h ) = (u h , p h ) in (2) leads to the discrete kinetic energy balance
whereas on the continuous level, the counterpart for the exact solution u is
Hence, the only physical dissipation process present in the original Navier-Stokes model is due to viscosity. Therefore, in our opinion, every additional energy-dissipating (or even energy-producing) mechanism, which is frequently incorporated in c h and j h , has to be characterised as an artificial (numerical) contribution.
The purpose of this contribution can be explained compactly as follows: We want to distinguish physical and numerical viscous dissipation in a h and aim for an additive decomposition a h = a phy h + a num h where both quantities a phy h and a num h are non-negative (possibly zero) in order to justify the term 'dissipation'. In the DG literature, denoting by ∇ h the broken, i.e. element-wise gradient, the choice a
can be found most frequently (see, e.g. [5] ). We will demonstrate that this definition can be misleading when an under-resolved simulation is performed, and propose an alternative for a large class of DG methods.
To introduce a mathematically rigorous notion of viscous dissipation processes, let a phy h denote the nonnegative part in the discretisation of the viscous term that represents physical dissipation, which is supposed to fulfil a phy h (u, u) = ∇u 2 L 2 for the exact solution u. We assume that the remainder of a h is a non-negative bilinear form a num h which describes numerical dissipation in the discretisation of the viscous term and require that the decomposition is consistent in the sense that a num h (u h , u h ) vanishes for h/k → 0, with u h being a discrete solution converging to u as h/k → 0. Here, h denotes the underlying mesh size and k is the polynomial order of discrete velocities belonging to V h .
Let us emphasise that the requirement that both parts of the decomposition be non-negative is a restriction and disallows some choices for a phy h which may seem intuitive at first glance. Being able to identify the physical dissipation, the total numerical dissipation ε tot h of the scheme can be defined as
This total numerical dissipation ε tot h then fulfils the reasonable and widely accepted expectation (for a meaningful discretisation) that it is non-negative; that is, ε tot h 0.
Example 2.1 : In an H 1 -conforming setting (see, e.g. [7] ) the physical (viscous) dissipation is simply the scaled seminorm a
This definition is unproblematic since the discrete velocity u h is continuous here. Numerical dissipation in H 1 -conforming schemes is thus only contained in explicitly added terms such as turbulence modelling and/or convection stabilisation which are collected in j h , or are part of c h .
Example 2.2 : Let F h = {F } denote the set of all facets of the decomposition T h = {K} and φ be any piecewise smooth (scalar-, vector-or matrix-valued) function with traces from within the interior of K ± denoted by φ ± , respectively. Then, we define the jump · F and average · F operator across a facet
The viscous bilinear form of the non-symmetric interior penalty (NIP) method [9] for a scalar problem reads as
where λ > 0 is the NIP stabilisation parameter and h F denotes a length scale for the facet F , as usual in DG methods. In this case we have a simple decomposition with
In contrast to the decomposition in the previous examples, the decomposition in most other DG schemes is more involved. Especially, a
L 2 is frequently not a valid option as the remainder of a h is not necessarily non-negative, as the following example shows.
Example 2.3 : Let us consider the scalar 1D example (with ν = 1) where the domain Ω = (0, h) with h = 1 is only one element with periodic boundary conditions, and use the symmetric interior penalty (SIP) DG discretisation [6] with scalar-valued polynomial space V h of order k = 1. The set of facets is only F h = {1} (due to periodicity).
, the symmetrically tested bilinear form in this case is
Here, λ > 0 is the SIP penalty parameter which needs to be sufficiently large (depending on the constant of a discrete trace inequality) such that a h defines an inner product on V h \R and discrete coercivity is ensured.
negative, which contradicts our intuitive understanding that both physical and numerical dissipation should be non-negative.
We conclude that the choice a
L 2 can be misleading in DG methods. However, let us mention that the difference between different notions of physical dissipation in DG methods is only relevant in the under-resolved case. The remainder of this work will demonstrate that a lifting technique can be used to define a more suitable decomposition of the total viscous dissipation into a physical and a numerical contribution. In doing so, we restrict ourselves to the SIP method as a very frequently used DG method.
A natural decomposition of viscous dissipation for DG methods
The SIP bilinear form is given by [6] 
where λ > 0 is a sufficiently large (due to a discrete inverse inequality) penalty parameter.
We can interpret the DG formulation (7) in a mixed setting, cf. [1] , which gives a natural definition of a discrete diffusive flux (scaled with ν
Here, the second equality is due to integration by parts and u h denotes a 'numerical trace' which characterises different DG methods, see [1, Table 3 .1]. In the following, for the sake of simplicity, we exclusively want to consider the SIP method where
With the notion (9) of the lifting operator L L L, (8) can finally be used to obtain the characterisation
With this definition of σ h , one can rewrite the symmetrically tested bilinear form a h from (7) as follows:
We notice that the usual assumption on the parameter λ guarantees that both parts a phy h (u h , u h ) and a num h (u h , u h ) are non-negative for any discrete function u h ∈ V h ; a detailed explanation for this statement can be found in Appendix B. Further, note that a
Explaining how (11) emerges, as shown in detail in Appendix A, one can rewrite a
Let us comment on a few topics. Firstly, the bilinear form a phy h in (12) corresponds to the DG method by Bassi and Rebay [2] and can be seen as a central flux approximation to diffusion/viscosity (to the corresponding first order system). Secondly, note that for SIP a piecewise constant function will not induce physical dissipation if exclusively the broken gradient is used for the definition of a phy h . In contrast, using the definition (11) of a phy h proposed here, also piecewise constant functions induce physical dissipation.
Moreover, the procedure in the definition of a suitable decomposition of hybrid DG (HDG) methods follows the same reasoning. In the next section, an H(div)-conforming HDG method will be used for the 3D simulations because of its superior effectivity with respect to computational cost.
Numerical demonstration: 3D Taylor-Green vortex problem
We consider the classical 3D Taylor-Green vortex (TGV) problem which is frequently used to investigate the performance of flow solvers for freely decaying turbulence [10, 4] . In the periodic box Ω = (0, 2π) 3 ,
the space-periodic initial condition, is the only driving force. For the subsequent simulations, the considered Reynolds number is Re = ν −1 = 1600 and the computations are performed until T = 20.
The domain is decomposed into N 3 cubes and the H(div)-conforming Raviart-Thomas element RT RT RT [k] [3] is employed in an exactly divergence-free HDG framework similar to [8] . Especially, in order to focus on viscous effects, we do not use any convection stabilisation or additional terms and hence, c h (u h ; u h , u h ) = 0 and j h ≡ 0. Thus,
Concerning the SIP penalty term, we are interested in the smallest penalty that guarantees non-negative total dissipation. For the (vectorvalued) heat equation this constant can be computed explicitly in the case of a periodic Cartesian mesh as λ
The corresponding calculations can be found in Appendix B. Note that due to the incompressibility constraint, which results in the fact that a h only acts on the (discretely) divergence-free subspace of the DG and HDG methods, the actual minimal penalty parameter can be smaller. A reference solution with k = 8 and N = 16 has been computed and we focus on the comparison of viscous dissipation in the under-resolved situation k = 4, N = 8 for different SIP penalties λ ∈ {2, 1.5, 1.25, 1}λ
* .
The upper row of Fig. 1 shows that, largely unimpaired by the penalty parameter, the evolution of both the kinetic energy K h (u h ) and the (negative) total kinetic energy dissipation rate −∂ t K h (u h ) is reasonable although we are strongly under-resolved. Concerning the viscous dissipation rates, the bottom row shows how the interpretation of physical and numerical dissipation differs if broken gradients are used (left) or if our proposed decomposition (11) is taken into account (right). Let us stress that the discretization is the same for both columns. Let us stress that the discretisation is the same for both columns and that for t 4 the flow seems to be resolved, which renders the difference between which metric is used irrelevant in a resolved simulation.
For larger times, however, one can observe that with broken gradients the perception of the physical dissipation rate strongly depends on the penalty parameter λ even though the total kinetic energy dissipation rate −∂ t K h (u h ) does not change much. Furthermore, if λ is chosen small, but still sufficiently large to guarantee non-increasing kinetic energy, the metric 'numerical dissipation' defined by broken gradients (left) can become negative. This suggests that this characterisation acts unreasonably. However, in our opinion this is not a flaw in the method but rather in the metric: There is no conclusion that can be drawn from the sign of this metric. On the other hand, when our proposed method (11) of decomposing the viscous dissipation is used (right), both physical and numerical dissipation are non-negative.
Lastly, concerning the interpretation of the amount of resolution a simulation can offer, the definition with the broken gradients suggests that most of the total dissipation stems from physical dissipation, whereas our proposition (11) distributes it more or less evenly between physical and numerical viscous dissipation. In view of a clearly under-resolved simulation for t > 4, the latter behaviour is much more natural to us.
Appendix A Characterisation of a phy h for SIP
Inserting (10) into (11), one directly obtains
The remaining work comes down to a reformulation of the middle term. In order to accomplish this, the following standard DG procedure can be performed after using definition
:
Note the minus sign in front of the jump term in the second line which stems from the transition of boundary element integrals to the skeleton formulation.
Appendix B Minimal SIP-DG penalty parameter on hyperrectangles
In this section, we provide the theoretical foundation for the choice of the SIP penalty parameter in Sec. 4.
Appendix B.1 Discrete inverse trace inequality and application
Firstly, we want to derive a special discrete inverse trace inequality in 1D which takes into account both end points of the considered interval. Such an estimate is crucial in determining a sharp SIP penalty parameter on hyperrectangles.
Lemma Appendix B.1 Let I = [a, b] be an interval with h = |b − a| and q ∈ P k (I) be a k-th order 1D polynomial. Then,
holds with C 
Thus, by using the concept of the Rayleigh quotient, determining C The second aim is to apply Lem. Appendix B.1 in the special situation where the normal gradient of the velocity, or the lifting operator, in normal direction on facets has to be estimated. This is the typical application of the discrete trace inequality in DG methods for diffusive problems. As we want to especially treat the Raviart-Thomas RT RT RT [k] case, we exploit the inclusion
For all v h ∈ Q Q Q dc k+1 and with C 2 tr,k = (k + 1)(k + 2), the following discrete trace inequality holds:
Proof : This proof is performed for 3D; for 2D and 1D, the same result holds and can be shown as a simplification of the 3D case. Let K be a cube with
The boundary of the cube can be decomposed by means of
† and e i denotes the Euclidean unit vector in direction i. Then, one obtains
(B.8)
is valid for all m = 1, 2, 3. Now, considering for example i = 1 leads to
Fortunately, from (B.9) we can infer that
3 and thus, the 1D result from Lem. Appendix B.1 can be applied componentwise:
Inserting this estimate into (B.10) leads to
Finally, using the same arguments also for i = 2, 3 and inserting the particular estimates for
into (B.8) concludes the proof.
Appendix B.2 Non-negativity of numerical viscous dissipation
We now want to show that provided a certain minimum SIP penalty parameter λ * is chosen, the numerical viscous dissipation a num h (v h , v h ), defined in (11), is non-negative for all v h ∈ V h . Here, only V h = Q Q Q dc k+1 is considered which includes the RT RT RT [k] case. For the sake of brevity, suppose we are working only on meshes containing lines/squares/cubes, then h F = h K for all F ∈ F h and for all K ∈ T h .
Lemma Appendix B.3
Provided λ λ * = 1 2 C 2 tr,k , the numerical dissipation of (7) is non-negative; that is,
Proof : Rewriting the penalty term from skeleton to boundary element formulation, one obtains
Inserting definition (9) for the SIP lifting, and using Cauchy-Schwarz and Young (ε > 0), the estimate Proof : Testing (7) symmetrically, inserting the definition of the lifting operator and passing over from skeleton to boundary element formulation (using (A.2)) yields
Applying Cauchy-Schwarz and Young's inequality (ε > 0) to the problematic middle term and exploiting the boundedness of the lifting operator (B.18), one obtains
Inserting this estimate leads to 
