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- In this report, stabilized first, second and third order Runge-Kutta 
formulas for second order differential equations are tested. These methods 
are compared with stabilized Runge-Kutta methods for first order differen-
tial equations. The tested formulas need low storage, which makes them, 
together with the large stability interval, suitable for the integration 
of hyperbolic partial differential equations. 
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I • INTRODUCTION. 
In order to solve the initial value problem 
(I. I) -+11 y = 1(x,y), 
one may use a Runge-Kutta method. Through the years a lot of Runge-Kutta 
formulas have been presented. In this report we concentrate on the stability 
of such methods. In section 2, first and second order formulas are given 
with optimal stability intervals. In section 3 we shall derive third order 
methods (in this connection we observe that the Runge-Kutta scheme by van 
der Hotiwen [1975] is only quasi third order, i.e. y is third order exact, 
but y' in only a second order approximation). 
Finally, the results obtained are listed in section 4. All compu-
tations have been carried out on the Control Data CYBER 73-28 of the 
Stichting Academisch Rekencentrum Amsterdam (SARA). 
2. STABILIZED FIRST AND SECOND ORDER RUNGE-KUTTA METHODS. 
In this section we briefly give a stability analysis of Runge-Kutta 
methods for second order differential equations. For further details we 
refer to van der Houwen [1975,1977]. 
2.1. An m-point Runge-Kutta formula. 
Them-point Runge-Kutta formula for the numerical solution of the 
initial value problem (I.I) reads as follows 
-+(0) -+ 
Yn+l = yn, 
+Cj) 
j-1 2 f +<l)) -+ h -+, + I j I ( I )m, Yn+l = yn + µj nyn Ll h (xn+µlhn,Yn+l ' = 
l=O J n 
(2. I) 





In this scheme, y and y' are num~rical approximations to y(x) and n n n 
+ y'(x) and h = x -x. In order to be p-th order exact, the Runge-Kutta n n n+l n 
parameters, i.e. µl+I 'B,e/ l = 0 , . . • • , m- I and 11. • • , i = I , • • . , m, j = 0 , • • • , i - I , 
l.J 
will have to fulfil several consistency conditions. According to Hairer 
and Wanner [1976], the consistency conditions for scheme (2.1), up to and 
including order three, are as listed in Table 2.1. 
Table 2.1. Consistency conditions for scheme (2.1). 
Order Y Y' 
in-I 
µ = 
m I B. = i=O l. 
m-1 .,1- l 
2 2 I " = i=O ffil. 2 I s. µ. = i=O l. l. 
3 
m-1 
6 I " . µ. = i=O ml. l. 
m-1 2 
3 I 8.µ. = 
i=O l. l. 
m-1 i-1 
6 I s. I L. = 
i=O l. j=O l.J 
It is clear that a third order method not only has to satisfy the p = 3 
conditions, lbut also the conditions for p = I and p"" 2. 
2.2. Stability. 
To derive the stability conditions of an m-point formula, we have 
to apply (2. 1) to the test equation 
+11 + • y = Jy, J a matrix. 
The result, in "matrix-vector" notation is 
R (z) m , 
in which R (z) 
m 




R (l) (z) 1 + I Amt z 1 + I Amt z 
l=O 1 1 l=O 12 
(2.2) R (z) = , m m-1 
R(lJ(z) 
m-1 
R (l) (z) I f3,e_ z 1 + I f3 l z 
l=O 1 1 l=O 12 
where R(l) 1 1 and 
R(l) 
12 are defined by 
(.t) - 1 l-1 R (j) 
RI 1 - + I A,e_. z 1 1 ' j=O J 
l-1 
z R(j) R(O) R(O) R(l) = µ + l A,e_. = 1 , = o. 
12 l j=O J 12 ' 1 1 12 
The matrix R is a function of z = h2o where h equals the stepsize and 
m n ' n 
o runs through the eigenvalue spectrum of J. 
The stability region of formula (2.1) is defined by 
{z/ja.(z)I ::;; 1, j = 1,2} 
J 
where a.(z) are the eigenvalues of R (z), j = 1,2. The formulas given in 
J m 
this repo.rt have optimized negative intervals of strong stability, i.e. 
la,(z)I < 1, j = 1,2 when z lies in the stability interval. 
J 
The formulas discussed in this report turn out to be stable.' in a 
3 
part of the complex plane too, as can be seen in the figures (4.1) through 
(4.5). 
2.3. The formulas. 
To be complete, we give some of the formulas, derived in van der 
Houwen [1975,77]. In these formulas there is still one free parameter£ 
left, which has to be chosen in the interval [0,1]. This parameter governs 
the damping of perturbations of y and y' (e.g. caused by rounding errors); 
n n 
for£·= 0 the formulas are weakly stable, which means that the maximum of 
the absolute values of the eigenvalues of (2.2) equals one. 
4 
We mention a first order formula and two1 second order formulas. 
The first order formula is specified by 
(2.3) and 
The other parameters equal zero. Since AlO = 0 the first function evalua-
tion is saved. Here the negative stability interval [-S,Ol is given by 
[-(4-3£),0J. 
The integration formulas in the second order case are defined as follows: 
First~y, the two-point formula 
(2.4) 
Again the Runge-Kutta parameters not mentioned are equal to zero. In this 
case the following equation for S holds 
e = 8(1 + vi - E). 
Secondly, the three-point formula 
03+ 113 a 2+1112 1 1 , µI = 2(a3-ir3) µ2 = 2(a2-ir2) µ3 = -
, µ4 = , , 2 
(2.5) 
where 
2 2 1 3 




1T = -~ , 1T = - e3 , y = + 32 E • 2 .. 3 
For S the approximate expression 
e = 36-9£ 
holds. 
5 
2 Note, that in these three cases, Sis very close to 4q , where q equals 
the number of function evaluations per step. 
3. STABILIZED THIRD ORDER RUNGE-KUTTA METHODS. 
In order to save storage we choose some Runge-Kutta parameters equal 
to zero 
AlO = 0, 
Ajl = o, J = 2, ... ,m-1, ,e_ = o,.· .. ,j-2, 
(3. 1) S ,e_ = Ami. = 0 , l -:f- 1 , m-1 . 
Substitution of (3. 1) into Table 2. I yields 
SI+ Sm-I= I, 
A 1 + A . 1 m nnn-
I = 2' 
(3. 2) 
1 = 2 
I 
A " + A " = ml,_. I mm-1 ,..m-1 6 ' 
a ,,2 + S ,,2 = 
..., 1 ,_. 1 m-1 ,..m-1 3 ' 




From (3.2) it appears that we have seven equations and eight Runge-Kutta 
parameters. So, we have still one free parameter left and use it to opti-
mize the stability interval. If we express these parameters in terms of 













6 ( µ 1-µm- l) ' :ml mm-I 
(3.3) 








2 ( µ I -µ m- I ) ' m-1 
;\ 
µl-µm-1 
= m-lm-2 6µ -3 I 
In order to formulate the stability conditions, we have to calculate the 
eigenvalues of (2.2). These eigenvalues satisfy the equation 
(3.4) 2 a - S(z)a + P(z) = 0, 
where S(z) equals the trace and P(z) the determinant of (2.2). If we sub-




cr ,, = ,_ 
cr " = 
J 




m-1 + cr 1z m-







1 m-2 (;\ ;\ + 6 µ . ) 11 mm-1 m-lm-2 m-J l=m-j+l 
l 
cr2 -TI , 
;\.U.-1' J = 3, ..• ,m-1, 
j = 3, ..• ,m-1, 
The Hurwitz criterion tells us, that the roots of (3.4) are within or on 
the unit circle, when the coefficients of S(z) and P(z) are real and satisfy 
(3. 6) P(z) s; l, I S(z) I s; P(z) + 1. 
From 
2 S (z) - 4P(z) s 0 
it follows that ls(z)I s P(z) + I. 
Thus, by requiring 
(3.6') P(z) < and 2 S (z) - 4P s 0 
we have a more restrictive criterion than (3.6), but (3.6') assures us 
(since s2(z) - 4P(z) equals the determinant of (3.4)) that both roots of 
(3.4) are within the unit circle. 
7 
· This guarantee is also given by the criterion used by van der Houwen, 
i.e. 
(3. 7) P(z) < I, z < O, ½ 1s(z)I s P(z). 
From (3.6') and (3.7) we obtain an interval of negative z-values for which 
the Runge-Kutta formula is strongly stable. When P(z) is close to unity this 
interval is only slightly smaller than the weak stability interval. If all 
coefficients 0 2 , ••. ,om-I' TI3, ••• ,Tim-l are determined, we have to express 
the Runge-Kutta parameters in terms of these coefficients. For that purpose 
we rewrite (3.5) in the form 
(3.8) 
where 
I o = A A + µ 2 nnn-1 m-Im-2 6 m-2' 
I 
0 m-k+l = (Annn-lAm-Im-2 + 6 µk-I)Qk, k=2, ••• ,m-2, 
I 
TI2 = 0 2 - TI' 
TI3 = 0 3 - {¼ Am-2m-3 - c(µm-2-µl)Am-lm-2}' 
Tim-k+2 = 0 m-k+2 - {! Qk-1 - c(µk-1-µl)Am-Im-2 Qk}' k = 3 , •• ,m-Z, 
m-2 




Since A 1 and A 1 2 are already known as functions of µ 1 (see(3.3)), mm- m- m-
we may calculate µm_2 as function of µ 1 from the first equation of (3.8). If 
we substitute the expression of µm_ 2 in the fourth equation of (3.8), we 
find Am-2m-3 in terms of µ 1• Note, that ~-2 = Am-2m_3• 
In general, we see from the second equation of (3.8) that 
(3.9) 
and from the fifth equation of (3.8) that 
(3. lQ) 
Substitution of (3.9) into (3.10) yields 
(3. 11) 
Since ~-2 is known in terms of µ 1 we find from (3.11) ~_3, ••• ,Q2 as 
functions of µ 1• At last µ 1 is calculated by means of (3.9) 
(3. 12) µ 1 = 6 ( crmQ-21 - A A \ mm-1 m-lm-2}" 
Equation (3.12) is a polynomial in µ 1, of which the coefficients are func-
tions of cr2,crj and wj' j = 3, ••• ,m-1. It is clear that calculating µ 1 means 
calculating the zeroes of a polynomial. An additional problem is that µ 1 
has to be real. If µ 1 is determined we are able to calculate all Runge-
Kutta parameters by (3.3) and by considering that 
k = 2, ••• ,m-2. 
3. 1. A two point Runge-Kutt a formula 
Form= 3 we have, according to (3.5), 
S(z) 2 + 2 = Z + cr2z ' 
P(z) 1 (cr2 
1 2 = + - -)z 12 
, 
where 0'2 = A32A21 + 1 6 µ1 • 
From the last equation follows 
(3.12') 
Since we hav,e the extra condition that µ 1 has to be real, we may innnedia-
tely conclude that 
(3. 13) or 3+\/3 cr2 ~ 18 · 
In this case we apply (3.6'). From the first equation of (3.6'), it innne-
diat~ly follows that 
1 
0 2 < TI ' 
and this results, together with (3. 13) in 
(3. 14) 
The second equation of (3.6') leads to 
Consider 
4 ,4 + -z 
3 
2 
+ 2cr z 
2 
3 2 2 F(z) = z + -z 
cr2 
4 4 
+ --2- z + -2-
3cr2 cr 2 
9 
From Abramowitz and Stegun [1964] we learn that this polynomial has one real 
root z0 and two complex conjugate roots. A calculation yields 
(3. 15) 2 ff 27 \ :z =-\ ; __ cr -1) 
0 3cr 2 2 2 
A simple investigation delivers that z0 is minimized, on condition (3.14), 
by 
(3.14 1 ) 
10 
which gives rise to 
zo:::::: -6. 
The Runge-Kut ta formula is defined by 
3-,fi 3+V3 = I ' µ] =-6- , µ2 =-6- µ3 
(3.16) 
The stability interval [-B,O] is given by 
[-6,0]. 
Finally, the parameter Eis determined by the relation 
which yields 
E • 464 J • 
3.2. A three-point Runge-Kutta formula 
In this case, the following equations for S(z) and P(z) hold 
S(z) 
where, according to (3.5), 
I 
cr2 = A43A32 + 6 µ2' 
I 
cr3 = (A43A32 + 6 µl)A21' 
] 1 
For the polynomial P(z) we choose 
(3. 17) P(z) 
This leads fonnediately to 
(3. 18) 
From -(3. 17) it follows that 
P(-S) = 1-E. 
Applying (3. 7) leads to 
(3. 19) 
where 
Since z runs through the negative axis, (3.19) delivers 
(3.20) 
Let l(z) and r(z) denote the left and right hand side of (3. 20). An inves-
tigation reveals that the behaviour of l(z) and r(z) is for E 1 0, as 








fig. 3.1 The behaviour of l(z) and r(z) for£ IO. 
For£= 0 holds 
lim l(z) = lim r(z) = 0. 
z-+-oo z-+-oo 
In van der Houwen [1970] it is proved, that the 
l.S the line which touches y = l(z). Thus, if we 
l(z), we find the optimal value for a3. 
A calculation reveals that for 
z = 
l best choice for y = 2 a3 
calculate the maximum of 
z 
the function l(z) assumes its maximal value l , for which holds max 
(3.21) 
2 2 
l _ l _ 1 ( 36e:+8 ) 
max - 2 °3 - 2 \ 2482 
From r.(-8) = l it follows that max 
(3.22) e4 - 4883 + (72e:+576)82 + (576e:-2304)8 + 1296e:2 = 0, 
which, fore:= 0, reduces to 
(3.22') 83 - 4882 + 5768 - 2304 = o. 
The real zero 8 of (3.22') is given by 
0 
3 3 
80 = 4(\/4 + 2\/2) + 16::::: 32,428972607031. 
13 




C = O ~ 4.7122041975066. 
(8 -8)(8 -24) 
0 0 
Summarizing, for small e: holds 
(3.22") 8~8 -4.7le:. 
0 
Substituting the preset values of o2 and n 3 and the expression for a3 
(i.e. (3.21)) in (3.11), the polynomial in µ 1 which is obtained by (3.12), 
is 
(3.23) 
Fore:= 0, (3.23) reduces to 
14 
(3.23') 
Of the two real roots of (3.23'), we have chosen 
(3.24) .40543044569291. 
If we rewrite (3.23) to 
(3.23") 
and substitute a.(€) by its Taylorseries 
1 
a.(O) + €. a!(O), 
1 1 
i = 0, .•. ,4, 
we may replace (3.23') by 
4 i 4 
ai(O)µ~ l a/0)µ 1 + € l = 0 
i=O i=O 
or 
According to Stoer [1972] the root µ1(€) of the last equation, is a pertur-
bation of (3.24) 
(3.24') - € 
* G(µ 1;0) 
* F'(µ 1;0) 
A tedious calculation reveals that for small€ 
{3.25) 
is a root of (3.23). 
Using for µ1 formula (3.25), we may calculate all the other Runge-Kutta 
parameters as indicated before and obtain thereby a three-point third order 
method. 
15 
4. NUMERICAL EXPERIMENTS. 
To start off, we investigate the stability regions of the five methods. 
By discretiscing the second quadrant of the complex plane, we obtain a set 
of complex numbers and for each of these numbers, the functions S(z) and 
P(z) are evaluated. Finally we calculate the roots of (3.4) and make a 
distinction between three cases. If the maximum of the absolute values of 
the roots 
a) is bigger than one, we print a space on the spot of z in the complex 
plane, 
b) e~uals one, we print a W (weakly stable), 
c) is smaller than one, we print an S (strongly stable). 
The stability regions presented in figures 4.1 through 4.5 have been calcu-
lated for£= .1, except in the two point third order case because in that 
case£ has a preset value. From figure 4.4 it appears that (3.16) is also 
stable for z-values smaller than -6. This is explained by observing that 
(3.6') is a sufficient condition but not a necessary one to obtain strong 
stability. 
The testing of the integration schemes is done by solving four depen-
dent problems and by comparing the results of the procedure STARK in which 
the five schemes discussed in this report are united, with the results of 
the procedure ARK (see BEENTJES [1972]), which contains stabilized Runge-
Kutta formulas for first order differential equations upto and including 
order three. In order to test STARK we put£= .1. 
The right hand side of the problems contains differential operators 
with respect to the space variable x. If we semi-discretise with respect to 
x, we obtain a system of ordinary differential equations. In the four prob-
lems we replace the x-interval by 25 grid points. By doing this, the diffe-
rential operators with respect to the space variable reduce to central diffe-
rences defined at these grid poitns. By means of a higher order Runge-Kutta 
method we computed a reference solution. 
The spectral radius of the Jacobian matrix is calculated by Gerschgorin's 
theorem in the linear cases and in the non-linear cases we use a safe upper-
bound. For each problem we calculate the total number of function evalua-
tions needed to reach the endpoint of the integration interval and the 
16 
number of correct digits of the least c;\ccurate component of the solution 
at the endpoint. 
Problem l. 
Initial boundary value problem (see ANDRADE & McKEE [1977]). 
. (4. l) a2u (..!_ + _l_ 4) a4u --2 = - X 120 X --4' 
ax ax 
t;;:,:; o. 
The initial conditions are 
u(x,0) = 0 and 
The boundary conditions 
l -5 . 
= ( l + 12 O • 2 ) s 1.n t, u( I, t) (1 
I 
sin = + 120) t, 
2 l l 0 ~ Cz,t) = 48 sin t and 
ox 
a2u I sin - 2 (1,t) =6 t. 
ox 
The theoretical solution of (4.1) is 
I 5 u(x.t) = (1 + 120 x) sin t 
The endpoint of integrating is te = 0.01. 
Problem 2. 
Initial boundary value problem (see VAN DER HOUWEN [1977]). 
0 :::; X :::; 105 
' 
t ;;:,:; 0. 
The initial conditions are 
u(x,0) = !~ (x,0) = 0. 
The boundary conditions 
17 
The constants used in this problem are , 
g = 9.81, 
The functions h(x) and w(x) represent 
h(x) = 10{2+cos(2 10-5 TIX) and 
The endpoint of the integrating is te = 3600. 
Problem 3. 
Initial boundary value problem 
~2u 2 2 2 
0 2 (3 u sin(xt)) - x sin(xt), at2 = u ax2 + t 
0 S XS 1, t ~ 0. 
The initial conditions are 
u(x,0) = x(l-x) and :~ (x,0) = x. 
The boundary conditions 
u(0,t) = 0 and u( 1, t) = sin t. 
The endpoint of integrating is te = 1. 
Problem 4. 
Initial boundary value problem 
(4.2) 
4 2 
= -E ~ + T a u + f (u), 
ax 4 a·x2 
0 S XS 200, t ~ o. 
The initial conditions for (5.2) with c = 0, are calculated by solving (5.2) 
with c = 2.7 and a 1 = 0 until au= 0. at 
18 
The boundary conditions 
where 
n(0,t) = 0, 
2 
a u (0,t) = 0 -2 
ax 





The constants and functions which appear in (4.2) are 
Ph = 50, E = 1.39106, T = 105, 
rso u2 if u < 0 
f(u) - 750 u, if 0 :;; u:;; = 1375 u 
-375 else 
The endpoint of integrating is te = 12. 
In the following tables fe denotes the number of function evaluations 
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FIG. 4.1. THE STABILITY-REGION OF SCHEME (2.3) • 
IM ( Z) 
I .100 
I . 095 
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RE ( Z) 
FIG. 4.2. THE STABILITY-REGION OF SCHEMt (2.4) . 
IM(Z) 
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FIG. 4.4. THE STABILITY-REGION OF SCHEME (3.16) • 
IM ( Z) 
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· IM ( Z) 
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Table 4.1.1.· First order tests. Table 4.1.2. Second order tests. 
I 
ARK m = 2 STARK m = 2 ARK m= 3 m = 3 STARK m= 4 
FE . SD FE SD FE SD FE SD FE SD 
307 6.42 80 7.68 232 8.62 78 8.23 78 7.79 
385 6.52 100 7.78 289 8.82 98 8.42 99 8.05 
511 6.64 133 7.91 385 9.07 130 8.67 132 8.30 
767 6.82 199 8.09 577 9.42 194 9.02 195 8.65 
1531 7. 12 398 8.40 1150 10.02 388 9.62 390 9.26 
Table 4.1.3. Third order tests 
I 
ARK m = 4 m = 3 STARK m = 4 
FE SD FE SD FE SD 
221 9.12 126 10.21 84 5.70 
273 9.83 158 11-15 102 6.51 
365 10.45 210 I J .'i9 138 8.92 
545 11. 14 314 12.20 204 9.93 
J0.85 12.25 626 12.76 408 10. 79 
The numerical results of problem I. 
25 
Table 4.2.I. First order tests. Table 4.2.2. Second order tests. 
I 
ARK m = 2 STARK m = 2 ARK m = 3 m = 3 STA~ m = 4 
FE SD FE SD FE SD _FE SD FE SD 
61 I. 16 16 2.23 46 3.00 16 3. 16 18 3.22 
77 1.25 20 2 32 58 3.21 20 3.41 21 3.11 
101 1.38 26 2.44 76 3.48 26 3.68 27 3.34 
151 1.55 39 2.61 115 3.85 38 4.08 39 3.88 
299 1.85 78 2.91 226 4.49 76 4. 71 78 4.63 
Table 4.2.3. Third order tests. 
I 
ARK m = 4 m = 3 STARK m = 4 
FE SD FE SD FE SD 
45 3.79 26 4. 12 18 I. 70 
57 4. 13 32 4.25 21 1.89 
73 4.44 42 4.52 27 2.99 
109 5. IO 62 5.01 42 4.04 
213 6.34 122 5.91 81 4.93 
The numerical results of problem 2. 
26 
Table 4.3.1. First order tests. Table 4.3.2. Second order tests. 
I 
ARK m = 2 STARK m = 2 ARK m = 3 m = 3 STARK m = 4 
FE SD FE SD FE SD FE SD FE SD 
129 2.36 34 3.45 97 3.76 34 3.67 33 3.39 
161 2.46 42 3.58 121 3.96 42 3.87 42 3.57 
215 2.58 56 3.73 163 4.22 54 4. 12 54 3.86 
321 2.75 83 3.94 241 4.58 82 4.47 81 4.21 
639 3.05 166 4.27 481 5. 16 162 5.08 162 4.81 
I 
Table 4.3.3. Third order tests. 
I 
ARK m = 4 m = 3 STARK m = 4 
FE sn FE SD FF. SD 
93 4.80 52 5.24 36 3.29 
1 1 7 5.24 66 5.53 45 3.78 
153 5.67 88 5.89 57 4.44 
" 
229 6.40 132 6.40 87 4.78 
453 7.60 260 7.29 171 6. 15 
The numerical results of problem 3. 
27 
Table 4.4.1. First order tests. Table 4.4.2. Second order tests. 
I 
ARK m = 2 STARK m = 2 ARK m = 3 m = 3 STARK m = 4 
FE SD FE SD FE SD FE SD FE SD 
391 1.50 102 1.54 295 1. 71 100 -.03 99 -.40 
489 1.49 127 1.68 367 I.SJ 124 I. 74 126 I. 71 
651 1 -50 169 1 .so 490 1.87 166 I.QI 165 J.93 
g75 1. 51 254 2,0Q 733 1.% 248 2.09 249 2.16 
1949 1.59 507 2.46 1462 2.25 494 2.65 495 2.63 
Table 4.4.3. Third order tests. 
I 
ARK m = 3 m = 3 STARK m = 4 
FE SD FE sn FE ~D 
277 1.92 160 2.04 105 -1. 71 
349 2.01 200 2.27 132 - .06 
461 2.24 266 2.57 174 1.41 
6Q3 2.70 398 2.97 261 2.49 
1381 3.73 796 3.75 519 3.69 
The numerical re~ults of problem 4-
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