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Abstract
We present a geometric algorithm for obtaining consistent solutions to systems of partial
differential equations, mainly arising from singular covariant first-order classical field theories.
This algorithm gives an intrinsic description of all the constraint submanifolds.
The field equations are stated geometrically, either representing their solutions by integrable
connections or, what is equivalent, by certain kinds of integrable m-vector fields. First, we
consider the problem of finding connections or multivector fields solutions to the field equations
in a general framework: a pre-multisymplectic fibre bundle (which will be identified with the
first-order jet bundle and the multimomentum bundle when Lagrangian and Hamiltonian field
theories are considered). Then, the problem is stated and solved in a linear context, and a
pointwise application of the results leads to the algorithm for the general case. In a second step,
the integrability of the solutions is also studied.
Finally, the method is applied to Lagrangian and Hamiltonian field theories and, for the
former, the problem of finding holonomic solutions is also analized.
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1 Introduction
Systems of singular differential equations have been a matter of increasing interest, especially during
the last 30 years, and they have been studied separately in theoretical physics and in some technical
areas such as engineering of electric networks or control theory. The fundamental characteristic of
these kinds of systems is that the existence and uniqueness of solutions are not assured.
In particular, this situation arises in mechanics when dynamical systems described by singular
Lagrangians are considered. Furthermore, these systems do not have a nice Hamiltonian descrip-
tion, since not all the momenta are available, and there is a submanifold of the momentum phase
space where, in general, the dynamical equations have no solution everywhere. The same prob-
lems arise when considering systems of PDE’s associated with field theories described by singular
Lagrangians (indeed, many field theories are singular, for instance electromagnetism), as well as in
some other applications related with optimal control theories.
Dirac [7] was pioneering in solving the problem for the Hamiltonian formalism of singular me-
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chanical systems, by developing a constraint algorithm which gives, in the favourable cases, a final
constraint submanifold where admissible solutions to the dynamics exist (in the sense that the
dynamical evolution remains on this manifold). Dirac’s main aim was to apply this procedure to
field theories. After Dirac, a lot of work was done in order to geometrize his algorithm. The first
important step was the work by Gotay et al [15], and its application to the Lagrangian formalism
[16, 17]. Other algorithms were given later, in order to find consistent solutions of the dynami-
cal equations in the Lagrangian formalism of singular systems (including the problem of finding
holonomic solutions) [1, 24, 38], and afterwards, new geometric algorithms were developed to be
applied both in the Hamiltonian and the Lagrangian formalisms [18, 20, 23, 35, 37, 42].
The Lagrangian and Hamiltonian descriptions of field theories, termed the multisymplectic
approach, is the natural extension of time-dependent mechanics. Therefore, in order to understand
the constraint algorithm for field theories in a covariant formalism, the first step was to develop the
algorithmic procedures for time-dependent systems. This work was provided in [4, 5, 14, 19, 22, 27,
28, 29, 31, 33, 36, 43]. A basic geometric study of these systems can be found in [6]. Furthermore,
a qualitative description of constraint algorithms for field theories was made in [9, 11].
Working within the framework of the multisymplectic description for these theories, we present
in this paper a geometric algorithm for finding the maximal submanifold where there are consistent
solutions to the field equations of singular theories. This algorithm gives an intrinsic description
of all the constraint submanifolds. The problem is stated in a generic pre-multisymplectic fibre
bundle, in order to give a solution to both Lagrangian and Hamiltonian field theories, as well as other
possible kinds of systems of partial differential equations. In this framework, the solutions to these
equations are given geometrically by integrable connections or, what is equivalent, by integrable
locally decomposable m-vector fields which are transverse to the fibre projection. The key point
consists in using an auxiliar connection for constructing different geometrical structures needed
to develop the algorithm, by following the same methods introduced in [28] for time-dependent
singular systems. This technique (the use of a connection) was used for the first time in [3], in
order to obtain (global) Hamiltonian functions, and afterwards applied both in the Lagrangian and
Hamiltonian formalisms for this and other purposes (see [8, 9, 14, 33, 34, 40]). An exhaustive use
of this technique in mechanics and field theory can be found in [31, 32, 39].
First, the problem is reduced to another in the realm of linear algebra, and solved in this
context, and then the results are applied to the general pre-multisymplectic framework. In this
way, a constraint algorithm can be developed giving a sequence of submanifolds which, in the
best case, ends in some final constraint submanifold where field equations have consistent solutions
(connections orm-vector fields), although not necessarily integrable. The problem of integrability is
considered and solved separately. Finally, Lagrangian and Hamiltonian field theories are particular
cases where the above results are applied straightforwardly, although in the Lagrangian case the
problem of finding holonomic solutions must be also analized.
The paper is organized as follows:
First, in Section 2, we state and solve the algebraic version of the problem. Then, in Section
3, we pose the general problem in the context of a pre-multisymplectic fiber bundle and, applying
the results obtained in the previous Section, the solution is achieved after studying the additional
problem of integrability. After this, Section 4 is devoted to giving the application to Lagrangian
and Hamiltonian field theories, including the problem of finding holonomic solutions in the La-
grangian formalism. Finally, as a classical example, field theories described by affine Lagrangians
are analyzed in Section 5. An Appendix about multivector fields and connections is also included,
in order to make the paper more self-contained and readable.
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Manifolds are real, paracompact, connected and C∞. Maps are C∞. Sum over crossed repeated
indices is understood.
2 Linear theory
2.1 Statement of the problem. Equivalences
The problem we want to solve can be first posed and solved in a linear algebraic way. In fact, let
W and E be R-vector spaces (although, instead of R, another field of characteristic different from
2 can be used), with dim E = m, and dim W = m+ n. Let σ : W → E be a surjective morphism,
and denote V(σ) = ker σ, and by  : V(σ) →֒ W the natural injection. Consider the exact sequence
0 −→ V(σ)

✲W
σ
✲ E −→ 0 (1)
Suppose that η ∈ ΛmE∗ is a volume element; denote ω = σ∗η, and assume that a form Ω ∈ Λm+1W∗
and a subspace C of W are given. We denote this collection of data as (σ; η,Ω; C).
Next we consider the following problems in (σ; η,Ω; C):
Statement 1 To find a m-vector X ∈ ΛmC satisfying that:
1. X is decomposable. 2. i(X )ω = 1. 3. i(X )Ω = 0.
Statement 2 To find a subspace H ⊂ C satisfying that:
1. dim H = dim E = m. 2. σ|H : H → E is an isomorphism. 3. [i(w)Ω]|H = 0, ∀w ∈ W.
Observe that condition 2 is equivalent to W = H⊕V (σ).
Statement 3 To find a linear map h : E → C ⊆ W satisfying that:
1. σ ◦ h = IdE . 2. [i(w)Ω]|Im h = 0, for every w ∈ W.
Proposition 1 Statements 1, 2, and 3 are equivalent, that is, from every solution to some of these
problems we can obtain a solution to the others.
( Proof ) (1 =⇒ 2) Let X ∈ ΛmC be a solution to the problem 1. As a consequence of the first
condition, we have X = w1 ∧ . . .∧wm, with wα ∈ C. If eα = σ(wα) ∈ E , for every α = 1, . . . ,m, by
the second condition we have η(e1, . . . , em) = 1, and hence {eα} is a basis of E .
Consider the subspace H = 〈w1, . . . , wm〉. We have obviously that dim H = m and that the
restriction σ|H : H → E is an isomorphism. Furthermore, [i(w)Ω](w1, . . . , wm) = 0, for every
w ∈ W. Thus H is a solution to problem 2.
(2 =⇒ 3) Let H be a solution to problem 2. So σ|H is an isomorphism. If H : H →֒ C is the
natural injection, let h : E → C be defined as h := H ◦ (σ|H)
−1. This map is a solution to problem
3 because the first condition holds straightforwardly and, as Imh = H, the second condition holds.
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(3 =⇒ 1) Let h be a solution to problem 3. If {e1, . . . , em} is a basis of E satisfying that
η(e1, . . . , em) = 1, let wα = h(eα), and X = w1 ∧ . . .∧wm. Then X ∈ Λ
mC is a solution to problem
1, because it is decomposable, and
i(X )ω = ω(w1, . . . , wm) = η(e1, . . . , em) = 1.
Furthermore, if w ∈ W,
[i(X )Ω](w) = Ω(w1, . . . , wm, w) = (−1)
m[i(w)Ω](w1, . . . , wm) = 0
since h is a solution to problem 3, and w1, . . . , wm ∈ Imh.
2.2 Maps induced by a section
Consider the exact sequence (1), and let ∇ : E → W be a section of σ. Denote H(∇) := Im∇. We
have the splitting
W = H(∇)⊕V(σ)
H(∇) is called the horizontal subspace of ∇, and V(σ) is the vertical subspace of σ. Note that
σ|H(∇) is an isomorphism. The above splitting induces the natural projections
σH∇ : W → H(∇) ⊂ W ; σ
V
∇ : W → V(σ) ⊂ W
with σH∇ + σ
V
∇ = IdW ; and, for every w ∈ W, we write w = w
H
∇ + w
V
∇, where w
H
∇ ∈ H(∇) and
wV∇ ∈ V(σ) are called the horizontal and vertical components of w induced by ∇. In the same way
we have the induced splitting
W∗ = H∗(∇)⊕V∗(σ)
where H∗(∇) is identified with the set {β ∈ W∗ ;β◦σV∇ = 0}, and V
∗(σ) with {β ∈ W∗ ;β◦σH∇ = 0},
in a natural way. This splitting of W∗ induced by ∇ gives rise to a bigradation in ΛkW∗ given by
ΛkW∗ =
⊕
p,q=0,...,k; p+q=k
(ΛpH∗(∇)⊕ ΛqV∗(σ))
Now, let Z ∈ ΛmE such that η(Z) = 1. With this condition, Z is unique and decomposable,
since dim E = m. Consider Y∇η = Λ
m∇(Z) ∈ ΛmW, which verifies the following properties:
1. Y∇η is decomposable, because if Z = e1 ∧ . . . ∧ em, then Y
∇
η = ∇(e1) ∧ . . . ∧∇(em).
2. ω(Y∇η ) = 1, since
ω(Y∇η ) = σ
∗η(Λm∇(Z)) = η[(Λmσ ◦ Λm∇)(Z)] = η[Λm(σ ◦ ∇)(Z)] = η(Z) = 1.
Y∇η is said to be the m-vector associated to ∇ and η, and it generates Λ
mH(∇).
The bigradation in ΛkW∗ induces a splitting of Ω as follows: Ω = Ω(m,1) + Ω∇, Ω(m,1) being
a (m + 1)-form of bidegree (m, 1), and Ω∇ a (m + 1)-form that includes the rest of components.
Moreover, we have:
Proposition 2 Ω(m,1) = ω ∧ γ∇η , where γ
∇
η := i(Y
∇
η )Ω. Then Ω = Ω
∇ + ω ∧ γ∇η .
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( Proof ) As Y∇η generates Λ
mH(∇), it suffices to prove that Ω(m,1) and ω ∧ γ∇η coincide when
acting on Y∇η ∧ v, for every v ∈ V(σ). Thus, as γ
∇
η vanishes on H(∇), we obtain
Ω(m,1)(Y∇η ∧ v) = Ω(Y
∇
η ∧ v) = [i(Y
∇
η )Ω)](v) = γ
∇
η (v)
(ω ∧ γ∇η )(Y
∇
η ∧ v) = ω(Y
∇
η )γ
∇
η (v) = γ
∇
η (v)
Finally, if h : E → C is a linear map, ∇ induces a splitting h = hH∇ + h
V
∇, where h
H
∇ = σ
H
∇ ◦ h,
and hV∇ = σ
V
∇ ◦ h. Then, we introduce the map (endomorphism of W)
h˜V∇ = h
V
∇ ◦ σ = σ
V
∇ ◦ h ◦ σ : W → V(σ) ⊂ W
2.3 Characterization of solutions
In what follows, we assume that:
Assumption 1 The (m+ 1)-form Ω∇ is of bidegree (m− 1, 2). Hence
Ω = Ω(m,1) +Ω(m−1,2) (2)
This is equivalent to demanding that i(v1) i(v2) i(v3)Ω = 0, for every v1, v2, v3 ∈ V(σ).
Note that if U and V are real vector spaces of finite dimension then U∗ ⊗ V ∼= {h : U →
V |h is linear}. Thus, the auxiliar section ∇ induces the R-bilinear map
♭∇Ω : E
∗ ⊗ C → (E∗ ⊗H(∇))×V∗(σ)
h 7→ (hH∇ , i(i([h˜
V
∇]
∗)Y∇η ))Ω|V(σ))
(3)
where i([h˜V∇]
∗)Y∇η is the m-vector on W defined as follows: for every β
1, . . . , βm ∈ W∗,
(i([h˜V∇]
∗)Y∇η )(β
1, . . . , βm) :=
m∑
α=1
Y∇η (β
1, . . . , [h˜V∇]
t(βα), . . . , βm)
Observe that, if Y∇η = w1 ∧ . . . ∧ wm, with wα ∈ W, then
i([h˜V∇]
∗)Y∇η =
m∑
α=1
w1 ∧ . . . ∧ h˜V∇(wα) ∧ . . . ∧ wm
Theorem 1 The necessary and sufficient condition for a linear map h : E → C to be a solution to
the problem posed in Statement 3 is that
♭∇Ω (h) = (H(∇) ◦ (σ|H(∇))
−1,−(γ∇η )|V (σ)) (4)
where H(∇) : H(∇)→W denotes the natural injection, and H(∇) ◦ (σ|H(∇))
−1 is the horizontal lift
associated with ∇.
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( Proof ) (=⇒) Suppose that the linear map h : E → C is a solution to the problem posed in
Statement 3. Consider the linear map ϕ : E → W defined by
ϕ := h− H(∇) ◦ (σ|H(∇))
−1 : E → W.
We have that
σ ◦ ϕ = σ ◦ h− σ ◦ H(∇) ◦ (σ|H(∇))
−1 = Id− Id = 0
and therefore,
hH∇ = H(∇) ◦ (σ|H(∇))
−1 , hV∇ = ϕ
Now, suppose that e1, . . . , em ∈ E such that η(e1, . . . , em) = 1, and let wα = ∇(eα), for α =
1, . . . ,m; thus Y∇η = w1 ∧ . . . ∧ wm. We obtain that
h(eα) = h
H
∇(eα) + h
V
∇(eα) = wα + h
V
∇(eα)
As h is a solution to the problem, using the splitting (2), for every v ∈ W, we have
0 = Ω(h(e1), . . . ,h(em), v) = Ω(w1 + h
V
∇(e1), . . . , wm + h
V
∇(em), v)
= Ω(m,1)(w1, . . . , wm, v) +
m∑
α=1
Ω(m−1,2)(w1, . . . ,h
V
∇(eα), . . . , wm, v)
= γ∇η (v) + (i(i([h˜
V
∇]
∗)Y∇η )Ω)(v)
and the result follows.
(⇐=) Suppose that there exists a linear map h : E → C such that (4) holds; that is,
hH∇ = σ
H
∇ ◦ h = H(∇) ◦ (σ|H(∇))
−1,
(i(i([h˜V∇]
∗)Y∇η )Ω)|V(σ) = −γ
∇
η |V(σ) = − i(Y
∇
η )Ω|V (σ).
First we prove that h is a section of σ. In fact,
σ ◦ h = σ ◦ (hH∇ + h
V
∇) = σ ◦ h
H
∇ = σ ◦ H(∇) ◦ (σ|H(∇))
−1 = IdE .
Furthermore, let e1, . . . , em ∈ E , with η(e1, . . . , em) = 1, and let wα = ∇(eα), for α = 1, . . . ,m. We
have Y∇η = w1 ∧ . . . ∧ wm. Now
h(eα) = (H(∇) ◦ (σ|H(∇))
−1)(eα) + h
V
∇(eα) = wα + h
V
∇(eα)
and we must prove that, if w ∈ W, then Ω(h(e1), . . . ,h(em), w) = 0. Note that, as h is a section
of σ, it induces a splitting W = h(E) ⊕ V(σ), and hence w = wH
h
+ wV
h
, where wH
h
∈ Imh and
wV
h
∈ V (σ). Then
Ω(h(e1), . . . ,h(em), w
H
h ) = 0,
and it suffices to prove that Ω(h(e1), . . . ,h(em), v) = 0, for every v ∈ V(σ). In fact,
Ω(h(e1), . . . ,h(em), v) = Ω(w1 + h
V
∇(e1), . . . , wm + h
V
∇(em), v)
= Ω(m,1)(w1, . . . , wm, v) +
m∑
α=1
Ω(m−1,2)(w1, . . . ,h
V
∇(eα), . . . , wm, v)
= (i(Y∇η )Ω)(v) +
m∑
α=1
Ω(m−1,2)(w1, . . . , h˜
V
∇(wα), . . . , wm, v)
= γ∇η (v) + (i(i([h˜
V
∇]
∗)Y∇η )Ω)(v) = 0
Now, from Theorem 1, we deduce that:
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Corollary 1 A linear map h : E → C is a solution to the problem posed in Statement 3 if, and only
if
hH∇ = H(∇) ◦ (σ|H(∇))
−1 , [i(i([h˜V∇]
t)Y∇η )Ω]|V(σ) = −γ
∇
η |V(σ)
Let V(σ)0 ⊆ W∗ be the annihilator of V(σ). It is clear that the vector spaces H∗(∇) and V(σ)0
are isomorphic. The orthogonal complement of C with respect to Ω and ∇ is the subspace (C⊥)∇Ω
of (E ⊗V(σ)0)×V(σ) defined by
(C⊥)∇Ω := (Im ♭
∇
Ω )
0. (5)
Then, from Theorem 1, we obtain:
Theorem 2 There exists a solution to the problem posed in Statement 3 if, and only if,
h∗(H(∇) ◦ (σ|H(∇))
−1)− γ∇η (Z) = 0 , for every (h
∗, Z) ∈ (C⊥)∇Ω . (6)
Note that, if C = W and (W⊥)∇Ω = {0}, then it is clear that (6) holds. This is the case in the
following Proposition:
Proposition 3 If the (m+ 1)-form Ω∇ ∈ Λm+1W∗ given by
Ω∇ = Ω− ω ∧ γ∇η (7)
is 1-nondegenerate (that is, the map ♭Ω∇ : W → Λ
mW∗, defined by ♭Ω∇(v) = i(v)Ω
∇, for every
v ∈ W, is injective), then (W⊥)∇Ω = {0}.
( Proof ) Let (h∗, Z) ∈ (W⊥)∇Ω . From the definitions of ♭
∇
Ω and (W
⊥)∇Ω (eqs. (3) and (5)), we
obtain that
h∗(h′
H
∇) + i(Z) i(i([h˜
′V
∇]
∗)Y∇η )Ω = 0 (8)
for every h′ ∈ Lin(E ,W). In particular, this implies that h∗(h′) = 0, for every h′ ∈ E∗ ⊗ H(∇),
and hence h∗ = 0. Therefore, using (8), we deduce that
i(Z) i(i([h˜V∇]
∗)Y∇η )Ω = 0 , for every h ∈ E
∗ ⊗W.
As a consequence, from (7) and from assumption 1, it follows that i(Z)Ω∇ = 0 and, since Ω∇ is
1-nondegenerate, we have that Z = 0.
3 The general multisymplectic case
3.1 Statement of the problem
The problem we wish to solve arises from the Lagrangian and Hamiltonian formalisms in field
theories, although other kinds of systems can also be stated in this way.
The general geometrical setting for these kinds of systems consists in giving a fibred manifold
κ : F → M (which in what follows is assumed to be a fibre bundle), where dim M = m > 1 and
dim F = n + m, and M is an orientable manifold with volume form η ∈ Ωm(M). We denote
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ω = κ∗η. We write (U ;xµ, yj), µ = 1, . . . ,m, j = 1, . . . , n, for local charts of coordinates in F
adapted to the fibred structure, and such that ω = dx1 ∧ . . . ∧ dxm ≡ dmx. Let Ω ∈ Ωm+1(F )
be a closed form, and consider the triad (F,Ω, ω). The form Ω is said to be a multisymplectic
form if it is 1-nondegenerate, that is, if the map ♭Ω : TF −→ Λ
mT∗F , defined by ♭Ω(v) = i(v)Ω,
for every v ∈ W, is injective. In this case, the system described by the above triad is called a
multisymplectic system. Otherwise, the form is said to be a pre-multisymplectic form, and the
system is pre-multisymplectic.
The problem is stated as follows:
Statement 4 Given a pre-multisymplectic system (F,Ω, ω), we want to find a submanifold C : C →֒
F , and a κ-transverse, locally decomposable and integrable m-vector field XC along C, in the fibra-
tion κ : F →M , such that
i(XC(y))Ω(y) = 0 , for every y ∈ C. (9)
First we obviate the integrability condition. Hence the problem consists in finding a submanifold
C →֒ F and a locally decomposable m-vector field XC ∈ X
m(F ) along C such that
i(XC(y))ω(y) = 1 , i(XC(y))Ω(y) = 0 , for every y ∈ C . (10)
(Note that the first equation implies that XC is κ-transverse).
Taking into account Remark 5 in the Appendix and Proposition 1, we have:
Proposition 4 If C is a submanifold of F , then there exists a solution to the problem stated in
Statement 4 if, and only if, at every point y ∈ C, there is hy ∈ T
∗
κ(y)M ⊗TyC
∼= Lin(Tκ(y)M,TyC)
such that
1. hy is κ-transverse (that is, it is a connection along C):
Tyκ|TyC ◦ hy = Id. (11)
2. For every (X ′1)κ(y), . . . , (X
′
m)κ(y) ∈ Tκ(y)M , and Yy ∈ TyF ,
Ω(y)(hy((X
′
1)κ(y)), . . . ,hy((X
′
m)κ(y)), Yy) = 0. (12)
In order to solve this problem, the use of an arbitrary connection in the fibration κ : F →
M is required. Thus, let ∇ be a connection in κ : F → M , and Y∇η the corresponding locally
decomposable m-vector field on F such that i(Y∇η )ω = 1. As is well-known (see Appendix and
Section 2.2), the connection ∇ induces a splitting
ΛkT∗F =
⊕
p,q=0,...,k; p+q=k
(ΛpH∗(∇)⊕ ΛqV∗(κ))
where H(∇) → F is the horizontal subbundle associated with the connection ∇ and V(κ) → F is
the vertical subbundle of the fibration κ : F →M . Thus, we have that
Ω = Ω(m,1) +Ω∇,
Ω(m,1) being a (m+1)-form of bidegree (m, 1) and Ω∇ a (m+1)-form. Moreover, as a straightforward
consequence of Proposition 2, we have that:
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Proposition 5 Ω(m,1) = ω ∧ γ∇η , where γ
∇
η := i(Y
∇
η )Ω. Hence Ω = Ω
∇ + ω ∧ γ∇η .
In what follows, we assume that the following condition holds:
Assumption 2 The (m+ 1)-form Ω∇ is of bidegree (m− 1, 2).
By Proposition 5, this is equivalent to demanding that
i(Z1) i(Z2) i(Z3)Ω = 0 , for every Z1, Z2, Z3 ∈ X
V(κ)(F ).
Remark 1 The above assumption is justified because this is the situation in the Lagrangian and
Hamiltonian formalism of field theories (see Propositions 7 and 11).
3.2 Conditions for the existence of solutions on a submanifold of the total space
Taking into account the above considerations, the necessary and sufficient condition for the existence
of solutions to the problem posed in the Statement 10 arises from the results obtained in Sections
2.2 and 2.3. The key consists in working at every point of the manifolds involved in this problem.
Thus, if y ∈ C, the following identifications can be made:
E ≡ Tκ(y)M , W ≡ TyF , C ≡ TyC , V(σ) ≡ Vy(κ)
Then we may consider the R-linear map
♭∇Ω (y) : T
∗
κ(y)M ⊗ TyC → (T
∗
κ(y)M ⊗Hy(∇))× V
∗
y (κ)
defined by
♭∇Ω (y)(hy) = ((hy)
H
∇ , i(i([(˜hy)
V
∇]
t)(Y∇η (y)))(Ω(y))|Vy (κ)). (13)
Therefore, Theorem 1 and Corollary 1 lead to the following results:
Theorem 3 Let y ∈ C. Then, there exists a linear map hy ∈ T
∗
κ(y)M ⊗ TyC such that (11) and
(12) hold if, and only if,
♭∇Ω (y)(hy) = ((TyκH(∇))
−1,−γ∇η (y)|Vy(κ))
where (TyκH(∇))
−1 : Tκ(y)M → Hy(∇) is the horizontal lift at y associated with the connection ∇.
(Observe that (TyκH(∇))
−1 ∈ T∗
κ(y)M ⊗Hy(∇)).
Corollary 2 If y ∈ C, and hy ∈ T
∗
κ(y)M ⊗ TyC, then (11) and (12) hold if, and only if,
(hy)
H
∇ = (TyκH(∇))
−1, [i(i([(˜hy)
V
∇]
t)(Y∇η (y)))(Ω(y))]|Vy (κ) = −(γ
∇
η (y))|Vy(κ).
Remark 2 If y ∈ C, let Vy(κ)
0 ⊆ T∗yW be the annihilator of the vertical subspace Vy(κ) at the
point y. Then we have that
[Lin(Tκ(y)M,Hy(∇))]
∗ ∼= Tκ(y)M ⊗H
∗
y(∇)
∼= Tκ(y)M ⊗Vy(κ)
0 ∼= Lin(T∗κ(y)M,Vy(κ)
0).
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If hy : Tκ(y)M → Hy(∇) and h
∗
y : T
∗
κ(y)M → Vy(κ)
0 are linear maps, {(X1)κ(y), . . . , (Xm)κ(y)} is a
basis of Tκ(y)M such that {α
1
κ(y), . . . , α
m
κ(y)} is the dual basis of T
∗
κ(y)M , and
η(κ(y)) = (α1)κ(y) ∧ · · · ∧ (α
m)κ(y), Xη(κ(y)) = (X1)κ(y) ∧ · · · ∧ (Xm)κ(y),
then, taking (Yi)y = (TyκH(∇))((Xi)κ(y)) and β
i
y = α
i
κ(y) ◦ Tyκ, for all i ∈ {1, . . . ,m}, we deduce
that {(Y1)y, . . . , (Ym)y} and {β
1
y , . . . , β
m
y } are a basis of Hy(∇) and Vy(κ)
0, respectively. Moreover,
if
hy((Xi)κ(y)) = (hy)
j
i (Yj)y, h
∗
y(α
i
κ(y)) = (h
∗
y)
i
jβ
j
y, for every i ∈ {1, . . . ,m}
it follows that < h∗y,hy >= h
∗
y(hy) = (hy)
j
i (h
∗
y)
i
j .
Now, if y ∈ C, the orthogonal complement (T⊥y C)
∇
Ω with respect to Ω and ∇ is the subspace of
(Tκ(y)M ⊗Vy(κ)
0)×Vy(κ) defined by
(T⊥y C)
∇
Ω = (Im ♭
∇
Ω (y))
0. (14)
As in Theorem 2, from Theorem 3 we obtain
Theorem 4 Let y ∈ C. Then, there exists a linear map hy ∈ T
∗
κ(y)M ⊗ TyC such that
(hy)
H
∇ = (TyκH(∇))
−1, [i(i([(˜hy)
V
∇]
t)(Y∇η (y)))(Ω(y))]|Vy (κ) = −(γ
∇
η (y))|Vy(κ)
if, and only if,
h∗y(TyκH(∇))
−1 − γ∇η (y)(Zy) = 0, for every (h
∗
y, Zy) ∈ (T
⊥
y C)
∇
Ω . (15)
Note that if (T⊥y C)
∇
Ω = {0} then it is clear that (15) holds. Thus, from Proposition 3, we have:
Proposition 6 If the (m+ 1)-form Ω∇ on F given by Ω∇ = Ω− ω ∧ γ∇η is 1-nondegenerate, that
is, the map ♭Ω∇ : TF → Λ
mT∗F is injective, then
(T⊥y F )
∇
Ω = {0}, for every y ∈ F.
3.3 The pre-multisymplectic constraint algorithm
Now we apply the above results in order to solve the problem stated in Section 3.1. The procedure
is algorithmic, and gives a sequence of subsets {Ci} of F . Then, we assume that:
Assumption 3 Every subset Ci of this sequence is a regular submanifold of F , and its natural
injection is an embedding.
Thus, we consider the submanifold C1 →֒ F where a solution exists, that is,
C1 = {y ∈ F | ∃hy ∈ Lin(Tκ(y)M,TyF ) such that (hy)
H
∇ = (TyκH(∇))
−1,
[i(i([(˜hy)V∇]
∗)(Y∇η (y)))(Ω(y))]|Vy (κ) = −(γ
∇
η (y))|Vy(κ)} .
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Then, using the results of Section 3.2, we deduce that there is a locally decomposable section X1
of the vector bundle ΛmTC1F → C1 such that (i(X1)ω)|C1 = 1 and (i(X1)Ω)|C1 = 0. However, in
general, hy(Tκ(y)M) is not a subspace of TyC1 and then X1 is not tangent to C1 or, in other words,
in general, X1 is not a connection in the fibration κ : F →M along C1. Therefore, we consider the
submanifold
C2 = {y1 ∈ C1 | ∃hy1 ∈ Lin(Tκ(y1)M,Ty1C1) such that (hy1)
H
∇ = (Ty1κH(∇))
−1,
[i(i([(˜hy1)
V
∇]
∗)(Y∇η (y1)))(Ω(y1))]|Vy1 (κ) = −(γ
∇
η (y1))|Vy1 (κ)} .
Then, there is a locally decomposable section X2 of the vector bundle Λ
mTC2C1 → C2 such that
(i(X2)ω)|C2 = 1 and (i(X2)Ω)|C2 = 0. However, in general, X2 is not a connection in the fibration
κ : F →M along C2. Following this process, we obtain a sequence of constraint submanifolds
· · ·
jii+1
→֒ Ci
ji−1i
→֒ · · ·
j12
→֒ C1
j1
→֒ C0 ≡ F . (16)
For every i ≥ 1, Ci is called the ith constraint submanifold.
This procedure is called the pe-multisymplectic constraint algorithm. We have two possibilities:
• There exists an integer k > 0 such that dimCk ≤ m− 1. This means that the equations have
no solution on a submanifold of F .
• There exists an integer k > 0 such that Ck+1 = Ck ≡ Cf . In such a case, there exists a
connection Xf in the fibration κ : F →M along Cf such that
i(Xf (yf ))(Ω(yf )) = 0, for every yf ∈ Cf .
In this case, Cf is called the final constraint submanifold. This is the situation which is
interesting to us. Note that the existence of a connection in the fibration κ : F → M along
Cf implies that κ(Cf ) is an open subset of M and that κ|Cf : Cf → κ(Cf ) is a fibration (see
Remark 5 in the Appendix). In particular, dimCf ≥ m.
Next we give an intrinsic characterization of the constraints which define the constraint submani-
folds Ci. For this purpose, we consider the vector bundle over F ,
W (κ,∇) = (κ∗(T∗M)⊗H(∇))⊕F V
∗(κ)
whose fiber over the point y ∈ F is
Wy(κ,∇) = (T
∗
κ(y)M ⊗Hy(∇))×V
∗
y(κ)
∼= Lin(Tκ(y)M,Hy(∇))×V
∗
y(κ).
The horizontal lift associated with the connection∇ and the 1-form γ∇η induce a section ((TκH(∇))
−1,
−(γ∇η )|V(κ)) of this vector bundle given by
((TκH(∇))
−1,−(γ∇η )|V(κ))(y) = ((TyκH(∇))
−1,−(γ∇η (y))|Vy(κ)), for every y ∈ F.
Furthermore, let WCi(κ,∇) be the vector bundle over the submanifold Ci whose fiber at the point
yi ∈ Ci is Wyi(κ,∇). Moreover, we may consider the orthogonal complement (T
⊥
yi
Ci)
∇
Ω of TyiCi
with respect to Ω and ∇ given by (see (14))
(T⊥yiCi)
∇
Ω = {(h
∗
yi
, Zyi) ∈ Lin(T
∗
κ(yi)
M,Vyi(κ)
0)×Vyi(κ) | h
∗
yi
((hyi)
H
∇) +
i(Zyi) i(i([(˜hyi)
V
∇]
t)(Y∇η (y)))(Ω(yi)) = 0 , for every hyi ∈ Lin(Tκ(yi)M,TyiCi)}.
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Note that (T⊥yiCi)
∇
Ω ⊆ W
∗
yi
(κ,∇). Furthermore, if (T⊥Ci)
∇
Ω is a vector subbundle of rank r of
W ∗Ci(κ,∇) (that is, the dimension of (T
⊥
yi
Ci)
∇
Ω is r, for every yi ∈ Ci) then one may choose
a set of r local sections {(h∗1, Z1), . . . , (h
∗
r , Zr)} of the vector bundle W
∗(κ,∇) → F such that
{(h∗1, Z1)|Ci , . . . , (h
∗
r , Zr)|Ci} is a local basis of the space Γ((T
⊥Ci)
∇
Ω ) of sections of the vector
subbundle (T⊥Ci)
∇
Ω → Ci. In addition, using Theorem 4, we deduce
Theorem 5 Every submanifold Ci (i ≥ 1) in the sequence (16) may be defined as
Ci = {yi−1 ∈ Ci−1 | 〈((TκH(∇))
−1,−(γ∇η )|V(κ))(yi−1), (T
⊥
yi−1
Ci−1)
∇
Ω 〉 = 0}.
Therefore, if (T⊥Ci−1)
∇
Ω is a vector subbundle of rank r of W
∗
Ci−1
(κ,∇) and {(h∗1, Z1)
(i−1), . . . ,
(h∗r , Zr)
(i−1)} is a set of sections of the vector bundle W ∗(κ,∇) → F spanning locally the space
Γ((T⊥Ci−1)
∇
Ω ), then Ci, is defined locally, as a submanifold of Ci−1, as the zero set of the functions
ξ
(i)
j ∈ C
∞(F ) given by
ξ
(i)
j = ((TκH(∇))
−1,−(γ∇η )|V(κ))((h
∗
j , Zj)
(i−1)).
These functions are called ith-generation constraints.
3.4 The integrability algorithm
Suppose that after applying the premultisymplectic constraint algorithm we have a final constraint
submanifold Cf →֒ F and a connection defined by the multivector field Xf in the fibration κ : F →
M along Cf such that (9) holds on Cf , that is,
i(Xf (y))Ω(y) = 0, for every y ∈ Cf . (17)
However, Xf is not, in general, a flat connection. Nevertheless, in many cases, one may find a
submanifold If of Cf such that (Xf )|If is a flat connection in the fibration κ : F → M along If
and (9) holds for (Xf )|If .
Next we present an algorithm which enables us to find this submanifold (which is an adapted
version of that given in [10]). This is a local algorithm, that is, we are in fact working on suitable
open sets in Cf . Hence, let Xf ≡
∧m
µ=1Xµ be a solution to (17).
• Integrability condition: The condition that Xf is flat is equivalent to demanding that the
distribution spanned by X1, . . . ,Xm is involutive. Then, if cf = dimCf , let Z1, . . . , Zn−m ∈
X(F ), such that {X1, . . . ,Xm, Z1, . . . , Zcf−m} is a local basis of the module of vector fields
on Cf . Therefore, for every pair Xµ,Xν (1 ≤ µ, ν ≤ m) we have
[Xµ,Xν ] = f
ρ
µνXρ + ζ
l
µνZl
for some functions fρµν , ζ lµν . Consider the system ζ
l
µν = 0 and let
I1 = {y ∈ Cf ; ζ
l
µν(y) = 0 , ∀µ, ν, l}.
We have three options:
1. I1 = Cf . Then the distribution spanned by X1, . . . ,Xm is involutive, and (Xf )|Cf is a
flat connection in the fibration κ : F →M along Cf .
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2. I1 = ∅. Then the distribution spanned by X1, . . . ,Xm is not involutive at any point in
Cf , and hence the m-vector field Xf is not integrable.
3. I1 is a proper subset of Cf . In this case we assume that I1 is a closed submanifold of Cf
and the functions ζ lµν are the constraints locally defining I1. The distribution spanned
by X1, . . . ,Xm is involutive on I1; that is, the m-vector field Xf is integrable on I1.
If Xf is tangent to I1, then (Xf )|I1 defines a flat connection in κ : F → M along I1 and (9)
holds on I1 which implies that the problem is solved. Nevertheless, this is not the case in
general, so we need the following:
• Tangency condition: Consider the set
I2 := {y ∈ I1 ; Xf (y) ∈ Λ
mTyI1}
For I2 we have the same problem, so we define inductively, for i > 1,
Ii := {y ∈ Ii−1 ; Xf (y) ∈ Λ
mTyIi−1}
and assume that we obtain a sequence . . . ⊂ Ii ⊂ . . . ⊂ I1 ⊂ Cf such that Ii is a non-empty
(closed) submanifold of F , for all i, or Ii = ∅, for some i.
Observe that the locally decomposable m-vector field Xf = X1 ∧ . . . ∧ Xm is tangent to Ii
(with Ii 6= ∅) if, and only if, Xµ is tangent to Ii, for every µ.
Thus, using the constraints, we have that, if {ζ
(i)
αi } is a basis of constraints defining locally Ii
in Ii−1, the tangency condition is 0 =
Ii
Xµ(ζ
(i)
αi ) (for every µ, αi), that is, we have
Ii+1 := {y ∈ Ii ; Xµ(ζ
(i)
αi
)(y) = 0 , ∀µ, αi}, for every i ≥ 1.
The above algorithm ends at step f in one of the following two options:
1. dim If ≤ m− 1. In such a case, we deduce that it is not possible to find a submanifold I of
Cf such that (Xf )|I is a flat connection in the fibration κ : F → M along I. Therefore, we
must consider (if it exists) another connection X ′f along Cf such that i(X
′
f (y))Ω(y) = 0, for
every y ∈ Cf , and then we must repeat the above procedure.
2. If+1 = If . In this case If is a submanifold of F and we deduce that (Xf )|If is a flat
connection in the fibration κ : F → M along If such that i(Xf (y))(Ω(y)) = 0, for every
y ∈ If . Thus, the problem is solved. As in Section 3.3, we remark that the existence of a
connection in the fibration κ : F → M along If implies that κ(If ) is an open subset of M
and that κ|If : If → κ(If ) is a fibration. In particular, dimIf ≥ m.
We will call this procedure the integrability algorithm for decomposable m-vector fields.
4 Application to Lagrangian and Hamiltonian field theories
4.1 Lagrangian and Hamiltonian field theories
(For details on the construction of the Lagrangian and Hamiltonian formalisms of field theories,
see for instance, [2], [3], [9], [10], [11], [12], [13], [21], [25], [26], [39], [41].)
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A first-order classical field theory is described by its configuration fibre bundle π : E → M
and a Lagrangian density which is a π¯1-semibasic m-form, L, on J1π (the first-order jet bundle of
π : E → M). L is usually written as L = L(π¯1∗η) ≡ Lω, where L ∈ C∞(J1π) is the Lagrangian
function associated with L and ω, and π1 : J1π → E and π¯1 := π ◦ π¯ : J1π → M are the natural
projections. The Poincare´-Cartan m and (m+ 1)-forms associated with the Lagrangian density L
are defined using the vertical endomorphism V of the bundle J1π
ΘL := i(V)L + L ∈ Ω
m(J1π) ; ΩL := −dΘL ∈ Ω
m+1(J1π)
Then a Lagrangian system is a couple (J1π,ΩL). The Lagrangian system is regular if ΩL is 1-
nondegenerate. Elsewhere it is called singular. In a natural chart of coordinates (xα, yA, vAα ) in
J1π (adapted to the bundle structure, and such that ω = dx1 ∧ . . . ∧ dxm ≡ dxm) we have
ΩL = −
∂2L
∂vBν ∂v
A
α
dvBν ∧ dy
A ∧ dm−1xα −
∂2L
∂yB∂vAα
dyB ∧ dyA ∧ dm−1xα
+
∂2L
∂vBν ∂v
A
α
vAα dv
B
ν ∧ d
mx+
(
∂2L
∂yB∂vAα
vAα −
∂L
∂yB
+
∂2L
∂xα∂vBα
)
dyB ∧ dmx (18)
(where dmx = dx1 ∧ . . . ∧ dxm and dm−1xα ≡ i
(
∂
∂xα
)
dmx). Locally, the regularity condition is
equivalent to det
(
∂2L
∂vAα ∂v
B
ν
(y¯)
)
6= 0, for every y¯ ∈ J1π.
The Lagrangian problem associated with a Lagrangian system (J1π,ΩL) consists in finding
sections φ ∈ Γ(M,E) (where Γ(M,E) denotes the set of sections of π), such that
(j1φ)∗ i(X)ΩL = 0 , for every X ∈ X(J
1π)
In natural coordinates this is equivalent to demanding that φ satisfies the Euler-Lagrange equations.
The problem of finding these sections can be formulated equivalently as follows: to find the integral
sections of a class of holonomic m-vector fields {XL} ⊂ X
m(J1π), such that
i(XL)ΩL = 0 , for every XL ∈ {XL}
(Holonomic means that XL is integrable and its integral sections are holonomic. This is equivalent to
demanding that XL is integrable and semi-holonomic, that is, it satisfies the condition i(XL)V = 0.
Semi-holonomic (not necessarily integrable) locally decomposablem-vector fields which are solution
to these equations are called Euler-Lagrange m-vector fields for (J1π,ΩL).
For the Hamiltonian formalism of field theories, we take as the multimomentum bundle the
manifold J1π∗ ≡ Λm2 T
∗E/π∗ΛmT∗M , where Λm2 T
∗E ≡ Mπ is the bundle of m-forms on E van-
ishing by the action of two π-vertical vector fields. It is a bundle τ¯1 = π ◦ τ1 : J1π∗ → M , where
τ1 : J1π∗ → E is the natural projection. Natural charts of coordinates in Mπ and J1π (adapted
to the bundle structure, and such that ω∗ ≡ τ¯1∗η = dx1 ∧ . . . ∧ dxm ≡ dxm) are denoted by
(xα, yA, pαA, p) and (x
α, yA, pαA), respectively.
As Mπ is a subbundle of ΛmT∗E (the multicotangent bundle of E of order m), then Mπ is
endowed with canonical forms: the “tautological form” Θ ∈ Ωm(Mπ), and the multisymplectic
form Ω := −dΘ ∈ Ωm+1(Mπ). They are known as the multimomentum Liouville m and (m+ 1)-
forms. Their local expressions are
Θ = pαAdy
A ∧ dm−1xα + pd
mx , Ω = −dpαA ∧ dy
A ∧ dm−1xα − dp ∧ d
mx
Now, if (J1π,ΩL) is a Lagrangian system, the extended Legendre map associated with L,
F˜L : J1π → Mπ, is defined by: (F˜Ly¯))(Z1, . . . , Zm) := (ΘL)y¯(Z¯1, . . . , Z¯m), for y¯ ∈ J
1π, where
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Z1, . . . , Zm ∈ Tpi1(y¯)E, and Z¯1, . . . , Z¯m ∈ Ty¯J
1π are such that Ty¯π
1Z¯α = Zα. Then, using the
natural projection µ : Mπ → J1π∗, we define the restricted Legendre map associated with L as
FL := µ ◦ F˜L. Their local expressions are
F˜L
∗
xν = xν , F˜L
∗
yA = yA , F˜L
∗
pνA =
∂L
∂vAν
, F˜L
∗
p = L− vAν
∂L
∂vAν
FL∗xν = xν , FL∗yA = yA , FL∗pνA =
∂L
∂vAν
We have that F˜L
∗
Θ = ΘL, and F˜L
∗
Ω = ΩL.
(J1π,ΩL) is a regular Lagrangian system if FL is a local diffeomorphism (this definition is
equivalent to that given above). Elsewhere (J1π,ΩL) is a singular Lagrangian system. As a
particular case, (J1π,ΩL) is a hyper-regular Lagrangian system if FL is a global diffeomorphism.
A singular Lagrangian system (J1π,ΩL) is almost-regular if P := FL(J
1π) is a closed submanifold
of J1π∗, FL is a submersion onto its image, and for every y¯ ∈ J1π, the fibres FL−1(FL(y¯)) are
connected submanifolds of J1π.
If (J1π,ΩL) is an almost-regular Lagrangian system then P is a fibre bundle over E andM (the
natural projections are denoted by τ10 : P → E and τ¯
1
0 := π ◦ τ
1
0 : P → M) and the µ-transverse
submanifold P˜ = F˜L(J1π) →֒ Mπ is diffeomorphic to P (and we denote by ˜0 : P˜ →֒ Mπ the
natural imbedding). This diffeomorphism is denoted µ˜ : P˜ → P, and it is just the restriction
of the projection µ to P˜ . Then, taking h˜ := µ˜−1, we define the Hamilton-Cartan (m + 1)-form
Ω0h = (˜0 ◦ h˜)
∗Ω, which verifies that FL∗0Ω
0
h = ΩL (where FL0 is the restriction map of FL onto
P). Then h˜ is called a Hamiltonian section, and (P,Ω0h) is the Hamiltonian system associated with
the almost-regular Lagrangian system (J1π,ΩL) (see [26]).
If (J1π,ΩL) is a hyper-regular Lagrangian system, then P = J
1π∗, and the construction is
the same. In addition, F˜L(J1π) is a 1-codimensional embedded submanifold of Mπ, which is
transverse to the projection µ, and is diffeomorphic to J1π∗. This diffeomorphism is µ−1, when µ
is restricted to F˜L(J1π), and coincides with the map h := F˜L◦FL−1, when it is restricted onto its
image. h is the Hamiltonian section in this case, and the associated Hamiltonian system is denoted
by (J1π∗,Ωh), where Ωh = h
∗Ω. In a local chart of natural coordinates, the Hamiltonian section
is specified by a local Hamiltonian function H ∈ C∞(U), U ⊂ J1π∗, such that h(xα, yA, pαA) ≡
(xα, yA, pαA, p = −H), where
H(xα, yA, pαA) = (FL
−1)∗
(
vAα
∂L
∂vAα
− L
)
= pαA(FL
−1)∗vAα − (FL
−1)∗L
and Ωh = −dp
α
A ∧ dy
A ∧ dm−1xα + dH ∧ d
mx.
The Hamiltonian problem associated with the Hamiltonian system (P,Ω0h) (for (J
1π∗,Ωh) is
analogous), consists in finding sections ψo ∈ Γ(M,P) such that
ψ∗o i(X0)Ω
0
h = 0 , for every X0 ∈ X(P)
As in the Lagrangian case, these sections are the integral sections of a class of integrable and
τ¯10 -transverse m-vector fields {XHo} ⊂ X
m(P) satisfying that
i(XHo)Ω
0
h = 0 , for every XHo ∈ {XHo}.
m-vector fields satisfying these conditions (but not necessarily integrable) are called Hamilton-De
Donder-Weyl m-vector fields for (P,Ω0h).
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4.2 Lagrangian and Hamiltonian algorithms
Let (J1π,ΩL) be a Lagrangian system. If ∇ is an Ehresmann connection in the fibration π¯
1 : J1π →
M , let Y∇η be the corresponding m-vector field on J
1π. Then, we have:
Proposition 7 The Poincare´-Cartan (m+ 1)-form may be written as
ΩL = ω ∧ (γL)
∇
η +Ω
∇
L ,
where (γL)
∇
η = i(Y
∇
η )ΩL ∈ Ω
1(J1π), and Ω∇L is a (m+ 1)-form on J
1π of bidegree (m− 1, 2) with
respect to the connection ∇.
( Proof ) If y ∈ J1π and v1, v2, v3 ∈ Vy(π¯
1) (V (π¯1) being the vertical bundle of π¯1) then, from
(18) we have that i(v1 ∧ v2 ∧ v3)ΩL(y) = 0. Thus, the result follows from Propositions 2 and 5.
If (J1π,ΩL) is a hyperregular Lagrangian system (the regular case is analogous) FL is a global
diffeomorphism. Moreover, if Ωh is the Hamilton-Cartan (m+ 1)-form on J
1π∗, then
FL∗Ωh = ΩL. (19)
Furthermore, as FL is a global diffeomorphism, the connection ∇ induces a connection ∇∗ in the
fibration τ¯1 : J1π∗ →M in such a way that
FL∗Y
∇
η = Y
∇∗
η , (20)
where Y∇
∗
η is the m-vector field on J
1π∗ associated with ∇∗ and the volume form η. Thus, from
(19), (20) and Proposition 7, we obtain:
Proposition 8 The Hamilton-Cartan (m+ 1)-form may be written as
Ωh = Ω
∇∗
h + ω
∗ ∧ (γh)
∇∗
η ,
where (γh)
∇∗
η = i(Y
∇∗
η )Ωh, and Ω
∇∗
h is a (m+ 1)-form on J
1π∗ of bidegree (m− 1, 2) with respect
to the connection ∇∗.
Furthermore, we may prove the following result:
Proposition 9 If (J1π,ΩL) is a regular Lagrangian system, then the (m+ 1)-forms Ω
∇
L and Ω
∇∗
h
are 1-nondegenerate.
( Proof ) As FL is a diffeomorphism and FL∗Ω∇
∗
h = Ω
∇
L , it suffices to prove that Ω
∇∗
h is 1-
nondegenerate. The local expression of Ω∇
∗
h is
Ω∇
∗
h = −dp
α
A ∧ dy
A ∧ dm−1xα + θ ∧ d
mx,
θ being a 1-form such that θ
(
∂
∂xα
)
= 0, for every α. As a consequence,
i(
∂
∂xβ
)Ω∇
∗
h = −
∑
A,α;α6=β
dpαA ∧ dy
A ∧ dm−2xαβ − θ
(
∂
∂yA
)
dyA ∧ dm−1xβ − θ
(
∂
∂pαA
)
dpαA ∧ d
m−1xβ
(21)
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i
(
∂
∂yA
)
Ω∇
∗
h =
∑
α
dpαA ∧ d
m−1xα + θ
(
∂
∂yA
)
dmx, (22)
i
(
∂
∂pαA
)
Ω∇
∗
h = −dy
A ∧ dm−1xα + θ
(
∂
∂pαA
)
dmx. (23)
Thus, if X = λβ
∂
∂xβ
+ µA
∂
∂yA
+ ναA
∂
∂pαA
is a local vector field such that i(X)Ω∇
∗
h = 0 then, from
(21), it follows that λβ = 0, for every β, which implies that (see (22) and (23))
µAdpαA ∧ d
m−1xα + µ
Aθ(
∂
∂yA
)dmx− ναAdy
A ∧ dm−1xα + ν
A
α θ(
∂
∂pαA
)dmx = 0.
Therefore, µA = 0 and ναA = 0, for every A and α, that is, X = 0.
If the Lagrangian is regular, then from Propositions 6 and 9, we obtain that (T⊥y J
1π)∇ΩL = {0},
for every y ∈ J1π. Thus, there exist locally decomposable m-vector fields XL on J
1π such that
i(XL)ω = 1, i(XL)ΩL = 0.
Moreover, we have
Proposition 10 If (J1π,ΩL) is a regular Lagrangian system and XL is a locally decomposable m-
vector field on J1π such that i(XL)ω = 1 and i(XL)ΩL = 0 then XL is an Euler-Lagrange m-vector
field for L.
( Proof ) We must prove that XL is semi-holonomic, that is, i(XL)V = 0. For this purpose, we
consider local fibred coordinates (xα, yA, vAα ) on J
1π. Then, since i(XL)ω = 1, it follows that
XL = Λ
m
α=1
(
∂
∂xα
+ ΓAα
∂
∂yA
+ ΓAαβ
∂
∂vAβ
)
with ΓAα and Γ
A
αβ local real functions on J
1π. Furthermore, from (18), we deduce that
0 = (i(XL)ΩL)(
∂
∂vBν
) = (−1)mi(XL)(i(
∂
∂vBν
)ΩL)
= (−1)m+1(ΓAα − v
A
α )
∂2L
∂vAα ∂v
B
ν
, for all B and ν.
Therefore, using the fact that L is regular, we conclude that
ΓAα = v
A
α , for all A and α,
which implies that XL is semi-holonomic.
Hence, if (J1π,ΩL) is a regular Lagrangian system, then the existence of classes of Euler-
Lagrange m-vector fields for L is assured in J1π. In the same way, for the Hamiltonian formalism,
the existence of Hamilton-De Donder-Weyl m-vector fields is assured everywhere in J1π∗ (note
that if XL is an Euler-Lagrange m-vector field for L then (FL)∗XL is a Hamilton-De Donder-Weyl
m-vector field on J1π∗). In both cases, the solution is not unique.
For singular (almost-regular) Lagrangian systems, the existence of Euler-Lagrange m-vector
fields is not assured except perhaps on some submanifold Sf →֒ J
1π, where the solution is not
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unique. In order to find this submanifold we apply the algorithm developed in Section 3.3 to the
system (J1π,ΩL), by doing the identifications κ : F → M with π¯
1 : J1π → M , and Ω with ΩL.
Thus we obtain obtain a sequence
· · ·
jii+1
→֒ Ni
ji−1i
→֒ · · ·
j1
2
→֒ N1
j1
→֒ N0 ≡ J
1π . (24)
which, in the best of cases stabilizes in the final constraint submanifold Nf where there exist
m-vector fields XNf on Nf , solution to the equations
(i(XNf )ΩL)|Nf = 0, (i(X
Nf )ω)|Nf = 1. (25)
But XNf will not be, in general, an Euler-Lagrange m-vector field on Nf (that is, it is not semi-
holonomic), and, in addition, XNf will not in general be an integrable m-vector field. The problem
of finding integrable Euler-Lagrange m-vector fields (i.e., holonomic) is discussed and solved in the
next Section.
Now, we consider the Hamiltonian system (P,Ω0h). Let ∇
∗
0 be a connection in the bundle
τ¯10 : P → M and denote by Y
∇∗0
η the corresponding m-vector field on P associated with ∇∗0 and η.
Then, we have:
Proposition 11 The Hamilton-Cartan (m+ 1)-form may be written as
Ω0h = Ω
∇∗
0
h + ω
∗
0 ∧ (γh)
∇∗
0
η ,
where ω∗0 = τ¯
1∗
0 η, (γh)
∇∗
0
η = i(Y
∇∗
0
η )Ωh, and Ω
∇∗
0
h is a (m+ 1)-form on P of bidegree (m− 1, 2) with
respect to the connection ∇∗0.
( Proof ) If y¯ = FL0(y) ∈ P, with y ∈ J
1π, and v¯1, v¯2, v¯3 ∈ Vy(τ¯
1
0 ) then, since FL0 : J
1π → P is
a submersion and τ¯10 ◦ FL0 = π¯
1, it follows that there exist v1, v2, v3 ∈ Vy(π¯
1) such that
(TyFL0)(vi) = v¯i, for i ∈ {1, 2, 3}.
Thus, using that (FL0)
∗Ω0h = ΩL, we deduce that
i(v¯1 ∧ v¯2 ∧ v¯3)Ω
0
h(y¯) = 0.
This proves the result.
Hamilton-De Donder-Weyl m-vector fields do not exist, in general, in P, and then we must
apply the algorithmic procedure developed in Section 3.3 to the system (P,Ω0h), by doing the
identifications κ : F →M with τ¯1|P : P →M , and Ω with Ω
0
h. Thus we obtain a sequence
· · ·
jii+1
→֒ Pi
ji−1i
→֒ · · ·
j1
2
→֒ P1
j1
→֒ P0 ≡ P . (26)
which, in the best of cases stabilizes in the final constraint submanifold Pf of P where there exist
m-vector fields XPf on Pf , solution to the equations
(i(XPf )Ω0h)|Pf = 0, (i(X
Pf )ω∗0)|Pf = 1. (27)
Of course the solution XPf is not unique.
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Remark 3 The Lagrangian and Hamiltonian pre-multisymplectic algorithms are equivalent in the
following sense: at every level j of the Lagrangian and Hamiltonian algorithms, the submanifolds
of the sequences (24) and (26) are FL-related, that is, FL(Nj) = Pj and FLj = FL|Nj : Nj → Pj
is a submersion such that FL−1j (FLj(xj)) = FL
−1
0 (FL0(xj)), for xj ∈ Nj . Moreover, if Nf is
the final constraint submanifold (in the Lagrangian level) and XNf is a locally decomposable m-
vector field on Nf such that equations (25) hold and, in addition, X
Nf is FLf -projectable to an
m-vector field XPf on Pf then X
Pf is locally decomposable and equations (27) hold. Conversely, if
XPf is a locally decomposable m-vector field on Pf satisfying equations (27) and X
Nf is a locally
decomposable m-vector field on Nf which is FLf -projectable on X
Pf then XNf satisfies equations
(25) (see [26, 30] for a detailed discussion on this topic).
Finally, the Hamilton-De Donder-Weyl m-vector fields XPf are not integrable, in general. In
fact, if we have that XPf = X
Pf
1 ∧ . . . ∧X
Pf
m , where X
Pf
α are (local) vector fields on Pf , for all α,
and {X
Pf
1 , . . . ,X
Pf
m , Z¯1, . . . , Z¯p} is a local basis of the vector bundle TPf → Pf then
[X
Pf
α ,X
Pf
β ] = f¯
γ
αβX
Pf
γ + ζ¯
l
αβZ¯l
for some functions f¯γαβ and ζ¯
l
αβ on Pf . Therefore, we must apply the integrability algorithm of
Section 3.4, and we obtain a sequence . . . ⊆ Ji ⊆ . . . ⊆ J1 ⊆ Pf , such that Ji is a non-empty
(closed) submanifold of Sf , with
J1 = {y ∈ Pf | ζ¯
l
αβ(y) = 0}
Ji = {y ∈ Ji−1 | X
Pf (y) ∈ ΛmTyJi−1}, for i ≥ 2.
In the best cases, there exists an integer i such that Ji+1 = Ji. Then, Jf = Ji+1 = Ji is a
submanifold of Pf , and X
Jf = (XPf )|Jf is an integrable Hamilton-De Donder-Weyl m-vector field
in Jf .
4.3 Almost-regular Lagrangians and integrable Euler-Lagrange m-vector fields
Let (J1π,ΩL) be an almost-regular Lagrangian system, and Nf the final constraint submanifold
(in the Lagrangian setting). Then, there exists a locally decomposable m-vector field XNf on Nf
such that
(i(XNf )ΩL)|Nf = 0, (i(X
Nf )ω)|Nf = 1.
But, in general, XNf is not an Euler-Lagrange m-vector field on Nf and, in addition, X
Nf will not
in general be an integrable m-vector field.
In order to solve these problems, first we construct a submanifold Sf of Nf where there exists
a locally decomposable m-vector field X Sf such that
(i(X Sf )ΩL)|Sf = 0, (i(X
Sf )ω)|Sf = 1, (i(X
Sf )V)|Sf = 0.
In fact, from the above discussion we know that we can choose the m-vector field XNf on Nf such
that it projects via FLf (the restriction of FL to Nf ) onto an m-vector field X
Pf on Pf . Then,
we consider the subset Sf of Nf defined by
Sf = {x ∈ Nf/(i(X
Nf )V)(x) = 0}. (28)
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In [30] (see also [26]), it was proved that
(i(XNf )V)(x) ∈ KerTx(FLf ) = KerTx(FL0) (29)
and that for every x ∈ Nf , Sf ∩ FL
−1
f (FLf (x)) = Sf ∩ FL
−1
0 (FL0(x)) is a single point in Sf .
The above result allows us to introduce a well-defined map sf : Pf → Nf such that
Sf = sf (Pf ), FLf ◦ sf = Id.
Thus, sf : Pf → Nf is a global section of the submersion FLf : Nf → Pf and, therefore, Sf is an
embedded submanifold of Nf and the map sf : Pf → Sf is a diffeomorphism (for more details, see
[26, 30]).
Now, defining the m-vector field X Sf on Sf by X
Sf = (ΛmTsf ) ◦ X
Pf , then we have [30]:
Theorem 6 X Sf is an Euler-Lagrange m-vector field on Sf for the Lagrangian L, that is, X
Sf is
a locally decomposable m-vector field on Sf and
(i(X Sf )ΩL)|Sf = 0, (i(X
Sf )ω)|Sf = 1, (i(X
Sf )V)|Sf = 0.
Next, we give a local description of the submanifold Sf and of the Euler-Lagrange m-vector
field X Sf on Sf . Since L is almost-regular, it follows that the rank of the partial Hessian matrix(
∂2L
∂vAα ∂v
B
β
)
is constant. Let rank
(
∂2L
∂vAα ∂v
B
β
)
= pm + q, with 0 ≤ p ≤ n − 1 and 0 ≤ q ≤ m,
and assume that the first pm + q rows of this matrix are independent. Denote by V˜ (π1) → J1π
the vector subbundle of the vertical bundle V (π1)→ J1π of π1 : J1π →M generated by the local
vector fields {
∂
∂vAα
,
∂
∂vp+11
, . . . ,
∂
∂vp+1q
}
, for 1 ≤ A ≤ p and 1 ≤ α ≤ m.
Then, there exist sections {Xp+1q+1 , . . . ,X
p+1
m ,XAα }, with p+2 ≤ A ≤ n and 1 ≤ α ≤ m, of the vector
bundle V˜ (π1) → J1π such that {W p+1q+1 , . . . ,W
p+1
m ,WAα }, with p + 2 ≤ A ≤ n and 1 ≤ α ≤ m, is a
local basis of Ker(T(FL0)), where
W p+1β =
∂
∂vp+1β
+Xp+1β , W
A
α =
∂
∂vAα
+XAα , (p+2 ≤ A ≤ n, 1 ≤ α ≤ m, q+1 ≤ β ≤ m). (30)
Now, suppose that XNf = X
Nf
1 ∧ . . . ∧ X
Nf
m , with
X
Nf
α =
(
∂
∂xα
+ ΓAα
∂
∂yA
+ ΓAαβ
∂
∂vAβ
)∣∣∣
Nf
, for α ∈ {1, . . . ,m}.
Then, using that XNf is FLf -projectable, it follows that the functions Γ
A
α are constant on the
fibers of FLf : Nf → Pf . But, as FL
−1
f (FLf (x)) = FL
−1
0 (FL0(x)), for every x ∈ Nf (see Remark
3), we obtain that
W p+1γ (ΓAα ) = 0, γ ∈ {q + 1, . . . ,m}
W p+1+iγ (ΓAα ) = 0, i ∈ {1, . . . , n − p− 1}, γ ∈ {1, . . . ,m}.
(31)
Furthermore
i(XNf )V = (ΓAα − v
A
α )
∂
∂vAα
.
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Thus, from (29) and (30), we have that
i(XNf )V = (Γp+1γ − v
p+1
γ )W
p+1
γ + (Γ
p+1+i
γ − v
p+1+i
γ )W
p+1+i
γ . (32)
Note that the functions
ζp+1γ = Γ
p+1
γ − v
p+1
γ , γ ∈ {q + 1, . . . ,m}
ζp+1+iγ¯ = Γ
p+1+i
γ¯ − v
p+1+i
γ¯ , i ∈ {1, . . . , n− p− 1}, γ¯ ∈ {1, . . . ,m}.
(33)
are independent on Nf . In fact (see (30), (31) and (33))
W p+1γ (ζ
p+1
γ′ ) = −δγγ′ , W
p+1
γ (ζ
p+1+i
γ¯ ) = 0,
W p+1+iγ¯ (ζ
p+1
γ ) = 0, W
p+1+i
α¯ (ζ
p+1+j
γ¯ ) = −δijδα¯γ¯ .
Moreover, using (28) and (32), we conclude that {ζp+1γ , ζ
p+1+i
γ¯ }, with γ ∈ {1, . . . ,m}, i ∈ {1, . . . , n−
p − 1} and γ¯ ∈ {1, . . . ,m}, is a set of local independent constraint functions defining Sf as a
submanifold of Nf , that is,
Sf = {x ∈ Nf/(Γ
p+1
γ − v
p+1
γ )(x) = 0, (Γ
p+1+i
γ¯ − v
p+1+i
γ¯ )(x) = 0}.
Finally, a direct calculation proves that the Euler-Lagrange m-vector field X Sf on Sf is given by
X Sf = X
Sf
1 ∧ . . . ∧ X
Sf
m , with
X
Sf
α = (X
Nf
α + X
Nf
α (ζ
p+1
γ )W
p+1
γ +X
Nf
α (ζ
p+1+i
γ¯ )W
p+1+i
γ¯ )|Sf , for every α.
X Sf is not, in general, integrable. In fact, if {X
Sf
1 , . . . ,X
Sf
m , Z1, . . . , Zs} is a local basis of the vector
bundle TSf → Sf then we have that
[X
Sf
α ,X
Sf
β ] = f
γ
αβX
Sf
γ + ζ
l
αβZl,
for some functions fγαβ and ζ
l
αβ.
Therefore, we must apply the integrability algorithm of Section 3.4. Then, we obtain a sequence
. . . ⊆ Ii ⊆ . . . ⊆ I1 ⊆ Sf , such that Ii is a non-empty (closed) submanifold of Sf , with
I1 = {x ∈ Sf |ζ
γ
αβ(x) = 0}
Ii = {x ∈ Ii−1|X
Sf (x) ∈ ΛmTxIi−1}, for i ≥ 2
In the best cases, there exists an integer i such that Ii+1 = Ii. Then, If = Ii+1 = Ii is a
submanifold of Sf and X
If = (X Sf )|If is an integrable Euler-Lagrange m-vector field on If , and
hence it is holonomic. In fact:
Theorem 7 If U is an open subset of M and s : U ⊆ M → If is an integral section of X
If then
there exists a section φ : U ⊆ M → E of the projection π : E → M such that s = j1φ and φ is a
solution to the Euler-Lagrange equations for L.
( Proof ) We have that
(i(X f )ΩL)|If = 0, (34)
(i(X f )V)|If = 0. (35)
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We can assume, without loss of generality, that s(U) ⊆ U˜ , with U˜ an open subset of J1π and
(xα, yA, vAα ) a system of local coordinates on U˜ . Then, since X
If is locally decomposable and
i(X f )ω|If = 1, we deduce that
X If |U˜∩If = X
If
1 ∧ . . . ∧ X
If
m , (36)
with X
If
α ∈ X(U˜ ∩ If ) given by
X
If
α =
(
∂
∂xα
+ ΓAα
∂
∂yA
+ ΓAαβ
∂
∂vAβ
)
|U˜∩If , (37)
for all α, where ΓAα and Γ
A
αβ are local functions on U˜ . Now, using that
(i(X If )V)|U˜∩If =
(
(ΓAα − v
A
α )
∂
∂vAα
) ∣∣∣
U˜∩If
,
it follows that (see (35))
X
If
α =
(
∂
∂xα
+ vAα
∂
∂yA
+ ΓAαβ
∂
∂vAβ
)∣∣∣
U˜∩If
. (38)
Furthermore, from (18), we obtain that
i(
∂
∂yA
)ΩL =
∂2L
∂vBν ∂v
A
α
dvBν ∧ d
m−1xα +
(
∂2L
∂yB∂vAα
−
∂2L
∂yA∂vBα
)
dyB ∧ dm−1xα
+
(
∂2L
∂yA∂vBα
vBα −
∂L
∂yA
+
∂2L
∂xα∂vAα
)
dmx
(39)
Therefore, using (34), (36), (37) and (39), we conclude that
∂2L
∂xα∂vAα
+
∂2L
∂yB∂vAα
vBα +
∂2L
∂vBν ∂v
A
α
ΓBαν −
∂L
∂yA
= 0, for every A. (40)
Next, suppose that U is an open subset of M and that s : U ⊆ M → U˜ ∩ If ⊆ J
1π is an integral
section of X If |U˜∩If such that the local expression of s is s(x
β) = (xβ , sA(xβ), sAα (x
β)). Using (38)
and the fact that
(Ts)
(
∂
∂xβ
)
=
(
∂
∂xβ
+
∂sA
∂xβ
∂
∂yA
+
∂sAα
∂xβ
∂
∂vAβ
)∣∣∣
U˜∩If
, for every β.
we deduce that
sAα =
∂sA
∂xα
, ΓAαβ ◦ s =
∂2sA
∂xα∂xβ
, for every A,α, β. (41)
From (41), it follows that there exists φ : U ⊆ M → E a local section of π : E → M such that
s = j1φ. Moreover, using (40) and (41), we obtain that
∂2L
∂xα∂vAα
+
∂2L
∂yB∂vAα
∂sB
∂xα
+
∂2L
∂vBν ∂v
A
α
∂2sB
∂xα∂xν
−
∂L
∂yA
= 0, for every A.
This implies that
(jiφ)∗
(
∂L
∂yA
−
d
dxα
∂L
∂vAα
)
= 0, for every A.
In other words, φ is a solution to the Euler-Lagrange equations associated with L.
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Remark 4 The behaviour of the integrability algorithm in the Lagrangian and Hamiltonian levels
is the same. Indeed, it is easy to prove that (FLf )(Ii) = Ji, and that the map (FLf )|Ii : Ii → Ji is
a diffeomorphism, for every i. Thus, if the integrability algorithm in the Lagrangian level stabilizes
at step i then the integrability algorithm in the Hamiltonian level also stabilizes at step i and,
conversely, if the integrability algorithm in the Hamiltonian level stabilizes at step i then the
integrability algorithm in the Lagrangian level also stabilizes at step i.
5 An example: affine Lagrangian densities
Consider the configuration bundle π : E → M , and α ∈ Λm1 T
∗E. Then, α induces a function
L = αˆ ∈ C∞(J1π) as follows: given x ∈M and a section φ : M → E, we define L(j1xφ) by
L(j1xφ)η(x) = [φ
∗α] (x) .
Note that L(j1xφ) is well-defined: if φ,ψ are sections such that j
1
xφ = j
1
xψ, then L(j
1
xφ) = L(j
1
xψ).
Taking fibered coordinates (xα, yA, vAα ) in J
1E, if α = a(xα, yA) dmx+fµB(x
α, yA) dyB∧dm−1xµ,
then
L(xα, yA, vAα ) = a(x
α, yA) + fµB(x
α, yA)vBµ .
Thus, the Lagrangian density L = Lω is affine.
A direct computation in local coordinates shows that ΘL = (π
1∗)α and, hence, ΩL = (π)
1∗(−dα).
We also obtain F˜L = α ◦ π1, and FL = µ ◦ α ◦ π1. Therefore, P˜ = F˜L(J1π) = α(E) is an embed-
ded submanifold of Mπ, which is diffeomorphic to E by means of the mapping α : E → P˜ ≡ Imα.
Since π1 is a surjective submersion with connected fibers, then so is F˜L0 : J
1π → P (recall that
F˜L0 is the restriction of F˜L onto its image P). Moreover, since F˜L
−1
(F˜L)(y¯) = (π1)−1(π1(y¯)),
for all y¯ ∈ J1π, and F˜L
−1
(F˜L)(y¯) ⊆ FL−1(FL)(y¯) ⊆ (π1)−1(π1(y¯)), we obtain FL−1(FL)(y¯) =
F˜L
−1
(F˜L)(y¯) = (π1)−1(π1(y¯)), and hence the fibers of FL are connected submanifolds of J1π. In
conclusion, affine Lagrangian systems are almost regular.
Note that the manifold P can be identified with E, and the mapping FL0 : J
1π → P can be
identified with the mapping π1 : J1π → E. Hence, the (m + 1)-form Ω0h = (˜0 ◦ h˜)
∗Ω (resp. the
m-form ω∗0) on P can be identified with the (m + 1)-form −dα (resp. π
∗(η)) on E. Taking these
identifications into account, the constrained Hamilton equations on E are
i(XP )(dα) = 0 , i(XP )(π∗(η)) = 1 . (42)
Let ∇∗0 be a connection in the bundle τ
1
0 : P → M , and Y
∇∗
0
η =
m∧
µ=1
(
∂
∂xµ
+ ΓAµ
∂
∂yA
)
the corre-
sponding m-vector field on P associated with ∇∗0 and η. A direct computation shows that
(γh)
∇∗
0
η = i(Y
∇∗
0
η )Ω
0
h = (−1
m)
[
∂f νA
∂xν
−
∂a
∂yA
+ ΓBν
(
∂f νA
∂yB
−
∂f νB
∂yA
)] (
dyA − ΓAµ dx
µ
)
,
Ω
∇∗0
h = Γ
B
ν
(
∂f νB
∂yA
−
∂f νA
∂yB
)
dyA ∧ dmx−
∂fµB
∂yA
dyA ∧ dyB ∧ dm−1xµ .
It is easy to show that Ω
∇∗
0
h is 1-nondegenerate if, and only if, the matrix (f
µ
AB) =
(
∂fµB
∂yA
−
∂fµA
∂yB
)
is regular, for every µ ∈ {1, . . . ,m}. Then, the Hamiltonian constrained system (42) has solution.
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A m-vector field XP =
m∧
µ=1
(
∂
∂xµ
+ FAµ
∂
∂yA
)
is a solution to (42) on P ≃ E if, and only if,
(
∂fµA
∂yB
−
∂fµB
∂yA
)
FBµ =
∂a
∂yA
−
∂f νA
∂xν
.
Note that there are n equations and mn variables, and that the rank of the matrix
(
∂fµA
∂yB
−
∂fµB
∂yA
)
of type n× nm is maximum, that is, n. Thus, the set of solutions of the system is an affine space
of dimension n(m− 1) (the solution is not unique if m > 1).
With respect to the integrability of the solutions, a direct computation shows that a m-vector
field XP solution to (42) is integrable if
∂FAν
∂xµ
−
∂FAµ
∂xν
+ FBµ
∂FAν
∂yB
− FBν
∂FAµ
∂yB
= 0, for all A and µ, ν.
Otherwise, the integrability algorithm should be applied.
Taking into account the identification P ≃ E, as ΩL = FL
∗
0(−dα), if X
P is a solution to the
constrained Hamiltonian equations on P, then every locally decomposable m-vector field X J
1pi
which projects via FL0 onto X
P is a solution to the equations
i(X J
1pi)(ΩL) = 0, i(X
J1pi)ω = 1.
Let Ψ be the first-order jet field with respect to the fibration π : E → M associated to the Ehres-
mann connection defined by the m-vector field XP . Then, the submanifold S of J1π where a
semi-holonomic m vector field satisfying the Lagrangian equations exists is Ψ(E). In fact, if
X S = (ΛmTΨ) ◦ XP then X S is an Euler-Lagrange m-vector field on S for L, that is, X S is a
locally decomposable m-vector field on S and
(i(X S)ΩL)|S = 0, (i(X
S)ω)|S = 1, (i(X
S)V)|S = 0.
If the matrix (fµAB) is singular but there are no higher-order constraints, the previous results remain
true. Otherwise, we will have to apply the premultisymplectic constraint algorithm. Suppose that
we have obtained the final constraint submanifolds Nf and Pf , with the submersion (π
1)|Nf : Nf →
Pf . Let X
Pf be a m-vector field solution of the constrained Hamiltonian equations. We have that
π(Pf ) is an open subset of M and that πf = π|Pf : Pf → π(Pf ) ⊆M is a fibration. Moreover, J
1πf
is a submanifold of J1π (see Appendix). Now, let Ψ be the first-order jet field with respect to the
fibration πf : Pf → π(Pf ) associated to the m-vector field X
Pf . Then, the submanifold Sf of J
1π
where an Euler-Lagrange m-vector field for L along Sf exists is Ψ(Pf ), and X
Sf = (ΛmTΨ) ◦ XPf
is such an Euler-Lagrange m-vector field (see Theorem 6).
Example: Let π : R4 → R2 be the configuration bundle, and L = x2(y1v12 + y
2v22) + y
1y2.
In this case, α = y1y2dx1 ∧ dx2 − x2y1dy1 ∧ dx1 − x2y2dy2 ∧ dx1. If ∇ is the trivial connection,
Y∇η =
∂
∂x1
∧
∂
∂x2
, then γ∇η = (y
1 − y2)(dy1 − dy2) and Ω∇L = 0. A simple computation shows that,
in this case, ♭∇Ω (h) = ((h)
H
∇ , 0). Therefore, the vector fields Zi in Theorem 5 are all the vertical
vector fields in V(π¯1). Hence, the submanifold N1 is characterized by the constraint y
1−y2 = 0. In
fact, every semi-holonomic 2-vector field in N1 is an Euler-Lagrange 2-vector field for this problem.
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Appendix: m-vector fields and Ehresmann connections in fibre bun-
dles
(See [10, 26, 30] for the proofs and other details about the results in this section).
Let F be a N -dimensional differentiable manifold. Sections of Λm(TF ) are called multivector
fields in F , or more precisely, m-vector fields in F (they are contravariant skew-symmetric tensors
of order m in F ). The space of m-vector fields is denoted by Vm(F ). X ∈ Vm(F ) is locally
decomposable if, for every p ∈ F , there exists an open neighbourhood Up ⊂ F and Y1, . . . , Ym ∈
X(Up) such that X =
Up
Y1∧ . . .∧Ym. We denote by X
m(F ) the set of locally decomposable m-vector
fields in F . Contraction of m-vector fields and tensor fields in F is the usual one.
We can define an equivalence relation: if X ,X ′ ∈ Xm(F ) are non-vanishing m-vector fields, and
U ⊆ F is a connected open set, then X
U
∼ X ′ if there exists a non-vanishing function f ∈ C∞(U)
such that X ′ =
U
fX . Equivalence classes are denoted by {X}U . There is a one-to-one correspondence
between the set of m-dimensional orientable distributions D in F and the set of the equivalence
classes {X}F of non-vanishing, locally decomposable m-vector fields in F . If X ∈ X
m(F ) is non-
vanishing and locally decomposable, the distribution associated with the class {X}U is denoted
DU (X ) (If U = F we write D(X )). A non-vanishing, locally decomposable m-vector field X ∈
X
m(F ) is said to be integrable if its associated distribution DU (X ) is integrable. Of course, if
X ∈ Xm(F ) is integrable, then so is every m-vector field in its equivalence class {X}, and all of
them have the same integral manifolds. Moreover, from Frobenius’ theorem, a non-vanishing and
locally decomposable m-vector field is integrable if, and only if, D(X ) is involutive.
Now, let κ : F → M be a fibre bundle (dim M = m). We are concerned with the case where
the integral manifolds of integrable m-vector fields in F are sections of κ. Thus, X ∈ Xm(F ) is
said to be κ-transverse if, at every point y ∈ F , (i(X )(κ∗η))y 6= 0, for every η ∈ Ω
m(M) such
that η(κ(y)) 6= 0. Then, if X ∈ Xm(F ) is integrable, it is κ-transverse if, and only if, its integral
manifolds are local sections of κ : F → M . In this case, if φ : U ⊂ M → F is a local section with
φ(x) = y and φ(U) is the integral manifold of X through y, then Ty(Imφ) is Dy(X ). Integral
sections φ of X can be characterized by the condition
ΛmTφ = fX ◦ φ ◦ ̺M
where ΛmTφ : ΛmTM → ΛmTF is the natural lifting of φ, ̺M : Λ
mTM → M is the natural
projection, andf ∈ C∞(F ) is a non-vanishing function (observe that this characterizes the entire
class {X} of integrable m-vector fields).
Let ∇ be an Ehresmann connection in the fibration κ : F → M . As is known, it defines a
horizontal subbundle H(∇) ⊂ TF , such that TF = H(∇) ⊕ V(κ), where V(κ) is the κ-vertical
subbundle. If y ∈ F , then Hy(∇) = Im∇(y). Thus, we have the horizontal distribution associated
with the connection ∇. The connection ∇ is said to be flat (respectively, orientable) if the horizontal
distribution is completely integrable (respectively, orientable).
Classes of locally decomposable and κ-transverse m-vector fields {X} ⊆ Xm(F ) are in one-to-
one correspondence with orientable Ehresmann connections ∇ in κ : F →M . This correspondence
is given by the fact that the horizontal subbundle associated with ∇ is D(X ). Thus, classes
of integrable locally decomposable and κ-transverse m-vector fields correspond to flat orientable
Ehresmann connections.
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A connection ∇ in the fibration κ : F →M induces a splitting T∗F = H∗(∇)⊕V∗(κ), where
H∗y(∇) = Vy(κ)
0, V∗y(κ) = Hy(∇)
0.
Here, Vy(κ)
0 ⊂ T∗yF (respectively, Hy(∇)
0 ⊂ T∗yF ) denotes the annihilator of the subspace Vy(κ) ⊂
TyF (respectively, Hy(∇) ⊂ TyF ). The splittings TF = H(∇)⊕ V(κ) and T
∗F = H∗(∇)⊕ V∗(κ)
may be extended to the tensor bundles
ΛlTF =
⊕
r,s=0,...,l; r+s=l
(ΛrH(∇)⊕ ΛsV(κ)) (43)
ΛkT∗F =
⊕
p,q=0,...,k; p+q=k
(ΛpH∗(∇)⊕ ΛqV(κ)∗) (44)
Thus, for every X ∈ X(F ), we obtain that i(X)∇ ≡ XH∇ is an horizontal vector field, that is,
a section of H(∇) → F . XH∇ is the horizontal component of X, and we write X = X
H
∇ + X
V
∇ ,
where XV∇ = X − X
H
∇ is a κ-vertical vector field. Moreover, if α ∈ Ω
1(F ), then we have that
i(α)∇ ≡ αH∇ ∈ Ω
1(F ) is an horizontal 1-form, that is, a section of H(∇)∗ → F . αH∇ is the
horizontal component of α, and we write α = αH∇ + α
V
∇, where α
V
∇ = α− α
H
∇ is a κ-vertical 1-form
with respect to the connection ∇, that is, it vanishes under the action of every horizontal vector
field associated with the connection ∇. Furthermore, if X ∈ X(F ) is a κ-vertical vector field, then
i(X)αH∇ = 0. In addition, if X ∈ X
k(F ) and β ∈ Ωl(F ), the splittings (43) and (44) allow us to
make the following decomposition
X =
∑
r,s=0;r+s=k
X
(r,s)
∇ , β =
∑
p,q=0;p+q=l
β
(p,q)
∇ ,
where the superscripts (i, j) denote the horizontal and vertical parts respectively, of the k-vector
field X and the l-form β.
Finally, if ∇ is an Ehresmann connection in the fibration κ : F →M and y ∈ F then the map
ΛkTyκH(∇) : Λ
kHy(∇)→ Λ
kTκ(y)M, 1 ≤ k ≤ dimM = m,
is a linear isomorphism and the inverse morphism (ΛmTyκH(∇))
−1 : ΛmTκ(y)M → Λ
mHy(∇) is just
the horizontal lift at y induced by ∇. Denoting by Λm(κH(∇))
−1
∗ the natural extension of this map
to m-vector fields on M , one may consider Λm(κH(∇))
−1
∗ (X ), the horizontal lift of X ∈ X
m(M), as
the m-vector field on F given by
[Λm(κH(∇))
−1
∗ (X )](y) = (Λ
mTyκH(∇))
−1(X (κ(y))), for every y ∈ F.
In particular, if Xη is the m-vector field on M characterized by the condition
α1 ∧ · · · ∧ αm = Xη(α1, . . . , αm)η , for every α1, . . . , αm ∈ Ω
1(M)
one may define the m-vector field Y∇η ∈ X
m(F ) by Y∇η = Λ
m(κH(∇))
−1
∗ (Xη). Note that Y
∇
η is a
locally decomposable and κ-transverse m-vector field on F , verifying that i(Y∇η )ω = 1, and that
the distribution D(Y∇η ) is just the horizontal distribution associated with the connection ∇.
If C is a submanifold of F , and XC is a locally decomposable m-vector field on C such that
i(XC(y))ω(y) = 1, for every y ∈ C
then κ|C ≡ κC : C →M is a submersion. In fact, if y ∈ C and XC(y) = X
1
C(y)∧ · · · ∧X
m
C (y), with
XiC(y) ∈ TyC, then
η(κ(y))(TyκC(X
1
C(y)), . . . ,TyκC(X
m
C (y))) = 1
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This implies that {TyκC(X
1
C(y)), . . . ,TyκC(X
m
C (y))} is a basis of Tκ(y)M , and thus, TyκC : TyC →
Tκ(y)M is an epimorphism. Therefore, κ(C) is an open subset of M and κC : C → κ(C) is a fibre
bundle. Consequently, XC defines an oriented Ehresmann connection in the fibration κC : C → κ(C)
which, in the terminology of [26, 30], is said to be an (oriented) Ehresmann connection in the
fibration κ : F → M along the submanifold C. Note that the canonical inclusion ι : J1κC → J
1κ
is an embedding and, thus, J1κC is a submanifold of J
1κ.
Remark 5 It is well-known [41] that there exists a one-to-one correspondence between Ehresmann
connections in the fibration κ : F →M and first-order jet fields with respect to κ, that is, sections
of the fibration κ1 : J1F → F . In fact, let ∇ be a connection in the fibration κ : F →M , (that is, an
element of Γ(E, κ∗T∗M)⊗Γ(F,TF )), such that ∇∗α = α, for every κ-semibasic form α ∈ Ω1(F )),
and H(∇) the associated horizontal subbundle. If (TyκH(∇))
−1 denotes the horizontal lift at y; for
every y ∈ F , let φ : M → F be a section of κ passing through y, such that
Tκ(y)φ = TyκH(∇))
−1 : Tκ(y)M → Hy(∇) ⊂ TyF
then we define the map
ψ∇ : F → J1F
y 7→ (j1φ)(κ(y))
which is a section of the fibration κ1 : J1F → F . Conversely, given a section ψ∇ : F → J1F , for
every y¯ ∈ J1F with κ1(y¯) = y, and a representative φ : M → F of y¯, we define the horizontal
subspace Hy(∇) := ImTyφ, and H(∇) := ∪yHy(∇). Thus we have identified the fibre J
1
yF =
(κ1)−1(y) with the set
{hy ∈ T
∗
κ(y)M ⊗ TyF | Tyκ ◦ hy = Id}
In particular, if we have a connection or, what is equivalent, a class of κ-transverse, locally
decomposable m-vector fields in the fibration κ : F → M , along a submanifold C of F , and a
representative XC of this class, then κ(C) is an open subset of M , κC = κ|C : C → κ(C) is a
fibration, and XC may be seen as a section ψ
∇
C of the fibration κ
1
C : J
1κC → C. Thus, ψ
∇
C (y) is
identified with a linear map from Tκ(y)M onto TyC, that is, an element hy ∈ T
∗
κ(y)M ⊗ TyC, and
(TyκC ◦ ψC)(y) = (TyκC |TyC ◦ ψ
∇
C )(y) = Id, for every y ∈ C.
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