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abstract
This paper studies automatic structures for subsemigroups of
Baumslag–Solitar semigroups (that is, semigroups presented by
〈x, y | (yxm, xny)〉 where m,n ∈ N). A geometric argument (a
rarity in the field of automatic semigroups) is used to show that
if m > n, all of the finitely generated subsemigroups of this
semigroup are [right-] automatic. Ifm < n, all of its finitely gen-
erated subsemigroups are left-automatic. If m = n, there exist
finitely generated subsemigroups that are not automatic. An ap-
pendix discusses the implications of these results for the theory
of Malcev presentations. (A Malcev presentation is a special type
of presentation for semigroups embeddable into groups.)
1 introduction
Baumslag–Solitar groups, which have presentations of the form
Gp〈x, y | (yxm, xny)〉, (1)
where m,n ∈ N, were introduced to answer certain questions on Hopficity
[BS62]. They have proved to be of independent interest, as have the semi-
groups with the same presentation
Sg〈x, y | (yxm, xny)〉. (2)
Denote the Baumslag–Solitar group (1) by G(m,n) and the Baumslag–Solitar
semigroup (2) by S(m,n). As a consequence of Adyan’s Theorem [Ady60],
the semigroup S(m,n) embeds into the group G(m,n) for any m,n ∈ N.
The present paper studies automatic structures for finitely generated sub-
semigroups of Baumslag–Solitar semigroups and the results obtained confirm
Jackson’s [Jac02] observation of the radical differences between Baumslag–
Solitar groups and semigroups. The concept of an automatic structure has
1 Current address: Centro de Matemática, Universidade do Porto, Rua do Campo Alegre 687,
4169–007 Porto, Portugal.
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been extended from groups [ECH+92] to semigroups [CRRT01]. While auto-
matic structures for groups have an elegant geometric characterization known
as the ‘fellow traveller’ property, this characterization does not extend to au-
tomatic structures for general semigroups. Although two different geometric
characterizations have been established for automatic structures for general
semigroups [HT06] and for a broad class that includes the right-cancellative
semigroups [SS04], these are neither as elegant nor as easy to use as the fel-
low traveller property. Thus, while geometric reasoning plays a vital role in
the theory of automatic groups, the theory of automatic semigroups exhibits
a paucity of such arguments, tending instead towards syntactic analyses.
However, automatic structures for group-embeddable semigroups do in-
herit many of the pleasant geometric properties of automatic groups (see
[CRR06a, Section 3] or [Cai05, Section 2.3]). Thus — for example — rela-
tively basic geometric arguments have been used successfully by Robertson,
Ruškuc, and the present author to prove that all finitely generated subsemi-
groups of virtually free groups are automatic [CRR06a, Theorem 4]. In the
present paper, rather more sophisticated geometric reasoning is deployed to
prove that all finitely generated subsemigroups of the Baumslag–Solitar semi-
group S(m,n) are automatic when m > n (Theorem 4.2).
The result that finitely generated subsemigroups of S(m,n) are left-auto-
matic whenm < n (Theorem 5.1) follows as a corollary. (See Definition 2.4 for
the meaning of left-automatic.)
Hoffmann [Hof01, Corollary 4.20] used syntactic reasoning to show that
the Baumslag–Solitar semigroup S(m,n) is automatic if m > n and left-auto-
matic if m < n; these results follow as special cases of Theorems 4.2 and 5.1.
However, as is shown in Section 6, the Baumslag–Solitar semigroup S(m,m)
contains finitely generated subsemigroups that are neither right- nor left-auto-
matic. This is in some sense surprising — one would expect that the structure
of a Baumslag–Solitar semigroup S(m,n) is more complex when m 6= n and
simpler when m = n. Indeed, the Baumslag–Solitar group G(m,n) is auto-
matic if and only if m = n [ECH+92, Example 7.4.1].
Malcev presentations are a special type of semigroup presentation for
semigroups embeddable into groups. Every automatic or left-automatic group-
embeddable semigroup admits a finite Malcev presentation [CRR06a, Theo-
rem 2]. The results of this paper therefore have implications for the theory of
Malcev presentations. An appendix in Section 7 discusses these implications
and poses some questions for further research.
[This paper is based on Chapter 8 of the author’s Ph.D. thesis [Cai05].]
2 preliminaries
2.1 Words, prefixes, and suffixes
Following [ECH+92], the notation used in this paper distinguishes
a word from the element of the semigroup or group it represents. Let A be
an alphabet representing a set of generators for a semigroup S. For any word
w ∈ A+, denote by w the element of S represented by w. Similarly, if A repre-
sents a set of generators for a group G, let w be the element of G represented
by w ∈ (A ∪ A−1)∗. In both cases, for any set of words W, W is the set of all
elements represented by at least one word in W.
Denote the identity of A∗ — the empty word — by ε. Denote the length of
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u ∈ A∗ by |u|.
Let u = u1 · · ·un, where ui ∈ A. For t ∈ N ∪ {0}, let
u(t) =


ε if t = 0,
u1 · · ·ut if 0 < t 6 n,
u1 · · ·un if n < t,
and let
u[t] =
{
ut+1 · · ·un if 0 6 t < n,
ε if n 6 t.
So u(t) is the prefix of u up to and including the t-th letter; u[t] is the suffix
of u after and not including the t-th letter. Observe that for all t ∈ N ∪ {0},
u = u(t)u[t], and that if one formally assumes that ut = ε for t > n, then
u(t + 1) = u(t)ut+1 and u[t] = ut+1u[t + 1].
2.2 Cayley graphs
Definition 2.1. Let S be a semigroup and A an alphabet representing a set of
generators for S. The Cayley graph Γ(S,A) of S with respect to A is the directed
graph with vertex set S and, for each pair of vertices s, t, an edge from s to t
labelled by a ∈ A if and only if sa = t.
Let S be a semigroup that embeds in a group. If S is not already a monoid,
then a new vertex representing a two-sided identity can be adjoined to Γ(S,A).
Throughout this paper, assume that Γ(S,A) has a vertex representing a two-
sided identity as a basepoint.
Given a word u ∈ A+, let û be the walk in Γ(S,A) starting at the basepoint
and labelled by u. The walk û ends at the vertex u.
Definition 2.2. Let s, t be two vertices in Γ(S,A). The [undirected] distance
from s to t, denoted d(s, t), is defined to be the infimum of the lengths of the
undirected paths from s to t. [The assumption of the presence of a basepoint
has the side-effect of ensuring at least one such undirected path exists.]
2.3 Automatic semigroups
This section contains the definitions and results for automatic
semigroups that are required in the remainder of the paper.
Definition 2.3. Let $ be a new symbol not in A. Let A(2, $) = {(a, b) : a, b ∈
A ∪ {$}} − {($, $)} be a new alphabet. Define the mapping δA : A
+ × A+ →
A(2, $)+ by
(u1 · · ·um, v1 · · · vn) 7→


(u1, v1) · · · (um, vn) if m = n,
(u1, v1) · · · (un, vn)(un+1, $) · · · (um, $) if m > n,
(u1, v1) · · · (um, vm)($, vm+1) · · · ($, vn) if m < n,
where ui, vi ∈ A. The symbol $ is usually called the padding symbol.
Definition 2.4. A right-automatic structure for S is a pair (A, L), where A is a
finite alphabet representing a set of generators for S and L ⊆ A+ is a regular
language with L = S and such that, for each a ∈ A ∪ {ε},
La = {(u, v) : u, v ∈ L, ua = v}δA
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is a regular language over A(2, $). A right-automatic semigroup is a semigroup
that admits a right-automatic structure.
A left-automatic structure for S is a pair (A, L), where A is a finite alphabet
representing a set of generators for S and L ⊆ A+ is a regular language with
L = S and such that, for each a ∈ A ∪ {ε},
aL = {(u, v) : u, v ∈ L, au = v}δA
is a regular language over A(2, $). A left-automatic semigroup is a semigroup
that admits a left-automatic structure.
By default, ‘automatic’ means ‘right-automatic’.
[Hoffmann & Thomas [HT03] also considered the possibility of having the
padding symbols $ placed on the left rather than on the right. However,
every cancellative semigroup that is right-automatic (respectively, left-auto-
matic) with padding on the right is right-automatic (respectively, left-auto-
matic) with padding on the left, and vice versa [HT03, Remark 8.3]. As this
paper is concerned only with group-embeddable semigroups, which are of
course cancellative, it suffices to consider only padding on the right.]
Proposition 2.5 ([CRRT01, Proposition 3.5]). If a semigroup S is automatic, then
so is S1, the semigroup formed by adjoining an identity to S.
Proposition 2.6 ([DRR99, Theorem 1.1]). Let M be a monoid with automatic
structure (A, L) and let B represent a finite [semigroup] generating set for M. Then
there exists an automatic structure (B,K) for M.
Theorem 2.7 ([CRR06a, Theorem 3.14]). Let S be a semigroup that embeds in a
group. Let (A, L) be a rational structure for S. Then (A, L) is an automatic structure
for S if and only if there exists a constant λ ∈ N such that for all a ∈ A ∪ {ε}, if
u, v ∈ L are such that ua = v, then for all t the distance from u(t) to v(t) is less than
λ.
Proposition 2.8 ([CRRT01, Proposition 2.3]). Let U and V be subsets of A+×A+
such that UδA and VδA are regular. Then
(U ◦ V−1)δA = {(u, v)δA : (∃w ∈ A
+)((u,w) ∈ U∧ (v,w) ∈ V)}
is also a regular language over A(2, $).
Definition 2.9. Let A be an alphabet. For any word w = w1 · · ·wn ∈ A
+,
where wi ∈ A, define w
rev to be wn · · ·w1.
Let R ⊆ A+ ×A+, and let S = Sg〈A | R〉. Define Rrev by
Rrev = {(urev, vrev) : (u, v) ∈ R}.
Define Srev to be Sg〈A | Rrev〉.
Notice that (Srev)rev = S.
Lemma 2.10 ([HT03, Lemma 3.4]). The semigroup S is right-automatic if and only
if the semigroup Srev is left-automatic.
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figure 1. Part of the Cayley graph of the Baumslag–Solitar semigroup S(m,n):
a cell describing the relation (yxm, xny).
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figure 2. Part of the Cayley graph of the Baumslag–Solitar semigroup S(5, 3).
3 the cayley graph of the baumslag–solitar semigroups
Fix m,n with m > n. The present section describes how to con-
struct the Cayley graph of S(m,n). First of all, consider a single cell describing
the relation (yxm, xny), as shown in Figure 1. Join copies of this cell along the
edges labelled y as shown in Figure 2; this row of cells is infinite (to the right).
Let ω be the basepoint of the graph, from which extends an infinite hor-
izontal row of edges each labelled by x. Now proceed inductively: to every
infinite horizontal row R of edges labelled by x that has now yet been con-
sidered, add n copies of the row of cells shown in Figure 2, identifying the
basepoint of the (k − 1)-th such row of cells with the k-th vertex from the
left of R. Viewed side-on, the fragment of the graph constructed thus far is a
‘fan’ with n spokes. [Figures 3 and 4 show this step in the construction for
m = 3 and n = 2.] This procedure inductively constructs the Cayley graph
of S(m,n). Viewed side-on, this graph is an infinite n-ary tree, as shown in
Figure 5. Select an infinite path climbing this tree and take the subset of the
Cayley graph that projects to this path. Call such a subset a branch of the Cay-
ley graph. [The construction of the Cayley graph just described is similar to
that for the Baumslag–Solitar group G(m,n) given by [ECH+92, Section 7.4].]
A branch of the Cayley graph of S(m,n) may be embedded into the Eu-
clidean plane as shown in Figure 6. Notice that all cells describing a rela-
tion (yxm, xny) are similar squares, being scaled by n/m as one climbs from
one row to the next. Define a concept of ‘horizontal distance’ within rows
of x-edges by taking the distance between vertices in the Cayley graph and
extending to edges by linear interpolation.
Each element of the Baumslag–Solitar semigroup S(m,n) has a normal
form
xk0yxk1yxk2 · · ·yxkjyxl,
where each ki is less than n; such a normal form can be obtained from any
word over x and y by using the defining relation to move letters x as far to the
right as possible. Identify elements of S(m,n) with these normal forms.
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figure 3. Part of the Cayley graph of the Baumslag–Solitar semigroup S(3, 2).
4 all subsemigroups right-automatic when m > n
Choose and fix m,n ∈ N with m > n. Let A be a finite alphabet
representing a subset of S(m,n). Let S be the subsemigroup generated by A.
In the Cayley graph Γ(S,A), imagine a wordw ∈ A+ as labelling an edge from
each element s ∈ S direct to sw. In an appropriate branch of the Cayley graph
of S(m,n), consider an edge from s to sw labelled by w. Embed this branch
into the Euclidean plane, so that this edge becomes a straight line between
s and sw; see Figure 7. Now, because of the similarity of the various cells
mentioned above, the angle θw between this edge and the horizontal axis is
independent of s. Notice further that this angle must lie between 0 and pi/2.
LetA ′ be that subset ofAwhose letters represent elements of S(m,n) of the
form xk for some k ∈ N (that is, letters a such that θa = 0). Let A
′′ = A −A ′.
For each a ∈ A; let βa be the number of symbols y in a. (So a ∈ A
′ if and
only if βa = 0.) Similarly for a ∈ A, let γa be the number of letters x in a. Let
g = max{γa : a ∈ A}.
Lemma 4.1. Let X be a finite subset ofA+−(A ′)+. Let h ∈ N be arbitrary. Then there
exists a horizontal distance αh,X > h with the following property: if edges labelled
by w, z ∈ X intersect two adjacent x-rows at points p, q and p ′, q ′, respectively, and
the horizontal distance between p and q exceeds αh,X, then the horizontal distance
between p ′ and q ′ also exceeds αh,X.
[This is a purely geometrical lemma. Words w and z may not label lines
passing through a particular choice of points p, p ′, q and q ′.]
Proof of 4.1. Notice that if w ∈ X, then w 6= xk for any k ∈ N. So θw > 0.
Let d be the horizontal distance between p and q. Then the horizontal
distance between p ′ and q ′ is given by:
m
n
∣∣d− cotanθw + cotanθz∣∣, (3)
as can be seen from Figure 8. [The absolute value is needed in case the two
lines cross over. The ‘vertical’ distance between the two x-rows is 1. Although
all concepts of distance discussed here relate to the Cayley graph, one must
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figure 4. Part of the Cayley graph of the Baumslag–Solitar semigroup S(3, 2).
Two rows of cells have just been added to the row of x-edged marked ξ; the
next step in the inductive construction is to add two rows of cells to the row of
x-edges marked ζ.
figure 5. Part of the Cayley graph of the Baumslag–Solitar semigroup S(3, 2)
viewed ‘side-on’. The only edges ‘visible’ are labelled by y; the edges labelled
by x are pointing into the page.
momentarily appeal to the Euclidean plane for trigonometric purposes.] Now,
m > n so that m/n > 1.
Let
αh,X = max
[
{h} ∪
{
cotanθw − cotan θz : w, z ∈ X
}] m
m − n
;
since X is finite the maximum exists. If d > αh,X, and w, z ∈ X, then
d >
(
cotan θw − cotanθz
) m
m− n
d(1 − n/m) > cotanθw − cotan θz
m
n
(
d− cotanθw + cotanθz
)
> d.
That is, if the horizontal distance between p and q exceeds αh,X, then the
distance between p ′ and q ′ is larger still. This completes the proof. 4.1
As a consequence of the defining relation (yxm, xny), for any a ∈ A ′,
ykam
k
= an
k
yk,
and, more generally, for b ∈ A ′′ and k = βb,
bam
k
= an
k
b.
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figure 6. Part of a branch of the Cayley graph of the Baumslag–Solitar semi-
group S(3, 2) embedded into the Euclidean plane.
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figure 7. An edge running from s to sw, where s = x and w = xyxyy. Observe
that the similarity of the cells in this embedding into the Euclidean plane en-
sures that this edge makes the same angle with each row of x-edges, and that
this angle is independent of s.
Moreover, a1a2 = a2a1, where a1, a2 ∈ A
′. The upshot of this is that every
element of S has a representative in the set
(A ′)∗K∗ − {ε}, (4)
where K is the finite set{
baα11 · · · a
αl
l : b ∈ A
′′, 0 6 αi < m
βb
}
and A ′ = {a1, . . . , al}. [In a way, this is the reverse of the set of normal forms
for S(m,n) — letters representing powers of x are now moved as far left as
possible.]
Let 1 be a new symbol representing the adjoined identity of S1. Let k be
the maximum length of any element of K. Define
K ′ =
{
bw1βb(k+1)−|w|−1 : b ∈ A ′′, bw ∈ K}.
The set K ′ consists of elements bw of K padded with symbols 1 to a length that
is a constant multiple of βb. [The large constant multiple (k+ 1) is necessary
to ensure that the string of symbols 1 always has positive length.] Define
J = {a1γa−1 : a ∈ A ′}.
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figure 8. An example of the variance of horizontal distance from one x-row to
the next. Notice that the horizontal distance from p ′ to q ′ is m/n (in this case
3/2) times that between p1 and q1.
(Recall that a = xγa for each a ∈ A ′.)
Let L = J∗(K ′)∗ − {ε} ∪ {1}. The language L differs from the set (4) only
by padding using symbols 1 and the addition of the word 1 to represent the
adjoined identity. Therefore, since the set (4) maps onto S, the language L
maps onto S1. The aim is now to show that (A∪{1}, L) is an automatic structure
for S1.
Suppose u, v ∈ L and a ∈ A ∪ {ε} with ua = v. Let u = u ′u ′′ and v = v ′v ′′,
where u ′, v ′ ∈ J∗ and u ′′, v ′′ ∈ (K ′)∗. The paths ûa and v̂ run from the
basepoint ω to a common vertex. As these paths never run ‘downwards’
through the Cayley graph, they lie in a common branch containing ua = v.
Isolate such a branch and embed it into the Euclidean plane. The parts of the
two paths labelled by u ′ and v ′ run along the lowest x-row.
Let t ∈ N ∪ {0}. Suppose firstly that t 6 min{|u ′|, |v ′ |}. As any word w in J
has length equal to the number of letters x in w, the same holds true for any
word in J∗. Any prefix of a word in J∗ is at most M = max{|w| : w ∈ J} letters
short of a member of J∗; the number of letters x in u ′(t) differs by at most M
from t. Similar reasoning applies to v ′; the distance between u ′(t) and v ′(t) is
therefore bounded.
The words u ′′ and v ′′ label subpaths from u ′ and v ′ to u and v. It is clear
that the horizontal distance from u to the intersection of path labelled by v ′′
with the x-row in which u lies is at most g = max{γa : a ∈ A}. Imagine
these paths as made up of ‘segments’ w ∈ K ′, with each w labelling an edge
that runs directly from s to sw. Consider the intersection of the paths with a
given x-row, at points p and q. Let the intersections with the next x-row be
p ′ and q ′. Let w and z be the labels on the segments that run between p and
p ′ and q and q ′. (These segments may of course start below p and q and end
above p ′ and q ′.) By Lemma 4.1 above, if the horizontal distance between p
and q exceeds αg,K ′ , then the distance between p
′ and q ′ also exceeds αg,K ′ ,
regardless of w and z. (Recall that g is the maximum number of letters of x in
a for a ∈ A.) Therefore, since the paths labelled by u ′′ and v ′′ must eventually
be a horizontal distance at most g apart, the horizontal distance between their
intersections with each x-row cannot exceed this critical value αg,X.
In particular, the points u ′ and v ′ can only be a bounded distance apart.
Therefore |u ′| and |v ′| can only differ by a bounded amount.
An argument similar to that for J∗ shows that if w is a prefix of a word in
(K ′)∗, then the length of w differs from a constant multiple of the number of
letters y in w by only a bounded amount.
Suppose now that t > min{|u ′|, |v ′ |}. Consider the elements u(t) and v(t).
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By altering t by a bounded amount, assume v(t) ∈ v ′(K ′)∗. By the observation
in the last paragraph, the [new] elements u(t) and v(t) lie on x-rows that are
only a bounded number of elements y apart. Therefore u(t) is a bounded
distance from the intersection p of the subpath labelled by u ′′ with the x-row
containing v(t). The horizontal distance between p and v(t) cannot exceed
αh,X. Therefore the distance between u(t) and v(t) in the Cayley graph of
S(m,n) is bounded. Restoring the original value for t does not alter this fact.
By Theorem 2.7, (A∪{1}, L) is an automatic structure for S1. The semigroup
S is therefore automatic by Proposition 2.5. Since S was an arbitrary finitely
generated subsemigroup of S(m,n), this proves the following result.
Theorem 4.2. Every finitely generated subsemigroup of the Baumslag–Solitar semi-
group S(m,n), where m > n, is automatic.
5 all subsemigroups left-automatic when m < n
Theorem 4.2 has the following left-handed version:
Theorem 5.1. Every finitely generated subsemigroup of the Baumslag–Solitar semi-
group S(m,n), where m < n, is left-automatic.
Proof of 5.1. Note first of all that
S(m,n)rev = Sg〈x, y | (yxm, xny)〉rev = Sg〈x, y | (xmy, yxn)〉 = S(n,m).
Let S be a finitely generated subsemigroup of S(m,n). Then Srev is a subsemi-
group of S(n,m) and is therefore right-automatic by Theorem 4.2. So S itself
is left-automatic by Lemma 2.10. 5.1
6 non-automatic subsemigroups when m = n
This section shows that the Baumslag–Solitar semigroup S(m,m),
wherem > 2 contains finitely generated subsemigroups that are neither right-
not left-automatic. First of all, Proposition 6.1 shows that S(m,m) contains
the direct product of a free semigroup of rank m and the natural numbers.
Example 6.2 then explicitly exhibits a finitely generated non-automatic sub-
semigroup of this direct product.
Proposition 6.1. The Baumslag–Solitar semigroup S(m,m) contains the semigroup
{p1, . . . , pm}
∗ × (N ∪ {0}) − {(ε, 0)}: the free product of the free monoid on m letters
and the natural numbers (including zero) with the identity (ε, 0) removed.
Proof of 6.1. Let A = {p1, . . . , pm, r} be an alphabet representing elements of
S(m,m) as follows
pi = x
i−1y for each i, and r = xm.
Let S be the subsemigroup of S(m,m) generated by A. The aim is to show
that S is presented by
Sg〈A | (pir, rpi) for all i〉.
To prove this, note firstly that every relation (pir, rpi) holds in S. Define
a set of normal forms N = {p1, . . . , pm}
∗r∗ − {ε}. Every element of S has
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such a normal form: letters r can be moved to the left of all letters pi using
the defining relations. Consider any element of s ∈ S. Suppose first that s
contains some letter y. If s begins xi−1y · · · , then any word in N representing
it must begin pi · · · . On the other hand, if s contains no letters y, then s = x
mα
for some α ∈ N and the normal form word representing it is rα. In the first
case, one can cancel the xi−1y and iterate this reasoning to obtain the entire
normal form word representing s. Thus N is a set of unique normal forms for
S, and so S has the given presentation.
Thus S is isomorphic to {p1, . . . , pm}
∗ × (N ∪ {0}) − {(ε, 0)}. 6.1
Example 6.2. LetA = {a, b, c, d, e, f, g, h} be an alphabet representing elements
of {x, y, p, q, r}∗ × (N ∪ {0}) as follows:
a = (x2p, 0),
b = (qrp, 1), f = (x2pq, 0),
c = (qr, 0), g = (rpqrpq, 3),
d = (pqr, 2), h = (rpy2, 0).
e = (py2, 0),
Let S be the semigroup generated by A.
Notice that, since any free semigroup of finite rank embeds into the free
semigroup of rank 2, which in turn embeds into any free semigroup of rank
m > 2, the product {x, y, p, q, r}∗×(N∪{0}) embeds into {p1, . . . , pm}
∗×(N∪{0}).
So this semigroup S embeds into any Baumslag–Solitar semigroup S(m,m)
with m > 2 by Proposition 6.1.
Proposition 6.3. The semigroup S is neither right-automatic nor left-automatic.
Proof of 6.3. First, it will be shown that S is not right-automatic. [The proof
is similar in spirit to that of [Cai06, Proposition 3.1].] The proof that S is not
left-automatic is essentially parallel; this will be discussed briefly afterwards.
First of all, notice that for each α ∈ N,
abαcdαe = (x2(pqr)2α+1py2, 3α) = fgαh.
Elementary reasoning shows that for each α ∈ N ∪ {0} the elements
abαcdα = (x2(pqr)2α+1, 3α), fgα = (x2(pqr)2αpq, 3α)
have unique representives abαcdα and fgα over the alphabet A. [The more
complicated case is (x2(pqr)2α+1, 3α): considering the free semigroup com-
ponent shows that any word representing this element must be of the form
abβcdγ with β + γ = 2α. The N-component requires that β + 2γ = 3α. To-
gether this forces β = γ = α.]
Suppose, with the aim of obtaining a contradiction, that S is automatic.
Then, by Proposition 2.5, so is S1. Proposition 2.6 implies that S1 has an
automatic structure (C, L), where C = A ∪ {1}. (The new symbol 1 represents
the adjoined identity of S1.) Let φ : C∗ → A∗ map w ∈ C∗ to the word over A
formed by deleting any symbols 1 from w. Obviously wφ = w.
Proposition 2.8 shows that the language
Le ◦ L
−1
h = {(u,w)δC : u,w ∈ L, ue = w} ◦ {(w, v)δC : w, v ∈ L, vh = w}
= {(u, v)δC : u, v ∈ L, ue = vh}
11
is regular. Let N be the number of states in a finite state automaton A recog-
nizing Le ◦ L
−1
h .
For each α ∈ N ∪ {0}, let uα and vα be representatives in L of the elements
abαcdα and fgα, respectively. Since abαcdα has a unique representative over
A, it is clear that uαφ = ab
αcdα. Similarly, vαφ = fg
α. (So uα and vα are
the words abαcdα and fgα with some symbols 1 possibly inserted.) By its
definition, the language Le ◦ L
−1
h contains (uα, vα)δC for all α ∈ N ∪ {0}.
Fix α > N. Consider the automaton A reading (uα, vα)δC, and the states it
enters immediately after reading each of the letters b from the word uα. Since
the number of letters b exceeds N, the automaton enters the same state after
reading two different letters b. Let u ′ and u ′u ′′ be the prefixes of uα up to and
including these two different letters b. That is, u ′φ = abβ, (u ′u ′′)φ = abγ,
for some β, γ ∈ N with γ > β. Let v ′ and v ′v ′′ be prefixes of vα of the same
lengths as u ′ and u ′u ′′, respectively. The subword v ′′ is such that v ′′φ = fgη
or v ′′φ = gη for some η ∈ N ∪ {0}. (The former possibility arises because v ′
may be a string of symbols 1.) So pumping (u ′′, v ′′)δC shows that there is
(w, z)δC ∈ Le ◦ L
−1
h with either
wφ = abβb2(γ−β)bα−γcdα and zφ = fgηfgα,
or
wφ = abβb2(γ−β)bα−γcdα and zφ = fgα+η.
In both cases, by the definition of Le ◦ L
−1
h , it follows that we = zh. In the
former case, this implies that
(x2(pqr)2α+γ−β+1py2, 3α+γ−β) = (x2(pqr)2ηpqx2(pqr)2α+1py2, 3α+ 3η);
in the latter, that
(x2(pqr)2α+γ−β+1py2, 3α + γ − β) = (x2(pqr)2α+2η+1py2, 3α + 3η).
In the former case, the free semigroup components do not match, which is
a contradiction. In the latter, for the free semigroup components to match,
2η = γ − β. But for the N-components to match, 3η = γ − β, which forces
γ − β = 0, contradicting γ > β. So both cases lead to a contradiction: hence S
cannot be automatic.
To see that S is not left-automatic, proceed in the same way, but use ele-
ments bαcdαe and gαh, and the regular language aL ◦ fL
−1. 6.3
7 appendix: malcev presentations
Malcev presentations are a special type of semigroup presenta-
tion for semigroups embeddable into groups. Informally, a Malcev presenta-
tion defines a semigroup by means of generators, defining relations, and a rule
of group-embedability. This rule of group-embeddability is worth an infinite
number of defining relations, in the sense that a semigroup can admit a finite
Malcev presentation but no finite ordinary presentation. The present section
discusses what implications Theorems 4.2 and 5.1 and Example 6.2 have, in
the light of Theorem 7.3 below, for the theory of Malcev presentations.
Malcev presentations were introduced by Spehner in 1977 [Spe77], though
they are based on Malcev’s necessary and sufficient condition for the embed-
dability of a semigroup in a group [Mal39] (see also [CP67, Chapter 12]). The
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theory of Malcev presentations was relatively inactive until recent work by the
present author and collaborators [Cai05, Cai09, CRR06a, CRR06b]; see also the
survey article [Cai07].
Definition 7.1. Let S be any semigroup. A congruence σ on S is a Malcev
congruence if S/σ is embeddable in a group.
If {σi : i ∈ I} is a set of Malcev congruences on S, then σ =
⋂
i∈I σi is also
a Malcev congruence on S. This is true because S/σi embeds in a group Gi
for each i ∈ I, so S/σ embeds in
∏
i∈I S/σi, which in turn embeds in
∏
i∈IGi.
The following definition therefore makes sense.
Definition 7.2. Let A+ be a free semigroup; let ρ ⊆ A+ × A+ be any binary
relation on A+. Denote by ρM the smallest Malcev congruence containing ρ
— namely,
ρM =
⋂{
σ : σ ⊇ ρ, σ is a Malcev congruence on A+
}
.
Then SgM〈A | ρ〉 is a Malcev presentation for [any semigroup isomorphic to]
A+/ρM. If both A and ρ are finite, the the Malcev presentation SgM〈A | ρ〉 is
said to be finite.
A group-embeddable semigroup is Malcev coherent if all of its finitely gen-
erated subsemigroups admit finite Malcev presentations.
Several classes of Malcev coherent semigroups are known: virtually free
groups [CRR06b, Theorem 3], virtually nilpotent groups [CRR06a, Theorem 1],
direct products of virtually free and abelian groups [Cai09, Theorem 2], and
free products of free monoids and abelian groups [CRR06a, Theorem 6]. [Each
of these classes contain finitely generated semigroups that do not admit finite
ordinary presentations; for this reason, their Malcev coherence is of interest.
See [Cai07, Table 3] for a list of semigroups known to be Malcev coherent or
not Malcev coherent.]
Theorem 7.3 ([CRR06a, Theorem 2]). Every right- or left-automatic group-embed-
dable semigroup admits a finite Malcev presentation.
(Although [CRR06a] only contains the proof for right-automatic semigroups,
the proof for left-automatic semigroups is almost identical.)
Since every finitely generated subsemigroup of a Baumslag–Solitar semi-
group S(m,n) with m 6= n is either right- or left-automatic (Theorems 4.2
and 5.1), and since every right- or left-automatic group-embeddable semi-
group admits a finite Malcev presentation (Theorem 7.3), the following result
obtains:
Corollary 7.4. The Baumslag–Solitar semigroup S(m,n), wherem 6= n, is Malcev
coherent.
This raises the following question:
Open Problem 7.5. Are the Baumslag–Solitar semigroups S(m,m) (where
m > 2) Malcev coherent?
[Notice that S(1, 1) is abelian and so Malcev coherent by Rédei’s theorem
[Réd65].] The author conjectures that Open Problem 7.5 has a positive an-
swer. However, the conclusions of Section 6 rule out a proof using automatic
structures.
The following question naturally arises from the coherence of Baumslag–
Solitar groups [Kro90]:
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Open Problem 7.6. Are Baumslag–Solitar groups Malcev coherent?
Baumslag [Bau74, Section B] asks whether all one-relator groups are coher-
ent. Some progress has been made on this front [KS70, MW05]. It is therefore
natural, although perhaps precipitate, to pose the following question:
Open Problem 7.7. Are all one-relator groups Malcev coherent?
A restricted version of this question that may be easier to answer is the
following:
Open Problem 7.8. Are all one-relation cancellative semigroupsMalcev coher-
ent? (Adyan’s Theorem [Ady60] ensures that one-relation cancellative semi-
groups are group-embeddable.)
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