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ON THE EIGENVALUES OF A CLASS OF MATRICES WITH
DISPLACEMENT STRUCTURE ARISING IN OPTIMAL CONTROL
ANDRE´S A. PETERS AND FRANCISCO J. VARGAS
Abstract. In this work we present a framework for studying the eigenvalues of a family of matrices
with a particular displacement structure. The family admits a specific decomposition as the
product of an upper and a lower triangular matrices having an increasing number of real parameters
in predefined positions. Similar matrices appear naturally when solving some kinds of optimal
control problems. In our case, as stated by Nehari’s theorem, the eigenvalues and eigenvectors
fully characterize the solution. Commonly, such problems are solved by numerical means, making
it difficult to obtain insight in the role that the parameters play on the solution. Our results provide
a framework that enables to compute individually, under some simple assumptions, the eigenvalues
of the matrices as roots of a monotone transcendental function with many desirable properties.
In order to do so, we first obtain a three-term recursive characterization of the corresponding
characteristic polynomials. This enables the aforementioned representation. Our framework also
allows for the computation of bounds, numerical methods and even analytical characterizations
with closed form solutions, whenever the problem parameters satisfy simple conditions.
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2 PETERS AND VARGAS
1. Introduction
Consider the family of matrices given by
Jn =


α1 + 1
2
α2 α3 · · · αn
0
α2 + 1
2
α3 · · ·
...
0 0
α3 + 1
2
. . .
...
...
. . .
. . .
. . . αn
0 · · · · · · 0 αn + 1
2




α1 + 1
2
0 · · · · · · 0
α1
α2 + 1
2
. . .
. . .
...
... α2
. . .
. . .
...
...
...
. . .
αn−1 + 1
2
0
α1 α2 · · · αn−1 αn + 1
2


, (1.1)
where A = {α1, α2, . . . , αn} ∈ R are parameters. Such structured matrices arise when solving
certain kinds of optimal control problems [22, 23, 16], by means of the use of Nehari’s Theorem [6].
In particular, the eigenvalues and eigenvectors of Jn are needed in order to construct an optimal
controller and determine the performance achieved by it. Commonly, numerical methods are used
to solve such problems, which frequently hide the behaviour of solutions in terms of the parameters
defining the problem [11, 9]. In this work, we obtain a mathematical description of the eigenvalues
of Jn revealing several of their properties with respect to the parameter set A.
For the aforementioned optimal control problem, it is highly desirable to possess mathematical
descriptions that allow designers to study its solutions in a deeper way. They provide tools to
understand or interpret physical properties of dynamical systems under the presence of feedback.
Moreover, closed form solutions for such problems, in terms of the systems parameters, reveal the
best achievable performance for certain configurations of control problems, pointing engineers in the
correct direction when designing or implementing less sophisticated and, most of the time, more
economical control schemes. A notable example of this is when reducing the high order solutions
of optimal control problems [1]. In this context, we believe that the results presented in this work
provide sensible tools for dealing with the related optimization problems, giving insight about the
nature of the eigenvalues in terms of the defining parameters. We also think that these results might
be the basis for finding new algorithms and methods for related problems.
As motivation, and to highlight that the structure of Jn is non-trivial, we can see that for n = 1
the eigenvalue of J1 is given by λ = 0.25(α1 + 1)
2. For J2 we have that the two eigenvalues are
λ =
(α1 + 1)
2 + (α2 + 1)
2 + 4α1α2 ± (α1 + α2)
√
(α1 + 2)2 + (α2 + 2)2 + 6α1α2 − 4
8
.
It is of course possible to obtain algebraic expressions for n = 3, however, it would take several lines
of cumbersome expressions to write each of the three eigenvalues. In this paper we obtain results
that allow to study the behaviour of the eigenvalues of Jn for arbitrary values of n. For instance, if
αi ≥ 0, for all i,1 we can claim that the corresponding eigenvalues λk, k = 1, 2, . . . n, of Jn are the
solutions of
arctan
(
1√
4λk − 1
)
+ 2
n∑
i=1
arctan
(
αi√
4λk − 1
)
= (2k − 1)pi
2
(1.2)
for k = 1, . . . , n. Similar claims can be made whenever the eigenvalues of Jn admit real solutions.
Even though the properties of the arctan(·) function clearly imply that (1.2) should be equivalent
to obtaining the roots of a polynomial, we believe that this new representation of the eigenvalue
problem provides a lot of insight into the behaviour of the solutions in terms of the parameters
αi, specially when considering the originating Control Theory problems. For example, our analysis
shows that if all αi ≥ 0, then Jn has only real, positive and distinct eigenvalues. Moreover, if
1
αi ≥ 0, for all i is the unique necessary condition in order to deal with optimal control problems as the
aforementioned. In this paper, however, we are not restricted to that case and results are presented for αi ∈ R, for
all i
3αi = −αm = α for some i 6= m, equation (1.2) also holds, Jn has an eigenvalue of multiplicity 2 at
(1−α2)/4, while the remaining n− 2 eigenvalues correspond to the eigenvalues of Jn−2. Also, from
(1.2), it is possible to generate simple bounds for the values of the eigenvalues that do not seem
obvious from the expression for Jn. Another benefit of the results proposed in this work correspond
to the case of repeated values of the parameters. In fact, if αi = α for all i, (1.2) collapses to
arctan
(
1√
4λk − 1
)
+ 2n arctan
(
α√
4λk − 1
)
= (2k − 1)pi
2
, (1.3)
and this equation provides a faster and more accurate way to compute the eigenvalues for large n
when compared to standard computational methods (such as the ones used by Matlab).
Our study on the eigenvalues of Jn was also motivated by the fact that non trivial eigenvalue
problems with closed form solutions for structured matrices do exist. For example, a tridiagonal
Toeplitz matrix in Rn×n has known eigenvalues in terms of the three parameters that define it
[24, 18, 3]. Another well studied related problem is the inverse eigenvalue problem, which in simple
words can be said equivalent to find, if possible, a matrix with fixed structure that possesses a set
of eigenvalues and/or eigenvectors given a priori [10, 4, 7, 13]. Our findings where sparked by a
similar idea. We observed patterns when solving some eigenvalue problems which generated (1.2)
as a conjecture. Our goal was then to show whether it is always possible to connect (1.2) to a
characteristic polynomial, and eventually to our original matrices Jn. We notice that, in general,
it is possible to write recursive relations for the characteristic polynomials of general tridiagonal
matrices through the use of the Continuant [17, 12]. We use this fact and other manipulations of
Jn in order to achieve our goal.
On the other hand, it is important to note that the family of matrices Jn belongs to the class
of n × n rank displacement matrices where only O(n) parameters are needed to define them (see
[15, 20] and the references therein). In particular, given a fixed pair of matrices {A,B}, and a field
F, a Stein displacement operator L for square matrices is defined as L : Fn×n → Fn×n, such that
L = ∆A,B, where
L(M) = ∆A,B(M) = M −AMB. (1.4)
Then, the image L(M) of the operator L is called the displacement of M and the rank of L(M)
is called the displacement rank of M . Such definition aims to exploit the structure of the matrix
when the displacement rank of M is low and A,B are simple and sparse for matrix computations,
inversions, etc [21, 19]. In our current case, Jn is similar to the product of two matrices which are
the solutions of the Lyapunov equations
∆A,A⊤(M) = C, ∆A⊤,A(M) = K, (1.5)
with C,K being of rank 1. It is clear that the solutions of the aforementioned equations are of
displacement rank 1. However, it is well known that even if two matrices are structured, their
product does not necessarily inherit the same explicit structure of the factors. Nevertheless it
should be expected for it to also have a low displacement rank, whenever the factors have it [15].
Given the previous observations, we believe that our results complement the field of displacement
structured matrices. For example, in [20, 19] the inversion of displacement operators was suggested
for the solution of Nenvalinna-Pick interpolation and Nehari problems, which are common generators
of “skew-Hankel-like” matrices, and the main motivation of our present work. It is considered in [19]
that the hidden structure of matrices similar to Jn is hard to exploit, however numerical methods are
readily available for certain computations. Fast algorithms for computations on similar matrices can
be found in [2] and the references therein. We consider that our results provide another connection
between displacement methods and optimal control problems, providing an alternative analytical
description for a type of problem that seldom allows one.
The presentation of our work is organized as follows. In section 2 we obtain a recursive formula
for the sequence of characteristic polynomials of Jn. In section 3 we derive a recursive formula for a
sequence of polynomials that can be connected to (1.2). We show in Section 4 that both sequences
4 PETERS AND VARGAS
have indeed the same roots. We present some applications and considerations of our findings in
Section 5. Final remarks are given in Section 6.
Notation: The imaginary unit is denoted by j2 = −1. For a number Q ∈ C, ℜ{Q} and ℑ{Q}
denote its real and imaginary parts respectively and ∠{Q} denotes its argument. For any given
square matrix M , σ(M) denotes its spectrum and ρ(M) its spectral radius.
2. Characteristic polynomial of Jn
In this section we provide a recursive way to compute the characteristic polynomial of Jn defined
in (1.1). We first define the diagonal matrices
Dα =


α1
α2
. . .
αn

 , Dβ =


β1
β2
. . .
βn

 , with βi , αi − 12αi . (2.1)
We note that the particular structure of Jn in (1.1) allow us to write
Jn = [L1 −Dβ ]Dα
[
L⊤1 −Dβ
]
Dα, (2.2)
where L1 is the upper triangular matrix with 1s at the non-zero entries. The inverse of L1 and L
⊤
1
are straightforward to compute:
L−11 =


1 −1 0 · · · 0
0 1 −1 . . . ...
...
. . . 1
. . . 0
...
. . .
. . .
. . . −1
0 · · · · · · 0 1


, (L⊤1 )
−1 = (L−11 )
⊤. (2.3)
We will obtain the characteristic polynomial of Jn as the determinant of a tridiagonal matrix,
obtaining a recursive relation for their computation.
Proposition 2.1. The characteristic polynomial Pn(x) of the matrix Jn given by (1.1), satisfies the
recursive equation
Pn(x) =
[(
1
αn
+
1
αn−1
)
x− 1− (αn − 1)
2
4αn
− (αn−1 − 1)
2
4αn−1
]
Pn−1(x)
−
[
(αn−1 − 1)2
4αn−1
− αn−1 − 1
2
− 1
αn−1
x
]2
Pn−2(x),
with initial conditions P0(x) = 1 and P1(x) = x/α1 − (α1 + 1)2/(4α1).
Proof. The characteristic polynomial of Jn can be computed as
Pn(x) = det (xI − Jn) , (2.4)
and from (2.2), multiplying accordingly, we can write
det(xI − Jn) =
det
(
xL−11 D
−1
α (L
−1
1 )
⊤ −Dα + L−11 DαDβ +DαDβ(L−11 )⊤ − L−11 DαD2β(L−11 )⊤
)
. (2.5)
5It can be checked that every term inside the determinant on the right hand side of (2.5) is tridiagonal
L−11 D
−1
α (L
−1
1 )
⊤ =


1
α1
+
1
α2
− 1
α2
0 · · · 0 0
− 1
α2
1
α2
+
1
α3
− 1
α3
· · · 0 0
0 − 1
α3
. . . · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1
αn−1
+
1
αn
− 1
αn
0 0 0 · · · − 1
αn
1
αn


(2.6)
L−11 DαD
2
β(L
−1
1 )
⊤ =

α1β
2
1 + α2β
2
2 −α2β22 0 · · · 0 0
−α2β22 α2β22 + α3β23 −α3β23 · · · 0 0
0 −α3β23
. . . · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · αn−1β2n−1 + αnβ2n −αnβ2n
0 0 0 · · · −αnβ2n αnβ2n


(2.7)
Dα − L−11 DαDβ −DαDβ(L−11 )⊤ =


1 α2β2 0 · · · 0 0
α2β2 1 α3β3 · · · 0 0
0 α3β3
. . . · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 αnβn
0 0 0 · · · αnβn 1


. (2.8)
Now, we can relabel and reorder the elements inside of (2.5) in order to compute the determinant
of det(xI − Jn) as the determinant of a symmetric tridiagonal matrix
det(xI − Jn) = det


γ1(x) δ1(x) 0 · · · 0 0
δ1(x) γ2(x) δ2(x) · · · 0 0
0 δ2(x)
. . . · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · γn−1(x) δn−1(x)
0 0 0 · · · δn−1(x) γn(x)


(2.9)
where
γ1(x) =
x
α1
− (α1 + 1)
2
4α1
(2.10)
γn(x) =
(
1
αn−1
+
1
αn
)
x− 1−
(
(αn−1 − 1)2
4αn−1
+
(αn − 1)2
4αn
)
, n > 1 (2.11)
δn(x) =
(
−x 1
αn
+
(αn − 1)2
4αn
− αn − 1
2
)
, n ≥ 1. (2.12)
Using the Continuant [12] we can conclude that the characteristic polynomial of Jn satisfies the
recursive equation
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Pn(x) =
[(
1
αn
+
1
αn−1
)
x− 1− (αn − 1)
2
4αn
− (αn−1 − 1)
2
4αn−1
]
Pn−1(x)
−
[
(αn−1 − 1)2
4αn−1
− αn−1 − 1
2
− 1
αn−1
x
]2
Pn−2(x) (2.13)
with initial conditions P0(x) = 1, P1(x) = x/α1 − (α1 + 1)2/(4α1). 
It is possible to verify that the recursion from Proposition 2.1 generates the same polynomials as
the ones obtained by directly computing det(xI − Jn) with Jn defined as in (1.1). It can also be
noted that the initial conditions P0(x) = α1 and P1(x) = x− (α1+1)2/(4α1) yield polynomials with
the same roots.
3. A sequence of polynomials whose roots are linked to (1.2)
As discussed in the introduction, for non-negative values of the parameters, we conjecture that
the n eigenvalues of Jn, λk, k = 1, . . . , n, satisfy the equations
arctan
(
1√
4λk − 1
)
+ 2
n∑
i=1
arctan
(
αi√
4λk − 1
)
= (2k − 1)pi
2
(3.1)
for k = 1, . . . , n. Numerical examples suggest that these equations are indeed yielding the eigenvalues
of Jn. We proceed to find a sequence of polynomials that have for roots the solutions of (1.2). In
the first place, we note that these equations can be interpreted as the angle of a product of complex
factors. A possibility is then to have a polynomial Rn(x) with real coefficients, written as the sum
of a polynomial with complex coefficients Qn(x) plus its conjugate Qn(x). Therefore, some of the
roots of the polynomials Rn(x) (or ℜ{Qn(x)}) will be given by the values of x where the complex
number Qn(x) is pure imaginary, or, interchangeably, when ∠{Qn(x)}, that is, the argument of the
complex number Qn(x), is an odd multiple of pi/2. We now have the following result.
Proposition 3.1. Let Rn(x) = Qn(x)+Qn(x) be a polynomial of order n with real coefficients and
which has as roots the n solutions of (1.2) when αi ≥ 0 for all i. Then, the real part of the complex
polynomial Qn(x) satisfies the recurrence equation
ℜ{Qn(x)} =
(
(4x− 1)− αnαn−1
αn−1
)(
αn + αn−1
4
)
ℜ{Qn−1(x)}
− αn
αn−1
(
x+
(α2n−1 − 1)
4
)2
ℜ{Qn−2(x)}, (3.2)
with initial conditions ℜ{Q0(x)} = 1 and ℜ{Q1(x)} = x− (α1 + 1)2/4.
Proof. Firstly, we must note that there exists an infinite number of polynomials sharing roots with
the solutions of (1.2), according to the earlier discussion. A general class of polynomials that shares
roots with expressions similar to (1.2) can be described as
Rn(x) = (a+ jb)
n∏
i=1
(vi + jwi)
2 + (a− jb)
n∏
i=1
(vi − jwi)2 . (3.3)
In this particular case we must have
b
a
=
1√
4x− 1 ,
wi
vi
=
αi√
4x− 1 . (3.4)
Now, we can claim that
Rn(x) = 2ℜ{Qn(x)}, Qn(x) = (a+ jb)
n∏
i=1
(vi + jwi)
2 . (3.5)
7Without loss of generality, and in order to work with monic polynomials, we consider
vi =
√
4x− 1
2
, wi =
αi
2
, a =
√
4x− 1, b = 1. (3.6)
It is possible to now write(√
4x− 1
2
+ j
αi
2
)2
=
1
4
(
(4x− 1)− α2i
)
︸ ︷︷ ︸
Fi
+j
αi
2
√
4x− 1︸ ︷︷ ︸
Gi
, (3.7)
and Qn(x) can be now written as
Qn(x) = (a+ jb)
n∏
i=1
(Fi + jGi) (3.8)
which is a complex polynomial satisfying the following recursions
ℜ{Qn(x)} =Fnℜ{Qn−1(x)} −Gnℑ{Qn−1(x)} (3.9)
ℑ{Qn(x)} =Fnℑ{Qn−1(x)} +Gnℜ{Qn−1(x)}. (3.10)
Note how a+ jb disappears in these recursions. Solving for a recursion on ℜ{Qn(x)} is not a hard
task if we note that from (3.9)
ℑ{Qn−1(x)} = Fnℜ{Qn−1(x)} − ℜ{Qn(x)}
Gn
, (3.11)
and from (3.10)
ℑ{Qn−1(x)} = ℑ{Qn(x)} −Gnℜ{Qn−1(x)}
Fn
. (3.12)
Solving for ℑ{Qn(x)} we obtain
ℑ{Qn(x)} =
(
F 2n
Gn
+Gn
)
ℜ{Qn−1(x)} − Fn
Gn
ℜ{Qn(x)}. (3.13)
If we shift this backwards by 1 and replace it in the right hand side of (3.9) yields
ℜ{Qn(x)} = cn(x)ℜ{Qn−1(x)} − dn(x)ℜ{Qn−2(x)}, (3.14)
where
cn(x) ,Fn + Fn−1
Gn
Gn−1
=
1
4
(
(4x− 1)− α2n
)
+
1
4
(
(4x− 1)− α2n−1
) αn
αn−1
=
(
(4x− 1)− αnαn−1
αn−1
)(
αn + αn−1
4
)
(3.15)
dn(x) ,F
2
n−1
Gn
Gn−1
+GnGn−1 =
1
16
(
(4x− 1)− α2n−1
)2 αn
αn−1
+
1
4
αnαn−1(4x− 1)
=
αn
αn−1
(
x+
(α2n−1 − 1)
4
)2
. (3.16)
Moreover, for n = 1, we have that
Q1(x)
a+ jb
=
(√
4x− 1
2
+ j
α1
2
)2
=
1
4
(
4x− 1− α21 + j2α1
√
4x− 1) , (3.17)
and ℜ{Q1(x)} = 0 implies
a
(
x− 1 + α
2
1
4
)
− bα1
2
√
4x− 1 = a
((
x− 1 + α
2
1
4
)
− α1b
2a
√
4x− 1
)
= 0. (3.18)
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If a 6= 0 and since b/a = 1/√4x− 1, we have that
x =
1
4
(1 + α1)
2
. (3.19)
Therefore, with ℜ{Q0(x)} = 1 and ℜ{Q1(x)} = x − (α1 + 1)2/4, the recursion (3.14) generates
polynomials with roots at the solutions of (1.2). 
The previous result states that the solutions of (1.2) can be associated to the roots of a sequence
of polynomials. It can be checked numerically that for particular values of the parameters αi ≥ 0,
the polynomials generated by the recursion (3.14) share roots with the eigenvalues of Jn.
Remark 3.1. The particular case where αi = 1 for all i, corresponds to
Jn =


1 1 · · · 1
0 1
. . .
...
...
. . .
. . . 1
0 · · · 0 1




1 0 · · · 0
1 1
. . .
...
...
. . .
. . . 0
1 · · · 1 1

 , (3.20)
namely, the product of the all-ones upper and lower triangular matrices. This matrix has well known
eigenvalues for any n given by [8]
σ(Jn) =
{
1
4
sec2
(
pi
2n+ 1
)
, . . . ,
1
4
sec2
(
npi
2n+ 1
)}
. (3.21)
Moreover, in this case
Fn =
(
x− 1
2
)
, Gn =
√
4x− 1
2
,
and therefore
ℜ{Qn} = (2x− 1)ℜ{Qn−1} − x2ℜ{Qn−2},
with ℜ{Q0} = 1 and ℜ{Q1} = x − 1. This recursion generates polynomials having the same roots
as (3.21).
We can readily check that (1.2) collapses to
(2n+ 1) arctan
(
1√
4λk − 1
)
= (2n+ 1)
(pi
2
− arctan(
√
4λk − 1)
)
=
(2k + 1)pi
2
, (3.22)
from where we have that
λk =
1
4

1 + 1
tan2
(
(2k + 1)pi
2(2n+ 1)
)

 = 14 sec2
(
pi(n− k)
2n+ 1
)
, (3.23)
for k = 1, . . . , n, which again coincides with (3.21).
Remark 3.2. The recursion (3.14) can be also associated to a tridiagonal matrix through the Gen-
eralized Continuant [12]. Let Kn be the matrix
Kn =


r1 s2 0 . . . 0 0
t2 r2 s3 . . . 0 0
0 t3 r3 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . rn−1 sn
0 0 0 . . . tn rn


(3.24)
9where r1 = ℜ{Q1} = x− 0.25(α1 + 1)2,
ri =
(
Fi + Fi−1
Gi
Gi−1
)
,
for i > 1 and si, ti satisfy
siti =
(
F 2i−1
Gi
Gi−1
+GiGi−1
)
,
for i > 1. Then, det(Kn) generates the same sequence of polynomials provided by (3.14). 
Remark 3.3. It is important to note that for Proposition 3.1 to hold with respect to (1.2), every αi
must be non-negative. We would like to stress that this was made in order to highlight the inspiration
we had for obtaining our results. The given sequence of polynomials ℜ{Qn(x)} that satisfies (3.2) is
valid for any choice of the real parameters αi. Moreover, the eigenvalues of Jn are indeed the roots
of ℜ{Qn(x)} as we will show in the following section.
4. Main results
In this section we derive the main theorem of this work, which connects the recursive polynomials
obtained in previous sections. We also derive and discuss some of its consequences.
Theorem 4.1. Consider the n × n matrix Jn defined in (1.1) with αi ∈ R for i = 1, . . . , n. Its n
eigenvalues, λk, k = 1, . . . , n, are given by the n roots of the polynomials ℜ{Qn(x)}.
Proof. The characteristic polynomial of Jn, Pn(x), satisfies the recursion (2.4), namely
Pn(x) = γn(x)Pn−1(x) − δn(x)2Pn−2(x) = δn(x)2
(
γn(x)
δn(x)2
Pn−1(x) − Pn−2(x)
)
(4.1)
where
γn(x) =
(
1
αn
+
1
αn−1
)
x− 1− (αn − 1)
2
4αn
− (αn−1 − 1)
2
4αn−1
(4.2)
=
(αn + αn−1)(4x− 1− αnαn−1)
4αnαn−1
,
δn(x) =
(αn−1 − 1)2
4αn−1
− αn−1 − 1
2
− 1
αn−1
x (4.3)
= −
(
α2n−1 − 1 + 4x
4αn−1
)
,
with initial conditions P0(x) = 1, and P1(x) =
1
α1
x− 1− (α1 − 1)
2
4α1
.
On the other hand, we have that the polynomials Rn(x) defined in Proposition 3.1 satisfy the
relation
Rn(x) = cn(x)Rn−1(x)− dn(x)Rn−2(x) = dn(x)
(
cn(x)
dn(x)
Rn−1(x)−Rn−2(x)
)
, (4.4)
where
cn(x) =
(4x− 1− αnαn−1) (αn + αn−1)
4αn−1
(4.5)
dn(x) =
αn
16αn−1
(
4x− 1 + α2n−1
)2
, (4.6)
with the initial conditions R0(x) = 1, and R1(x) =
(
x− (α1 + 1)
2
4
)
= α1P1(x).
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We claim that Rn(x) = θnPn(x) for all n where θn is a real constant for every n. This would
make the roots of both polynomials equal for all n, proving the Theorem. In order to do this, we
first note from (4.2), (4.3), (4.5) and (4.6) that, for all n
cn(x)
dn(x)
=
1
αn−1
γn(x)
δn(x)2
, dn(x) = αnαn−1δn(x)
2. (4.7)
In particular, for n = 2, we have
R2(x) =d2(x)
(
c2(x)
d2(x)
R1(x) −R0(x)
)
. (4.8)
Substituting the previous expressions and recalling that R0(x) = P0(x) and R1(x) = α1P1(x) we
have
R2(x) = α1α2δ2(x)
2
(
γ2(x)
δ2(x)2
P1(x) − P0(x)
)
(4.9)
which, according to (4.1), yields
R2(x) = α1α2P2(x). (4.10)
We then proceed by induction. Let us assume that for k = 1, . . . , n− 1, the following equality holds:
Rk(x) =
(
k∏
i=1
αi
)
Pk(x), (4.11)
We know that
Rn(x) = αnαn−1δn(x)
2
(
1
αn−1
γn(x)
δn(x)2
Rn−1(x)−Rn−2(x)
)
. (4.12)
Substituting (4.11) we obtain
Rn(x) =αnαn−1δn(x)
2
(
1
αn−1
γn(x)
δn(x)2
(
n−1∏
i=1
αi
)
Pn−1(x) −
(
n−2∏
i=1
αi
)
Pn−2(x)
)
. (4.13)
Factorizing and reordering we finally obtain
Rn(x) =αnαn−1
(
n−2∏
i=1
αi
)(
γn(x)Pn−1(x) − δn(x)2Pn−2(x)
)
=
(
n∏
i=1
αi
)
Pn(x), (4.14)
showing than indeed Pn(x) and Rn(x) share the same roots. 
Theorem 4.1 states that the characteristic polynomial of Jn can be expressed as the sum of a
complex polynomial Qn(x) and its conjugate. This complex polynomial is a simple product of n
quadratic factors and a first order factor. The real parameters αi appear each in one of the quadratic
factors. There are a few obvious observations that can be made. For example, the parameters αi
can be arbitrarily permuted and the eigenvalues will not change. This particular property is to be
expected when considering the optimal control problems that give rise to Jn. In said problems, it is
entirely expected to have no numerical change on the result when permuting the problem parameters.
We can also note that if αi = 0 for some i, then there will be an eigenvalue of multiplicity m at
x = 0.25, with m equal to the number of parameters equal to 0.
Some less obvious consequences are given in the following corollaries.
Corollary 4.1. If the parameters αi > 0 for all i, then the n eigenvalues of Jn, say λk for k =
1, . . . , n, satisfy (1.2). Also λk are real positive, distinct, and monotonically decrease with k.
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Proof. We first note that the first claim is true given the motivation behind Proposition 3.1 and the
results in Theorem 4.1 that implies that the characteristic polynomial of Jn share the same roots
of the polynomial in Proposition 3.1. For the second part, we also note that the right hand side of
(1.2) increases with k and that the n equations correspond to the n intersections of the left hand
side function with the constants on the right hand side. Moreover, since arctan(·) is a continuous
odd function and the arguments αi(4x− 1)−1/2 are always positive, the solutions must be positive
if every αi is positive. It can also be noted that
d
du
(
arctan (u) + 2
n∑
i=1
arctan (αiu)
)
> 0, (4.15)
for every u > 0, whenever αi > 0 for all i and
d
dx
(
αi√
4x− 1
)
< 0 (4.16)
for all x > 1/4. This implies for αi > 0 for all i, that the left hand side of (1.2) is a strictly decreasing
monotonic function that maps x > 1/4 to the interval (0, (2n+ 1)pi/2) Hence, the n eigenvalues λk
for k = 1, . . . , n are positive, distinct and monotonically decrease with k in this case. 
Corollary (4.1) is particularly useful to deal with the optimal control problem that motivates the
study of the eigenvalues of Jn since, in that case, each αi is known to be positive. The properties
of the nonlinear equation (1.2) allow us to analyze the solution of the optimal control problem in a
more intuitive way for a deeper understanding of the underlying problems.
Corollary 4.2. If α = αm = −αl for some m 6= l, then Jn has an eigenvalue of multiplicity 2
at λ = (1 − α2)/4 and the remaining n − 2 eigenvalues correspond to the solutions of (1.2) for
k = 0, . . . , n− 3, removing the terms for αl and αm.
Proof. The second part of the corollary follows directly from setting αm = −αl in (1.2) and from
the fact that arctan(·) is an odd function. This cancels out the two terms 2 arctan(αm/
√
4x− 1)
and 2 arctan(αl/
√
4x− 1) and the solutions of these equations do not depend neither on αm nor αl.
We can alternatively see that the solutions of (1.2) are equivalent to finding the roots of
Rn(x) = (
√
4x− 1 + j)
n∏
i=1
(√
4x− 1 + jαi
)2
+ (
√
4x− 1− j)
n∏
i=1
(√
4x− 1− jαi
)2
, (4.17)
and setting αm = α = −αl yields
Rn(x) =(
√
4x− 1 + j)(4x− 1 + α2)2
n∏
i=1,i6=m,i6=l
(√
4x− 1 + jαi
)2
+ (4.18)
(
√
4x− 1− j)(4x− 1 + α2)2
n∏
i=1,i6=m,i6=l
(√
4x− 1− jαi
)2
,
and Rn(x) = (4x − 1 + α2)2R˜n−2(x) where R˜n−2(x) corresponds to the polynomial Rn−2(x) with
the remaining n− 2 parameters from the original problem relabelled. 
Remark 4.1. It is interesting to note that whenever two parameters satisfy αm = −αj, the remain-
ing roots do not depend on them. This invariance property seems natural considering the problems
that give rise to the study of these matrices. In particular, several optimal approximation problems
in Hardy spaces involve the computation of the eigenvalues of related matrices [5]. This invariance
property could be key in studying the solutions to such problems or characterizing the equivalent
eigenvalue problems. A similar thing can be said about the permutation property of the parameters
αi.
12 PETERS AND VARGAS
We can also check that Jn will have an eigenvalue at the origin if at least one αi = −1. Using
Corollary 4.2, Jn will be nilpotent if and only if αi = ±1 for all i, and the number of parameters
equal to −1 is equal to ⌈n/2⌉, where ⌈·⌉ denotes the ceiling function.
5. Examples and other miscellaneous derivations
In this section we provide some examples that illustrate applications of the results and some of
their practical features.
5.1. Sensitivity of the eigenvalues to changes of the parameters. Having (1.2) allows us to
easily compute the partial derivatives of the solutions with respect to the parameters αi. Since we
have that the right hand side of (1.2) is a constant, the expressions are valid for every eigenvalue. In
particular, using the implicit function theorem, we have that any solution λk of (1.2), as a function
of the parameters αi, satisfies
∂λk
∂αi
= 2
4λk − 1
4λk − 1 + α2i

 1
2λk
+ 4
n∑
j=1
αj
4λk − 1 + α2j

−1 . (5.1)
Note that the factor (4x − 1 + α2i ) outside of the parenthesis cancels out with a term inside it. As
stated in corollary 4.1, for positive parameters αi, we have positive and distinct eigenvalues. Even
though it is to be expected from the expressions for Jn, in this case, (5.1) implies that the solutions
x become larger with the increase of any αi.
We can also claim, for a fixed set of n + 1 parameters that, if αi > 0 for all i, ρ(Jn) = λn <
λn+1 = ρ(Jn+1). To see this consider the left hand side of (1.2) for n parameters and evaluate it at
λn+1
arctan

 1√
4λn+1 − 1

+ 2 n∑
i=1
arctan

 αi√
4λn+1 − 1

 = (5.2)
pi
2
− 2 arctan

 αn+1√
4λn+1 − 1

 .
The expression on the left above is strictly decreasing and equals pi/2 only at λn. Assuming that
λn > λn+1 contradicts the latter.
5.2. Numerical computations and simple bounds. The alternative equation for computing the
eigenvalues of Jn when the parameters are non-negative is suitable for iterative methods that utilize
derivatives, since these are readily available in analytical form. Moreover, Newton’s method can be
used to obtain easy bounds for the eigenvalues if we let
fn,k(x) = arctan
(
1√
4x− 1
)
+ 2
n∑
i=1
arctan
(
αi√
4x− 1
)
− (2k − 1)pi
2
. (5.3)
It is not hard to verify that for n = 2 the largest eigenvalue of J2 in this case satisfies
ρ(J2) ≥ (α1 + 1)
2
4
+
(α2 + 1)
2
4
. (5.4)
Extrapolating, a simple, albeit conservative, lower bound for arbitrary n is given by
ρ(Jn) ≥ x0 − fn,k(x0)
f ′n,k(x0)
, (5.5)
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where
x0 =
n∑
i=1
(αi + 1)
2
4
. (5.6)
5.3. Properties of the roots for negative parameters. If any parameter αi is negative, we
cannot use (1.2) in a straightforward fashion. However, Rn(x) given by the recursion (3.3) remains
valid and all the eigenvalues of Jn are roots of of Rn(x). It should be clear to the reader that the
roots of a polynomial are continuous functions of its parameters. So far we have shown some special
cases where we can claim the exact location of some roots for particular parameter values. It is
also a well known fact that in the real parameter case, roots with multiplicity come from complex
conjugate pairs and split into real distinct roots as one parameter varies or they remain complex
[14]. Hence, we have to consider the case of negative and even complex conjugate pairs as roots of
Rn(x) when at least one parameter is negative. We will illustrate this with the simplest case n = 1.
As we know the solution, we have that
λ1(α) =
(1 + α)2
4
, (5.7)
which evaluated at Qn(x) yields
Qn(λ1(α)) = (
√
(1 + α)2 − 1 + j)
(√
(1 + α)2 − 1 + jα
)2
. (5.8)
As we already know, when α ≥ 0, the solution is equivalent to solving (1.2). If α = −1 the solution
is λ1 = 0. Substituting in the previous expression we have that
Qn(λ1(−1)) = (
√−1 + j) (√−1− j)2 = 0, (5.9)
that is, both the real and imaginary part of Qn(x) are 0 at x = λ1(−1). Clearly this case is not
covered directly by (1.2). However, if α = −2
Qn(λ1(−2)) = j (−j)2 = −j, (5.10)
which has per argument −pi/2, and is also not covered by (1.2).
We can distinguish a few extra cases for posing alternative equations. A real root that satisfies
4λk − 1 < 0 could be recovered by rewriting
Qn(x) = (j
√
1− 4x+ j)
n∏
i=1
(
j
√
1− 4x+ jαi
)2
(5.11)
= (−1)nj(√1− 4x+ 1)
n∏
i=1
(√
1− 4x+ αi
)2
.
Then we have (note the appearance of the superfluous solution x = 0.25.)
Rn(x) = (−1)nj
(
(
√
1− 4x+ 1)
n∏
i=1
(√
1− 4x+ αi
)2
+ (5.12)
(
√
1− 4x− 1)
n∏
i=1
(√
1− 4x− αi
)2)
,
and since we are looking for real roots we have that the left term inside the parenthesis is always
positive. At the same time, the right term inside the parenthesis is only negative whenever
√
1− 4x <
1. We can also note that in this case, Rn(x) is always pure imaginary. However, if there exists a value
of x that vanishes the expression between parenthesis, we will have that 1− 4x < 1, or equivalently,
x > 0. It is possible to claim that when only one parameter αm is negative, a necessary and sufficient
condition to have an eigenvalue in (0, 0.25) is αm ∈ (−1, 0).
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There is one exception to this. As we stated in Corollary 4.2, one admitted solution for the case
αm = −αl = α and located at x = (1 − α2)/4, which is only negative for |α| > 1. These solutions
vanish both the real and imaginary part of Qn(x) and are the only case where real negative roots
can be found as eigenvalues of Jn.
In general, if some αi < 0, all the real positive eigenvalues of Jn satisfying λk > 0.25 are found
by solving
arctan
(
1√
4λk − 1
)
+ 2
n∑
i=1
arctan
(
αi√
4λk − 1
)
= (2k − 1)pi
2
, (5.13)
where k ∈ Z, that is, the right hand side of the equation above can also be a negative odd multiple
of pi/2. The number of feasible solutions could be studied by finding the global maximum and
minimum of the sum of arctan(·) functions, and counting the number of times that an odd multiple
of pi/2 falls between this interval. Since we are assuming real parameters, the remaining eigenvalues
must come in complex conjugate pairs or belong to the interval [0, 0.25]
For example, let us consider n = 5 with A = {5,−0.1, 3,−2, 1.5}. In Figure 1 we see all the
solutions of (5.13) which are approximately λ1 ≈ 0.9821 and λ2 = 22.5527. It can be noted (note
the zoom in of Figure 1) that since there are negative parameters, the slope of the sum of arctan(·)
functions is no longer negative for all x. It is possible, for some values of the parameters, for a single
equation to have more than one solution.
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Figure 1. Graphical solutions of (5.13)
We are still missing 3 eigenvalues. In Figure 2 we have the plot of the imaginary part of Rn(x)
assuming x < 0.25. There is a single cross with the x axis at λ3 ≈ 0.2287 < 0.25. The last two
eigenvalues are a complex pair located at λ4,5 = −0.7492± j0.03131.
5.4. Root locus of a particular case. To illustrate some of our previous comments we have plotted
the root locus of Rn(x) for the fixed parameters A \ {α1} = {3,−2,−5, 1.5} and α1 ∈ [−200, 200].
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Figure 2. Graphical solutions of (5.12)
For these selections of the parameters, Jn is given by
Jn =


(
α1
2
+
1
2
)2
− 5α1
2
−21
2
8
5
2
15
8
−7 a1
2
−25
2
8
5
2
15
8
−4 a1 −12 29
4
5
2
15
8
−a1
2
−3
2
1 −7
2
15
8
5 a1
4
15
4
−5
2
−25
4
25
16


. (5.14)
We can observe that negative roots are only present when α1 equals any value in {−3, 2, 5,−1.5}
with locations 0.25(1 − α2i ), that is −6,−2,−0.75 and −0.3125. There are no other real negative
roots for any value of α1.
5.5. Another closed form solution. We can use our results to conclude some other simple facts.
For example, if α1 = −1, we have
Rn(x) = (5.15)
= 4x(
√
4x− 1− j)
n∏
i=2
(√
4x− 1 + jαi
)2
+ 4x(
√
4x− 1 + j)
n∏
i=2
(√
4x− 1− jαi
)2
= 4x
(
(
√
4x− 1− j)
n∏
i=2
(√
4x− 1 + jαi
)2
+ (
√
4x− 1 + j)
n∏
i=2
(√
4x− 1− jαi
)2)
,
and the positive roots of the expression between parenthesis are the solutions of
− arctan
(
1√
4λk − 1
)
+ 2
n∑
i=2
arctan
(
αi√
4λk − 1
)
= (2k − 1)pi
2
, (5.16)
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Figure 3. Root locus for varying α1
with k ∈ Z. This is the same expression as the one obtained by setting α1 = −1 in (1.2). However,
if αi = −1 for all i we have
(1 − 2n) arctan
(
1√
4λk − 1
)
= (2k − 1)pi
2
, (5.17)
which only has solutions when k ≤ 0. In such case we have that the remaining n− 1 eigenvalues in
this case are
λk =
1
4
(
1 + cot2
(
1 + 2k
2n− 1
pi
2
))
=
1
4
csc2
(
1 + 2k
2n− 1
pi
2
)
, k = 0, . . . , n− 2. (5.18)
A simple numerical example corroborates these values. If k = n− 1 one can note that the resulting
value for the above expression is 0.25. According to the discussion on the previous subsection, these
correspond to the roots of
Rn(x) =4x
(
(
√
1− 4x− 1)2n−1 + (√1− 4x+ 1)2n−1) , (5.19)
which are connected in a straightforward manner to the roots of the unity. Indeed, by setting
u =
√
1− 4x, we have that the roots in this case are given by the solutions of(
u− 1
u+ 1
)2n−1
= −1. (5.20)
5.6. Limit cases. We finally briefly review some limit cases. If a single parameter satisfies |αi| → ∞,
then one eigenvalue tends to +∞, and the remaining n − 1 eigenvalues tend to the eigenvalues of
Jn−1 with αi removed from A. This can be easily obtained from any of the expressions for the
characteristic polynomial of Jn. We can see in Figure 3 that some branches of the root locus must
have a loop, when a single parameter moves from −∞ to +∞.
6. Conclusion
We have obtained the characteristic polynomial of a structured n×nmatrix with n real parameters
as the solution of a recursive relation. The matrix in question is fairly non trivial and for some
selections of the parameters it corresponds to well studied cases. The provided framework allows
to obtain a surprising amount of insight on the behaviour of the n eigenvalues, in terms of the
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respective parameters. For example, we have shown that when they are positive, all the eigenvalues
are also real and positive. Moreover, they can be computed by means of solving n equations (one
for each eigenvalue) involving inverse trigonometric functions with interesting properties. While the
alternative method does not always allow for an exact computation of the eigenvalues, it does allow
for approximations and the study of other behaviours in terms of the parameters.
A full characterization of possible negative and complex eigenvalues, when we allow for the pres-
ence of negative parameters, is missing. However, we provided some initial discussion and numerical
simulations to illustrate the case. This was mostly possible due to our main results.
We believe that the class of matrices with a characteristic polynomial given as the sum of two
complex conjugate polynomials, plays an important role in the study of certain optimal control
problems and model order reduction techniques.
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