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Im Rahmen des "Wortschatz Projektes" der Universität Leipzig wurden mit Hilfe von 
online-Zeitschriften und anderen Quellen Informationen über bekannte Persönlichkeiten 
gesammelt und verwaltet. Auf diesen Daten wurde ein Question Answering System 
aufgebaut, welches zu vorgegebenen Fragen automatisch generierte Antworten zurück-
liefert. Grundvoraussetzung war die Erzeugung einer neuen Datenbankstruktur und die 
Transformation der  vorhandenen Daten in ein geeignetes Format. Namenskategorien 
wie Vornamen, Nachnamen, Spitznamen etc. sowie Unifizierungsmöglichkeiten für 
Personen mussten erkannt werden. Ebenfalls entwickelt wurde ein Verfahren zur auto-
matischen Satzgenerierung basierend auf der Verarbeitung externer Daten und einer 
Grammatik vorgegebener Gestalt. Es stellte sich heraus, dass das vorgeschlagene Sys-
tem weitgehend sprachunabhängig arbeitet und nicht nur auf Personendaten angewendet 
werden kann. Eine grobe Schätzung ergab, dass etwa 40% gewöhnlicher Lexikonartikel 














INHALTSVERZEICHNIS ............................................................................................ 3 
1. MOTIVATION ........................................................................................................... 5 
2. EINLEITUNG............................................................................................................. 6 
2.1 COMPUTERLINGUISTIK ............................................................................................ 6 
2.2 QUESTION ANSWERING SYSTEME............................................................................ 7 
2.3 WEBCLOPEDIA ALS BEISPIEL FÜR QA SYSTEME...................................................... 9 
2.4 DAS PROJEKT „DER DEUTSCHE WORTSCHATZ“ .................................................... 12 
3. DIE DATENBANK DES QUESTION ANSWERING SYSTEMS...................... 13 
3.1 DIE TABELLENSTRUKTUR ...................................................................................... 13 
3.1.1 Vorhandene Datenbankstruktur .................................................................... 13 
3.1.2 Probleme und Änderungsgründe ................................................................... 14 
3.1.3 Verbesserte Struktur ...................................................................................... 15 
3.2 WANDLUNG UND ÜBERTRAGUNG DER DATENBESTÄNDE IN DIE TABELLEN .......... 19 
3.2.1 Prüfung und Formatierung............................................................................ 19 
3.2.2 Kategorieerkennung ...................................................................................... 22 
3.2.3 Gleichsetzung und Eintragung ...................................................................... 28 
3.2.3.1 Identitätserkennung ................................................................................ 29 
3.2.3.2 Datenergänzung...................................................................................... 37 
3.2.4 Fehlerbetrachtung ......................................................................................... 38 
3.2.5 Ausblicke und Verbesserungen...................................................................... 40 
3.3 ZUSAMMENFASSUNG ............................................................................................. 42 
4. DAS QUESTION ANSWERING SYSTEM .......................................................... 43 
4.1 ZWEI SYSTEME ZUR AUTOMATISCHEN TEXTGENERIERUNG ................................... 45 
4.1.1 Das Master Genealogist Programm von Richard Moberly .......................... 45 
4.1.2 Der Random Sentence Generator von Stonehenge Consulting Services, Inc.46 
4.2. DER SATZGENERATOR .......................................................................................... 49 
4.2.1 Die Idee.......................................................................................................... 49 
4.2.2 Die Grammatik .............................................................................................. 50 
4.2.3 Die automatische Generierung von personenbeschreibenden Texten .......... 57 
4.2.3.1 Person bestimmen................................................................................... 59 
4.2.3.2 Textgenerierung...................................................................................... 59 
4.2.3.2.1 Die „Ebene“ des Satzgenerators ...................................................... 61 
4.2.3.2.2 Die Arbeitsweise des Satzgenerators............................................... 64 
4.2.3.2.3 Fehlende Daten ................................................................................ 65 
4.2.3.2.4 Abschließende Korrektur................................................................. 67 
4.2.3.3 Beispiele ................................................................................................. 67 
4.2.4 Ausblicke und Verbesserungen...................................................................... 68 
4.2.4.1 Korrekte Textausgabe............................................................................. 68 
4.2.4.2 Mehrsprachige Ausgabe ......................................................................... 71 
4.2.4.3 Abdeckungsgrad ..................................................................................... 72 
4.2.4.4 Anwendung auf andere Themenbereiche ............................................... 75 
4.3 ZUSAMMENFASSUNG ............................................................................................. 77 
ABBILDUNGSVERZEICHNIS.................................................................................. 78 
 4 
TABELLENVERZEICHNIS ...................................................................................... 78 
LITERATURVERZEICHNIS .................................................................................... 79 
ABKÜRZUNGSVERZEICHNIS................................................................................ 82 
ANHANG ...................................................................................................................... 83 
GRAMMATIK FÜR DIE DEUTSCHE SPRACHE .................................................................. 83 
GRAMMATIK FÜR DIE ENGLISCHE SPRACHE................................................................. 86 





Seit den 40er Jahren arbeiten Wissenschaftler der Computerlinguistik gemeinsam an 
dem Problem der Verwirklichung von Question Answering Systemen1. 50 Jahre später 
wurde die erste Text Retrieval Conference TREC-8 allein zu diesem Thema abgehalten. 
Die bis dato entwickelten Question Answering Systeme sollten nun soweit verbessert 
werden, dass nicht Dokumente sondern tatsächlich korrekt formulierte Antworten zu-
rückgegeben werden können. Parallel wurde und wird versucht, eine Möglichkeit zu 
finden, natürlichsprachliche Texte automatisch zu generieren. Die beiden Aufgaben 
sollen in dieser Arbeit kombiniert werden. 
 
Im Rahmen des „Wortschatz Projektes“2 der Universität Leipzig werden unter anderem 
Informationen über bekannte Persönlichkeiten jeden Zeitalters aus online-Zeitschriften 
und anderen Quellen gesammelt.  
Die so zusammengetragenen Daten sollten nun zunächst in ein geeignetes Format ge-
bracht werden, um anschließend basierend auf ihnen ein Question Answering System 
aufzubauen. Ziel war dabei nicht die syntaktische und semantische Analyse von Fragen, 
sondern deren natürlichsprachliche Beantwortung.  
 
Diese Arbeit enthält sowohl die theoretischen Hintergründe und Verfahrensweisen des 
Systems als auch einen Einblick in deren praktische Umsetzung. 
 
Kapitel 2 gibt eine grundlegende Einführung in die Thematik. 
Kapitel 3 ist der Datenbank hinter dem Question Answering System gewidmet. Sämtli-
che Informationen mussten zunächst aus der alten Datenbank extrahiert und in Katego-
rien wie Vorname, Nachname, Beruf etc. eingeordnet werden. Nach der anschließenden 
Formatierung folgte die Transformation in die neue Datenbank des Question Answering 
Systems mit dem Ziel, eine eindeutige möglichst redundanzfreie Darstellung zu erhal-
ten. 
Anschließend folgt in Kapitel 4 die Erläuterung des QA Systems an sich, wobei die au-
tomatische Satzgenerierung den Schwerpunkt des Kapitels darstellt.  
 
 
                                                 
1 Siehe Kapitel 2.2  







Die Computerlinguistik ist ein wissenschaftliches Fachgebiet, das Elemente der Lingu-
istik, der Informatik und der kognitiven Sprachpsychologie miteinander kombiniert 
[11]. 1986 verfasste Grishman die folgende Definition: 
„Computational linguistics is the study of computer systems for understanding and gen-
erating natural language.” 
 
Der Forschungsbereich der Computerlinguistik entstand während des zweiten Weltkrie-
ges in den 40er Jahren des 20. Jahrhunderts. Enigma, eine elektromechanische Kodie-
rungsmaschine, wurde entwickelt. Nachrichten sollten für Dritte unlesbar verschlüsselt 
werden, d.h. die Dekodierung sollte für andere als die kommunizierenden Parteien nicht 
in angemessener Zeit durchführbar sein. 
 
Man unterscheidet zwei Bereiche der Computerlinguistik [13]:  
Die computergestützte Erforschung der menschlichen Sprache gliedert sich in die lingu-
istischen Teilgebiete der Morphologie, Syntax, Lexikographie, Semantik, Phonetik, 
Phonologie und Pragmatik. 
Die Erforschung der Sprachverarbeitung durch Computer setzt die gewonnenen Er-
kenntnisse über die menschliche Sprache praktisch um. So soll die Kommunikations-
möglichkeit zwischen Mensch und Maschine bis auf die Ebene der natürlichen Sprache 
gehoben werden. Es werden Benutzerschnittstellen entwickelt, welche die sprachge-
steuerte Befehlsübergabe an den Rechner ermöglichen. Die Befehle selbst müssen kei-
nem bestimmten Schema folgen. Sie können auch natürlichsprachlich sein. Außerdem 
wird an Systemen zur Wissensextraktion und automatischen Verarbeitung gearbeitet. 
Untersucht wird auch die Möglichkeit und Art und Weise der automatischen Textgene-
rierung zur Verwendung beispielsweise in Übersetzungsmodulen. 
 
Eine Form der Wissensextraktion ist das Information Retrieval. 
Zu einer gegebenen Anfrage werden Dokumente, deren Inhalt auf die Frage passen 




2.2 Question Answering Systeme 
 
 
1962 veröffentlichte J.L. Austin den Artikel „How to do things with words“. Auf die-
sem Artikel aufbauend entwickelte John Searle die Speech Act Theory. Demnach kann 
man menschliche Kommunikation in fünf Bereiche unterteilen: das Treffen einer Aus-
sage, eine Aufforderung, ein Gefühlsausdruck, eine Feststellung und ein Zukunftsver-
sprechen beziehungsweise die Wiedergabe zukünftiger Vorhaben. Die Theorien der 
beiden Philosophen stellten den ersten Schritt in der Entwicklung von Question Answe-
ring Systemen dar. 
 
Question Answering Systeme liefern zu gegebenen Fragen im Gegensatz zu reinem 
Information Retrieval keine Dokumente sondern passende Antworten zurück. Dabei 
kann es sich um Textausschnitte oder automatisch generierte Sätze handeln. 
Mit Hilfe von Tokenizern, POS-Taggern und Parsern werden die Fragen des Nutzers 
analysiert, interpretiert und die jeweiligen Antworten ausgegeben. Die Informationen 
selbst stammen beispielsweise aus Datenbanken oder großen Textkorpora, und können 
durch logische Schlussfolgerungen miteinander kombiniert werden. Als Grundlage 
diente zu Beginn der Entwicklung die Idee des Information Retrieval. 
 
Durch die Umsetzung der Vision des Semantischen Web soll eine weitere Datenquelle 
entstehen. Informationen, die derzeit im Internet relativ ungeordnet vorliegen, werden 
mit Hilfe von sie umschließenden Metadaten für Maschinen nicht nur lesbar, sondern 
auch interpretierbar gestaltet.  
Zu diesem Zweck wurde 1999 vom W3C mit dem RDF (Resource Description Frame-
work) eine Empfehlung für die Verarbeitung von Metadaten herausgegeben. Als Grund-
lage dient die Auszeichnungssprache XML.  
 
Ebenfalls 1999 fand die erste Text Retrieval Conference (TREC-8) statt, die sich aus-
schließlich mit Question Answering auf der Basis englischer Sprache beschäftigte [34]. 
Ziel war es, aus dem Information Retrieval einen neuen Zweig, genannt Information  
Extraction, entstehen zu lassen. Statt Textdokumente zurückzuliefern, werden gezielt 
Informationen aus frei verfügbaren Texten aufgespürt, irrelevante Daten überlesen und 
die restlichen Informationen der Aufgabe entsprechend strukturiert wiedergegeben.  
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Im Laufe der Konferenz wurden erste Implementierungen getestet und bewertet. Die 
Kandidaten erhielten etwa 2 GB Daten zur Informationssuche und 198 faktenbasierende 
Fragen. Zu jeder Frage sollten zwei Antworten geliefert werden, die erste mit einer 
Länge von 50 Byte, die zweite von 250 Byte. Diese konnten in Form eines Zitates wie-
dergegeben oder mit Hilfe der im Dokument gegebenen Informationen automatisch 
formuliert werden. 
Kritiker richteten ihre Bedenken vor allem gegen die Art der Fragen. Häufig wurden sie 
aus den Antworten im Text kreiert. Das wiederum führte dazu, dass die Fragen selbst 
schon einen Teil der Antwortformulierungen enthielten, was die Suche erheblich er-
leichterte. Außerdem ermöglichten die Fragestellungen eine gezielte Suche nach Ant-
worten auf Fragen der Kategorien „Wer“, „Wann“, „Wo“ etc. 
 
2000 (TREC-9) änderten sich die Anforderungen nur geringfügig. Die Fragen durften 
keine Umformulierungen der Textinformationen darstellen. Ihre Anzahl wurde auf 683 
erhöht, die Anzahl der Dokumente verdoppelt. 193 der gestellten Fragen stellten Um-
formulierung von 54 der ersten 500 Fragen dar. Es sollte getestet werden, ob die Syste-
me auch mit diesen Wortlauten zurecht kommen würden. Beispiele hierfür sind „What 
is the tallest mountain?“ und „What is the world’s highest peak?“.  
Zu jeder der gestellten Fragen existierte definitiv eine Antwort im Text. 
 
In der TREC-10 (2001) wurde die Aufgabenstellung dadurch erweitert, dass die Exis-
tenz der Antwort zu einer Frage nicht mehr garantiert war. Als besonders reizvoll galt 
die Untersuchung, ob die Programme herausfinden würden, dass die Fragen nicht be-
antwortet werden konnten und entsprechend darauf reagierten. 
 
Bei der TREC-11 2002 kamen ganz neue Ideen zum Vorschein. Als Beispiel soll hier 
das Question Answering mit Hilfe von XML-getaggten Texten - als Anlehnung an die 





2.3 Webclopedia als Beispiel für QA Systeme 
 
 
Dieses Kapitel liefert einen kurzen Einblick in die Funktionsweise von Question Ans-
wering Systemen am Beispiel von Webclopedia, einer Entwicklung der University of 
Southern California. 
 
Webclopedia arbeitet in sieben Stufen bis zur Herausgabe der bestmöglichen Antwor-
ten. 
 
Zunächst wird die Frage mittels eines lernfähigen Parsers analysiert. Es wird untersucht, 
um welchen Fragetyp es sich handelt. Geht es um eine Person? Wenn ja, wird nach der 
Ursache für ihre Berühmtheit oder nach etwas anderem gefragt? Ist das Suchobjekt viel-
leicht ein Ort, eine Firma, eine Adresse? Oder handelt es sich um eine Ja/Nein-Frage? 
Diese und weitere Fragetypen können bestimmt werden. Hierzu wird die Frage in Sub-
stantive, Verben, Adjektive und andere Bestandteile zerlegt. Jedem dieser Teile wird 
eine Gewichtung anhand dessen Häufigkeit, Länge und Aussagekräftigkeit zugeordnet. 
Der IdentiFinder von BBN [4]- ein Tool zum Scannen von großen elektronisch vorlie-
genden Texten nach beispielsweise Personen, Organisationen und Orten - wurde zum 
Bestimmen von Entities verwendet. 
Nach Abschluss der Untersuchung existiert ein Parse Tree der Frage, mit Aussagen über 
Bedeutung und Inhalt jedes der in der Frage enthaltenen Terme. 
 
Hier ein Beispiel eines vereinfachten Frage Parse Trees (Quelle: [36]): 
 
[1] Who killed Lee Harvey Oswald?  [S-SNT] 
    (SUBJ) [2] Who  [S-INTERR-NP] 
        (PRED) [3] Who  [S-INTERR-PRON] 
    (PRED) [4] killed  [S-TR-VERB] 
    (OBJ) [5] Lee Harvey Oswald  [S-NP] 
        (PRED) [6] Lee Harvey Oswald  [S-PROPER-NAME] 
            (MOD) [7] Lee  [S-PROPER-NAME] 
            (MOD) [8] Harvey  [S-PROPER-NAME] 
            (PRED) [9] Oswald  [S-PROPER-NAME] 
    (DUMMY) [10] ?  [D-QUESTION-MARK] 
 
 
Im nächsten Schritt werden die Fragen erweitert. Mit Hilfe von WordNet [37] werden 
zu den wichtigsten Termen Synonyme gebildet und der Frage hinzugefügt. 
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Das darauf folgende Information Retrieval arbeitet nach dem Boolschen Prinzip und 
unter Verwendung von Word Stemming. In der an das System zu stellenden Query 
werden also nicht alle Worte hintereinander aufgereiht. Stattdessen werden nur ihre 
Wortstämme verwendet und diese mittels logischer Operatoren wie UND und ODER 
miteinander verknüpft. 
 
Wurden inhaltlich auf die Query passende Dokumente gefunden, so wird anschließend 
jeder der in den zurückgelieferten Texten enthaltenen Sätze bewertet. Die Bewertung 
fällt besonders hoch aus, wenn im Satz einer der wichtigsten Terme der Frage enthalten 
ist. Die Bedeutung eines solchen wiederum hängt vom Fragetyp ab. Bei der Frage „Wie 
hoch ist der Mount Everest?“ hätte der Term „Mount Everest“ die höchste Gewichtung. 
 
Ist diese Stufe abgeschlossen, so testet ein Parser, ob die Sätze mit höchster Bewertung 
tatsächlich Antworten zu der gestellten Frage enthalten. Wird beispielsweise nach der 
Höhe des Mount Everest gefragt und in einem Satz kommt zwar „Mount Everest“, aber 
nichts, was auf dessen Höhe hindeuten könnte, vor, so wird der Satz nicht mehr betrach-
tet. 
Die am stärksten gewichteten Antworten werden nach absteigender Bewertungshöhe 
sortiert ausgegeben, bis eine festgelegte maximale Satzanzahl erreicht ist. Standardmä-
ßig liegt diese bei 300. 
 
Wurden die 300 besten Kandidaten bestimmt, so werden von ihnen - wie zu Beginn von 
der Frage - Parse Trees gebildet. Es findet ein Vergleich zwischen diesen beiden anhand 
von semantischen Relationen statt. Deutet das Ergebnis auf gleichen Inhalt hin, wird die 
Antwort ausgegeben. 
 
Hier ein Beispiel eines vereinfachten Antwort Parse Trees zugehörig zum Frage Parse 
Tree der letzten Seite (Quelle: [36]): 
 
[1]  Jack Ruby, who killed John F. Kennedy assassin Lee Harvey 
Oswald        [S-NP] 
 (PRED) [2] <Jack Ruby>1  [S-NP] 
     (DUMMY) [6] ,  [D-COMMA] 
     (MOD) [7] who killed John F. Kennedy assassin Lee Harvey 
Oswald       [S-REL-CLAUSE] 
 (SUBJ) [8] who<1>  [S-INTERR-NP] 
       (PRED) [10] killed  [S-TR-VERB] 
       (OBJ) [11] John F. Kennedy assassin Lee Harvey Oswald  
[S-NP] 
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 (PRED) [12] John F. Kennedy assassin Lee Harvey Oswald   
       [S-PROPER-NAME] 
       (MOD) [13] John F. Kennedy  [S-PROPER-NAME] 
       (MOD) [19] assassin  [S-NOUN] 
 (PRED) [20] Lee Harvey Oswald  [S-PROPER-NAME] 
 
 
Ohne Betrachtung semantischer Relationen würde „John F. Kennedy“ aufgrund der 
Nähe zum Wort „killed“ zum Objekt des Mordes ernannt werden. Da nach dem Mörder 
von Lee Harvey Oswald gesucht wurde, würde hier keine Antwort gefunden und der 
Satz ignoriert werden. 
Unter Verwendung des Parse Trees jedoch wird „Lee Harvey Oswald“ als Kopf des 
logischen Objektes des Mordes und „Jack Ruby“ als logisches Subjekt des Verbs „kil-
led“ erkannt. Beide Strings erhalten zusätzliche Bewertungspunkte und als Antwort 
erscheint Jack Ruby als Mörder von Lee Harvey Oswald. 
Der Satz „Lee Harvey Oswald killed John F. Kennedy” würde ohne Parse Tree fälschli-
cherweise als Antwortkandidat ausgegeben werden. Unter Beachtung semantischer Re-
lationen wird dieser Satz aussortiert. 
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2.4 Das Projekt „Der Deutsche Wortschatz“ 
 
 
„Der Deutsche Wortschatz“ ist ein seit Anfang der 90er Jahre in der Abteilung Automa-
tische Sprachverarbeitung der Universität Leipzig unter Leitung von Dr. Uwe Quasthoff 
verfolgtes Projekt zur Erstellung eines maschinell erzeugten und lesbaren Lexikons der 
deutschen Sprache. 
 
Der derzeitige Datensatz umfasst etwa 6 Millionen Wortformen. Es werden Informatio-
nen wie Worthäufigkeit, grammatikalische Form, Kollokationen mit anderen Wörtern, 
Sachgebiet, Bedeutung oder thesaurische Relationen geliefert. Diese können ebenfalls 
grafisch oder durch Beispielsätze verdeutlicht dargestellt werden. 
 
Seit März 1998 ist eine Internetschnittstelle zu dem Lexikon vorhanden und frei verfüg-
bar. 
 
Die Algorithmen sind sprachunabhängig gestaltet und lassen sich demnach auch auf 
andere Sprachfamilien anwenden. 
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3. Die Datenbank des Question Answering Systems 
 
 
Im Rahmen des Wortschatz Projektes wurde ein Korpus wdtaktuell angelegt, in wel-
chem täglich Informationen aus Tageszeitungen gespeichert werden. Daten von Perso-
nen werden von anderen getrennt abgelegt. 
 
Auf diesen Daten sollte nun ein QA System aufgebaut werden, so dass Informationen 
über Personen abgefragt werden können. 
 
 
3.1 Die Tabellenstruktur 
 
 
Um aus dem vorhandenen Wissen ein QA System aufbauen zu können, gilt es zunächst, 
die Struktur der Daten den Bedürfnissen anzupassen. 
 
 
3.1.1 Vorhandene Datenbankstruktur 
 
 
Bis dato wurden alle Informationen über Personen in wdtaktuell in einer Tabelle fol-
gender Struktur abgelegt. 
 
person ( wort_bin VARCHAR(64) binary,  
  wort_lex VARCHAR(64),  
  wort_alt VARCHAR(64),  
  beruf VARCHAR(64),  
  beschreibung VARCHAR(255),  
  ort VARCHAR(64),  
  geb_dat VARCHAR(32),  
  gest_dat VARCHAR(32),  
  kat_nr INT(4),  
  quelle VARCHAR(128),  
  qual_neg TINYINT(4)); 
 
Online-Zeitschriften wurden nach Informationen, die Personen betreffen, durchsucht. 
Aber auch andere Quellen dienten zur Informationsfindung. Der jeweilige Ursprung der 
Information ist aus der Spalte quelle ablesbar.  
Wort_bin enthält die Person so, wie sie in Zeitschriften bezeichnet wurde, also im Ideal-
fall Vorname, Nachname und Titel. Diese Spalte dient auch als Schlüssel. Erscheint in 
einer online-Zeitschrift der Satz „US-Außenminister Colin Powell zeigte sich optimis-
tisch, dass die USA im Sicherheitsrat eine Mehrheit für den Resolutionsentwurf erhalten 
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würden, der Irak eine letzte Frist bis zum 17. März setzt, um einen Krieg noch abzu-
wenden.“ [Stern, 10.03.2003] 
so wird in wort_bin der String „US-Außenminister Colin Powell“ gespeichert. Bei kor-
rekter Grammatik und fehlerfreiem Parsing sollten Einträge nach dem Prinzip TIT* VN* 
NN+ in dieser Spalte enthalten sein. 
Hinter wort_lex verbirgt sich die lexikalische Form des Namens der Person, d.h. sie hat 
folgende Gestalt: NN+ VN* TIT*. In unserem Beispiel würde das folgenden Eintrag be-
wirken „Powell Colin“, je nach Lexikoneintrag aber möglicherweise auch „Powell Co-
lin US-Außenminister“.  
Die Spalte beruf kann sowohl Titel, die der Person in Zeitschriften zugewiesen wurden, 
als auch direkte Berufsbezeichnungen der Person aus anderen Quellen enthalten. Über-
schreitet die Zeichenkette die vorgegebene Länge von 64 Byte, so steht in beschreibung 
der gleiche String in ausführlicherer Form. 
Geb_dat und gest_dat enthalten Informationen über Geburts- und Todestag der jeweili-
gen Person, sofern diese Daten ausgelesen werden konnten. Formatierungen wurden 
nicht vorgenommen. 
Die Spalte ort ist bisher ungenutzt, wort_alt enthält soweit keine für den Zweck dieser 
Arbeit auszuwertenden Daten. 




3.1.2 Probleme und Änderungsgründe 
 
 
Durch die Gestaltung der Tabelle und die Art der Übernahme der Daten werden zwei 
einflussreiche Problemfaktoren verstärkt, Redundanz und erschwerte Lesbarkeit der 
Daten. 
 
Die Wahl von wort_bin zum primären Schlüssel hat zur Folge, dass zu einer Person 
mehrere Einträge existieren können, je nachdem wie er/sie in Zeitschriften und anderen 
Quelle benannt wurde. Um sämtliche Daten einer Person zu erhalten, müsste man alle 
ihre Namensgebungen kennen. So existierten zu Beginn dieser Untersuchung allein zu 
Gerhard Schröder über 50 Einträge, darunter unter anderem „Bundeskanzler Gerhard 
Schröder“, „Kanzler Schröder“, „Industriepolitiker Gerhard Schröder“ aber auch „So-
wohl Schröder“, „CDU-Chefin Bundeskanzler Gerhard Schröder“ oder „Schröder 
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Roadshow“. Fehler wie die letzten drei genannten entstehen beim Auslesen der Daten 
dadurch, dass Wörter wie „Sowohl“ aufgrund ihrer Großschreibung und Satzstellung als 
Vornamen interpretiert werden. 
 
Da Daten von Firmen oder Verträgen in ihrer Struktur denen von Personen gleichen, 
werden sie fälschlicherweise in die Tabellen mit aufgenommen. Als Beispiel soll hier 
„Autovermietung Sixt“ genannt werden. „Autovermietung“ wurde als Vorname, „Sixt“ 
als Nachname deklariert. 
 
Ebenfalls problematisch ist die Formatierung der Daten in wort_bin. Hierfür gibt es 
keinerlei Regeln. Vornamen, Nachnamen, Titel, Spitznamen, alles kann in dieser Spalte 
auftauchen, sollte jedoch getrennt betrachtet werden.  
Auch die Daten, den Geburts- und Todestag betreffend, liegen nicht in festgelegter 
Form vor. Die automatische Interpretation ohne Zwischenschalten von Formatierungs-
modulen ist dadurch nur schwer möglich. 
 
 
3.1.3 Verbesserte Struktur 
 
 
Zur Verbesserung der Datenstruktur und Lesbarkeit wurden folgende Tabellen aufge-
baut und die Informationen aus person übertragen. 
 
Die Primärschlüssel in den jeweiligen Tabellen sind durch einen Unterstrich gekenn-
zeichnet. 
 
Die Tabelle person_register enthält allgemeine Informationen zur Person. Dazu gehören 
Vor- und Nachnamen, Geburts- und Todestag, eventueller Spitzname und zur internen 
Auswertung das Geschlecht. Jedem Eintrag wird automatisch eine Personennummer 
zugewiesen. Diese dient als Schlüssel. Jede Person soll in der Datenbank maximal ein-
mal, d.h. hinter genau einer Nummer auftauchen. 
Sind mehrere Vornamen beziehungsweise Nachnamen bekannt, so werden diese mit 
Leerzeichen voneinander getrennt in die entsprechende Spalte aufgenommen. 
 
Geburts- und Todestag durchlaufen folgende Formatierung: +/-TT.MM.JJJJ.  
Als Default wurde „00.00.0000“ gewählt. 
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Jede der neu entworfenen Tabellen enthält in der letzten Spalte ein Flag. Er gibt an, mit 
welcher Sicherheit der entsprechende Eintrag wahr und tatsächlich dieser Person zuzu-
ordnen ist. Der Wert schwankt zwischen 0 und 100, wobei 100 für höchstmögliche Si-
cherheit steht. Für person_register wurde bisher kein Mechanismus zur Berechnung 
dieses Flags entworfen. Er beträgt standardmäßig 100. Alle anderen Flags wurden nach 
subjektiver Einschätzung berechnet. Mehr zu den Berechnungen in Kapitel 3.2.3.1. 
 
 
person_register ( pnr INT NOT NULL AUTO_INCREMENT,  
   nick VARCHAR(50),  
  vorname VARCHAR(100) binary,  
    nachname VARCHAR(100) binary,  
    geschlecht CHAR(1), 
  geburt VARCHAR(11),  
    gestorben VARCHAR(11),  
    flag INT); 
 





Da zu einer Person mehrere Titel vergeben werden können, werden diese separat ge-
speichert. Jedem Titel kann ein Zeitraum zugewiesen werden. Die Formatierung ist hier 
ähnlich wie bei den Geburtsdaten, +/-TT.MM.JJJJ-+/-TT.MM.JJJJ. Der Defaultwert ist 
„00.00.0000“. 
 
person_titel ( pnr INT NOT NULL, 
   titel VARCHAR(100) NOT NULL, 
  zeitraum VARCHAR(23), 
   flag INT, 
  FOREIGN KEY (pnr) REFERENCES 
   person_register ON DELETE CASCADE 





 („11422“,“Bundeskanzler“,“+27.09.1998-00.00.0000“ ,“90“) 
 
In diesem Beispiel ist nichts weiter bekannt außer, dass die Person mit der 
Nummer 11422 mit einer Wahrscheinlichkeit von etwa 80% 1980 zum Bundes-
tagsabgeordneten und mit 90%-iger Sicherheit am 27. September 1998 zum 
Bundeskanzler gewählt wurde.  
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Die Spalte zeitraum wurde für zukünftige Arbeiten angelegt. Sie enthält derzeit weder 
Daten noch wird sie ausgewertet. 
 
Da zu einer Person mehrere Berufe bekannt sein können, werde diese ebenfalls separat 
gespeichert. Die Tabelle person_beruf weist einen ähnlichen Aufbau wie person_titel 
auf. Der einzige Unterschied liegt in der Möglichkeit zur Speicherung des Arbeitsortes. 
 
person_beruf ( pnr INT NOT NULL, 
  beruf VARCHAR(255) NOT NULL, 
   zeitraum VARCHAR(23), 
   ort VARCHAR(100), 
  flag INT, 
   FOREIGN KEY (pnr) REFERENCES 
   person_register ON DELETE CASCADE 
  ON UPDATE CASCADE); 
 
 
Um die Beziehung zu den ursprünglichen Daten aus  person von wdtaktuell nicht zu 
verlieren, wurde eine zusätzliche Tabelle person_quelle angelegt. Sie enthält einen Ver-
weis von der jeweiligen Personennummer auf die zugehörige Zeile in person, sofern 
dieser Zeile ein Eintrag entnommen und in eine der vorhergehenden Tabellen aufge-
nommen wurde. 
 
person_quelle (  pnr INT NOT NULL, 
  wort_bin VARCHAR(64) binary NOT NULL, 
   FOREIGN KEY (pnr) REFERENCES 
   person_register ON DELETE CASCADE 
  ON UPDATE CASCADE, 
   FOREIGN KEY (wort_bin) REFERENCES 
   person ON DELETE CASCADE 
  ON UPDATE CASCADE); 
 
 
Die Struktur der neuen Datenhaltung entstand in Anlehnung an die Idee von Infonen aus 
[9]. Demnach ist es möglich, Informationen über die Existenz von n-stelligen Relatio-
nen zwischen Objekten in Strukturen, genannt Infonen, folgender Gestalt darzustellen: 
Wenn a1 bis an in Relation P zueinander stehen, so lässt sich dies als  
 
<<P, a1,..., an, 1>> 
 
darstellen. Stehen a1 bis an nicht in Relation P zueinander, so sieht das Infon folgender-
maßen aus: 
 
<<P, a1,..., an, 0>> 
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Die getrennte Speicherung von allgemeinen Informationen, Berufen und Titeln begüns-
tigt die Interpretation der Daten als Relationen. So existieren u.a. die Relationen 
 
<<Beruf, Berufsliste, Personennummer, 1>> 
und 
<<Titel, Titelliste, Personennummer, 1>>. 
 
Auf der Basis dieser Darstellung können logische Schlussfolgerungen aus den Relatio-
nen gezogen werden. Das wiederum erleichterte die Umsetzung der Gleichsetzung der 
Daten identischer Personen und der Auseinanderhaltung der Daten verschiedener Per-
sonen. Von der Boolschen Betrachtung wurde sich in dieser Arbeit allerdings zugunsten 
der Fuzzy-Logik entfernt. So stehen Objekte mit einem Wahrscheinlichkeitswert zwi-








steckt eine zweistellige Relation folgender Art: 
 
<<Relation, Objekt1, Objekt2, Zeitraum, Wahrscheinlichkeit>> 








3.2 Wandlung und Übertragung der Datenbestände in die Tabellen 
 
 
In Kapitel 3.1 wurden sowohl die alte als auch die neue Datenbankstruktur erläutert.  
In diesem Kapitel folgt ein Einblick in die Übertragung der Daten von der ursprüngli-




Abbildung 1: Datenverarbeitung 
 
 
Wie aus Abbildung 1 ersichtlich, wird jede Zeile aus person einzeln betrachtet.  
Die Informationen werden entsprechend der Vorlagen formatiert und mit den in den 
neuen Tabellen schon vorhandenen Daten verglichen. Existieren zu der aktuellen Person 
bereits Informationen, so wird die gleiche Personennummer zugewiesen und die Daten 
werden gegebenenfalls ergänzt. Dieses Verfahren wird bis zur letzten Zeile der Tabelle 
fortgesetzt. 
 
Auf die einzelnen Teilbereiche des Verfahrens soll nun genauer eingegangen werden. 
 
 
3.2.1 Prüfung und Formatierung 
 
 
Die Bearbeitung der Daten beginnt in der Spalte wort_bin der Tabelle person.  
Für jeden Teilstring ist zu klären, was er beschreibt. Einträge, die nicht als Personenna-
men erkennbar sind, werden ignoriert. 
Die Vorgehensweise wird in Abbildung 2 verdeutlicht. 
 20 
Der Eintrag in wort_bin wird anhand von vorgegebenen Trennzeichen, wie Leerzeichen, 
Komma, Bindestrich und „|“, in Teilstrings unterteilt.  
Jeder dieser Teilstrings durchläuft einen Kategorieerkennungs-Algorithmus, welcher ihn 
entweder als Titel, Vorname, Nachname, Spitzname oder als nicht klassifizierbar be-
stimmt. War die Bestimmung erfolgreich, so wird die Information in der Tabelle per-
son_klassifizierung gespeichert. Taucht der String in einer anderen Zeile erneut auf, so 
werden seine Daten aus person_klassifizierung ausgelesen. Das erspart ein mehrmaliges 
Durchlaufen des aufwendigen Klassifikationsalgorithmus für denselben Wortlaut.  
 
Abschließend wird im „Formprüfer“ getestet, ob die Klassifizierung gegen grammatika-
lische Regeln verstößt oder nicht. So wird davon ausgegangen, dass bei Personenbe-
zeichnungen immer folgende Reihenfolge eingehalten wird: TIT VN NN. Die Wahr-
scheinlichkeit, dass Fließtexte von dieser Reihenfolge abweichen, wird als vernachläs-
sigbar gering deklariert. Außerdem wird angenommen, dass Nachnamen im Zweifelsfall 
immer mit einem Bindestrich verbunden wurden. Außer dem Nachnamen muss keines 
der drei Elemente zwingend vorhanden sein.  
 
 
Abbildung 2: Prüfung und Formatierung 
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Aus den oben genannten Annahmen ergeben sich folgende Regeln bei der Bearbeitung 
der Teilstrings von links nach rechts.  
 
• Wenn bereits ein Vorname gefunden wurde, kann es sich bei dem aktuellen 
String nicht um einen Titel handeln.  
• Wenn bereits ein Nachname gefunden wurde, kann es sich bei dem aktuellen 
String weder um einen Titel noch um einen Vornamen handeln. 
• Steht der aktuelle Teilstring am weitesten rechts im Originalstring, so ist es mit 
Sicherheit ein Nachname. 
• Teilstrings, die ursprünglich mit einem Bindestrich verbunden waren, sind vom 
gleichen Typ. 
 
In den ersten beiden Fällen kommt es intern zu einem Widerspruch. Die Einteilung wird 
noch einmal überarbeitet. 
 
Spitznamen wurden zuvor in wort_bin mit doppelten Anführungsstrichen gekennzeich-
net und lassen sich somit einfach auslesen. 
 
Geb_dat und gest_dat werden ausgelesen und in das Wunschformat +/-TT.MM.JJJJ 
gebracht. Eine logische Überprüfung der Daten, beispielsweise das Alter betreffend, 
wird bisher nicht vorgenommen. 
 
Beruf und beschreibung unterziehen sich einer Rechtschreibkorrektur.  
Sie werden mit Hilfe des Levenstein Algorithmus zur Wortabstandberechnung mit Ein-
trägen in Wörterbüchern verglichen.  
Wörter mit identischer Schreibweise weisen einen Wortabstand von „0“ auf. Wörter, die 
sich in einem Zeichen unterscheiden - sei dies durch Verwendung eines anderen Zei-
chens, durch Fehlen des Zeichens oder durch Hinzunahme eines zusätzlichen – weisen 
einen Wortabstand von „1“ auf. Jeder weitere abweichende Charakter erhöht den Wort-




 Wortabstand(„Tisch“, „Tisch“) = 0 
Wortabstand(„Tisch“ , „Tische“) = 1  
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 Wortabstand(„Stuhl“, „Stul“) = 1 
 Wortabstand(„Pfund“, „Pfunt“) = 1 
 Wortabstand(„Fischer“, „Tischler“) = 2 
   
Existiert ein Wörterbucheinträg mit Wortabstand „0“ zum Original der Tabelle, so wird 
angenommen, dass der Tabelleneintrag fehlerfrei ist.  
Existiert keine Referenz mit Wortabstand „0“, jedoch aber eine mit Wortabstand „1“ 
zum Original, so wird angenommen, dass der Tabelleneintrag in einem Zeichen fehler-
haft ist und die korrekte Variante gerade im Wörterbuch gefunden wurde. Der Eintrag 
wird durch dieses Wort ersetzt. 
Wörter mit Abstand größer als „1“ weisen einen zu großen Unterschied auf, als dass 
man sie als inhaltlich gleich deklarieren könnte. 
 
Natürlich können auch hier Fehler auftreten.  
Angenommen das Wort „Fischer“ wäre im Wörterbuch nicht vorhanden. Dann existiert 
kein Eintrag mit Wortabstand „0“ zu „Fischer“. Es wird nach einer Referenz mit Wort-
abstand „1“ gesucht. „Fische“ erfüllt dieses Kriterium und „Fischer“ wird fälschlicher-
weise auf „Fische“ korrigiert. 
Um solche Fehler zu vermeiden, wird eine Datenbank mit über 66.000 Wörterbuchein-
trägen als Vergleichsmaterial verwendet. 
 
Existiert kein Wort mit Wortabstand „0“ in der Datenbank, wohl aber mehrere Wörter 
mit Wortabstand „1“, so wird angenommen, dass das nach alphabetischer Sortierung 
erste dieser Wörter die korrekte Schreibweise des Originals darstellt. Auch diese Sicht-






Als besonders schwierig erwies sich das Problem der Kategorieerkennung.  
Wie erkennt man automatisch bei einem Wort, ob es sich um einen Vornamen, einen 
Nachnamen, einen Titel oder etwas ganz anderes handelt?  
 
In der Deutschen Sprache kommt erschwerend hinzu, dass nicht nur Namen groß ge-
schrieben werden, sondern dies auch für Substantive gilt.  
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Enthalte wort_bin den String „Müller Christian Schmidt“. Im Deutschen ist nicht ein-
deutig erkennbar, ob es sich bei „Müller“ um eine Berufsbezeichnung oder den Nach-
namen einer weiteren Person handelt. 
 
Wie unterscheidet man in solch einem Fall den Beruf vom Nachnamen? Ein Teil der 
Nachnamen ist ursprünglich aus Berufsbezeichnungen entstanden. Nicht selten sind 
direkte Beziehungen noch erkennbar. Neben „Müller“ gibt es auch andere klassische 
Beispiele wie „Schuhmacher“, “Abt“ oder „Parchemeister“.  
 
Ähnliche Verwirrungen treten bei Nachnamen wie „Deutscher“ und „Dähne“ auf. Wo-
her weiß man, dass es sich hier um Nachnamen und nicht um Herkunftsbeschreibungen 
handelt? 
Auch „Ohne“, „Wenn“ und „Aber“ beziehungsweise „Montag“, „Dienstag“ und „Mitt-
woch“ sind Nachnamen.  
Eine umfangreichere Liste falscher Freunde bei Vornamen und Nachnamen kann auf 
der Internetseite des Wortschatz Projektes [38] abgefragt werden. 
 
Problematisch wird es außerdem bei Wörtern, die man sowohl als Vorname als auch als 
Nachname einordnen kann. „Thomas“ und „Alexander“ sind nur zwei Beispiele.  
 
Um all diesen Problemen gerecht zu werden, wurde ein komplexer Klassifizierungsal-
gorithmus entwickelt, welcher fünf verschiedene Verfahren zur Kategorieerkennung 
miteinander kombiniert. Abbildung 3 gewährt einen optischen Überblick. 
 
 
Abbildung 3: Kategorieerkennung 
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Wie im letzten Kapitel bereits erwähnt, wurde der Inhalt von wort_bin anhand von 
Leerzeichen, Kommata, Bindestrichen und „|“ in Teilstrings unterteilt. Jeder dieser Teil-
strings wird nun separat betrachtet. 
 
Zunächst durchlaufen die Wörter einen Sortieralgorithmus mit regulären Ausdrücken. 
Man kann sich das als eine Art endlichen Automaten vorstellen. Passt ein Wort auf ei-
nen bestimmten Ausdruck, so wird es dementsprechend klassifiziert und nicht weiter 
betrachtet. Gesucht wird nach folgenden Mustern: 
 
• “*“ ist ein Spitzname 
• ([A-Z](Interpunktion)?) | (([A-Z] (Interpunktion)+)[A-Z]*) ist ein Vorname  
• [A-Z]*[a-z]+(Interpunktion) ist ein Titel 
• „von“, „van“, „der“, „die“, „le“ etc. sind Nachnamen 
• (I*V*X*)+(Interpunktion) sind als griechische Nummern Teile von Vornamen 
 
Mögliche Fehlklassifizierungen, die hierbei auftreten, werden später im „Formprüfer“ 
korrigiert. 
Nummern, überflüssige Leerzeichen und Interpunktionen werden aussortiert („Gefilter-
tes“). 
Alle übrigen Strings durchlaufen vier weitere Stufen. 
 
Zunächst werden sie dem „Agentensystem“, einem Klassifikator von Walter Bro-
dowsky, übergeben [7]. 
Dahinter verbirgt sich ein lernfähiger Algorithmus zur automatischen Klassifizierung 
von Wörtern unter Verwendung eines Agentensystems von Martin Läuter. Das Pro-
gramm arbeitet nach folgendem Prinzip. 
Zunächst wird den Agenten eine Lernmenge von bereits klassifizierten Daten überge-
ben. Der erste Agent untersucht die Wörter beginnend beim ersten Buchstaben nach 
Mustern, an denen die Kategorie erkennbar ist. Der zweite verfährt genauso, beginnt 
allerdings mit dem letzten Buchstaben und liest von hinten nach vorn. Der dritte unter-
sucht den mittleren Teil des Wortes.  
Die Erkenntnisse werden anschließend auf die zu klassifizierenden Daten angewandt. 
Eine Gewichtung der Agenten bestimmt, wie letztendlich sortiert wird. Weichen die 
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Ergebnisse der einzelnen Agenten zu stark voneinander ab, so wird das Wort als nicht 
klassifizierbar markiert.  
Dieses Prinzip sollte auch bei der Kategorisierung in Vornamen, Nachnamen und Titel 
beziehungsweise Berufsbezeichnungen angewandt werden können. Typische Endungen 
für Nachnamen sind beispielsweise „mann“ und „meier“, typische erste Silben „Dall“ 
und „Schu“. Die Endungen „gar“ und „ine“ tauchen genau wie die Anfangsstücke 
„Nad“ und „Jan“ meist bei Vornamen auf. 
Ein Schwachpunkt des Algorithmus ist die Unterscheidung zwischen Titeln und Nach-
namen. Vornamen und Nachnamen sowie Vornamen und Titel jedoch können recht 
effektiv voneinander getrennt werden. Der Precision3 Wert für die Trennung von Vor-
namen und Titeln beträgt 94,7% bei einem Recall von 94,5%. 
 
Nach Beendigung des Agentensystems werden die Strings mit Daten, die wie im fol-
genden beschrieben von Christian Biemann gesammelt wurden, verglichen [5]. 
Beim Sammeln von Daten aus online-Zeitschriften und dem Ausfüllen der Spalte 
wort_bin in person wurde bereits von Christian Biemann ein Verfahren zur Klassifika-
tion von beispielsweise Vornamen, Nachnamen und Titeln entwickelt und angewandt. 
Dieser sogenannte „Pendelalgorithmus“ arbeitet vereinfacht dargestellt folgendermaßen. 
Strings werden anhand ihrer Stellung im Teilsatz verschiedenen Kategorien zugewiesen. 
Es wird angenommen, dass Vornamen immer vor Nachnamen stehen. Taucht ein Wort 
auf, dass sich nicht in der übergebenen Lernmenge oder in der Liste der schon klassifi-
zierten Elemente befindet, so wird es anhand dieser Stellung in eine Klasse eingeteilt, 
beispielsweise als Vorname. Nun werden in diesem und anderen Dokumenten Beleg-
stellen für die vorgenommene Einordnung gesucht. Wird die Einordnung oft genug  
bestätigt, so wird sie übernommen. 
Die Precision Werte für neu gefundene Namensteile liegen bei 96,5% für Titel, 81,7% 
für Vornamen und 99% für Nachnamen. 
Die während des Verfahrens gesammelten Daten wurden in Dateien gespeichert und 
werden nun zur Klassifizierung der Namensteile ausgelesen. 
                                                 
3 Beim Information Retrieval werden Anfragen an IR Systeme gestellt, welche als Antwort Dokumente 
aus Datenbanken zurückliefern. Recall und Precision sind Standardmessverfahren zur Evaluierung von 
Information Retrieval Systemen. Folgende Berechnungen liegen zugrunde: 
Sei rl die Anzahl der relevanten Dokumente in einer Datenbank. Sei außerdem rr die Anzahl der relevan-
ten Dokumente, welche durch das IR System zurückgeliefert wurden. So berechnet sich der Recall R als 
R=rr/rl. 
Sei rt die Anzahl der Dokumente, welche insgesamt durch das IR System zurückgeliefert wurden. Dann 
ist der Precision Wert P=rr/rt. 
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Ebenfalls durch den Pendelalgorithmus wurde eine Sammlung von Wörtern, die in kei-
ne der drei Kategorien einzuordnen sind, angelegt. Wörter, die in dieser Liste auftau-
chen, werden ignoriert und nicht in die neuen Tabellen übernommen. Alle anderen Wör-
ter durchlaufen zusätzlich die folgenden Kategorisierungsalgorithmen. 
 
Im Anschluß an „NAME_REC“ folgt „VN/NN DBS“, ein Vergleichsverfahren mit  
Lexikoneinträgen der Wortschatz Datenbank. Gesammelt wurden unter anderem Vor-
namen, Nachnamen und Berufsbezeichnungen. An dieser Stelle findet ein simpler Ver-
gleich mit den Einträgen statt. 
  
Hinter dem letzten Abschnitt, „Wort_lex“, verbirgt sich eine Spalte aus der Tabelle per-
son, welche die lexikalische Darstellung des Personennamens enthält. Der eingetragene 
String hat also immer folgende Gestalt: NN+ VN* TIT*. Nachnamen sind mit einem 
Bindestrich miteinander verbunden.  
Mit Hilfe dieses Wissens können Namensteile wie im Folgenden dargestellt eingeordnet 
werden: 
 
• Es werden nur Strings betrachtet, die sowohl in wort_bin als auch in wort_lex 
eingetragen sind. Alle anderen sind nicht klassifizierbar. 
• Lies so lange Strings aus wort_bin ein, bis einer dieser Strings ein Teil des ers-
ten Wortes in wort_lex ist. Alle bis auf diesen sind Vornamen, alle weiteren sind 
Nachnamen. 
 
Auf Titel kann leider nicht geschlossen werden. Es erfolgt also zunächst eine Einord-
nung zu den Vornamen.  
 
 
Jeder der verwendeten Algorithmen hat seine Vor- und Nachteile. Um die jeweiligen 
Stärken auszunutzen, wurden den Ergebnissen der Algorithmen Gewichte zugeordnet. 
Die folgende Tabelle enthält die Gewichte geordnet nach den Kategorien, in die die 
Wörter einsortiert wurden. Je größer das Gewicht, desto mehr Einfluss hat die Entschei-





 VN NN TIT Nicht definiert 
Brodowsky 9 6 9 10 
VN/NN DBS 10 10 10 - 
NAME_REC 8 10 10 10 
Wort_lex 20 20 - 10 
Tabelle 1: Gewichte der Kategorisierungsalgorithmen 
 
Bevor die Teilstrings aus wort_bin die eben erläuterten vier Verfahren zur Kategorieer-
kennung durchlaufen, erfolgt eine Vorsortierung anhand regulärer Ausdrücke wie zuvor  
auf Seite 24 beschrieben. Alle Wörter, die bei diesem Verfahren weder in eine Katego-
rie einsortiert noch in „Gefiltertes“ aussortiert wurden, erhalten vier Flags: VN_flag=0, 
NN_flag=0, TIT_flag=0 und nichtdef_flag=0. Anschließend durchlaufen sie alle vier 
Kategorisierungsmechanismen. Bei jeder Klasseneinteilung wird das jeweilige Flag um 





„Otto“ wird vom „Agentensystem“ als Vorname, von „NAME_REC“ als Nach-
name, von „VN/NN DBS“ als Vor- und Nachname und von „Wort_lex“ als 
Vorname klassifiziert. Die Flags weisen anschließend folgende Werte auf: 
 
VN_flag = 9 + 10 + 20 = 39 
NN_flag= 10 + 10 = 20 
TIT_flag = 0 
nichtdef_flag = 0 
 
Die Entscheidung fällt zugunsten des Vornamen, da dieses Flag größer als alle 
anderen ist.  
  
Existiert kein eindeutig größtes Flag oder überwiegt des nichtdef_flag, so gilt das Wort 
als nicht klassifizierbar. Auch diese Einordnung lässt sich im „Formprüfer“ korrigieren. 
 
Die Einzeldaten der Algorithmen werden in der internen Datenbanktabelle per-
son_klassifizierung gespeichert. ‚a’ steht für Titel (address), ‚p’ für Vorname (prename), 
‚s’ für Nachname (surname) und ‚n’ für nicht klassifizierbar. 
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person_klassifizierung ( objekt VARCHAR(50) NOT NULL, 
    brodowsky  CHAR(1), 
     name_rec CHAR(1), 
    lexikon CHAR(3), 
     wort_lex CHAR(1), 
    ergebnis VARCHAR(4)) ;  
 
 
Da das Lexikon „VN/NN DBS“ mehr als eine Bedeutung zuweisen kann, werden bis zu 
drei Bestimmungen aufgenommen. 
 
Steht das Ergebnis anhand des Flagvergleiches fest, so wird es in die Spalte ergebnis 
eingetragen. Bei einer möglichen Korrektur mittels „Formprüfer“ bei dieser oder einer 
anderen Person wird der Eintrag mit dem neuen Klassifikationsergebnis ergänzt.  
Würde in der nächsten Zeile von person beispielsweise der Name „Karl Otto“ auftau-
chen, so würde „Otto“ anhand des vorher getätigten Eintrages in person_klassifizierung 
als Vorname deklariert werden. Der „Formprüfer“ stellt einen Widerspruch fest, da „Ot-







Wörter, die nach der Überarbeitung durch den “Formprüfer” weiterhin als nicht klassifi-




3.2.3 Gleichsetzung und Eintragung 
 
 
Wurde die Datenformatierung und damit die Klassifizierung der Terme in wort_bin 
abgeschlossen, so gilt die nächste Aufgabe der Eintragung in die Tabellen per-
son_register, person_titel und person_beruf. Sollten zu der aktuellen Person bereits 
Informationen existieren, so sind diese zu aktualisieren. Trotz unterschiedlicher Be-







In diesem Abschnitt findet die Idee der Infone aus Kapitel 3.1.3 ihre Anwendung. 
 
Die Einträge aus person_register können folgendermaßen als Infone interpretiert wer-
den: 
 




Für Louis Hernandez lassen sich die Infone 
 
 <<Vorname, “Louis“, “4030“, “100“>> 
 <<Nachname, “Hernandez“, „4030“, „100“>> 
 <<Geburt, „+10.11.1834“, „4030“, „100“>> 
 <<Tod, „+21.10.1886“, „4030“, „100“>> 
 
bilden. „Louis“ steht zum Eintrag „4030“ mit 100%iger Sicherheit in der Relati-
on „Vorname“, ist also der Vorname der Person. „Hernandez“ wird als Nachna-
me erkannt, das Geburtsdatum ist der „+10.11.1834“, also der 10. Oktober 1834 
nach Christus. Gestorben ist die Person am 21. Oktober 1886 nach Christus.  
 
Trotz dass die Sicherheiten auf 100% angesetzt sind, sollten diese Informationen nie-
mals als Fakten angesehen werden. Es handelt sich hierbei um einen Default Wert. Spä-
ter sollte ein Algorithmus zur genauen Berechnung der Flags entwickelt werden. 
 
Infone sind Aussagen und keine Datensätze. Die Darstellungsweise wird genutzt, um 
den Inhalt von Datenbankeinträgen vereinfacht wiedergeben zu können und die theore-
tische Betrachtung zu erleichtern. Die Datenbankstruktur ist an diese Denkweise ange-
lehnt aber nicht identisch. 
 
Unabhängig von ihrem Wert werden nun Vorname, Nachname, Geburts- und Todestag 
des zu bearbeitenden Datensatzes zeilenweise mit den schon in person_register vorhan-
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denen, also mit den Daten der jeweiligen Infone, verglichen. Jede Relation wird einzeln 
begutachtet. Zuerst werden die Namen überprüft. Aus logischer Sicht beleuchtet, ent-




<<identisch, Nachnameneu, Nachnamealt, 1>> 
 
sagt aus, dass die Nachnamen der neu einzufügenden Personendaten mit den alten der 
aktuellen Zeile aus person_register identisch sind.  
Diese Aussage wird getroffen, wenn alle Nachnamen der Objekte komplett überein-
stimmen, unabhängig von deren Reihenfolge. Würde an der Stelle der „1“ eine „0“ ste-
hen, so wäre dies die logische Schreibweise für die Interpretation, dass die Nachnamen 
an mindestens einer Stelle verschieden sind.  
 
Ein ähnlicher Vergleich findet bei den Vornamen statt. Sie werden nur dann als gleich 
angesehen, wenn sie unabhängig von der Reihenfolge übereinstimmen oder gegenseitig 
Abkürzungen voneinander darstellen. Beispielsweise wird der Vornamenstring „Bernd 
Joachim“ gleichgesetzt mit „B. Joachim“ und „J. Bernd“. 
 
Ist   
 




<<identisch, Vornameneu, Vornamealt, 0>> 
 
für alle bisherigen Eintragungen in person_register, so wird angenommen, dass es sich 
um eine bisher noch nicht geführte Person handelt. Eine neue Personennummer wird 
angelegt und die gewonnenen Informationen inklusive Titel, Berufe und Quelle werden 




Wie jedoch werden die neuen Daten behandelt, wenn Vor- und Nachname in per-
son_register gefunden wurden?  
 
Für jede Personennummer in person_register, deren zugehöriger Eintrag folgende Info-
ne belegt, 
 
<<identisch, Vornameneu, Vornamealt, 1>> 
UND 
<<identisch, Nachnameneu, Nachnamealt, 1>>, 
 
könnte vereinfacht angenommen werden, dass es sich tatsächlich um die gleiche Person 
handelt. Dies jedoch führte allein bei den bisher vorhandenen Daten zu erheblichen Wi-
dersprüchen. 
Auch, wenn die Namen zweier Menschen übereinstimmen, kann nicht daraus geschlos-
sen werden, dass es sich um die gleiche Person handelt. Beispielhaft und ohne politi-
schen Hintergrund soll hier der Name Gerhard Schröder genannt werden. Neben dem 
aktuellen Bundeskanzler der SPD, welcher 1944 geboren wurde, und dem Deutschland-
funk Moderator Gerhard Schröder, lebte von 1910 bis 1989 ein weiterer Politiker mit 
Namen Gerhard Schröder. Dieser jedoch war ein Mitglied der CDU und als Außen-, 
Innen- und Verteidigungsminister ein Verfechter der Politik Konrad Adenauers. 
 
Es werden also noch weitere Vergleiche notwendig. Man könnte diese anhand der In-
formationen über die Berufe der Personen vornehmen. Das erweist sich allerdings als 
besonders schwierig, da viele Menschen im Laufe ihres Lebens mehr als einen Beruf 
ausüben und auch die Berufsrichtungen recht häufig stark gewechselt werden. Ein eben-
falls nicht seltener Fall ist der des obigen Beispiels, bei welchem selbst die Berufe 
zweier unterschiedlicher Personen mit gleichem Namen stark übereinstimmen. 
 
Der notwendige Vergleich wird unabhängig von seiner Durchführung auf den vorhan-
denen Daten nie zu einem absolut sicheren Ergebnis führen. Aus diesem Grund wurde 
auf eine menschlich naive, aber im Nachhinein recht wirkungsvolle Betrachtungsweise 




Abbildung 4: Unifizierung von Personendaten 
 
 
Für jeden Eintrag in person_register, welcher die gleichen Vor- und Nachnamen wie 
die des neuen Objektes aufweist, werden folgende Schritte nacheinander durchlaufen. 
 
Sind Geburts- und Todestag beider Personen definiert, also 
 
<<Geburt, “00.00.0000“, Datensatz, 0>> 
UND 
<<Tod, „00.00.0000“, Datensatz, 0>> 
 
für beide Objekte, und weichen diese Werte voneinander ab, so handelt es sich definitiv 
um unterschiedliche Personen. Eine neue Personennummer wird angelegt und die ge-





<<Geburt, „00.00.0000“, pnralt, 1>> 
UND 
<<Tod, „00.00.0000“, pnralt, 1>>, 
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wenn also zu dem alten Datensatz keine Informationen bezüglich Geburts- und Todes-
tag vorhanden sind, so wird angenommen, dass es sich in beiden Fällen um die gleiche 
Person handelt. Der dabei auftretende Unsicherheitsfaktor spiegelt sich in der Verände-
rung der Flags wieder. Die Flags aller bis dato vorhandenen Informationen über Berufe 
und Titel der Person werden um 10% verringert, die der hinzukommenden auf 90% an-




<<Geburt, „00.00.0000“, neuer Datensatz, 1>> 
UND 
<<Tod, „00.00.0000“, neuer Datensatz, 1>> 
 
gilt, wird angenommen, dass die Personen identisch sind. Da in diesem Fall jedoch der 
alte Datensatz entweder Informationen zum Geburtsdatum oder zum Todestag enthält 
und demnach aussagekräftiger ist als der neue, welcher nur Wissen über Berufe 
und/oder Titel hinzufügen kann, werden die Flags der bereits vorhandenen Einträge 
nicht verändert. Hinzukommendes wird mit einer Sicherheit von 90% ergänzt. 
 
Trifft keine der beiden vorhergehenden Betrachtungen zu, gilt jedoch gleichzeitig 
 
<<identisch, Geburtneu, Geburtalt, 1>> 
UND 
<<identisch, Todneu, Todalt, 1>>, 
 
so handelt es sich mit maximaler Sicherheit4 um dieselbe Person. Neu gewonnene Er-
kenntnisse werden mit einem Flag von 100% hinzugefügt. 
 
Schlugen all die Betrachtungen fehl, so enthält jeder der Datensätze einen Teil der In-
formationen über Geburts- und Todestag der Persönlichkeit derart, dass diese Informa-
tionen sich nicht widersprechen aber gegenseitig ergänzen. Auch hier wird angenom-
men, dass es sich um Informationen über die gleiche Person handelt.  
                                                 
4 Nicht gleichbedeutend mit einem Faktum. 
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Da beide Datensätze unvollständig sind und jeweils zu einer Änderung beitragen, die 
Wahrscheinlichkeit für einen Irrtum jedoch relativ gering ist, werden alle vorhandenen 
Flags um nur 5% reduziert und die der hinzukommenden Berufe und Titel auf 95% an-




Wie aussagekräftig sind die bisher beschriebenen Flags? 
Bei der Untersuchung der Datenbankeinträge nach vollständiger Übertragung wurde 
folgendes festgestellt:  
Bei einer Gesamtanzahl von 173398 Personen mit Einträgen in person_beruf5 besitzen 
79% von ihnen Einträge mit 100%iger Sicherheit, 15% mit nur 90%iger Sicherheit und 
nur noch 0,24% der Personen wurde ein Berufseintrag mit 50%iger Sicherheit zugeord-
net. Außerdem existieren Einträge mit einem negativen Flag in person_beruf. 
Genauere Angaben dazu liefert die folgende Tabelle: 
 
Sicherheit des  
Eintrages  
100% 95% 90% 85% 80% 75% 70% 65% 
Personenanteil  0,789 0,02 0,1467 0,002 0,02 4,3 * 10-6 0,008 1,4 * 10-6 
 
60% 50% 40% 30% 20% 10% 0% <0% 
0,0037 0,0024 0,0015 0,0011 7,3 * 10-4 6,6 * 10-6 4,8 * 10-6 0,0021 
Tabelle 2: Flagauswertung der Datenbanktabelle person_beruf 
 
 
Bei genauerer Betrachtung kommt man zu folgendem Ergebnis.  
Je bekannter eine Persönlichkeit ist und je größer die Anzahl der Erwähnungen des Na-
mens der Person in Zeitschriften ist, desto höher ist die Wahrscheinlichkeit, dass min-
destens ein Flag in der Berufsliste dieser Person einen sehr niedrigen Wert hat.  
Der Grund liegt in folgendem Problem. Die meisten Unifizierungen werden nicht mit 
absoluter Sicherheit durchgeführt. Wird eine Berufsliste auf diese Weise verlängert, so 
werden die Flags vorher eingetragener Berufe verringert. Ebenfalls verkleinert wird das 
Flag des neuen Eintrags. Je häufiger also eine Unifizierung durchgeführt wird, desto 
kleiner werden mit der Zeit die Flags. Die Anzahl der Unifizierungen wiederum hängt 
in starkem Maße von der Anzahl der Einträge in person und somit von der Anzahl der 
Erwähnungen der Persönlichkeit in Zeitschriften ab. 
                                                 
5 Insgesamt befinden sich derzeit 227888 Persönlichkeiten in der Datenbank. Zu 76% der Personen sind 
Berufe, zu 14% Titel bekannt. 
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Politiker beispielsweise tauchen mehrfach täglich in Zeitungsartikeln auf. So ist es auch 
nicht verwunderlich, dass Jaques Chirac, Angela Merkel und Renate Künast Berufsein-
träge mit einer Sicherheit von 0% besitzen. Über die Korrektheit des Eintrages sagt das 
Flag bei sehr häufig erwähnten Personen demnach nicht mehr viel aus. Dies soll am 
Beispiel von Jaques Chirac verdeutlicht werden: 
 
 Beruf      Sicherheit 
 Staatspräsident    20 % 
 Staatschef     30 % 
 Bürgermeister     90 % 
 Kandidat       0 % 
 Amtsinhaber     60 % 
 Präsident     10 % 
 Gaullist     80 % 
 
Oder am Beispiel von Renate Künast: 
 
 Beruf      Sicherheit 
 Verbraucherschmutzministerin  90 % 
 Kanzler     30 % 
 Landwirtschaftsministerin   -10 % 
 Agrarministerin    -50 % 
 Grünen-Politikerin    90 % 
 Grünen-Kollegin      0 % 
 ... 
 
Zu Renate Künast sind 23 Berufe in der Datenbank vorhanden. Aus dieser großen An-
zahl lässt sich schließen, dass viele Unifizierungen diese Tabelle veränderten. Das wie-
derum erklärt die negativen Flags. 
  
Die Erkenntnisse lassen sich folgendermaßen zusammenfassen. 
Je mehr Einträge zu einer Person in der Tabelle person_beruf vorhanden sind, desto 
weniger sagen die Flags etwas über die genaue Zugehörigkeit des jeweiligen Berufes zu 
der Person aus. Stattdessen geben sie Informationen darüber, wie unsicher die Unifizie-
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rungen allgemein waren. Ist ein Flag hoch, so wurden die folgenden Einträge mit relati-
ver Sicherheit getroffen. Ist er besonders niedrig, so herrschten bei folgenden Unifizie-
rungen Zweifel, beispielsweise, weil das Geburtsdatum der Person beim neuen Eintrag 
oder dem bereits vorhandenen nicht vollkommen bekannt war. Das Flag ist also bei 
mehr als einem Eintrag in der Liste kein Maß für die Korrektheit der Einträge, sondern 
vielmehr ein Maß für die Anzahl der Unifizierungen, welche nicht mit maximaler Si-
cherheit durchgeführt wurden. 
Ist hingegen nur ein Eintrag in der Berufsliste zu der Person vorhanden, so kann man 
aus einem Flag von 100% tatsächlich maximale Sicherheit schließen. Der Wert des 
Flags wird niemals geringer als 90% sein. Die 90%ige Sicherheit stellt also die maxima-
le Unsicherheit bei durchgeführter Unifizierung dar. Die Unifizierung selbst fand ledig-
lich anhand des Namens der Person statt. 
 
Auffällig ist, dass alle auf fünf endenden Flags eine geringe Prozentzahl der Flags ins-
gesamt einnehmen. Daraus lässt sich schließen, dass selten bei der Unifizierung eine 
Ergänzung von Geburts- beziehungsweise Todesdaten vorgenommen wurde.  
Das gleiche Gesamtergebnis erhält man bei der Untersuchung der Tabelle person_titel. 
Genauere Angaben liefert die folgende Tabelle: 
 
Sicherheit des  
Eintrages  
100% 95% 90% 85% 80% 75% 70% 65% 
Personenanteil 0,1104 0,0026 0,686 0,005 0,094 2,5 * 10-6 0,0038 2,8 * 10-6 
 
60% 50% 40% 30% 20% 10% 0% <0% 
0,018 0,012 0,0074 0,0053 0,0036 0,0035 0,0025 0,0114 
Tabelle 3: Flagauswertung der Datenbanktabelle person_titel 
 
 
Insgesamt sind zu 32392 Personen Informationen über deren Titel vorhanden. 
 
Um die Flags tatsächlich mit der Sicherheit des Eintrages in person_beruf beziehungs-
weise person_titel in Verbindung bringen zu können, sollten zukünftig die Flags vor-
handener Berufe und Titel nach Möglichkeit nicht vermindert werden. Sie würden dann 
wie bei Berufslisten mit nur einem Element in der Regel zwischen 90% und 100% lie-
gen. Wurden Geburts- oder Todesdaten ergänzt, so kann ein Wandel der Identität der 
Person vorliegen. Aus diesem Grund wäre es notwendig, in solch einem Fall die Flags 





Wurden die neuen Daten als zugehörig zu einem bereits vorhanden Eintrag in per-
son_register deklariert, so gilt es vorhandene Kenntnisse zu vervollständigen. 
 
Um Redundanzen zu vermeiden, durchlaufen die Listen der neuen Berufe und Titel ei-
nen Reduktionsmechanismus. Dieser arbeitet folgendermaßen: 
 
Wenn ein Element der jeweiligen Liste bereits zur Objektmenge aus 
 
<<Beruf, Objektmenge, pnr, Zeitraum, Wahrscheinlichkeit>> 
beziehungsweise 
<<Titel, Objektmenge, pnr, Zeitraum, Wahrscheinlichkeit>> 
 
gehört, so wird dieses aus der neuen Liste gestrichen. 
So wird die Berufsliste {„Bäcker“, „Müller“} bei bekanntem 
 
<<Beruf, {„Bauer“, „Müller“}, „1620“,  
{„+00.00.1925-+00.00.1930“, „+00.00.1930-+00.00.1950“}, {„90“, „85“}>> 
 
auf {„Bäcker“} reduziert werden. 
 
Genauso wird verfahren, wenn ein Element bereits als Teilstring eines anderen vorhan-
den ist oder die Wörter nur um ein bis zwei Zeichen am Ende voneinander abweichen. 
{„Kanzler“, „Parteimitglied“} wird bei 
 
<<Titel, {„Bundeskanzler“}, „1234“, {„+00.00.1980-00.00.0000“}, {„95“}>> 
 
zu {„Parteimitglied“} verkürzt. {„Bundeskanzlers“, „Parteimitglied“} unter diesen Vor-
aussetzungen ebenfalls. Auf diese Weise werden grammatikalische Ungereimtheiten 
eliminiert und bei stärkerer Abweichung immer die ausführlicheren Daten gespeichert, 
sofern eine Auswahl möglich ist.  
Die Funktionsweise dieses Abschnittes hängt allerdings stark von der Eintragungsrei-
henfolge der Daten ab. Werden zunächst grammatikalisch falsche Daten übernommen, 
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so werden diese niemals korrigiert. Durch die vorangegangene Rechtschreibprüfung 
wurde dieses Problem minimiert, jedoch nicht beseitigt. 
Auch bestimmt die Reihenfolge die Anzahl der gesamten Eintragungen. Dreht man die-
se im obigen Beispiel um, so werden sowohl „Kanzler“ als auch „Bundeskanzler“ auf-
genommen. 
 
Ebenfalls gestrichen werden Elemente, deren Strings sich nur in den Teilstrings „Chef“ 
oder „Vorsitzender“ und deren Konjunktionen beziehungsweise „Prof“ oder „Professor“ 
und Konjunktionen unterscheiden. Groß- und Kleinschreibung spielt dabei keine Rolle. 
In der Zukunft sollten hier mit Hilfe der Synonymdatenbank des Wortschatz Projektes 






Neben den bereits genannten Fehlern wie fälschliche Klassifizierung oder Fehler bei der 
Rechtschreibkorrektur treten folgende Probleme auf. 
 
Während des Vergleiches der Vornamen eines neu einzutragenden Objektes mit den 
schon vorhandenen Daten kann es aufgrund der Betrachtungsart zu Fehlinterpretationen 
kommen, die zum Übersehen einer Unifikationsmöglichkeit führen. 
Ursache dessen ist die Einseitigkeit des Vergleiches. Nur, wenn alle Vornamen des 
neuen Datensatzes in dem aktuell betrachteten Datensatz vorhanden sind, findet eine 





Ist in person_register bereits der Eintrag 
 
(„111“, ““, “Wolfgang“, “Goethe“, „“, „+00.00.1749“, „+00.00.1832“, „100“) 
 
vorhanden und kommt später der Eintrag 




hinzu, so wird aufgrund der unterschiedlichen Vornamen keine Unifizierung 
stattfinden. 
Treten die Einträge in umgekehrter Reihenfolge auftreten, so werden die 
Personen als gleich erkannt und die alten Informationen mit den neuen unter 
gleicher Personennummer ergänzt. 
 
Ein ähnliches Problem taucht bei den Nachnamen auf. Diese müssen für eine 




In person_register wird zunächst der Eintrag  
 
(„9409“, ““, “Marie“, “Curie“, „“, „+07.11.1867“, „+04.07.1934“, „100“) 
 
vorgenommen. Später kommen folgende Informationen hinzu: 
 
(„15613“, „“, „Marie “, „Curie Sklodowska“, „“, „+07.11.1867“, „+04.07.1934“, 
„100“) 
 
Eine Unifizierung scheitert an der Überprüfung der Nachnamen. Auch die 
umgekehrte Eintragungsreihenfolge würde dieses Problem nicht lösen. 
 
Ebenfalls problematisch ist die Ergänzungen von Berufen oder Titeln. Hier kommt es 
genau wie bei den Vornamen entscheidend auf die Reihenfolge an. Eine ungünstige 
Reihenfolge kann zu Mehrfachnennung des gleichen Berufes bei unterschiedlicher 
Schreibweise führen. Begünstigt wird dies durch Fehlinterpretationen bei der 
Rechtschreibkorrektur. 
So ist beispieslweise Gerhard Dietmar Bartsch sowohl Geschäftsführer als auch 




Für Adelige ist die Kategorieerkennung allgemein noch nicht optimiert. Es treten 
vielerlei Fehlinterpretationen auf. Diese Daten sollten vom Question Answering System 
vorerst ignoriert werden. Dazu nur zwei Beispiele: 
 
 "Königin von Spanien" = VN 




 "Bethusy Huc Geert Volker" = VN 
 "von Graf" = NN. 
 
 
3.2.5 Ausblicke und Verbesserungen 
 
 
Bisher werden neue Einträge in person_titel und person_beruf nur daraufhin geprüft, ob 
sie bereits vorhanden Einträgen "ähnlich sehen". Ist dies nicht der Fall, werden sie in die 
Datenbank aufgenommen. Dieses Verfahren sollte um einen tatsächlichen Synonymtest 
erweitert werden. Die Grundlage dafür könnte die Synonymdatenbank des Wortschatz 
Projektes bilden. 
Einträge, was die Zeiträume und Lokalitäten betrifft, können in diesen Tabellen noch 
ergänzt werden. 
Auch die Flagberechnung sollte noch einmal überdacht werden. 
 
Die Unifizierungsprobleme bei Namen und Berufen beziehungsweise Titeln könnten 
dadurch gelöst werden, dass der Algorithmus zweimal die Datenbank durchläuft. Würde 
nach einem Vorwärtsdurchlauf noch ein Rückwärtsdurchlauf erfolgen, so würden die 
meisten der übersehenen Unifizierungen automatisch nachgeholt werden. Dies gilt ins-
besondere für erweiterte Vornamen.  
 
Zur Verringerung der Rechenzeit wäre eine Parallelisierung der Datenbankaktualisie-
rung nach folgendem Prinzip möglich. 
Statt jede Zeile aus person getrennt zu betrachten, können zwei Zeilen parallel verarbei-
tet werden, sofern sich Vornamen und Nachnamen der Personen vollkommen unter-
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scheiden. Ist dies nicht der Fall, so wird der erste Eintrag bearbeitet und währenddessen 
überprüft, ob der zweite mit dem dritten parallel laufen könnte usw. 
 
Außerdem sollte die Personendatenbank erweitert werden. Es wurden weitere Quellen 
gefunden, die es in diesem Fall zu bearbeiten gälte. Unter [27] lassen sich ohne Entgelt 
zumindest Berufe von Personen extrahieren. [17] liefert weitreichende Informationen, 







Im Rahmen des Wortschatz Projektes der Universität Leipzig wurden Informationen 
über bekannte Persönlichkeiten gesammelt und in einer Datenbanktabelle gespeichert. 
Um auf diesen Daten ein Question Answering System aufbauen zu können, wurde eine 
neue Tabellenstruktur entworfen, welche allgemeine Informationen über Personen ge-
trennt von deren Berufs- und Titellisten hält. Vornamen, Nachnamen, Spitznamen und 
Titel wurden im vorherigen Namensstring wort_bin aus person erkannt und getrennt 
abgelegt. Berufe und Titel unterzogen sich einer Rechtschreibkorrektur, Synonyme 
wurden beseitigt und alle Daten nach vorgegebenem Muster formatiert. Waren in per-
son zu einer Persönlichkeit mehrere Einträge vorhanden, so wurden diese unifiziert und 




4. Das Question Answering System 
 
 
Auf den wie in Kapitel 3 beschrieben formatierten Daten wurde ein Question Answe-
ring System aufgebaut. Es ermöglicht dem Nutzer das gezielte Wissensabfrage über 
bekannte Persönlichkeiten.  
 
Die Informationen können in drei Varianten wiedergegeben werden, zwischen denen 
der Nutzer die Wahl hat. Standardmäßig wird jede von ihnen ausgegeben. 
Es besteht die Möglichkeit, die Daten in Form von Stichpunkten oder ganzen Sätzen zu 
übermitteln. Die Sätze werden automatisch generiert. Die genaue Art und Weise wird 
im Kapiteln 4.2 erläutert. 
Des weiteren kann eine Darstellung der Zweige der Grammatik, die das Satzgenerie-
rungsprogramm verwendete, ausgegeben werden. 
 
 




Gegeben sind sechs verschiedene Fragen, aus denen jeweils eine ausgewählt werden 
kann. Der Nutzer muß nur noch den Namen der Person, über die er etwas erfahren 
möchte, eintragen. Es besteht auch die Möglichkeit, einen Namen aus einer vorgegebe-
nen Liste auszuwählen und somit alle gewünschten Informationen über die entspre-
chende Persönlichkeit zu erhalten. 
Abbildung 5 zeigt eine Aufnahme des Webinterfaces nach der erfolgreichen Suche nach 
allen verfügbaren Informationen über Pablo Picasso. 
 







Vorname? Beruf? Titel? Spitz-
name? 
VN, NN X X X X X X 
















Beruf X X X X  X 
Titel X  X  X X 
Ausbildung X   X X X 
Hobbies X     X 
Kinder X     X 
Tabelle 4: Antwortspektrum des QA Systems 
 
 
Wird die beschriebene Person in online-Zeitschriften häufig in demselben Satz mit an-
deren genannt, so werden diese in Form einer Kollokations-Linkliste wiedergegeben. 
Der jeweilige Link löst eine neue Suche in der Datenbank aus, wobei die Existenz der 
Daten zu dieser Person nicht garantiert ist. Die Kollokationsliste ermöglicht die rasche 
Navigation zwischen Informationen über im gleichen Zusammenhang genannten Per-
sönlichkeiten. 
 
Bevor auf die genaue Funktionsweise des Programms zur automatischen Satzgenerie-





4.1 Zwei Systeme zur automatischen Textgenerierung 
 
 
Es existieren verschiedene Theorien zur automatischen Satzerstellung unter Verwen-
dung komplexer Grammatiken, darunter das seit den 70er Jahren verfolgte GPSG [3].   
Dennoch streiten sich die Wissenschaftler, ob und wie effektiv tatsächlich der gesamte 
Sprachbereich durch Grammatiken abgedeckt werden kann. 
 
Ziel dieser Arbeit ist ein Texterstellungssystem, welches auf komplexe Grammatiken 
und Satzbauanalysen verzichtet und gleichzeitig effektiv arbeitet und leicht umzusetzen 
ist. 
Aus diesem Grund werden im Folgenden weniger komplexe Programme betrachtet. 
 
 
4.1.1 Das Master Genealogist Programm von Richard Moberly 
 
 
Das Master Genealogist Programm [25] konstruiert englische Sätze auf der Basis von 
Personendaten, ist also dieser Arbeit sehr ähnlich. 
 
Sätze werden scheinbar schablonenartig kreiert, wobei jeweils genau eine relativ kurz 
gehaltene Formulierungsmöglichkeit existiert. Einzusetzen sind noch die Fakten aus der 
Datenbank. Anschließend werden die Informationen in zufälliger Reihenfolge ausgege-
ben. 
 
Einige Formulierungsbeispiele sind "Fred O. Good was farmer.", "He was born on 17 
July 1889.", "He died on 8 October 1977 at Lucas, KS, at age 88." und "He was the son 
of [..] and […].".  
An der Stelle des Pronomen kann alternativ auch der Name der Person eingesetzt wer-
den. 
 
Durch die Arbeitsweise des Algorithmus können folgende Probleme auftreten. 
Die zufällige Ausgabereihenfolge bewirkt gelegentlich die Ausgabe des Todesdatums 
vor dem Geburtsdatum.  
Fehlende Einträge in der Datenbank können zu Sätzen wie "Rachel Mills died. She was 
born." führen. 
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Positiv ist die Angabe der Familienbeziehungen. Sie ermöglicht die linkgesteuerte Su-
che nach Informationen über Verwandte. 
 
 
4.1.2 Der Random Sentence Generator von Stonehenge Consulting Services, Inc. 
 
 
Randal L. Schwartz entwickelte einen Algorithmus zur automatischen Generierung von 
Sätzen unter Verwendung von Grammatiken in der Backus Naur Form (BNF). [33] 
 
Zunächst werden rekursive Grammatiken entwickelt, deren terminierende Alphabete 
Wörter und Satzbestandteile der englischen Sprache enthalten. Ein Parser durchläuft die 
Grammatik unter Anwendung der gegebenen Regeln. Sind keine Regeln mehr anwend-
bar und gleichzeitig keine nichtterminierenden Symbole mehr vorhanden, so terminiert 
der Parser unter Rückgabe eines vollständigen englischen Satzes. 
 
Bei der Definition der Grammatik muss der Inhalt der zu produzierenden Sätze bereits 
bekannt sein, so dass das Alphabet und die Produktionsregeln dementsprechend ange-
passt werden können. 
 
Pro Durchlauf des Parsers wird genau ein Satz generiert.  
An den Knoten des Ableitungsbaumes werden die Entscheidungen bezüglich der nächs-
ten Kante per Zufall getroffen, wobei den Kanten unterschiedliche Gewichtungen zu-
gewiesen werden können. 
 
Folgende Grammatik ermöglicht die Generierung von Sätzen wie:  
 
"Our mission is to efficiently coordinate progressive catalysts 
for change as well as to enthusiastically restore diverse 
sources to set us apart from the competition." oder 
"It is our business to competently supply diverse products in 






missions: mission "\n\n" mission "\n\n" mission "\n\n" mission 
"\n" 
mission: Our_job_is_to " " do_goals "." | 




    ("It is our " | "It's our ") job " to" | 
  "Our " job (" is to" | " is to continue to") | 
  "The customer can count on us to" | 
  ("We continually " | "We ") ("strive" | "envi-
sion"|  
  "exist") " to" |"We have committed to" |"We" 
job: 
 "business" | "challenge" | "goal" | "job" | "mis-
sion" | "responsibility" 
do_goals: 
  goal | goal " " in_order_to " " goal 
in_order_to: 
  "as well as to" | "in order that we may" | "in or-
der to" |"so that we may endeavor to" |"so that we 
may" | "such that we may continue to" |"to allow 
us to" | "while continuing to" |"and" 
because: 
         "because that is what the customer expects" | 
  "for 100% customer satisfaction" | 
  "in order to solve business problems" | 
  "to exceed customer expectations" | 
"to meet our customer's needs" | "to set us apart 
from the competition" |"to stay competitive in to-
morrow's world" | "while promoting personal em-
ployee growth" 
goal:   adverbly " " verb " " adjective " " noun 
adverbly: 
  "quickly" | "proactively" | "efficiently" | "as-
sertively" | "interactively" | "professionally" | 
"authoritatively" | "conveniently" | "completely"| 
"continually" | "dramatically"|"enthusiastically"| 
"collaboratively" | "synergistically" | "seam-
lessly" | "competently" | "globally" 
verb: 
  "maintain" | "supply" | "provide access to" | 
"disseminate"|"network" | "create" | "engineer" | 
"integrate" | "leverage other's" |"leverage exist-
ing" | "coordinate" | "administrate" | "initiate"| 
"facilitate" | "promote" | "restore" | "fashion" | 
"revolutionize" |"build" | "enhance" |  
"simplify" | "pursue" | "utilize" | "foster" | 
"customize" | "negotiate" 
adjective: 
"professional" | "timely" | "effective" | 
"unique"| "cost-effective" |"virtual" | "scal-
able"| "economically sound" |"inexpensive" | 
"value-added" | "business" | "quality" | "di-
verse"|"high-quality" | "competitive" | "excel-
lent" | "innovative" |"corporate" | "high stan-
dards in" | "world-class" | "error-
free"|"performance-based" | "multimedia-based" | 
"market-driven" |"cutting edge" | "high-payoff" | 
"low-risk high-yield" |"long-term high-impact" | 
"prospective" | "progressive" | "ethi-
cal"|"enterprise-wide" | "principle-centered" | 
"mission-critical" |"parallel" | "interdependent"| 
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"emerging" |"seven-habits-conforming" | "resource-
leveling" 
noun: 
  "content" | "paradigms" | "data" | "opportuni-
ties"|"information" | "services" | "materials" | 
"technology" | "benefits" |"solutions" | "infra-
structures" | "products" | "deliver-
ables"|"catalysts for change" | "resources" | 
"methods of empowerment" |"sources" | "leadership 
skills" | "meta-services" | "intellectual capital" 
 
Diese Grammatik ermöglicht es, denselben Inhalt in verschiedensten Formulierungen 
wiederzugeben. Sie kann jederzeit erweitert werden. Auch können einzelne Bestandteile 
wie "because:" erneut zerlegt werden, so dass eine feinkörnigere BNF entsteht. 
 




4.2. Der Satzgenerator 
 
 
Stellt der Nutzer eine Frage an das Question Answering System, so werden mit Hilfe 
von Datenbankeinträgen Antworten konstruiert und ihm anschließend zurückgegeben. 
Die Antworten selbst sollen möglichst natürlichsprachlich sein, so daß der Nutzer das 
Gefühl hat, sie von einem Mensch und nicht von einer Maschine zu erhalten. 
 
 
4.2.1 Die Idee  
 
 
Bei genauerer Betrachtung deutscher Satzstrukturen stellt man ähnlich wie im Engli-
schen folgendes fest. Eine Zerlegung verschiedener Sätze in ihre Bestandteile und an-
schließende Zusammensetzung der Teile nach festgelegten Regeln vergrößert die An-
zahl der Ausdrucksmöglichkeiten ohne zwingend aus der deutschen Sprache hinauszu-
führen. Ob es zu einem Fehler im Satzbau kommen kann und wie hoch dessen Wahr-
scheinlichkeit ist, hängt entscheidend von den festgelegten Regeln ab.  
Benötigt wird also eine Grammatik, welche über dem Alphabet von Wörtern und Wort-
gruppen der deutschen Sprache und sämtlichen Satzzeichen arbeitet. 
 
Zur Verringerung der Komplexität der Grammatik wurde ein ähnliches Prinzip wie das 
von Randal L. Schwartz genutzt.  
 
Ein Satzgenerator durchläuft die Grammatik und setzt so aus einzelnen Wörtern und 
Wortgruppen Stück für Stück rekursiv Sätze zusammen. Da die Satzteile in der Gram-
matik enthalten sein müssen, muss beim Erstellen der Grammatik der Inhalt der Sätze 
bereits bekannt sein. Bei jeder Inhaltserweiterung wird demnach eine Veränderung der 
Grammatik notwendig.  
 
Zusätzlich ist es möglich, unter Verwendung von festgelegten Marken Informationen 




4.2.2 Die Grammatik 
 
 
Die Grammatik wird in der externen Datei satzgeruest.txt gehalten und kann jederzeit 
bearbeiten werden. 
 
Es gelten folgende grundlegende Formatierungsregeln: 
 
• <<link>> kennzeichnet eine neue Inhaltsrubrik. Außer bei <<sonstiges>> ist 
dies mit dem Beginn eines neuen Satzes verbunden. 
• <LINK> kennzeichnet eine neue Ersetzungsgruppe.  
Der Name selbst muss folgende Gestalt haben: \<[A-Z]*[0-9]*\>. Endet er auf 
„1“ oder „2“ liegt eine bestimmte Bedeutung vor. Dazu später in diesem Kapitel 
mehr. 
• „#“ kennzeichnet den Beginn eines Kommentars. Mit dem Zeilenende wird die-
ser aufgehoben. 
 
Innerhalb einer Inhaltsrubrik werden alle Ersetzungsgruppen nacheinander durchlaufen. 
Innerhalb einer Ersetzungsgruppe wird genau eines der vorhandenen Elemente zufällig 
ausgewählt und an das bis dato generierte Satzstück angehangen. Die Elemente selbst 
sind per Tabulator eingerückt. Als Nullelement wurde „___“ definiert. Es ist also auch 
möglich, einen Ersetzungsgruppe komplett „auszulassen“, wenn „___“ als Element die-
ser Ersetzungsgruppe gewählt wird. 
Auf diese Weise wird der Satz nach und nach zusammengebaut. Die Satzzeichen müs-
sen in der Grammatik bereits vorhanden sein.  
 
Später sollten Gewichte für die unterschiedlichen Elemente einer Ersetzungsgruppe und 





 <<erster Satz>> 
 <NAME> 
  Er 
  Der Schüler 
 <VERB> 
  geht 
  läuft 
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  fährt 
 <WIE> 
  gern selber 
  gern allein 
  am liebsten in Gesellschaft 
 <ORT> 
  zur Schule. 
 
Der Satzgenerator wählt aus jeder Ersetzungsgruppe ein Element aus, zum Bei-
spiel aus <NAME> „Der Schüler“, aus <VERB> „geht“, aus <WIE> „gern al-
lein“ und aus <ORT> die einzige Möglichkeit „zur Schule“. Der entstehende 
Satz lautet demnach „Der Schüler geht gern allein zur Schule.“. 
 
 
Folgende Vorschriften müssen bei der Benennung von Rubriken und Ersetzungsgrup-
pen eingehalten werden: 
 
• <<variante1>> und <<variante2>> sind zwei verschiedene Ausdrucksmöglich-
keiten für den ersten Satz des personenbezogenen Textes. 
• <<beruf>> gibt Informationen über die berufliche Laufbahn der Person. 
• <<titel>> gibt Informationen über bis dato erhaltene Titel 
• <<ausbildung>> gibt Informationen über die Ausbildung der Person 
• <<hobbies>> über deren Hobbies 
• Es gibt zwei Rubriken für Informationen über die Kinder der Person. <<kin-
der_jahr>> wird aufgerufen, wenn das Geburtsjahr des ersten Kindes bekannt 
ist, sonst durchläuft der Satzgenerator <<kinder>>. 
• <<sonstiges>> enthält zusätzliche Satzbausteine und kann nicht als einzelner 
Satz verwendet werden 
• Subjekte (deren Ersetzungsgruppen) sind immer mit dem Link <NAME> zu 
kennzeichnen. Dadurch werden sie ignoriert, wenn der aktuelle Satz schon ein 
Subjekt beinhaltet.  
Jede Rubrik mit Ausnahme von <<sonstiges>> stellt mindestens einen Satz dar 
und beginnt mit einem Subjekt.  
• Beinhaltet eine Ersetzungsgruppe Angaben über den Geburtstag einer Person 
und wird dieser Geburtstag aus einer externen Quelle ausgelesen, so ist die Be-
zeichnung <GEB> vorgeschrieben.  
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• Handelt es sich um Angaben über das Alter beziehungsweise den Todestag der 
Person und stammt auch diese Information aus externen Quellen, so muss dies 
durch <ALTER1> beziehungsweise <ALTER2> gekennzeichnet werden. 
• Ist die Person schon tot und beeinflusst dies die Formulierung, so ist die 
entsprechende Ersetzungsgruppe mit <LINK2> sonst mit <LINK1> zu 
kennzeichnen6. Der jeweils andere Teil wird anschließend bei der Satzbildung 
ignoriert.  
 




  Er 
  Der Schüler 
 <VERB1>  
  geht 
  läuft 
  fährt 
 <VERB2> 
  ging 
  lief 
  fuhr 
 <WIE> 
  gern selber 
  gern allein 
  am liebsten in Gesellschaft 
 <ORT> 
  zur Schule. 
 
Um einfache und ständig vorkommende Satzbestandteile wie Adverbien nicht immer 
wieder neu auflisten zu müssen, werden diese in der Inhaltsrubrik <<sonstiges>> abge-




  gern 
  am liebsten 
 
stehen.  
                                                 
6 Deshalb <ALTER1> und <ALTER2> im vorhergehenden Abschnitt. 
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  Er 
  Der Schüler 
 <VERB> 
  geht 
  läuft 
  fährt 
 <WIE> 
  <GERN> selber 
  <GERN> allein 
  <GERN> in Gesellschaft 
 <ORT> 




  gern 
  am liebsten 
 
Dabei entstehen mitunter weitere Formulierungsmöglichkeiten, die allerdings ebenfalls 
Teil des deutschen Sprachgebrauches sind. Im Beispiel kommt unter anderem die For-
mulierung „Der Schüler geht am liebsten allein zur Schule.“ hinzu. 
 
Interne Links sind also auch möglich und werden unter anderem mit <LINK> in dem 
entsprechenden Satzelement gekennzeichnet. Diese müssen nicht zwangsläufig auf  
Elemente aus <<sonstiges>> verweisen. Auch ein Verweis auf eine Ersetzungsgruppe 
einer anderen Inhaltsrubrik ist möglich. In diesem Fall ist der Verweis mit <<link>> auf 
die entsprechende Rubrik zu setzen.  
Ein Element einer Ersetzungsgruppe sollte jedoch nie ausschließlich aus einem einzel-
nen Link <<link>> zu einer anderen Rubrik bestehen. Insbesondere gilt es zu vermei-
den, einen <<link>> zu setzen, wenn noch kein Subjekt in diesem Satz vorhanden ist 
und <<link>> den Satzanfang darstellt. Bei fehlenden Daten in der verlinkten Rubrik 
würde sonst lediglich das Subjekt der Rubrik an der Stelle des Linkes im Satz gesetzt 
werden. Dies wiederum kann zu Fehlkonstruktionen im Satz führen. Genauere Informa-
tionen und Hintergründe hierzu liefert das Kapitel 4.2.3.2. 
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  Er 
 <WAS> 
  spielt <GERN> Fußball. 
  sammelt leidenschaftlich Briefmarken. 
 





  zur Schule 
 <KONJ> 
  und <<hobby>> 
 
kann nun folgender Satz gebildet werden: „Der Schüler geht gern in Gesellschaft zur 
Schule und sammelt leidenschaftlich Briefmarken.“  
Das Subjekt in <<hobby>> wird automatisch ignoriert, da der Satz noch nicht beendet 
ist. Das heißt allerdings auch, dass bei der aktuellen Implementierung kein Subjekt-
wechsel innerhalb eines Satzes möglich ist, wenn jedes der Subjekte tatsächlich durch 
<NAME> gekennzeichnet ist. Nur durch <NAME> markierte Subjekte werden igno-
riert, wenn sie nicht das jeweils erste des betrachteten Satzes sind. 
 
Nicht immer kann ein Satz mit jedem Element der folgenden Ersetzungsgruppe vervoll-
ständigt werden. Mitunter würde dies den normalen Sprachgebrauch verletzen.  
Aus diesem Grund ist es möglich, Verknüpfungen derart zu setzen, dass bestimmte Er-
setzungsgruppen zwingend zusammengehören. Diese Markierungen selbst sind durch 
einen einleitenden Slash gekennzeichnet und enden mit dem Zeilenende. Jede Art von 
Whitespace ist innerhalb der Marke nicht erlaubt. Die zu verknüpfenden Elemente wer-
den mit der gleichen Marke zu Beginn des Strings7 gekennzeichnet. Es folgt eine zufäl-
lige Entscheidung, welches der markierten Elemente ausgewählt wird. 
Es findet also eine Gruppeneinteilung statt. Durch Markierung bestimmter Elemente 
werden diese aneinander gebunden, bilden also eine Gruppe. Alle anderen Elemente 
werden aus der Gruppe ausgeschlossen und bilden so eine eigene Gruppierung, genau 
so, als wären auch sie durch Marken miteinander verbunden. 
 
                                                 






  Er 
  Der Mann 
 <VERB> 
  wurde an einem Sonntag geboren /* 
  , sonntags geboren, 
 
 <WEITER> 
  /* und hat sein Lebtag kein Pech gehabt. 
  /* und führt nun ein Leben voller Glück. 
  hatte noch nie in seinem Leben Pech. 
 
„Der Mann, sonntags geboren, und führt nun ein Leben voller Glück.“ wider-
spricht dem deutschen Sprachgebrauch. Diese Formulierung ist nach dem Setzen 
der Markierungen nicht mehr möglich. Auf „, sonntags geboren,“ folgt nun im-
mer „hatte noch nie in seinem Leben Pech“ und nach „wurde an einem Sonntag 
geboren“ kann nur entweder „und hat sein Lebtag kein Pech gehabt“ oder „und 
führt ein Leben voller Glück“ folgen. 
 
Um Inhalte aus externen Quellen wie Datenbanken oder anderen Dateien in die Sätze 
einbauen zu können, wurde auch hierfür eine Linkstruktur geschaffen. Nach außen ver-
weisende Links bestehen immer aus Großbuchstaben. Da sie vom Satzgenerator ausge-
wertet und mit dem entsprechenden Inhalt gefüllt werden müssen, wurde bisher die 
Auswahl auf folgende externe Links beschränkt: 
 
 VN    Liste mit Vornamen der Person 
 NN   Liste mit Nachnamen der Person 
GEB Geburtsname (unterstützt, aber derzeit durch fehlende 
Quelle nicht gesetzt) 
 NICKNAME  Spitzname 
 AGE   Alter 
 JOB   Liste mit ausgeführten Berufen 
 TIT   Liste mit errungenen Titeln 
 AUSB   Ausbildungsdaten 
 HOB   Hobbies 
 JAHR   Geburtsjahr oder Jahr der Geburt des ersten Kindes 
 MONAT  Monat der eigenen Geburt 
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 TAG   Tag der eigenen Geburt 
 KIND   Liste mit Einträgen zu den Kindern (Geburtsjahr, Name) 
 
Später könnte die statische Vorgehensweise des Satzgenerators durch eine dynamische 
datenbankgesteuerte Linkübersetzung ersetzt werden. Hierzu müsste eine Tabelle ange-
legt werden, in die jeweils neue Links eingetragen werden und diesen anschließend eine 
Bedeutung in Form eines Verweises zu dem möglichen Inhalt8 zugewiesen wird. 
 
Da externe Daten von jeder Gestalt sein können und so deren Inhalt die Grammatik des 
bis dato kreierten Satzes - zum Beispiel in Form der Wahl eines bestimmten Artikels - 
beeinflusst, wurden zusätzliche Entscheidungspunkte mit entsprechenden Markierungen 
in die Grammatik mit aufgenommen. Die Strings der Entscheidungspunkte dürfen kein 
Whitespace enthalten. 
 
Teil1/Teil2 ruft eine zufällige Entscheidung zwischen Teil1 und Teil2 
hervor. 
Teil1/Teil2[G] bewirkt eine Entscheidung anhand des Geschlechtes der 
Person9. Ist es männlich, so wird Teil1 gewählt. Ist es 
weiblich, so wird Teil2 in den Satz aufgenommen.  
Teil1/Teil2[GK] bewirkt die gleiche Entscheidung allerdings anhand des 
Geschlechtes des gerade beschriebenen Kindes. 
Teil1/Teil2[A] ruft eine Entscheidung anhand dessen hervor, ob sich hin-
ter dem nächsten externen Link eine Liste mit mehr als ei-
nem Element oder mit genau einem Element befindet. 
Teil1 wird bei Singular, Teil2 bei Plural gewählt. 
Teil1/Teil2[Z] Ist die Person noch am Leben, so wird Teil1 gewählt, an-
sonsten Teil2. 
 
Können die Entscheidungen nur anhand von Daten, die über den nächsten externen Link 
in den Satz aufgenommen werden sollen, getroffen werden ([A]), so muss dieser Link 
                                                 
8 z.B, Verweis auf die Spalte vorname in der Tabelle person_register 
9 Zuvor wurde in person_register die Spalte geschlecht mit Hilfe des Brodowsky Algorithmus vervoll-
ständigt. Er ermöglicht auch eine sprachunabhängige Unterscheidung zwischen männlichen und weibli-
chen Vornamen. Alle gesammelten Vornamen und zugehörigen Geschlechter werden zusätzlich in einer 
Datei von der Datenbank getrennt aufbewahrt, so dass diese Informationen auch unabhängig von den 
Einträgen in person_register  - also beispielsweise für die Kinder der Personen – abgerufen werden kön-
nen. 
 57 
noch in der gleichen Zeile wie die Entscheidungsmarke auftauchen. Später sollte das 
Programm so erweitert werden, dass nicht nur folgende externe Links sondern auch 
schon behandelte externe Links betrachtet werden können. 
 
Außer im Fall der zufälligen Entscheidung können Entscheidungspunkte nach folgen-




[Sein/Seine[GK]]/[Ihr/Ihre[GK]][G] würde folgendermaßen verstanden werden. Wenn 
die Person männlich ist, dann mache weiter mit Sein/Seine[GK], wenn sie weiblich ist 
mit Ihr/Ihre[GK]. Werte diesen String anschließend anhand des Geschlechtes des Kin-
des aus. 
 




  VN NN 
  Er/Sie[G] 
 <BERUF> 
  übte folgenden/folgende[A] Beruf/Berufe[A] aus: JOB. 
 
Die Entscheidung bezüglich Singularität oder Pluralität wird anhand der Anzahl 
der Elemente in der Liste mit Berufen der Person getroffen.  
Ein möglicher Satz wäre „Gunter Meyer übte folgende Berufe aus: Müller und 
Bäcker." Oder „Er übte folgende Berufe aus: Müller und Bäcker.“. Um die letzte 
Formulierung erhalten zu können, muss das Geschlecht der Person bekannt sein. 
 
Was genau passiert, wenn ein Eintrag in der externen Quelle nicht gesetzt ist, ist nicht 
direkter Teil der Grammatik und wird daher in Kapitel 4.2.3.2.3 erläutert. 
 
 
4.2.3 Die automatische Generierung von personenbeschreibenden Texten 
 
 
Als Grundvoraussetzung zur Textgenerierung gilt es zunächst, die durch den Nutzer 
eingegebenen Daten zu verarbeiten, die gewünschte Antwortmenge und die gesuchte 
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Person zu bestimmen und Informationen über sie aus verschiedenen Datenbanken zu 
extrahieren. 
Anschließend werden basierend auf diesen Daten und der vorgegebenen Grammatik 
durch rekursive Arbeit eines Satzgenerators Antwortsätze gebildet und ausgegeben. 
 
Abbildung  6 gewährt einen groben Einblick in das Szenario. 
DBS2 ist eine statische Datenbank, welche genauere Informationen über Personen lie-
fern kann. Um sämtlichen Verwechslungen vorzubeugen, müssen sowohl Name als 
auch Geburtsdatum in DBS1 vollständig gesetzt sein und mit den Eintragungen in 
DBS2 komplett übereinstimmen. 
 
Kollokationen sind Wörter, die häufig gemeinsam in einem Satz auftreten. In diesem 
Fall handelt es sich um Persönlichkeiten, die im Zusammenhang mit der gesuchten Per-
son genannt wurden. Ihre Namen werden ausgegeben, um die Navigation zwischen ih-
nen zu vereinfachen. 
 
 




4.2.3.1 Person bestimmen 
 
 
Die vom Nutzer in den dafür vorgesehenen Feldern eingegebenen Strings müssen nicht 
zwangsläufig vollständige Namen sein. Auch die Reihenfolge ist unwichtig. Jedoch 
werden Groß- und Kleinschreibung beachtet. 
 
Der Eingabestring wird anhand von Leerzeichen getrennt. Alle Personen in per-
son_register, die jeden der entstehenden Teilstrings jeweils als Teil eines Vornamen 
oder Teil eines Nachnamen enthalten, werden im Folgenden betrachtet10. 
 
Sind zu einer Person keine weiteren Informationen vorhanden, d.h. ist nichts weiter als 
der Name bekannt, so wird sie ignoriert. In allen anderen Fällen werden sämtliche Da-
ten gesammelt und wie gewünscht ausgegeben. 
 
Trifft die Beschreibung durch den String auf mehrere Personen zu, so werden zu all 
diesen die Informationen ausgegeben.  
Die Reihenfolge wird bisher durch die Reihenfolge der Personen in der Datenbank be-
stimmt. Das Ranking sollte also später noch überarbeitet werden. Es empfiehlt sich si-
cherlich in zwei Stufen zu arbeiten.  
Zunächst sollten die Informationen nach Priorität sortiert werden. Zu jeder Person sind 
Informationen über die Häufigkeit deren Auftretens in Zeitschriften bekannt. Je häufiger 
sie genannt wird, desto höher die Priorität. Des weiteren lässt sich nach Informations-
menge sortieren. Je mehr Daten vorhanden sind, desto weiter oben in der Liste sollte die 






Bevor mit der eigentlichen Textgenerierung unter Verwendung der zugrundeliegenden 
Grammatik begonnen werden kann, müssen die aus der Datenbank extrahierten Infor-
mationen in ein passendes Format gebracht werden. 
                                                 
10 Bei der Frage nach dem Vornamen werden nur Personen betrachtet, die jeden der Teilstrings als Teil 
ihres Nachnamen enthalten. Bei der Frage, wer hinter einem bestimmten Spitznamen steckt, wird nur mit 
den Einträgen in der Spalte nick von person_register verglichen. 
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Je häufiger eine Persönlichkeit in Zeitschriften erwähnt wird und je kreativer die Redak-
teure der Artikel sind, umso größer ist die Anzahl der Berufe und Titel, die der Person 
zugewiesen wurden. Als Beispiel hierzu folgt eine Liste von Berufen Gerhard Schrö-
ders: „Abgeordneter“, „Amtsinhaber“, „Anführer“, „Autokanzler“, „Bundeskanzler“, 
„Bundesrettungskanzler“, „Currywurst-Fan“, „Industriepolitiker“, „Instinktpolitiker“, 
„Medienkanzler“, „Online-Muffel“, “Parteichef“, „SPD-Kanzlerkandidat“, „Regie-
rungschef“, „Sozialdemokrat“ und vieles mehr. 
 
Um bei einem beschaulichen Maß zu bleiben, werden nur sieben verschiedene Berufe 
beziehungsweise Titel akzeptiert. Wird diese Anzahl überschritten, so werden aus den 
vorhandenen Beschreibungen die sieben am häufigsten genannten extrahiert und weiter 
verarbeitet. Alle anderen werden ignoriert.  
 
Um außerdem Wiederholungen bei Berufen und Titeln zu vermeiden, werden alle Beru-
fe, die als Substring eines Titels auftreten, aus der zu verarbeitenden Berufsliste ge-
löscht. Anschließend wird das Verfahren in umgekehrter Richtung wiederholt. 
  
Bei der Kategorieerkennung aus Kapitel 3.2.2 kann es gelegentlich vorkommen, dass 
Titel oder Berufe als Vornamen deklariert werden. Tauchen nun also Elemente der Ti-
telliste als Teile von Vornamen auf, so werden sie aus dem Vornamen gelöscht. Das 
Verfahren wird mit der Berufsliste unter gleichen Bedingungen wiederholt.  
Am Beispiel von Udo Lindenberg: 
 
 VN = “Altrocker Udo“ 
 NN = „Lindenberg“ 
 JOB = „Altrocker“ 
 
 wurde reduziert auf 
 
 VN = „Udo“ 
 NN = „Lindenberg“ 




Bei all diesen Eingriffen findet keine Veränderung der Einträge in der Datenbank statt.  
 
 
4.2.3.2.1 Die „Ebene“ des Satzgenerators 
 
 
Um die folgenden Prozesse verständlich erklären zu können, muss erst der Begriff der 
„Ebene“ beziehungsweise „Tiefe“ im Bezug auf den aktuellen Standort des Satzgenera-
tors in der Grammatik geklärt werden. 
 
Der Satzgenerator bewegt sich rekursiv durch die Grammatik. Er startet jeweils beim 
Beginn einer Inhaltsrubrik und terminiert mit deren Ende. Bei jedem auftretenden inter-
nen Link wird ein neuer Satzgenerator gestartet, der sich mit der dem Link zugehörigen 
Rubrik befasst. 
Die Inhaltsrubrik des ersten Satzgenerators ist festgelegt, die aller anderen ergeben sich 
zwangsläufig aus den ihnen zugeordneten Links. 
 
Die „Ebene“ beziehungsweise „Tiefe“ in der Grammatik wird durch die Rekursionstie-
fe bestimmt. Zu Beginn eines jeden neuen Satzes hat sie den Wert „1“. Folgt der Satz-
generator einem dateiinternen Link zu einer neuen Rubrik oder einer Ersetzungsgruppe 
aus <<sonstiges>>, so wird die Tiefe um eins erhöht. Der Satzgenerator startet einen 
weiteren rekursiv für diese Inhaltsrubrik. Beim Verlassen dieser wird die Tiefe wieder 
um eins vermindert. Der Inhalt aus der verlassenen Rubrik wird mit der Terminierung 
des Satzgenerators zurückgeliefert. Dabei handelt es sich um ein fertiges Satzstück, oh-
ne jede Art von Links. Am Ende des Satzes, wenn kein Link mehr zu durchlaufen ist 
und die Terminierung des obersten beziehungsweise zuerst gestarteten Satzgenerators 






  Er 
  Der Schüler 
 <VERB> 
  geht 
  läuft 
  fährt 
 <WIE> 
  <GERN> selber 
  <GERN> allein 
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  <GERN> in Gesellschaft 
 <ORT> 
  zur Schule 
 <KONJ> 




  Er 
 <WAS> 
  spielt <GERN> Fußball. 




  gern 
  am liebsten 
 
 




Ebene/Tiefe Aktion Erstelltes Satzstück 
<<satz>> 1   
<NAME> 1  „Er“ 
<VERB> 1  „Er fährt“ 
<WIE> 1 Aufruf Satzgenerator „Er fährt“ 
<<sonstiges>> 2   
<GERN> 2 Terminierung „gern“ 
<WIE> 1  „Er fährt gern selber“ 
<ORT> 1  „Er fährt gern selber zur 
Schule“ 
<KONJ> 1 Aufruf Satzgenerator „Er fährt gern selber zur 
Schule und“ 
<<hobby>> 2   
<NAME> 2 wird ignoriert  
<WAS> 2 Aufruf Satzgenerator „spielt“ 
<<sonstiges>> 3   
<GERN> 3 Terminierung „am liebsten“ 
<WAS> 2 Terminierung „spielt am liebsten Fuß-
ball.“ 
<KONJ> 1 Terminierung „Er fährt gern selber zur 
Schule und spielt am 
liebsten Fußball.“ 
Tabelle 5: Beispiel für die Arbeitsweise des Satzgenerators 
 
Der Satzgenerator terminiert mit der Ausgabe „Er fährt gern selber zur Schule 
und spielt am liebsten Fußball.“. 
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So gesehen wird also jedem Satzgenerator eine Inhaltsrubrik und eine Ebene zugewie-
sen. Der erste arbeitet immer in Ebene „1“. Terminiert dieser, so war die Satzgenerie-
rung erfolgreich und das Ergebnis wird ausgegeben. 
Stößt ein Satzgenerator auf einen dateiinternen Link, so ruft er rekursiv einen neuen 
Satzgenerator auf, welcher diesen Link auswertet und einen der möglichen Inhalte mit 
seiner Terminierung an den aufrufenden Satzgenerator zurückliefert. Erst dann kann 
dieser seine Auswertung fortführen. 
Rückgabewerte von Satzgeneratoren sind grundsätzlich frei von jeder Art von Links. Es 
handelt sich vielmehr um Strings, die direkt anstelle des Aufruflinkes in den auszuge-
benden Satz einzutragen sind. 
 
 
Wozu wird das Wissen über die Ebene hauptsächlich benötigt? 
Neben der Auswertung von fehlenden Daten, wie später in Kapitel 4.2.3.2.3 erläutert, 
und der Konstruktion der Baumdarstellung der verwendeten Grammatikteile in der 
Ausgabe, dient die Ebene vor allem zur Auswertung dateiinterner Verknüpfungen.  
Pro Ebene ist aufgrund der Datenstruktur der aktuellen Implementierung nur die Spei-
cherung einer Verknüpfung möglich. Sobald die Verknüpfung aufgelöst, also bereits 
einmal ein Element anhand vorhandener Verknüpfungen gewählt wurde, wird die In-
formation gelöscht. Eine Marke kann dennoch auf mehrere Elemente ein und derselben 
Ersetzungsgruppe verweisen. Zwischen diesen wird dann per Zufallsverfahren entschie-
den.  
Eine Markierung gilt genau so lange, bis ein Element anhand dieser Markierung ausge-
wählt wurde. Während dieser Zeit kann keine weitere Marke für die aktuelle Ebene ge-
speichert werden. 
Folgendes Beispiel verdeutlicht die Möglichkeit der Verknüpfung über mehrere Erset-
zungsgruppen. Dabei wurde die das Subjekt enthaltende Ersetzungsgruppe absichtlich 
<NAMES> und nicht <NAME> genannt. Auf diese Weise wird das Subjekt niemals 




          Seine/Ihre[G] 
          Die 
          Er/Sie[G] \** 
<OBJEKT> 
          \** erhielt/absolvierte folgende Ausbildung: \* 
          Ausbildung 
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<AUSBILDUNG> 
          \* AUSB. 
          umfaßte: AUSB. 
          beinhaltete: AUSB. 
 
Wird als Element von <NAMES> „Er/Sie[G] /**“ gewählt, so folgen anschlie-
ßend automatisch „\** erhielt/absolvierte folgende Ausbildung: \*“ und „\* 
AUSB.“. Die Definition der zweiten Marke „/*“ wird erst nach Auflösen der ers-





4.2.3.2.2 Die Arbeitsweise des Satzgenerators 
 
 
Wird ein Satzgenerator der Ebene x gestartet, so  durchläuft er die Grammatik bis zum 
Beginn der ihm zugewiesenen Inhaltsrubrik.  
Bei der aktuell verwendeten Grammatik11 und der dahinterliegenden Programmstruktur 
wäre dies für den ersten Start beziehungsweise den Beginn des erstes Satzes entweder 
<<variante1>> oder <<variante2>>. Die Wahl fällt per Zufall und je nach Umfang der 
vorhandenen Daten über die Person. 
 
Trifft der Satzgenerator auf eine neue nicht zu ignorierende Ersetzungsgruppe12, so 
wählt er unter Berücksichtigung von Verknüpfungen aus den dazugehörigen Elementen 
zufällig eines aus, welches anschließend folgendermaßen bearbeiten wird. 
Zunächst werden unter Beachtung der Informationen aus externen Quellen sämtliche 
Entscheidungspunkte aufgelöst.  
Anschließend wird für jeden dateiinternen Link der Gestalt <<link>> ein neuer Satzge-
nerator der Ebene x+1 gestartet. Nach der Terminierung aller Satzgeneratoren der Ebe-
ne x+1 folgt das gleiche Prinzip mit dateiinternen Links der Gestalt <LINK>.  
Sind alle diese Verfahren fehlerfrei abgeschlossen, so werden aus dem Ersetzungsgrup-
penelement sämtliche dateiexternen Links durch Einsetzen der dazugehörigen Daten 
aufgelöst. Sobald ein Datensatz, also zum Beispiel alle Berufe einer Person, einmal 
verwendet wurde, wird er ignoriert. Auf diese Weise wird jede gewünschte Information 
genau einmal ausgegeben. Wiederholungen werden vermieden. 
                                                 
11 Siehe Anhang. 
12 Ignoriert wird beispielsweise <LINK2>, wenn die Person noch am Leben ist, oder <NAME>, wenn es 
sich nicht um das erste Subjekt des Satzes handelt. 
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Erst nach erfolgreichem Beenden dieses Schrittes wird das Element an den bis dato 
kreierten Satz angehangen. 
 
Stößt der Satzgenerator auf eine neue Rubrik, so terminiert er und gibt den von ihm er-
stellten Satz oder Teil eines Satzes zurück.  
 
 
4.2.3.2.3 Fehlende Daten 
 
 
Was passiert, wenn ein Satzelement nicht richtig vervollständigt werden kann, weil ent-
sprechende Informationen fehlen? 
 
Wenn Informationen, deren Einfügen durch einen dateiexternen Link verlangt wird oder 
deren Bekanntheit bei einem Entscheidungspunkt Voraussetzung für dessen Auflösung 
ist, nicht gegeben sind, wird zunächst versucht, das Problem durch anderweitige Formu-
lierungen zu lösen. Das Element wird vom Satzgenerator ignoriert und anstelle dessen 
ein neues zufällig aus der Menge der betreffenden Ersetzungsgruppe unter weiterer Be-
rücksichtigung von gegebenen Verknüpfungen bestimmt. Das wird solange wiederholt, 
bis entweder eine Formulierung vorliegt, bei der nur vorhandene Informationen benötigt 
werden oder kein weiteres Element mehr vorhanden ist. Im letzten Fall wird die ent-
sprechende Ersetzungsgruppe komplett aus der Betrachtung gelöscht. Ausreichende 
Ausweichformulierungen sollten also unbedingt vorhanden sein. 
Auf weiteres Löschen rekursiv Richtung erste Ebene - durch Terminierung des Satzge-
nerators mit leerem String als Rückgabewert oder Löschen bis zur ersten Ebene - wurde 
aufgrund von möglichem Datenverlust verzichtet. 
 
Da diese Vorgehensweise zu unschönen Lücken im Text führen kann, wird vor dem 
Aufruf eines neuen Satzgenerators der ersten Ebene zunächst überprüft, ob entscheiden-
de Informationen, die Rubrik betreffend, vorhanden sind. Nur, wenn dies der Fall ist, 
beginnt der Satzgenerator tatsächlich mit seiner Arbeit.  
Zu entscheidenden Informationen zählen: 
 
• mindestens ein Element aus der Liste der Berufe bei der Rubrik <<variante1>> 
• Geburts- und/oder Todesdatum bei <<variante2>> 
• mindestens ein Element in der Berufsliste bei <<beruf>> 
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• mindestens ein Element in der Titelliste bei <<titel>> 
• mindestens eine Information über die Ausbildung bei <<ausbildung>> 
• mindestens ein Hobby bei <<hobbies>> 
• mindestens ein Kind und beim ersten die Information über dessen Geburtsjahr 
bei <<kinder_jahr>> 







  Er/Sie[G] 
  Die berufliche Laufbahn /* 
 <JOB> 
  /* erstreckte sich über: JOB. 
  arbeitete als JOB. 
  übte folgenden/folgende[A] Beruf/Berufe[A] aus: JOB. 
 
Ein neuer Satz  soll gebildet werden, der Satzgenerator beginnt also mit <NA-
ME> und wählt zufällig „Er/Sie[G]“ aus. Das Geschlecht der Person ist ihm 
nicht bekannt, also kann er die zum Fortfahren nötige Entscheidung zwischen 
„Er“ und „Sie“ nicht treffen. Das Element wird fallengelassen und das nächste 
ausgewählt: „Die berufliche Laufbahn /*“. Nach Registrierung der Verknüpfung 
werden in der folgenden Ersetzungsgruppe alle Elemente, die keine entspre-
chende Marke besitzen, ignoriert. Zur Wahl steht lediglich „/*erstreckte sich ü-
ber: JOB“. Es handelt sich um einen Satzgenerator der ersten Ebene, also ist si-
cher, dass tatsächlich eine Berufsliste mit wenigstens einem Element vorhanden 
ist. Der Satz kann mit Hilfe des Datenbankeintrags vervollständigt und ausgege-
ben werden. 
 
Was passiert, wenn es sich nicht um einen Satzanfang handelt? 
Ein Subjekt wurde bereits gesetzt, <NAME> wird ignoriert. Daher sind auch 
keine Verknüpfungen bekannt, der Satzgenerator wird also aus <JOB> zufällig 
eine der drei Formulierungsmöglichkeiten auswählen.  
Ist wenigstens ein Beruf bekannt, so stellt dies kein Problem dar. Der Satzgene-
rator terminiert mit dem entsprechenden mit Informationen ausgefüllten Satzteil 
als Rückgabewert.  
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Ist die Berufsliste leer oder nicht vorhanden, so kann der Satzgenerator bei kei-
ner der drei Varianten seinen Satzteil vervollständigen. Bei seiner Terminierung 
liefert er einen leeren String zurück. Der übergeordnete Satzgenerator wertet 
diesen aus und vervollständigt seinen Teil dementsprechend. 
 
Sind zu einer Person keine weiteren Informationen außer deren Namen gespeichert, so 
wird diese komplett ignoriert. Eine Satzgenerierung würde hier keinen Sinn ergeben. 
 
 
4.2.3.2.4 Abschließende Korrektur 
 
 
Je nach Gestaltung der Grammatik kann es zu einzelnen Fehlern wie doppelten Komma-
ta oder unglücklich gesetzten Leerzeichen kommen. Diese und ähnliche Satzzeichen-










Der amerik. Jazz-Musiker Louis Armstrong, auch bekannt als 
"Satchmo", kam am 04. Juli 1900 zur Welt und starb am 06. Juli 
1971 mit 71 Jahren. 
 
Interessieren Sie sich auch für Tina Turner, Charlie Parker, 




Die obige Kollokationsliste ermöglicht die rasche Navigation zu Daten über Tina Tur-
ner, Charlie Parker und anderen Persönlichkeiten, welche im gleichen Zusammenhang 





Herbert Grönemeyer kam am 12. April 1956 zur Welt und ist heute 
46 Jahre alt. Seine Ausbildung beinhaltete 1975 Abitur und Stud. 
Rechts- u. Musikwiss. Beliebte Freizeitaktivitäten sind Beruf 
und Fußball. Bisher wurden Sohn Felix und Tochter Marie geboren. 
 68 
 
Interessieren Sie sich auch für Günter Grass, Mario Adorf, Nina 






Arnold Schwarzenegger ist amerikanischer Schauspieler österrei-
chischer Herkunft. Er wurde am 30. Juli 1947 geboren und ist 
heute 55 Jahre alt. Im Jahre 1990 kam seine Tochter Katherine 
Eunice, 1992 Tochter Christina Aurelia, 1994 Patrik, 1997 Sohn 
Christopher und gest. 1998 Tochter Aurelia zur Welt. 
 
Interessieren Sie sich auch für Michael Jackson, James Cameron, 
Kurt Russell, Patrick Swayze, James Caan, Silvester Stallone, 
Henry Maske, Kevin Costner, Vanessa Williams, George Clooney, 





Rudolf Ehrenreich, auch "Teddy" genannt, wurde am 10. März 1936 gebo-
ren und ist heute 67 Jahre alt. Seine Ausbildung umfaßte RG Wien und 
1962-70 Stud. an d. HS f. Musik. Zu seinen Hobbies zählen Sport, 
Schwimmen, Flugmodellbau und Segelfliegen. (H.P.). Bisher wurden Mi-
chaela, Martina, Sohn Rudolf und Sohn Alexander geboren. 
 
 




4.2.4 Ausblicke und Verbesserungen 
 
4.2.4.1 Korrekte Textausgabe 
 
 
Aufgrund der Art der externen Datenhaltung können sprachlich inkorrekte Ausgaben 
erzeugt werden. Um eine tatsächliche Korrektheit zu erhalten, sollten folgende Anforde-
rungen erfüllt werden: 
 
• Listen wie Berufe, Titel und Hobbies sollten mit Ausnahme von geschlechtsbe-
dingten Beugungen nur ungebeugte Wortformen enthalten. 
 
Negatives Beispiel:    „Außenministern Joschka Fischer...“ 
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• Jedes Element der Listen sollte möglichst aus nur einem Wort (Substantiv) be-
stehen, vor allem aber nur genau eine Bedeutung enthalten. Artikel und Kon-
junktionen sind zu vermeiden. Dies vereinfacht die Vergleiche der Einträge der 
Berufs- beziehungsweise Titellisten. Doppelte Einträge können leichter erkannt 
und auf einen Eintrag reduziert werden. 
 
Negatives Beispiel:  VN = „Marie“ 
   NN = „Curie Sklodowska“ 
   JOB = „französische Chemikerin und Physikerin“ 
 
• Listen (Beruf, Titel, Hobby, Vorname, Nachname) sollten nur genau die Ele-
mente ihrer Klasse enthalten. 
 
Negatives Beispiel: VN = „Außenministern Joschka“ 
   NN = „Fischer“ 
 
   VN = „Gerhard“ 
   NN = „Schröder“ 
   JOB = „Currywurst-Fan“ 
 
• Nationalitäten sollten separat gespeichert werden. 
• Zu jeder Person sollte das Geschlecht bekannt sein. 
• Abkürzungen sollten aufgelöst werden. 
 
Negatives Beispiel:  VN = „Louis“ 
   NN = „Armstrong“ 
   JOB = „amerik. Jazz-Musiker“ 
 
• Synonyme innerhalb der Berufsliste beziehungsweise Titelliste sollten erkannt 
und jeweils nur genau ein Vertreter in die entsprechende Liste aufgenommen 
werden. Taucht eine Bezeichnung sowohl als Beruf als auch als Titel auf, so ist 




Negatives Beispiel: VN = „Albert“ 
    NN = „Einstein“ 
    TIT = „Physik-Nobelpreisträgers, Physiker“ 
    JOB = „deutscher Physiker“ 
 
     VN = „Frank“ 
    NN = „Sinatra“ 
   JOB = „amerik. Sänger und Filmschauspieler,  
amerikanischer Schauspieler“ 
 
• Daten sollten in korrekter Schreibweise vorliegen 
 
Negatives Beispiel: VN = „Renate“ 
   NN = „Künast“ 
   JOB = „Verbraucherschmutzministerin, ...“ 
 
 
Zumindest die Anforderungen an die Datenfelder mit Berufen, Titeln und Hobbies der 
Persönlichkeiten lassen sich recht einfach einhalten. Eine Möglichkeit wäre, von vorn-
herein eine umfangreiche Berufsliste (Titelliste/Hobbyliste) mit bekannten und korrekt 
formatierten Elementen anzulegen. Die Inhalte lassen sich aus verschiedenen Lexika 
extrahieren. Wird in einer Zeitschrift einer Person ein neuer Beruf zugewiesen, so wird 
er nur akzeptiert und in die Datenbank aufgenommen, wenn er in der Liste bekannter 
Berufe auftaucht. Rechtschreibfehler werden korrigiert. Elemente wie „Currywurst-
Fan“ oder „Verbraucherschmutzministerin“ würden so sofort aussortiert werden. Der 
String „französische Chemikerin und Physikerin“ würde zerlegt werden. „Chemikerin“ 
und „Physikerin“ würden als zwei voneinander unabhängige Berufe akzeptiert und ein-
getragen werden.  
Auf die gleiche Weise lässt sich mit Nationalitäten verfahren. 
In jedem Fall sollten auch Synonyme und Abkürzungen erkannt werden. Als Grundlage 
könnte die Synonymdatenbank des Wortschatz Projektes dienen. Für gängige Abkür-
zungen müsste entweder eine neue Datenbank angelegt werden oder ein lernfähiger 
Algorithmus entwickelt werden, welcher Langformen zu Abkürzungen zuordnen kann. 
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Geschlechtsbedingte Beugungen von Wörtern sollten überprüft werden. Ist eine Person 
männlich, so können dem zugehörigen Datenfeld nie Berufe oder Titel zugeordnet wer-
den, welche auf „in“ enden. Treten solche Bezeichnungen auf, so sind sie komplett zu 
ignorieren, anstatt die Beugung zu ändern. So wird Fehlinterpretationen vorgebeugt. Bei 
weiblichem Geschlecht sollten keine Einschränkungen getroffen werden. 
 
 
4.2.4.2 Mehrsprachige Ausgabe 
 
 
Das vorgestellte Modell ist weitgehend sprachunabhängig. Im Folgenden wird erläutert, 
welche Veränderungen notwendig sind, um die Ausgabe in einer anderen Sprache als 
Deutsch zu ermöglichen. 
 
Um die Ausgabe in mehreren Sprachen zu ermöglichen, muss für jeden Beruf oder Titel 
und jedes Hobby die Übersetzung bekannt und in einer Datenbank abgelegt worden 
sein. Des weiteren müssten zu jeder Sprache die Monatsnamen und eine Formatie-
rungsvorschrift für Datumsangaben gegeben sein.  
 
Einige Satzteile sind bisher fest ins Programm aufgenommen. So werden Elemente ei-
ner Liste mit Komma voneinander getrennt und dem letzten Element ein „und“ vorge-
setzt. Diese Verbindungen sollten in der Grammatik oder einer Datenbank festgehalten 
und ebenfalls in die entsprechenden Sprachen übersetzt werden. Das gleiche gilt für die 
Auflistung von Kindern. 
 
Im Anhang ist die veränderte Grammatik am Beispiel der englischen Sprache angefügt. 
 






Louis Daniel Armstrong was born on 04. Juli 1900 and died on 06. 







Herbert Grönemeyer was born on 12. April 1956 and is 47 years 
old. His education included 1975 Abitur und Stud. Rechts- u. Mu-
sikwiss. Favourite hobbies are Beruf und Fußball. So far son 
Felix und Tochter Marie was born. 
 
Der Grammatikfehler “was born” in diesem Beispiel entstand dadurch, dass Entschei-
dungen an Entscheidungspunkten in der aktuellen Implementierung nur von danach 
auftretenden externen Links abhängig gemacht werden. In diesem Fall steht der Link 
vor der Entscheidung und wird demnach nicht mehr beachtet. Dieser Fehler ist sprachu-
nabhängig und sollte bei folgenden Implementierungen korrigiert werden. 
Da Auflistungen programmintern zusammengesetzt werden, sind neben „und“ auch 
deutsche Wörter wie „Tochter“ zu finden. Die Lösung dieses Problems bestände in ei-






Kann der erläuterte Ansatz auch für andere Beschreibungen als ausschließlich von Per-
sonen angewendet werden? Wieviel Prozent des allgemeinen Lexikonwissens können 
mit der Methode dargestellt werden? Um diese Fragen beantworten zu können, wurde 
eine Untersuchung mit Hilfe zwei verschiedener Lexika durchgeführt, dem Knaur Lexi-
kon und der Microsoft Encarta`99. 
 
Zunächst wurden Lexikoneinträge in elf große Gruppen eingeteilt: Städte, Länder, Flüs-
se, Meere, Landschaften, Personen, Tiere, Pflanzen, chemische Elemente, Minera-
lien/Gesteine und sonstige Artikel.  
Aus jeder der ersten zehn Gruppen wurden pro Lexikon zufällig etwa 20 bis 30 Einträge 
manuell bezüglich ihrer Darstellbarkeit mit Hilfe des beschriebenen Ansatzes unter-
sucht. Ein Eintrag ist genau dann darstellbar, wenn sein Inhalt einem festen System 
folgt. Nur, wenn es möglich ist, Regeln bezüglich des Inhaltes der Artikel einer Gruppe 
aufzustellen, kann eine Grammatik zur Erzeugung dieser Artikel erstellt werden.  
Anhand des Ergebnisses dieser Untersuchung erfolgte eine Abschätzung der Darstell-
barkeit für alle Elemente der Gruppe. 
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Die folgende Tabelle verdeutlicht für jede der zehn untersuchten Gruppen die Erkennt-
nisse bezüglich des Inhaltes der Artikel. Ebenfalls zu erkennen ist der abgeschätzte pro-
zentuale Anteil der Artikel, die tatsächlich maximal diese Inhalte aufweisen. Sie könn-
ten mit einer Grammatik dieser inhaltlichen Gestaltung komplett künstlich erzeugt wer-
den. Die letzte Spalte enthält Informationen über den prozentualen Anteil der Artikel 
der entsprechenden Gruppe im gesamten Lexikon, gemessen an den Einträgen in der 













Städte Namensursprung, Kreis, Bundesland, 
Land, Hauptstadt j/n, Grenzstadt j/n, 
Lage, Fläche, Einwohnerursprung,  











Länder Kontinent, Grenzländer, sonst. Lage, 
Fläche, Sprache, Hauptstadt, Einwoh-
nerursprung, -zahl, Religion, physi-
sche Geographie, bekannte Städte, 
Bildung, Kultur, Verwaltung, Politik, 









Flüsse Ursprung, Mündung, Verlauf, Neben-
flüsse, Teilflüsse, Teilstrom von, ma-
ximale Höhe, Uferstädte, Länder, 








Meere Namensgebung, Lage, Teilmeer von, 
Teilmeere, Fläche, Länder, Inseln, 
Häfen, Tiefe, Buchten, Flussmündun-







Landschaften Lage, Fläche, Höhe, Vegetation, Kli-
ma, Tierwelt, Aussehensbeschreibung, 
Bevölkerungsursprung, Einwohner-







Personen Lebenszeit, Geburtsort, Tätigkeit, 
Grund für Berühmtheit, Laufbahn, 








Tiere Familie, Untergruppen, Verbrei-
tung/Lebensraum, Aussehen und Ei-
genschaften, Nahrung, Fortpflanzung, 
Lebenszyklus, Beitrag Wirtschaft, 
Nutzen, Feinde, Ausrottungsgefahr, 










Pflanzen Familie, Untergruppen, Lebensraum, 






ten, Beitrag Wirtschaft, Nutzen, lat. 
Bezeichnung 
Chemische Elemente Familie, Zeichen, Ordnung, Ladung, 
Atomgewicht, Dichte, Schmelzpunkt 
u.a. Eigenschaften, Aussehen, Vor-








Mineralien/Gesteine Familie, Untergruppen, Varianten, 
Zusammensetzung, Dichte, Grundfes-
tigkeit u.a. Eigenschaften, Vorkom-
men, Entstehungsgeschichte, Verwen-







Tabelle 6: Abdeckungsgrad des Satzgenerators 
 
 
Für alle Artikel, die nicht in die zehn in der Tabelle genannten Gruppen einzuteilen 
sind, wird angenommen, dass etwa 40% bis 50% davon vollständig dargestellt werden 
können. Diese Annahme gründet sich auf eine Stichprobenuntersuchung. Auf alle Ein-
träge hochgerechnet wiesen etwa 60% der Erklärungen für Abkürzungen und der einfa-
chen Begriffsgebung eine erkennbare einheitliche Inhaltsstruktur auf.  
 
Unter Beachtung des prozentualen Anteils der jeweiligen Gruppen im gesamten Lexi-
kon könnten nach den obigen Abschätzungen etwa 40% der Lexikonartikel mit der be-
handelten Methode dargestellt werden. Es handelt sich dabei allerdings um eine grobe 
subjektive Schätzung. Für genauere Werte sollten längerfristige Untersuchungen durch-
geführt werden. 
 
Artikel, die nicht zu den besagten 40% gehören, können zwar nicht ganz, aber in jedem 
Fall teilweise erzeugt werden. Wie hoch der Abdeckungsgrad im einzelnen Fall wäre, 
hängt vom jeweiligen Inhalt des Artikels ab. In folgendem Beispiel über Aalmuttern aus 
der Microsoft Encarta`99 könnte lediglich der fett gedruckte Abschnitt nicht mit Hilfe 
einer Grammatik des aus der Tabelle ersichtlichen Inhalts dargestellt werden13. 
 
Aalmuttern, häufiger Grundfisch der Seegrasregion im flachen 
Küstenbereich. Der aalähnliche Körper ist von einer durchgehen-
den Rückenflosse mit dunklen Flecken gesäumt. Die Bauchflosse 
beginnt in der Körpermitte und geht bis zur abgerundeten 
Schwanzflosse. Die Nahrung dieser Fische besteht aus Krebsen, 
Weichtieren und Kleinfischen. Die Aalmuttern gebären von Dezem-
ber bis Februar 20 bis 400 drei bis vier Zentimeter lange le-
                                                 
13 Formulierungen sind nicht Gegenstand dieser Betrachtung. Relevant ist lediglich, ob der Inhalt eines 
Artikels wiedergegeben werden könnte. 
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bende Junge. Früher nahm man an, Jungaale stammten von Aalmut-
tern ab. Dieser sesshafte Standfisch weist viele Lokalrassen 
auf, die an der Zahl ihrer Flossenstrahlen unterschieden werden 
können. 
Systematische Einordnung: Die Aalmuttern oder Aalquappe, wis-
senschaftlich Zoarces viviparus genannt, ist der einzige Ver-
treter der Familie Zoarcidae.  
 
Der Abdeckungsgrad der Einträge über Personen kann durch eine genauere Einteilung 
in Künstler, Musiker, Naturwissenschaftler und andere Gruppierungen erhöht werden. 
Dennoch werden die inhaltlichen Strukturen leicht voneinander abweichen. 
 
 
4.2.4.4 Anwendung auf andere Themenbereiche 
 
 
In Kapitel 4.2.4.3 wurde festgestellt, dass der beschriebene Ansatz nicht nur auf Perso-
nen, sondern auch auf andere Sachgebiete wie zum Beispiel Städte, Länder, Pflanzen 
und Tiere angewandt werden kann. Dies erfordert zunächst eine Erweiterung der 
zugrundeliegenden Datenbank.  
Weisen Themengruppen ähnliche Inhalte auf, so lassen sich diese mitunter auf die glei-
che Weise formatieren, speichern und verarbeiten. Die Struktur von Firmendaten bei-
spielsweise ähnelt der von Personen in starkem Maße. So besitzen Unternehmen einen 
Namen bestehend meist aus mehreren Teilen, ein Gründungsdatum, mitunter ein Insol-
venzdatum, Produkte und Produktlinien und bei ausreichender Bekanntheit auch zuge-
wiesene Titel beziehungsweise Spitznamen. Ebenfalls sehr ähnlich sind sich Städte und 
Länder, Tiere und Pflanzen, chemische Elemente und Mineralien. Bei der Datenban-
kerweiterung sollte diese Ähnlichkeit beachtet werden. Für verschiedene Daten mit ähn-
licher Struktur könnten die gleichen Datenfelder verwendet werden. 
 
Mit zunehmender Erweiterung der Daten muss auch die Grammatik immer flexibler 
gestaltet werden. Um die Flexibilität gegenüber von externen Daten zu erhöhen, sollten 
die entsprechenden Links nicht mehr programmintern festgelegt werden. Stattdessen 
empfiehlt sich eine dynamische Linkübersetzung. Eine Möglichkeit wäre, eine weitere 
Tabelle in der Datenbank anzulegen, welche als Schnittstelle zwischen externen Links 
und den zugehörigen Datensätzen dient. Trifft der Satzgenerator auf einen externen 
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Link, so fragt er in der Datenbank den zugehörigen Datensatz ab. Ist eine Zuordnung 













Der Satzgenerator stößt in der Grammatik auf den externen Link JOB. Aus der 
Tabelle erhält er die Informationen, dass sich der zugehörige Inhalt in der Tabel-
le person_beruf, Spalte beruf befindet. Er fragt diese ab und füllt den Satz mit 
den erhaltenen Daten. 
 
 
Eine derartige Datenbankerweiterung sollte die Nutzung des Systems für andere The-







Kapitel 3 beschäftigte sich mit der Erstellung einer Personendatenbank. Auf diesen Da-
ten wurde ein Question Answering System mit vorgegebenen Fragen aufgebaut. Ziel 
war die natürlichsprachliche Beantwortung der Fragen bei automatischer Satzgenerie-
rung. Es wurde ein System entwickelt, welches unter Verwendung externer Daten und 
einer Grammatik vorgegebener Gestalt Sätze kreieren kann. Bei Erstellung der Gram-
matik muss der Inhalt der Sätze bereits bekannt sein. 
Das entwickelte System ist weitgehend sprachunabhängig. Dargestellt werden können 
nicht nur Informationen über Personen, sondern generell alle Informationen, welche 
eine erkennbare Inhaltsstruktur aufweisen. Grob abgeschätzt können etwa 40% aller 
Lexikonartikel mit diesem System inhaltlich komplett künstlich erzeugt werden. Die 
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        VN NN 
<GEBNAM> 
        (geborener/geborene[G] GEB) 
        (Geburtsname GEB) 
<NICK> 
        , auch bekannt als NICKNAME, 
        , auch NICKNAME genannt, 
        , auch unter dem Namen NICKNAME bekannt, 
<JOB> 
        ist/war[Z] JOB. 
<GEB> 
        Er/Sie[G] wurde <DATUM> geboren 
        Er/Sie[G] kam <DATUM> zur Welt 
#lebt noch 
<ALTER1> 
        und ist heute AGE Jahre alt. 
#schon tot 
<ALTER2> 






        VN NN 
        Der/Die[G] JOB VN NN 
<GEBNAM> 
        (Geburtsname GEB) 
        (geborener/geborene[G] GEB) 
<NICK> 
        , auch bekannt als NICKNAME, 
        , auch NICKNAME genannt, 
        , auch unter dem Namen NICKNAME bekannt, 
<GEB> 
        wurde <DATUM> geboren 
        kam <DATUM> zur Welt 
#lebt noch 
<ALTER1> 
        und ist heute AGE Jahre alt. 
#schon tot 
<ALTER2> 





        Er/Sie[G] 
        Die berufliche Laufbahn \** 
<JOB> 
        \** erstreckte sich über JOB. 
#       ist/war[Z] beruflich als JOB tätig. 
#       arbeitet/arbeitete[Z] als JOB. 
        ist/war[Z] JOB. 




        Er/Sie[G] 
        ___ \** 
#lebt noch 
<TITEL1> 
        \** Titel wie TIT wurden verliehen. 
        trägt den/die[A] Titel TIT. 
        wurde zum/zur[G] TIT ernannt. 
        wurde in Zeitschriften als TIT bezeichnet. 
#schon tot 
<TITEL2> 
        \** Titel wie TIT wurden verliehen. 
        trug den/die[A] Titel TIT. 
        wurde zum/zur[G] TIT ernannt. 






        Seine/Ihre[G] 
        Die 
        Er/Sie[G] \** 
<OBJEKT> 
 #      \** erhielt/absolvierte eine Ausbildung in \** 
     Ausbildung 
<AUSBILDUNG> 
        \** AUSB. 
        umfaßte AUSB. 






        Zu seinen/ihren[G] 
        Beliebte \** 
#lebt noch 
<HOBBY1> 
        \** Freizeitaktivität/Freizeitaktivitäten[A] ist/sind[A]  HOB. 
        Hobbies zählt/zählen[A] HOB. 
#schon tot 
<HOBBY2> 
        \** Freizeitaktivität/Freizeitaktivitäten[A] war/waren[A]  
HOB. 





        Im Jahre JAHR 
        JAHR 
<GEBURT> 
        kam <ZUG> <KINDER> zur Welt. 





        Bisher 
<GEBURT> 
        kam/kamen[A] <ZUG> <KINDER> zur Welt. 
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        wurde/wurden[A] <ZUG> <KINDER> geboren. 
<<sonstiges>> 
<AGE> 
        im Alter von AGE Jahren. 
  mit AGE Jahren. 
        nach AGE Jahren. 
<AUFZAEHLUNG> 
        und 
        sowie 
<KINDER> 
        Sohn/Tochter[GK] KIND 
<ZUG> 
        [sein/seine[GK]]/[ihr/ihre[GK]][G] 
        ___ 
 
#nächste zwei zeilen bitte nicht verändern 
<DATUM> 
        <DATUMT>/<DATUMM>/<DATUMJ> 
#ab hier wieder veränderbar 
<DATUMT> 
        am TAG MONAT JAHR 
#       am TAG MONAT des Jahres JAHR 
<DATUMM> 
#       im MONAT des Jahres JAHR 
        im MONAT JAHR 
<DATUMJ> 
        JAHR 
        im Jahre JAHR 
 
<ERWEITERUNG> 
        darüber hinaus 
        außerdem 
        desweiteren 
 
<SCHLUSSFOLG> 
        demnach 
        demzufolge 
        daher 
        somit 
        folglich 
 
<ZEITSPANNE> 
        in 
        während 
        im Laufe 
        in der Zeit 
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        VN NN 
<GEBNAM> 
        (nee GEB) 
        (birth name GEB) 
<NICK> 
        , also known as NICKNAME, 
        , also called NICKNAME, 
<JOB> 
        is/was[Z] JOB. 
<GEB> 
        He/She[G] was born <DATUM> 
#lebt noch 
<ALTER1> 
        and is AGE years old. 
#schon tot 
<ALTER2> 





        VN NN 
        The JOB VN NN 
<GEBNAM> 
        (birth name GEB) 
        (nee GEB) 
<NICK> 
        , also known as NICKNAME, 
        , also called NICKNAME, 
<GEB> 
        was born <DATUM> 
#lebt noch 
<ALTER1> 
        and is AGE years old. 
#schon tot 
<ALTER2> 






        He/She[G] 
        The career \** 
<JOB> 
        \** contained JOB. 






        He/She[G] 
        The following title/titles[A] \** 
<TITEL> 
        \** could be achieved: TIT. 
        got the following title/titles[A]: TIT. 
        was nominated TIT. 
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        His/Her[G] 
        The 
        He/She[G] \** 
<OBJEKT> 
        \** received/attended the following education: \** 
        education 
<AUSBILDUNG> 
        \** AUSB. 
        contained AUSB. 
        covered AUSB. 






        His/Her[G] 
        Favourite \** 
#lebt noch 
<HOBBY1> 
        \** hobbies are HOB. 
        list of hobbies includes/contains HOB. 
#schon tot 
<HOBBY2> 
        \** hobbies were  HOB. 





        At JAHR 
        JAHR 
<GEBURT> 





        So far 
<GEBURT> 






        at the age of AGE. 
        after AGE years of life. 
<AUFZAEHLUNG> 
        and 
        as well as 
<KINDER> 
        son/daughter[GK] KIND 
<ZUG> 
        his/her[G] 
        ___ 
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#nächste zwei zeilen bitte nicht verändern 
<DATUM> 
        <DATUMT>/<DATUMM>/<DATUMJ> 
#ab hier wieder veränderbar 
<DATUMT> 
        on TAG MONAT JAHR 
<DATUMM> 
        in MONAT JAHR 
<DATUMJ> 
        JAHR 
        at JAHR 
 
<ERWEITERUNG> 
        beyond 
        besides 
        furthermore 
 
<SCHLUSSFOLG> 
        thus 
        according to this 
        consequently 
 
<ZEITSPANNE> 
        in 
        during 
        over the years 







„Ich versichere, dass ich die vorliegende Arbeit selbstständig und nur unter Verwen-








Ort    Datum    Unterschrift 
