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ABSTRACT11
We present a modelling study of processes controlling the summer melt of the Arctic sea12
ice cover. We perform a sensitivity study and focus our interest on the thermodynamics13
at the ice-atmosphere and ice-ocean interfaces. We use the Los Alamos community sea ice14
model CICE, and additionally implement and test three new parameterization schemes: (i)15
a prognostic mixed layer; (ii) a three equation boundary condition for the salt and heat flux16
at the ice-ocean interface; and (iii) a new lateral melt parameterization. Recent additions to17
the CICE model are also tested, including explicit melt ponds, a form drag parameterization,18
and a halodynamic brine drainage scheme.19
The various sea ice parameterizations tested in this sensitivity study introduce a wide20
spread in the simulated sea ice characteristics. For each simulation, the total melt is decom-21
posed into its surface, bottom and lateral melt components to assess the processes driving22
melt and how this varies regionally and temporally. Because this study quantifies the relative23
importance of several processes in driving the summer melt of sea ice, this work can serve24
as a guide for future research priorities.25
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1. Introduction30
The Arctic sea ice cover has undergone a rapid decrease in extent (e.g. Stroeve et al.31
2012) and thickness (Kwok et al. 2009; Laxon et al. 2013; Lindsay and Schweiger 2015) over32
recent decades; transitioning from a predominantly multi-year ice pack to an increasingly33
seasonal ice pack (e.g. Comiso 2011). This decline has been accompanied by increases in34
sea ice drift (Rampal et al. 2009; Spreen et al. 2011) and deformation (Rampal et al. 2011)35
over a similar time period. The drastic regime shift observed in recent years suggests that36
the sea ice models developed following the early field campaigns of the 1960s/1970s (Arctic37
Ice Dynamics Joint Experiment, AIDJEX), and the 1990s (Surface Heat Budget of the38
Arctic Ocean, SHEBA) need to be re-evaluated against current sea ice conditions (Notz39
2012). Some of the assumptions in these early models have since been challenged, both in40
their thermodynamic (Feltham et al. 2006; McPhee 2012) and dynamic (Coon et al. 2007;41
Feltham 2008) components. In this study we seek to understand the processes controlling the42
summer melt of Arctic sea ice, and thus we focus our attention on the various thermodynamic43
parameterization schemes included in a state of the art sea ice model.44
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Large regional and temporal variability in the sea ice state and the oceanic/atmospheric45
forcing provides a significant challenge when trying to assess the various processes that46
contribute to Arctic sea ice melt. In addition, in-situ measurements that provide a decom-47
position of sea ice melt processes (top, bottom and lateral melt) are sparse (Richter-Menge48
et al. 2006; Toole et al. 2011). Recently, (Perovich et al. 2014) quantified the relative im-49
portance of surface ice/snow melt and bottom ice melt using autonomous Ice Mass Balance50
buoys (IMB) deployed over more than ten years (2000 to 2013) that drifted from the North51
Pole towards the Fram Strait. The study found surface and bottom melt to be of a similar52
magnitude on average, although both exhibited large inter-annual and regional variability.53
The study also demonstrated an almost doubling of bottom melt over the period 2008 to54
2013 with respect to the period 2000 to 2005. Measurements of lateral melt are lacking and55
parameterizations of lateral melt in sea ice models are based on observations taken in the56
1980s (e.g. Steele (1992) and references therein). The contribution to total Arctic sea ice57
melt from lateral melt is thought to be small in comparison to bottom and surface melt over58
high concentration areas, meaning its impact is mainly limited to the marginal ice zone. The59
increased areal coverage of the summertime marginal ice zone over recent years (Strong et al.60
2013) could, however, be increasing the relative importance of lateral melt on a basin scale.61
Sensitivity studies of one dimensional models of sea ice have been used in the past to62
assess the relative importance of different processes in driving the sea ice response to a63
prescribed external forcing in the Arctic (Ebert and Curry 1993) and in the Antarctic (Petty64
et al. 2012). These approaches are helpful in understanding the mean behaviour of the65
sea ice system but fail to capture the spatio-temporal complexity of the sea ice response66
and ignore feedbacks between the atmosphere, ice and ocean. At the other end of the67
complexity spectrum, ice-ocean (IO) coupled models (Johnson et al. 2007) and fully coupled68
atmosphere-ice-ocean (AIO) models (Maslowski et al. 2012; Keen et al. 2013; Rae et al.69
2014), can resolve the regional and temporal sea ice response and feedback processes but70
are computationally expensive and often remain too simplified in representing the physics of71
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sea ice. As a compromise between physical complexity and computational expense, we use a72
stand-alone sea ice model coupled to a prognostic ocean mixed layer (denoted ML hereafter)73
model to quantify the impact of various new physical processes on the sea ice system while74
retaining realistic regional information.75
The total volume of sea ice within the Arctic basin is controlled by a balance between a76
thermodynamic (growth/melt) and a dynamic (ice import/export) contribution (Hibler et al.77
2006). Locally, the sea ice thickness is controlled by the balance of heat conduction (Fcondbot,78
Fcondtop, see figure 1) and incoming fluxes (Fice, Fsurf , see figure 1) at its upper and lower79
surfaces. As illustrated by simple one-dimensional models (Ebert and Curry 1993), the mean80
sea ice thickness (and by extension the total volume of ice) is sensitive to the external forcing81
(e.g. temperature, humidity, wind, incoming radiation, ocean heat flux) as well as to the82
parameterizations used to describe the sea ice thermodynamic processes (e.g. albedo scheme,83
lead opening, snow and ice thermal properties, treatment of the interfaces). In our stand-84
alone setup, the external forcing is to a large degree constrained by the reanalysis. However,85
the use of a prognostic melt pond scheme (Flocco et al. (2012)) modifies the incoming86
shortwave radiation at the ice-atmosphere interface and the inclusion of the Petty et al.87
(2014) prognostic ML model alters the basal ice-ocean flux and allows feedbacks between88
the ice and the ML. Therefore, even with prescribed boundary conditions and a stand-alone89
sea ice model, the heat budget of the Arctic sea ice (figure 2 a) and ML (figure 2 b) can be90
substantially modified by the choice of parameterization schemes used.91
To better understand the physical mechanisms affecting the large scale retreat of the92
summer Arctic sea ice cover and the relative importance of lateral melt, basal melt and93
surface melt, we perform in this paper a sensitivity study of the summer sea ice state and94
melt to different sea ice physics parameterization schemes. The various model runs are95
analysed both in terms of their local response to a prescribed external forcing (melt rates,96
interface temperature, salinity and fluxes) as well as their basin scale ice state characteristics97
(total extent, area and volume).98
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The paper is structured as follows: section 2 presents the model setup, the sensitivity99
studies and the various physical processes assessed in this study; section 3 discusses the100
model results, the impact on the sea ice state characteristics, the mixed layer properties,101
and the relative importance of top, bottom and lateral melt in the model; and finally, a102
discussion and concluding remarks are given in section 4.103
2. Processes controlling ice melt in a sea ice model104
a. Choice of model configuration105
We use version 5.0.2 of the Los Alamos sea ice model, CICE, described in detail by106
Hunke et al. (2013). This state of the art sea ice model includes a large number of physical107
parameterization schemes that can be turned on or off by the user. Here we briefly describe108
the schemes tested in this study.109
The model uses multiple ice-thickness categories compatible with the ice thickness redis-110
tribution scheme of Lipscomb et al. (2007). We set the number of ice thicknesses to 5 and set111
the mean ridge height (a tunable parameter) to µrdg = 4 m
1/2 (Hunke et al. 2013). We also112
use the default incremental remapping advection scheme of Lipscomb and Hunke (2004).113
In all model runs we choose the elastic-anisotropic-plastic (EAP) rheology described in114
Tsamados et al. (2013). This rheology is the default choice in our developmental branch115
of CICE and was shown to result in large regional differences in ice thickness with respect116
to the default elastic-viscous-plastic (EVP) rheology of Hunke and Dukowicz (2002). We117
choose the ice strength formulation of Rothrock (1975) and set the empirical parameter that118
accounts for frictional energy dissipation to Cf = 17.119
CICE contains three explicit melt pond parameterizations (Hunke et al. 2013) that are120
used in conjunction with the Delta-Eddington radiation scheme (Briegleb and Light 2007).121
In all our runs we use the physically based melt pond model of Flocco et al. (2012) which122
simulates the evolution of melt ponds based on sea ice conditions and external forcing.123
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In this latest version of CICE, the vertical temperature and salinity profiles as well as124
the brine volume are calculated. We choose to resolve five ice layers and one snow layer125
vertically and compare model results between the fixed salinity profile parameterization of126
Bitz and Lipscomb (1999) and the newly available mushy parameterization, in which the127
salinity within the ice can evolve in time (halodynamic model of Turner et al. (2013)). The128
differences between the two models as well as the impact of both halodynamic components129
on the main sea ice characteristics are discussed in details in Turner and Hunke (2015).130
At the ice-ocean interface, we use the ocean heat flux formulation of Maykut and McPhee131
(1995), Fice = ρwcpαhu∗∆T , ρw the water density, cp the specific heat for seawater near132
freezing and αh the Stanton number or sensible heat transfer coefficient. The friction velocity133
is calculated as u∗ =
√
τw/ρw, where τw is the ice-ocean drag (including form drag when134
calculated (Tsamados et al. 2014)). Finally the temperature difference is taken as ∆T =135
Tmix − T0, with Tmix the mixed layer temperature and T0 the temperature at the ice-ocean136
interface. As a default in CICE, T0 is chosen equal to the freezing temperature of water at137
the salinity of the mixed layer, T0 = TF (Smix).138
In the default CICE setup both atmospheric (ANDC) and oceanic (ONDC) neutral drag139
coefficients are assumed constant in time and space. Following Tsamados et al. (2014) and140
based on recent theoretical developments (Lu et al. 2011; Lu¨pkes et al. 2012) the total141
neutral drag coefficients can now be estimated from properties of the ice cover such as ice142
concentration, vertical extent and area of the ridges, freeboard and floe draft, and size of143
floes and melt ponds. The new parameterization allows the drag coefficients to be coupled144
to the sea ice state and therefore to evolve spatially and temporally. For more detail on the145
implementation we refer the reader to Tsamados et al. (2014). Note that in contrast to the146
earlier implementations of form drag in Tsamados et al. (2014) or Hunke (2014) we set the147
Stanton coefficient, αh, to be proportional to the oceanic neutral drag coefficient, Cdw.148
As a default setting we choose αh = Cdw/2, to be consistent with airborne measurements149
of neutral drag coefficients for heat and momentum over the Arctic sea ice (see for example150
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Schro¨der et al. (2003), Figure 6 b). Note that during the melt season when false bottoms151
(or any accumulation of low salinity water at the ice-ocean interface) cover a sufficiently152
large portion of the pack ice and limit bottom heat flux, reducing the parameter αh can153
be qualitatively justified. As a simple representation of false bottoms, we therefore modify154
the ice-ocean heat transfer coefficient according to the melt pond concentration at the ice155
surface.156
For lateral melt we use the parameterization of Maykut and Perovich (1987) and Steele157
(1992) as implemented in CICE158
∂A
∂t
= −wlat pi
αL
A, (1)
where A is the sea ice concentration, L is the typical floe diameter (set as a default in159
CICE to L = 300 m), α is a geometrical parameter, and wlat is the lateral melting rate,160
parameterized as in Perovich (1983), wlat = m1∆T
m2 (m1 = 1.6, m2 = 1.36).161
We now describe the implementations that are currently unique to our developmental162
branch of CICE.163
b. Additional processes implemented in this study164
(i) Prognostic mixed layer model in the Arctic165
The default stand-alone configuration in CICE uses a fixed slab ocean mixed layer (ML)166
with a prognostic ML temperature, Tmix, but a prescribed ML salinity from climatology,167
Smix, and a constant ML depth, hmix = 20 m. Here we include the bulk ML model of Petty168
et al. (2014) that was used to investigate shelf water formation around Antarctica. This169
simple prognostic mixed layer model allows the temperature but also the salinity and the170
depth of the ML to evolve under the influence of surface and deep-ocean heat/salt fluxes.171
The model is based on the turbulent energy budget approach of Kraus and Turner (1967),172
which assumes that temperature and salinity are uniform throughout the mixed layer, and173
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that there is a full balance in the sources and sinks of turbulent kinetic energy. The ML174
entrainment rate is then calculated by balancing the power needed to entrain water from175
below with the power provided by the wind and the surface buoyancy fluxes (see Petty et al.176
(2014) for further details about this model choice).177
At the surface the mixed layer receives a heat flux from the ice (Fice + Fswthru, figure178
1) and open-ocean fractions (Fs/w, figure 1) (all fluxes are positive downwards) and a salt179
flux calculated in CICE as a combination of ice/snow growth/melt (F Sice, figure 1) and pre-180
cipitation and evaporation (F Spe, figure 1) (note that the rainfall and melt water on sea ice181
is assumed to percolate through the sea ice and enters the ML). In the winter as the ML182
deepens, heat and salt from the ocean below at the temperature, Tb, and salinity, Sb, are183
entrained in the ML (respectively fluxes, Fbot and F
S
bot, figure 1), while in the summer as the184
ML shallows and leaves behind a layer of Winter Water there are no heat or salt fluxes at185
the bottom of the ML. In our implementation we introduce a minimum ML depth, hminmix,186
and assume that there are no heat and salt exchanges between the ML and the ocean below187
when the ML reaches this minimum.188
We apply a slow (τr = 20 days) temperature restoring of the ML temperature towards189
a monthly climatology of the 10 m depth reanalysis temperature taken from MYO-WP4-190
PUM-GLOBAL-REANALYSIS-PHYS-001-004 reanalysis (Ferry et al. 2011) (hereafter noted191
MYO). This temperature restoring can be seen as a parameterization of the advection of heat192
in the upper ocean. The weak temperature restoring is consistent with model results from193
a coupled ice-ocean model (Steele et al. 2010) that found in the Arctic advection under the194
pack ice to be relatively small in comparison with surface heat fluxes. To represent oceanic195
heat flux convergence melting sea ice at the ice edge (Bitz et al. 2006), we adopt a faster196
temperature restoring (τr=2 days) when Tmix > T
MYO
mix + 0.2. Note that the value of 0.2
◦
197
C is large enough to ensure that the fast restoring mainly occurs in the winter around the198
ice edge. This ad-hoc method is equivalent to applying an additional heat flux to the ML,199
Fadv = (Tmix−TMYOmix )/(τrρwcphmix) (see figure 1 a). The fast temperature restoring is mostly200
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important in controlling the winter sea ice extent while the slow temperature restoring acts201
as a heat sink for the ML in the summer.202
In addition to this temperature restoring we use a slow (365 days) restoring to the sea203
surface salinity in the ML. In our new prognostic ML setup the freezing temperature of the204
mixed layer is updated to account for the modified salinity of the ML. As the ML shallows205
at the onset of melt, Winter Water is left behind in the deep ocean grid. The deep ocean206
salinity and temperature are then slowly restored with a time scale of 1 year to a winter207
(January 1st) climatology (1993-2010) from the MYO reanalysis. The ocean properties below208
the mixed layer are therefore relaxed towards observed climatology; isolating the effect of209
surface forcing and allowing us to understand short term (seasonal) variations in the ML.210
(ii) Lateral melting and floe size distribution211
We generalize the lateral melt parameterization of equation (1) to account for a power212
law distribution of floe sizes, in order to be consistent with observations (e.g. Herman (2010)213
and references therein). In our new lateral melt parameterization scheme, the variable L in214
equation (1) represents the average floe size instead of representing a unique floe size as in215
the default lateral melt scheme.216
For typical winter pack ice L ≥ 100 m (Weiss and Marsan 2004) and lateral melting is217
negligible in comparison to bottom and surface melting (Steele et al. 1989). In summer, the218
average floe size decreases and the relative importance of lateral melting to basal melting219
increases as the ratio of perimeter to area increases. Wave-ice interaction fractures the ice220
and leads to smaller floes in the marginal ice zone. The average floe size typically varies221
with the ice concentration and was parameterized in the marginal ice zone by Lu¨pkes et al.222
(2012) to be:223
L = Lmin
(
A?
A? − A
)β
, (2)
where A? is introduced instead of the value 1 to avoid a singularity at A = 1, the exponent β224
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is chosen in the range 0.2 to 1.4 (β = 0.5 in this study), and Lmin is a characteristic minimal225
floe size (Lmin = 8m in this study). Here, we have extended this parameterization to the226
entire ice cover, but note that in the case where L ≥ 100 m the contribution from lateral227
melting becomes negligible and the floe size parameterization becomes irrelevant to lateral228
melt.229
In the appendix we show that if one uses a power law floe size distribution, then the230
total lateral melt is reduced relatively to the situation with a unique floe size. Lateral melt231
is reduced by a factor P0(ζ) applied to the right hand side of equation (1),232
∂A
∂t
= −P0(ζ)wlat pi
αL
A, (3)
where ζ is the power exponent of the power law distribution nr(r), with
nr(r)
pir2
, being the233
number of floes of size r per unit area. Typical observed values of ζ are in the range 1 to234
2 with the corresponding values of the attenuation pre-factor, respectively P0(1) = 0 and235
P0(2) = 0.75. In this study we choose ζ = 1.13 and P0(1.13) = 0.2. We should note that the236
choice of the exponent ζ is subjective and needs to be constrained further from observations.237
(iii) Three equation boundary conditions238
The Maykut and McPhee (1995) formulation of the heat flux from the ocean into the ice,239
Fice (see section 2a), depends on the interfacial temperature, T0. As discussed in Schmidt240
et al. (2004), the interfacial temperature can be chosen in models as: (i) a constant freezing241
temperature of sea water (typically sea water at a salinity of 34 PSU); (ii) the freezing242
temperature of the ML (default option in CICE); or (iii) the freezing temperature, Tf , of the243
sea water directly below the sea ice with the interfacial salinity, S0, that in the summer can244
be fresher than the water in the ML due to the freshwater fluxes associated with melting.245
In this latter case one must solve the following system of three equations described in Notz246
(2005) and McPhee (2008):247
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− Fcondbot + ρwcpαhu∗0 (Tmix − T0)− qh˙0 = 0, (4)
αsu
∗
0 (Smix − S0) + h˙0 (Sice − S0) = 0, (5)
T0 = Tf (S0) ' −mS0, (6)
where Fcondbot is the downward ice conductive heat flux at the basal surface, q is the enthalpy248
of new ice forming with the salinity and freezing temperature of the sea surface and h˙0 is the249
rate of ice growth at the ice-ocean interface. Tmix and Smix are respectively the temperature250
and salinity of the mixed layer. The exchange coefficients for salinity and heat are different251
under melting conditions, αs = αh/50 and under freezing conditions, αs = αh (McPhee252
2008).253
Note that this is a new parameterization scheme included in CICE. We solve the system254
of equations (4)-(6) separately for each ice thickness category and save T0, S0 as well as all255
fluxes as output variables. Note that this parameterization scheme is only operational in256
CICE when the mushy layer parameterization of Turner et al. (2013) is switched on.257
c. Reference model run and sensitivity model runs258
We describe in this section our chosen reference run and model sensitivity runs. Our259
ambition is not to find an optimal model configuration but instead to test the impact of the260
model physics on a sufficiently realistic model configuration. The reference configuration261
follows largely from previous work by Tsamados et al. (2014) and Schro¨der et al. (2014) that262
included several recent model developments (see section 2a) and was able to demonstrate263
good agreement to the observed September sea ice extent. In addition our reference model264
configuration was chosen to reproduce reasonably well the main sea ice characteristics in the265
summer months, in particular the sea ice concentration in August that is often underesti-266
mated in models (Notz 2013). Because they are implemented in CICE for the first time, we267
focus in particular in our sensitivity study on the processes described in section 2b.268
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In the reference run, REF, most model implementations described in sections 2a and b269
are switched on, namely: the prognostic mixed layer of Petty et al. (2014); the three equation270
boundary condition treatment of the ice-ocean interface; the mushy layer thermodynamic271
implementation of Turner et al. (2013); the form drag parameterization of Tsamados et al.272
(2014); a heat transfer coefficient proportional to the oceanic neutral drag coefficient, αh =273
Cdw/2. On the other hand the new lateral melt parameterization is not used.274
In addition to the REF run we perform a series of sensitivity runs. We adopt for each275
physical process a simple on-off approach where each additional model run contains a sim-276
ple modification with respect to the REF run. The names and changes in these sensi-277
tivity runs are as follows. In MLD CST we use the default fixed depth slab ocean ML278
described in 2i); in MLD MIN 2M we set the minimum allowed ML depth to hmix = 2 m;279
in NO 3EQTN we revert to the default boundary condition treatment with T0 = Tf (Smix)280
(see 2iii); in NO MUSHY we replace the mushy parameterization and flushing of Turner and281
Hunke (2015) by the fixed salinity profile scheme of Bitz and Lipscomb (1999) (section 2a);282
DBL ALPHA H, DBL ALPHA H / NO 3EQTN and DBL ALPHA H / NO MUSHY are283
the same as REF, NO 3EQTN and NO MUSHY but with a doubling of αh (section 2a); in284
NO POND we artificially set the thickness of the melt ponds to zero; in FALSE BOTTOM285
to simply model the impact of under ice fresh water accumulation on the bottom heat flux we286
double αh where melt ponds cover more than 20% of the ice surface; in NO FORM DRAG we287
switch off the Tsamados et al. (2014) form drag parameterization (section 2a); in LAT MELT288
we switch on the lateral melt parameterization described in section 2b; finally in SST TIME289
we restore the sea surface temperature to the time dependent temperature of the MYO290
reanalysis surface ocean temperature over the period 1993 to 2010 (because the ocean re-291
analysis is limited to this period). All the sensitivity runs are summarized in table 1.292
All simulations are run in stand-alone mode on a 1◦ tripolar (129× 104) grid that covers293
the whole Arctic Ocean (note that the Hudson Bay and part of the Canadian Archipeleago294
are treated as land) with a horizontal grid resolution of around 50 km. Atmospheric forcing295
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data are taken from the NCEP-NCAR reanalysis (Kanamitsu et al. 2002): 6-hourly 10-m296
winds, 2-m temperatures and 2-m humidity, daily shortwave and longwave radiation as well297
as monthly snowfall and precipitation rates. Sea surface temperature (SST) and salinity298
(SSS) are taken from the MYO reanalysis (Ferry et al. 2011) to initialize the Arctic sea ice299
state. Climatological monthly means from Ferry et al. (2011) are used for the ocean currents300
(depth of 10 m). Starting with an homogeneous sea ice with thickness of 2.5 m, a snow301
depth of 20 cm and a concentration of 100% the reference model, REF, is spun up for 10302
years (1980-1989) once. This configuration is used as initial condition for all the simulation303
runs described in table 1 that are then run for a period of 24 years (1990-2013).304
3. Results of a sensitivity study305
a. Relative importance of top, bottom and lateral melt306
In this section we describe the impact of the various parameterization schemes on the307
summer Arctic sea ice-mixed layer state. Figure 3 shows the mean seasonal and inter-annual308
mixed layer temperature Tmix (figure 3 a and b), mixed layer salinity Smix (figure 3 e and f),309
and mixed layer depth hmix (figure 3 i and j) for each model simulation. To decompose the310
thermodynamic response of each model simulation and to quantify the relative importance311
of top, bottom and lateral melt, figure 3 shows the mean seasonal and inter-annual surface312
melt rate (figure 3 c and d), bottom melt rate (figure 3 g and h) and lateral melt rate (figure313
3 k and l).314
Looking first at the mean upper ocean characteristics, we see that the seasonal cycle of315
hmix is important in controlling the temperature and salinity of the ML. From a simple heat316
and salt conservation argument (equations 14 and 15 in Petty et al. (2014)) the shallowing of317
the ML in the summer season results in an increase of the average Tmix (figure 3 a), from an318
average maximum in July of ∼ −1.0◦ C in MLD CST to ∼ −0.8◦C in REF and ∼ −0.5◦C319
in MLD MIN 2M and a reduction of the average minimum SSS in July (figure 3 e) from320
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∼ 31.3 PSU to ∼ 29 PSU and ∼ 27.4 PSU. In addition to the seasonal dependence the ML321
appears to be warming (figure 3 b) and freshening (figure 3 f) over the last 2 decades in322
July and this trend is stronger for the shallower summer ML in MLD MIN 2M. Interestingly,323
despite having a thicker hmix, NO MUSHY displays very similar Tmix characteristics as in324
MLD MIN 2M. This reflects the additional incoming solar radiation in this model run that325
was shown by Turner and Hunke (2015) to be related to the reduced flushing rate in the Bitz326
and Lipscomb (1999) parameterization resulting in a larger pond area fraction and a lower327
albedo. The summer Tmix climatology in NO 3EQTN, NO FORM DRAG, NO POND and328
SST TIME is lower than REF by approximately 0.1◦C. Note also that in SST TIME there329
is a strong warming trend of the ML and the interannual variability of Tmix is much larger330
than in REF. This points to the importance of the oceanic temperature restoring scheme331
used in a stand-alone setting. These variations in the mean ML characteristics can help us332
explain the differing bottom and lateral melt rates from each simulation as discussed next.333
The bottom and lateral heat fluxes scale respectively with ∆T and ∆Tm2 (∆T = Tmix−334
T0, see section 2c). Intuitively one might therefore expect a higher summer Tmix will con-335
tribute to an increase in the bottom and lateral heat flux. However, a fresher ML results in336
an increased freezing temperature at the ice-ocean interface (here we assume T0 = TF (Smix))337
which will reduce the bottom and lateral heat flux. Comparing MLD CST and REF in338
figure 3 g and h, we can see that despite the higher Tmix in the REF simulation, the im-339
pact on the average local bottom melt is negligible. In the MLD MIN 2M and NO MUSHY340
simulations, however, the increase in Tmix compared to REF appears sufficient to cause341
a significant increase in the bottom and lateral melt (see figure 3 h and l). Finally, the342
NO 3EQTN simulation demonstrates the insulating effect caused by switching on the three343
equation boundary conditions. Indeed despite the higher Tmix throughout summer in the344
REF simulation, the bottom melt rate is significantly higher on average for NO 3EQTN.345
This can only be explained by the larger interfacial temperature in REF (not shown) that,346
in contrast to NO 3EQTN, is taken as the freezing temperature of the fresher water directly347
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below the sea ice (see equations (4)-(6)).348
The mean seasonal (figure 3 (c), (g) and (k)) and annual time-series (figure 3 (d), (h)349
and (l)) of the basin average surface, bottom and lateral melt rates show that the bottom350
melt is the strongest contributor to the total melt (up to ∼ 1.5 cm/day in July for REF ).351
The top melt is the second strongest contribution (up to ∼ 1.25 cm/day in July for REF )352
and, as expected, is largely insensitive to modifications to the ML. Except in the case of the353
floe size dependent lateral melt parameterization, LAT MELT, the contribution from lateral354
melt is on average small (up to ∼ 0.25 cm/day in July for REF ). For the REF simulation355
in July, surface melt shows the highest interannual variability, with a standard deviation of356
0.41 cm/day (figure 3 d), compared with 0.29 cm/day for bottom melt (figure 3 h) and 0.06357
cm/day for lateral melt (figure 3 l). These results suggest that in our model implementation,358
interannual variability of the summer sea ice characteristics (area, extent, volume) will be359
dominated by the surface melt processes. This could explain why the inclusion of a realistic360
description of surface melt ponds in CICE results in significant skill in reproducing and361
forecasting the September sea ice extent (Schro¨der et al. 2014). Note also that the lower362
interannual variability in REF (0.29 cm/day) compared to SST TIME (0.36 cm/day) could363
indicate that the simulations without temperature restoring to a time dependent reanalysis364
might underestimate the true variability of the upper ocean temperature and salinity.365
Figure 4 decomposes the changes in the total volume of ice into its various thermody-366
namic components during ice growth (congelation growth, frazil ice formation and snow367
ice formation) and ice melt (surface melt, bottom melt and lateral melt). Figure 4 shows368
that the mean annual ice growth is dominated in all sensitivity simulations by congela-369
tion growth (+9500km3 in REF ), followed by frazil ice formation (+4100km3 in REF ), and370
snow ice formation (+800km3 in REF ). The mean annual ice melt is dominated by bot-371
tom melt (−10000km3 in REF ), followed by surface melt (−3200km3 in REF ) and lateral372
melt (−1200km3 in REF ). In all the simulations, the total annual ice melt and growth373
largely cancel each other out over the full annual cycle, leaving only a small negative term374
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associated with the expected ice volume decline over the 1993 to 2010 period. The differ-375
ences in the mean total sea ice volume across all simulations occurs in a transient period of376
up to five years from 1990 to 1994 (not shown). Three simulations stand out in figure 4,377
NO MUSHY, LAT MELT and SST TIME. Relative to REF, NO MUSHY shows an overall378
increase in congelation growth (+3750km3) and a reduction in surface melt (−900km3) and379
lateral melt (−200km3), compensated by a decrease in frazil ice formation (−3100km3) and380
an increase in snow ice formation (+850km3) and bottom melt (+950km3). The increase in381
lateral melt in LAT MELT (−2500km3) is largely compensated by a reduction in bottom382
melt (+2200km3) reflecting the fact that the heat available in the ML to melt the ice from383
below is divided between lateral and bottom melt. In SST TIME, a large increase in frazil384
ice formation is compensated by less congelation growth and increased bottom melt. These385
compensating effects are examples of the negative feedback processes that take place during386
the thermodynamic cycle of sea ice.387
Decomposing the total ice melt shows that bottom melt accounts for more than two388
thirds of the total ice melt, top melt accounts for almost a third of the total and lateral389
melt contributes less than 10%. Looking at the ice melt across individual months (not390
shown) shows that a significant fraction of the total bottom melt occurs outside the summer391
melt season (from September to April), featuring monthly ice melt volumes of −2000km3392
to −5000km3. Over the same monthly time period, the contribution to the total melt from393
surface and lateral melt is small. Looking at maps of ice melt (similar to figure 6) for394
the September to April months (not shown) demonstrates that this ‘winter’ bottom melt395
contribution occurs mainly around the ice edge, driven by warm southern Atlantic and396
Pacific waters. In the REF simulation, the monthly (inter-annual) mean ice melt in June,397
July and August is −6000km3, −28000km3 and −5000km3 for surface melt, −22000km3,398
−38000km3 and −22000km3 for bottom melt and −4000km3, −5000km3 and −3000km3 for399
lateral melt.400
We now look at the spatial pattern of the surface (figure 5), bottom (figure 6) and lateral401
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(figure 7) melt for each simulation for July (the maximum melt month). In these figures,402
absolute melt rates are shown for REF, while relative values are shown for all other model403
runs. Looking first at the absolute values of the melt rates in REF we see that the mean404
July surface melt rate is high (∼ 1.5 cm/day) over most of the Arctic basin and is low (< 0.5405
cm/day) over the Fram Strait, the ice edge and the region of thicker ice north of Greenland406
and the Canadian Archipelago. Note that the regions of increased surface melt correspond to407
regions of larger than average pond coverage (not shown). The bottom and lateral melt rates408
are higher (≥ 1.5 cm/day and ≥ 0.25 cm/day respectively) in regions of low concentration409
(A < 80%), where solar radiation can penetrate the upper ocean and increase the mixed410
layer temperature.411
Figure 5 shows that model runs using the Bitz and Lipscomb (1999) parameterization for412
salinity and flushing (NO MUSHY, DBL ALPHA H / NO MUSHY and FALSE BOTTOM )413
result in a large increase in surface melt (+0.25 cm/day to +0.5cm/day). This is the result414
of a slower flushing of melt ponds resulting in a lower surface albedo and higher incoming415
solar radiation. This in-turn leads to increased heat transfer to the mixed layer and an416
increase bottom (+0.25 cm/day to +1.0cm/day) and lateral melt rate (up to +0.1 cm/day)417
over most of the Arctic Ocean. The similarity in the spatial patterns of bottom and lateral418
melt DBL ALPHA H / NO MUSHY and FALSE BOTTOM demonstrates that reducing419
the heat transfer coefficient only in those location that present large coverage of ponds420
(pond area larger than 20%) is sufficient to significantly reduce the oceanic melt. This hints421
to the potentially important role of under ice melt ponds and false bottom formation in422
controlling the sea ice state.423
In LAT MELT we observe a large increase of lateral melt over the ice edge (≥ 0.5 cm/day)424
that is accompanied by a reduction in bottom melt (≤ −0.5 cm/day). This highlights that425
if more heat is used to melt the ice laterally, less heat is available for bottom melt. Figure426
5 shows a decrease in NO FORM DRAG of bottom melt under heavily ridged ice north of427
Greenland and the Canadian Archipelago (≤ −0.25 cm/day) that we attribute to a reduction428
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in NO FORM DRAG with respect to REF of the oceanic drag coefficient, Cdw, and hence429
a reduction in the heat transfer coefficient, αh = Cdw/2.430
Other interesting spatial features include the near identical spatial patterns of bottom431
and lateral melt rates in MLD CST and NO POND which mirror the melt rates observed432
in MLD MIN 2M. We also note that turning off the 3 equation boundary conditions in the433
NO 3EQTN simulation results in an increased bottom and lateral melt in the marginal ice434
zone. In order to fully understand the pattern of the melt rates discussed above we now look435
at the impact on the main sea ice and mixed layer characteristics.436
b. Regional sea ice and mixed layer patterns437
The ice cover is a complex heterogeneous system and in this section we assess how438
different regions respond to the different physical parameterization schemes. For all model439
simulations (described in table 1) we calculate for each model grid cell a climatology (over440
the period 1993 to 2013) of sea ice concentration (A), sea ice thickness (H), ML temperature441
(Tmix) and ML salinity (Smix). As discussed in the introduction, the main focus of this study442
is in understanding the sensitivity of sea ice melt to various sea ice physics parameterization.443
Nevertheless, our reference run was chosen to agree qualitatively with ice concentration data444
obtained from the Special Sensor Microwave Imager (SSM/I) passive microwave radiometer445
and with ice thickness from the Pan-Arctic Ice Ocean Modeling and Assimilation System446
(PIOMAS).447
Comparing hmix from Ice Tethered Profilers (ITP) measurements (2004-2013) and the448
MYO reanalysis we find that the simulations presented in this study featuring only a simple449
prognostic ML model reproduce also qualitatively the shallow and stable ML observed across450
the Arctic (see also Peralta-Ferriz et al. (2014)). In the summer the REF simulation and451
the MYO reanalysis show a shallower ML depth than the ITP measurements, including a452
minimum depth of hmix ∼ 10 m over the entire Arctic Ocean. The REF simulation ML453
depths agree with the ITP measurements in the Beaufort Sea but underestimate the ML454
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depths in the pack ice north of Greenland. Similar maps of the mixed layer temperature455
(Tmix) and salinity (Smix) (not shown) illustrate the tendency of the REF simulation to456
overestimate (both against ITP and MYO) the heating of the ML in August, which in turn457
results in additional melt and a lower Smix.458
In figures 8 to 11 we show maps of the main sea ice and mixed layer characteristics.459
We show the absolute values for the reference REF simulation and the relative values with460
respect to REF for all other model simulations. We have computed these maps for all months461
but choose here to only show August. This choice is motivated first by the fact that August462
has the largest differences between the different sensitivity model runs in our study and also463
because August sea ice concentration is often underestimated in current sea ice models (Notz464
2013).465
Comparing first REF, MLD CST and MLD MIN 2M we see that switching off the prog-466
nostic mixed layer results in a large increase in ice concentration (A> +10%, figure 8) and467
decrease in the ML temperature (Tmix< −0.4◦C, figure 10) over most of the eastern Arctic468
Ocean (where A < 80%, figure 8). Reducing the value of the minimum mixed layer depth469
(to hmix = 2 m) has the opposite effect and results in a large decrease in concentration470
(A< −10%, figure 8) and increase in the ML temperature (Tmix > +0.4◦C) over the same471
region. The impact on ice thickness is more diffuse, with a homogeneous increase in the472
mean ice thickness (+10cm-25cm, figure 9) over most of the Arctic basin for MLD CST and473
a corresponding increase in the mixed layer salinity (> +2, figure 11). MLD MIN 2M shows474
a decrease in ice thickness (−50cm to −100cm) over a similar region to MLD CST and a475
corresponding decrease of the mixed layer salinity (< −2 PSU). This indicates that to a476
leading order, the ML temperature tends to evolve with sea ice concentration (due to mod-477
ified incoming solar radiation) while the ML salinity evolves with ice thickness (due to salt478
exchanges during ice melt/growth). Note that these results hold also in July and throughout479
the summer season (not shown).480
We now turn to REF, NO 3EQTN and NO MUSHY (results for DBL ALPHA H, DBL ALPHA H481
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/ NO 3EQTN and DBL ALPHA H / NO MUSHY are qualitatively similar) to quantify the482
impact of the sea ice salinity dynamics, flushing and three equation boundary condition on483
the sea ice and ML. Because of the larger incoming solar radiation associated with the default484
halodynamic model of Bitz and Lipscomb (1999) and the default CICE flushing parameter-485
ization, sea ice concentration is reduced in NO MUSHY with respect to REF by more than486
10%, sea ice thickness is reduced by more than 1m, Tmix is lower by more than 0.4
◦C, and487
Smix is lower by 0.5− 1 PSU over most of the Arctic Ocean. Note that FALSE BOTTOM,488
the simulation that uses the same Bitz and Lipscomb (1999) parameterization has a similar489
low sea ice state bias. Comparing REF and NO 3EQTN, we see that the differences are490
smaller (∆A ∼ −5%, ∆H ∼ −20cm, ∆Tmix ∼ +0.3◦C and ∆Smix ∼ 0 PSU), the impact is491
localised over the marginal ice zone and happens almost exclusively in the summer season492
(June and July not shown). This is consistent with the larger melt rate in this region in493
NO 3EQTN and reflects the fact the 3 equation boundary condition is most effective where494
there is a source of fresh melted water at the ice-ocean interface, hence lowering the inter-495
facial salinity, S0, and reducing the bottom heat flux (see equations (4) to (6) in section496
2b).497
The impact of switching off the form drag parameterization of Tsamados et al. (2014) in498
NO FORM DRAG is spatially bi-modal; increasing the summer concentration (marginally),499
ice thickness (∆H ∼ +1m) and ML salinity (∆Smix ∼ 1 PSU) in the heavily ridged regions500
north of Greenland and the Canadian Archipelago, and decreasing the ice concentration501
(∆A ∼ −10%) and ice thickness (∆H ∼ −25cm) while increasing the ML temperature502
(∆Tmix ∼ +0.3◦C) over the Russian continental shelves. As discussed in section 3a, these503
differences can be largely explained by increased (reduced) interfacial heat fluxes due to the504
higher (lower) than average atmospheric and oceanic heat exchange coefficients in the former505
(later) regions when the form drag is accounted for.506
Switching off the melt ponds in NO POND results, as expected, in a large increase in507
the concentration and volume of ice throughout the summer season, due to a lowering of the508
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incoming solar radiation, Fs. In August, for example, the patterns are similar, albeit more509
intense, to MLD CST with a large increase of A and decrease of Tmix over most of the eastern510
portion of the Arctic Ocean and a more homogeneous increase of Smix and H. Interestingly511
FALSE BOTTOM performs very much like NO MUSHY (and less like DBL ALPHA H512
/ NO MUSHY ), indicating that reducing the bottom heat flux whenever melt ponds are513
prevalent could play an important role in accurately simulating the total mass balance of514
the Arctic sea ice cover.515
Introducing the new lateral melt parameterization in LAT MELT results in a significant516
decrease of concentration (∆A ∼ −7.5%) and thickness (∆H ∼ −20cm) in the marginal ice517
zone, but without noticeable changes of the mixed layer salinity and temperature.518
c. Impact on the main sea ice characteristics519
We now assess the main sea ice characteristics from the various model simulations over520
the entire Arctic basin. This provides a simple overview of the sea ice response to prescribed521
atmospheric and oceanic forcing. In figure 12, we look at the impact of the new model522
physics on the total ice area (figure 12 a-c), total ice extent (figure 12 d-f), and total ice523
volume (figure 12 g-i). To distinguish between the different model responses shown in figure524
12 we present in figures 13 (a-c) and 14 (a-c) a series of scatter plots showing the average525
and trend in sea ice area (SIA), sea ice extent (SIE, defined as the total area covered by ice526
with a concentration higher than 15%)) and sea ice volume (SIV) over the period 1993 to527
2010 in August and September (note that we use the same colour scheme as in figure 12).528
The slightly shorter time period chosen reflects the time span of the SST TIME simulation529
that is limited by the MYO reanalysis data used. Note that the results shown on figures 13530
and 14 are similar over the period 1993 to 2013.531
In order to assess the inter-annual variability of the model simulations, we also calculate532
the correlation and de-trended correlation between each model run annual time-series (SIA,533
SIE and SIV) and the corresponding observational dataset. Figures 13 (d-f) and 14 (d-f)534
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show these results in a scatter plot format respectively in August and September. Note535
that we choose to compare the SIA and SIE results to the Bootstrap processing of passive536
microwave data (Comiso 2000). While absolute values between NASA Team and Bootstrap537
sea ice concentration vary considerably in the summer, the detrended time series are similar.538
For comparison purposes we also show a point corresponding to the Schro¨der et al. (2014)539
model setup that we refer to as SFFT14.540
Figures 13 and 14 reveal that the physical processes tested in this study introduce a wide541
spread in the main sea ice characteristics in both the mean and the trend. In September542
the average SIA ranges from 3.1 × 106 km2 (NO MUSHY ) to 5.1 × 106 km2 (SST TIME ),543
the average SIE from 4.5 × 106 km2 (DBL ALPHA H / NO MUSHY ) to 6.2 × 106 km2544
(SST TIME ) and the average SIV from 4.0× 106 km2 (DBL ALPHA H / NO MUSHY ) to545
12.7×106 km2 (SST TIME ). The September SIA trend ranges from −1700×106 km2/decade546
(SST TIME ) to −750× 106 km2/decade (NO POND), the SIE trend ranges from −1400×547
106 km2/decade (SFFT14 ) to −620 × 106 km2/decade (MLD CST ), and the SIV trend548
ranges from −3.9 × 1012 m3 (SST TIME ) to −1.6 × 1012 m3/decade (DBL ALPHA H /549
NO MUSHY ).550
Looking in more detail at the individual runs in figures 13 a-c and 14 a-c, we see that551
the average SIA, SIE and SIV (to a lesser degree) of most model simulations are larger than552
for the SFFT14 simulation of Schro¨der et al. (2014) and closer to the passive microwave553
observations (not closer to PIOMAS). The only simulations that have similar SIA and SIE554
(but lower SIV) to the SFFT14 run are NO MUSHY and DBL ALPHA H / NO MUSHY555
that use the same thermodynamic treatment of the ice Bitz and Lipscomb (1999) and the556
same parameterization of the flushing of melt ponds (Turner and Hunke 2015) as is used in557
Schro¨der et al. (2014). Two outlier runs on figure 12, NO MUSHY (and DBL ALPHA H /558
NO MUSHY not shown) and SST TIME (and to a lesser degree NO POND), show a very559
low and high total volume of ice throughout the season (figures 12 (g-i)). In SST TIME we560
use a time dependent SST from the MYO reanalysis which is equivalent to modifying the561
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oceanic flux Fadv shown on figure 1. As clearly demonstrated in Turner and Hunke (2015),562
by introducing a new mushy layer thermodynamic scheme (Turner et al. 2013) (NO 3EQTN563
and REF ), we also modify the flushing parameterization used in the earlier setup of CICE564
(Bitz and Lipscomb 1999) (NO MUSHY ). This results in less melt pond water being flushed565
in the summer in NO MUSHY as opposed to in NO 3EQTN (or REF ) which lowers the566
albedo and increases the incoming shortwave radiation penetrating the sea ice and mixed567
layer system, resulting in a strong reduction in sea ice volume as shown in figures 12 (g-i).568
This is also highlighted by the additional ice surface heat flux Fs, in REF compared to569
NO MUSHY. Inversely, in NO POND where the thickness and area of the melt ponds are570
set artificially to zero, the surface heat flux, Fs, is reduced, resulting in less ice melt and a571
slower ice edge retreat (see figures 12, 13 and 14).572
Observed differences in the mean sea ice characteristics between the various model sim-573
ulations can also be related to a shift in their seasonal responses. As highlighted in figure574
12, introducing a prognostic ML results in an overall depletion of ice across the Arctic (in575
both thickness and concentration). From figure 12 g (but also a and d) we see that from576
January to May, the sea ice in the reference run REF does grows slower than in MLD CST.577
We attribute this to the entrainment of warm water from the deeper ocean as the mixed578
layer deepens from about 30 m in January to about 50 m in May, resulting in a large pos-579
itive bottom flux Fbot (figure 2) that is not present in the MLD CST run. Looking at the580
mean ice growth and melt contributions in figure 4 and for individual months shows that the581
difference is due to less frazil ice formation in REF between January and May as discussed582
in section 3a583
As expected, the trends in SIV correlate with the mean SIV (see figures 13 c and 14584
c). For example, the ice covered area ice in August in SST TIME is almost double that of585
NO MUSHY and melting sea ice at the same volume per decade in both runs would require586
a significant increase in the local melt rates that has no physical justification. Hence, the sea587
ice volume trend is more than halved in NO MUSHY (−1.7×1012m3/decade in September)588
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in comparison to SST TIME (−4× 1012m3/decade in September) as shown in figure 14 c.589
We turn now to the scatter plot correlations presented in figures 13 d-f and 14 d-f. In the590
following discussion we denote R the correlation and R? the detrended correlation. Figure591
13 d-f shows that apart from SFFT14 and SST TIME, all other runs perform relatively592
poorly in reproducing the observed variability in the August SIA (R ≤ 0.75 and R? ≤ 0.45)593
and only slightly better for the SIE (R ≤ 0.85 and R? ≤ 0.6) and SIV (R ≤ 0.88 and594
R? ≤ 0.63). The September correlations (figures 14 d-f) are higher in all simulations for SIA595
(0.86 ≤ R ≤ 0.95 and 0.6 ≤ R? ≤ 0.86) and SIE (0.82 ≤ R ≤ 0.95 and 0.53 ≤ R? ≤ 0.86)596
and similar for SIV (0.86 ≤ R ≤ 0.92 and 0.45 ≤ R? ≤ 0.8). The SFFT14 and SST TIME597
runs still perform best across all characteristics but note that NO MUSHY, DBL ALPHA H598
/ NO MUSHY, DBL ALPHA H / NO 3EQTN, FD/OFF and DBL ALPHA H also perform599
well (in decreasing order) in representing the observed interannual variability of the SIE.600
Summarising figures 12, 13 and 14 one can conclude that introducing the new physical601
parameterizations schemes described in section 2 and, in particular, the new mushy-layer602
thermodynamic approach of Turner et al. (2013) can improve the main basin average char-603
acteristics of the sea ice with respect to the SFFT14 setup. The improvement is particularly604
clear for the August SIA and SIE and the September SIA. However, the potential improve-605
ment in simulating the sea ice trends is not so clear, where we see an improvement in the606
August SIE trend but a deterioration of the SIV trends. The inter-annual variability of607
the main sea ice characteristics quantified by the correlation coefficients, R and R?, figures608
13 and 14 show that the model simulations (with the exception of SST ) do not perform609
as well as the SFFT14 simulation. To understand these differences one must realise that610
inter-annual variability is dependent on the mean state of the ice pack. We expect, for ex-611
ample, a thinner and less concentrated sea ice cover to be more responsive to interannual612
variability in the external forcing. This highlights the fact that even within a stand-alone613
setup, tuning a sea ice model to reproduce simultaneously the mean, trends and interannual614
variability of the main sea ice characteristics is a delicate exercise. Interestingly we find that615
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the SST TIME simulation outperforms all other model runs in almost every single category616
both in terms of averages and correlations (note that the SFFT14 run is better at capturing617
September SIE interannual variability). While this result is unsurprising in the sense that a618
time dependent sea surface temperature from reanalysis captures a large part of the inter-619
annual variability of the atmospheric and oceanic forcing as well as of the sea ice extent,620
it nevertheless highlights once more the importance of the upper ocean in driving the sea621
ice response and the coupled nature of the sea ice - mixed layer system (Toole et al. 2010;622
Perovich et al. 2014).623
4. Discussion and conclusion624
We have presented a stand-alone sea ice model sensitivity study focusing on the processes625
controlling the summer melt of Arctic sea ice. In addition to the parameterization schemes626
already implemented in the state of the art Los Alamos community sea ice model CICE,627
v5.0.2 (e.g. explicit melt ponds, a form drag parameterization, and a halodynamic brine628
drainage scheme) we implement in the model and test three new schemes: i) a prognostic629
mixed layer model; ii) a three equation boundary condition; and iii) a parameterization630
of lateral melting explicitly accounting for the average floe size and floe size distribution631
dependence. For each simulation, the total melt is decomposed into its surface, bottom and632
lateral melt components. While our modelling approach is limited in that the sea ice model633
is not coupled to an atmosphere or ocean model preventing a complete representation of634
feedback processes, it has the advantage that it disentangles model physics uncertainty from635
the internal variability inherent to a fully coupled model. The reference simulation of this636
stand-alone sea ice-mixed layer model was still able to simulate accurately the mean state,637
trends and inter-annual variability of the main Arctic sea ice cover characteristics (ice area,638
extent and volume).639
Our sensitivity study demonstrates that the various sea ice parameterization schemes640
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have the potential to significantly impact the sea ice and mixed layer characteristics on641
regional and basin scales. Introducing a prognostic mixed layer (ML) resulted in an overall642
decrease of sea ice across the Arctic (in both thickness and concentration). In this simulation,643
ice growth is reduced due to entrainment of warm water from the deeper ocean as the ML644
deepens from December to May, while ice growth is enhanced in Autumn due to a more645
rapid cooling of the shallow ML. Switching off the form drag parameterization increased ice646
thickness (∼ +1 m) over the heavily ridged regions north of Greenland and the Canadian647
Archipelago and reduced ice thickness (∼ −0.25 m) over the Russian continental shelves. We648
attribute this to the decreased (increased) surface and bottom melt in the former (latter)649
regions, due to the increased momentum and heat transfer coefficients in these deformed650
(undeformed) areas. The impact of the 3 equation boundary conditions was localized in651
the marginal ice zone and acts exclusively during summer, when the temperature difference652
between the ML and the ice-ocean interface that drives the bottom melt is reduced. The653
halodynamic brine drainage scheme resulted in a strong reduction in ice thickness (≥ 1 m),654
due to reduced flushing of melt ponds which lowers the surface albedo and thus results in655
additional absorption of solar radiation, increasing surface and bottom melt. Conversely,656
switching off the explicit melt pond scheme resulted in a large increase in sea ice thickness657
and concentration. Introducing the new parameterization of lateral melt resulted in a large658
increase in lateral melt over the ice edge that is accompanied by a reduction in bottom melt.659
Across all simulations, we find that bottom melt accounts typically for around two thirds of660
the total melt, surface melt accounts for nearly one third and lateral melt accounts for less661
than 10%.662
Quantitative optimization of the simulated sea ice and mixed layer against observations663
was not the primary goal of this study, and is a topic that will be pursued in future work664
in stand alone and ice-ocean coupled simulations. Nevertheless, this study reveals that such665
optimization is complex, and will likely require a trade-off between accurately simulating the666
mean ice state characteristics and capturing the inter-annual ice state variability. The sen-667
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sitivity of the inter-annual variability to different sea ice physics parameterization schemes,668
alludes to the importance of accurate sea ice physics representation in climate models, espe-669
cially when seeking skillfull seasonal sea ice forecasts. In particular, the difficulty in current670
sea ice models to reproduce and forecast years with anomalously high or low sea ice extent671
(Stroeve et al. 2014) is likely due to deficiencies in the physical representation of sea ice in672
these models. Moreover, the wide spread in the simulated mean state and trend of the main673
sea ice characteristics in our sensitivity study indicates that model physics uncertainty could674
dominate overall sea ice uncertainty in general circulation models (Massonnet et al. 2012).675
APPENDIX676
5. Appendix : Impact of floe size distribution on lateral677
melt678
(iv) Some preliminary equations and definitions679
Defining nr(r)dr as the area fraction covered by ice of size r one has the number of floes680
of size r per unit area as nr(r)
pir2
. To express nr(r) as a function of the floe area distribution681
ns(s) with s = pir
2 we need the identity:682
ns(s) =
nr(
√
s/pi)
2pi
√
s/pi
(5.1)
From now on we use the simplified notation n(r) instead of nr(r). We have the condition of683
normalization for n(r):684
∫ ∞
0
n(r)dr = 1 (5.2)
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For a total surface of ice A we can express the first average floe size r1 as:685
r =
∫ ∞
0
A
n(r)
pir2
rdr/
∫ ∞
0
S
n(r)
pir2
dr. (5.3)
Note that
∫∞
0
An(r)
pir2
dr is the total number of floes in that area S. Lets choose 2 function n(r)686
one for a fixed floe size case (n1(r)) and one for a power law FSD (n2(r)). We also assume687
that both have the same average floe size r. For the fixed floe size case, the normalization688
equation (5.2) is satisfied for n1(r) = δ(r − r). The normalization equation for n2(r) gives:689
∫ ∞
0
n2(r)dr =
∫ ∞
0
Cr−ζdr =
∫ ∞
rmin
Cr−ζdr = C
r−ζ+1min
ζ − 1 = 1. (5.4)
Therefore one can write:690
n2(r) = (ζ − 1)r−ζrζ−1min. (5.5)
Now the condition (5.3) can be written:691
∫ ∞
0
A
n2(r)
pir2
rdr/
∫ ∞
0
A
n2(r)
pir2
dr =
∫ ∞
0
r−ζ−1/
∫ ∞
0
r−ζ−2 =
ζ + 1
ζ
rmin = r. (5.6)
And we can write rmin as a function of r.692
(v) On why power law FSD melt less ice laterally than fixed floe size.693
We know that the rate of lateral melting of the total ice area is proportional to the total694
perimeter P of the floes:695
∂A
∂t
= −mP = −mP
A
A, (5.7)
where m is the lateral rate of melt (in cm/s). Lets calculate this perimeter for the two696
situations described above. Note both have the same average floe size r. We have697
P1 = 2A
1
r
, (5.8)
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and698
P2 = A
∫ ∞
0
n2(r)
pir2
2pirdr = 2A
(ζ − 1)(ζ + 1)
ζ2
1
r
= 2P0(ζ)A
1
r
. (5.9)
Typical observed values of ζ are in the range 0 to 2. But the total area of ice diverges if699
ζ < 1 and one needs to introduce a upper floe size cutoff value. Example values in this range700
for the function P0 are P0(2.0) = 0.75, P0(1.75) = 0.67, P0(1.5) = 0.56, P0(1.25) = 0.36,701
P0(1.1) = 0.17 amd P0(1.0) = 0. Herman 2010 introduces a different function P0 that takes702
the values P0(2.0) = 1, P0(1.75) = 0.86, P0(1.5) = 0.67, P0(1.25) = 0.4, P0(1.1) = 0.18 and703
P0(1.0+) = 0704
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List of Figures873
1 Schematic of the new prognostic ML module and of the other main thermo-874
dynamic processes included in CICE. The main heat fluxes are highlighted in875
red while the main salt and freshwater fluxes are shown in black. Adapted876
from Petty et al. (2014). 41877
2 Climatology of the seasonal cycle of main components of the heat budget of878
the Arctic sea ice (a) and ML (b) over the period 1993 to 2012. All terms are879
expressed as an equivalent amount of heat entering the ice or ML (in Joules). 42880
3 Impact of the sensitivity model runs on sea surface temperature (a)-(b), sea881
surface salinity (e)-(f), ML depth (i)-(j), top melt (c)-(d), bottom melt (g)-882
(h) and lateral melt (k)-(l). Figures on the first and third columns show the883
seasonal climatology calculated over the period 1993 to 2012 while columns884
two and four show time series for July (except (j) that shows the MLD in885
March). The colour code is the same as in figure 2. 43886
4 Mean annual volume of ice gained or lost through thermodynamic processes887
associated with our collection of models between 1993 and 2010. The incre-888
mental differences from the reference run REF volume for each process are889
shown in the second plot; e.g., positive melt terms indicate increased ice vol-890
ume due to decreased melting, relative to REF. Notice the differing scales in891
the two plots. 44892
5 Maps of the climatology of the average July top melt over the period 1994 to893
2013 for all sensitivity runs. Note that the map for the REF model run is given894
in absolute melt rate values (in cm/day, top color bar) while all other model895
runs are given as difference in melt rate with respect to REF (in cm/day,896
bottom color bar). 45897
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6 Maps of the climatology of the average July bottom melt over the period898
1994 to 2013 for all sensitivity runs. Note that the map for the REF model899
run is given in absolute melt rate values (in cm/day, top color bar) while all900
other model runs are given as difference in melt rate with respect to REF (in901
cm/day, bottom color bar). 46902
7 Maps of the climatology of the average July lateral melt over the period 1994903
to 2013 for all sensitivity runs. Note that the map for the REF model run904
is given in absolute melt rate values (in cm/day, top color bar) while all905
other model runs are given as difference in melt rate with respect to REF (in906
cm/day, bottom color bar). 47907
8 August sea ice concentration climatology maps over the period 1994 to 2013908
for all sensitivity runs. Note that the map for the REF model run is given in909
absolute concentration values (in %, top color bar) while all other model runs910
are given as difference in concentration with respect to REF (in %, bottom911
color bar). 48912
9 August sea ice thickness climatology maps over the period 1994 to 2013 for913
all sensitivity runs. Note that the map for the REF model run is given in914
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are given as difference in thickness with respect to REF (metres, in bottom916
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Fig. 1. Schematic of the new prognostic ML module and of the other main thermodynamic
processes included in CICE. The main heat fluxes are highlighted in red while the main salt
and freshwater fluxes are shown in black. Adapted from Petty et al. (2014).
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Fig. 2. Climatology of the seasonal cycle of main components of the heat budget of the
Arctic sea ice (a) and ML (b) over the period 1993 to 2012. All terms are expressed as an
equivalent amount of heat entering the ice or ML (in Joules).
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Fig. 3. Impact of the sensitivity model runs on sea surface temperature (a)-(b), sea surface
salinity (e)-(f), ML depth (i)-(j), top melt (c)-(d), bottom melt (g)-(h) and lateral melt (k)-
(l). Figures on the first and third columns show the seasonal climatology calculated over the
period 1993 to 2012 while columns two and four show time series for July (except (j) that
shows the MLD in March). The colour code is the same as in figure 2.
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Fig. 4. Mean annual volume of ice gained or lost through thermodynamic processes associ-
ated with our collection of models between 1993 and 2010. The incremental differences from
the reference run REF volume for each process are shown in the second plot; e.g., positive
melt terms indicate increased ice volume due to decreased melting, relative to REF. Notice
the differing scales in the two plots.
44
Fig. 5. Maps of the climatology of the average July top melt over the period 1994 to 2013
for all sensitivity runs. Note that the map for the REF model run is given in absolute melt
rate values (in cm/day, top color bar) while all other model runs are given as difference in
melt rate with respect to REF (in cm/day, bottom color bar).
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Fig. 6. Maps of the climatology of the average July bottom melt over the period 1994 to
2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute
melt rate values (in cm/day, top color bar) while all other model runs are given as difference
in melt rate with respect to REF (in cm/day, bottom color bar).
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Fig. 7. Maps of the climatology of the average July lateral melt over the period 1994 to
2013 for all sensitivity runs. Note that the map for the REF model run is given in absolute
melt rate values (in cm/day, top color bar) while all other model runs are given as difference
in melt rate with respect to REF (in cm/day, bottom color bar).
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Fig. 8. August sea ice concentration climatology maps over the period 1994 to 2013 for all
sensitivity runs. Note that the map for the REF model run is given in absolute concentration
values (in %, top color bar) while all other model runs are given as difference in concentration
with respect to REF (in %, bottom color bar).
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Fig. 9. August sea ice thickness climatology maps over the period 1994 to 2013 for all
sensitivity runs. Note that the map for the REF model run is given in absolute thickness
values (metres, in top color bar) while all other model runs are given as difference in thickness
with respect to REF (metres, in bottom color bar).
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Fig. 10. August mixed layer temperature climatology maps over the period 1994 to 2013
for all sensitivity runs. Note that the map for the REF model run is given in absolute
temperature values (◦C, in top color bar) while all other model runs are given in as difference
in temperature with respect to REF (◦C, bottom color bar).
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Fig. 11. August mixed layer salinity climatology maps over the period 1994 to 2013 for
all sensitivity runs. Note that the map for the REF model run is given in absolute salinity
values (PSU, top color bar) while all other model runs are given as difference in salinity with
respect to REF (PSU, bottom color bar).
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Fig. 12. Impact of the sensitivity model runs on the total area (a)-(c), total extent (d)-(f)
and total volume (g)-(i) of sea ice. Figures on the first column show the seasonal climatology
calculated over the period 1993 to 2012 while columns two and three show the time series
for August and September. The colour code is a follows: REF in red, MLD CST in blue,
SST TIME in green, MLD MIN 2M in mauve, SSMI NT and PIOMAS in solid black and
SSMI BT in dashed black.
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Fig. 13. Scatter plots of the trends vs averages over the period 1993 to 2010 of the August
total sea ice area (a), sea ice extent (b) and sea ice volume (c). Scatter plots of the full and
de-trended correlation coefficients between the model and observed time series of the total
sea ice area (d), sea ice extent (d) and sea ice volume (f). Here we correlate model sea ice
area and extent with the SSMI BT observation and model volume with PIOMAS. We show
13 model runs described in section 2. As a reference we also show values from the model
run discussed in Schro¨der et al. (2014).
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Fig. 14. Scatter plots of the trends vs averages over the period 1993 to 2010 of the September
total sea ice area (a), sea ice extent (b) and sea ice volume (c). Scatter plots of the full and
de-trended correlation coefficients between the model and observed time series of the total
sea ice area (d), sea ice extent (e) and sea ice volume (f). Here we correlate model sea ice
area and extent with the SSMI BT observation and model volume with PIOMAS. We show
13 model runs described in section 2. As a reference we also show values from the model
run discussed in Schro¨der et al. (2014).
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