The Distributed Processing Environment [DPE] in which services provided for the network reside at multiple sites. Instead of single large machine being responsible for all aspects of process, each separate processor handles subset. In the distributed environments the program or tasks are also often developed with the subsets of independent units under various environments. The Allocation problems in any computer system play the key role for deciding the performance of the system. The allocation put the direct impact of software resources as well as hardware resources. In DPE, partitioning of the application software in to module and the proper allocation of these modules dissimilar processors are important factors, which determine the efficient utilization of resources. The static model discussed in this paper provide an optimal solution for assigning a set of "m" modules of a task to a set of "n" processors where m > n in a distributed system for evaluation for optimal time of the system.
INTRODUCTION
A system in which a large number of separate but interconnected computers do the jobs is called distributed network. In distributed network, services reside at multiple sites. Instead of single large processor being responsible for all aspects of process, there are several separate processor handles these aspects. In the distributed networking the program or tasks are also often developed with the subsets of independent units under distributed environments. Some of the task allocation methods have been reported in the literature, such as Integer Programming [6, 8] , Branch and Bound technique [3] , Load Balancing [1, 2] , Reliability Optimization [11, 4] , and M odeling [5] . It has seen that this concept is cost-effective and reliable to meet the optimal solution. Sagar et al [10] proposed the problem of distributing tasks to processors in a distributed computing system is addressed. A task should be assigned to a processor whose capabilities are most appropriate for the processing of that task and excessive interprocessor communication is avoided. The processing costs and communication costs of the tasks are presented by arrays. A task is either assigned to a processor or fused with another task using a simple criterion.
The processing and communication costs are then modified suitably. The process continues until all the tasks are assigned to processors. This algorithm also facilitates incorporation of various system constraints. It is applicable to random program structures and to a system containing any number of processors.
OBJECTIVE
In a Distributed Processing Environment, a task is allocated to a processor in such a way that extensive Inter Task Communication cost is avoided and the capabilities of the processor suit to the execution requirements of the task. The algorithm discussed in this paper provide an optimal solution for assigning a set of "m" tasks of a program to a set of "n" processors (where, m > n) in a Distributed Processing Environment with the goal to maximize the overall throughput of the system and allocated load on all the processors should be evenly balanced. The objective of this problem is to enhance the performance of the distributed processing environment by using the proper utilization of its processors and as well as proper allocation of tasks.
TECHNIQUE
In order to evaluate the overall optimal processing time of a distributed processing environment, we have chosen the problem where a set P = {p 1 , p 2 , p 3 , …….p n } of ""n" processors and a set T = {t 1 , t 2 , t 3 , …….t m } of ""m" tasks. The processing time of each task to each and every processor is known and it is mentioned in the Processing Time M atrix PTM (,) of order m x n. The communication time of task is also known and is mentioned in CTM (,) of order m x m. Calculating the average of each row of PTM (,) and store the result in the linear array avg_row() along with their corresponding tasks.
On sorting the avg_row() in ascending order and store the results in linear array avg_row_asc() and their corresponding tasks in Task seq . Select the first n task from Task seq and check the communication of those n tasks to each and every next n tasks or less than n tasks to form the cluster of those set of tasks that have maximum communication. If it is less than n and then goto next step otherwise repeat the process. The maximum number of tasks in a cluster shall be less than or equal to 1 n m . M odify the PTM (,) according the n clusters by adding the processing time of those tasks that occurs in the same cluster. M odify the CTM (,) by putting the communication zero amongst those tasks that are in same cluster. On applying the algorithm developed by Kumar et al [7] we get the optimal assignment as well as Processing Time, Communication Time and Optimal Time.
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IMPLEMENTATION
Let us consider a distributed computing system consist a set P = {p 1 , p 2 , p 3 , p 4 } of 4 processors and a set T = {t 1 , t 2 , t 3 , t 4 , t 5 , t 6 , t 7 , t 8 , t 9 , t 10 } of 10 tasks. The task -processor graph is shown by figure 1. The graphical representation of the inter task communication are shown by figure 2 The communication time amongst the tasks has also taken into consideration and shown by the square symmetric matrix i.e. Communication Time M atrix CTM (,) as given below:
Calculating the average of each row of PTM (,) and store the result in linear array avg_row( ) along with their corresponding tasks i.e., Task seq = {t 2 , t 4 , t 10 , t 5 , t 9 , t 1 , t 6 , t 3 , t 7 , t 8 } Select the first n task from Task seq and check the communication of these n tasks to each and every next n tasks or less than n tasks to form the cluster of those set of tasks that have maximum communication as considered in CTM (,). If it is less than n then goto next step otherwise repeat the process. The maximum number of tasks in a cluster shall be less then or equal to 1 n m . We obtain the following n clusters as given below: On, applying the algorithm developed by Kumar et al [7] we get the optimal assignment as well as Processing Time, Communication Time and Optimal Time. The graphical representation of the optimal assignment is shown by the figure 3. 
CONCLUSION
Here we have taken the problem, in which the number of the tasks is more than the number of processors of the distributed system. The model mentioned in this problem is based on the consideration of processing time of the tasks to various processors. The method is presented in pseudo code and implemented on the several sets of input data to test the performance and effectiveness of the pseudo code. It is the common requirement for any assignment problem that the tasks have to be processed with minimum time. The optimal result of the example that is considered to test the algorithm and it is mentioned in the implementation section of the problem are as given below. The processorwise execution time is shown by the figure 4. 
Figure 4: Processorwise Execution Time Graph
As we know that, the analysis of an algorithm is mainly focuses on its complexity. The complexity is a function of input size "n". It is referred to as the amount of time required by an algorithm to run to completion. The time complexity of the above mentioned algorithm is O(mn 2 ). Table 3 shows the time complexity of the present algorithm. From the table 3 it is clear that present algorithm is much better for optimal allocation of tasks that upgrade the performance of distributed network. For the different values of n = 3, 4 and 5 the complexity comparison with present algorithm to Richard et. al. [9] is shown through graph 5, 6, and 7. These three graphs are also indicates that our suggested algorithm is much faster then that of suggested by Richard et. al. [9] . 
