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Abstract
We present a new algorithm to compute a geodesic path over a triangulated surface. Based
on Sethian’s Fast Marching Method and Polthier’s Straightest Geodesics theory, we are
able to generate an iterative process to obtain a good discrete geodesic approximation. It
can handle both convex and non-convex surfaces.
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1 Introduction
Geodesic curves are useful in many areas of science and engineering, such as robot
motion planning, terrain navigation, surface parameterization [1], remeshing [2]
andfrontpropagationoversurfaces[3]. Theincreasingdevelopmentofdiscretesur-
face models, as well as the use of smooth surfaces discretization to study their ge-
ometry, demanded the deﬁnition of Geodesic Curves for polyhedral surfaces [4,5],
and hence the study of efﬁcient algorithms to compute them.
Such curves are called Discrete Geodesics and there existsomedifferent deﬁnitions
for them, mostly depending on the application in which they are used. Considering
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widely used deﬁnition.
In this paper we are concerned with the problem of compute a locally shortest
geodesic joining two points over the surface. There are some slightly different for-
mulations for this problem. The simplest version is the single source shortest path
problem,in which one wishes to ﬁnd a shortestpath between a source point and any
other point on the surface. Another, more complex, version of the problem asks for
a subdivision on the surface such that a shortest path between any pair of points
in the surface can be found quickly; this is known as the all pairs shortest path
problem.
Most of the algorithms use front propagation or some other kind of Dijkstra’s-like
algorithm.In1987Mitchell,MountandPapadimitriou[6]proposedtheContinuous
Dijkstra technique to build a data structure from which we can ﬁnd a shortest path
between the source and any point in time O(k +l o gm),w h e r ek is the number
of faces crossed by the path and m is the number of mesh edges. This algorithm
runs in O(m2logm) time and requires O(m2) space. In 1999 Kapoor [7] also used
wave propagation techniques, very similar to Continuous Dijkstra, but with more
efﬁcient data structures, to get an O(nlog
2 n) algorithm, n being the number of
mesh vertices. Sethian’s Fast Marching Method (FMM from now on) was used
by Kimmel and himself [8] to deﬁne a distance function from a source point to the
rest of the surface in O(nlogn), and integrateback a differential equation to get the
geodesic path. Unlikethe others, the lastalgorithm does not givethe exact geodesic
paths but an approximation to it; this approximation could be improved using the
iterativeprocessweproposeinthispaper.ThealgorithmofChenandHan [9]builds
a data structure based on surface unfoldings. In contrast to the other algorithms, it
does not follow the wave front propagation paradigm and runs in O(n2) time with
O(n) space. There are many other algorithms to compute shortest geodesics; for
more information, we refer the reader to [9,7,8,6,10] and the references therein.
Insection2wedoaquickreviewofthedeﬁnitionsforsmoothanddiscretesurfaces.
Section 3 presents the algorithm, which is the main contribution of this paper. We
begin with an approximate path and use an iterative process to approach the true
geodesic path. Finally in section 4 we show some experimental results and adapt
our algorithm to the single source shortest path problem.
1.1 Preliminary notations and deﬁnitions
We will restrict the study of the discrete geodesics computation to manifold trian-
gulations. An extension to non-manifold discrete surfaces is left to future work. We
consider a discrete surface S as a ﬁnite set F of (triangular) faces such that:
(1) Any point P ∈ S lies in at least one triangle f ∈ F.
2(2) Theintersectionof twodifferent trianglesg,h,∈ F is eitherempty,orconsists
of a common vertex, or of a common edge.
(3) Each point P ∈ S has a neighborhood which is either homeomorphic to a
disc, or homeomorphic to a semi-disc.
We denote by a greek letter (γ, α, ···) a curve over a smooth surface, and use
capital greek letters (Γ, Γi, ···) to denote curves over discrete surfaces.
The length functional L(γ)=length(γ) deﬁned on the set of curves over a smooth
surface G can be extended to S as:
L(Γ) =

f∈F
L(Γ|f),
where L(Γ|f) is measured according to the Euclidean metric in face f.
2 Geodesic Curves
Geodesiccurves generalizetheconcept ofstraightlines forsmoothsurfaces. There-
fore, they have several “good” properties, discussed on section 2.1. Unfortunately
it is not possible to ﬁnd such a class of curves over meshes sharing all these prop-
erties; as a consequence there are some different deﬁnitions for geodesic curves on
discrete surfaces, discussed in section 2.2, that depend on their proposed use. The
rest of this section was mainly extracted from references [11,5].
2.1 Geodesic curves in smooth surfaces
Considera smoothtwo-dimensionalsurface G and a differentialtangent vectorﬁeld
w : U ⊂G→TPG.
Deﬁnition 1 Let y ∈ TPG, and consider a parameterized curve α :( −ε,ε) → U,
with α(0) = P, α (0) = y and let w(t),t∈ (−ε,ε) be the restriction of the vector
ﬁeld w to the curve α. The vector obtained by the projection of (dw/dt)(0) onto
the plane TPG is called the covariant derivative at P of the vector ﬁeld w relative
to the vector y. This covariant derivative is denoted by (Dw/dt)(0).
The deﬁnition of thecovariant derivativedepends only on the ﬁeld w and thevector
y and not on the curve α. This concept can be extended to a vector ﬁeld which
is deﬁned only at the points of a parameterized curve. We denote the covariant
derivative of a vector ﬁeld w(t),d e ﬁned along a curve α,b y(Dw/dt)(t).F o r
details on this subject see [11].
3Consider a curve γ : I →Gparameterized by arc length, i.e, |γ (t)| =1for
all t in I. An example of a differential vector ﬁeld along γ is given by the ﬁeld
w(t)=γ (t) of the tangent vectors of γ.
Deﬁnition 2 γ is said to be geodesic at t ∈ I if the covariant derivative of γ  at t
is zero, i.e.,
Dγ (t)
dt
=0 ;
γ is a geodesic if it is a geodesic for all t ∈ I.
The following proposition characterizes geodesic curves.
Proposition 3 The following properties are equivalent:
(1) γ is a geodesic.
(2) γ is a locally shortest curve; i.e, it is a critical point of the length functional
L(γ)=length(γ).
(3) γ   is parallel to the surface normal.
(4) γ has vanishing geodesic curvature κg =0 1 .
From item 4 of proposition 3 above, it can be concluded that geodesic curves are as
straight as they can be, if we see them from an intrinsic point of view. As a matter
of fact, the curve variation up to a second order takes place only in the direction of
the surface normal if it has vanishing geodesic curvature. On the other hand, item 2
tells us that a shortest smooth curve joining two points A and B is a geodesic. The
converse is not true in general: there are geodesic curves which are critical points
of the length functional but are not shortest. Nevertheless, the property of being
shortest is desirable for curves in many applications and it is perhaps the charac-
terization of geodesic curve more used in practice. Another interesting property of
geodesics is that they may have self-intersections, which is impossible for shortest
curves.
2.2 Discrete geodesics
A curve deﬁned over a mesh will be regular only if it is completely contained in
one face or on a set of connected coplanar faces. The existence of such set of con-
nected and coplanar faces happens to be very improbable. Therefore, the existence
of regular curves passing through more than one face is unlikely. This is the ﬁrst
obstacle that we encounter when trying to generalize geodesics to discrete surfaces.
The second one is the fact that it is not possible in general to ﬁnd a large enough
set of curves over discrete surfaces for which all items of proposition 3 hold.
1 The geodesic curvature κg generalizes to surfaces the concept of curvature of a plane
curve. See reference [11].
4There are some different generalizations of geodesic curves to a discrete surface S,
all of them called of discrete geodesics. Quasi-geodesics were deﬁned by Aleksan-
drov [4] as limit curves of geodesics on a family of converging smooth surfaces. He
also deﬁned discrete geodesics as critical points of the length functional over poly-
hedral surfaces; in other words, he deﬁne them as locally shortest curves over S.
From now on we call them shortest discretegeodesics or simplyshortestgeodesics.
In particular, theproblemweaddress inthispaper isto ﬁnd ashortestgeodesicjoin-
ing two points over a triangular mesh.
Polthier and Schmies [5] deﬁned straightest geodesics inspired in the characteriza-
tion of smooth geodesics given by item 4 of proposition 3. They deﬁned discrete
geodesic curvature as a generalization of the well-known concept of geodesic cur-
vature and straightest geodesics as polygonal curves over S with zero geodesic
curvature everywhere. If we call θ the sum of incident angles at a point P of a
curve γ over S and θr and θl the respective sum of right and left angles (see ﬁgure
1), the discrete geodesic curvature is deﬁned as
κg(P)=
2π
θ
θ
2
− θr

.
Choosing θl instead of θr changes the sign of κg.Astraightest geodesic is a curve
withzerodiscretegeodesiccurvatureateach point.Inparticular,straightestgeodesics
always have θr = θl at every point.
α0
α1
α2 α3 β0
β1
β2 β3 α0
α1
β0
β1
Fig. 1. Right and left angles (θr and θl resp.) in a curve. θr =

αi and θl =

βi.
Deﬁnition 4 A mesh vertex is classiﬁed by the sum θ of its incident angles as:
(1) Euclidean if 2π − θ =0 ,
(2) Spherical if 2π − θ>0,o r
(3) Hyperbolic if 2π − θ<0.
The following proposition explores the difference between straightest and shortest
geodesic. It was proved by Polthier and Schmies [5] and will be very useful in
deﬁning an strategy to compute a shortest geodesic.
Proposition 5 The concepts of straightest and shortest geodesics differ in the fol-
lowing way:
(1) A geodesic γ containing no surface vertex is both shortest and straightest.
5(2) A straightest geodesic through a spherical vertex is not locally shortest.
(3) There exist a family of shortest geodesics through a hyperbolic vertex. Exactly
one of them is a straightest geodesic.
3 Geodesic Computation
The algorithm that we propose to compute a shortest geodesic Γ between A and
B consist of two main steps. First, compute a curve Γ0 joining A and B; second,
evolve it to Γ. These steps are sketched in algorithm 1 and the next two subsections
explain in detail how to perform them.
Algorithm 1 Compute Geodesic
Input: A triangular Mesh S, and two points A and B on it.
Output: A discrete geodesic Γ joining A and B.
step 1. Get initial approximation Γ0
step 2. Iteratively correct Γi (i =0 ,1,···) to reach a good approximation Γn of Γ
3.1 Getting an initial approximation
Finding an initial curve Γ0 over S is rather simple if we consider A and B as
vertices, which is not a restriction at all, since we can add them to the set of vertices
in an easy manner, see ﬁgure 2. Thus, in the following, A and B will be treated as
vertices.
• A • A
•
A
•
A
(a) (b)
Fig. 2. Inserting the point A in S as a mesh vertex: it belongs to the interior of a face (a)
a n dt oa ne d g e( b ) .
Weneedan initialpolygonalcurveΓ0 joiningverticesAandB.Thesimplestideais
to take some path restricted to the edges. The closer curve Γ0 is to the real geodesic
Γ, the fewer the number of iterations needed in the second step. Our ﬁrst attempt
was using Dijkstra’sAlgorithm,butthere are someexamples whereDijkstra’salgo-
rithm may produce a minimum path that is very far from a geodesic one. In ﬁgure
3 we compare the results of using Dijkstra’s Algorithm and FMM to compute Γ0 in
a regular plane triangulation.
6(a) (b)
Fig. 3. First Approximation Γ0: Dijkstra’s Algorithm (a) and FMM (b).
W ed e c i d e dt ou s eF M Mt od e ﬁne a distance function in the vertices of the mesh,
as done by Kimmel and Sethian [8]. They solve the Eikonal equation
|∇T| =1
where T(P) is the (geodesic) distance from A to any point P on S (see references
[8,12] for details). The efﬁciency of this process relies on the propagation of T over
S maintaining a narrow band of vertices close to the front. Once T is computed for
every vertex, they must solve the ordinary differential equation
dχ(s)
ds
= −∇T
to get the geodesic path χ(s). To integrate this equation, using Huen’s method, T
is approximated in the interior of a face by interpolating a second degree poly-
nomial to the previously computed values of T at the vertices of the face and its
three neighboring faces. This process involves some numerical problems and some
care must be taken. For instance, the minimum of the interpolant polynomial could
be reached in the interior of the face, or the polynomial could be a degenerated
quadric. In our implementation, we avoid integration and proceed as follows; place
point B in path Γ0,a d dt oΓ0 the neighbor of B with minimal distance from A,g o
on in this way and stop when A is reached. We sketch this process in algorithm 2.
The correctness of this step is guaranteed since the distance T was deﬁned increas-
ingly from A. Moreover, the same argument permits us to stop FMM once T(B) is
computed. The remaining points (where T was not deﬁned) will have T(P)=∞.
Algorithm 2 First Approximation
Input: A triangular Mesh S, and two points A and B on it.
Output: A restricted to edges path Γ0 joining A and B.
step 1. Compute T(P) for each vertex P in S using FMM
step 2. Put B in Γ0
step 3. P0 = B, i =0
7while Pi is not equal to A
Pi+1 = Neighbor of Pi with smaller distance T(Pi+1) from A.
Put Pi+1 in Γ0
i = i +1
Even in the case where we use the whole Kimmel and Sethian’s algorithm to com-
pute a shortest geodesic  Γ, it must be corrected since distance computation and
integration are performed approximately, and consequently are error-prone. In the
next section we describe our strategy to improve the initial approximation.
3.2 Correcting a path
Once we have an approximation Γi to the geodesic Γ, we need to correct it in order
to get a new curve Γi+1 closer to Γ.S i n c eΓi is a polygonal line joining A and B,
we just have to correct the position of interior vertices, trying to reduce, as much as
possible, the length of the curve Γi.A sΓ has to coincide with a line segment inside
every face of S, we restrict the vertices of our successive approximations Γ0, Γ1,
Γ2 and so on, to lie on edges or vertices of S.
Wewillusedifferentprocedures to correct thepositionsoftheverticesofthepolyg-
onal Γi which belong to the interior of mesh edges and of those coinciding with
mesh vertices, since they do not behave in the same way. For instance, a point be-
longing to an edge has only two adjacent triangles while a vertex may have any
number of them.
3.2.1 Correction of a vertex in the interior of an edge.
SupposethepolygonalcurveΓi isgivenbythesequenceofverticesB = Pi0,P i1,···,P in =
A.F o rav e r t e xPij (j ∈{ 1,2,···,n− 1}) lying in the interior of an edge E,w e
wish to correct its position in order to get a shorter curve Γi+1. To do that, we un-
fold the two triangles adjacent to E, and deﬁne the new Pi+1,j as the intersection
point of E with the line joining Pi,j−1 and Pi,j+1 (see ﬁgure 4 (a)).
•
•
•

Pi,j−1
Pij
Pi,j+1
Pi+1,j 
(a)
•
•
• 
Pi,j−1
Pij
Pi,j+1
Pi+1,j 
(b)
Γi
Γi+1
Fig. 4. Correcting the vertex position on an edge. Intersection inside the edge (a), and
outside (b). Corrected polygonal vertices are marked with a .
Sometimes there is not an intersection point, as in ﬁgure 4 (b). In such cases we
8replace Pij by the vertex of E which is closer to the intersection point between the
line containing E and the line passing by Pi,j−1 and Pi,j+1.
In both cases the corrected vertex Pi+1,j gives the shortest curve passing by Pi,j−1
and Pi,j+1 inside the two triangles sharing edge E. In some cases (see section 3.2.2)
it is necessary to replace vertex Pij by more than a vertex when correcting Γi.A l s o ,
some vertices may be eliminated.These facts justify the notationPi+1,j used above
for the corrected vertex in curve Γi+1.
3.2.2 Correction of a vertex which is also a mesh vertex.
When Pij coincides with a mesh vertex, the correction is not so simple as in the
previous case. Notice that, now, Pij usually belongs to more than two triangles. We
need to ﬁnd a shortest path between Pi,j−1 and Pi,j+1 in the union of all triangles
containing Pij as vertex. Suppose Pij corresponds to the kth vertex of S; then, such
union of triangular faces will be called Sk. For simplicity Pi,j−1 and Pi,j+1 are
supposed to be on the boundary of Sk; otherwise one of them belongs to the interior
of Sk and in that case we can eliminate it from Γi without any loss of information.
In fact, this vertex elimination will result in a shortest curve (see ﬁgure 5).
•
•
•
•
Pi,j−1
Pij Pi,j+1
Pi,j+2
•
•
•
•
Pi,j−1
Pij
Pi,j+1
Fig. 5. Elimination of a vertex inside Sk.
We ﬁrst classify vertex Pij as in deﬁnition 4 by computing left and right angles θl
and θr, and then we shorten the curve by taking into account proposition 5. If Pij
is euclidean then Sk can be isometrically unfolded to be part of a plane and we just
have to jointhe images of Pi,j−1 and Pi,j+1 in the unfoldingof Sk.I fPij is spherical
then no shortest curve may pass through it; in this case choose the part of Sk with
smaller angle, ﬂatten it up, and join Pi,j−1 to Pi,j+1. Finally, when Pij is hyperbolic
we have two cases. The ﬁrst one occurs when θr and θl are both larger than π.I n
this case no correction is needed, since the curve cannot be shortened by moving
Pij (see proof of proposition 5 [5]). If one of the angles, say θr, is smaller than π
then the geodesic must pass through the corresponding side of Sk; we then proceed
to ﬂatten it up an compute the line joining Pi,j−1 and Pi,j+1. In all cases we have to
compute the intersections of the computed line with the edges of the corresponding
ﬂattened part of Sk and we have to insert them in the polygonal curve in the correct
order. Like in section 3.2.1, it could happen that the intersection point is outside of
some edge (see ﬁgure 6); in that case we insert the vertex of the edge in the path
as we did before. Doing that, we usually obtain a path which is not the shortest
one inside the star of Pij. It can be improved performing a new vertex correction
9on the extreme of the corresponding edge, obtaining the shortest path between the
neighbors of Pij
2 .
•
•
•
•
•
•
(a) (b)
Γn
Γn+1
Fig. 6. Correcting a vertex coinciding with a mesh vertex. Convex star (a) and non-convex
star (b). The resulting path before the additional correction in the non-convex vertex is
shown as a dotted line.
3.2.3 Some remarks on path correction.
Algorithm3summarizesthepathcorrectionstep.ItisinspiredinPolthier’sstraight-
est geodesics theory, more precisely in the characterization given in proposition 5
about the differences between shortest and straightest geodesics.
Algorithm 3 Path Correction
Input: A triangular Mesh S, and a polygonal curve Γi joining A and B.
Output: A shorter path Γi+1 joining A and B.
Pi+1,0 = Pi0 = B and Pi+1,n = Pin = A
for j =1 ,2,···,n− 1
if Pij belongs to an edge
correct Pij using section 3.2.1
else
correct Pij using section 3.2.2
To get better path correction, and speed up the iteration convergence as a conse-
quence, we use Pi+1,j−1, the last corrected vertex, instead of Pi,j−1. We will get
a better correction Pi+1,j since we use a vertex whose position was previously
corrected. Besides, with this simple modiﬁcation we are able to prove that our al-
gorithm actually reduces the length of Γi at each step.
In section 3.2.2 we chose to trace the geodesic line in the side of Sk with smaller
angle. This election was not arbitrary. At hyperbolic vertices, the geodesic can only
be traced on the smaller angle’s side since the other side cannot be ﬂattened. On the
other hand, at spherical vertices it is possible to ﬂatten both sides, but the law of
the cosines ensures that the shortest path is obtained in the side with smaller angle.
Although the problem of selecting the right side of Sk to look for Pi+1,j seems not
2 Note that in this case the correction has “gone” outside the star of Pij.
10to be necessary at euclidean vertices, the shortest path should also pass through the
side with the smaller angle. In order to be convinced of this fact, suppose that Sk is
part of a plane (otherwise we can ﬂatten it isometrically), and consider the triangle
formed by Pi,j−1,P ij and Pi,j+1; the angle in Pij, which is an interior angle of a
triangle, must be less than π, hence the smallest between θr and θl, since their sum
is 2π.
3.3 Implementation issues
3.3.1 Stop criterion.
An iterative process should always be controlled by a stop criterion, usually based
on some error measure. Maybe the most natural error measure for geodesic compu-
tation is given by curve length. However, the difference between the lengths of two
successive approximations could be very small even when the curve is far from a
shortest geodesic. This behavior is due to the fact that the evolutionof the curve has
small variation close to mesh vertices, what is usually solved in a second iteration
step. In our implementation, we deﬁne a measure of error for each curve vertex
based on proposition 5, and then deﬁne a curve error measure as the maximum
vertex error. For vertices lying in the interior of mesh edges and vertices coincid-
ing with euclidean mesh vertices, we deﬁne the error as the difference between left
and right angles θl and θr. For vertices coinciding with spherical mesh vertices we
deﬁne the error as a huge value, since no shortest geodesic can pass through it. For
vertices coinciding withhyperbolicmesh vertices we deﬁne the error as zero if both
θl and θr are greater than π and as a huge value otherwise, because only in the ﬁrst
case a shortest geodesic can pass through it.
3.3.2 Boundary handling.
In some cases a geodesic path can touch a boundary or even coincide in part with
it. For example in a plane with a hole or a non convex polygon as boundary, see
ﬁgure 7. In order to correctly handle those cases we must take some care close
Fig. 7. Geodesics touching the boundary.
to the boundary. A very simple and effective way to overcome this problem is to
11try every boundary vertex as an hyperbolic one. The curve Γi divides the star of
the boundary vertex P i
n into two regions, one of them containing the boundary, we
assign 2π to the angle (θr or θl) corresponding with that side of the curve. With this
simple procedure, we update a boundary vertex only if the side of Γi interior to the
surface has angle smaller than π, otherwise it remains the same since Γi cannot be
improved in a neighborhood of P i
n.
3.3.3 Speeding up convergence.
In order to improve the performance of our algorithm, we explore a different cor-
rection strategy. We put all the interior vertices of the curve Γ0 in a heap sorted by
theerror, see section3.3.1. In each step thevertex withthelargest error is corrected,
then it and its neighbors are updated in the heap.
This strategy is particularly useful if part of the path Γ0 is close to be a geodesic
between two intermediate vertices, but it is far from the real geodesic between the
extremes A and B of Γ0.
Table 1
Run time and number of vertex corrections for the originally proposed method and the
alternative method using a heap.
Num. of Original Method Using a Heap
Vertices changes time changes time
1 49 60649 0.60 38089 0.65
2 29 37021 0.37 20469 0.35
3 46 126303 1.22 48478 0.82
4 103 1291478 12.58 549298 9.37
5 126 481039 4.85 80585 1.40
6 75 161026 1.60 51123 0.88
To test the originally proposed algorithm against the strategy proposed in this sec-
tion we measured (see table 1) thenumberof vertex corrections and therun time(in
seconds) using each method. The program stopped when the error was smaller than
0.005. The number of vertex corrections was considerably smaller using a heap; as
a consequence run times were smaller most of the times.
Run times were measured in an “Intel Pentium 4 CPU 1.60GHz” running Fedora
Core 1.
123.4 Convergence
ConsiderthesequenceL(Γi)ofcurvelengths.Alowerboundontheset{L(Γi),i=
0,1,2,···}is given by 0 since the length of Γi must be always positive. On the
other hand, the length of Γi is reduced at every vertex correction, so we have the
inequalities
L(Γ0) ≥ L(Γ1) ≥···≥L(Γi−1) ≥ L(Γi) ≥···≥0,
hence the sequence L(Γi) converges. Based on this fact and considering that Γi+1
is not allowed to be far from Γi (Γi+1 lies in the union of triangular faces touching
Γi), we conjecture that our method converges to a curve  Γ which is very close to a
shortestgeodesic,i.e.,to alocalminimizerofthelengthfunctional.So far, however,
we have only been able to prove this for the case where the surface is plane (see
[13]). A natural question is whether  Γ is also a global minimizer. As in many other
optimization problems, global optimality depends on the initial approximation Γ0.
The curve Γ0 given by FMM usually happens to be a good initial approximation
(see ﬁgures in next section), and we can expect our ﬁnal curve to be very close to a
global minimizer of the length functional.
4 Experiments
In this section we show some results of our algorithm. In ﬁgures 8, 9 and 10 we
show some geodesics over the Stanford bunny, Costa’s surface and a face model.
In ﬁgure 8 we also show the ﬁrst approximations Γ0 for the geodesics in the bunny
model.
(a) (b) (c)
Fig. 8. Geodesics over the Stanford bunny. The ﬁrst approximations (a), the computed
geodesics (b), and both (c).
13(a) (b)
Fig. 9. Some geodesics over Costa’s Surface, all sharing a common extreme (a), and a zoom
close to the common extreme (b).
(a) (b)
Fig. 10. Some geodesics over a Face model, all sharing a common extreme (a), and a zoom
close to the common extreme (b).
4.1 Single source problem
Closely related with our algorithm is the single source shortest path problem. This
problem consists of computing a shortest path from a source point A to every point
in the surface S.
To extend our algorithm in order to solve the single source problem is straightfor-
ward. We just need run the distance approximation given by FMM until it has been
computed for all surface pointsinstead of stoppingwhen a target point B is reached
as done in step 1 of algorithm 1. After that, step 2 in algorithm 1 must be performed
14for every vertex of S.
Figure 11 shows some examples of the application of this algorithm to a sphere and
to a simpliﬁed Stanford bunny mesh. Notice that no two curves cross over, which
is a necessary condition for them to be shortest geodesics. This gives an indication
of the correctness of the algorithm.
Fig. 11. Using our algorithm to solve single source problem.
5 Conclusions
We have presented an iterative algorithm to compute a shortest geodesic between
two points over a discrete surface. At each step it computes a new curve with
smaller length. This is done by reducing locally the curve length at each vertex.
It explores the fact that the intersection of a mesh face with a shortest geodesic is
a line segment, and hence its vertices lie on mesh vertices or edges. The proposed
iterative process allows also to improve an approximation given by any other (non-
exact) algorithm. As far as the authors know, there is not other algorithm which
improves discrete geodesic approximations. It is also given an strategy to speed up
the convergence, it is specially useful when part of the initial curve is close to be a
geodesic.
Future work will study the convergence of the sequence of curves Γi as well as
a generalization to non-manifold triangulations. We think it is also interesting to
study other modiﬁcations in curve correction strategy in order to speed up the sec-
ond step of our algorithm.
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