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Abstract
We define the Cartan–Hartogs domain, which is the Hartogs type domain constructed over the product
of bounded Hermitian symmetric domains and compute the explicit form of the Bergman kernel for the
Cartan–Hartogs domain using the virtual Bergman kernel. As the main contribution of this paper, we show
that the main part of the explicit form of the Bergman kernel is a polynomial whose coefficients are com-
binations of Stirling numbers of the second kind. Using this observation, as an application, we give an
algorithmic procedure to determine the condition that their Bergman kernel functions have zeros.
© 2012 Elsevier Inc. All rights reserved.
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1. Preliminaries
It has been a central problem in complex analysis to classify bounded domains in Cn up
to biholomorphic equivalence. The Riemann mapping theorem tells us that each proper simply
connected domain in C is biholomorphic to the unit disk {z ∈C: |z| < 1}. In higher dimensional
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{
(z1, . . . , zn) ∈Cn: |z1|2 + · · · + |zn|2 < 1
}
and
{
(z1, . . . , zn) ∈Cn: |z1| < 1, . . . , |zn| < 1
}
are not biholomorphically equivalent.
In 1920s, in order to develop the theory to deal with the classification problem, Stefan
Bergman [1] introduced the Bergman kernel function KΩ(z,w) for a domain Ω as follows:
Let L2a(Ω) be the space of holomorphic square-integrable functions on Ω . For any z ∈ Ω ,
Φz : L2a(Ω) → C defined by Φz(f ) = f (z) is a bounded linear functional on L2a(Ω). By Riesz
representation theorem, there exists an element Kz(·) ∈ L2a(Ω) such that Φz(f ) = 〈f (·),Kz(·)〉,
namely
f (z) =
∫
Ω
f (w)Kz(w)dV (w)
for all f ∈ L2a(D). Define the Bergman kernel function KΩ(z,w) := Kz(w) for Ω . Equivalently,
it can be represented as the infinite sum
KΩ(z,w) =
∞∑
j=0
φj (z)φj (w),
where {φj : j = 0,1,2, . . .} is an orthonormal basis of L2a(Ω). It is defined for arbitrary domains,
but it is hard to obtain concrete representations for the Bergman kernel except for special cases
like a Hermitian ball or polydisk. The following problem arises naturally.
Problem A. Find an explicit form of the Bergman kernel for a given domain.
If Ω is a bounded symmetric domain of classical type, Hua [18] computed the explicit
forms of the Bergman kernel using the holomorphic automorphism group. From the 1970s, the
Bergman kernel for non-symmetric domains has been obtained explicitly. For the Thullen domain
{(z, ζ ) ∈C2: |z|2 + |ζ |2p < 1} with p > 0 the Bergman kernel was investigated by Bergman [1],
D’Angelo [4,5]. In particular, Mostow and Siu [22] used the explicit form for p = 7 to construct
a compact Kähler surface of negative sectional curvature, whose universal covering is not bi-
holomorphic to the Hermitian unit ball in C2. Recently there are many interesting results about
the explicit forms of the Bergman kernel for various domains. For the minimal ball, its Bergman
kernel was obtained in [24]. The Bergman kernel for the complex ellipsoid was expressed in term
of Appell hypergeometric functions in [12] and for {(z, ζ ) ∈C2: |z|4 + |ζ |4 < 1} in terms of ele-
mentary functions by the second author in [25]. In 2005, Edigarian and Zwonek [7] obtained the
explicit form of the Bergman kernel for the symmetrized polydisk.
The problem for classifying a class of domains whose Bergman kernels are zero-free has
been a well-known open problem in several complex variables ever since Lu Qi-Keng [20] raised
3520 H. Ahn, J.-D. Park / Journal of Functional Analysis 262 (2012) 3518–3547the question related to the existence of Bergman representative coordinates. More explicitly, it
was conjectured that if Ω is simply connected, then its Bergman kernel KΩ(z,w) = 0 for all
z,w ∈ Ω . To find an explicit form of the Bergman kernel may give the most efficient way to
determine whether the Bergman kernel has zeros. Thus the following has been also a matter of
great interest.
Problem B. Determine whether the Bergman kernel for a domain is zero-free. In such cases,
a domain is called a Lu Qi-Keng domain.
In the complex plane, only a simply connected domain is a Lu Qi-Keng domain [28]. Since
the Bergman kernel for a bounded symmetric domain is a negative power of a certain polyno-
mial, it has no zeros anywhere. In 1996, Boas [2] proved that bounded Lu Qi-Keng domains of
holomorphy in Cn form a nowhere dense subset of all bounded domains of holomorphy. Since
then the concrete forms of non-Lu Qi-Keng domains have been found in the various classes of
domains in Cn. The minimal ball [26] with n 4 and the symmetrized polydisks [23] with n 3
are not Lu Qi-Keng domains. For the complex ellipsoids, see [3,35].
Let Ω be a bounded domain in Cn and p : Ω → (0,∞) a continuous function. Define Hartogs
type domains by
Ωˆm :=
{
(z, ζ ) ∈ Ω ×Cm: ‖ζ‖2 < p(z)}, (1.1)
where ‖ · ‖ is the standard Hermitian norm on Cm. It is well known that Ωˆm is pseudoconvex
if and only if Ω is pseudoconvex and − logp is plurisubharmonic, and convex if and only if
Ω is convex and p is concave. Ligocka [19] studied the properties of holomorphic functions on
Hartogs type domains (1.1) to obtain the regularity of weighted Bergman projections on pseu-
doconvex domains. In [3] the inflation property (2.4) for (1.1) was used to construct complex
ellipsoids whose Bergman kernel has zeros.
In this paper we solve Problems A and B for Hartogs type domains Ωˆm when Ω is the product
of bounded symmetric domains and p is also the product of positive powers of generic norms.
Following Hua [18], we list Cartan’s bounded symmetric domain D of four classical types and
two exceptional ones and define the corresponding generic norm ND(z,w) at (z,w) ∈ D ×D of
six types:
(1) Type I (1m n): V is the space of m × n complex matrices.
D = {z ∈ V : I − zzt > 0}, ND(z,w) = det(I − zwt).
Here if the square matrix z is positive definite, then we write z > 0 and I is the identity
matrix.
(2) Type II: V is the space of symmetric complex matrices.
D = {z ∈ V : I − zz > 0}, ND(z,w) = det(I − zw).
(3) Type III: V is the space of skew symmetric complex matrices.
D = {z ∈ V : I + zz > 0}, ND(z,w)2 = det(I + zw).
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1 − 2q(z, z) + ∣∣q(z, z)∣∣> 0, q(z, z) < 1,
ND(z,w) = 1 − 2q(z,w) + q(z, z)q(w,w),
where q(z,w) =∑nj=1 zjwj .
There are two more exceptional domains of dimension 27 and 16. We call them Type V and
Type VI, respectively. For the precise definitions of these exceptional domains, see [10].
We define the Cartan–Hartogs domain Ωˆm as
Ω = Ω1 × · · · × Ωq, p(z1, . . . , zq) =
q∏
l=1
NΩl (zl, zl)
μl , μl > 0 (1.2)
where zl ∈ Ωl , Ωl is one of symmetric domains of six types, and NΩl (zl, zl) is the correspond-
ing generic norm of Ωl (1  l  q). We solve Problem A in Theorem 2.5 and Problem B in
Section 5.
In Section 2, we give an explicit form of the Bergman kernel for the Cartan–Hartogs do-
main using well-known inflation principle and virtual Bergman kernel initiated by Boas, Fu,
and Straube [3] and systematically developed by Roos [27]. More precisely, we compute the
Bergman kernel KΩ,pk with weights pk (k ∈ N) of Ω and the virtual Bergman kernel, which is
just a summing up of (k + m)!KΩ,pk+mrk/k!’s, k = 0,1,2, . . . .
In Section 3, we introduce the Routh–Hurwitz criterion, which tells the condition that a poly-
nomial has no zeros in the closed right half-plane. We will use this criterion to determine whether
the Bergman kernel for a given Cartan–Hartogs domain has zeros or not.
Section 4 is the main part of this paper. The key part of the Bergman kernel of the Cartan–
Hartogs domain, after some fractional linear transformation, has the form
Hm(ζ ) =
n1∑
j1=0
· · ·
nq∑
jq=0
q∏
l=1
c(μl, jl)
j1+···+jq∑
j=max{j1,...,jq }
d
j1,...,jq
j (m + 1)j
(
ζ + 1
2
)j
= a0ζ n + a1ζ n−1 + · · · + an−1ζ + an,
where nj is the dimension of Ωj and n = n1 + · · · + nq . Moreover, we develop an efficient
algorithm to represent the coefficients aj in terms of the known numerical constants c(μl, jl)
and dj1,...,jqj so that we tell whether the Bergman kernel function for a given Cartan–Hartogs
domain has zeros or not. This representation can be done, since we have eventually found the
relation between c(μ, j) and the Stirling numbers of the second kind.
In the last section we present plenty of examples that contain previously known results [6,32]
and more. These examples show how efficient our algorithm developed in Section 4 is. Here, in
order to decide whether the Bergman kernel function for the Cartan–Hartogs domain has zeros,
we also give a quite satisfactory condition (Theorem 5.8) that suggests the relation between the
dimension of the base domain Ω and the fiber dimension m. Also, when each μj , j = 1, . . . , q ,
in (1.2) is sufficiently large, we give a complete condition that the Bergman kernels for these
Cartan–Hartogs domains have zeros. For example, the Bergman kernel function for
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(z1, z2, ζ ) ∈C×C×Cm: ‖ζ‖2 <
(
1 − |z1|2
)μ1(1 − |z2|2)μ2}
has no zeros if and only if μ1μ2  2 when m = 1; (μ1 − 1)(μ2 − 1)  3 when m = 2; when
m 3, the Bergman kernel function is zero-free for every μ1,μ2 > 0.
Ending this section, we review histories concerning with the explicit computation of the
Bergman kernel and the zeros of the Bergman kernel. To find the explicit formula of the Bergman
kernel for some particular domains has been extensively studied by Boas, Fu, and Straube [3],
D’Angelo [4,5], Francsics and Hanges [12], Fujita [13,14], Gong and Zheng [16], Hua [18], Yin
[30,31], Youssfi [34]. Especially, when q = 1 in (1.2), Roos, Lu, and Yin [33] obtained explicit
formulas of the Bergman kernels for a class of nonhomogeneous domains. Also the conditions
for the Bergman kernel function on some Hartogs domains to have zeros have been studied
by Yin [32], Demmad-Abdessameud [6] when q = 1 and n  4, and the second author [29]
when q = 2. In [8,9], Engliš constructed a family of Hartogs type domains Ωˆm whose Bergman
kernel has zeros when Ω is a bounded strongly convex domain and p does not satisfy the re-
verse Schwarz inequality |p˜(z,w)|2  p(z)p(w), where p˜ is an extension of p to Ω × Ω with
p˜(z, z) = p(z). On the contrary, the product of generic norms, p(z) in (1.2) of this paper satisfies
the reverse Schwarz inequality [17].
2. Virtual Bergman kernel for the product of symmetric domains
In this section we first introduce the numerical invariants, the rank r and the multiplicities a
and b of symmetric domains. From this we define the Hua integral of D,
∫
D
ND(z, z)
μω(z), for μ > −1,
where ω(z) is the standard volume form.
Define the numerical invariants r , a, b, and the genus g = 2 + a(r − 1) + b of D. The list of
numerical invariants of each symmetric domain of six types is the following:
(1) Type I. r = m, a = 2, b = n − m, g = m + n.
(2) Type II. r = n, a = 1, b = 0, g = n + 1.
(3) Type III. r = [n/2], a = 4, b = bi , g = 2(n − 1), i = 1,2, where b1 = 0 if n is even and
b2 = 4 if n is odd.
(4) Type IV. r = 2, a = n − 2, b = 0, g = n.
(5) Type V. r = 3, a = 8, b = 0, g = 18.
(6) Type VI. r = 2, a = 6, b = 4, g = 12.
(For the details, see [10].) Using these invariants, we define the Hua polynomial with respect to
D as
χD(s) = χ(s) =
r∏
j=1
(
s + 1 + (j − 1)a
2
)
1+b+(r−j)a
,
where (s)k denotes the Pochhammer symbol or raising factorial
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(s)
, k  1,
and as a convention, we define (s)0 = 1. Note that the degree of the Hua polynomial is r +
rb + r(r − 1)a/2, which is equal to the complex dimension of D. Now, to compute the weighed
Bergman kernel of a symmetric domain D, we consider the L2 subspace with weight function
ND(z, z)
s (s > −1) of the space H(D) of holomorphic functions in D
H(s)(D) =
{
f ∈ H(D):
∫
D
∣∣f (z)∣∣2N(z, z)sω(z) < ∞}
and its reproducing kernel (this is the precise notion of the weighted Bergman kernel) is given
[11] by
KD,Ns (z,w) = 1∫
D
N(z, z)sω(z)
N(z,w)−g−s . (2.3)
Also the following fact on the Hua integral is known (for the details, see [18,27]).
Lemma 2.1. Let D be a symmetric domain and N its generic norm. Then for any s > 0 we have
∫
D
N(z, z)sω(z) = χ(0)
χ(s)
∫
D
ω(z),
where χ is the Hua polynomial.
Corollary 2.2. The reproducing kernel of H(s)(D) (the Bergman kernel with weight Ns ) is
KD,Ns (z,w) = χ(s)
χ(0)
· K(z,w)
N(z,w)s
,
where K(z,w) = KD,N0(z,w) is the Bergman kernel for D.
Before computing the virtual Bergman kernel for Ω , we recall the definition of Ω in (1.2). In
this section, we always denote the point z ∈ Ω by z = (z1, . . . , zq), where zl ∈ Ωl , 1 l  q , and
fix μ = (μ1, . . . ,μq), μl > 0, 1 l  q . Hereunder we introduce the notion of virtual Bergman
kernel for (Ω,p) and give the complete formula of virtual Bergman kernel. If the Bergman
kernel Kˆ1 for Ωˆ1 is given by
Kˆ1
(
(z, ζ ), (w,η)
)= L1(z,w; ζη)
for (z, ζ ), (w,η) ∈ Ω ×C, then the Bergman kernel Kˆm for Ωˆm is
Kˆm
(
(z, ζ ), (w,η)
)= 1
m!
∂m−1
∂rm−1
L1(z,w; r)
∣∣∣∣ , (z, ζ ), (w,η) ∈ Ωˆm (2.4)
r=〈ζ,η〉
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In fact, L1 has the following series expansion [19,27]:
L1(z,w; r) =
∞∑
k=0
(k + 1)KΩ,pk+1(z,w)rk.
From this observation, the following concept arises naturally.
Definition 2.3. (See [27].) Let Ω be a domain and p : Ω → (0,∞) a continuous function on Ω .
Then the virtual Bergman kernel L0(z,w; r) for (Ω,p) is defined by
L0(z,w; r) = LΩ,p(z,w; r) =
∞∑
k=0
KΩ,pk (z,w)r
k.
Then one can see the following property of the virtual Bergman kernel,
Kˆ1
(
(z, ζ ), (w,η)
)= L1(z,w; ζη), with L1(z,w; r) = ∂
∂r
L0(z,w; r). (2.5)
By Corollary 2.2, we have the following relation between the Bergman kernel KΩ,p for Ω with
a weight function p and the Bergman kernel KΩl of Ωl ,
KΩ,p(z,w) =
q∏
l=1
χl(μl)
χl(0)
KΩl (zl,wl)
NΩl (zl,wl)
μl
,
where χl is the Hua polynomial of a symmetric domain Ωl . Note that since pk = NΩ1(z1,
z1)kμ1 · · ·NΩq (zq, zq)kμq , we have
KΩ,pk (z,w) =
q∏
l=1
χl(kμl)
χl(0)
KΩl (zl,wl)
NΩl (zl,wl)
kμl
.
Then the virtual Bergman kernel L(μ)0 for (Ω,p) has the following form,
L
(μ)
0 (z,w; r) =
∞∑
k=0
q∏
l=1
χl(kμl)
χl(0)
KΩl (zl,wl)
NΩl (zl,wl)
kμl
rk
=
q∏
l=1
KΩl (zl,wl)
( ∞∑
k=0
q∏
l=1
χl(kμl)
χl(0)
(
r∏q
l=1 NΩl (zl,wl)μl
)k)
.
It is convenient to write
F(t) =
∞∑ q∏ χl(kμl)
χl(0)
tk.k=0 l=1
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polynomial χl(kμl) of the symmetric domain Ωl as a polynomial in k-variable. Let nl be the
degree of χl(kμl). Note that nl is the complex dimension of Ωl .
Definition 2.4. Let χl be the Hua polynomial of a symmetric domain Ωl .
(i) For any μl > 0, define c(μl, jl) by
χl(kμl)
χl(0)
=
nl∑
jl=0
c(μl, jl)(k + 1)jl . (2.6)
(ii) For any jl with 0 jl  nl for l = 1, . . . , q , define dj1,...,jqj by
q∏
l=1
(k + 1)jl =
j1+···+jq∑
j=max{j1,...,jq }
d
j1,...,jq
j (k + 1)j . (2.7)
It follows from (2.6) and (2.7) that
F(t) =
∞∑
k=0
(
n1∑
j1=0
· · ·
nq∑
jq=0
q∏
l=1
c(μl, jl)(k + 1)jl
)
tk
=
n1∑
j1=0
· · ·
nq∑
jq=0
q∏
l=1
c(μl, jl)
( ∞∑
k=0
q∏
l=1
(k + 1)jl tk
)
=
n1∑
j1=0
· · ·
nq∑
jq=0
q∏
l=1
c(μl, jl)
( j1+···+jq∑
j=max{j1,...,jq }
d
j1,...,jq
j
( ∞∑
k=0
(k + 1)j tk
))
=
n1∑
j1=0
· · ·
nq∑
jq=0
q∏
l=1
c(μl, jl)
( j1+···+jq∑
j=max{j1,...,jq }
d
j1,...,jq
j
j !
(1 − t)j+1
)
.
Thus we have simplified form of virtual Bergman kernel for (Ω,p) as following
L
(μ)
0 (z,w; r) =
q∏
l=1
KΩl (zl,wl)F
(
r∏q
l=1 NΩl (zl,wl)μl
)
.
By (2.4) and (2.5), the Bergman kernel for the Hartogs domain Ωˆm is
Kˆm
(
(z, ζ ), (w,η)
)= 1
m!
q∏
l=1
KΩl (zl,wl)
∂m
∂rm
F
(
r∏q
l=1 NΩl (zl,wl)μl
)∣∣∣∣
r=〈ζ,η〉
= 1
m!
q∏
KΩl (zl,wl)
q∏
NΩl (zl,wl)
−mμlF (m)(t),
l=1 l=1
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Thus we obtain the solution to Problem A as follows.
Theorem 2.5. Let ((z, ζ ), (w,η)) ∈ Ωˆm × Ωˆm. Then the Bergman kernel for Ωˆm is given by
Kˆm
(
(z, ζ ), (w,η)
)= 1
m!
q∏
l=1
KΩl (zl,wl)
NΩl (zl,wl)
mμl
F (m)
( 〈ζ, η〉∏q
l=1 NΩl (zl,wl)μl
)
,
where
F (m)(t) =
n1∑
j1=0
· · ·
nq∑
jq=0
q∏
l=1
c(μl, jl)
j1+···+jq∑
j=max{j1,...,jq }
d
j1,...,jq
j
(j + m)!
(1 − t)j+m+1 .
Example 2.6. Using Theorem 2.5, we obtain the explicit form of the Bergman kernel for
{(z1, z2, ζ ) ∈ C3: |ζ |2 < (1 − |z1|2)μ1(1 − |z2|2)μ2}. In this case, Ω is a polydisk, i.e., Ω =
{(z1, z2) ∈C2: |z1| < 1, |z2| < 1} and the generic norm is given by p(z1, z2) = (1−|z1|2)μ1(1−
|z2|2)μ2 . By the straightforward computations of F(t), the virtual Bergman kernel for (Ω,p) can
be easily obtained:
L(μ)(z,w; r) = 1
π2
1∏2
l=1(1 − zlwl)2
∞∑
k=0
2∏
l=1
(kμl + 1)
(
r∏2
l=1(1 − zlwl)μl
)k
.
Note that
2∏
l=1
(kμl + 1) = (kμ1 + 1)(kμ2 + 1)
= μ1μ2(k + 1)2 + (μ1 + μ2 − 3μ1μ2)(k + 1) + (1 − μ1)(1 − μ2).
Thus we have
F(t) = 2μ1μ2
(1 − t)3 +
μ1 + μ2 − 3μ1μ2
(1 − t)2 +
(1 − μ1)(1 − μ2)
1 − t .
If we differentiate the virtual Bergman kernel L(μ)0 (z,w; r) with respect to r , then the Bergman
kernel Kˆ1((z, ζ ), (w,η)) for the domain Ωˆ1 is
Kˆ1
(
(z, ζ ), (w,η)
)= 6μ1μ2∏2l=1(1 − zlwl)3μl−2
π2ρ4
+ 2(μ1 + μ2 − 3μ1μ2)
∏2
l=1(1 − zlwl)2μl−2
π2ρ3
+ (1 − μ1)(1 − μ2)
∏2
l=1(1 − zlwl)μl−2
2 2 ,π ρ
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the domain
{
(z1, z2, ζ ) ∈C3: |ζ |2 <
(
1 − |z1|2
)(
1 − |z2|2
)} (2.8)
is
6(1 − z1w1)(1 − z2w2)
π2ρ4
− 2
π2ρ3
= 4(1 − z1w1)(1 − z2w2) + 2ζη
π2{(1 − z1w1)(1 − z2w2) − ζη}4 .
Furthermore, this kernel function is zero-free. Suppose that the above function is zero at
(z1, z2, ζ ), (w1,w2, η). Then we have
|ζη|2 = 4|1 − z1w1|2|1 − z2w2|2
 4
(
1 − |z1|2
)(
1 − |w1|2
)(
1 − |z2|2
)(
1 − |w2|2
)
> 4|ζ |2|η|2,
which is a contradiction. Thus the domain (2.8) is a Lu Qi-Keng domain.
3. Lu Qi-Keng problem
The explicit formula of the Bergman kernel function for the domain D enables us to in-
vestigate whether the Bergman kernel has zeros in D × D or not. We will call this kind of
problem a Lu Qi-Keng problem. The motivation of this problem comes from the Riemann map-
ping theorem. If n 2, then there is no analogue of Riemann mapping theorem in Cn. Thus the
following natural question arises: Are there canonical representatives of biholomorphic equiva-
lence classes of domains? In higher dimensions, Bergman himself [1] introduced a representative
domain to which a given domain may be mapped by representative coordinates. Let K(z,w) be
the Bergman kernel for a bounded domain D in Cn, and define
T (z,w) = (gij ) =
(
∂2 logK(z,w)
∂zi∂zj
)
.
Then its converse is T −1(z,w) = (g−1ji ). Hence the local representative coordinate f (z) =
(f1, . . . , fn) based at the point ζ is given by
fi(z) =
n∑
j=1
g−1ji
∂
∂wj
log
K(z,w)
K(w,w)
∣∣∣∣
w=ζ
for i = 1, . . . , n. For the details, see [1,32]. This coordinates take ζ to 0 and the complex Jacobian
matrix at ζ is the identity.
In 1966, Lu Qi-Keng [20] observed the following phenomenon: It is necessary that the
Bergman kernel K(z,w) has no zeros in order to define the Bergman representative coordi-
nates.
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will be called a Lu Qi-Keng domain.
From (2.3), it follows that all bounded symmetric domains are Lu Qi-Keng domains. For non-
symmetric domains, many Lu Qi-Keng and non-Lu Qi-Keng domains have been found [3,24,32].
Recently, Demmad-Abdessameud [6] solved this problem in Ωˆ1 when Ω is just a symmetric
domain and the complex dimension of Ω is less than or equal to 4 (q = 1).
Since each symmetric domain of Ωl is a Lu Qi-Keng domain in Theorem 2.5, the zero set of
the Bergman kernel of this Hartogs domain depends only on the function F (m)(t). Recall that
F (m)(t) =
n1∑
j1=0
· · ·
nq∑
jq=0
q∏
l=1
c(μl, jl)
j1+···+jq∑
j=max{j1,...,jq }
d
j1,...,jq
j
(j + m)!
(1 − t)j+m+1 .
If ((z, ζ ), (w,η)) ∈ Ωˆm × Ωˆm, then by the Cauchy–Schwartz inequality, we have
|〈ζ, η〉|
|∏ql=1 NΩl (zl,wl)μl | < 1.
Since the holomorphic function t → 1/(1 − t) maps the unit disk, {t ∈ C: |t | < 1} onto the
set {t ∈ C: Re t > 1/2}, we have the following consequence of Theorem 2.5. Let Gm(t) :=
(1 − t)m+1F (m)(t)/m! and
Hm(ζ ) := Gm
(
1 − 1
ζ + 1/2
)
=
n1∑
j1=0
· · ·
nq∑
jq=0
q∏
l=1
c(μl, jl)
j1+···+jq∑
j=max{j1,...,jq }
d
j1,...,jq
j (m + 1)j
(
ζ + 1
2
)j
. (3.9)
Lemma 3.2. For any positive integer m, the domain Ωˆm is a Lu Qi-Keng domain if and only if
all zeros of the polynomial Hm(ζ ) lie in the closed left half-plane {ζ ∈C: Re ζ  0}.
The Routh–Hurwitz criterion [15] is the most efficient method for determining whether the
polynomial Hm(ζ ) has zeros in the open left half-plane. Let f (ζ ) = a0ζ n + a1ζ n−1 + · · · +
an−1ζ + an with real coefficients and a0 > 0 and define nj for j = 1, . . . , n by
nj =
∣∣∣∣∣∣∣∣∣∣
a1 a3 a5 · · · a2j−1
a0 a2 a4 · · · a2j−2
0 a1 a3 · · · a2j−3
...
...
...
. . .
...
0 0 0 · · · aj
∣∣∣∣∣∣∣∣∣∣
,
where aj = 0 if j < 0 or j > n.
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lie in the open left half-plane {ζ ∈C: Re ζ < 0} if and only if
n1 > 0, . . . , 
n
n > 0.
This condition is also equivalent to any one of the following four forms:
(i) an > 0, an−2 > 0, an−4 > 0, . . . ; n1 > 0,n3 > 0, . . . ,
(ii) an > 0, an−2 > 0, an−4 > 0, . . . ; n2 > 0,n4 > 0, . . . ,
(iii) an > 0; an−1 > 0, an−3 > 0, . . . ; n1 > 0,n3 > 0, . . . ,
(iv) an > 0; an−1 > 0, an−3 > 0, . . . ; n2 > 0,n4 > 0, . . . .
Remark 3.4. In Lemma 3.2, we need a criterion for closed left half-plane. From Lemma 3.3, we
might guess that all zeros of given polynomial f (ζ ) lie in the closed left half-plane if and only
if
n1  0, . . . , nn  0. (3.10)
But, (3.10) does not imply that all zeros of f (ζ ) lie in the closed left half-plane. For example,
consider
f (ζ ) = (ζ + a)(ζ 2 + p)= ζ 3 + aζ 2 + pζ + ap.
Then 31 = a, 32 = 33 = 0. If p < 0 and a  0, then 3j  0 for j = 1,2,3. But, f (ζ ) has a
zero
√−p in the open right half-plane.
It follows from Lemmas 3.2 and 3.3 that
Proposition 3.5. Let nj be constants constructed from Hm(ζ ) for Ωˆm in (3.9). If n1 > 0,
. . . ,nn > 0, then Ωˆm is a Lu Qi-Keng domain.
But the converse is not true. In singular cases (some nj vanish), (3.10) cannot be a neces-
sary and sufficient condition that Ωˆm is a Lu Qi-Keng domain. In Section 5, the converse of
Proposition 3.5 is obtained for the cases when n = 2 and n = 3.
Now we need to compute the coefficients of Hm(ζ ). At first, define the coefficients Aj for
1 j  n by
Aj =
j∑
|α|=0
q∏
l=1
c(μl, nl − αl)dn1−α1,...,nq−αqn−j (m + 1)n−j , (3.11)
and
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j∑
k=0
Aj−k
(
n − j + k
k
)(
1
2
)k
, (3.12)
where α = (α1, . . . , αq) and |α| = α1 + · · · + αq . With these notations, we can rewrite (3.9) with
Hm(ζ ) = A0
(
ζ + 1
2
)n
+ A1
(
ζ + 1
2
)n−1
+ · · · + An−1
(
ζ + 1
2
)
+ An
= a0ζ n + a1ζ n−1 + · · · + an−1ζ + an,
where n = n1 + · · · + nq .
Next, for the time being, we deal with an irreducible symmetric domain (q = 1 in (1.2)).
Let D be one of symmetric domains of six types in Section 1 and n its dimension. Then from
Definition 2.4 the Hua polynomial χ = χD of D is decomposed as
χ(kμ)
χ(0)
=
n∑
j=0
c(μ, j)(k + 1)j . (3.13)
To investigate the more obvious information on the coefficients c(μ, j) in (3.13), we introduce
the following.
Definition 3.6. For a fixed j , define cjν (D) with ν = j, j + 1, . . . by the relation
c(μ, j) = 1
χ(0)
n∑
ν=j
cjν (D)μ
ν = μ
n
χ(0)
n∑
ν=j
c
j
ν (D)
μn−ν
= c(μ,n)
n∑
ν=j
c
j
ν (D)
μn−ν
.
The above coefficients cjν (D)’s are well defined, since c(μ, j) is a polynomial in μ of de-
gree n. Since c(μ, j) depends on the numerical invariants of the domain, ciν(D) also does. But
c
j
n(D) depends only on the dimension of the domain, not the other invariants a, b, r defined in
Section 2.
In Section 4, it will turn out that cn−jn (D) is a polynomial in n of degree 2j (for details, see
Remark 4.3(ii)). More precisely, for fixed n, we may write this polynomial in a variable t as
c
n−j
n [t] =
2j∑
α=0
a˜jαt
α. (3.14)
Here the coefficient a˜jα varies only when the dimension of D does (there are several different
types of symmetric domains with the same dimension). Note that cjn[n] = cjn(D) and in general,
c
j
β(D) = cjn[β]. In the next section, for a fixed n, without changing the coefficients a˜jα and varying
the variable t , we will show that cjβ(D), j  β < n can be represented in terms of a numerical
constant Tn−β(D) and cn−β+jn [β], and again cn−β+jn [n] is, up to constant, the Stirling number of
the second kind (for the definitions of Tn−β(D) and the Stirling number of the second kind, see
Definition 4.1 and the definition stated before Proposition 4.8).
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In this section we develop an algorithm to obtain the explicit form of Aj , which enables us
to calculate an explicit form of aj by (3.12). We introduce the following concepts which are
frequently used in the theory of combinatorics.
Definition 4.1. Let p be a nonnegative integer and D one of symmetric domains as in Section 1.
(i) Let Ep(x1, . . . , xn) be the sum of all possible products of p elements chosen from
{x1, . . . , xn} without replacement where order doesn’t matter. Here x1, . . . , xn may not be
distinct. As a convention, let E0(x1, . . . , xn) = 1.
(ii) Sp(j1; . . . ; jq) := Ep(1,2, . . . , j1, . . . ,1,2, . . . , jq).
(iii) Tp(D) := Ep(y1, . . . , yn), where yi is an element of {k + (j − 1) a2 : k = 1,2, . . . ,1 + b +
(r − j)a, j = 1,2, . . . , r}. Here a, b, r are numerical invariants with respect to D.
The following lemma shows the interplay between cin[β] and cjν (D).
Lemma 4.2. Let D be one of symmetric domains of six types.
(i) kn−lTl(D) =∑nj=0 cjn−l(D)(k + 1)j .
(ii) For any nonnegative integers α, β with α  β , we have
cn−αn−β(D) =
{−∑α−βp=1 Sp(n − α + p)cn−α+pn−β (D), if α  β + 1,
Tα(D), if α = β.
(iii) For 0 β  α, we have cn−αn−β(D) = Tβ(D)cn−α+βn [n − β].
Remark 4.3. (i) If l = 0, then kn = ∑nj=0 cjn(D)(k + 1)j , which means that cjn(D) depends
only on the dimension n of D. However, if l  1, then cjn−l (D) depends on the other numerical
invariants of D.
(ii) By this iterative formula, we see that cn−in (D) is a polynomial in n of degree 2i. Moreover,
the explicit formula of Sp(n) = Ep(1,2, . . . , n) can be obtained by
Sp(n) =
∑
1i1<···<ipn
i1 · · · ip =
n∑
ip=1
ip−1∑
ip−1=1
· · ·
i2−1∑
i1=1
i1 · · · ip. (4.15)
Proof. From the definition of Hua polynomial and (3.13), we have
r∏
j=1
(
kμ + 1 + (j − 1)a
2
)
1+b+(r−j)a
=
n∑
j=0
(
n∑
ν=j
cjν (D)μ
ν
)
(k + 1)j .
If the coefficients of μn−l and kn−l of the one side of the above equality are compared to the
other, then (i) and (ii) are easily seen, respectively. For (iii), we use the induction on β . If β = α,
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(i) and (ii) successively, by the induction hypothesis, we see that
cn−αn−α+k(D) = −
k∑
p=1
Sp(n − α + p)cn−α+pn−α+k (D)
= −Sk(n − α + k)cn−α+kn−α+k(D) −
k−1∑
p=1
Sp(n − α + p)cn−α+pn−α+k (D)
= −Sk(n − α + k)Tα−k(D)
−
k−1∑
p=1
Sp(n − α + p)Tα−k(D)cn−k+pn [n − α + k]
= Tα−k(D)
{
−
k∑
p=1
Sp(n − α + p)cn−k+pn [n − α + k]
}
= Tα−k(D)
{
−
k∑
p=1
Sp(n − k + p)cn−k+pn (D)
}
[n − α + k]
= Tα−k(D)cn−kn [n − α + k]. (4.16)
In (4.16), {· · ·} is a polynomial in n. Here by {· · ·}[n − α + k], we mean that one evaluates the
polynomial {· · ·} at (n − α + k). 
We transform Aj and aj into another form, which enables one to easily calculate them by
successive iteration. Let Ω = Ω1 × · · · × Ωq , where Ωj is an irreducible symmetric domain
defined in Section 1. First of all, we calculate this when q = 1. Recall
q∏
l=1
(k + 1)jl =
j1+···+jq∑
j=max{j1,...,jq }
d
j1,...,jq
j (k + 1)j . (4.17)
Note that
d
j1,...,jq
j = 1 for j = j1 + · · · + jq (4.18)
and moreover, if q = 1, then
dij = δij , (4.19)
where δij is the Kronecker delta. Hence, by (3.11), the definition of cjν (Ω), and Lemma 4.2(iii),
we have
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j∑
α=0
c(μ,n − α)dn−αn−j (m + 1)n−j = c(μ,n − j)(m + 1)n−j
= c(μ,n)(m + 1)n−j
j∑
β=0
c
n−j
n−β(Ω)
μβ
= c(μ,n)(m + 1)n−j
j∑
β=0
Tβ(Ω)
μβ
c
n−j+β
n [n − β].
If we rewrite the last summation, by (3.12), we have
aj =
j∑
k=0
Aj−k
(
n − j + k
k
)(
1
2
)k
= c(μ,n)
j∑
k=0
(m + 1)n−j+k
j−k∑
β=0
Tβ(Ω)
μβ
c
n−j+k+β
n [n − β]
(
n − j + k
k
)(
1
2
)k
= c(μ,n)(m + 1)n−j
×
j∑
β=0
Tβ(Ω)
μβ
j−β∑
k=0
(m + n − j + 1)k
(
n − j + k
k
)(
1
2
)k
c
n−j+k+β
n [n − β].
For the systematic calculation, define B(t, s) by
B(t, s) =
s∑
k=0
(m + t − s + 1)k
(
t − s + k
k
)(
1
2
)k
cn−s+kn [t]. (4.20)
Since c(μ,n) = μn/χ(0), by (4.20), we have
aj = μ
n
χ(0)
(m + 1)n−j
k∑
β=0
Tβ(Ω)
μβ
B(n − β, j − β). (4.21)
Next, we transform aj and Aj into another simpler form when Ω = Ω1 × · · ·×Ωq . Since we
deal with the product of symmetric domains, we have to extend the above procedure to multi-
variables. To do this, we need preliminary lemmas that are interesting also from the viewpoint
of combinatorics. Both sides of (4.17) are polynomials in k. If we compare the coefficients of
kj1+···+jq−l of the left-hand side in (4.17) with the right-hand side, we obtain
Lemma 4.4. For 1 l  j1 + · · · + jq , we have
d
j1,...,jq
j1+···+jq−l = Sl(j1; . . . ; jq) −
l∑
p=1
d
j1,...,jq
j1+···+jq−l+pSp(j1 + · · · + jq − l + p).
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α∑
p=0
Sα−p(n − p)cn−pn (Ω) =
l∑
α=0
Sl−α(n − α)cn−αn (Ω) = 0.
Now we prove a multivariate version of the above identity. For the simplification of notation,
we write cinl = cinl (Ωl), 1  l  q and cin = cin(D), where D is arbitrary symmetric domain of
dimension n = n1 +· · ·+nq . Note that these are well defined and make no confusion, since these
are dependent only on the dimension.
Lemma 4.5. For each j with 1 j  n, we have
j∑
|α|=0
Sj−|α|(n1 − α1; . . . ;nq − αq)cn1−α1n1 · · · c
nq−αq
nq = 0.
Proof. Consider the decomposition
q∏
l=1
χl(kμl)
χl(0)
=
q∏
l=1
(
nl∑
jl=0
c(μl, jl)(k + 1)jl
)
.
If we compare the coefficients of kn−j of one side in the above identity with those of the other
side, we get
1∏q
l=1 χl(0)
∑
|β|=n−j
μ
β1
1 · · ·μ
βq
q Tn1−β1(Ω1) · · ·Tnq−βq (Ωq)
=
∑
|α|j
q∏
l=1
c(μl, nl − αl)Sj−|α|(n1 − α1; . . . ;nq − αq)
=
∑
|α|j
1∏q
l=1 χl(0)
q∏
l=1
(
nl∑
ν=nl−αl
cnl−αlν μνi
)
Sj−|α|(n1 − α1; . . . ;nq − αq).
Again, comparing the coefficients of
∏q
l=1 μ
nl
l with the other side, we obtain
∑
|α|j
(
q∏
l=1
cnl−αlnl
)
Sj−|α|(n1 − α1; . . . ;nq − αq) = 0. 
Using the above two lemmas, we prove the following relation which plays a crucial role in
computing the explicit forms of Aj and aj .
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j∑
|α|=0
d
n1−α1,...,nq−αq
n−j c
n1−α1
n1 · · · c
nq−αq
nq = cn−jn . (4.22)
Proof. By (4.18) and Lemma 4.2(i), we see that dn1,...,nqn = 1, cnlnl = 1, and cnn = 1. Hence if
j = 0, then (4.22) is clear. Now assume that j  1. We will show this by induction on j . First,
using Lemmas 4.4 and 4.5, we can rewrite the left-hand side of (4.22) as
j∑
|α|=0
d
n1−α1,...,nq−αq
n−j c
n1−α1
n1 · · · c
nq−αq
nq
=
j∑
|α|=0
(
Sj−|α|(n1 − α1; . . . ;nq − αq)
−
j−|α|∑
p=1
d
n1−α1,...,nq−αq
n−j+p Sp(n − j + p)
)
cn1−α1n1 · · · c
nq−αq
nq
= −
j∑
|α|=0
j−|α|∑
p=1
d
n1−α1,...,nq−αq
n−j+p Sp(n − j + p)cn1−α1n1 · · · c
nq−αq
nq .
For the time being, we denote the summation in the last equality of the above formula by F(j).
It is enough to show that F(j) = cn−jn . If j = 1, by Lemma 4.2(ii), then
F(1) = −dn1,...,nqn S1(n)cn1n1 · · · c
nq
nq = −S1(n) = cn−1n .
Assume that F(ν) = cn−νn for ν  j . Then, by Lemma 4.2(ii) and the induction hypothesis, we
have
F(j + 1) = −
j+1∑
|α|=0
j+1−|α|∑
p=1
d
n1−α1,...,nq−αq
n−j−1+p Sp(n − j − 1 + p)cn1−α1n1 · · · c
nq−αq
nq
= −
j+1∑
p=1
Sp(n − j − 1 + p)
j+1−p∑
|α|=0
d
n1−α1,...,nq−αq
n−j−1+p c
n1−α1
n1 · · · c
nq−αq
nq
= −
j+1∑
p=1
Sp(n − j − 1 + p)cn−j−1+pn
= cn−j−1n . 
Now we want to formulate a multivariate version of (4.21). By (3.11), Definition 3.6, and
Lemma 4.2(ii), we have
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j∑
|α|=0
d
n1−α1,...,nq−αq
n−j
j∑
|β|=0
q∏
l=1
c
nl−αl
nl−βl (Ωl)
μ
βl
l
= P(m + 1)n−j
j∑
|β|=0
1∏q
l=1 μ
βl
l
j∑
|α|=0
d
n1−α1,...,nq−αq
n−j
q∏
l=1
c
nl−αl
nl−βl (Ωl)
= P(m + 1)n−j
j∑
|β|=0
q∏
l=1
Tβl (Ωl)
μ
βl
l
j∑
|α|=0
d
n1−α1,...,nq−αq
n−j
q∏
l=1
cnl−αl+βlnl [nl − βl],
where P =∏ql=1 c(μl, nl) =∏ql=1(μnll /χl(0)). Again, using (4.22), we can simplify the sum-
mation term of multi-variables in the last line of the above formula with a single term of one
variable. More precisely, by (4.22),
j∑
|α|=0
d
n1−α1,...,nq−αq
n−j
q∏
l=1
cnl−αl+βlnl [nl − βl]
=
(
j∑
|α|=0
d
n1+β1−α1,...,nq+βq−αq
n−(j−|β|)
q∏
l=1
cnl−αl+βlnl
)
[n1 − β1, . . . , nq − βq ]
=
(
j−|β|∑
|α|=0
d
n1−α1,...,nq−αq
n−(j−|β|)
q∏
l=1
cnl−αlnl
)
[n1 − β1, . . . , nq − βq ]
= cn−j+|β|n
[
n − |β|].
Here, by (· · ·)[n1 − β1, . . . , nq − βq ], we mean that one evaluates the polynomial (· · ·) in multi-
variable (n1, . . . , nq) at (n1 −β1, . . . , nq −βq). The last equality can be justified, since cn−j+|β|n
is a polynomial in n = n1 + · · · + nq . This observation forces one to write cn−j+|β|n [t1, . . . , tq ] =
c
n−j+|β|
n [|t |]. Thus we have
Aj = P(m + 1)n−j
j∑
|β|=0
q∏
l=1
Tβl (Ωl)
μ
βl
l
c
n−j+|β|
n
[
n − |β|].
Theorem 4.7. The polynomial of (3.9),
Hm(ζ ) = a0ζ n + a1ζ n−1 + · · · + an−1ζ + an
has the following form
aj = P(m + 1)n−j
(
j∑ q∏ Tβl (Ωl)
μ
βl
)
B
(
n − |β|, j − |β|),|β|=0 l=1 l
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P =
q∏
l=1
μ
nl
l
χl(0)
, B(t, s) =
s∑
k=0
(m + t − s + 1)k
(
t − s + k
k
)(
1
2
)k
cn−s+kn [t].
Proof. Recall
aj =
j∑
k=0
Aj−k
(
n − j + k
k
)(
1
2
)k
.
Plugging Aj in the formula of aj and using the definition of B(t, s), one obtains the conclu-
sion. 
If one tries to calculate aj using Theorem 4.7, one has to know how to obtain cn−ln , l =
0,1, . . . , n. This can be done through the Stirling number of the second kind. For k  l, the
number of partitions of {1,2, . . . , k} into l blocks is denoted S(k, l) and called the Stirling number
of the second kind. Then we have the following relation between cjn and S(k, l).
Proposition 4.8. For l = 0,1, . . . , n, we have
cn−ln = (−1)lS(n + 1, n + 1 − l). (4.23)
For the proof of this proposition, we need a lemma. We omit the proof of the following lemma,
which is well known in the theory of combinatorics (see Section 2.1 in [21]).
Lemma 4.9. The Stirling number of the second kind has the following properties.
(i) For any positive integer p,
xp =
p∑
r=1
S(p, r)(x − r + 1)r .
(ii) For any r with 0 r  p, we have
S(p, r) = 1
r!
r∑
j=1
(−1)r+j
(
r
j
)
jp
= 1
r!
∑
s1+···+sr=p
p!
s1! · · · sr ! =:
1
r!
∑
s1+···+sr=p
(
p
s1, . . . , sr
)
.
Proof of Proposition 4.8. In Lemma 4.2(i), if l = 0, then we have
kn =
n∑
c
j
n(k + 1)j . (4.24)j=0
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kn+1 =
n+1∑
j=1
S(n + 1, j)(k − j + 1)j . (4.25)
Since (k − j + 1)j = (k − j + 1)j−1 · k for j  1, we can rewrite (4.25) as
kn =
n∑
j=0
S(n + 1, j + 1)(k − j)j .
It follows that
(−k)n =
n∑
j=0
S(n + 1, j + 1)(−k − j)j =
n∑
j=0
S(n + 1, j + 1)(−1)j (k + 1)j ,
so that
kn =
n∑
j=0
(−1)n−j S(n + 1, j + 1)(k + 1)j . (4.26)
Then we get (4.23) from (4.24) and (4.26). 
Combining Lemma 3.3 and Theorem 4.7, theoretically, we can find the conditions for
(μ1, . . . ,μq) that Ωˆm is a Lu Qi-Keng domain. In the next section, we will give several exam-
ples which show how our method works efficiently to tell whether a given Ωˆm is a Lu Qi-Keng
domain or not.
5. Examples
Recall that the Cartan–Hartogs domain Ωˆm = {(z, ζ ) ∈ Ω ×Cm: ‖ζ‖2 < p(z)} is defined by
Ω = Ω1 × · · · × Ωq, p(z1, . . . , zq) =
q∏
l=1
NΩl (zl, zl)
μl , μl > 0.
Here Ωj ’s are irreducible symmetric domains as in Section 1. Let n be the dimension of Ω . In
this section, we obtain the sufficient and necessary condition that Ωˆm is a Lu Qi-Keng domain
when n  3. For higher dimensional cases, we only investigate the asymptotic condition, that
is, for sufficiently large μj , j = 1, . . . , q , that Ωˆm is a Lu Qi-Keng domain. Finally, using some
polynomials in m, we present a necessary condition for Ωˆm to be a Lu Qi-Keng domain.
To accomplish these, first of all, we need a lot of numerical data on S(k, l), cjn , and B(n, j) in
turn. Using Lemma 4.9(ii), we have
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S(k, k − 1) = 1
2
k(k − 1),
S(k, k − 2) = 1
24
k(k − 1)(k − 2)(3k − 5),
S(k, k − 3) = 1
48
k(k − 1)(k − 2)2(k − 3)2,
S(k, k − 4) = 1
5760
k(k − 1)(k − 2)(k − 3)(k − 4)(15k3 − 150k2 + 485k − 502),
S(k, k − 5) = 1
11 520
k(k − 1)(k − 2)(k − 3)(k − 4)2(k − 5)2(3k2 − 23k + 38).
For example, to compute S(k, k − 3), we use Lemma 4.9(ii):
S(k, k − 3) = 1
(k − 3)!
∑
j1+···+jk−3=k
(
k
j1, . . . , jk−3
)
= 1
(k − 3)!
{(
k
1,1, . . . ,4
)(
k − 3
1
)
+ 2
(
k
1,1, . . . ,1,2,3
)(
k − 3
2
)
+
(
k
1,1, . . . ,1,2,2,2
)(
k − 3
3
)}
= 1
48
k(k − 1)(k − 2)2(k − 3)2.
Again, using cn−ln = (−1)lS(n + 1, n − l + 1), one directly gets
cnn = 1,
cn−1n = −
1
2
n(n + 1),
cn−2n =
1
24
n(n − 1)(n + 1)(3n − 2),
cn−3n = −
1
48
n(n + 1)(n − 2)2(n − 1)2,
cn−4n =
1
5760
(n + 1)n(n − 1)(n − 2)(n − 3)(15n3 − 105n2 + 230n − 152),
cn−5n = −
1
11 520
(n + 1)n(n − 1)(n − 2)(n − 3)2(n − 4)2(3n2 − 17n + 18).
The above formulas and (4.20) directly give
B(n,0) = 1,
B(n,1) = 1n(m − 1),2
3540 H. Ahn, J.-D. Park / Journal of Functional Analysis 262 (2012) 3518–3547B(n,2) = 1
24
n(n − 1)(3m2 − 9m + 4 − 2n),
B(n,3) = 1
48
n(n − 1)(n − 2)(m − 1)(m2 − 5m + 4 − 2n),
B(n,4) = 1
5760
n(n − 1)(n − 2)(n − 3)(15m4 − 150m3 + 465m2
− 570m + 180nm + 20n2 − 132n − 60m2n + 208),
B(n,5) = 1
11 520
n(n − 1)(n − 2)(n − 3)(n − 4)(m − 1)(3m4 − 42m3
+ 193m2 − 362m + 20n2 − 20m2n + 100nm − 132n + 208). (5.27)
Combining (5.27) and Lemma 3.3, we have the following characterization of Lu Qi-Keng do-
mains.
At first, a1 is always positive for any cases.
Lemma 5.1. For any positive integers m and n, it holds that a1 > 0.
Proof. By Theorem 4.7, we have
a1 = p(m + 1)n−1
{
B1(n) +
q∑
l=1
T1(Ωl)
μl
}
> 0,
since B1(n) = 12n(m − 1) 0 for m 1 and T1(Ωl) > 0. 
5.1. Case n = 2
Let Hm(ζ ) = a0ζ 2 + a1ζ + a2 in (3.9). By Proposition 3.5 and Lemma 3.3, if a2 > 0 and
a1 > 0, then Ωˆm is a Lu Qi-Keng domain. Note that a1 is always positive by Lemma 5.1. If
a2 < 0 (and a1 is always positive), then Hm(ζ ) = 0 has a positive real root, so Ωˆm is not a Lu Qi-
Keng domain. If a2 = 0 (and a1 is always positive), then zeros of Hm(ζ ) are 0 and −a1/a0 < 0.
Therefore, Ωˆm is a Lu Qi-Keng domain if and only if a2  0.
Theorem 5.2 (n = 2). Let m be a positive integer.
(i) {(z, ζ ) ∈C2 ×Cm: ‖ζ‖2 < (1 − ‖z‖2)μ} is a Lu Qi-Keng domain if and only if
8 + 6(m − 1)μ + m(m − 3)μ2  0.
(ii) {(z1, z2, ζ ) ∈ C × C × Cm: ‖ζ‖2 < (1 − |z1|2)μ1(1 − |z2|2)μ2} is a Lu Qi-Keng domain if
and only if
4 + 2(m − 1)(μ1 + μ2) + m(m − 3)μ1μ2  0.
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Let Hm(ζ ) = a0ζ 3 + a1ζ 2 + a2ζ + a3 in (3.9). By Proposition 3.5 and Lemma 3.3, if a3 > 0,
a1 > 0, 32 > 0, then Ωˆm is a Lu Qi-Keng domain. Note also that a1 > 0 by Lemma 5.1. Assume
that
a3  0 implies 32 > 0, (5.28)
which will be proved for each case in Theorem 5.3. If a3 < 0, then similarly as in the case when
n = 2, Ωˆm is not a Lu Qi-Keng domain. If a3 = 0, then by Lemma 5.1 and (5.28), Hm(ζ ) =
ζ(a0ζ 2 + a1ζ + a2) has two zeros in an open left half-plane except for the origin. Therefore,
Ωˆm is a Lu Qi-Keng domain if and only if a3  0.
Theorem 5.3 (n = 3). Let m be a positive integer.
(i) {(z, ζ ) ∈C3 ×Cm: ‖ζ‖2 < (1 − ‖z‖2)μ} is a Lu Qi-Keng domain if and only if
48 + 44(m − 1)μ + 12m(m − 3)μ2 + (m − 1)(m2 − 5m − 2)μ3  0.
(ii) {(z1, z2, ζ ) ∈ C×C2 ×Cm: ‖ζ‖2 < (1 − |z1|2)μ1(1 − ‖z2‖2)μ2} is a Lu Qi-Keng domain
if and only if
16 + 4(m − 1)(2μ1 + 3μ2)
+ 2m(m − 3)(μ22 + 3μ1μ2)+ (m − 1)(m2 − 5m − 2)μ1μ22  0.
(iii) {(z1, z2, z3, ζ ) ∈C3 ×Cm: ‖ζ‖2 < (1−|z1|2)μ1(1−|z2|2)μ2(1−|z3|2)μ3} is a Lu Qi-Keng
domain if and only if
1 + 1
2
(m − 1)r1 + 14m(m − 3)r2 +
1
8
(m − 1)(m2 − 5m − 2)r3  0,
where
r1 = μ1 + μ2 + μ3, r2 = μ1μ2 + μ2μ3 + μ3μ1, r3 = μ1μ2μ3.
Proof. Here we prove (iii) only. (i) and (ii) can be proved similarly. In this case, Ω = Ω1 ×
Ω2 ×Ω3, where each Ωl is the unit disk {z ∈C: |z| < 1}. In fact, this is the Type I for m = n = 1
defined in Section 1. Note that the numerical invariants of this type are a = 2, b = 0, r = 1, and
g = 2, respectively. Hence by Definition 4.1, we have
Tp(Ωl) = Ep(1) =
{
1, if p = 0 or 1;
0, if p  2. (5.29)
By Theorem 4.7, Hm(ζ ) = a0ζ 3 + a1ζ 2 + a2ζ + a3, where
aj = (m + 1)3−j
j∑
Tβl (Ωl)μ
1−βl
l B
(
3 − |β|, j − |β|). (5.30)|β|=0
3542 H. Ahn, J.-D. Park / Journal of Functional Analysis 262 (2012) 3518–3547Combining (5.27), (5.29), and (5.30), we have
a0 = (m + 1)3r3,
a1 = 12 (m + 1)2
{
3(m − 1)r3 + 2r2
}
,
a2 = 14 (m + 1)
{
4r1 + 4(m − 1)r2 +
(
3m2 − 9m − 2)r3},
a3 = 1 + 12 (m − 1)r1 +
1
4
m(m − 3)r2 + 18 (m − 1)
(
m2 − 5m − 2)r3,
where
r1 = μ1 + μ2 + μ3, r2 = μ1μ2 + μ2μ3 + μ3μ1, r3 = μ1μ2μ3.
By direct calculations, we obtain
32 = (m + 1)2
{
2mr3 + m(m − 1)
(
m2 − 2m − 2)r23 + (m − 1)(m + 1)r22
+ m(m − 1)r1r3 + (m + 1)(r1r2 − 3r3) +
(
2m3 − 3m2 − 2m + 1)r2r3}.
Now we will prove (5.28). Since 32 > 0 for m 3, it is enough to prove (5.28) for m = 1,2. If
m = 1, then we have
a3 = 1 − 12 r2 and 
3
2 = 12(r1r2 − 2r3 − r2r3).
If a3 = 0, then r2 = 2, so that μ3 = 2−μ1μ2μ1μ2 . It follows that
32 = 24(r1 − 2r3) =
24
μ1 + μ2
{
(μ1 − μ2)2 + 2(μ1μ2)2 − μ1μ2 + 2
}
> 0.
For some small 0 < μ1,μ2 < 1, a3(μ1,μ2) = 0 always implies 32(μ1,μ2) > 0. For example,
if r2 = 1, then a3 = 1/2 > 0 and so it is easily checked that 32 = 12(r1 − 3r3) > 0 in a similar
way. Thus (5.28) is true for m = 1.
Next, if m = 2, then
a3 = 1 + 12 r1 −
1
2
r2 − r3,
32 = 12
(
3r1r2 + r2r3 + 2r3r1 − 5r3 + 3r22 − 4r23
)
.
Assuming a3 = 0, so that r1 = r2 + 2r3 − 2, we have 32 = 36(r2 − 1)(2r2 + 3r3). Since r2 
3 3
√
r23 , we have r
3/2
2  3
√
3r3 > 32
√
3(2 − r2) and 2r3/22 + 3
√
3r2 > 6
√
3. Suppose that r2  1,
then 2r23/2 + 3
√
3r2  2 + 3
√
3 < 6
√
3, which leads to a contradiction. It follows that r2 > 1, so
that 32 > 0. Similarly as the case when m = 1, this shows that (5.28) holds also for m = 2. 
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Next, we consider the case that n = 4,5, where n is the dimension of Ω . Even though we have
some condition that Ωˆm is a Lu Qi-Keng domain, practically, it is not useful, since that condition
involves too many terms. To overcome this complexity, we assume that the exponent μj , j =
1, . . . , q , is sufficiently large. We define the leading terms of aj and kj by
a˜j = P(m + 1)n−jB(n, j)
and
˜kj =
∣∣∣∣∣∣∣∣∣∣
a˜1 a˜3 a˜5 · · · a˜2j−1
a˜0 a˜2 a˜4 · · · a˜2j−2
0 a˜1 a˜3 · · · a˜2j−3
...
...
...
. . .
...
0 0 0 · · · a˜j
∣∣∣∣∣∣∣∣∣∣
,
where a˜j = 0 if j < 0 or j > k and P =∏ql=1(μnll /χl(0)). The other terms of aj , not a˜j are
negligible, that is, if μj is sufficiently large and the fiber dimension m is less than certain number,
say m0, then aj = a˜j + (μ). Here we can make (μ) as small as possible by choosing μj
sufficiently large. Thus we have
Proposition 5.4. Let n = 4 or 5 and m0 given. If μ1, . . . ,μq are sufficiently large and mm0,
then we have
(i) a˜j > 0 if and only if aj > 0, for each j = 1, . . . , n,
(ii) ˜nj > 0 if and only if nj > 0, for each j = 1, . . . , n.
Remark 5.5. Proposition 5.4 holds for any fixed n if we choose μj sufficiently large. Here
we restricted the dimension, since we have numerical data of B(n, j)’s only for n  5 in the
preceding part.
Example 5.6. Let m0 be a given large number. Choose μ1, . . . ,μq sufficiently large so that
Proposition 5.4 holds.
(1) Let n = 4. By Lemma 3.3(i) and Proposition 5.4, Ωˆm is a Lu Qi-Keng domain if
a˜1 > 0, a˜4 > 0, a˜2 > 0, ˜43 > 0.
For the simplification of notation, we omit the coefficient P in the definitions a˜j and ˜nj .
In fact, this does not change anything, since we need only the positiveness of a˜j and ˜nj .
Moreover, without the coefficient P , we abuse the notations of a˜j and ˜nj . By (5.27), we
have
a˜0 = (m + 1)4,
a˜2 = 1 (m + 1)(m + 2)
(
3m2 − 9m − 4),2
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(
m3 − 10m2 + 15m + 10),
˜43 = m(m + 2)(m + 3)(m − 1)2(m + 1)2
(
m5 − 5m4 − 4m3 + 20m2 + 15m + 5).
It follows that a˜4, a˜2, a˜1, ˜43 > 0 for m 8. In fact, a˜4 > 0 implies a˜1 > 0, a˜2 > 0, ˜43 > 0.
So, for sufficiently large μ1, . . . ,μq and any m 8, Ωˆm is a Lu Qi-Keng domain.
(2) Let n = 5. Similarly as n = 4, by Lemma 3.3(ii) and Proposition 5.4, the condition for Ωˆm
to be a Lu Qi-Keng domain is characterized by
a˜1 > 0, a˜3 > 0, a˜5 > 0, ˜52 > 0, ˜
5
4 > 0.
Then we have
a˜1 = 52 (m + 1)(m + 2)(m + 3)(m + 4)(m − 1),
a˜3 = 54 (m + 1)
2(m + 2)(m − 1)(m − 6),
a˜5 = 132 (m − 1)
(
m4 − 14m3 + 31m2 + 46m + 16)
and
˜52 = 5m(m − 1)(m + 4)(m + 3)
(
m2 − 6)(m + 2)2(m + 1)2,
˜54 = m2(m + 4)(m + 3)
(
m10 − 11m9 + 14m8 + 134m7 − 201m6 − 523m5
+ 236m4 + 936m3 + 741m2 + 351m + 72)(−1 + m)2(m + 2)2(m + 1)2.
Note that a˜5 > 0, that is, m  11 implies the positiveness of a˜1, a˜3, ˜52, ˜54. So, for suffi-
ciently large μ1, . . . ,μq and any m 11, Ωˆm is a Lu Qi-Keng domain.
Finally we give a necessary condition for Ωˆm to be a Lu Qi-Keng domain. By Routh–Hurwitz
criterion (Lemma 3.3), if Ωˆm is a Lu Qi-Keng domain, then an > 0. Note that
an =
q∏
l=1
μ
nl
l
χl(0)
(
n∑
|β|=0
q∏
l=1
Tβl (Ωl)
μ
βl
l
)
B
(
n − |β|, n − |β|).
Now we investigate the formula of B(t, t) more closely. By Proposition 4.8, we have
B(t, t) =
t∑
k=0
(m + 1)k
(
1
2
)k
ckn[t]
=
t∑
k=0
(m + 1)k
(
1
2
)k
(−1)t−kS(t + 1, k + 1)
= (−1)t
t∑
(m + 1)k
(
−1
2
)k
S(t + 1, k + 1).k=0
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B(t)[m] = (−1)t
t∑
k=l
(m + 1)k−l
(
−1
2
)k
pl,k(m)S(t + 1 − l, k + 1 − l).
Since B(t)[m] is a polynomial in m, we see that pl,k(m) is uniquely defined. Actually, pl,k(m)
is a polynomial in m of degree l as we will see.
Lemma 5.7. For k m 2, we have S(k + 1,m) = S(k,m − 1) + mS(k,m).
Proof. See Theorem 2.1.20 in [21]. 
It follows from the above lemma that
B(t)[m]
(−1)t = S(t + 1,1) + (m + 1)t
(
−1
2
)t
S(t + 1, t + 1)
+
t−1∑
k=1
(m + 1)k
(
−1
2
)k{
S(t, k) + (k + 1)S(t, k + 1)}
= S(t,1) + (m + 1)t
(
−1
2
)t
S(t, t)
+
t−1∑
k=1
(m + 1)k
(
−1
2
)k
S(t, k) +
t∑
k=2
(m + 1)k−1
(
−1
2
)k−1
kS(t, k)
=
t∑
k=1
{
(m + 1)k
(
−1
2
)k
+ (m + 1)k−1
(
−1
2
)k−1
k
}
S(t, k)
=
t∑
k=1
(m + 1)k−1
(
−1
2
)k{
(m + k) − 2k}S(t, k).
Thus p0,k(m) = 1 and p1,k(m) = (m+ k)− 2k. In this way, we obtain the recurrence relation for
pl,k(m):
p0,k(m) = 1,
pl+1,k(m) = (m + k − l)pl,k(m) − 2(k − l)pl,k−1(m). (5.31)
Therefore if l = t , then we have
B(t)[m] =
(
1
2
)t
pt,t (m).
Theorem 5.8. If Ωˆm is Lu Qi-Keng domain for all (μ1, . . . ,μq), then pt,t (m) > 0 for all t =
0,1, . . . , n.
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p1,1(m) = m − 1,
p2,2(m) = m(m − 3),
p3,3(m) = (m − 1)
(
m2 − 5m − 2),
p4,4(m) = m
(
m3 − 10m2 + 15m + 10),
p5,5(m) = (m − 1)
(
m4 − 14m3 + 31m2 + 46m + 16),
p6,6(m) = m
(
m5 − 21m4 + 105m3 − 35m2 − 210m − 112).
If we combine Example 5.6 and Theorem 5.8, it seems that if the dimension of the base
domain Ω is greater than or equal to 4, then
pt,t (m) > 0 for m 8 + 3(t − 4) and t  4
and the positiveness of pt,t (m) is also sufficient condition for a Cartan–Hartogs domain to be
a Lu Qi-Keng. Also, this insight has been confirmed as we have checked the positiveness of
pt,t (m) for many large t with the help of a computer program (Maple or Mathematica).
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