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Abstract—We show that the sequence of dimensions of the
linear spaces, generated by a given rank-metric code together
with itself under several applications of a field automorphism, is
an invariant for the whole equivalence class of the code. These
invariants give rise to an easily computable criterion to check if
two codes are inequivalent. With this criterion we then derive
bounds on the number of equivalence classes of classical and
twisted Gabidulin codes.
Index Terms—Code Equivalence, Gabidulin Codes, Rank-
Metric Codes, Twisted Gabidulin Codes
I. INTRODUCTION
Rank-metric codes have received a lot of attention in the
last decades, due to their applications in network coding,
distributed storage and post-quantum cryptography. Optimal
rank-metric codes, achieving the Singleton bound, are called
maximum rank distance (MRD) codes. The most prominent
family of these codes, called Gabiulin codes, was introduced,
independently, by Delsarte [1], Gabidulin [2], and Roth [3].
Several generalizations of this construction have been made
afterwards, e.g. in [4]. Since it was shown in [5] that, for a
sufficiently large extension field degree m, there are plenty
of MRD codes that are not (generalized) Gabidulin codes, it
has been an ongoing research problem to find non-Gabidulin
MRD codes.
A first answer in this direction was given by Sheekey in
[6]. His twisted Gabidulin codes were the first construction
of a family of non-Gabidulin MRD codes. At the same time
a special case of them was also discovered in [7]. This
family has been generalized in [6, Remark 9], and in [8],
[9], [10]. Moreover, other non-Gabidulin MRD codes have
been constructed; the references of which are ommitted due
to space restrictions.
When looking for new MRD code constructions, it is
important to understand if the new codes are equivalent to
any of the already known codes. Furthermore, knowing the
equivalence classes of codes is also of interest in code-based
cryptography. For instance, many attacks and distinguishers
on a code can be directly applied to any other code in its
equivalence class.
Hence, it is helpful to have easily computable criteria to
check if codes belong to a given family. For (generalized)
Gabidulin codes such a criterion, based on the dimension
of the intersection of the code with itself under some field
automorphism, was given in [11]. In this work we generalize
this result to more than just one application of the field auto-
morphism, and derive results about the number of equivalence
classes of certain MRD codes. Compared to the criterion in
[11], the new method is able to distinguish more classes of
rank-metric codes from each other.
This work was supported by SNF grant no. 169510 and by the German
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II. PRELIMINARIES
A. Rank-Metric Codes
Let q be a prime power, Fq the finite field of cardinality q,
and Fqm the extension field of degree m of Fq . In this work
we consider codes in the vector space Fnqm , equipped with the
rank metric dR, defined as dR(u,v) := dimFq (suppq(u−v))
for any u,v ∈ Fnqm , where suppq(u) := 〈u1, . . . , un〉Fq is the
Fq-support of u.
A rank-metric code is a subset C ⊆ Fnqm endowed with
the rank distance dR. Such a rank-metric code is called Fqm -
linear if it is a subspace of Fnqm . In this work we will only
deal with rank-metric codes that are linear over Fqm . The
integer n is called the length of C, while the dimension of
C is the integer k = dimFqm (C). The minimum distance of
C is d(C) = min{dR(u, v) | u, v ∈ C, u 6= v}. For a k-
dimensional Fqm-linear rank metric code of length n and
minimum rank distance d, the Singleton bound [1], [2], [3]
states that d ≤ n − k + 1. Codes that meet this bound with
equality are called maximum rank distance (MRD) codes.
It is well-known that Fqm -linear MRD codes exist for any
parameters if and only if n ≤ m. For this reason, we will
assume n ≤ m in this work.
B. Equivalence of Rank-Metric Codes
We say that two rank-metric codes in Fnqm are equivalent
if there exists a rank isometry that maps one code onto the
other. Equivalent codes share many important properties. In
the Hamming metric, it is known that deciding whether two
codes are equivalent is a hard (but not NP-hard) problem [12].
Denote by Aut(Fqm) the automorphism group of Fqm , and
by GLn(q) := {A ∈ Fn×nq | rk(A) = n} the general linear
group of degree n over Fq. The semi-linear rank isometries
on Fnqm (i.e., the distance-preserving mappings that are linear
up to a field automorphism) are induced by the isometries on
F
m×n
q and are hence well-known, see e.g. [13]:
Lemma 1. [13, Proposition 2] The semilinear Fq-rank isome-
tries on Fnqm are of the form
(λ,A, θ) ∈
(
F
∗
qm ×GLn(q)
)
⋊Aut(Fqm),
acting on Fnqm ∋ (v1, . . . , vn) via
(v1, . . . , vn)(λ,A, θ) = (θ(λv1), . . . , θ(λvn))A.
Definition 1. Two Fqm -linear rank-metric codes C, C′ ⊆
F
n
qm are semi-linearly equivalent if there exists (λ,A, θ) ∈(
F
∗
qm ×GLn(q)
)
⋊Aut(Fqm) such that C′ = θ(λC)A.
In the sequel we can always assume λ = 1, since a
multiplication of C by a scalar in Fqm does not change the
code. We remark that there exists a different notion of rank
equivalence, when one considers rank-metric codes as Fq-
subspaces of Fm×nq . We will not deal with this notion in this
work, however, it is worth mentioning that for Fqm-linear
codes the two notions coincide (see [14, Proposition 2.5]).
C. Known Fqm -Linear Constructions
Definition 2. Let α ∈ Fnqm be a vector whose entries αi are
linearly independent over Fq, 1 ≤ k ≤ n, and σ a generator
of Gal(Fqm/Fq).
1) A Gabidulin code [1], [2], [3] is defined by
Cσk (α) :=
〈
α, σ(α), . . . , σk−1(α)
〉
Fqm
.
2) Let η ∈ Fqm \{0}. The corresponding (Sheekey’s) twisted
Gabidulin code [6] is defined by
Cσk,η(α) :=
〈
α+ ησk(α), σ(α), . . . , σk−1(α)
〉
Fqm
.
3) Choose ℓ ∈ N, which we call the number of twists. Let
h ∈ {0, . . . , k − 1}ℓ and t ∈ {1, . . . , n − k}ℓ such that
the hi are distinct and the ti are distinct. Furthermore,
let η ∈ (Fqm \ {0})ℓ. The corresponding (generalized)
twisted Gabidulin code [9] is defined by
Cσk,t,h,η(α) :=
〈{
σhi(α) + ηiσ
k−1+ti (α) : i = 1, . . . , ℓ
}
∪
{
σi(α) : i ∈ {0, . . . , k − 1} \ {h1, . . . , hℓ}
}〉
Fqm
.
4) Let η ∈ Fqm \ {0} and restrict k to satisfy m − k ≤ k.
Then, Gabidulin’s new codes [10] are defined by
Cσ,newk,η (α) :=
〈{
σi(α) + σi(η)σk+i(α) : 0 ≤ i < m− k
}
∪
{
σi(α) : m− k ≤ i < k
}〉
Fqm
.
Gabidulin codes are MRD for any choice of α [1], [2], [3].
Sheekey’s twisted Gabidulin codes and Gabidulin’s new codes
are MRD if η has norm N(η) 6= (−1)km [6], [10]. Twisted
Gabidulin codes are a generalization of Sheekey’s codes. In
general, there is a sufficient MRD condition if the αi are
chosen from a subfield Fqr ⊆ Fqm with r2ℓ | m and a suitable
choice of the ηi [9] (see also [15, Chapter 7] for more details).
Note that this gives codes of length n ≤ 2−ℓm. It is an open
problem whether longer MRD codes exist for arbitrary t and
h. In the special case ℓ = 1, we write t := t = t1 ∈ N and
h := h = h1 ∈ N0. Gabidulin’s new codes can be seen as a
special case of (generalized) twisted codes with
ℓ = m− k, hi = i − 1, ti = i, and ηi = σ
i−1(η)
for i = 1, . . . ,m− k.
Note that all codes defined above are rank-metric codes of
length n and dimension k. The dimension directly follows
from the fact that α, σ(α), . . . , σi−1(α) are the rows of the
σ-Moore matrix
Mσi (α) :=


α
σ(α)
...
σi−1(α)

 =


α1 · · · αn
σ(α1) · · · σ(αn)
...
. . .
...
σi−1(α1) · · · σ
i−1(αn)

 ,
which are linearly independent over Fqm since the entries of α
are linearly independent over Fq. This is a direct consequence
of the following statement, which is a generalization of [16,
Corollary 2.38] and directly follows from [17, Corollary 4.13].
Proposition 1. Let α ∈ Fnqm . Then rk(M
σ
i (α)) = min{i, r},
where r = dimFq〈α1, . . . , αn〉Fq .
III. NEW INVARIANTS IN THE RANK METRIC
A. General Results
In recent works it has been noticed that the dimension of
the code C + σ(C) is an invariant of a code C under rank-
metric equivalences. In [11] this was used to derive a criterion
for checking whether a given code is Gabidulin or not. In
[15] it was used to show that some twisted Gabidulin codes
are inequivalent to known constructions. We generalize this
invariant here.
Lemma 2. Let 0 < s1 < . . . < sr < m be positive integers,
and let C1, C2 be two equivalent Fqm -linear rank metric codes.
Then, C′1 := C1+σ
s1(C1)+. . .+σ
sr (C1) is equivalent to C
′
2 :=
C2+σ
s1(C2)+ . . .+σ
sr (C2). In particular, dim C
′
1 = dim C
′
2.
Proof. Since C1 and C2 are equivalent, there exist θ ∈
Aut(Fqm), A ∈ GLn(Fq) such that C1 = θ(C2)A. Therefore,
C1 + σ
s1(C1) + . . .+ σ
sr (C1)
= θ(C2)A+ σ
s1(θ(C2))σ
s1(A) + . . .+ σsr (θ(C2))σ
sr (A)
(∗)
= θ(C2)A+ θ(σ
s1 (C2))A+ . . .+ θ(σ
sr (C2))A
= θ(C2 + σ
s1(C2) + . . .+ σ
sr (C2))A,
where (*) holds because the entries of A belong to Fq and
Aut(Fqm) is an abelian group.
Lemma 2 implies that if two Fqm-linear codes C1, C2
have different dimension of C′1 and C
′
2, then they must be
inequivalent. Hence, checking the dimensions of C′1 and C
′
2 for
different choices of the powers si gives a sufficient condition
for codes to be inequivalent. It is notable that computing the
dimension of C + σs1 (C) + . . . + σsr (C) of a code C with
generator matrix G can be done by computing the rank of the
(r + 1)k × n matrix (G⊤, σs1(G)⊤, . . . , σsr (G)⊤)⊤, which
costs at most O(max{r2k2n, n2rk}) field operations. In the
following, we restrict to the special case of consecutive si = i
for the sake of easier proofs.
Definition 3. Let C be a code of length n and dimension k,
and let σ ∈ Gal(Fqm/Fq). We consider the σ-sequence of
codes {Sσi (C)}
m
i=0, defined as the sum of Fqm -vector spaces
Sσi (C) =
i∑
j=0
σj(C),
and the associate sequence of integers {sσi (C)}
m
i=0 given by
the dimensions of the codes, i.e.
sσi (C) = dim(S
σ
i (C)).
As a consequence of Lemma 2, we get that the sequence
{sσi (C)} is an invariant of linear rank metric codes, i.e., it is
stable under code equivalence.
Proposition 2. Let C ⊆ Fnqm be a Fqm-linear rank metric
code of dimension k. Then:
1) {sσi (C)} is a non-decreasing sequence of integers between
k and n.
2) Sσi+j(C) = S
σ
i (S
σ
j (C)).
3) sσi (C) = s
σ
i+1(C) if and only if S
σ
i (C) has a basis of
elements in Fnq , i.e., a generator matrix over Fq.
4) If sσi (C) = s
σ
i+1(C) then s
σ
i+j(C) = s
σ
i (C) for all j ≥ 0.
5) sσn−k(C) = s
σ
n−k+j(C) for all j ≥ 0.
6) sσi+j+1(C)− s
σ
i+j(C) ≤ s
σ
i+1(C)− s
σ
i (C) for all j ≥ 0.
7) sσi+1(C)− s
σ
i (C) ≤ k for all i ≥ 0.
Proof. 1) Follows from Sσi (C) ⊆ S
σ
i+1(C) ⊆ F
n
qm .
2) It holds that Sσi (S
σ
j (C)) =
∑i
ℓ=0 σ
ℓ(Sσj (C)) =∑i
ℓ=0
∑j
r=0 σ
ℓ+r(C) =
∑i+j
s=0 σ
s(C) = Sσi+j(C).
3) Suppose sσi (C) = s
σ
i+1(C), then S
σ
i (C) = S
σ
i+1(C), and
by part 2, we get Sσ1 (S
σ
i (C)) = S
σ
i (C). This is true if and
only if σ(Sσi (C)) = S
σ
i (C), and we can conclude using
[11, Lemma 4.5].
4) sσi (C) = s
σ
i+1(C) implies that σ(S
σ
i (C)) = S
σ
i (C), and
therefore, Sσi+j(C) = σ
j(Sσi (C)) = S
σ
i (C) for all j ≥ 0.
5) Given a k-dimensional code C, let rσ(C) = min{i |
sσi (C) = s
σ
i+1(C)}. If r
σ(C) ≤ n − k, then by part 4 we
can conclude. Suppose by contradiction that r(C) > n−k.
Then we get a chain k = sσ0 (C) < s
σ
1 (C) < . . . <
sσn−k(C) < s
σ
n−k+1(C). This implies that s
σ
i (C) ≥ k + i,
and in particular sσn−k+1(C) ≥ k + n − k + 1 = n + 1,
but this is impossible since Sσn−k+1(C) ⊆ F
n
qm .
6) We prove it for j = 1, and the general case follows
then by induction. Suppose sσi+1(C) = s
σ
i (C) + ℓ. Then
dim(Sσi (C) + σ(S
σ
i (C))) = dim(S
σ
i (C)) + ℓ. This im-
plies that σ(Sσi (C)) = W + U , where W ⊆ S
σ
i (C),
U ∩ Sσi (C) = {0} and dimU = ℓ. Hence, S
σ
i+2(C) =
Sσ1 (S
σ
i+1(C)) = S
σ
i+1(C) + σ(S
σ
i+1(C)) = S
σ
i (C) + U +
σ(Sσi (C))+σ(U). However, U ⊆ σ(S
σ
i (C)), and therefore
Sσi+2(C) = S
σ
i (C)+σ(S
σ
i (C))+σ(U) = S
σ
i+1(C)+σ(U).
Since dim σ(U) = dim(U) = ℓ, we conclude.
7) We have Sσ1 (C) = C + σ(C) and thus s
σ
1 (C) = dim(C +
σ(C)) ≤ dim(C)+dim(σ(C)) = sσ0 (C)+k. The statement
follows with part 6.
Remark 1. The sequence {Sσi (C)}
m
i=0 was already consid-
ered in [18], and following work, to retrieve the structure
of a Gabidulin code (i.e., the vector α) from an obfuscated
generator matrix thereof, which led to an efficient attack
on a cryptosystem based on Gabidulin codes. For the same
purpose, it was shown in [19, Proposition 2] that for a random
k-dimensional code C, we have sσi (C) = min{n, (i + 1)k}
with high probability. To the best of our knowledge, it has
so far not been used to study inequivalences of rank-metric
codes.
In the following subsections, we explicitly compute the
sequences {sσi (C)}
m
i=0 some code families. In some cases this
implies the exact number of pairwise inequivalent codes in the
respective code family.
B. The Sequence for Gabidulin Codes
Proposition 3. Let C := Cσk (α) be a Gabidulin code of length
n and dimension k, as defined in Definition 2, and i ∈ N.
1) If 0 ≤ ℓ ≤ k, then Sσ
ℓ
i (C) = S
σ
iℓ(C) = C
σ
k+iℓ(α) and
sσ
ℓ
i (C) = min{k + iℓ, n}.
2) If m− k ≤ ℓ < m, then Sσ
ℓ
i (C) = C
σ−1
k+i(m−ℓ)(σ
k−1(α))
and sσ
ℓ
i (C) = min{k + i(m− ℓ), n}.
3) If m = n, and 0 ≤ ℓ ≤ m−1 , then sσ
ℓ
1 (C) = min{r, n},
where
r =


k + ℓ if 0 ≤ ℓ ≤ k
k +m− ℓ if m− k ≤ ℓ ≤ m− 1
2k if k + 1 ≤ ℓ ≤ m− k − 1
.
Proof. 1) Let 0 ≤ ℓ ≤ k. Then Sσ
ℓ
i (C) =
〈α, . . . , σk−1(α), σk(α), . . . , σk+iℓ−1(α)〉 = Cσk+iℓ(α).
The computation of sσi (C) follows from Proposition 1.
2) If m − k ≤ ℓ ≤ m − 1, then the claim follows
considering that Cσk (α) = C
σ−1
k (σ
k−1(α)), and applying
σℓ = (σ−1)m−ℓ, with 0 ≤ m − ℓ ≤ k. The computation
of sσi (C) follows again from Proposition 1.
3) If 0 ≤ ℓ ≤ k orm−k ≤ ℓ ≤ m−1, it follows from part 1.
On the other hand, if k+1 ≤ ℓ ≤ m−k−1, then Sσ
ℓ
1 (C) =
〈α, . . . , σk−1(α), σℓ(α), . . . , σk+ℓ−1(α)〉, and the gener-
ators of Sσ
ℓ
1 (C) are all distinct rows of the Moore matrix
Mσm(α). Hence, we conclude using Proposition 1.
Theorem 1. Let 1 < k < n− 1, and m = n. Then there are
exactly
φ(m)
2 inequivalent Gabidulin codes of length m and
dimension k, where φ denotes Euler’s totient function.
Proof. Let σ, τ be two generators of Gal(Fqm/Fq), and
α,β ∈ Fmqm be two vectors with entries that are linearly inde-
pendent over Fq. Consider two Gabidulin codes C = Cσk (α)
and C′ = Cτk (β). First we show that, if τ = σ then C and C
′
are equivalent. Since n = m, then suppq(α) = suppq(β) =
Fqm . Therefore, there existsA ∈ GLm(q) such that αA = β.
This implies that C · A = C′ and they are equivalent. Now,
suppose that τ = σ−1. Then, by the first part we can assume
α = β. Since Cσ
−1
k (β) = C
σ
k (σ
m−k+1(β)), we obtain again
that they are equivalent. Finally, if τ /∈ {σ, σ−1}, then τ = σℓ,
with ℓ /∈ {1,−1}, and by part 3 of Proposition 3, we have
sτ1(C
′) = k + 1 and sτ1(C) ≥ k + 2. By Lemma 2 we deduce
that they cannot be equivalent. Since there are exactly φ(m)
generators for Gal(Fqm/Fq), we conclude.
C. The Sequence for Sheekey’s Twisted Gabidulin Codes
Proposition 4. Let C := Cσk,η(α) be one of Sheekey’s twisted
Gabidulin codes as defined in Definition 2, where η ∈ F∗qm
with N(η) 6= (−1)km.
1) If 1 ≤ ℓ ≤ k − 1, then Sσ
ℓ
i (C) = C
σ
k+iℓ+1(α) and
sσ
ℓ
i (C) = min{k + iℓ+ 1, n}.
2) If m − k + 1 ≤ ℓ < m, then Sσ
ℓ
i (C) =
Cσ
−1
k+i(m−ℓ)+1(σ
k(α)) and sσ
ℓ
i (C) = min{k + i(m− ℓ) +
1, n}.
3) If m = n, and 1 ≤ ℓ ≤ m−1 , then sσ
ℓ
1 (C) = min{r,m},
where
r =


k + ℓ+ 1 if 1 ≤ ℓ ≤ k − 1
k +m− ℓ+ 1 if m− k + 1 ≤ ℓ ≤ m− 1
2k if k ≤ ℓ ≤ m− k
.
Proof. 1) Let 1 ≤ ℓ ≤ k − 1 and i = 1.
Then Sσ
ℓ
1 (C) = 〈α + ησ
k(α), . . . , σk−1(α), σℓ(α) +
σℓ(η)σk+ℓ(α), σℓ+1(α) . . . , σk+ℓ−1(α)〉 ⊆ Cσk+ℓ(α).
Moreover, Sσ
ℓ
1 (C) ⊇ {σ(α), . . . , σ
ℓ+k−1(α)}. Further-
more, it contains α+ησk(α) and σℓ(α)+σℓ(η)σk+ℓ(α).
Since 1 ≤ ℓ ≤ k− 1, then it contains σk(α), and σℓ(α),
and therefore α, σk+ℓ(α) ∈ Sσ
ℓ
1 (C), and we deduce
Sσ
ℓ
1 (C) = C
σ
k+ℓ+1(α). If i > 1, by part 2 of Proposition 2,
we have Sσ
ℓ
i (C) = S
σℓ
i−1(S
σℓ
1 (C)), and we conclude using
part 1 of Proposition 3.
2) Observe that Cσk,η(α) = C
σ−1
k,η−1
(σk(α)), and that σℓ =
(σ−1)m−ℓ, with 1 ≤ m − ℓ ≤ k − 1. Then, the claim
follows from part 1.
3) If 0 ≤ ℓ ≤ k or m − k ≤ ℓ ≤ m − 1, it follows from
part 1. The case k ≤ ℓ ≤ m − k is omitted, due to lack
of space.
For a prime power q, and two integers k,m we consider
the left group action of Aut(Fqm) on the set {α ∈ Fqm |
N(α) 6= (−1)km}, given by θ · α := θ(α). We denote by
Xq(m, k) the set of orbits of this group action. Observe that
the action above is well-defined. Indeed, if N(α) 6= (−1)km,
and θ ∈ Aut(Fqm), then N(θ(α)) = θ(N(α)). This is due
to the fact that Aut(Fqm) is a cyclic group, and it contains
Gal(Fqm/Fq). Since (−1)km belongs to the prime field, and
therefore is fixed by any automorphism θ ∈ Aut(Fqm), we
have that also θ(N(α)) 6= (−1)km.
Theorem 2. Let 2 < k < n − 2, and m = n. Then there
are exactly
φ(m)
2 |Xq(m, k)| inequivalent Sheekey’s twisted
Gabidulin codes of length m, dimension k, and N(η) 6=
(−1)km (i.e., MRD), where φ denotes Euler’s totient function.
Proof. The proof is similar to the one of Theorem 1. Let
σ, τ be two generators of Gal(Fqm/Fq), α,β ∈ Fmqm be
two vectors with entries that are linearly independent over
Fq and let η, η′ ∈ Fqm with norm not equal to (−1)km.
Consider two twisted Gabidulin codes C = Cσk,η(α) and
C′ = Cτk,η′(β). Suppose τ /∈ {σ, σ
−1}, then τ = σℓ, with
ℓ /∈ {1,−1}, and by part 3 of Proposition 4, we have
sτ1(C
′) = k + 2 and sτ1(C) ≥ k + 3. By Lemma 2 we
conclude that they cannot be equivalent. Now, recall that C, C′
are equivalent if and only if there exist θ ∈ Aut(Fqm) and
A ∈ GLn(q) such that C′ = θ(C)A. When C = Cσk,η(α)
we get θ(C)A = Cσ
k,θ(η)(θ(α)). Assume η
′ = θ(η) for
some θ ∈ Aut(Fqm). If σ = τ then, since α1, . . . , αm
are linearly independent, then so are θ(α1), . . . θ(αm) and
therefore, suppq(θ(α)) = suppq(β). This implies that there
exists A ∈ GLm(q) such that θ(α)A = β and θ(C)A = C′.
Hence, for every σ generator of Gal(Fqm/Fq), and for every
representative η in an orbit in Xq(m, k), we have exactly
one equivalent class of twisted Gabidulin codes. Moreover,
observe that Cσ
−1
k,η (β) = C
σ
k,η−1
(σm−k(β)). This shows that
C and C′ are equivalent if and only if τ = σ and η = θ(η′) for
some θ ∈ Aut(Fqm) or τ = σ−1 and η−1 = θ(η′) for some
θ ∈ Aut(Fqm). By counting, we get exactly
φ(m)
2 |Xq(m, k)|
inequivalent twisted Gabidulin codes.
Analogously to the previous proof one can easily show the
known fact that a generalized Gabidulin code is not equivalent
to any twisted Gabidulin code with η 6= 0.
D. The Sequence for Other Twisted Gabidulin Codes
Theorem 3. Let C := Cσk,t,h,η(α) be a (generalized) twisted
Gabidulin code with ℓ = 1 twist, t = t /∈ {1, n − k}, h =
h /∈ {0, k − 1}. Also, let α be chosen such that the αi span
a subfield of Fqm , i.e., 〈α1, . . . , αn〉 = Fqn . Then,
sσi (C) =
{
k + 1 + 2i, if 1 ≤ i ≤ min{t− 1, n− k − t},
min{k + 1+min{t− 1, n− k − t}+ i, n}, else.
Proof. By definition, we have
C =
〈
α, σ(α), . . . , σh−1(α), σh(α) + ησk−1+t(α),
σh+1(α), . . . , σk−1(α)
〉
, and
σ(C) =
〈
σ(α), . . . , σh(α), σh+1(α) + σ(η)σk+t(α),
σh+2(α), . . . , σk(α)
〉
.
Since h /∈ {0, k − 1}, all vectors α, σ(α), . . . , σk(α) are
contained in Sσ1 (C) = C + σ(C). Furthermore, σ
k−1+t(α)
and σk+t(α) can be obtained by linear combinations of the
basis elements above. Conversely, all basis elements above
can be written as linear combinations of these k + 3 vectors,
so we have Sσ1 (C) =
〈
α, . . . , σk(α), σk−1+t(α), σk+t(α)
〉
.
Furthermore, due to t /∈ {1, n − k}, the basis elements are
distinct and linearly independent since they are rows of the
σ-Moore matrix Mσn (α) (due to k+ t < n). Hence, s
σ
1 (C) =
dimSσ1 (C) = k+3. The rest of the proof follows inductively.
We claim that Sσi (C) is given by
Sσi (C)=
〈
α, . . . , σk−1+i(α), σk−1+t(α), . . . , σk−1+t+i(α)
〉
.
For i = 1, this is the statement that we proved above. The
induction step follows from part 2 of Proposition 2 and similar
arguments as above.
It is left to determine the rank of the given gen-
erators of Sσi (C). Note that the generators consist of
two sets of consecutive rows of the σ-Moore ma-
trix Mσn (α): The rows α, . . . , σ
k−1+i(α) and the rows
σk−1+t(α), . . . , σk−1+t+i(α). In between, there are two
“gaps”, i.e., the consecutive rows σk+i(α), . . . , σk−2+t(α)
and σk+t+i(α), . . . , σn−1(α) are not contained in Sσi (C).
The dimension of Sσi (C) increases by two for i→ i+1 as
long as these gaps are not closed, since in this case, the vectors
σk+i(α) and σk+t+i(α) are added to the basis of Sσi (C) and
are linearly independent of the existing basis elements.
As soon as one of the gaps is closed, the respective “new
vector” σk+i(α) or σk+t+i(α) is already in the basis (since
the αi span a subfield of Fqm , we have σn(α) = α). The
first gap is closed for i ≥ t− 1 and the second gap is closed
for i ≥ n− k − t.
Thus, if exactly one gap is closed, which is the case for
min{t− 1, n− k − t} ≤ i < max{t− 1, n− k − t},
then we have sσi+1(C) = s
σ
i (C) + 1. As soon as both gaps
are closed, i.e., for i ≥ max{t − 1, n − k − t}, we have
si+1(C) = si(C) = n. This proves the claim.
Remark 2. For arbitrary α, the sequence given in Theorem 3
is not necessarily equal to the given values, but always lower
bounded by them. This is due to the fact that for the αi to
span a subfield, we have σn(α) = α and in the general
case, σn(α) =
∑n−1
i=0 λiσ
i(α) for a non-vanishing linear
combination λi that depends on α. Hence, it is difficult to
analyze whether a vector σi(α), for i ≥ n, contributes a
linearly independent vector to the generating set of the code.
The following example was given in [15, Example 7.19],
where it was stated as an open problem if the given code is
equivalent to a Sheekey’s twisted Gabidulin code with squared
automorphism.With our new criterion we can easily show that
this is not the case.
Example 1. Consider 3 < k < n− 5, h = k − 2, t = 2 and
the code C := Cσk,t,h,η(α), for some αi’s linearly independent
over Fq: In this case, C is generated by{
α, σ(α), . . . , σk−3(α), σk−1(α), ησk+1(α) + σk−2(α)
}
,
and σ2(C) is generated by{
σ2(α), . . . , σk−1(α), σk+1(α), σ2(η)σk+3(α) + σk(α)
}
.
Similarly, σ4(C) is generated by{
σ4(α), . . . , σk+1(α), σk+3(α), σ4(η)σk+5(α) + σk+2(α)
}
.
Hence, Sσ
2
2 (C) has generators{
α, . . . , σk+1(α), σk+3(α), σ4(η)σk+5(α) + σk+2(α)
}
.
and we have sσ
2
1 (C) = k + 2 and s
σ2
2 (C) = k + 4. Note
that this holds for any vector α with linearly independent
entries since, by assumption, k + 5 < n (cf. Remark 2). By
Proposition 4, we know that for Sheekey’s twisted Gabidulin
code C′ := C(σ
2)j
k,η′ (β), for some β ∈ F
n
qm , we have s
σ2
1 (C
′) =
k + 2 and sσ
2
2 (C
′) = k + 3. Therefore, C and C′ cannot be
equivalent.
E. The Sequence for Gabidulin’s New Codes
We now determine the sequence for Gabidulin’s new codes,
as defined in Definition 2. This will show that, if N(η) 6=
(−1)km (as was assumed in [10] for the codes to be MRD),
they are actually equivalent (and hence equal) to classical
Gabidulin codes.
TABLE I
LOWER / UPPER BOUNDS ON THE NUMBER OF INEQUIVALENT TWISTED GABIDULIN CODES (FIXEDm,n, k,α,η, VARIABLE σ, t,h), CF. SECTION IV.
n \ k 3 4 5 6 7 8 9 10 11 12 13 14 15
7 9 / 36 6 / 36
8 7 / 60 7 / 64 3 / 60
9 15 / 54 21 / 60 15 / 60 6 / 54
10 12 / 84 14 / 96 13 / 100 7 / 96 3 / 84
11 40 / 120 60 / 140 65 / 150 60 / 150 30 / 140 10 / 120
12 19 / 108 18 / 128 12 / 140 12 / 144 8 / 140 6 / 128 3 / 108
13 66 / 180 102 / 216 108 / 240 120 / 252 96 / 252 72 / 240 36 / 216 12 / 180
14 30 / 198 36 / 240 42 / 270 39 / 288 42 / 294 30 / 288 21 / 270 12 / 240 4 / 198
15 52 / 144 64 / 176 72 / 200 76 / 216 72 / 224 64 / 224 44 / 216 36 / 200 20 / 176 8 / 144
16 58 / 312 76 / 384 92 / 440 72 / 480 80 / 504 72 / 512 56 / 504 40 / 480 28 / 440 16 / 384 5 / 312
17 136 / 336 184 / 416 224 / 480 240 / 528 256 / 560 280 / 576 240 / 576 192 / 560 128 / 528 96 / 480 48 / 416 16 / 336
18 51 / 270 54 / 336 60 / 390 57 / 432 60 / 462 54 / 480 51 / 486 39 / 480 27 / 462 18 / 432 12 / 390 9 / 336 4 / 270
Theorem 4. Let C := Cσ,newk,η (α) be one of Gabidulin’s new
codes as defined in Definition 2. Then, we have
si(C) = min{k + i, n} ∀i = 0, . . . , n.
Proof. C is generated by σi(α) + σi(η)σk+i(α) for 0 ≤ i <
m− k and σi(α) for m− k ≤ i < k. σ(C) is generated by
• σi(α) + σi(η)σk+i(α) for 1 ≤ i < m − k, which are
already contained in C,
• σi(α) for m− k < i ≤ k, which includes a new, linearly
independent, vector σk(α), and
• σm−k(α) + σm−k(η)σm(α), which is a linear combina-
tion of σm−k(α) (which is in C), σk(α) (which is in
σ(C)), and σk(α) + σk(η)σm(α) (which is in σ(C)).
Hence, their sum, Sσ1 (C) has dimension k+1. The rest of the
proof follows inductively by the same arguments.
Corollary 1. Gabidulin’s new codes, with N(η) 6= (−1)km,
are equivalent to Gabidulin codes w.r.t. the same σ.
Proof. It was shown in [11] that a linear MRD code of
dimension k is equivalent to a Gabidulin code (w.r.t. σ) if and
only if s1(C) = k+1. The claim follows by Theorem 4.
IV. EXAMPLE AND NUMERICAL RESULTS
Example 2. We determine the sequences (sσi (C))
n
i=0 for
three examples of Gabidulin, Sheekey’s twisted Gabidulin,
and twisted Gabidulin codes. Let m = 24, n = 12, k = 5,
ℓ = 1, t = t = 5, and h = h = 1. Also, let the entries of α
span Fq12 and choose η = η ∈ Fq24 \ Fq12 . Then, we have
(sσi (C
σ
5 (α)))
n
i=0 = (5, 6, 7, 8, 9, 10, 11, 12, 12, . . . , 12),
(sσi (C
σ
5,η(α)))
n
i=0 = (5, 7, 8, 9, 10, 11, 12, 12, . . . , 12),
(sσi (C
σ
5,t,h,η(α)))
n
i=0 = (5, 8, 10, 11, 12, 12, . . . , 12),
so the three codes are inequivalent since their sequences differ.
Table I presents lower bounds on the number of inequiva-
lent twisted Gabidulin codes with ℓ = 1 twist for all lengths
n ≤ 18 and dimensions 2 < k < n − 2, where the αi span
a field Fqn and we choose the smallest field, Fqm := Fq2n ,
for which there is a sufficient condition for the codes to be
MRD. Furthermore, we fix an η ∈ Fqm \ Fqn .
Each table cell contains two values, a / b. The number a is
a lower bound on the number of inequivalent twisted codes
with ℓ = 1, h, t, and σ = ·q
s
with
(s, h, t) ∈ Im,n,k := {(s, h, t) : 1 ≤ s < n, gcd(s,m) = 1,
0 ≤ h < k, 1 ≤ t ≤ n− k}.
The bound a is derived by computing the sequences {sσ
′
i },
where σ′ ranges over all generators of the Galois group
Gal(Fqn/Fq). The number b is defined as the maximal
number of inequivalent codes b = |Im,n,k|.
For most of the presented parameters, a large fraction (up to
almost 1/2) of the parameters in Im,n,k result in inequivalent
codes. E.g., for n = 17 and k = 8, there are 576 valid choices
of s, h, and t. Among these choices, there are exactly 280
codes with pairwise disjoint sequences sσ
′
i . Hence, almost half
of the codes are pairwise inequivalent.
Intuitively, we expect that at most about 1/2 (or even
less) of all codes are inequivalent due to symmetries in t,
h, and σ yielding equivalent codes for different parameter
choices (similarly to the symmetry argument in the proof of
Theorem 1). Hence, it seems that some of the lower bounds in
Table I are close to being tight, but this must be investigated
in more detail by studying symmetries in the code parameters.
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