In this paper we present parallel solvers for large linear systems arising from the nite-element discretization of three-dimensional groundwater ow problems. We have tested our parallel implementations on the Intel Paragon XP/S 150 supercomputer using up to 1024 parallel processors. Our solvers are based on multigrid and Krylov subspace methods. Our goal is to combine powerful algorithms and current generation high performance computers to enhance the capabilities of computer models for groundwater modeling. We show that multigrid can be a scalable algorithm on distributed memory machines. We demonstrate the e ectiveness of parallel multigrid based solvers by solving problems requiring more than 64 million nodes in less than a minute. Our results show that multigrid as a stand alone solver works best for problems with smooth coe cients, but for rough coe cients it is best used as a preconditioner for a Krylov subspace method.
Background
In order to determine ow elds in a groundwater aquifer, a partial di erential equation (p.d.e) commonly referred to as the groundwater ow equation needs to be solved. For the steady-state saturated case, this equation is an elliptic p.d.e given by r (Krh) ? q = 0 (1) where K is the hydraulic conductivity tensor, h is the head eld, and q represents the source/sink terms coming from injection/pumping wells. In general, nite-element or nitedi erence techniques are used to discretize Equation (1) .
For many realistic problems, the groundwater ow equation involves rough coe cients (tensor K) resulting from heterogeneous hydraulic conductivity elds (or K-elds). In order to resolve ne-scale heterogeneity e ects on large-scale regional models (e.g. in the order of kilometers)a ne discretization is required (e.g. in the order of few meters). For such problems nite-element or nite-di erence discretizations give rise to very large linear systems (in the order of 10's of millions) that need to be solved. The matrices that result from the discrete approximation of Equation (1) are sparse, symmetric and positive de nite. The preconditioned conjugate gradients is a popular Krylov method (see next section) commonly used to solve such systems 12], 14]. For methods such as preconditioned conjugate gradients, the number of iterations required for convergence increases with the problem size and the degree of heterogeneity when traditional preconditioners such as diagonal scaling or incomplete Cholesky are used. However, we can improve on this behavior by using a multigrid method, either on its own, or as a preconditioner in a Krylov subspace method. By using multigrid techniques we can make the convergence behavior less dependent on the problem size and the roughness of the coe cients 1], 3], 13], 2]. But the di culty in implementing multigrid techniques on distributed memory machines has prevented this method from gaining popularity on machines such as the Intel Paragon.
In this work we implement parallel multigrid based solvers on the Intel Paragon and compare their performance with diagonally preconditioned conjugate gradients. Performance is measured in terms of raw solution time, scalability, parallel e ciency, and Mega op rate (A Mega op/s stands for 10 6 oating point operations per second). E ciency of multigrid methods for increasing problem sizes and increasing roughness is also compared.
Krylov Subspace Methods
Krylov subspace methods for solving a linear system Ax = b are iterative methods that pick the j-th iterate from the following a ne subspace x j 2 x 0 + K j (A; r 0 ) where x 0 is the initial guess, r 0 the corresponding residual vector and the Krylov subspace K j (A; r 0 ) is de ned as K j (A; r 0 ) = spanfr 0 ; Ar 0 ; : : :; A The basic idea of multigrid is depicted in Fig 1, In practice, the two-grid algorithm is applied recursively. The most common approach is the V-cycle, where an initial guess must be supplied on the nest grid. The V-cycle can be used on its own or as a preconditioner to a Krylov method. The performance of multigrid can be \tuned" through an appropriate choice of parameters like the number of levels, or the smoothing sweeps ( 1 , 2 ).
Algorithmic Framework
For the three-dimensional isotropic case, Equation (1) reduces to @ @x K(x; y; z) @h @x + @ @y K(x; y; z) @h @y + @ @z K(x; y; z) @h @z = q (2) where K(x; y; z) is the hydraulic conductivity value at location (x; y; z). To solve Equation (2) we employ the Galerkin nite element discretization using eight-node linear brick where A is a sparse, symmetric positive de nite matrix. For a rectangular grid structure and "natural ordering" of unknowns matrix A has a 27-diagonal banded non-zero structure.
In our implementation we exploit symmetry and store only the 14 super-diagonals of the matrix.
For the multigrid implementation we use a V-cycle for each multigrid iteration. In order to construct the restriction operator within each V-cycle, we implemented three methods: simple injection, half weighting (7-point), and full weighting (27-point). For the prolongation (interpolation) operator within each V-cycle, we use a linear interpolation scheme. The coarse grid operator for each level is simply the nite-element global matrix at these levels. For cases with rough coe cients, the elemental hydraulic conductivity values at the coarser levels are obtained by a local averaging scheme. We implemented three options to perform this averaging: arithmetic, geometric and harmonic averaging. For most of our test cases, simple injection and arithmetic averaging proved to be the best options. For the coarse grid solve we used the diagonally preconditioned conjugate gradient method.
For the smoothing operation we chose the weighted (or underrelaxed) Jacobi, which, for
+ !D ?1 b where ! is the weighting factor. Although Jacobi is less powerful than methods such as Gauss-Seidel, it is easily parallelized and is generally adequate as a smoother.
We also implemented options to use multigrid as a preconditioner for CG and BiCGSTAB methods. Summarizing, our parallel solvers consisted of the following methods: DPCG (diagonally preconditioned conjugate gradients), MG (stand alone multigrid solver), MGCG (multigrid preconditioned conjugate gradients), and MGBiCGSTAB (multigrid preconditioned Bi-CGSTAB). The results for BiCGSTAB with multigrid preconditioning were very similar to those for MGCG, and will not be presented here. For parallelization we used a two-dimensional (2-D) domain decomposition in the x and y directions as depicted in Fig 2. A 2-D decomposition is generally adequate for groundwater problems because common groundwater aquifer geometries involve a vertical dimension which is much shorter than the other two dimensions. For the nite-element discretization such decomposition involves communication with at most 8 neighboring processors. We note here that a 3-D decomposition in this case would require communication with up to 26 neighboring processors.
We overlap one layer of processor boundary elements in our decomposition to avoid additional communication during the assembly stage at the expense of some duplication in element computations. There is no overlap in node points. In order to preserve the 27-diagonal band structure within each processor submatrix, we perform a local numbering of the nodes for each processor subdomain. This resulted in non-contiguous rows being allocated to each processor in the global sense. For local computations each processor is responsible only for its portion of the rows which are locally contiguous. However, such a numbering gives rise to some di culties during explicit communication and I/O stages. For example, in explicit message passing, non-contiguous array segments had to be gathered into temporary bu ers prior to sending. These are then unpacked by the receiving processor. This bu ering contributes somewhat to the communication overhead. When the solution output is written to a le we had to make sure that the proper order is preserved in the global sense. This required non-contiguous writes to a le resulting in I/O performance degradation particularly when a large number of processors were involved. For simplicity we use the same static decomposition at all multigrid levels. This strategy limits the number of multigrid levels that can be used because even the coarsest grid problem has to be distributed across all processors.
All explicit communications between neighboring processors were performed using the Paragon's asynchronous nx calls. System calls were used for global communication operations such as those used in dot products. Converting the code to PVM or MPI would be straightforward. The codes are written in FORTRAN using double-precision arithmetic. Although each MP node on the XPS/150 is capable of using up to three parallel threads the results presented in this paper are only for the single threaded mode.
Model Problem
For all the test simulations we setup a model problem as shown in Fig 4. This setup corresponds to a contamination scenario where the contaminant leaches from a single rectangular source into a naturally owing groundwater aquifer.
The ow eld generated from such simulation can be used as an input to a transport simulator to generate the contaminant plume 12]. Boundary conditions for this setup are as follows: Fixed heads of h = Lx/100 and h = 0 at the faces of x = 0 and x = Lx respectively, a rectangular patch of Lx/8 Ly/8 centered at (x = Lx/4, y = Ly/2, z = Lz) with a uniformly distributed ux of 0.04 m2/d, and no ow boundaries else where. For tests involving heterogeneous K-elds (i.e. rough coe cients), we obtained the spatially The degree of heterogeneity is measured by the parameter , which is an input parameter to the turning bands code.
Performance Results and Discussion
In this section we present and compare the performance of our implementations with respect to problem size, scalability, raw oating point performance, and roughness of coe cients. The following selections were used for all performance tests unless otherwise stated: convergence criteria for matrix solution: two-norm of relative residual < 10 ?8 coarse grid solve: DPCG with tolerance set to 10 ?4 homogeneous K-eld (constant coe cient case) timings are for matrix solution only
In the following, P denotes the number of processors. Timings were obtained by the Paragon's dclock() system call. Timings reported are for the processor that takes the maximum time.
Scalability of Multigrid and DPCG
We analyze the scalability of multigrid and DPCG by increasing the problem size with a corresponding increase in the number of processors (i. e. N=P is xed). The results of Table 1 is that the multigrid iterations remain xed, while the DPCG iterations grow as we scale up the problem size. Furthermore, we see that the multigrid solution time for the largest problem (approximately 68 M nodes) on 1024 processors is about twice that for the smallest problem (approximately 70 K nodes) on 1 processor. In particular, the 68 million node problem was solved in under 40 seconds on 1024 processors. The multigrid data from Table 1 is plotted in Fig 4. The total time is broken down into the coarse grid solve time, and the rest. A closer inspection of our timings revealed that most of the loss in scalability is due to the coarse grid solve which is performed by DPCG. Even though the multigrid iterations remain the same throughout the scaling process, the DPCG coarse grid solve iterations increase because the coarse grid problem becomes larger as we scale. By the same token we can see from Fig 4 that all phases of the V-cycle other than the coarse grid solve show very good scalability.
Parallel Performance for Fixed Problem Size
In Fig 5 we compare the parallel e ciency of the total time to the matrix solution and explicit inter-processor communication times. Timings are for the xed size problem (257 257 65) using the MG solver. The number of levels was three and 1 = 2 = 3. The total time includes initial setup, nite-element matrix assembly, matrix solution and I/O. From  Fig 5 we can observe that even though the MG solution has subpar parallel e ciency, the total time has a reasonable speed up behavior. The explicit communication time decreases slightly in the beginning and then starts to gradually increase as we increase P. We attribute the initial drop in communication time to messages becoming shorter (message bandwidth limited) and the increase near the end to the latency overhead. 
Roughness of Coe cients
The roughness of the coe cients of Equation (2) is measured by a parameter which represents the degree of heterogeneity of the K-eld. In Table 2 we show the e ect of increase in on the convergence behavior of our solvers. The results we present are for a 1025 1025 65 problem on 1024 processors. The multigrid-based methods used 5 levels and 5 pre-and post-smoothings. The results show that multigrid is best used a preconditioner when the heterogeneity is high. Examining Table 2 reveals that the convergence of MGCG is less a ected by than DPCG. This is interesting because we did not use operator-based restriction and prolongation for the multigrid methods in our implementation. We believe this is related to the robustness of our coarse grid operator which is the based on coe cient averaging and a nite element discretization. 
Floating Point Performance
We estimated the M op rates for our solvers using a MATLAB routine which computes the number of oating point operations as a function of various V-cycle parameters. The peak performance for the MG solver is about 4.2 G ops compared to 10.3 for DPCG. These numbers are for the largest problem shown in Table 1 . For the MG solver the M op per processor ranged from 7.8 for the single processor problem in Table 1 
Tuning the Performance of Multigrid
The performance of multigrid solvers can be tuned by varying parameters that control the multigrid V-cycle. For example, by selecting optimal values for the number of smoothings and the number of levels we can improve the performance of the solver for a given problem size and processor count. In Figure 6 , the e ect of varying ( 1 , 2 ) is examined, for the homogeneous case. Recall that 1 and 2 are the number of pre-smoothings and post-smoothings, respectively. For this experiment we chose 1 = 2 . N=P, the number of unknowns per processor, was kept xed for all the cases, P = 1, P = 256 and P = 1024. Note that the pay-o for doing more smoothings is greater for P = 1024 than for the single processor case. The reason is that the number of V-cycles and hence the number of coarse grid solves is reduced, as 1 , 2 are increased. This reduces the impact of the coarse grid solve which is the least e cient component of the parallel multigrid algorithm.
We also studied the performance of the code by varying the number of levels used in the multigrid algorithm. We note here that our code is limited to ve levels on the Paragon, because we require the coarse grid problem to be distributed across all processors. Although we do not present the results here, for large problems, it pays to use all ve levels because this cuts down the fraction of the time spent in the coarse grid solver. However, the improvement in time decreased as we increased the number of levels (e.g. the improvement in time by going from 4 to 5 levels is less than that going from 3 to 4 levels). This implies that by going beyond 5 levels at the expense of additional coding and load imbalance overhead may not improve the performance appreciably.
Conclusions
We have implemented multigrid for the solution of the nite-element equations for the 3-D groundwater ow problem on distributed memory machines. Of the solvers we have implemented we conclude that multigrid solvers are the most e cient for solving very large groundwater ow problems on the Paragon. For example, for the 1K 1K 65 node problem, DPCG would have to run at 150 G ops to solve the problem as quickly as multigrid. The performance of our multigrid solvers could be further improved by optimizing the single processor performance of major loops. using calls to optimized BLAS routines for the product operations.
The robustness of our multigrid solvers with respect to increasing heterogeneity might be enhanced by using operator based interpolation and semi-coarsening. That is, for increasing heterogeneity the number of V-cycles that is required for convergence will not change appreciably.
In this work we have demonstrated that by combining powerful algorithms and current generation high performance computers the capabilities of computer models for groundwater modeling can be substantially enhanced.
