Forbidden retracts for finite ordered sets of width at most four  by Niederle, Josef
Discrete Mathematics 308 (2008) 1774–1784
www.elsevier.com/locate/disc
Forbidden retracts for ﬁnite ordered sets of width at most four
Josef Niederle
Masarykova universita, Prˇírodoveˇdecká fakulta,Katedra algebry a geometrie, Janácˇkovo námeˇstí 2A, CZ-66295 Brno, Czechoslovakia
Received 9 October 2003; received in revised form 5 April 2007; accepted 6 April 2007
Available online 25 April 2007
Abstract
The relationship between the ﬁxed point property and forbidden retracts associated with a forgetful functor is formulated. Finite
ordered sets of width at most four with ﬁxed point free automorphisms are described. Linear time algorithms for deciding whether
a ﬁnite ordered set of width two has the ﬁxed point property and whether a ﬁnite ordered set of width at most three has a ﬁxed point
free automorphism are presented.
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The aim of this paper is to continue my investigations [8] done 16 years ago, and answer some questions asked by
Duffus and Goddard [3].
1. The categorical background
Lemma 1. In any category, the following conditions are equivalent for each morphisms m:R → A and e:A → R:
(i) e ◦ m = 1R;
(ii) m is mono, e is epi and m ◦ e ◦ m ◦ e = m ◦ e.
If moreover the category is concrete with a forgetful functor U, then Um is injective and Ue is surjective.
Proof. (i) ⇒ (ii) Suppose m◦f =m◦g. Then f =1R ◦f = e ◦m◦f = e ◦m◦g=1R ◦g=g. Suppose f ◦ e=g ◦ e.
Then f = f ◦ 1R = f ◦ e ◦ m = g ◦ e ◦ m = g ◦ 1R = g. Further m ◦ e ◦ m ◦ e = m ◦ 1R ◦ e = m ◦ e.
(ii) ⇒ (i) m ◦ e ◦ m ◦ e = m ◦ e and m is mono together imply that e ◦ m ◦ e = e, and hence e ◦ m = 1R because e
is epi.
If e ◦ m = 1R , then Ue ◦Um =U1R = idUR . Therefore Um is injective and Ue is surjective. 
Consider an arbitrary concrete category with retracts, that is such that each morphism f :A → A with f ◦ f = f
has a monoepi factorization f = m ◦ e, and any of the associated forgetful functorsU. An object A is said to have the
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ﬁxed point property with respect to U if each morphism f :A → A possesses a ﬁxed point with respect to U, that is
there is a ∈ UA with (Uf )(a) = a. A morphism f is ﬁxed point free with respect to U if it has no ﬁxed point with
respect to U.
In particular, an ordered set P is said to have the ﬁxed point property if each isotone mapping f :P → P possesses
a ﬁxed point, that is there is a ∈ P with f (a) = a.
Recall that an object R together with morphisms m:R → A and e:A → R is a retract of the object A if e ◦m= 1R .
It is a proper retract if moreover m ◦ e = 1A.
Deﬁnition. An object is forbidden with respect to U if it has a ﬁxed point free automorphism with respect to U. A
forbidden object is minimal if it has no proper retract forbidden with respect to U.
In particular, an ordered set is forbidden if it has a ﬁxed point free automorphism.A forbidden ordered set is minimal
if it has no proper forbidden retract.
It is immediate that forbidden ﬁnite ordered sets are precisely the generalized crowns deﬁned by Brualdi and Dias
da Silva [1].
Theorem 2. Let A be an object such that UA is ﬁnite. The following conditions are equivalent:
(i) A fails to have the ﬁxed point property with respect to U;
(ii) A has a forbidden retract with respect to U;
(iii) A has a minimal forbidden retract with respect to U.
Proof. The statement is obviously true if UA is empty. Suppose that UA = ∅.
(i) ⇒ (ii) Let f :A → A be a morphism such that (Uf )(b) = b for each b ∈ UA. Since UA is ﬁnite,
there exist families of natural numbers mb <nb such that (Uf )mb(b) = (Uf )nb (b). Denote by n a common mul-
tiple of {nb − mb|b ∈ UA} greater than the maximum of {mb|b ∈ UA} and put kb := n/(nb − mb). Take
a ∈ UA. Clearly (Uf )na−ma (Uf )ma (a) = (Uf )na (a) = (Uf )ma (a), and therefore (Uf )ka(na−ma)(Uf )ma (a) =
(Uf )ma (a). Then (Uf )n(Uf )n(a)=(Uf )ka(na−ma)(Uf )ka(na−ma)(a)=(Uf )ka(na−ma)−ma (Uf )ka(na−ma)(Uf )ma (a)
=(Uf )ka(na−ma)−ma (Uf )ma (a)= (Uf )n(a). Therefore f n ◦f n =f n, and consequently there is a monoepi factoriza-
tion f n =m◦e wherem:R → A and e:A → R. Now e◦f n ◦m=e◦m◦e◦m=1R ◦1R =1R by Lemma 1. Therefore
e ◦f ◦m ◦ e ◦f n−1 ◦m= e ◦f ◦f n ◦f n−1 ◦m= e ◦f n ◦f n ◦m= e ◦f n ◦m= 1R and e ◦f n−1 ◦m ◦ e ◦f ◦m= e ◦
f n−1 ◦ f n ◦ f ◦m= e ◦ f n ◦ f n ◦ f ◦m= e ◦ f n ◦m= 1R . Hence e ◦ f ◦m is an automorphism of R. It is ﬁxed point
free because a = (U(e ◦ f ◦ m))(a) would imply (Um)(a) = (Um)(U(e ◦ f ◦ m))(a) = (Um)(Ue)(Uf )(Um)(a) =
(U(m◦ e))(Uf )(Um)(a)= (Uf )n+1(Um)(a)= (Uf )(Uf )n(Um)(a)= (Uf )(Um)(Ue)(Um)(a)= (Uf )(Um)(a),
which contradicts the assumption.
Implications (ii) ⇒ (iii) and (iii) ⇒ (i) are obvious. 
In particular, a ﬁnite ordered set fails to have the ﬁxed point property if and only if it has a (minimal) forbidden
retract. In reality, the preceding statement, which is a commonplace (See [4]), was the starting point for the categorical
approach.
Corollary 3. Let A be a ﬁnite ordered set of width at most m. The following conditions are equivalent:
(i) A fails to have the ﬁxed point property;
(ii) A has a forbidden retract of width at most m;
(iii) A has a minimal forbidden retract of width at most m.
2. The structure of forbidden ordered sets
In the sequel, by an ordered set we always mean a non-empty ﬁnite ordered set.
The structure of minimal forbidden ordered sets of width two was investigated by Fofanova and Rutkowski [6], and
that of forbidden ordered sets of width at most three by me [8]. Other relevant results were obtained by Fofanova et al.
[7] and Farley [5].
Operator ⊕ denotes the linear sum of ordered sets, see [2] for details.
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Theorem 4. (1) P1 ⊕ · · · ⊕ Pn fails to have the ﬁxed point property if and only if each Pi fails to have the ﬁxed point
property.
(2) P1 ⊕ · · · ⊕ Pn is a forbidden ordered set if and only if each Pi is a forbidden ordered set.
(3) P1 ⊕ · · · ⊕ Pn is a minimal forbidden ordered set if and only if each Pi is a minimal forbidden ordered set.
The proof is straightforward and therefore omitted.
Corollary 5. (1) P1 ⊕ · · · ⊕ Pn is a forbidden ordered set of width at most m if and only if each Pi is a forbidden
ordered set of width at most m.
(2) P1 ⊕· · ·⊕Pn is a minimal forbidden ordered set of width at most m if and only if each Pi is a minimal forbidden
ordered set of width at most m.
Every ordered set P has the ﬁnest linear decomposition P =P1 ⊕· · ·⊕Pn, see [2] for details. An ordered set is said
to be indecomposable if it does not admit a non-trivial linear decomposition, that is if P = A ⊕ B implies that either
A or B is empty.
Corollary 6. (1) P is a forbidden ordered set of width at most m if and only if P is a linear sum of indecomposable
forbidden ordered sets of width at most m.
(2) P is a minimal forbidden ordered set of width at most m if and only if P is a linear sum of indecomposable
minimal forbidden ordered sets of width at most m.
Corollary 6 motivates the study of the structure of indecomposable forbidden ordered sets of width at most m, and
of indecomposable minimal forbidden ordered sets of width at most m.
We adopt the notation n := {0, . . . , n − 1}.
Deﬁnition. Let n ∈ N\{0}. An ordered set (n × 2,) is said to be a section of width two if it is indecomposable and
conditions
(∗∗) [i, k][j, k] ⇔ ij and
[i, 0][j, 1] ⇔ [i, 1][j, 0]
are satisﬁed.
An ordered set (n × 3,) is said to be a section of width three if it is indecomposable and conditions
(∗∗∗) [i, k][j, k] ⇔ ij and
[i, k][j, l] ⇔ [i, k + 1mod 3][j, l + 1mod 3]
are satisﬁed.
Observation 7. Under conditions (∗∗), indecomposability is equivalent with
[i, 0][i + 1, 1],
and under conditions (∗∗∗), indecomposability is equivalent with
[i, 0][i + 1, 1] or [i, 0][i + 1, 2].
Furthermore, (∗∗) is equivalent with
[i, k][j, k] ⇔ i < j and
[i, 0][j, 1] ⇔ [i, 1][j, 0]
and also with
[i, k] −[j, k] ⇔ j = i + 1 and
[i, 0] −[j, 1] ⇔ [i, 1] −[j, 0],
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Fig. 1.
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Fig. 2.
and (∗∗∗) is equivalent with
[i, k][j, k] ⇔ i < j and
[i, k][j, l] ⇔ [i, k + 1mod 3][j, l + 1mod 3]
and also with
[i, k] −[j, k] ⇔ j = i + 1 and
[i, k] −[j, l] ⇔ [i, k + 1mod 3] −[j, l + 1mod 3],
where  denotes the strict order and − the covering relation associated with .
Observation 8. (1) In every section (n × 2,) of width two, the ordered subset {[i − 1, 0], [i − 1, 1], [i, 0], [i, 1]} is
of the form visualized in Fig. 1, for each i ∈ n\{0}.
(2) In every section (n× 3,) of width three, the ordered subset {[i − 1, 0], [i − 1, 1], [i − 1, 2], [i, 0], [i, 1], [i, 2]}
is of one of the forms (A), (B) or (C) visualized in Fig. 2, for each i ∈ n\{0}.
(3) Every section of width three is isomorphic to a section in which the ordered subset {[i − 1, 0], [i − 1, 1],
[i − 1, 2], [i, 0], [i, 1], [i, 2]} is of one of the forms (A) or (B), but not (C), for each i ∈ n\{0}.
The deﬁnition of sections of width four is somewhat more complicated. Recall that a node is an element comparable
with all elements.
Deﬁnition. Let I = m × 1 ∪ 1 × n where m, n ∈ N+, and let  be an order on I such that m × 1 is a maximal chain
and 1× (n\{0}) is a chain inI := (I, ). Let A ⊆ I × 4.We denote Ai := {k|[i, k] ∈ A} and i := |Ai |. Let be an
order on A. The ordered set (A,) is said to be a section of width four if it is indecomposable, Ai = 2 or 4 whenever i
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is a node in I and Ai = 2 otherwise, conditions
[[p, 0], 0] −[[p + 1, 0], 0] for p ∈ m,
[[0, q], 0][[0, q + 1], 0] for q ∈ n\{0},
(∃k)[i1, 0][i2, k] ⇔ i1 < i2,
[i1, k1][i2, k2] ⇔ [i1, k1 + 1mod i1 ][i2, k2 + 1mod i2 ]
are satisﬁed, and either I is of width two or i = 4 for some i ∈ I .
Clearly, I is of width at most two and [p, 0] −< [p + 1, 0].
It is easy to see that [i, k1][i, k2] would yield [i, k1][i, k1] in any section, which is not possible.
Recall that if a = f n(a), then the set {a, f (a), . . . , f n−1(a)} is said to be an f -cycle.
Lemma 9. For each f -cycles C1, C2 of a ﬁxed point free automorphism f of an ordered set, the following conditions
are equivalent:
(i) (∃c1 ∈ C1)(∃c2 ∈ C2) c1 <c2;
(ii) (∀c1 ∈ C1)(∃c2 ∈ C2) c1 <c2;
(iii) (∀c2 ∈ C2)(∃c1 ∈ C1) c1 <c2.
The proof is obvious.
Theorem 10. (1) An indecomposable ordered set of width two is forbidden if and only if it is isomorphic to a section
of width two.
(2) An indecomposable ordered set of width two is a minimal forbidden ordered set if and only if it is an antichain.
(3) An indecomposable ordered set of width three is forbidden if and only if it is isomorphic to a section of width
three.
(4) An indecomposable ordered set of width four is forbidden if and only if it is isomorphic to a section of width four.
Proof. The proofs are similar to each other, therefore we restrict ourselves to the last statement.
(4) Let f be a ﬁxed point free automorphism of an indecomposable ordered set (P, ) of width four. The set of all
f -cycles C can be ordered by the rule
C1 ≺ C2: ⇔ (∃c1 ∈ C1)(∃c2 ∈ C2)c1 <c2.
(C,) is of width at most two as otherwise the width of (P, ) would be at least 3 · 2= 6. By the Dilworth Theorem,
(C,) is the disjoint union of a non-empty chain V and a chain W . Without loss of generality we may assume that the
chain V is a maximal one, and represent it by m × 1, m ∈ N+. Its complement W , being a possibly empty chain, can
be represented by 1 × (n\{0}), n ∈ N+, and the union of these representing chains I inherits the order from (C,).
Denote : I → C the associated isomorphism. It is obvious that the cardinalities of f -cycles are equal to at most four
and cannot be equal to one or three. If moreover an f -cycle is not a node in (C,), its cardinality cannot be four. Now,
C1 ≺ C2 ⇔ (∀c1 ∈ C1)(∃c2 ∈ C2)c1 <c2,
and we can ﬁnd a0 ∈ ([0, 0]), . . . , am−1 ∈ ([m − 1, 0]) such that ai < ai+1 for each i. In fact, ai −<ai+1 because
m × 1 is a maximal chain. Similarly, we can ﬁnd b1 ∈ ([0, 1]), . . . , bn−1 ∈ ([0, n − 1]) such that bj < bj+1
for each j . Further, we put (f k(ai)) := [[i, 0], k] where 0k < |([i, 0])|, and (f k(bj )) := [[0, j ], k] where
0k < |([0, j ]|). The order  on P  is inherited from (P, ). It is clear that all conditions are satisﬁed.
Let conversely (A,) be a section of width four. It is indecomposable by deﬁnition. Deﬁne
f ([i, k]) := [i, k + 1mod i].
The mapping f is ﬁxed point free because i = 1. Since f 4([i, k])= [i, k + 4mod i] = [i, k], it is bijective. Suppose
[i1, k1][i2, k2]. Then f ([i1, k1])=[i1, k1+1mod i1 ][i2, k2 +1mod i2 ]=f ([i2, k2]). Hence f is an isomorphism
of A. 
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The structure of indecomposable minimal forbidden ordered sets of width three and four is not known.
Deﬁnition. An isomorphism of an indecomposable forbidden ordered set onto a section is said to be a representation.
Notice that in any indecomposable forbidden ordered set of width two there are precisely two chains of maximal
length.
Corollary 11. (1) Every indecomposable forbidden ordered set of width two has precisely two representations, both
of them onto the same section.
(2) The representations of an indecomposable forbidden ordered set P of width three are in 1–1 correspondence
with ordered pairs [V, a], where V is a chain of maximal length and a ∈ P \V is a minimal element. There are twice
as many representations as chains of maximal length.
3. Algorithms
Duffus and Goddard [3] mention a polynomial time algorithm for deciding whether an ordered set of width two
has the ﬁxed point property. With suitable input, we have a linear time algorithm. To show this, we have to prove the
following two lemmas.
Lemma 12. Letp, q be distinct minimal elements in an ordered set (A, ) of width two, and letp′ be the only covering
element of p.
(1) If q <p′, then (A, ) has the ﬁxed point property.
(2) If q≮p′, then (A, ) has the ﬁxed point property if and only if A\{p} with the induced order has the ﬁxed point
property.
Proof. (1) Let f :A → A be an isotonemapping. Then either qf (q) or f (q)=p. In the latter case,p=f (q)f (p′),
and since p′ is the only covering element of p, we obtain p′f (p′) or f (p′) = pp′. Hence (A, ) has the ﬁxed
point property.
(2) Let f :A → A be a ﬁxed point free isotone mapping. Clearly pf (q). If p<f (q), then put g(y) := f (y) for
each y. If p = f (q), then deﬁne g:A → A by the rule g(y) := p′ whenever f (y) = p and g(y) := f (y) otherwise.
The mapping g is isotone and ﬁxed point free. Its restriction to A\{p} with the induced order is also isotone and ﬁxed
point free. Conversely, each ﬁxed point free isotone mapping of A\{p} with the induced order can be extended to a
ﬁxed point free isotone mapping of (A, ) by putting f (p) := q. 
Operator U denotes the set of all upper bounds.
Lemma 13. Letp, q be distinct minimal elements in an ordered set (A, ) of width two, letp1, p2 be distinct covering
elements of p, and let q1, q2 be distinct covering elements of q. Let {p1, p2, q1, q2} have distinct maximal elements r, s.
(1) U(r) ∪ U(s) = U(p, q).
(2) (A, ) has the ﬁxed point property if and only if U(r) ∪ U(s) = U(p, q) with the induced order has the ﬁxed
point property.
Proof. (1) First we prove U(p, q) ⊆ U(r) ∪ U(s). Suppose to the contrary that a ∈ U(p, q)\(U(r) ∪ U(s)). Since
(A, ) is of width two, either a < r or a < s. This contradicts the assumption that r, s cover p or q. In order to prove
U(r) ∪ U(s) ⊆ U(p, q), suppose for instance that pr . Then also p1r and p2r . Since (A, ) is of width two,
either r <p1 or r <p2, which contradicts the maximality of r.
(2) Let f be a ﬁxed point free isotone mapping of U(p, q) with the induced order. We can extend it to (A, ) by
putting f (a) := p for each a ∈ U(q)\U(p, q) and f (a) := q for each a ∈ U(p)\U(p, q), and obtain a ﬁxed point
free isotone mapping. Conversely, let f be a ﬁxed point free isotone mapping of (A, ). Then f (p) ∈ U(q)\U(p, q)
and f (q) ∈ U(p)\U(p, q), and therefore f (a) ∈ U(f (p), f (q)) ⊆ U(p, q) whenever a ∈ U(p, q). Hence f has a
ﬁxed point free isotone restriction to U(p, q). 
The preceding two lemmas can be derived from the Rival lemma [9] saying
Rival Lemma. If p is irreducible in (A, ), then (A, ) has the ﬁxed point property if and only if A\{p} with the
induced order has the ﬁxed point property.
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Recall that p is irreducible if it has exactly one upper cover or exactly one lower cover.
Problem. Instance: An ordered set P of width two.
Input: The array of lists of covered elements, the array of lists of covering elements and the matrix of the order
relation.
Question: Is there a ﬁxed point free isotone mapping f :P → P ?
Algorithm 14. 0: Find minimal elements p, q, if there is only one, then NO.
1: If p has no covering elements, then YES.
If p has two covering elements, then go to 2.
Denote by p′ the single covering element of p.
If q <p′, then NO.
p′ → p, go to 1.
2: If q has no covering elements, then YES.
If q has two covering elements, then go to 3.
Denote by q ′ the single covering element of q.
If p<q ′, then NO.
q ′ → q, go to 2.
3: Denote the two covering elements of p y p1, p2 and the two covering elements of q by q1, q2.
Find maximal elements p, q in {p1, p2, q1, q2}.
Go to 1.
Theorem 15. The algorithm ﬁnds a solution in linear time.
Proof. Step 0 is accomplished by ﬁnding elements with empty lists of covered elements, and this can be done in linear
time. In other steps, every action is indexed by a covering pair. However, there are at most twice as many covering pairs
as elements. The time necessary for each action is constant, and therefore the algorithm is linear. The rest of the proof
follows from Lemmas 12 and 13. 
Notice that the algorithm does not beneﬁt from Theorems 2, 4 and 10. They are necessary in Algorithms 20 and 25
deciding whether an ordered set of width two or three, respectively, is forbidden.
Problem. Instance: An indecomposable ordered set (n × 2,).
Input: The array suc[0 . . . n − 1, 0 . . . 1] of lists of covering elements.
Question: Is it a section of width two?
Algorithm 16. boolean function check_two
begin
for i := 0 step 1 to n − 1 do
begin
if [i + 1, 0] /∈ suc[i, 0] then return(false);
for k := 0 step 1 to 1 do
begin
for [j, l] in suc[i, k] do
begin
if [j, l + 1mod 2] /∈ suc[i, k + 1mod 2] then return(false)
end;
end;
end;
return(true)
end.
0: Apply the function check_two. If its value is true, then YES, else NO.
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p
a[i, 0] a[i, 1]
q
Fig. 3.
Theorem 17. The algorithm ﬁnds a solution in linear time.
The proof is obvious.
Problem. Instance: An indecomposable ordered set P of width two.
Input: The array of lists of covered elements, the array suc′ of lists of covering elements and the matrix of the order
relation.
Question: Is there a ﬁxed point free automorphism f :P → P ?
Algorithm 18. 0: If 2 |P |, then NO.
n := |P |/2, i := 0.
Find elements p, q without covered elements. If they are not two, then NO.
a[0, 0] := p, a[0, 1] := q, b[p] := [0, 0], b[q] := [0, 1].
1: If i = n − 1, then go to 2.
Find minimal elements in the union of sets of elements covering a[i, 0], a[i, 1]. If they are not two, then NO. If
they together with a[i, 0], a[i, 1] do not form an ordered subset of the type from Fig. 3, then NO.
Denote the minimal elements p, q according to Fig. 3.
i := i + 1, a[i, 0] := p, a[i, 1] := q, b[p] := [i, 0], b[q] := [i, 1]. Go to 1.
2: For [i, j ] in n × 2 do suc[i, j ] := bsuc′a[i, j ].
Apply Algorithm 16 on n × 2 with the induced order represented by suc.
Theorem 19. The algorithm ﬁnds a solution in linear time.
Proof. Step 0 is accomplished by ﬁnding elements with empty lists of covered elements, and this can be done in linear
time. In other steps, every action is indexed by a covering pair. However, there are at most twice as many covering pairs
as elements. The time necessary for each action is constant, and therefore the algorithm is linear. It is obvious that a
value is assigned to each element of P . The rest follows from Observation 8(1). 
A slight modiﬁcation of Algorithm 18 solves the following problem.
Problem. Instance: An ordered set P of width two.
Input: The array of lists of covered elements, the array suc′ of lists of covering elements and the matrix of the order
relation.
Question: Is there a ﬁxed point free automorphism f :P → P ?
Algorithm 20. 0: i := m := n := 0.
Find elements without covered elements. If they are not two, then NO. Denote them p, q.
1: a[i, 0] := p, a[i, 1] := q, b[p] := [i, 0], b[q] := [i, 1]. i := i + 1, m := m + 2, n := n + 1. If m = |P |, then go
to 2.
Find minimal elements in the union of sets of elements covering a[i, 0], a[i, 1]. If they are not two, then NO. If
they together with a[i, 0], a[i, 1] form an ordered subset isomorphic to 2 ⊕ 2, then denote them p, q and goto 2.
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If they together with a[i, 0], a[i, 1] do not form an ordered subset of type from Fig. 3, then NO.
Denote the minimal elements p, q according to Fig. 3.
Go to 1.
2: For [k, j ] in n × 2 do suc[k, j ] := bsuc′a[k, j ].
Apply the function check_two on n × 2 with the induced order represented by suc. If its value is false, then NO.
If m = |P |, then YES. n := 0, go to 1.
Farley suggests in [5] that the structure of sections of width three is rather complicated. This is not the case. Even
the structure of forbidden ordered sets of width three is fairly simple.
Problem. Instance: An indecomposable ordered set (n × 3,).
Input: The array suc[0 . . . n − 1, 0 . . . 2] of lists of covering elements.
Question: Is it a section of width three?
Algorithm 21. boolean function check_three
begin
for i := 0 step 1 to n − 1 do
begin
if [i + 1, 0] /∈ suc[i, 0] then return (false);
for k := 0 step 1 to 2 do
begin
for [j, l] in suc[i, k] do
begin
if [j, l + 1mod 3] /∈ suc[i, k + 1mod 3] then return (false)
end;
end;
end;
return (true)
end.
0: Apply the function check_three. If its value is true, then YES, else NO.
Theorem 22. The algorithm ﬁnds a solution in linear time.
The proof is obvious.
The deﬁnition of sections of width three in [8] contains an additional easy to check condition which does not raise
complexity.
Problem. Instance: An indecomposable ordered set P of width three.
Input: The array of lists of covered elements, the array suc′ of lists of covering elements and the matrix of the order
relation.
Question: Is there a ﬁxed point free automorphism f : P → P ?
Algorithm 23. 0: If 3 |P |, then NO.
n := |P |/3, i := 0.
Find elements p, q, r without covered elements. If they are not three, then NO.
a[0, 0] := p, a[0, 1] := q, a[0, 2] := r , b[p] := [0, 0], b[q] := [0, 1], b[r] := [0, 2].
1: If i = n − 1, then go to 2.
Find minimal elements in the union of sets of elements covering a[i, 0], a[i, 1], a[i, 2]. If they are not three, then
NO. If they together with a[i, 0], a[i, 1], a[i, 2] do not form an ordered subset of type (A) or (B) from Fig. 4, then
NO.
Denote the minimal elements p, q, r according to (A) or (B).
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Fig. 4.
i := i + 1, a[i, 0] := p, a[i, 1] := q, a[i, 2] := r , b[p] := [i, 0], b[q] := [i, 1], b[r] := [i, 2].
Go to 1.
2: For [i, j ] in n × 3 do suc[i, j ] := bsuc′a[i, j ].
Apply Algorithm 21 on n × 3 with the induced order represented by suc.
Theorem 24. The algorithm ﬁnds a solution in linear time.
Proof. Step 0 is accomplished by ﬁnding elements with empty lists of covered elements, and this can be done in linear
time. In other steps, every action is indexed by a covering pair. However, there are at most three times as many covering
pairs as elements. The time necessary for each action is constant, and therefore the algorithm is linear. It is obvious
that a value is assigned to each element of P . The rest follows from Observation 8(3). 
Algorithms 18 and 23 together can be modiﬁed to solve the following problem.
Problem. Instance: An ordered set P of width at most three.
Input: The array of lists of covered elements, the array suc′ of lists of covering elements and the matrix of the order
relation.
Question: Is there a ﬁxed point free automorphism f : P → P ?
Algorithm 25. 0: i := m := n := 0.
Find the set M of elements without covered elements. If there are two, then denote them p, q. If there are three, then
denote them p, q, r .
1: If |M| = 2, then go to 2a. If |M| = 3, then go to 3a. Otherwise NO.
2a: a[i, 0] := p, a[i, 1] := q, b[p] := [i, 0], b[q] := [i, 1], i := i + 1, m := m + 2, n := n + 1. If m = |P |, then go
to 2b.
Find the set M of minimal elements in the union of sets of elements covering a[i, 0], a[i, 1]. If they together with
a[i, 0], a[i, 1] form an ordered subset isomorphic to 2 ⊕ 2, then denote them p, q and go to 2b. If they together
with a[i, 0], a[i, 1] form an ordered subset isomorphic to 2⊕ 3, then denote them p, q, r and go to 2b. If they are
not two, then NO. If they together with a[i, 0], a[i, 1] do not form an ordered subset of type from Fig. 3, then NO.
Denote the minimal elements p, q according to Fig. 3.
Go to 2a.
2b: For [k, j ] in n × 2 do suc[k, j ] := bsuc′a[k, j ].
Apply the function check_two on n × 2 with the induced order represented by suc. If its value is false, then NO.
If m = |P |, then YES. n := 0, go to 1.
3a: a[i, 0] := p, a[i, 1] := q, a[i, 2] := r , b[p] := [i, 0], b[q] := [i, 1], b[r] := [i, 2], i := i + 1, m := m + 3,
n := n + 1.
If i = n − 1, then go to 3b.
Find the set M of minimal elements in the union of sets of elements covering a[i, 0], a[i, 1], a[i, 2]. If they together
with a[i, 0], a[i, 1], a[i, 2] form an ordered subset isomorphic to 3 ⊕ 2, then denote them p, q and go to 3a.
If they together with a[i, 0], a[i, 1], a[i, 2] form an ordered subset isomorphic to 3 ⊕ 3, then denote them p, q, r
and go to 3a.
1784 J. Niederle / Discrete Mathematics 308 (2008) 1774–1784
If they are not three, then NO. If they together with a[i, 0], a[i, 1], a[i, 2] do not form an ordered subset of type
(A) or (B) from Fig. 4, then NO.
Denote the minimal elements p, q, r according to (A) or (B).
Go to 3a.
3b: For [k, j ] in n × 3 do suc[k, j ] := bsuc′a[k, j ].
Apply the function check_three on n× 3 with the induced order represented by suc. If its value is false, then NO.
If m = |P |, then YES.
n := 0, go to 1.
4. Problems
1. Describe very nice sections of width three. See [8] for the deﬁnition.
2. Find a fast algorithm for deciding whether an ordered set of width three has the ﬁxed point property.
3. Find a fast algorithm for deciding whether a section of width three is very nice.
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