Abstract| This note addresses the problem of satisfying pointwise-in-time input and/or state hard constraints in nonlinear control systems. The approach is based on conceptual tools of predictive control and consists of adding to a primal compensated nonlinear system a Reference Governor (RG). This is a discrete-time device which on-line handles the reference to be tracked, taking into account the current value of the state, in order to satisfy the prescribed constraints. The resulting hybrid system is proved to ful ll the constraints, as well as stability and tracking requirements.
I. Introduction
In recent years the eld of feedback control of dynamic systems with input and/or state-related constraints has received considerable attention 1], 2]. Most of this research has addressed regulation problems for systems subject to input saturation. More recently, moving horizon optimal control 3], 4], 5] and model predictive control 6], 7] have been proved to be e ective tools to deal with tracking problems with input/state constraints. These methods are based on the receding horizon philosophy: a sequence of future control actions is chosen according to a prediction of the future evolution of the system and applied to the plant until new measurements are available. Then, a new sequence is evaluated which replaces the previous one. Each sequence is evaluated by means of an optimization procedure which take into account two objectives: maximize the tracking performance, and protect the system from possible constraint violations. However, when applied to models described by nonlinear di erential equations, this requires the on-line solution of high dimensional nonlinear optimization problems. Unlike other receding horizon approaches which attempt to solve stabilization, tracking, and constraint ful llment at the same time, we assume that a primal controller has already been designed to stabilize the system and provide nice tracking properties in the absence of constraints. The constraint ful llment task is left to a reference governor (RG), a nonlinear device which is added to the primal compensated nonlinear system. Whenever necessary, the RG modi es the reference supplied to the primal control system so as to enforce the ful llment of the constraints. The RG operates in accordance with the receding horizon strategy mentioned above, by selecting on-line optimal reference input sequences which, in order to drastically reduce the required computational burden, are parameterized by a scalar quantity.
Previous Sect. II we formulate the problem, specify the assumptions on the primal system, and present the RG strategy; Sect. III is devoted to the derivation of interesting properties of the RG; computational aspects are considered in Sect. IV; and a simulative example is reported in Sect V.
II. Problem Formulation and Assumptions
Consider the following nonlinear system 
where C is compact. We x > 0 such that C is nonempty. In order to derive the properties proved in Sect. III, system (1) is supposed to satisfy some extra assumptions. Assumption 5: For all piece-wise constant reference input signals w(t) 2 W , t 2 0; +1), and for all initial states x(0) 2 X, there exists a unique solution x(t; x(0); w(t)) of (1) de ned 8t 2 0; +1).
In the following we shall denote by x(t; x(0); w) the solution corresponding to a constant reference w(t) w, 8t 2 0; +1). The aim of this note is to design a Reference Governor (RG), a discrete-time device which, based on the current state x(t) and desired reference r(t), generates the reference input w(t) so as to satisfy the constraint (4) and minimize the tracking error. As depicted in Fig. 1 , the RG can be seen as a reference lter which modi es the desired reference r whenever this, if directly supplied to (1), causes constraint violation. Since the ltering action requires a nite computational time , the RG operates in discretetime, in that it is applied every RG period T, T . The reference input w(t) is generated on-line in a predictive manner: During the time interval (t ? ; t] a virtual reference input signal fw(t + )g, 2 (0; +1), is selected in such a way that the corresponding predicted evolution c(t + ; x(t); w(t + )) lies within C , 8 > 0. Then, according to a receding horizon strategy, the virtual signal is applied during the following interval (t; t+T]; at time t+T a new selection is performed. For the sake of notational simplicity, we shall consider hereafter = 0. However, a signi cant delay > 0 can be considered in the following developments by suitable changes. For reasons that will be clearer soon, we restrict our attention to the class of virtual constant reference input signals, introduced by 13], which are parameterized by the scalar and de ned by Proof: If w 0 = r, then (kT ) = 0 is admissible, 8k 2 N. Therefore, w(t) = r, 8t > 0, and w 1 = r (the RG behaves as an all-pass lter). Suppose w 0 6 = r. Since Theorem 1: Suppose r(t) r, 8t 0, and Assumptions 1{8 hold. Then, after a nite time t s the RG generates a constant reference input w(t) w r , where w r is given by (7) . Consequently, system (1) is asymptotically driven from x(0) to x wr with no constraint violation.
Notice that, when r 2 W , the RG has no e ect on the asymptotic behavior of y(t), which instead depends on the original tracking properties of the primal system (1).
A. Finite Constraint Horizon
The optimization criterion (6) requires that the constraint c(kT + ; x(kT); w ) 2 C is checked for all > 0. In this section, we show that it su ces to verify this condition over a nite prediction horizon (0; T 1 ].
De nition 1: (Constraint Horizon) The constraint horizon T 1 is de ned as the shortest prediction horizon such that c(t + ; x(t); w) 2 C ; 8 > 0 , c(t + ; x(t); w) 2 C ; 80 < T 1 , 8x(t) 2 X, 8w 2 W .
In order to prove that such a T 1 exists, we recall the fol- Note that Assumption 3 and compactness of X and W imply that (x; w) is bounded on X W.
When w(t) w, the following Theorem 2 proves that, for a xed scalar > 0, the state x(t) converges to the ball B(x w ; ) in a nite time T which is not dependent of the initial state x(0) 2 X and reference input w 2 W . In conclusion, there exists an index j 0 such that, 8j j 0 , kx j (0) ? x (0)k , kw j ? w k , kx wj ? x w k 3 , and T( ; x j (0); w j ) T . This contradicts the assumption lim j!1 T( ; x j (0); w j ) = +1 By (3) and Assumption 4, Theorem 2 proves that T 1 exists and satis es the inequality T 1 T( ).
IV. Computations
In order to implement the RG described in the previous sections, the optimization (6) is solved by using a bisection algorithm over the interval 0; 1]. Testing the admissibility of a given requires the numerical integration of (1) from initial state x(kT). The ful llment of the constraints c(kT + ; x(kT); w ) 2 C is checked at integration steps.
Let N denote the number of parameters which can be evaluated during one RG period T. For a given T, N is determined by both the desired integration accuracy and the constraint horizon T 1 . Since admissibility of = 0 is always tried rst, the optimal (kT ) is evaluated with a worst case precision of 2 ?(N?1) . Because C is generic and the plant is nonlinear, no convexity properties of the set of admissible can be invoked. Then, the adopted bisection algorithm only provides local minima. However, this does not a ect the convergence results proved in Sect. III. In fact, if at time t after N evaluations no admissible < 1 is found, (t) = 1 is selected, which is admissible by construction. Consequently, Prop. 1 still holds. By Lemma 2, an admissible interval 1 ? ; 1] can be found after anite time. For N large enough, the bisection method can therefore nd admissible < 1, and hence the proof of Prop. 2 holds. Since = 0 is always tested, Lemma 3 and Theorem 1 hold as well. It is clear that if global minimization procedures were adopted in selecting (t), better tracking properties might be achieved, at the expense of an increased computational e ort.
V. An Example
The performance of the RG presented in the previous sections has been tested by computer simulations on a two link robot moving on a horizontal plane.
A. Nonlinear Model
Each joint is equipped with a motor for providing input torque, encoders and tachometers are used for measuring the joint positions 1 , 2 , and velocities _ 1 , _ 2 . By using 
provide reference tracking. As a general rule to design controllers to be used in connection with a RG, in order to maximize the properties of tracking one should try to select a primal controller which provides a fast closed-loop response of system (1) . Usually this corresponds to large violations of the constraints, which therefore can be enforced by inserting a RG. In order to show that system ( V (x(0)) 4 3 for any arbitrary positive , a contradiction.
B. Simulations
Simulations have been carried out with the system parameters reported in 17]. On-line optimization has been performed by using the bisection method mentioned in Sect. IV, and a standard fourth-order Runge-Kutta method with adaptive stepsize control has been adopted for numerical integration. Fig. 3 shows the closed loop system behavior for a constant desired reference r 1 (t) 2 , r 2 (t) 4 , t 2 R + , in the absence of the RG. In order to bound the input torques within the range jT 1 j 60 Nm; jT 2 j 15 Nm; (11) which has been represented by shadowed areas in Fig. 3 , the RG is applied. The initial condition 1 is taken into account by the RG and the related simulated trajectories are depicted in Fig 6 , with r 1 (t) = r 2 (t) 4 , T = 0:001 s. The slight chatter on the and torque trajectories is caused by the approximations involved in the optimization procedure described in Sect. IV. The results described above were obtained on a 486 DX2/66 personal computer, using Matlab 4.2 and Simulink 1.3 with embedded C code. The CPU time required by the RG to select a single (t) ranged between 7 and 18 ms.
VI. Conclusion
For a broad class of nonlinear continuous-time systems and input/state hard constraints, this note has addressed the RG problem, viz. the one of ltering the desired reference trajectory in such a way that a nonlinear primal compensated control system can operate in a stable way with satisfactory tracking performance and no constraint violation. The resulting computational burden turns out to be moderate and the related operations executable with current computing hardware. Alternatively, in some applications, the trajectory generated by the RG can be computed o line and stored for subsequent task executions. Future developments of this research will be addressed towards numerical criteria for the determination of the constraint horizon, and to an independent parameterization of the components of the reference.
