Abstract. This is a survey on best polynomial approximation on the unit sphere and the unit ball. The central problem is to describe the approximation behavior of a function by polynomials via smoothness of the function. A major effort is to identify a correct gadget that characterizes smoothness of functions, either a modulus of smoothness or a K-functional, the two of which are often equivalent. We will concentrate on characterization of best approximations, given in terms of direct and converse theorems, and report several moduli of smoothness and K-functionals, including recent results that give a fairly satisfactory characterization of best approximation by polynomials for functions in L p spaces, the space of continuous functions, and Sobolev spaces.
Introduction
One of the central problems in approximation theory is to characterize the error of approximation of a function by the smoothness of the function. In this paper we give a short survey on best approximation by polynomials on the unit sphere S To get a sense of the main problem and its solution, let us consider first S 1 and B 1 . If we parametrize S 1 by (cos θ, sin θ) with θ ∈ [0, 2π) and identify a function f defined on S 1 with the 2π periodic function g(θ) = f (cos θ, sin θ), then polynomials on S 1 are precisely trigonometric polynomials, so that polynomial approximation of functions on the circle S 1 is the same as trigonometric approximation of 2π-periodic functions. Let T n denote the space of trigonometric polynomials of degree at most n, T n := {a 0 + n k=1 a k cos kθ + b k sin kθ : a k , b k ∈ R}. Let · p denote the L p (S 1 ) norm of 2π-periodic functions on [0, 2π) if 1 ≤ p < ∞, and the uniform norm of
the error of best approximation by trigonometric polynomials. The convergence behavior of E n (f ) p is usually characterized by a modulus of smoothness. For f ∈ L p (S 1 ) if 1 ≤ p < ∞ or f ∈ C(S 1 ) if p = ∞, r = 1, 2, . . . and t > 0, the modulus of smoothness defined by the forward difference is − → △ h . The characterization of best approximation on S 1 is classical (cf. [11, 26] ).
(1.1) E n (f ) p ≤ c ω r f ; n −1 p , 1 ≤ p ≤ ∞, n = 1, 2, ....
On the other hand,
The theorem contains two parts. The direct inequality (1.1) is called the Jackson estimate, its proof requires constructing a trigonometric polynomial that is close to the best approximation. The weak converse inequality (1.2) is called the Bernstein estimate as its proof relies on the Bernstein inequality. Throughout this paper, we let c, c 1 , c 2 denote constants independent of f and n. Their values may differ at different times.
Another important gadget, often easier to use in theoretical studies, is the Kfunctional defined by
where W r p denotes the Sobolev space of functions whose derivatives up to r-th order are all in L p (S 1 ). The modulus of smoothness ω r (f, t) p and the K-function K r (f, t) p are known to be equivalent: for some constants c 2 > c 1 > 0, independent of f and t,
All characterizations of best approximation, either on the sphere S d−1 or on the ball B d , encountered in this paper follow along the same line: we need to define an appropriate modulus of smoothness and use it to establish direct and weak converse inequalities; and we can often define a K-functional that is equivalent to the modulus of smoothness.
Convention:
In most cases, our direct and weak converse estimates are of the same form as those in (1.1) and (1.2). In those cases, we shall simply state that the direct and weak converse theorems hold and will not state them explicitly.
We now turn our attention to approximation by polynomials on the interval 1] . Let Π n denote the space of polynomials of degree n and let · p also denote the L p norm of functions on [−1, 1] as in the case of
The difficulty in characterizing E n (f ) p lies in the difference between approximation behavior at the interior and at the boundary of B 1 . It is well known that polynomial approximation on B 1 displays a better convergence behavior at points close to the boundary than at points in the interior. A modulus of smoothness that is strong enough for both direct and converse estimates should catch this boundary behavior.
There are several successful definitions of modulus of smoothness in the literature. The most satisfactory one is due to Ditzian and Totik in [15] . For r ∈ N and h > 0, let △ r h denote the central difference of increment h, defined by
For r = 1, 2 . . ., and 1 ≤ p ≤ ∞, the Ditzian-Totik moduli of smoothness are defined by 1] . Both direct theorem and weak converse theorem for E n (f ) p hold for this modulus of smoothness. Furthermore, the K-functional that is equivalent to this modulus of smoothness is defined by, for t > 0 and r = 1, 2 . . .,
p .
In the rest of this paper, we discuss characterization of the best approximation on the sphere S d−1 and on the ball B d . The problem for higher dimension is much harder. For example, functions on S d−1 are no longer periodic, and there are interactions between variables for functions on S d−1 and B d . The paper is organized as follows. The characterization of best approximation on the sphere is discussed in the next section, and the characterization on the ball is given in Section 3. In Section 4 we discuss recent result on Sobolev approximation on the ball, which are useful for spectral methods for numerical solution of partial differential equations. The paper ends with a problem on characterizing best polynomial approximation of functions in Sobolev spaces.
Approximation on the Unit Sphere
We start with necessary definitions on polynomial spaces and differential operators.
2.1. Spherical harmonics and spherical polynomials. For S d−1 with d ≥ 3, spherical harmonics play the role of trigonometric functions for the unit circle. There are many books on spherical harmonic -we follow [10] . Let P d n denote the space of real homogeneous polynomials of degree n and let Π d n denote the space of real polynomials of degree at most n. It is known that
Let ∆ := ∂ 
The Laplace operator can be written as 
n . The spherical harmonics are orthogonal polynomials on the sphere. Let dσ be the surface measure, and ω d−1 be the surface area of
In terms of an orthonormal basis, the reproducing kernel
, and the addition formula for the spherical harmonics states that
, then the Fourier orthogonal expansion of f can be written as
where the projection operator proj n can be written as an integral
the error of best approximation by polynomials of degree at most n on S d−1 is defined by
where the norm · p denote the usual L p norm on the sphere and · ∞ denote the uniform norm on the sphere. Our goal is to characterize this quantity in terms of some modulus of smoothness. The direct theorem of such a characterization requires a polynomial that is close to the least polynomial that approximates f . For p = 2, the n-th polynomial of best approximation is the partial sum,
of the Fourier orthogonal expansion, as the standard Hilbert space theory shows. For p = 2, a polynomial of near best approximation can be given in terms of a cutoff function, which is a C ∞ -function η on [0, ∞) such that η(t) = 1 for 0 ≤ η(t) ≤ 1 and η(t) = 0 for t ≥ 2. If η is such a function, define
Since η is supported on [0, 2], the summation in S n,η f can be terminated at k = 2n − 1, so that S n,η f is a polynomial of degree at most 2n − 1.
This near-best approximation was used for approximation on the sphere already in [18] and it has become a standard tool by now. For further information, including a sharp estimate of its kernel function, see [10] .
First Modulus of Smoothness and K-functional.
The first modulus of smoothness is defined in terms of spherical means.
, define the spherical means
where (I − T θ ) r/2 is defined by its formal infinite series when r/2 is not an integer.
The equivalent K-functional of this modulus is defined by
where ∆ 0 is the Laplace-Beltrami operator on the sphere and the infimum is taken over all g for which (
). This modulus of smoothness was first defined and studied in [4, 23] . Theorem 2.3. For 1 ≤ p ≤ ∞, the modulus of smoothness ω * r (f, t) p can be used to establish both direct and weak converse theorems, and it is equivalent to K * r (f, t) p . The direct and the weak converse theorems were established in various stages by several authors (see [4, 17, 21, 23, 27] and [22, 27] for further references), before it was finally established in full generality by Rustamov [25] . A complete proof is given in [27] and a simplified proof can be found in [10] .
The spherical means T θ are multiplier operators of Fourier orthogonal series, i.e.,
This fact plays an essential role for studying this modulus of smoothness. It should be mentioned that this multiplier approach can be extended to weighted approximation on the sphere, in which dσ is replaced by h 2 κ dσ , where h κ is a function invariant under a reflection group. The simplest such weight function is of the form
when the group is Z d 2 . Such weight functions were first considered by Dunkl associated with Dunkl operators. An extensive theory of harmonic analysis for orthogonal expansions with respect to h 2 κ (x)dσ has been developed (cf. [8, 16] ), in parallel with the classical theory for spherical harmonic expansions. The weighted best approximation in L p (h 2 κ ; S d−1 ) norm was studied in [29] , where analogues of the modulus of smoothness ω *
where d(x, y) := arccos x, y is the geodesic distance on
For r = 1 and p = 1, this modulus of smoothness was introduced and used in [5] and further studied in [19] . For studying best approximation on the sphere, these moduli were introduced and investigated by Ditzian in [12] and he defined them for more general spaces, including
Theorem 2.5. The modulus of smoothness ω r (f, t) p can be used to establish both direct and weak converse theorems for 1 ≤ p ≤ ∞, and it is equivalent to the K-functional K * r (f, t) p for 1 < p < ∞, but the equivalence fails if p = 1 or p = ∞. The direct and weak converse theorems were established in [13] and [12] , respectively. The equivalence of ω r (f ; t) p and K * r (f, t) p for 1 < p < ∞ was proved in [7] , and the failure of the equivalence for p = 1 and ∞ was shown in [14] .
The equivalence passes to the moduli of smoothness and shows, in particular, that ω r (f ; t) p is equivalent to the first modulus of smoothness ω * r (f ; t) p for 1 < p < ∞ but not for p = 1 and p = ∞.
One advantage of the second moduli of smoothness ω r (f ; t) p is that they are independent of the choice of coordinates. These moduli, however, are also difficult to compute even for fairly simple functions.
2.4.
Third modulus of smoothness and K-functional. The third modulus of smoothness on the sphere is defined in terms of moduli of smoothness of one variable on multiple circles. For 1 ≤ i, j ≤ d, we let △ r i,j,t be the r-rh forward difference acting on the angle of the polar coordinates on the (x i , x j ) plane. For instance, take (i, j) = (1, 2) as an example,
so that △ r 1,2,θ f (x) can be regarded as a difference on the circle of the (x i , x j ) plane. Definition 2.6. For r = 1, 2, . . ., t > 0, and
The equivalent K-functional is defined using the angular derivative
where θ i,j is the angle of polar coordinates in (x i , x j )-plane defined as above. For r ∈ N 0 and t > 0, the K-functional is defined by (2.14)
Theorem 2.7. The modulus of smoothness ω r (f, t) p can be used to establish both direct and weak converse theorems, and is equivalent to K r (f, t) p for 1 ≤ p ≤ ∞.
These moduli and K-functionals were introduced in [8] , where the above theorem was proved. Furthermore, it was also shown that
where S n,η is the polynomial defined in (2.8).
For comparison with the other two moduli of smoothness, it was proved in [8] that for r = 1, 2, . . . and 1 ≤ p ≤ ∞,
Furthermore, for 1 < p < ∞, the two moduli of smoothness are equivalent if r = 1 or r = 2. Thus, the direct theorem with ω r (f, t) p is at least not weaker than the one with either one of the other two moduli of smoothness. Furthermore, all three moduli are equivalent if 1 < p < ∞ and r = 1 or 2.
It remains an open problem if ω r (f, t) p is equivalent to other two moduli of smoothness for 1 < p < ∞ and r ≥ 3 or for p = 1 and p = ∞. The angular derivatives are related to the Laplace-Beltrami operator by
Since the K-functional K * r (f, t) p is defined in terms of ∆ 0 and the K-function K r (f, t) is defined in terms of D i,j , it indicates that K r (f, t) p may be stronger than K * r (f, t) p if we believe that the parts encode more information than the whole. The main advantage of the modulus of smoothness ω r (f, t) p lies in the fact that it is defined in terms of moduli of smoothness of one variable, which allows us to tap into the well established theory of trigonometric approximation of one variable, and it also means that ω r (f, t) p can be computed relatively easily (see [8] for examples).
One interesting phenomenon observed from the computational example is that the best approximation on S d−1 for d ≥ 3 displays a boundary behavior rather like approximation by polynomials on [−1, 1]. This is not all that surprising on second thought, but it does put d = 2 in approximation on S d−1 apart from d ≥ 3.
Approximation on the Unit Ball
On the unit ball, we often work with weighted approximation with a fairly general weight function. We shall restrict our discussion to the classical weight function
for which the most has been done. We start with an account of orthogonal structure.
3.1. Orthogonal structure on the unit ball. For the weight funciton W µ , we consider the space
where b µ is the normalization constant of w µ such that 1, 1 µ,p = 1. Let V 
. This kernel satisfies a closed-form formula ( [28] ) that will be given later in this subsection. Let L 2 (w µ , B d ), then the Fourier orthogonal expansion of f can be written as
the error of best approximation by polynomials of degree at most n is defined by
The direct theorem for E n (f ) µ,p is also established with the help of a polynomial that is a near best approximation to f . For p = 2, the best polynomial of degree n is again the partial sum, S µ n f := n k=0 proj µ k f , of the Fourier orthogonal expansion, whereas for p = 2 we can choose the polynomial as
where η is a cut-off function as in (2.8). The analogue of Theorem 2.1 holds for S µ n,η and · µ,p norm. If µ is an integer or a half integer, then the orthogonal structure of L 2 (w µ , B d ) is closely related to the orthogonal structure on the unit sphere, which allows us to deduce many properties for analysis on the unit ball from the corresponding results on the unit sphere. The connection is based on the following identity: if d and m are positive integers, then for any f ∈ L(S d+m−1 ),
This relation allows us to relate the space V , which leads to a relation between the reproducing kernels. For µ = m−1 2 , the reproducing kernel P n (w µ ; ·, ·) satisfies, for m > 1,
where (x, x ′ ) ∈ S d+m−1 with x ∈ B d and x ′ = x ′ ξ ∈ B m with ξ ∈ S m−1 , and it satisfies, for m = 1 and y d+1 = 1 − y 2 ,
Using the identity (2.7), we can then obtain a closed-form formula for P n (w µ ; ·, ·), which turns out to hold for all real µ > −1/2.
First Modulus of Smoothness and K-functional.
The first modulus of smoothness on the unit ball is an analogue of ω * r (f, t) p on the sphere, defined in the translation operator T µ θ . Let I denote the identity matrix and
For W µ on B d , the generalized translation operator is given by
where Ω is the ellipsoid Ω = {u :
The equivalent K-functional is defined via the differential operator D µ in (3.15),
Theorem 3.2. For 1 ≤ p ≤ ∞, the modulus of smoothness ω * r (f, t) µ,p can be used to establish both direct and weak converse theorems, and it is equivalent to K * r (f, t) µ,p . These moduli of smoothness and K-functionals were defined in [29] and Theorem 3.2 was also proved there. The integral formula of T µ θ f was found in [30] . In fact, these results were established for more general weight functions of h 
which is an analogue of (2.11). The proof of Theorem 3.2 can be carried out following the proof of Theorem 2.3. The advantage of the moduli of smoothness ω * r (f, t) are that they are welldefined for all r > 0 and their connection to multipliers, just like the first moduli of smoothness on the sphere. These moduli, however, are difficult to compute even for simple functions. . This should not cause any confusion from the context. We denote by f the extension of f defined by
. . , and t > 0, define
The equivalent K-functional is defined in terms of the angular derivatives D i,j , and is defined for all µ ≥ 0 by
2 . For 1 ≤ p ≤ ∞, the modulus of smoothness ω r (f, t) µ,p can be used to establish both direct and weak converse theorems, and it is equivalent to K r (f, t) µ,p .
The moduli of smoothness ω r (f, t) p,µ and the K-functionals K r (f, t) p,µ were introduced in [8] and Theorem 3.4 was proved there. The proof relies heavily on the correspondence between
. In the definition of ω r (f, t) µ,p , the term that involves the difference of f may look strange but it is necessary, since △ r i,j,θ are differences in the spherical coordinates. For comparison with the first modulus of smoothness ω * r (f, t) µ,p , we only have that for 1 < p < ∞, r = 1, 2, . . . and 0 < t < 1,
In all other cases, equivalences are open problems. Furthermore, the main results are established only for µ = m−1 2 , but they should hold for all µ ≥ 0 and perhaps even µ > −1/2, which, however, requires a different proof from that of [8] .
One interesting corollary is that, for d = 1, ω r (f, t) µ,p defines a modulus of smoothness on
One advantage of the moduli of smoothness is that they can be relatively easily computed. Indeed, they can be computed just like the second modulus of smoothness on the sphere; see [8] for several examples.
3.4. Third modulus of smoothness and K-functional. The third modulus of smoothness on the unit ball is similar to ω r (f, t) p,µ , but with the term that involves the difference of f replaced by another term that resembles the difference in the Ditzian-Totik modulus of smoothness. To avoid the complication of the weight function, we state this modulus of smoothness only for µ = 1/2 for which w µ (x) = 1. In this subsection, we write · p := · 1/2,p .
Let e i be the i-th coordinate vector of R d and let ∆ Theorem 3.6. For 1 ≤ p ≤ ∞, the modulus of smoothness ω r ϕ (f, t) µ,p can be used to establish both direct and weak converse theorems, where the direct estimate takes the form E n (f ) p ≤ c ω r ϕ (f, n −1 ) p + n −r f p in which the additional term n −r f p can be dropped when r = 1, and it is equivalent to K r,ϕ (f, t) in the sense that
where the term t r f p on the right side can be dropped when r = 1.
These moduli of smoothness and K-functionals were also defined in [8] , and e Theorem 3.6 was proved there. For d = 1, they agree with the Ditzian-Totik moduli of smoothness and K-functionals. The K-functional K r,ϕ (f, t) µ,p can be defined by replacing · p with · µ,p in the definition of K r,ϕ (f, t) p , which were used to prove direct and weak converse theorems for E n (f ) µ,p in terms of the K-functionals in [8] .
For comparison with the second K-functional K r (f, t) µ,p , which is only defined for µ = m−1 2 , m = 1, 2, . . ., we know that for 1 ≤ p ≤ ∞, K 1,ϕ (f, t) µ,p ∼ K 1 (f, t) µ,p
