This paper proposes a method to overcome the classical drawbacks of the Monte Carlo methods for the asset allocation, namely resampling, deeply dependent upon the multinormal assumption. Differently from the resampling, the proposed approach allows to set a derivative-free barrier against joint extreme negative returns (tail-dependence) and extreme (negative) returns (univariate tail risk) not included in the multivariate normal distribution. The extremely dangerous tail-dependence between asset returns is considered by using a copula based approach instead of the multivariate normal Monte Carlo simulation. Then the proposed model has been applied on a sample of eleven euro-denominated asset classes with historical input and the consequent asset weights have been tested on multivariate Student's t returns and on a set of out-of-the sample real returns. A comparison has been also performed with both parametric and non-parametric simulation methods, namely resampling and bootstrapping. The results of this model provide evidence of a barrier against extreme negative returns occurring simultaneously. Furthermore the proposed model is totally distribution-free and therefore it does not involve any a priori decision on the marginal distributions for asset returns. The cost of this approach in terms of loss of Sharpe ratio, in our example, is negligible.
Introduction
The financial planning process is characterized by three main steps: 1. identification of the strategic asset allocation, i.e. the set of efficient portfolios constituted by broad asset classes, summarized by benchmark indices; 2.
asset allocation purposes. Second, the parameters of each marginal distribution are fitted in a nonparametric way using some theoretical findings of the Extreme Value Theory. It is worth highlighting that a parametric estimation implies the choice of the marginal distribution by asset managers and therefore the entire process may be affected by these a priori decisions. We propose a method to obtain reliable estimates based on a set of Student's t distributions whose key parameters (a vector of different ν) are estimated with a fully non parametric method. The use of EVT also ensures a proper inclusion of the tail risk for each margin. Third, the known limits of the Pearson correlation coefficient (see Embrechts et al. (2002) ) are overcome with the insertion of a set of Archimedean copulas whose parameters are again fitted with non-parametric relationships. The use of a rank correlation like Kendall's tau has two advantages: it ensures an higher stability of the inputs over the time and integrates the tail-dependence among asset classes. The proposed model incorporates both the tail risk for each return distribution and the dependence among negative extremes highlighted by Longin and Solnik (2001) . Tail risk is incorporated analyzing the tail index, a specific index for each asset return distribution. The theory behind tail index and its estimation (see Embrechts et al. (1997) ) is applicable to events with no serial correlations. This feature requires the fit of a filtering process with standardized innovations given by a specific distribution. At this step we test the family of Student's t distribution whose vector of ν parameters is estimated with non-parametric methods. The choice of Student's t innovation process is the only a priori choice we made. However this family is very flexible and it can properly deal with fat tails. Tail dependence is an important issue that deals with multivariate distributions with joint extreme events. It is an important issue to include since it is well known that correlations raise during high-volatility market and therefore extreme negative events are likely to significantly reduce the performance of the portfolio. An explicit way to deal with tail-dependence is the extensive use of Archimedean copulas which allow to consider upper and lower taildependence. These topics experienced an increasing development and success in the modern finance related to the risk measurement issues (among the latest contributions see Longin (2005) and Yamai and Yoshiba (2005) ), deeply concentrated on the left tail of the distributions.
Finally an example is provided using multivariate Monte Carlo simulation with different techniques and with relationships expressed by copulas. In order to provide a significant comparison the resampling method has also been applied and the two methods have been tested on a set of simulated asset returns. We also make an out-of-the sample test with real data in order to prove the potential of the proposed method.
The main findings are quite interesting. The financial planning theorem of the normallognormal distribution of asset returns should be reviewed by taking into account more realistic assumptions (related to the specific marginal distributions) and the chance to experiment extreme events. The events to be considered are those (the negative extremes) which effect the final wealth in a saving instrument like pension plan or life policy (pure endowment).
The paper proceeds as follows. Section 2 shortly discusses the concept of tail-dependence, Archimedean copula and EVT. Section 3 introduces the heuristic model that deal with tail risk and tail-dependence. Section 4 deals with the parameter estimates required by the heuristic model. Section 5 discusses the results and highlights the main difference with a naïve approach as the classical Quasi-Random Monte Carlo Simulation Asset Allocation (QRMCSAA) introduced by Michaud (1998) and greatly dependent upon the normality assumption and upon the linear correlation matrix. Section 6 concludes.
Archimedean copula, tail-dependence and EVT
Under the assumption of multivariate normality the dependence structure of the multivariate distribution is fully explained by the matrix of covariances or, alternatively, by the matrix of linear correlation coefficients. If distributions of returns significantly differ from multivariate normal then Pearson's coefficient is no longer suitable and can largely induce to misleading solutions. For distributions different from the normal the dependence structure is fully explained by a copula function. A wide reference to copula can be found in Joe (1997) and Nelsen (1999) . More recently an excellent introduction to copulas and several financial applications can be found in McNeil et al. (2005) , Rob van den Goorbergh (2004) and Embrechts et al. (2002) .
Copulas rely on the fundamental Sklar's theorem (see Sklar (1996) and Nelsen (1999) ). Sklar' s theorem states that any multivariate distribution can be factored into the marginal cumulative distributions and a copula function describing the dependence between the components. In other terms the copula is a multivariate distribution with Uniform (0,1) margins. In this way the problem of the dependence structure of the joint distribution can be completely separated from the problem of modeling marginal distributions (see Genest and Rivest (1993) ).
In formula let F be an N-dimensional distribution function with marginals X j ~ F j (j=1, ….N). Then exists an N-copula C:(0, 1) N such that for every x = (x 1 , ……, x N ) (
)
,....., ,...., 
The theorem also states that if F j are continuous then the copula C is unique. Since F j (x j ) : (0,1), we can easily apply the inversion method to the marginal distributions F j (x j ) in order to obtain dependent non-normal distributions with different margins. In formula ( ) 
Strictly related to the general concept of copula it is very useful to distinguish between: a) implicit copulas (namely Gaussian copula Archimedean copulas, strictly related to the generating function ϕ(.) defined on (0,1) (0, ). The function ϕ must be convex and decreasing. Thus ϕ(0) = , ϕ(1) = 0, ϕ'(.) < 0 and ϕ'(.) > 0.
To reduce the notation we briefly discuss the bivariate case. It is worth noting that the extension from the bivariate to the multivariate case often become intractable 2 . Even though our approach involves a multivariate framework, this study, as well as Ward and Lee (2002) and Rosenberg and Schuermann (2006) , approaches the problem of risk aggregation by considering risks pair-wise.
In the bivariate case the Archimedean copula has the following form:
with u, v ∈ (0,1). The extension to the multivariate case is straightforward. A list of known ϕ(.)
function is available in Frees and Valdez (1998) and Nelsen (1999) . Archimedean copulas are widely used in finance, insurance and reinsurance applications since they stress the tail dependence between different sources of risk. We report the most famous Clayton ( for Clayton copula is ( )
, thus the bivariate case can be expressed as follows:
The generator function ϕ(.) for Gumbel copula is
, thus the bivariate Gumbel copula is:
To emphasize the importance of the joint distribution expressed by the copula function, Exhibit 1 shows 10,000 standard normal bi-variates with roughly the same (Pearson) correlation coefficient ρ=0.7. These random variables have the same marginal distributions, the same correlation matrix but different structure of dependence. We represent two implicit copulas (Gaussian and t (2)) and Gumbel and Clayton copulas.
(Exhibit 1)
It is well evident that Gaussian copula does not show any tail dependence, while the copula of the bivariate t distribution is asymptotically dependent in both upper and lower tails. Exhibit 1 shows symmetric and asymmetric tail dependence, therefore Gumbel and Clayton copulas are also known as asymmetric copulas. Clayton copula emphasizes lower tail dependence whereas Gumbel copula highlights joint positive dependence.
It is also worth noting that while Gaussian copula depends only on the linear correlation coefficient (ρ), t-copula depends on the linear correlation coefficient (ρ) and on the number of degrees of freedom (ν). Clayton and Gumbel copulas depend on a parameter (α) that has direct relationships with Kendall's tau (ρ τ ), one of the most diffused measure of dependence.
In the copula related theory, Kendall's tau ρ τ is the most popular coefficient of rank correlation to be estimated instead of the classical Pearson's rho ρ. Kendall's tau measures the concordance between two random variable X 1 and X 2 or, in other words, it reflects the degree of some monotonic dependence. Therefore ρ τ is a rank correlation. In terms of copula ρ τ can be represented as follows:
where the integral above is the expected value of the random variable C(u,v) where u, v ~Uni(0,1) with joint distribution function C.
Its success can be mainly attributed to two reasons. First, known relationships between the unknown parameter of several Archimedean copulas and the Kendall's tau are available. In the case of elliptical distributions ρ τ has important direct relationship (7) with the linear correlation (ρ) (see Embrechts et al. (2002) ). For this reason ρ remains the most important parameter in the Gaussian copula and it is as important as ν in the case of t-copula.
Exhibit 3 highlights the relationships between the ρ τ and the parameter α of the Archimedean copulas.
The second reason entails the drawbacks of the linear (Pearson) correlation coefficient ρ.
We summarize those in the list below 3 : 1.
ρ between two random variables is strictly invariant under increasing linear transformations but it is non invariant under nonlinear strictly increasing transformations 4 . In other words ρ depends on the copula and on the marginals; 2.
it is possible to calculate ρ if and only if the variance of the desired distribution is known.
However several common marginal distributions in insurance and finance are infinitevariance and thus the concept of linear correlation is not applicable. For example the Cauchy distribution, diffused in modeling asset returns, has infinite variance and therefore ρ can not be calculated.
3.
ρ is more unstable than the correspondent ρ τ . Its sensibility to outliers can be again shown through an example. We draw a sample of 100 bivariate Student's t variates with 3 degree of freedom (heavy tailed distribution) with a linear correlation of +0.7. Inverting the relationship (7) it is straightforward to verify an implicit Kendall's tau of +0.4936. This simulation is performed 5000 times and both correlations (ρ and ρ τ ) are calculated 5 . Exhibit 2 highlights the different level of stability for the two different estimators.
(Exhibit 2)
To summarize ρ addresses linear dependences for the family of the elliptical distributions which includes a wide range of potential return distributions. Other common random variables can incidentally have the same Pearson's rho coefficients but their dependence structures could not be fully explained by ρ.
Kendall's tau overcomes the fallacies of Pearson's rho described above. Exhibit 2 shows the higher stability of Kendall's tau in the case of t(3) random variables (heavily tailed). Furthermore it is easy to demonstrate that Kendall's tau is stable under strictly increasing nonlinear transformations 6 . It is also possible to link infinite-variance marginal distributions through direct relationships (see Exhibit 3) between α parameter of Archimedean copula and ρ τ .
The coefficient of upper (λ U ) and lower tail dependence (λ L ) is a measure of pairwise dependence in the tails or in the case of extremal events. Some authors describe this coefficient in terms of limiting conditional probabilities of quantile exceedances (McNeil et al. (2005) , pg. 208). If there exists a positive association between extreme events of X 1 and X 2 , then the conditional probability
is greater than zero and decreases as k↓0 in the upper case. The coefficients of upper λ U and lower λ L tail dependence are respectively defined as: 3 For an extensive discussion about these fallacies see Embrechts, McNeil and Straumann (2002) . 4 It is really easy to verify this fallacy by drawing two correlated (ρ) vectors or normally distributed random variables (X 1 and X 2 ) and then taking Exp(X 1 ) and Exp(X 1 ). This transformation is nonlinear strictly increasing. ρ of the two transformed variables is not the same whereas ρ τ remains unchanged.
If λ U and λ L = 0 random variables are asymptotically independent, otherwise a form of upper or lower dependence exists. Fortunately for symmetric copula (eg. Gaussian and t-copula) λ U = λ L .
For Archimedean copulas with closed form these coefficients have straightforward solutions dependent on the copula α-coefficients. For this reason the parameter α is also known as degree of dependency. Exhibit 3 shows λ U and λ L directly related to the Kendall's tau through the parameter α for different copulas.
(Exhibit 3)
In the last column of Exhibit 3 λ is a function of ρ τ 7 . Clayton copula turns out to have only lower tail dependence whereas Gumbel copula emphasizes the upper tail dependence without any weight on the lower tail dependence. Exhibit 4 shows different coefficients λ of tail dependence.
Notice that Exhibit 4 does not distinguish between upper and lower dependence. We plot for positive ρ τ since Clayton copula exists only for positive α, strictly related to positive ρ τ .
In the t-copula the higher the number of degree of freedom the lower the dependence (tcopula tends to be nearer to the Gaussian copula). However even for zero correlation and high ν, a positive λ can be found. Clayton copula has the heaviest (lower) tail dependence whereas the heaviest (upper) tail dependence is a feature of Gumbel copula.
(Exhibit 4)
Spearman's rho is another well known measure of rank correlation. It is less used than Kendall's tau since direct relationships with copulas (direct and Archimedean) are not always available 8 . For those reasons we concentrate our model on Kendall's tau as measure of dependence. The last argument to be introduced is the well-known theory of extremes or Extreme Value Theory (EVT). Numerous theoretical studies and empirical financial/insurance applications are available about this important topic. This argument is gaining an increasing attention in any field of the financial theory since the distributions of asset returns tend to be different from the Gaussian and events on the (left) tail are a matter of concern for both practitioners and supervisors. A solid background on EVT is in Embrechts et al. (1997) and in McNeil et al. (2005) . Extremes can be modeled in two different ways: modeling the maximum or minimum of a portfolio of random variables, and modeling the largest values over some high threshold. For our purposes the second approach is more suitable than the first since the first requires a large amount of data, typically daily returns divided in blocks (e.g. months). The second approach is called Peaks Over Threshold (POT) method and attempts to focus only on events greater than some large preset threshold. Negative (positive) exceedances are defined as the observations of the returns lower (greater) than a given threshold. Longin and Solnik (2001) show that the cumulative distribution of the exceedances ( ) θ R F 7 Notice that a closed formula is available for Pearson's rho (ρ). However, for the sake of comparison, we derive direct relationships with Kendall's tau (ρ τ ). The relationship between ρ S and ρ for multivariate t is not available. This is another reason to consider only Kendall's tau (ρ τ ). 8 For example the relationship between t-copula and Spearman's rho is still unknown (see Hult and Lindskog, (2002) ).
Moreover we do not have a direct formula to link the parameter α of the Gumbel copula to the Spearman's rho (see Frees and Valdez (1998) 
where θ is the threshold (location parameter), σ is the dispersion (scale) parameter and τ is the tail index (or shape parameter), intrinsic in the original distribution of the returns (F R ). The tail index τ is the most important parameter because it describes the behavior of the extreme returns. The function (10) is called 'Generalized' since it can assume different shapes according to the tail index τ. If the distribution has a power-declining tail, it is an ordinary Pareto distribution and it has τ > 0 (fat-tailed). Otherwise if the distribution has an exponentially-declining tail or it is thin-tailed (τ = 0) it is exponential. If the return distribution has negative τ (no tail) therefore it is a Pareto type II distribution. Thin-tailed distributions include normal, exponential, gamma, lognormal. Short-tailed distributions include beta and uniform. Fat-tailed distributions are widely studied in financial applications. Precisely a distribution with τ greater than 0.5 is consistent with the Stable Paretian. τ = 1 implies a Cauchy distribution and 0 < τ < 0.5 is typical for the Student's t distribution. It also worth noting that there is a direct relationship between the tail index τ and the highest existing moment k (k=1/τ). Thus, the normal distribution has infinite moments (1/0) whereas Cauchy distribution has only the first moment (1/1) but is infinite-variance. For the Student's t k is greater than 2 and equal to the number of degree of freedom ν. It also means that there is an inverse and simple relationship between the dof (ν) of the Student's t and its tail index (τ = 1/ν) and also that the Student's t(ν) has at least ν moments.
Parameter estimation is made with two approaches. The first is parametric while the second is based on non-parametric estimators. The former relies on the assumption that extreme returns are exactly drawn from the extreme value distribution and it typically requires a large amount of data (daily returns). The latter has no distributional assumption and it is based, like Schmid-Trede test, on the order statistics of the parent variable R (see Embrechts et al. (1999) and Resnick and Starica, (1997) ) and particularly on the time series of returns ranked in increasing order (R'). The most used estimators are Pickands's estimator, given by
and Hill's estimator whose formula is given by
It is widely accepted that Hill's estimator is consistent and the most efficient estimator (see Longin, (2005) and Embrechts et al. (1999) 9 in the classical interval of τ for monthly asset returns. For this reason our model greatly relies on Hill's estimator. The choice of the appropriate θ and therefore the number of exceedances q is an important issue well investigated in the extreme value theory. An high q leads to a small number of exceedances with inefficient parameter estimates whereas a low q leads to many exceedances giving biased parameter estimates. This can be viewed as the classical problem of optimizing the trade-off between bias and inefficiency. Jansen and De Vries (1991) and Danielsson et al. (2000) propose a Monte Carlo simulation in order to minimize the mean square error (MSE) of the simulated tail index τ 10 . Their method finds the minimum of the U-shaped relationship between MSE and q (number of exceedances) of the simulated data (see Longin (2005) for a detailed description).
The heuristic model
The classical asset allocation models rely on the normal assumption for each asset return. Under this assumption elegant solutions for the optimization problem are available with and without the inclusion of the investor preferences, i.e. utility function. However asset returns are rarely normally distributed and therefore the classical optimization methods are rejected by the empirical evidence. Interesting alternative approaches have been proposed by Harvey and Siddique (2000) and Jondeau and Rockinger (2005) , (2006). They suggest the inclusion of higher than second moments in order to significantly improve the asset allocation and also calculate how costly can be the departure from the classical normality assumption. Unfortunately analytical forms for the optimal portfolios are available only in few cases. The authors use a multivariate skewed Student's t framework with a time-varying correlation matrix (Dynamic Conditional Correlation -DCCmultivariate GARCH introduced by Engle in 2002) in order to find closed formulas for the optimal portfolio. Bradley and Taqqu (2001) report another significant example of explicit solutions, assuming Stable Paretian distribution S(α, β, σ, µ) for all asset classes 11 . However those authors do not considered three important features: 1. the presence of autocorrelation and heteroskedasticity that can significantly underestimate the standard deviation. Notice that this problem should be solved with the DCC-MVGARCH model. However Rob van den Goorbergh (2004) provides examples of alternative approaches able to overperform the DCC-MVGARCH model;
2. marginal distributions can be different from the skewed-t and Stable Paretian (a significant example of testing univariate marginal distributions with different time horizons is given in Levy and Duchin (2004) 12 ) therefore analytical solutions are not available. Moreover the same distributional assumption for each margin seems to be too limiting;
3. correlation matrix might not capture the entire dependence among asset classes. Particularly tail dependence may be greatly underestimated in the (Pearson) correlation coefficient framework.
We try to remove these limitations using simulation techniques. In our model we can deal with different marginal distributions, even though belonging to the same elliptical family, and for a structure of dependences given by a set of bivariate Clayton copulas. Clayton copulas have been externally imposed in order to correctly consider the lower tail-dependence, if present, or otherwise overweight the probability of joint extreme negative returns. Following the example of McNeil and Frey (2000) we propose a technique consisting in first filtering the data, second applying extreme value techniques to the tails of the standardized innovations and third relating these innovation processes with bivariate Clayton copulas. We then extend the methodology of Filtered Historical Simulation (FHS) proposed by Barone-Adesi and Giannopoulos (2001) and recently tested by Giannopoulos and Tunaru (2005) by rescaling our standardized innovations matrix to obtain pathways of multivariate returns.
To prove the potential distortions of the elegant methods with closed formulas we propose an example of asset allocation based on a set of eleven euro-denominated indexes. Furthermore we provide a comparison of our method with the widely diffused resampling method proposed by Michaud (1998). Michaud's method involves a multivariate normal Monte Carlo simulation for asset returns whose parameters are calibrated on the historical vectors of average returns, average standard deviations and the correlation coefficient matrix. Then the standard constrained optimization is performed and the resulting weights are stored in a matrix for each simulation. Key variables in the resampling method are the length T of the vector of each simulated asset return and the number of simulations M. These parameters are typically left to the asset managers. However the former should be related to the time period of the investor while the latter is set in relationship with the precision of the asset weights to be achieved. It is worth noting that Michaud's approach does not consider tail dependences and extreme (negative) returns (tail risk), not assumed in the classical multinormality assumption.
The proposed heuristic method can be analytically divided in eight steps: 1. Estimation of the filtering model in order to eliminate autocorrelation and heteroskedasticity in the marginal distribution of the n asset returns involved in the asset allocation. This is done through an ARMA/GARCH model with the innovations given by a Student's t with dof (ν) estimated using log-likelihood. Notice that this step is required in order to remove relevant autocorrelation and heteroskedasticity of the time series for the application of EVT.
We reached the following model specification:
Estimated models for each margin will be used in the step 5 to simulate paths of standard deviations separately
2. Fit the shape parameter τ i (tail index) and the number of appropriate exceedances opt i q of the Generalized Pareto Distribution on the left tail of the standardized residuals distribution (once historical returns have been filtered) with a non-parametric approach based on the Hill's estimator. This step implies the identification of the minimum of the U-shaped relationship between the MSE and the number of exceedances q. With this minimum we can easily identify the optimal number of exceedances opt i q and the correspondent tail index (τ i ).
For this estimation we follow the non-parametric method suggested by Jansen and De Vries (1991) and Danielsson et al. (2001) . Once the minimum MSE tail index and the correspondent number of exceedances have been found, we can infer the appropriate parent distribution of the standardized innovations (see the next step) 13 . 3. Simulation of a vector of T standardized innovations, drawn independently, for each asset class using a Student's t distribution whose dof (ν i ) has been derived by the tail index τ i estimated in 2 with the simple relationship ν i =1/τ i . Notice that these distributions are different for each margins and therefore they incorporate specific characteristics for each innovation process. With this approach we obtain a multivariate distribution with n marginals [ ]
(for i=1…n) of T standardized innovations parameterized on the specific tail index (τ i ). 4. Simulation of the dependencies through the Clayton copula. This is done using the inversion method in (2). As noted above this copula significantly emphasizes the lower tail dependence while maintaining the same (Pearson) correlation coefficient ρ. The taildependence coefficient (λ) is estimated on Kendall's tau (ρ τ ) matrix 14 . With this step we obtain a multivariate distribution with n marginals given by distributions related to the tail index τ i and with the dependence structure given by the α-parameterized Clayton copula. The reintroduction is done in two steps. First, rescaling the n vectors of T simulated conditional standard deviations ) (i σ given by the conditional volatility model in (13b). In this way we obtain n vectors of simulated innovations
Second, the n vectors
6. Optimization à la Markowitz using quadratic programming on the matrix
and on the covariance matrix recalculated in each simulation. We optimize in the presence of positivity constraints and then store the optimal weight for each asset class (W ) related to the asset allocation along the efficient frontier. The number of portfolios along the efficient frontier has to be chosen. 7. Repetition of steps 3, 4, 5 and 6 M times in order to obtain M matrix of weights W (i) . 13 Notice that the scale parameter σ in (28) is not required since in this conditional variance approach we do not directly simulate the returns but we simulate specific standardized innovations, given the tail index. In a unconditional approach we could need random variates drawn from a GPD, therefore the scale parameter σ should be also estimated. 8 . Calculation of the main statistics of these weights along the efficient frontier in order to have estimates of the uncertainty of the allocation.
Our model is empirical, distribution-free 15 , only related to the copula-parameters and to the tail indexes, both estimated with non-parametric techniques. Such a solution should emphasize the lower tail-dependence between return distributions and therefore implicitly overestimates the joint tail risk by underweighting those asset classes with high lower tail-dependence, all other things (e.g. covariance matrix) being equal. Notice also that the classical quadratic programming for the calculation of the efficient frontier is suitable for many marginal distributions belonging to the elliptical family since this family has very important properties listed below. Among the others it is important to highlight that: a)
any linear combination of elliptically distributed variates is elliptical itself with the same characteristic generator (see Valdez and Chernih (2003) 
if all univariate marginals are elliptical then the minimization of variance for a given level of expected return leads to the same results given by the minimization of other more sophisticated risk measures (see Embrechts et al. (2002) ) Next session reports the detailed description of the input estimation methods for the eleven asset classes involved in the example. The resampling method has also been performed on the same asset classes in order to evaluate the cost of assuming multinormality for asset returns and the correlation matrix as the only input required in the algorithm.
Finally, we perform two different tests in order to have empirical evidence about the potential of our method. First, we simulate a new sample of 20.000 Student's t(ν sim ) (with ν sim =3,….,20) multivariate returns with an implicit correlation matrix given by historical Kendall's tau (ρ τ ). Then we use each simulated sample to obtain several statistics on the returns of some identified portfolios along the efficient frontier whose weights come from our model and from the resampling method. Second, we perform an out-of-the sample test using the real historical returns of the eleven asset classes from a subsequent period and then we analyze the results.
We expect a smaller distance between the upper bound (e.g. the 1% percentiles of the portfolio returns) and the lower bound (e.g. the 99% percentiles of the portfolio returns) with our model. We also expect more thin-tailed return distributions with our model than in the resampling model for each portfolio.
Parameter estimates
Exhibit 5 shows the descriptive statistics of the monthly returns from January 1991 to December 2004 for a total of 168 observations, including market crashes and bubbles. Parameters estimates reported in Exhibit 5 indicate positive average monthly returns for ten markets and negative average monthly returns for the Japanese market. Notice also the minimum statistics ranging from -12.5% for UK market to -31.3% for Hong Kong market.
(Exhibit 5)
Return distributions are slightly asymmetric and leptokurtic (excluding S&P 500, CAC40 and Nikkei). However it is well known that the fourth moment is a weak measure of leptokurtosis. Its weaknesses can be listed as follows: a) it does not exist for every distribution; b) it accounts jointly for peakedness and fat tails; c) it is extremely sensible with respect to outliers.
Since the fourth moment is a poor measure of leptokurtosis we perform the new distributionfree Schmid-Trede test (2004) in order to provide consistent estimates for peakedness and fat tails separately. This test relies on the Hogg selector statistics based on quantiles (see Hogg and Lenth (1984) ) and allows to unambiguously test the fat-tail behavior (T-test), the peakedness (P-test) of every distribution and the leptokurtosis of the sample data (L-test), regardless to the scale and location. Nevertheless, as pointed out by the authors, critical values are available only for large sample size 16 . For finite sample (less than 2000 observations) the critical value has to be calculated with a Monte Carlo approach. Therefore we perform a Monte Carlo simulation, following the method described by the authors, in order to obtain critical values in our case of 168 observations. The simulation is repeated 100,000 times. The critical values L T P, , for 168 observations at 95% are 1.5238 (P-test), 1.15104 (T-test), 2.4805 (L-test), while at 99% the critical values are 1.4621 (Ptest), 1.4461 (T-test), 2.3378 (L-test). In our sample the null hypothesis H 0 17 is always rejected (excluding the P-test for Nikkei) revealing interesting features about indexes.
Returns show significant peakedness (P-test) and fat taildness (T-test) even though with different intensities. For example the S&P shows a low level of sample kurtosis explained by an high and significant peakedness and an higher than the correspondent normal level of fat taildness. It is worth mentioning that the taildness of S&P is remarkable but not as tremendous as the Hang Seng while S&P has an higher peakedness than the Hang Seng. Nikkei index is less peaked than the normal (the normality assumption is accepted at 95% and rejected at 99%), but its tails are fatter than the correspondent normal tails. This decomposition allows to concentrate on the tails of the Nikkei distribution even though its sample kurtosis is lower than the normal. This specific effect explains the higher and significant level of leptokurtosis badly captured by the sample kurtosis in Exhibit 5. FTSE index has also a sample kurtosis lower than the normal while the more precise decompositions reject the hypothesis of peakedness and taildness equal to the normal-ones. The most leptokurtic index is the Singapore Straits and it is explained with its fattest tails. The least leptokurtic index is the Nikkei and it is mainly due to the absence of peakedness.
We also test the hypothesis of univariate normality for each return distribution with JarqueBera tests. These tests accept the normality assumption for five indices (at 95%) whereas the more appropriate investigation of P, T and L tests allow to reject the assumption of normality for all indices.
A test for the multinormality is also conducted. The best known is Mardia's test of multivariate skewness and kurtosis. Specifically Mardia's test is based on the Mahalanobis distance of data vector from its sample mean and it allows to reject the hypothesis of the normality if the sample has no significant skew and the measure of kurtosis deviates from expectancy only randomly. Both multivariate tests strongly reject the hypothesis of multinormality 18 . An investigation for autocorrelation in the vectors of returns is also performed. The LjungBox-Pierce Q-test for a departure from randomness up to 20 lags for the vectors of returns and for the its squared is conducted. We did not find significant departures from randomness for the returns and for volatilities. We found only some significant persistence in volatilities. This is also consistent with the empirical evidence about asset returns with monthly observations. Differently from more frequent data, monthly returns are seldom serially correlated.
Furthermore we perform the ARCH test statistics to check for heteroskedasticity in the vectors of returns. We found evidence of heteroskedasticity in the vectors of returns, even though with different intensity. The introduction of EVT for modeling the tail risk requires to completely remove the persistence in variance. This is done by fitting a general ARMA/GARCH model to filter the returns in order to obtain uncorrelated standardized innovations and to remove heteroskedasticity 19 . However, since the main aim of the paper is not to estimate the best model for all kind of financial time series but it is to provide evidence of the importance of the tail dependence and of the tail risk in the asset allocation choices with tail-dependent assets, we decide to keep the filtering model simple and to introduce a general ARMA/GARCH filtering model with a Student's t(ν) innovation process with ν estimated using log-likelihood function. Innovations given by Student's t theoretically incorporate significant extreme events and, in the form of skewed-t also a relevant skewness. However the skewness not significantly different from zero does not allow to test a parameterized skewed-t. We test several filtering models in order to obtain a good equilibrium between parsimony and the absence of autocorrelation in the standardized residuals and in the squared standardized residuals and the model described in (13a), (13b) and (13c) met all these requirements. Student's t has been used since it can incorporate either Gaussian innovations when ν tends to be high or excess kurtosis in the time series of returns. Exhibit 6 reports the estimated coefficients for each vector in our sample.
(Exhibit 6)
LBQ and ARCH tests before and after the ARMA/GARCH filtering for each index are reported in the Appendix A.
The second step requires the estimation of the appropriate tail index for the left tail and the correspondent number of exceedances. Tail index τ i for each distribution 'i' is estimated on the standardized residuals of the filtering model resulting from step 1. for each distribution 'i' The method of estimation is non-parametric. The identification of the optimal value of q (number of exceedances), namely opt i q , requires a Monte Carlo simulation. We simulate 168 innovations drawn from different Student's t distributions with degrees of freedom equal to 2, 3, 4 and 5. The fatness (tail index) of these distributions corresponds to 1/2, 1/3, 1/4, 1/5. The higher the number of the degree of freedom (the lower the tail index) the lower the number of extreme innovations. Then we estimate the tail index τ i using the Hill's estimator with different values of q ranging from 2 to 36 (roughly 20% of the observations in our sample). We repeat this simulation 10,000 times. Therefore we get 10,000 observations of the tail index estimates for each distribution i and each value of q. For each distribution i we compute the MSE of the series and then we choose the value of q (called where τ Hill is the vector of the Hill's estimators calculated on the real data with different q, τ i is the theoretical estimate of the tail index given by 1/ν for a Student's t(ν) and σ i is the standard error of this estimate. We then calculate the p-values associated to these statistics and retain the estimates of ( )
opt i
Hill q τ with the lowest p-value. The simulation and the estimation is computed only for the Hill's estimator since it is widely recognized that Hill's estimator is more efficient and more stable than the Pickands's estimator (see Embrechts et al. (1999) ). However the correspondent Pickands's estimator is also reported in Exhibit 8. As noted above we do not need the other parameters in (10) since we simulate from the related parent (elliptical) function and not from the GPD. Exhibit 7 and Exhibit 8 summarize the sample estimates for both Hill's and Pickands's estimators and the results for the tail index estimates related to the Monte Carlo method explained above.
(Exhibit 7)
19 Notice that a similar two-step GARCH-EVT approach has been applied in the risk management field by McNeil and 
(Exhibit 8)
Notice the concordance of the tail index estimation with the T-test in Exhibit 5. Asset classes with high T-test tend to have higher estimated tail index on the standardized innovations. It is also worth highlighting that despite the rejection of the hypothesis of Student's t standardized innovations in several cases (see Exhibit 5), Hill's estimates are always positive. This can be attributable to the poor fit of the whole distribution and to a better fit of the left tail.
The simulation of each margin is straightforward once the tail indexes for the standardized innovation distributions have been properly estimated. The step from the simulation of eleven independent univariate margins to a copula dependent multivariate distribution of asset returns can be divided in two parts. The first part entails the Clayton copula α-parameter estimation. This is done studying the matrix of the Pearson's rho (ρ) and then computing the implicit Kendall's tau (ρ τ ). Once the Kendall's tau has been estimated we obtain the parameter α of the Clayton copula.
Exhibit 9 reports the estimated ρ in the upper-right triangle and the implicit ρ τ in the lower-left triangle.
(Exhibit 9 )
The second part of this step can be described as follows. We simulate a matrix of T rows and the number of assets as columns i=(1,….11) in the way described above. Then we de-standardized the innovations by rescaling each simulated margin with the simulated standard deviation as described in (13c). We reinsert the de-standardized innovations in the ARMA process estimated in σ is the univariate conditional standard deviation for each asset generated from the filtering process in (13b). In this way we produce a matrix of dependent returns with a dependence structure given by the specific α-parameterized copula.
A similar approach involves the bootstrapping of the standardized innovations parameterized using the α-Clayton copula and the replacement of these innovations in the filtering process estimated in (13b). This method has been extensively applied in the field of the Filtered Historical Simulation -FHS -(see Giannopoulos and Tunaru (2005) , Barone-Adesi and Giannopoulos (2001) to estimate different risk measures for a portfolio consisting of linear and non-linear securities. However this methodology requires a huge amount of historical data to incorporate all possible movements of asset returns. This in not the case when we deal with monthly observations but could be appropriate with daily returns. An alternative approach could be to fit a multivariate GARCH model, eg. DCC -MVGARCH model proposed by Engle in 2002. The DCC model is a multivariate GARCH model with timevarying correlations. It assumes a (conditionally) joint normal distribution for the return innovations. Note that this assumption implies normal conditional margins, and a normal conditional copula, which is fully explained by the correlation coefficients. The DCC -MVGARCH model estimates simultaneously both the margins and the dynamic matrix of correlations. Van den Goorbergh (2004) demonstrated that a copula based approach systematically overperforms the easier DCC-MVGARCH approach in a risk management framework.
The simulation, analogously with the resampling approach proposed by Michaud, requires the setting of the length of the innovation vectors T (length of the multivariate returns in the resampling). We decide to simulate a matrix with 60 rows (5 years of monthly returns). This parameter is arbitrarily chosen but should be consistent with the horizon of the asset allocation and with the frequency of data.
For each simulation a matrix of autoregressive tail-dependent returns is obtained. We apply the classical constrained minimization à la Markowitz to this matrix obtaining an estimation of the efficient frontier and of the composition in terms of weights for each portfolio along the efficient frontier 20 . Notice that the final distribution of portfolio returns is a linear combination of dependent Student's t whose ν parameter is different for each margin. With these assumptions the classical minimization solution is still viable 21 . These steps obviously require the repetition of the simulation M times and the recalculation of the optimal weights each time. We store each optimal weight for each asset class for each portfolio along the efficient frontier and then we average this matrix in order to obtain a unique optimal weight for each portfolio.
The last step involves a comparison of the simulated portfolios, calculated using both our proposed approach and the classical resampling approach. The test is conducted using a set of simulated returns and an out-of-the sample set of real returns. We use a set of simulated returns drawn from a multivariate Student's t with ν dof (for ν=3,…30). With multivariate Student's t(ν) extreme returns have the same probability to occur because τ is the same for each margin (τ =1/ν, for ν=3,…30). Tail-dependence is variable and dependent upon the Kendall's tau matrix. Notice that in this Student's t(ν) simple case the tail-dependence is symmetric (λ U =λ L ). Equating the relationships in Exhibit 3 on different copulas (t ν and α-Clayton) and imposing ν=3,…30, we can solve numerically the equation
for ρ τ . We can easily verify that Clayton copula has higher tail-dependence than multivariate Student's t(ν) for all ρ τ in our sample. In other words if we consider the correlation matrix in Exhibit 9 Clayton copula has always higher λ L than t ν copula, assuming that the margins are the same t(ν) 22 . We report some relevant statistics for the description of the simulated portfolio returns in both cases. The out-of-the sample test is concentrated on the absolute difference between standard deviations of some selected portfolios.
Results
As stated before we perform both our asset allocation method and the resampling method setting T=60 and M=1000 for 200 portfolios.
The results are well summarized by the area plots for the weights. Exhibit 10 highlights the results in our proposed model while Exhibit 11 shows the allocation of the wealth along the efficient frontier among the eleven asset classes, according to the resampling procedure. For the sake of comparison in Appendix B we report the composition of the portfolios along the efficient frontier à la Markowitz, even though it is well known that it is affected by numerous drawbacks and therefore not diffused among the practitioners. 20 The number of efficient portfolios along the efficient frontier has been set to 200. 21 Recall that Student's t(ν) has at least ν moments, thus imposing ν > 2 the variance always exists and the minimization approach à la Markowitz rests valid. 22 Multivariate Student's t(ν) in d-dimensions can be decomposed in d univariate Student's t(ν) with the a t ν copula and a given correlation matrix. Therefore the multivariate Student's t(ν) can be considered as a special case of the t ν copula in which the marginals and the t ν copula have the same ν. 
. Clearly the higher ν the lower the tail-dependence of the t ν copula, the lower also the ρ τ in the Clayton copula to have the same lower tail-dependence.
(Exhibit 10) (Exhibit 11)
Exhibit 10 shows a greater stability of the asset classes along the efficient frontier and portfolios more similar to the equally weighted in the middle of the efficient frontier.
To provide further investigation about the effect of the proposed method we simulate a sample of 20,000 unconditional multivariate Student's t(ν) monthly returns and then we calculate the most important quantiles for the portfolio return distribution for the 200 efficient portfolios. Exhibit 12 represents the case of multivariate t(4) returns. The lower quantiles are severely affected by extreme returns in case of significant lower tail dependence. For homogeneity we also represent the upper quantiles for the t(4) case.
(Exhibit 12)
It is important to highlight that potential returns can have heavier tails than Student's t. To complete the description we also report the main statistics for some relevant portfolios along the efficient frontier in Exhibit 13. We compute the P, T and L tests as indicated by Schmid and Trede (2003) in order to have a precise distinction between peakedness and taildness of the return distribution for each portfolio. Notice that in this case the formula for critical values does not require a simulation but is only dependent upon the sample size (20,000 observations for each portfolio) and the level of confidence (p).
(Exhibit 13)
In this simple case of returns drawn from a multivariate t(4) the τ-EVT α-Clayton portfolio returns are unambiguously less heavy-tailed than in the sophisticated resampling method. This effect leads to a potential lowest return higher in the τ-EVT α-Clayton method than in the resampling method and to a wider bounds in the worst (1%, 5%, 10%) cases for resampled portfolios. These results are efficiently summarized by the kurtosis of each portfolio along the efficient frontier and, more precisely, by the T-tests.
For other multivariate t(ν) simulations we only indicate the main results in Exhibit 14. Particularly we concentrate on: standard deviation, sample kurtosis, T-test and Sharpe ratio of the middle portfolio (portfolio n.100). Empirical evidence does not change if we simulate potential returns from other multivariate Student's t(ν) distributions. Our method allows to strongly reduce the negative effect of both potential extreme negative returns and lower tail-dependence.
(Exhibit 14)
Finally we test our model with out-of-the sample data. We test the portfolio returns for some portfolios with real monthly returns of the eleven assets from 01/2005 to 09/2006. Our model allows to relatively reduce the standard deviations for all portfolios along the efficient frontier. The reduction can be measured as the absolute difference between the two standard deviations for several portfolios. These differences range from 0.0003 (200 th portfolio) to 0.0018 (20 th portfolio). Nevertheless this approach is not costless. The cost of adopting this method can be interpreted as the difference between the average return for each portfolio or, better, as the difference between the Sharpe ratios for each portfolio. Assuming a risk free rate of 2% per year it is trivial to note that the difference is always negative ranging from a minimum of -0.0210 to a maximum of -0.0060 for the t(4) case. However our method is aimed to build an implicit tail-risk and negative tail dependence constraint and therefore this implicit cost represents the insurance premium for an efficient asset allocation aimed to reduce the negative effects of extreme negative returns and negative taildependence. It is worth noting that the cost tends to be negligible with real data. The out-of-the sample test reveals that the real portfolio returns are both lower and higher than the correspondent resampled portfolios. The difference is positive and decreasing for portfolios from 80 th to 200 th (from +0.03% to 0% for the last portfolio) but negative and decreasing for portfolios from 1 st to 80 th (from -0.11% to -.01% for the 80 th portfolio). This effect could be attributed to FTSE and SMI. These asset classes have a significantly different role in the first part of the efficient frontier.
Conclusions
In this paper we present a Monte Carlo method for asset allocation purposes aimed to reduce the effects of negative extreme returns and lower tail dependence among asset classes.
Our method is based on non-parametric estimations and therefore it does not imply any a priori choice for the asset manager. This feature improves the efficiency of this method since other diffused methodologies have shown their limits on the distributional assumptions. The only distributional assumption we made is strictly related to the standardized innovations. However these are not chosen by the asset managers but are derived from the Extremal Value Theory properties. This theory provides simple relationships between the tail index (τ) of the Generalized Pareto Distribution for the returns in excess over a threshold θ (number of exceedances) and the parent return distribution. Furthermore we introduce a more realistic structure of dependencies whose aim is to stress the negative tail dependence among asset classes in order to build an implicit barrier against joint negative extreme returns. Again, the parameters of the multivariate copula (α-vector) are estimated using a distribution-free methodology.
We have shown that EVT and copula-related theory can help not only risk managers but also asset managers. The study of extreme quantiles can support the asset allocation decisions leading to safer portfolios. Furthermore theory on copulas can significantly improve the quantitative asset allocation considering more complex dependencies than those 'linear', described by the Pearson's rho (ρ).
We have also simulated a realistic framework with multivariate Student's t returns to demonstrate the efficiency of the method and to compute the cost of this implicit protection. This cost (only valued in terms of loss of average return and in terms of Sharpe ratios), in our simple simulation, seems to be negligible. However further researches are required on this important topic. For example other not strictly financial elements can justify the adoption of our proposed method, i.e. reputational costs and research costs related to the loss of current customers.
Finally we have tested our model on a set of out-of-the sample returns. The model can reduce the standard deviations of the portfolios along the efficient frontier, even though with different intensities. The decline is variable and dependent upon the absolute risk of the portfolio. The higher the absolute risk the lower the reduction of the volatility. However the volatility decrease is not coupled with a correspondent decline of the real return. The differences between portfolio returns tend to be negative for the safer portfolios and positive for the riskier part of the efficient frontier.
We leave for further research the introduction of a dynamic adjustment in the α-vector for the Clayton copula. Notice that these features require a substantial shift from the classical meancovariance framework to a more sophisticated method. However these tools are quite common in the risk and capital management and never applied, to our knowledge, in the asset management. 
APPENDIX A Pre-filtering Ljung-Box-Pierce Q-test and Engle' s ARCH test
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