Abstract-In this paper, we compare performance of three classes of forward error correction schemes for 40-Gb/s optical transmission systems. The first class is based on the concatenation of Reed-Solomon codes and this is employed in the state-of-theart fiber-optics communication systems. The second class is the turbo product codes with Bose-Chaudhuri-Hocquenghen component codes. The application of these codes in optical communication systems was extensively studied by Sab and Lemarie, and Mizuochi et al. The third class is the low-density parity-check (LDPC) codes that have attracted much attention over the past decade. We present enhanced decoding algorithms for Turbo product codes and LDPC codes that use probability density function of output sequences instead of calculating initial likelihood ratios assuming (inaccurate) Gaussian or chi-square approximation. The analysis in this paper shows that the LDPC codes perform better than the other codes in the waterfall region at bit error rates as low as 10 −9 . We also presented error floors results obtained by analyzing decoding failures of hard-decision iterative decoders.
I. INTRODUCTION
T HE state-of-the-art fiber-optics communication systems standardized by the ITU employ concatenated BoseChaudhuri-Hocquenghen/Reed-Solomon (BCH/RS) codes [1] , [2] . In recent years, iteratively decodable codes, like turbo codes [3] - [6] and low-density parity-check (LDPC) codes [7] - [12] , have generated significant research attention. In [4] , Sab and Lemarie proposed a forward error correction (FEC) scheme based on block turbo code for long-haul DWDM optical transmission systems. In recent papers [7] - [11] , we have shown that iteratively decodable LDPC codes outperform turbo product codes. The decoder complexity of these codes is comparable (or lower) to that of turbo product codes and significantly lower than that of serial/parallel concatenated turbo codes. For reasons mentioned above, LDPC code is a viable and attractive choice for the FEC scheme of a 40-Gb/s optical transmission system.
Although iterative decoding schemes have been intensively studied recently, the following list of important issues has not been addressed in the existing literature: 1) a systematic com-parison of different classes of FEC in a realistic simulation environment that captures all impairing effects in a long-haul transmission system; 2) the initial likelihoods fed to an iterative decoder are typically calculated assuming Gaussian or chi-square distributions of received samples without validating these distributions; and 3) understanding the phenomenon of error floors in performance curves of iteratively decoded LDPC codes. The aim of this paper is to address the above-mentioned issues.
We compare the bit error rate (BER) performance of three different classes of FEC schemes: 1) concatenation of two RS codes; 2) turbo product codes; and 3) structured LDPC codes. The BER performance in the waterfall region is computed using a simulation model that takes into account the signal-amplified spontaneous emission (ASE) noise interaction during transmission and other important transmission impairments. The LDPC codes of interest in this paper are finite geometry codes, block-circulant codes, lattice codes of girth 8, and nonbinary LDPC codes.
In the existing literature, the BER performance of both turbo product codes [5] and LDPC codes [12] is assessed assuming that noise is white and zero mean Gaussian distributed. However, a decoder built on such an assumption degrades the BER performance, as shown later in the text. Hence, we propose to estimate the probability density functions of channel output sequences and use those estimates in assigning initial likelihoods.
The BER or frame error rate (FER) performance in the high signal-to-noise ratio region (error floor region) of iterative decoders is still an open problem in coding theory, although some progress has been made recently [27] , [28] , [30] , [31] . Optical communications systems operate at extremely low BERs (or FERs), which makes estimating error floor by Monte-Carlo simulations virtually impossible. In this paper, we present FER of finite geometry codes computed semianalytically. With an aim to decouple precision issues of the decoder implementation from the analysis, we consider iterative hard-decision messagepassing algorithm, commonly referred to as Gallager B algorithm [29] . This paper is organized as follows. The calculation of initial bit reliabilities based on estimated probability density functions is described in Section II. Also, Section II provides a description of the transmission system and dispersion map under study. In Section III, we compare the performance of structured LDPC codes with that of the turbo product code and a concatenation of RS codes. In Section IV, we present results on analytical and semianalytical computation of block error rate of finite geometry codes. Finally, Section V concludes the paper. For completeness of the paper, a brief description of LDPC and turbo product decoding algorithms is provided in Appendixes A and B, respectively.
II. CALCULATION OF INITIAL LOG-LIKELIHOOD RATIOS
The performance of iterative decodable codes is commonly assessed using one of the following channel models: Gaussian model [2] , chi-square model [32] , and colored Gaussian model [33] . Recently, the performance of different classes of LDPC codes was assessed using an advanced simulator that takes into account all major transmission impairments, such as Kerr nonlinearities (both interchannel and intrachannel nonlinearities), stimulated Raman scattering, first and second order group-velocity dispersions, ASE noise, filtering effects (both optical and electrical), intersymbol interference, and linear crosstalk effects (see [7] - [11] ). In order to speed up simulations, a long encoded sequence was passed through the transmission system once, and equivalent ASE noise was added at the receiver end. However, this approach ignores the effects of ASE noise and signal interaction during transmission. The above effects, especially intrachhannel nonlinearites, such as intrachannel four-wave mixing (IFWM), intrachannel crossphase modulation (IXPM), and self-phase modulation (SPM) are significant source of errors at data speeds of 40 Gb/s or above [34] .
In this section, we describe a method of calculating the initial log-likelihood ratios (LLRs), used as inputs in an iterative decoder (turbo product or LDPC decoder). To determine the LLRs, we have to determine the probability density functions (PDF) for mark-and space-state bits, using the simulator. To obtain a good estimate of the PDF, an accurate channel model is crucial. In Section II-A, we explain the channel model that takes into account the transmission impairments mentioned above. Section II-A also gives a verification of the model. The calculation of initial likelihoods is described in Section II-B.
A. Simulator Description and Verification
The system of interest in this paper is a wavelength division multiplexing (WDM) system. The continuous-wave laser signals at different wavelengths are modulated using independently encoded electrical streams and a Mach-Zehnder (MZ) modulator, WDM multiplexed and transmitted over the same fiber. The return-to-zero on-off keying (RZ-OOK) and carriersuppressed RZ (CSRZ) OOK modulators, shown in Fig. 1(b) , are composed of a laser diode, two MZ intensity modulators (the first serving as a modulator, the second as an NRZ-RZ converter), a PRBS generator, and an encoder. RZ/CSRZ receiver configuration is given in Fig. 1(c) . It is composed of a WDM demultiplexer (modeled as an optical filter), a PIN photodiode, an electrical filter, and a sampler followed by a decoder. An Erbium-doped fiber amplifier (EDFA) is used as a preamplifier. RZ-DPSK transmitter and receiver configurations are given in Fig. 1(d) and (e), respectively. For more details on RZ-DPSK, reader may refer [25] . EDFAs and dispersion compensating fibers (DCF or D − fiber) are deployed periodically to compensate the loss and accumulated dispersion of the standard single mode fiber (SMF or D + fiber). The propagation of a signal through the transmission media is modeled by a nonlinear Schrödinger equation (NLSE) [38] ∂A ∂z
where z is the propagation distance along the fiber, relative time T = t − z/v g gives a frame of reference moving at the group velocity v g , A(z, T ) is the complex field amplitude of the pulse, α is the attenuation coefficient of the fiber, β 2 is the group velocity dispersion (GVD) coefficient, β 3 is the secondorder GVD, and γ is the nonlinearity coefficient giving rise to Kerr effect nonlinearities. Such nonlinearities include self-phase modulation, intrachannel four-wave mixing, intrachannel crossphase modulation, cross-phase modulation (XPM), four-wave mixing (FWM); with T R is denoted as the Raman coefficient describing the stimulated Raman scattering (SRS). The NLSE was solved using the split-step Fourier method [38] .
Dispersion map under study is shown in Fig. 1 (a). The parameters of D + and D − fibers may be found in [7] , the span length is set to L = 48 km and each span consists of 2L/3 km of D + fiber followed by L/3 km of D − fiber. Precompensation of −320 ps/nm and corresponding postcompensation are also applied. RZ-OOK modulation format of duty cycle 33%, CSRZ-OOK, and RZ-DPSK are observed. EDFA noise figure is set to 6 dB, the bandwidth of optical filter is set to 2R b , and the bandwidth of electrical filter is set to 0.65R b , with R b being the bit rate (40 Gb/s). In a WDM environment (Fig. 5) , the channel spacing is set to 100 GHz, and the six neighboring channels influencing the observed channel at 1552.524 nm are taken into consideration. The Raman coefficient T R is set to a typical value 3.0 × 10 −15 [38] . As demonstrated in our recent publications [21] , [22] , the simulator used to estimate the probability density functions for mark-and state-bits, described above, gives an excellent agreement with commercially available VPI transmissionMaker WDM version 5.5. For example, in Fig. 2 , the eye diagrams after 35 spans of RZ and CSRZ at 40 Gb/s (with the extinction ratio of 13 dB), for dispersion map in Fig. 1 , are shown as an illustration. The amplitude jitter and ghost pulse effects due to IFWM and the timing jitter due to IXPM may easily be identified, suggesting that the simulator is able to catch all important nonlinear effects. In Section II-B, the procedure to determine the initial LLRs is described.
B. Log-likelihood Ratios and Extrinsic Information
Turbo product codes and LDPC codes are soft-decoded iteratively, using the Chase II algorithm and sum-product algorithm (SPA), respectively. To overcome the inaccuracy in Gaussian approximation of initial log-likelihood ratios, the probability density functions of received samples are calculated from simulation.
Let u j be the jth bit in a codeword u and r j be the corresponding received sample. The transition probability p(r j | s) is estimated from simulator by modeling the channel as finite state machine (s denotes the state of the channel). It is assumed that m previous and m next bits influence the observed bit u j , and the state s = (u j −m , u j −m +1 , . . . , u j , u j +1 , . . . , u j +m ) is determined by a sequence of 2m + 1 input bits u i ∈ {0, 1}. Fig. 3 shows the conditional PDFs obtained for the dispersion map described in Fig. 1(a) with launched power of 0 dBm, for memory 2m + 1 = 7. A span length is set to 120 km and precompensation of −800 ps/nm is assumed. As expected, by increasing the number of spans, the ghost pulse at the central bit position for the state s = 1110111 grows, hence shifting the mean of the PDF to the right. On the other hand, the mean of PDF for an isolated one (in state s = 0001000) shifts to the left as the number of spans increases, suggesting that the assumed memory 7 is not sufficient enough to capture the effect of intersymbol interference. To estimate the PDFs, the region of all possible samples is quantized in 64 bins, and the number of occurrences of samples in a given bin is counted and normalized with total number of samples. From Fig. 3 , it is evident that different states have different PDFs; therefore, to determine the PDF of mark-/space-state bit, the PDFs for all states in which the middle mark/state bit is involved are to be averaged
Although the method has limited accuracy, it serves very well the purpose. It was found that an increase in number of bins from 64 to 128 and an increase in memory from 11 to 13 did not show a significant improvement of the BER.
By determining the transition probabilities P (r j | u j ) and assuming that a priori probabilities P (u j ) are known, Bayes theorem gives the conditional probability of the observed bit u j , given the received sample r j as
.
Finally, the initial likelihood of bits can be calculated as
These initial LLRs are fed to an iterative decoder or used to determine hard decisions for a RS code. The LDPC decoding algorithm operates by passing the messages on bipartite graphs associated with a parity-check matrix of a code and hence, it is also known as the message-passing (MP) algorithm or sumproduct algorithm [16] and is briefly explained in Appendix A.
Decoding of the turbo product codes is based on an efficient implementation of Chase II algorithm [17] , [18] , as explained in Appendix B. The initial likelihoods of candidate codewords c i are calculated by
where the bit likelihoods L[c i (j)] are determined from (4). We use c i (j) to denote the jth component of the ith candidate codeword c i . The initial bit reliabilities for turbo decoder are calculated by
The extrinsic reliabilities for next decoding stage are calculated by
In calculation of the candidate codeword LLRs and extrinsic reliabilities no approximations are made. So, there is no need to introduce any correction factor. There are two main differences compared to previously proposed algorithms [4] - [6] : 1) the initial likelihoods are estimated from the channel by determination of PDFs, while in [4] - [6] the initial likelihoods are determined assuming Gaussian distribution and 2) all possible candidate codewords LLRs are used in calculation of extrinsic reliabilities.
The hard decisions for RS concatenation scheme are determined from (4) byû
III. COMPARISON OF STRUCTURED LDPC CODES AND TURBO PRODUCT CODES
Although random like long LDPC codes (e.g., [12] ) are able to approach the Shannon's limit, the complexity of LDPC encoders and decoders can be considerably reduced by allowing cyclic or quasi-cyclic structures in the parity-check matrices of the codes. Especially, these symmetries are critical to enable high-speed FEC architectures for optical communications. The cyclic or quasi-cyclic structures of these codes support simple encoders, realized using shift registers and modulo-2 adders, and lowcomplex iterative decoders. The decoder implementation issues are beyond the scope of this paper, but it is a topic that attracts significant research attention. Briefly, the complexity of SPA for nonbinary codes is higher [14] compared to that of binary LDPC codes [16] . However, the highly regular structure of parity-check matrix of block-circulant codes proposed by authors in [15] facilitates the implementation. Moreover, the basic operations in lower Galois field are not difficult to implement (see [35] ), and recently several efficient iterative decoding algorithms for nonbinary LDPC codes have been proposed [14] , [36] , [37] . It should be also noted that the complexity of Chase II algorithm explained in Appendix B is lower compared to the complexity of SPA [16] . However, during the decoding process, turbo product decoder (for BCH(128, 113) × BCH(256, 239)) has to employ 239 Chase II blocks operating in parallel, increasing therefore the decoding delay and the circuit size. Moreover, the turbo product codes require the use of interleaver. For more details about the implementation of SPA reader may refer [26] .
In [9] , we presented a construction method based on the incidence of points and lines of a finite projective plane, and we extended the above construction method to include affine planes, and some secondary structures in projective planes like ovals, and unitals. In [7] - [11] , we proposed several LDPC designs based on integer lattice, mutually orthogonal Latin squares and rectangles, and block-circulant parity check matrices. These codes have shown encouraging performance with coding gains greater than that of the best turbo codes [4] - [6] proposed for optical communication systems.
In the calculation of BER performance for different classes of codes for 40-Gb/s transmission, shown in Fig. 4(b) , an encoded sequence of length 2 15 is transmitted many times over the whole transmission system for different ASE noise realizations. The number of spans is changed from 20 to 160 depending on the modulation format and error control coding scheme being employed. In calculation of initial likelihoods, the PDFs determined from simulation are employed, as explained in Section II. Such an approach gives accurate BER estimates.
In Fig. 4 , the BER performance of block-circulant codes and projective geometry codes of girth 6 and lattice codes of girth 8 are compared against the turbo product codes from [6] and RS concatenation scheme from [2] . The results for an AWGN channel are shown in Fig. 4(a) , and results for dispersion map from Fig. 1(a) and single channel transmission are shown in Fig. 4(b) .
On the AWGN channel, the turbo product code BCH(128, 113) × BCH(256, 239) (with the number of least reliable positions in Chase II algorithm set to p = 5, and the number of iterations set to 5) provides a 2.45-dB improvement in (net effective) coding gain at BER of 7.573 × 10 concatenated code, turbo product code, and LDPC codes are carefully designed to have similar code rates. However, the turbo product code is much longer than that of LDPC codes. The codeword length of RS concatenation scheme is significantly longer (15 and 63 times, respectively) than the codeword length of both turbo product codes and LDPC codes.
Note that the LDPC codes do not require the use of interleaver, while for both RS concatenation scheme and turbo product code simple block interleaver is employed, as shown in Appendix B. Note that the interleavers in [2] and [6] are different, and the improved version of Chase II algorithm (described in Appendix B) is different from that in [6] .
On AWGN channel, turbo product code outperforms significantly shorter PG(2, 2 6 ) based (4161, 3431, 0.825)-LDPC code. However, as shown in Fig. 4(b) , on fiber optics channel model (from Fig. 1), PG(2, 2  6 ) code for RZ modulation format sig- nificantly outperforms the turbo product code, suggesting that LDPC codes are much more powerful in correcting error bursts due to Kerr nonlinearities, such as IFWM. RZ-DPSK is superior to both RZ-OOK and CSRZ-OOK, while RZ-OOK and CSRZ-OOK are comparable for PG(2, 2 6 ) based code. From Fig. 4 (b) it is evident that BER prediction in which the ASE noise-signal interaction during transmission is ignored (the cross curve) is underestimated. Note also that the same BER for CSRZ is achieved for larger number of spans compared to RZ.
A double precision for LLRs is used to obtain the curves in Fig. 4 . However, in practice, hardware implementations of the SPA require quantizing the LLRs. A fixed-point (FP) representation of a real-valued LLR λ is an integer λ z with an n b -bit precision [20] . Out of the n b bits, d b bits are used to represent the integer part (including the sign) of λ and p b bits are used to represent the decimal part of λ. The range of λ z is defined by (d b , p b ) , where n b = p b + d b . The FP representation of λ is obtained as follows:
Hence, the range of λ z is [2
In the decoding stage, the intrinsic information obtained from the channel observations is (d b , p b )-quantized and fed to the FP iterative decoder. The result of any operation performed within the decoder is (d b , p b ) -quantized. We observe from Fig. 5 that the performance loss due to 5-bit quantization is within 0.2 dB at BER of 10 −9 . Simulations are performed in WDM environment, as described in Section II-A. Thus, we have shown that carefully designed LDPC codes are able to outperform significantly both turbo product codes and RS concatenation schemes of comparable rates. Also, quantized implementation of the LDPC decoding algorithm results in negligible performance loss.
The Q-factor is calculated using the expression
where P e,unc denotes the BER of uncoded signal. 
IV. SEMIANALYTIC ESTIMATION OF FER
In [27] , Richardson proposed a semianalytical method to compute error floor in frame error rate (FER) curves of LDPC codes on AWGN channel. A decoding failure of the SPA was characterized using a combinatorial object called a trapping set. The support of a trapping set of a code is a fixed point of the decoder. At high SNRs, minimal (in terms of cardinality) trapping sets of a code contribute to its error floor. This contribution is dependent on the size of a minimal trapping set, the number of minimal trapping sets, and the decoding algorithm. This means that the error floor of a code varies with the precision of likelihood messages used for decoding. Hence, with an aim to understand the impact of code structures on the FER, we investigated trapping sets of LDPC codes decoded using the Gallager B algorithm (iterative hard-decision message-passing decoder) [29] . In this paper, we will restrict our analysis to codes from projective and affine planes.
The size of the minimal trapping set of codes from projective and affine planes (decoded using the Gallager B algorithm) is c 2 + 1, where c is the column weight of a code. It can be shown that Gallager B algorithm is guaranteed to correct all error patterns of length up to t, where t = d− 1 2 and d is the minimum distance of the code. Another major cause for a decoding failure is characterized using an object called the propagating set. The support of an initial error pattern is a propagating set if it results in error propagation during the decoding process. A significant contributor to errors in decoding of codes from projective and affine plane is the propagating set. Using a semianalytical method, we have estimated the FER performance of these codes. These results are presented in Fig. 6 . Fig. 6 demonstrates that the theoretically estimated performance agrees with that computed from simulations, and there is no error floor in the region of interest for optical communications. For more information on error floor of LDPC codes, reader may refer to [30] , [31] .
V. CONCLUSION
The BER performance of structured LDPC codes are compared versus turbo product codes and RS concatenation scheme for initial bit reliabilities calculated from probability density functions determined from simulation. Different classes of LDPC codes outperform relatively longer turbo product codes of comparable rate. The performance loss due to quantization of log-likelihood ratios is found to be negligible. 
and messages to be passed from bit node j to check node c, λ
The last step in iteration i is to compute updated loglikelihood ratios µ For each bit j, the estimation is made according tô
Procedure halts when a valid codeword is generated or a maximum number of iteration has been reached.
The efficient realization of SPA proposed in [16] is employed in simulations, which allows additional ∼0.5-dB improvement in coding gain compared to the min-sum approximation of SPA implemented in [9] .
APPENDIX B TURBO PRODUCT CODES
A product code [3] - [6] is an (n 1 n 2 , k 1 k 2 , d 1 d 2 ) code in which codewords form an n 1 × n 2 array such that each row is a codeword from an (n 1 , k 1 , d 1 ) code C 1 , and each column is a codeword from an (n 2 , k 2 , d 2 ) code C 2 , as shown in Fig. 7 [with n i , k i , and d i (i = 1, 2) being the codeword length, dimension, and minimum distance, respectively, of ith component code]. For fiber-optics communications turbo product codes based on BCH component codes are intensively studied, e.g., [4] - [6] . As indicated by Elias [23] , turbo product codes can be decoded by sequentially decoding the columns and rows using maximum a posteriori decoding of component codes. However, due to the high complexity of BCJR algorithm [24] , low-complexity Chase II algorithm [3] , [17] is commonly employed in practical applications [5] , [6] . An efficient realization of Chase II algorithm proposed in [18] on an AWGN channel is adopted, however, it has been modified and improved to be applicable in fiber optics channel. Unlike in [3] - [5] and [18] , our version of Chase II algorithm does not require scaling and correction factors, and it is briefly outlined below. 1) Determine p least reliable positions starting from (7). Generate 2 p test patterns to be added to the hard-decision word obtained after (7) . 2) Determine the ith (i = 1, . . . , 2 p ) perturbed sequence by adding (modulo-2) the test pattern to the hard-decision word (on least reliable positions). 3) Perform the algebraic or hard decoding to create the set of candidate codewords. Simple syndrome decoding is suitable for high-speed transmission and is employed here.
4) Calculate the candidate codeword LLRs using (5). 5) Calculate the extrinsic bit reliabilities for next decoding stage using the (6)-(7). Extrinsic reliabilities from previous decoding stage are used as inputs processed by next decoding stage, and so on. The iterative procedure is terminated either when a valid codeword is generated or a predetermined number of iterations is reached. In calculating (5) and (6), the following "max-star" operator is applied recursively [19] max * (x, y) = max(x, y) + log(1 + exp[−|x − y|]) (B1)
where the max * is defined as max * (x, y) = log(e x + e y ). Unlike [3] - [6] , because not any approximation is used in calculation of the extrinsic reliabilities, there is no need to introduce the scaling factor α and the correction factor β.
