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Tato diplomová práce pojednává o tvorbě shlukovacího modulu k vyvíjenému dolovacímu
systému DataMiner na FIT VUT v Brně. V dolovacím systému chyběl modul pro shlukovou
analýzu. Hlavním cílem práce bylo proto rozšířit systém o algoritmy shlukové analýzy.
Společně se mnou na modulu pracoval Pavel Riedl. S ním jsme vytvořili společnou část pro
všechny algoritmy tak, aby bylo možné systém snadno rozšířit o další shlukovací algoritmy.
Sám jsem systém rozšířil o algoritmy založené na hustotě DBSCAN, OPTICS a DENCLUE.
Ty byly implementovány a jejich funkčnost ověřena na vhodném vzorku dat.
Abstract
This thesis deals with the design and implementation of a cluster analysis module for
currently developing datamining system DataMiner on FIT BUT. So far, the system lacked
cluster analysis module. The main objective of the thesis was therefore to extend the system
of such a module. Together with me, Pavel Riedl worked on the module. We have created
a common part for all the algorithms so that the system can be easily extended to other
clustering algorithms. In the second part, I extended the clustering module by adding three
density based clustering aglorithms - DBSCAN, OPTICS and DENCLUE. Algorithms have
been implemented and appropriate sample data was chosen to verify theirs functionality.
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Tato diplomová prácev znikla v návaznosti na teoretickou část řešenou v rámci semestrál-
ního projektu. Práce se zabývá oblastí získávání znalostí z databází. Cílem této práce je
vytvořit modul shlukové analýzy pro momentálně se vyvíjející systém pro dolování z dat
na Fakultě informačních technologií VUT v Brně (FIT).
Získávání znalostí z databází (ZZD) je dnes velice často používaný pojem v mnoha
nejen vědních, ale i obchodních oborech. Příčina potřeby získávat znalosti z databází souvisí
s vývojem v informačních technologiích. V oblasti uchovávání a správy perzistentních dat
se přes souborově a sítově orientované modely prosadil relační model a vznikaly první
relační databáze. Díky pokrokům v databázových technologiích se rozšiřovalo jejich použití
v různých oborech a docházelo k obrovskému nárustu dat. V souvislosti s tímto nárustem je
znám citát Rutherforda D. Rogerse a Johna Naisbitta uvedený v [23] ”We are drowning in
information, but starved for knowledge!”, tedy ”Topíme se v informacích, ale hladovíme po
znalostech!”. A protože aktuálně dostupné metody analýzy dat nebyly pro takový objem
vhodné, začaly vznikat metody nové, metody získávání znalostí z databází.
Jak bylo zmíněno, tyto metody pomáhají dnes v celé řadě oborů, mnohdy i tam, kde
by nás to na první pohled nenapadlo. Mezi takové příklady lze zařadit sledování provozu
počítačových sítí nebo pomoc při boji proti teroristickým aktivitám.
V oblasti ZZD vznikla velká spousta komerčních i nekomerčních aplikací, které postupně
poskytovaly větší možnosti analýzy. Čím dál více byly vyvíjeny systémy, které kladly na
uživatele nižší nároky na odborné vzdělání a proces získávání znalostí je tak uživatelsky
stravitelnější.
Na FIT se vyvíjí jeden takový systém pro získávání znalostí z databází, jehož rozšíření
o nový modul je právě předmětem této práce. Záměrem tohoto systému není komerční
použití, ale vývoj multiplatformní aplikace pro využití studenty ve výuce. Tento systém
pracuje nad daty uloženými v databázi Oracle 10g, přičemž letos je plánován přechod na
novější verzi 11g.
Tato práce je systematicky členěna do šesti kapitol. Cílem úvodu je uvést téma získávání
znalostí a nového systému v širším kontextu. Na tento úvod navazuje druhá kapitola, která
má za cíl seznámit čtenáře s procesem získávání znalostí z databází a připravit jej tak na
další kapitoly, které se blíže týkají vlastního zadání práce.
Třetí kapitola se blíže věnuje jedné z dolovacích úloh, a to konkrétně shlukové analýze.
Právě ta byla vybrána pro rozšíření v novém systému, protože momentálně v systému chybí.
Spolu se mnou pracoval na vývoji shlukovacího modulu Bc. Riedl, jehož úkolem bylo rozšířit
systém o jiné shlukovací algoritmy využívající podporu dolování ODM na serveru Oracle.
Ve čtvrté kapitole se pak zaměřuji pouze na metody shlukové analýzy, které jsem se
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rozhodl řešit v rámci diplomové práce. Jedná se o algoritmy založené na hustotě. Jsou
představeny tři z těchto algoritmů - DBScan, DenClue a OPTICS. Ty byly vybrány pro
implementaci v nově vyvíjeném systému DataMiner.
Pátá kapitola pojednává právě o tomto systému, který se v současné době vyvíjí na
FIT. Nejprve je vysvětleno základní schéma aplikace jádra s přídavnými moduly, poté jsou
popsány nástroje a technologie, které se využívají při vývoji systému. Nakonec je popsán
momentální stav systému, ve kterém se nacházel před započetím řešení letošních diplo-
mových prací.
Šestá kapitola popisuje tvorbu společné části pro všechny algoritmy, na které jsem
spolupracoval s Pavlem Riedlem. Je zde obsažena úprava jazyka DMSL, popis rozhraní
algoritmů, které musí implementovat, úvaha nad zapouzdřením algoritmů dle standardu
JDM a další implementační záležitosti, které se týkaly společné části.
Sedmá kapitola přibližuje implementaci algoritmů, o které jsem dolovací systém rozšířil.
Je ukázáno, jak lze v současném stavu snadno integrovat do systému další algoritmy z dolo-
vacího systému WEKA. U každého algoritmu je dále uvedena potřebná změna jazyka
DMSL.
Osmá kapitola popisuje ověření funkčnosti nových dolovacích algoritmů na vhodně vy-
braných datových sadách.
V deváté kapitole je uveden seznam možných změn a rozšíření projektu, které bych do
budoucna navrhoval realizovat.
V závěru jsou potom shrnuty poznatky z celé diplomové práce.
Tato diplomová práce přímo navazuje na výsledky semestrálního projektu, v němž byla
zpracována teoretická část práce. Konkrétně se jedná o kapitoly č. 2 - 5.
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Kapitola 2
Získávání znalostí z databází
Získávání znalostí z databází je často definováno jako proces hledání zajímavých, tj. nových,
skrytých, netriviálních a potenciálně užitečných informací a vzorů ve velkých objemech dat,
které reprezentují nalezené znalosti [32]. Jde skutečně o celý proces sestávající se z několika
částí, které budou představeny v části 2.3. Získáváním znalostí určitě nelze chápat jako
provedení i složitějšího SQL dotazu, pokud neuvažuji momentálně dostupná rozšíření SQL
v integrovaných prostředích s podporou ZZD.
Pokud bych uvedl příklad, tak lze poměrně lehce chápat, že dotaz ”Dej seznam zákazníků
s jejich útratami u nás za loňský rok”je odlišný od procesu, kdy by se zjišťovalo ”Jaké zboží
nabízet různým zákazníkům příští rok na základě informací o útratách z loňského roku?”.
Vlastnost netriviálnosti je zřejmá z předchozího přikladu, skrytost značí, že znalost
není explicitně uložena a musí být odvozena z uložených dat. Potenciální užitečnost značí,
že znalost nám slouží k nějakému účelu, s čímž souvisí i novost, protože to co už víme,
nepotřebujeme podruhé zjistit.
2.1 Získávání znalostí v praxi
Protože se získávání znalostí z databází používá v mnoha oborech, chtěl bych alespoň něk-
teré z nich uvést. Snažil jsem se vybrat použití z rozličných oblastí, aby bylo vidět, jak
široký má ZZD záběr.
• řízení vztahu se zákazníky neboli CRM. V těchto systémech jsou v jejich základní
(operativní) verzi uchovávány informace o komunikaci se zákazníkem. Nad těmito
daty se pak pomoci ZZD dá zjistit spousta zajímavých znalostí. Otázky, na které
pak takový systém může odpovědět, mohou být: Na které klienty se máme zaměřit
příští rok vzhledem k určitému produktu? Existuje způsob jak zákazníky rozdělit do
nějakých skupin a na tyto skupiny pak případně uplatnit jiný způsob marketingu?
[17]
• analýza nákupního košíku - jedná se o velice známou aplikaci a dala by se zařa-
dit i do předchozí skupiny. Principem je sledování nákupů zákazníka, analyzuje se,
jaké zboží si často kupuje pohromadě. Toto se pak dá využít například v nákupních
centrech, kde se takové zboží může umístit blízko sebe. V internetových obchodech
se pak při vložení do košíku jednoho zboží nabídne kupujícímu takové zboží, které se
s již vloženým často vyskytovalo u jiných zákazníků.
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• protiteroristické aktivity - zde se může jednat například o aplikaci metod na zaz-
namenané telefonické hovory. Hovoříme o analýze sociálních sítí, kdy se hledají různé
propojení některých osob, skupin osob a podobně. Dá se odhalit, že dvě osoby jsou
ve spojení pouze přes další třetí osobu a podobně. [15]
• sledování počítačových sítí - monitorování a efektivní řízení těchto sítí. Například
se může detekovat náhlý prudký nárůst provozu z některých IP adres, signalizující
možný DoS (Denial of service) útok. Lze rovněž analyzovat a odhadovat budoucí
provoz sítě. [31]
• bioinformatika - poměrně odlišná doména od předchozích. V tomto případě se an-
alyzují biologická data, snaží se předpověďet struktura a sekvence proteinů, sekvence
DNA apod.
• jen přehledově ještě uvedu detekci spamu, analýza webových stránek, získávání zna-
lostí z textu (např. odborných lékařských článků) a mnoho dalších.
2.2 Typy dat pro dolování
Přestože původně vzniklo získávání znalostí pro prácí nad relačním modelem dat, dnes už
toto pravidlem není. Nyní existuje celá řada jiných typů a zdrojů dat, kde se staví na
stejných principech, i když metody bývají často upraveny pro konkrétní typ dat. Kromě re-
lačních databází a datových skladů, které obsahují často již předzpracovaná data se používá
analýza textu, webových stránek, datových proudů (např. výše zmíněné sledování počí-
tačových sítí), dolování v časových řadách (řady v různých odvětvích od finančnictví po
meteorologii), analýza biologických dat, prostorová a časoprostorová data, multimediální
data, grafy (např. sociální sítě nebo bioinformatika) a další. [31]
I když existuje spoustu dalších zdrojů dat, tato práce se zaměřuje na získávání znalostí
v relačních databázích.
2.3 Proces získávání znalostí
Proces ZZD se skládá z několika kroků. Na jeho vstupu jsou zdrojová data a postupné
provedení jednotlivých kroků vede až k získání výsledné znalosti. Vzniklo spoustu jak aka-
demických, tak průmyslových modelů, které se podobnými způsoby snaží tento proces pop-
sat. Mezi nejznámnější z akademickým patří model Fayyada a kol., z průmyslových je velice
populární metoda CRISP-DM. Popis těchto a dalších modelů lze najít v [2].
Nicméně ve všech modelech se vyskytují kroky ze schématu na obr. 2.1. [9], [32]
1. Čištění dat - nutnost vypořádat se s chybějícími hodnotami, odstranit zašuměná
data nebo vyřešit nekonzistence v datech.
2. Integrace dat - sloučení dat z více zdrojů do jednoho.
3. Výběr dat - výběr pouze těch dat, které potřebujeme v momentální dolovací úloze.
4. Transformace dat - převod dat do tvaru, který je vhodný pro aktuální dolovací
úlohu (normalizace, agregace)
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Obrázek 2.1: Proces získávání znalostí z databází, převzato z [32]
5. Modelování - dolování z dat - jádro celého procesu, aplikace dolovacího algoritmu
jehož výsledkem budou nalezené znalosti
6. Hodnocení modelu - vyhodnocuje se kvalita a zajímavost nalezených znalostí
7. Prezentace znalostí - pro lepší pochopitelnost koncovému uživateli se zvolí na zák-
ladě použité dolovací úlohy vhodná metoda vizualizace.
První čtyři body procesu se souhrně nazývají předzpracování dat. Důležitou částí je dolování
z dat, které se často používá jako označení celého procesu ZZD. V modelech, které jsem
uvedl se ještě často vyskytuje na úvodu část, která je věnována pochopení řešené domény
a porozumění vstupních dat.
2.4 Předzpracování dat
Než se přejde k aplikaci dolovacích algoritmů, je potřeba data pro dolování připravit.
Původní data bývají velice často nekvalitní a výsledek celého procesu by to mohlo nega-
tivně ovlivnit. Navíc dolovací algoritmy dosahují lepších výsledků, pokud mají data v určité
podobě - např. normalizovaná do určitého intervalu.
2.4.1 Čištění dat
Ve vstupních datech se často vyskytují chybějící hodnoty, šum a nekonzistence, se kterými
je potřeba si nějak poradit.
Pokud chybí hodnota atributu v dané n-tici lze to vyřešit vynecháním celé n-tice,
manuálním doplněním hodnoty, nebo automatickém doplnění na základě průměru z nechy-
bějících n-tic nebo jiných metod.
Šumem chápeme náhodné chyby, které se do dat dostaly z různých důvodů. Jeho
odstranění lze řešit pomocí technik plnění (binningu), regrese nebo shlukování.
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2.4.2 Integrace dat
Při integraci se spojují na jedno místo data z více zdrojů. Takovým místem bývá často da-
tový sklad. Při integraci je potřeba řešit několik problémů. Jedná se o různé druhy konfliktů
a také redundance dat.
2.4.3 Transformace dat
Podstatou transformace je převést data do podoby, která je vhodná pro právě použitou
metodu dolování. Mezi nejpoužívanější z nich patří normalizace. Při ní se transformují
numerické hodnoty do určitého intervalu, nejčastějí < 0; 1 > nebo < −1; 1 >.
2.4.4 Redukce dat
Úkolem redukce dat je zmenšit objem dat pro dolovací metody při zachování integrity
a původního charakteru dat. Používá se výběr podmnožiny atributů, kdy se vyloučí atributy,
které jsou pro dolování nepotřebné. Další technikou je např. diskretizace, při níž se detailní
hodnoty nahrazují intervaly, popřípadě pojmy z konceptuální hierarchie.
2.5 Dolování z dat - data mining
Dolování z dat je hlavní částí celého procesu, kdy se aplikují na předzpracovaná data dolo-
vací algoritmy. Protože je název získávání znalostí z databází příliš dlouhý, někdy se i celý
proces označuje dolování z dat.
Jednotlivé typy dolovacích úloh lze dělit do dvou základních skupin: [9]
• Deskriptivní – snaží se popsat data, nalézat v nich obecné vlastnosti, zajímavé
charakteristiky a podobně. Většinou se používá metod učení bez učitele. Příkladem
jsou asociační a shluková analýza.
• Prediktivní – tyto úlohy se naopak na základě poznatků analyzovaných dat snaží
něco předpovědět. Zde se naopak většinou uplatňují metody učení s učitelem. Mezi
příklady řadíme klasifikaci či predikci.
2.5.1 Popis pojmů
Jedná se o deskriptivní úlohu, při které se snažíme o popis konceptu či třídy, se kterými
mohou být data spojována, např. produkty prodané v Praze nebo v Brně. K takovému
popisu používáme buď charakterizaci nebo diskriminaci.
• Charakterizace sumarizuje obecné vlastnosti třídy, kterou analyzuje. Př. Jaký je
charakter produktů prodaných v Praze?
• Diskriminace na rozdíl od charakterizace neshrnuje vlastnosti jedné třídy, ale snaží se
nalézt v jakých atributech se daná třída liší od jedné nebo více jiných. Př. V čem se
liší produkty nakupované v Praze od těch v Brně?
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2.5.2 Asociační analýza
Asociační analýza je opět deskriptivní úloha, která se snaží nalézt v datech frekventované
vzory, tj. takové, které se v nich vyskytují dostatečně často. Jedním z takových vzorů může
být asociační pravidlo ve tvaru Nákup(’párek’) ⇒ Nákup(’hořčíce’). Takové pravidlo říká,
že pokud si zákazník koupil párek, koupil si i hořčici. Asociační pravidla mají dvě důležité
míry, které charakterizují jejich kvalitu - podporu a spolehlivost.
• Podpora by u výše uvedeného pravidla značila v kolika procentech ze všech nákupů
se objevily párek a hořčice spolu.
• Spolehlivost tohoto pravidla by znamenala v kolika procentech nákupů z těch ve
kterých byl párek se zároveň vyskytla i hořčice.
2.5.3 Klasifikace a predikce
Klasifikace se snaží ze vstupních dat nalézt model, který bude nová data zařazovat do
předem známých tříd. Má 3 fáze.
• Trénování – ze známosti příslušnosti trénovacích příkladů k daným třídám se na-
trénuje model
• Testování – na testovacích příkladech se ověří kvalita modelu.
• Aplikace – model se aplikuje na neznámých datech.
Existuje velká spousta modelů, každý z nich se hodí pro určitý typ dat. Jedná se např.
o rozhodovací stromy, Bayesovskou klasifikaci, neuronové sítě, Support Vector Machines
a další.
Predikce na rozdíl od klasifikace nezařazuje data do předem známých tříd, ale snaží
se předpovědět nějakou spojitou hodnotu, např. teplotu ovzduší. Mezi nejznámější metody
patří regrese.
2.5.4 Shluková analýza
Při klasifikaci jsme dopředu znali třídy, do kterých jsme data zařazovali. Shluková analýza
se naopak snaží seskupovat data, která jsou si podobná a mají k sobě blízko, do skupin
– shluků. Protože je úloha předmětem práce, bude podrobněji probrána v kapitole 3.
2.5.5 Analýza odlehlých hodnot a evoluční analýza
Narozdíl od asociační analýzy, kde jsme hledali často se vyskytující vzory, nás zde zajímají
hodnoty, které se výrazně liší od ostatních a mohly by být v jiných úlohách odstraněny při
čištění zašuměných dat. Důležité je proto v předzpracování neprovádět filtraci odlehlých
hodnot. Typickou aplikací této úlohy je hledání podezřelých finančních transakcí značící
možný podvod.
V evoluční analýze se zaměřujeme na objekty, které se v čase mění a snažíme se v nich
nalézt pravidelnosti a trendy. Příkladem použití může být sledování vývoje cen akcií, které




Shlukování je jednou z úloh deskriptivního dolování a je založené na učení bez učitele
(unsupervised learning). Stejně jako při klasifikaci se snažíme neznámá data zařazovat do
tříd. Na rozdíl od klasifikace zde ale tyto třídy neznáme a snažíme se na základě podobnosti
a rozdílnosti mezi daty je hledat. Třídy nazýváme shluky. Jednotlivé shluky pak budou
obsahovat data, která jsou si velice podobná a naopak vůči datům z ostatních shluků budou
velice rozdílná.
Pokud bychom chtěli nalézt všechny možné kombinace, jak lze shluky sestavit a z nich








kde N je počet datových objektů a c je počet shluků. Už pro N = 100 a c = 5 vychází
počet možných kombinací 1067. Proto je potřeba se zabývat heuristikami a hledat různé
shlukovací metody. [2].
Na tyto shlukovací metody budeme klást několik podmínek, které by měly splňovat [9].
• Škálovatelnost – budeme požadovat, aby si metoda poradila i s velkým objemem
dat.
• Schopnost práce s různými typy atributů, ne pouze s numerickými, se kterými
si poradí většina algoritmů.
• Tvorba shluků různých tvarů – některé algoritmy jsou omezeny pouze na vyhle-
dání shluků kruhovitého tvaru, což nemusí reflektovat jejich skutečný tvar.
• Min. požadavky na doménovou znalost při určování vstupních parametrů
– některé algoritmy například vyžadují, aby uživatel zadal počet shluků, které chce
vytvořit. Může být těžké je rozeznat a také vést k horší kvalitě.
• Inkrementální shlukování – některé algoritmy nepotřebují při přidání nových dat
provádět shlukování opět nad celým souborem.
• interpretovatelnost a použitelnost – výsledné shluky musí být vhodným způsob
vizualizovány uživateli. Více je věnováno v podkapitole 3.4.
• a také schopnost shlukování na základě omezení, schopnost práce s daty




Aplikace shlukovaní je stejně jako u ostatních typů dolovacích úloh velice široká. Shlukování
najdeme například v rozpoznávání vzorů, zpracování obrazu nebo marketingovém výzkumu
(více 2.1) [9].
Z hlediska data miningu se dá shlukování použít jako samostatná úloha pro lepší nahléd-
nutí na data, kdy lze detailněji analyzovat jednotlivé shluky, zjišťovat jejich vlastnosti
apod. Druhou variantou je použití jako vstup pro některé ostatní dolovací úlohy, napřík-
lad charakterizaci nebo klasifikaci. Rovněž se používá jako jedna z metod pro odstranění
šumu. Využívá se odhalení vzdálených hodnot, tedy hodnoty vzdálené od dat tak daleko,
že nenáleží do žádného ze shluků.
3.2 Typy proměnných
Podobnost mezi daty je při shlukování dána vzdáleností. Čím je vzdálenost dat od sebe
menší, tím jsou si data podobnější. Vzdálenost mezi datovými objekty i a j označíme jako
d(i, j). Každý datový objekt dimenzionality d obsahuje d hodnot určitého typu proměnné.
Při shlukování se můžeme setkat s několika druhy proměnných. Pro každý typ proměnné
se pak počítá vzdálenost jinak. [9]
3.2.1 Intervalové proměnné
Jedná se o spojité hodnoty s lineárním rozložením. Příkladem může být hmotnost či výška
osoby. Problémy zde působí jednotka, ve které jsou vyjádřeny proměnné. Změna jednotky
hmotnosti z kilogramů na libry může vést k jiným výsledkům shlukování. Proto by měla být
možnost uživateli poskytnout standardizovat hodnoty. Při standardizaci se převádí hodnoty
na bezjednotkové proměnné. Některé z možností jsou:




(|x1f −mf )| − |x2f −mf )| − |xnf −mf )|) (3.1)






Pro výpočet vzdálenosti mezi dvěma datovými objekty i a j dimenze n, i = (xi1, xi1, ..., xin)
a j = (xj1, xj1, ..., xjn) se nejčastěji používají následující vzdálenostní funkce. V případě




|xi1 − xj1|2 + |xi2 − xj2|2 + |xin − xjn|2 (3.3)
• Manhattonská vzdálenost:
d(i, j) = |xi1 − xj1|+ |xi2 − xj2|+ |xin − xjn| (3.4)
• Minkowského vzdálenost:





Tyto proměnné značí příslušnost datového objektu k danému atributu a nabývají hodnot
buď 0 nebo 1. Příkladem může být příznak vlastnictví televize, počítače atd. Rozlišuje
se mezi dvěma typy - symetrické a asymetrické. V obou případech se využívá koeficientů
shody, které se vypočítají jako 1− d(i, j) z použité vzdálenostní funkce d(i, j).
V následujících příkladech se bude pracovat s hodnotami p, q, r, s, t pro porovnávání
dvou datových objektů i a j, jejichž všechny atributy jsou binární proměnné. Jedná se
o hodnoty z kontingenční tabulky 3.1. Např. p značí počet atributů, u kterých jsou hodnoty
obou datových objektů rovny 1.
Datový objekt i
1 0 suma
1 q r q+r
Datový objekt j 0 s t s+t
suma q+s r+t p
Tabulka 3.1: kontingenční tabulka pro datové objekty i a j (vytvořeno na základě tabulky
z [9])
• symetrické – Oba stavy proměnné, tedy 0 a 1, jsou stejně hodnotné a mají stejnou
váhu. Příkladem je pohlaví - muž,žena. Pak se dá použít jednoduchý koeficient shody:
d(i, j) =
r + s
q + r + s+ t
(3.6)
• asymetrické – Zde je naopak jeden ze stavů ohodnocen větší vahou a má větší hod-
notu. Typickém příkladem je výsledek testu na nemoc, kdy nás podstatně více zajímá




q + r + s+ t
(3.7)
3.2.3 Nominální, ordinální a poměrové proměnné
Nominální neboli kategorické proměnné představují zobecnění proměnných binárních. Zde
mohou datové objekty nabývat obecně M stavů, ne pouze dvou. Příkladem může být barva.





kde m je počet shod, tj. počet proměnných, ve kterých mají datové objekty i a j stejnou
hodnotu a p je celkový počet proměnných.
Ordinální proměnné jsou v podstatě nominální, ale jejich hodnoty jsou seřazeny po-
dle významnosti. Příkladem je atribut věk, který vznikl diskretizací intervalové proměnné
a může nabývat hodnot nízký, střední, vysoký.
Protože nabývají atributy M různých seřazených hodnot, můžeme místo jejich hodnot
pracovat s jejich pořadím, které bude v intervalu < 1;M >. Toto M bude ale pro jednotlivé
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Mf − 1 (3.9)
Nyní už s proměnnými vyjádřenými pomocí zif můžeme zacházet jako s intervalovými
a použít jednu z výše uvedených vzdálenostních funkcí.
Poměrové proměnné vyjadřují rozložení hodnot na jiném než lineárním měřítku, často
exponenciálním. Existuje více způsobů, jak s takovými proměnnými zacházet. Jedním z nich
je chovat se k nim jako ke spojitým ordinálním proměnným a s jejich rozsahem pracovat jako
intervalovou proměnnou. Lze také použít logaritmickou transformaci na hodnoty proměn-
ných a s transformovanou hodnotou zacházet opět jako s intervalovou.
3.2.4 Proměnné různého typu
Dolovaná data ve většině případů nebývají pouze jediného typu. Jedním ze způsobů, jak si
s více typy proměnných poradit, může být provedení více analýz, vždy pouze nad jedním
typem. Toto řešení je ale většinou nepoužitelné, protože shluky nebudou pro jednotlivé typy
stejné.
Proto se spíše používá technika, kdy jsou všechny atributy zpracovány najednou pomocí












• indikátor δfij = 0 , pokud nastane jeden z následujících případů.
1. xif nebo xjf chybí
2. xif = xjf = 0 a proměnná f je asymetrická binární
V ostatních případech je indikátor roven 1.
• Příspěvek dfij proměnné f ke vzdálenosti je potom spočítán na základě typu proměnné
f . Kromě intervalových proměnných se uplatňují principy vysvětlené v předchozích
bodech. U intervalových proměnných se pak počítá
dfij =
|xif − xjf |
maxhxhf −minhxhf (3.11)
kde h jde přes všechny neprázdné datové objekty proměnné f , tj. spočtou se minin-
mální a maximální hodnoty dané proměnné f .
3.3 Metody shlukování
Existuje velké množství algoritmů pro shlukovou analýzu. Tyto algoritmy lze rozdělit do
následujících kategorií dle [32] a [9]. Mírně odlišné rozdělení pak lze najít v [2] nebo v [3].
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3.3.1 Metody založené na rozdělování
Tyto algoritmy vytvářejí rozdělování vstupních dat o počtu n do předem stanoveného počtu
shluků k, přičemž k ≤ n. Každý takový shluk má alespoň jeden objekt a každý objekt náleží
do jednoho shluku.
Na začátku se vždy vytvoří úvodní rozdělení, například na náhodném principu. Potom
se iterativně toto rozdělení upravuje a zlepšuje, dokud nevyhovuje nastaveným podmínkám.
Jedná se většinou o nějaký práh vyjadřující malou vzdálenost oproti objektům uvnitř shluku
a velkou vzdálenost oproti ostatním.
Známým představitelem je algoritmus k-means. Shluk je zde reprezentován fiktivním bo-
dem, který se nachází uprostřed objektů ve shluku. V každém kroku se spočte, ke kterému
bodu objekt náleží a vypočtou se nové body. Cyklus skončí, když se příslušnost k centrál-
nímu bodu nezmění.
Obdobně funguje i další k-medoids, ale shluk je zde reprezentován jedním ze skutečných
objektů.
Nevýhodou těchto metod je, že uživatel musí zadat na vstupu počet výsledných shluků.
Z reprezentace shluků centrálními body plyne i nemožnost nalezení jiných než kulovitých
shluků.
3.3.2 Hierarchické metody
Vytvářejí hierarchickou strukturu shluků. Existují dva možné přístupy - aglomerativní
a rozdělovací. Aglomerartivní přístup funguje na principu zdola-nahoru. To znamená, že
na začátku je počet shluků stejný jako počet vstupních datových objektů a ty se pos-
tupně spojují do menšího počtu větších shluků. U rozdělovacích algoritmů se shluky naopak
v každém kroku dělí na větší počet menších. Ukončující podmínka bývá dosažení určitého
počtu shluků.
Výhodou těchto algoritmů je prezentace shluků na různé úrovni granularity. Za nevýho-
du se naopak označuje neschopnost vrátit se do stavu před rozdělením nebo spojením shluků
v jednotlivých krocích. Existují přístupy, které dokáží zlepšit kvalitu spojování (rozdělení)
a jsou popsána v [9].
Známými představiteli hiearchických metod jsou algoritmy AGNES, DIANA, BIRCH,
ROCK a CHAMELEON.
3.3.3 Metody založené na hustotě
Tyto algoritmy přidávají datové objekty do shluků, pokud je hustota dat větší než určitý
práh. Výhodou těchto metod je, že na rozdíl od metod založených na rozdělování umí nalézt
i shluky jiného než kulovitého tvaru. Protože rozšíření systému se bude týkat těchto metod,
budou více probrány v samostatné kapitole 4.
3.3.4 Metody založené na mřížce
Tyto algoritmy kvantují vstupní prostor objektů do struktury s konečným počtem buňek
- mřížky. Výpočty shluků pak probíhají už pouze na této mřížce. Z toho plynou výhody,
protože algoritmy nejsou závislé na počtu vstupních datových objektů, ale pouze na velikosti
mřížky a jsou tedy poměrně rychlé.
Představiteli metody je STING, který využívá statistické informace uložené v mžížce
a WaveCluster, jenž používá vlnkovou transformaci. Další algoritmus CLIQUE pak zároveň
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využívá i přístupu založeného na hustotě.
3.3.5 Metody založené na modelu
Tyto metody se pokouší hledat shluky na základě existujícího matematického modelu. Před-
pokládá se, že data byla generována pomocí takového modelu a snaží se ho v nich najít.
Výhodou je, že berou v potaz šum a odlehlé hodnoty a bývají tedy poměrně robustní.
Metoda EM (expectation maximization) je vylepšení algoritmu k-means. Na rozdíl od
něj však není příslušnost k centrálnímu bodu pevná. COBWEB využívá konceptuálního
shlukování, při kterém se navíc snaží najít klasifikační schéma. SOM (self organizing fea-
ture maps) je metoda neuronových sítí, konkrétně samoorganizujících map. Neurony bojují
o každý objekt a vítěz pak přenastavuje váhy neuronových spojů.
Ostatní metody
Kromě výše uvedených metod je ještě vhodné se zmínit o dvou přístupech, které by také
zasloužily vlastní skupinu.
Shlukování vysocedimenzionálních dat řeší, jak se vypořádat s daty, která mají
obrovský počet atributů. Toto bývá případem například mikročipů DNA. Algoritmy si musí
poradit s tím, že data jsou s roustoucím počtem atributů čím dál tím víc řídká a vzdálenosti
mezi nimi ztrácí na významu. Příkladem tohoto přístupu jsou CLIQUE a PROCLUS.
Algoritmy pro shlukování založené na omezení nabízí uživateli možnost ovlivnit
výsledek shlukování tím způsobem, že sdělí omezení, která klade na výsledné shluky.
3.4 Prezentace výsledků
Prezentace výsledků shlukování je velice důležitou částí. Na rozdíl od učení s učitelem totiž
nemůžeme snadno otestovat kvalitu vydolovaných vzorů. Kvalitní prezentace pak uživateli
umožní porovnávat jednotlivé shluky, algoritmy nebo zda nenalezl algoritmus shluky upro-
střed šumu. [27]
Existují dva základní způsoby, jak výsledky prezentovat, buď v textové podobě nebo
formou vizualizace.
Textová podoba je bližší počítačovému zpracování. Je potřeba nějakým způsobem uložit
informace o nalezených shlucích. Výsledkem shlukování pak může být opět vstupní tabulka
s novým sloupcem, ve kterém bude pro každý objekt uložena informace, ke kterému shluku
je přiřazen. U metod, kde je shluk zastoupen centrálním bodem se dají uložit informace
o nalezených shlucích, tj. souřadnice a poloměr.
Vizualizace výsledků bývá naopak využívána pro prezentaci dat uživateli. Nejvhodněji
se shluky vizualizují při nízké dimenzionalitě dat, kdy lze vykreslit všechny analyzované
objekty a jejich příslušnost ke shluku odlišit různou barvou buď objektů nebo jejich pozadí.
Při dimenzionalitě vyšší než 3 už taková prezentace možná není. V takovém případě si
může uživatel vybrat dva nebo tři atributy a nechat si vykreslit pouze je. Takto je to řešeno
například v systému Weka 1, jak ukazuje obrázek 3.1.
U hierarchických metod se nám navíc nabízí možnost prezentace ve formě dendrogramů,
neboli stromových diagramů. Ty ukazují výslednou hiearchickou stromovou strukturu a z
ní lze snadno vyčíst které objekty byly spojeny nebo rozděleny. Příklad dendrogramu je
1Weka software je dostupný na URL: <http://www.cs.waikato.ac.nz/ml/wek>
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Obrázek 3.1: Prezentace výsledků shlukování v systému Weka s výběrem dvou atributů pro
zobrazení. Použitá byl známá datová sada Iris Data Set.
na obrázku 3.2. S rostoucím počtem vstupních dat dendrogramy začínají být nepřehledné
a místo toho je pak nutné použít jiné struktury, např. item charts [7].
Obrázek 3.2: Příklad dendrogramu - převzato z [28]
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Kapitola 4
Shlukovací algoritmy založené na
hustotě
Shlukovací algoritmy založené na hustotě ( density-based) reagují na nevýhodu rozdělo-
vacích metod, kdy jsou shluky reprezentovány nějakým bodem a algoritmy jsou schopny
nalézt pouze shluky kulovitého tvaru.
Shluky jsou zde chápány jako oblasti s velkou hustotou a jsou od sebe odděleny regiony
s nízkou hustotou - šumem. [9]. Na rozdíl od rozdělovacích metod tak nemusí být některým
objektům přiřazen shluk žádný. Právě díky nalezení oblastí s nízkou hustotou se tyto metody
dají dobře použít i pro analýzu odlehlých hodnot.
Nejznámějším představitelem je algoritmus DBSCAN, který byl rovněž vybrán pro im-
plementaci v systému. Společně s ním bude přidána i jeho vylepšená verze OPTICS a navíc
i algoritmus DENCLUE. Tyto tři algoritmy budou v následující části kapitoly detailněji
popsány a nakonec vzájemně porovnány jejich výhody a nevýhody. Mezi metody lze zařa-
dit ještě algoritmy GDBSCAN, který může být použit i na jiné než bodové objekty (např.
2D polygony), LOF (Local Outlier Factors), jenž je založen na podobných základech jako
OPTICS [20]. V počítačovém vidění se používá například algoritmus Mean Shift. Méně
známí představitelé jsou ještě CUBN, BRIDGE nebo DBCLASD.
Algoritmy založené na hustotě nalézají uplatnění na mnoha místech, např. detekce
využití krajiny (landuse detection), shlukování webových sezení [20], segmentace v počí-
tačovém vidění a další.
4.1 DBSCAN
DBSCAN (Density-Based Spatial Clustering of Applications with Noise) je velice známým
reprezentantem shlukovacích metod založených na hustotě. Jak název napovídá, agloritmus
je dobře použitelný i na prostorová data a jeho dobré výsledky oproti algoritmu CLARANS
byly ukázány jeho tvůrci v [1]. Jeho základním principem je postupné přidávání bodů
s dostatečně velkou hustotou do shluků.
Pro vysvětlení průběhu algoritmu je použito některých pojmů, které je potřeba si nej-
dříve definovat. Některé z nich jsou pro lepší pochopení demonstrovány na obrázku 4.1.
• D je databáze vstupních bodů, d(p, q) je vzdálenost mezi body p a q.
• ε-okolí bodu p označováno jako Nε(p) = q ∈ D|d(p, q) ≤ ε
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• pokud ε-okolí obsahuje určité minimum počtu bodů (MinPts), pak se jedná o objekt
jádra.
• Bod p je z bodu q přímo dosažitelný na základě hustoty, pokud p ∈ Nε(q) ∧
|Nε(q)| ≥MinPts, jde tedy o objekt jádra.
• Bod p je z bodu q dosažitelný na základě hustoty, pokud existuje posloupnost
bodů p1, ..., pn, p1 = q, pn = p tak, že pi+1 je od bodu pi přímo dosažitelné na základě
hustoty.
• Bod p je spojený na základě hustoty s bodem q, pokud existuje bod o tak, že oba
body p a q jsou z bodu o dosažitelné na základě hustoty.
• Shluk založený na hustotě C je pak neprázdná podmnožina vstupní databáze D,
která vyhovuje podmínkám:
1. ∀p, q : pokud p ∈ C je z p dosažitelný na základě hustoty
2. ∀p, q ∈ C : p je spojený na základě hustoty s q, s ohledem na ε a MinPts
Obdobným způsobem se dá definovat i šum, viz. [1].
Obrázek 4.1: DBSCAN: Dosažitelnost na základě hustoty a spojení na základě hustoty. Lze
vidět, že dosažitelnost není symetrická relace. (Převzato z [1])
Samotný algoritmus pak probíhá takto.
1. Nejprve je potřeba zadat vstupní parametry ε a MinPts.
2. Poté se prohledává ε-okolí všech bodů vstupní databáze. Pokud obsahuje ε-okolí ně-
jakého bodu p více než MinPts bodů, pak je vytvořen nový shluk s bodem p ozna-
čeným jako objekt jádra.
3. Pro všechny body xi ve vstupní databázi se provedou následující činnosti
(a) najdou se k bodu xi všechny body, které jsou z něj dosažitelné na základě hustoty
(b) pokud je xi označen jako objekt jádra, pak byl právě vytvořen nový shluk xi
(c) v opačném případě se jedná o šum a může se přejít ke zpracování dalšího bodu
Ještě detailnější popis algoritmu lze nalézt v [1], kde je vypočtena i jeho průměrná
časová složitost O(n · log(n)). Toho by se ale dalo dosáhnout pouze v případě, že se použije
pro data vhodný prostorový index, např. R* strom. Pak má prohledávání ε-okolí bodů
logaritmickou časovou složitost, v opačném případě je složitost O(n2), stejně tak i složitost
prostorová.
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Algoritmus je bohužel poměrně hodně citlivý na oba vstupní parametry ε a MinPts.
Při zmenšení paramateru ε je většinou potřeba zmenšit i MinPts. Zárověň použití různých
vzdálenostních funkcí ovlivňuje geometrický tvar nalezených shluků.
4.2 OPTICS
OPTICS (Ordering Points to Identify the Clustering Structure) je algoritmem, který je
velice podobný jako DBSCAN, ale snaží se řešit jeden z jeho problémů a tím je schopnost
nalézt smysluplné shluky v datech s různou hustotou [29]. K tomuto vstupní data lineárně
seřadí do posloupnosti tak, že nejbližší body spolu v pořadí sousedí. Navíc se ještě ke
každému objektu uloží přídavná informace, která se pak používá v průběhu algoritmu.
Jedná se o následující dvě proměnné, které jsou pak ještě demonstrovány na obrázku 4.2.
• jádrová vzdálenost – coreDistance(p) je nejmenší ε, při kterém ještě bude objekt
p jádrem. Pro dané MinPts je to tedy vzdálenost k MinPts-tému bodu. Pokud není
daný bod p jádrem, je hodnota nedefinována.
• dosažitelná vzdálenost – reachability−distance(p, q) objektu q vzhledem k jinému
objektu p je dána vztahem max(coreDistance(p), d(p, q)), kde d(p, q) je vzdálenost
mezi oběma body na základě zvolené vzdálenostní funkce.
Obrázek 4.2: Proměnné algoritmu OPTICS, které se ukládají jako dodatečná informace pro
všechny body (Převzato z [9])
OPTICS vytvoří výše uvedenou strukturu, která obsahuje vstupní data v pořadí, kdy
jsou vedle sebe objekty, které k sobě mají blízko. Tato struktura je patrná z grafu na
obrázku 4.3. Na x-ové ose jsou vyneseny seřazené objekty, na ose y je pak dosažitelná
vzdálenost vzhledem ke svému sousedovi. Shluky jsou v grafu znázorněny jako ”údolí”,
protože to značí, že je mezi body je malá vzdálenost. V potaz se berou jen ta ”údolí”, která
leží pod červenou čarou, označující ε′. Takovýto graf by mohl být vhodným kandidátem na
vizualizaci v přídavném modulu. Graf, ve kterém se navíc uvádí i x,y graf vstupních bodů,
je sice limitován pouze na 2-D data, ale byly už představeny i jiné grafy pro vizualizaci dat
vícerozměrných [4]. Jedním z řešení může být vizualizace pouze pomocné struktury.
Tato seřazená struktura stanovuje pořadí, v jakém se budou procházet jednotlivé objekty
při algoritmu. Obě metriky pak slouží jako podmínky, zda se bod zařadí do shluku nebo
nikoliv. Zbytek algoritmu zůstává stejný jako pro DBSCAN.
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Obrázek 4.3: Prezentace seřazené struktury algoritmu OPTICS pro 2-D data. (Převzato
z [8])
Protože má algoritmus obdobnou strukturu jako DBSCAN, jsou jejich časové složitosti
stejné, tedy O(n · log n) při použití vhodného prostorového indexu a O(n2) v ostatních
případech.
4.3 DENCLUE
DENCLUE (DENsity based CLUstEring) je algoritmus, který vznikl pro potřeby shlukování
v multimediálních databázích, které mají často velkou dimenzionalitu a jsou hodně za-
šuměná. Autoři jeho výkon porovnávali s algoritmem DBSCAN a dle jejich experimentů
vyšel vítězně [12].
Princip algoritmu spičívá ve využití distribučních funkcí, které zachycují vliv bodů na
ostatní objekty. Pak hledáme místa, na která mají okolní body největší vliv - funkce zde
dosahuje lokálního maxima. Pro lepší vysvělení je opět potřeba definicí několika pojmů,
které jsou s algoritmem spjaty. [9] [12]
• Funkce vlivu bodu y na bod x je fyB(x) = fB(x, y), kde fB může být funkce, která
používá vzdálenostní funkci d(x, y), která je reflexivní a symetrická (např. Euklei-




0 pro d(x, y) > σ
1 pro d(x, y) ≤ σ (4.1)
– Gaussovská:
fGauss(x, y) = e
− d(x,y)2
2σ2 (4.2)
• Funkce hustoty fDB (x) v objektu x je definována jako součet vlivů všech bodů





• Atraktor na základě husoty(denisty attractor) je bod x∗ reprezentující lokální
maximum fuknce hustoty fDB . Bod x je pak přitahován na základě hustoty k atraktoru
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x∗, když existuje posloupnost bodů x0, ...xk, kde x0 = x a xk = x∗. Zároveň platí,
že pro každé xi−1 je gradient funkce hustoty ve směru k xi∀i : i in < 0; k >. Ukázka
atraktorů je na obrázku 4.4.
Obrázek 4.4: Ukázka atraktorů na základě hustoty (Převzato z [12])
Na základě atraktorů pak můžeme nalézt shluky, které mohou být dvojího typu, jejichž
příklady jsou na obrázku 4.5:
• Shluk definovaný centrálním bodem – podmnožina C ⊆ D, kde x ∈ C jsou
přitahovány na základě hustoty k x∗ a fDB (x∗) ≥ ξ, kde ξ představuje práh. Pokud
by funkce hustoty bodů byla menší než tento práh, považujeme body za šum.
• Shluk libovolného tvaru – opět množina bodů C náležící ke svému atraktoru
s podmínkou na hodnoty funkce hustoty větší než práh ξ. Takových atraktorů však
může být ve shluku více, ale musí mezi nimi exitovat cesta tak, že hodnoty funkce
hustoty všech bodů podél cesty jsou opět větší než práh ξ.
Obrázek 4.5: Příklady shluků algoritmu DENCLUE: Horní řada obsahuje shluky definované
centrálním bodem a spodní řada shluky libovolného tvaru. Ukázány jsou shluky s různými
parametry (Převzato z [12])
Algoritmus se pak skládá ze dvou kroků:
1. předshlukovací krok - ze vstupních dat je sestavena mapa z d-rozměrných hyperkostek
obsahující relevatní vzorek dat. To znamená, že už zde je odfiltrován šum. Mapa slouží
22
pro pozdější urychlení výpočtu funkce hustoty. Při ní je potřeba efektivního přístupu
k vzájemně sousedícím bodům. Pro uložení klíčů jednotlivých hyperkostek se používají
stromové struktury např. B+stromy.
2. shlukovací krok - hledají se atraktory a body, které k nim jsou přitahovány. Využívá
se mapa sestavená v prvním kroku a zpracovávají se pouze relevantní data, šum je
odfiltrován při sestavování mapy.
Průměrná časová složitost algoritmu je ovlivněna parametery σ a ξ. Při experimentování
autorů byla dosažena průměrná složitost O(log(‖D‖)) [12], kde |D| je velikost vstupní
databáze. Při velkém výskytu šumu byla dosaženo ještě lepší časové složitosti.
4.4 Srovnání algoritmů
První dva algoritmy, DBSCAN a OPTICS, představují podobný koncept hledání shluků po-
mocí spojitostí (connectivity based). Oba dva mají stejnou časovou složitost O(n · log(n)).
Výhoda OPTICS oproti DBSCAN je pak lepší schopnost nalézat smysluplnější shluky
s proměnnou hustotou.
Výhoda DENCLUE oproti předchozím je pak v možnosti matematického popisu i shluků
různého tvaru, kvalitní výsledky pro vysokodimenzionální data a velmi dobrá odolnost vůči
šumu.
Společnou nevýhodou všech uvedených algoritmů je nutnost zadávání dvou vstupních
parametrů, což klade nároky na uživatele.
4.5 Dostupná řešení
Pro implementaci byly vybrány algoritmy, které se nevyskytují v databázovém systému Or-
acle (viz. 5.1.2. Dobrou zprávou ale je možnost využití dostupných implementací algoritmů
DBSCAN a OPTICS, které jsou obsaženy v dolovacím systému WEKA. Ten je napsán
v jazyce Java pod GPL licencí.
Bohužel algoritmus DENCLUE v systému WEKA není a dosud se mi povedlo nalézt
pouze jednu jeho implementaci v C++. 1 Nejpravděpodobněji se jeví varianta tento kód




Systém DataMiner na FIT
DataMiner je systém pro dolování z dat, který se vyvíjí na FIT VUT v Brně. Momentálně je
jediným aktivně vyvíjeným na škole. Zároveň s ním probíhal vývoj na projektu, který byl za-
ložen na dolování z databáze MySQL. Pro letošní rok jsem již neviděl vypsanou ani jednu
bakalářskou či diplomovou práci, proto předpokládám, že se vývoj uzavřel. Je to patrně
proto, že tento projekt používá pro uložení dat databází Oracle, která má v sobě zabu-
dovanou podporu pro dolování pomocí knihovny ODM a v současnosti výrazně lepší uži-
vatelské rozhraní. Jedná se tedy o dvouvrstvou architekturu s mnohem větším důrazem na
vývoj klientské části, která je celá napsána v programovacím jazyce Java. Základní filosofií
tohoto systému je jeho modulární struktura. Hlavní funkcionalitu, předzpracování a GUI
zajišťuje jádro a pro dolování využívá přídavné dolovací moduly. To umožňuje souběžnou
práci více lidí na projektu. Momentálně vyvíjí jeden student jádro aplikace a sedm dalších
pracuje na dolovacích modulech.
5.1 Použité technologie
Tato část popisuje hlavní technologie, na kterých je současný systém vystavěn.
5.1.1 NetBeans
NetBeans je open source projekt dostupný pod CDDL licencí, jehož vývoj probíhá ze značné
části ve společnosti Sun Microsystems v pražské pobočce. V rámci projektu jsou vyvíjeny
dva hlavní produkty: vývojové prosředí NetBeans IDE a vývojová platforma The NetBeans
Platform. NetBeans IDE kromě možnosti vývoje na všech hlavních platformách pro Javy
poskytuje i velké množství jiných programovacích jazyků ( C++, Ruby, . . .), vývoj SOA
aplikací a mnohem více.
NetBeans Platform je frameworkem pro tvorbu Swingových aplikací, která výrazně šetří
vývojový čas. Má modulární architekturu a dá se snadno použít na rozšiřitelné aplikace.
Na tomto frameworku je vystaven i projekt DataMiner. NetBeans Platform je integrována
v NetBeans IDE a proto je vhodné toto prostředí použít. [30]
Pro zobrazování a podporu grafového modelování, které je v systému použito, slouží
knihovna NetBeans Visual Library. Má za úkol sjednotit GUI všech aplikací, které tuto
knihovnu používají. [26], [21]
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5.1.2 Oracle 11g a ODM
Pro uchování dat se využívá databáze Oracle. Do loňského roku byla použita verze 10, ale
od letošního roku se vývoj soustřeďuje na novou verzi 11g. V souvislosti s přechodem byly
potřeba řešit některé problémy, které byly způsobeny použitím zastaralých knihoven, na
jejichž řešení se podíleli Ing. Ráb a Ing.Šebek.
Databázový systém Oracle poskytuje uživatelům i rozšíření pro podporu dolování z dat,
známý pod jménem ODM (Oracle Data Mining). [24] ODM obsahuje několik algoritmů jak
z oblasti předzpracování, tak i samotného dolování. Obojí bylo už využito ve vyvíjeném
systému. Z oblasti shlukové analýzy jsou dostupné dva algoritmy. Enhanced K-Means a Or-
thogonal Partitioning Clustering (O-Cluster). První z nich je vylepšení algoritmu K-Means
a druhý je proprietární algoritmus od Oracle, který se dá zařadit do metod založených na
mřížce. Na využití těchto algoritmů by měla být zaměřena práce Bc. Riedla, který se se
mnou letos podílí na vzniku nového shlukovacího modulu.
5.1.3 DMSL
DMSL (Data Mining Specification Language) je jazyk odvozený z XML schématu, který
slouží pro popis celé dolovací úlohy od předzpracování, dolování až po uložení vydolovaných
znalostí. Důraz byl přitom kladen na předzpracování dat. Byl vyvinut na FIT VUT Petrem
Kotáskem jako disertační práce [19] a jeho struktura se skládá z pěti hlavních elementů,
jejichž závislosti jsou ilustrovány na obrázku 5.1.
1. Datový model (DataModel) - popis zdrojových dat
2. Dolovací model (DataMiningModel) - popis dat použitých k dolování včetně
popisu transformací
3. Doménové znalosti (DomainKnowledge) - popis doménové znalosti, kterou mo-
hou využívat dolovací moduly
4. Dolovací úloha (DataMiningTask) - popis dolovací úlohy
5. Znalost (Knowledge) - popis výsledné znalosti
Pro rozšíření systému o nové dolovací moduly je důležité se detailněji zabývat elementy
DataMiningTask a Knowledge. V původní práci byl navržen pouze základ těchto částí
a aplikace pro asociační pravidla. Pokud přidání nové dolovací úlohy vedoucí k nové znalosti
bude potřeba tyto dva elementy rozšířit o potřeby zadání shlukovací úlohy a reprezentace
znalosti této úlohy. V současné verzi mají elementy tuto podobu:
Element DataMiningTask





type CDATA #IMPLIED >
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type CDATA #IMPLIED >
Je vidět, že oba dva elementy obsahují naprosto shodné atributy. Kromě atributu name
pochází všechny z původní verze DMSL z disertační práce. Zmíněný atribut name byl přidán
v práci Ing. Krásným [21] pro propojení obou elementů s příslušným dolovacím modulem
a také vzájemné provázanosti mezi sebou. Povinný atribut language označuje jazyk, v němž
je dotaz nebo znalost zapsána a nepovinný languageVersion pak jeho verzi. Poslední vo-
litelný element type slouží k specifikaci typu dolovací úlohy nebo znalost - např. asociační
pravidla apod.
Pro potřeby shlukové analýzy bude potřeba rozšířit tyto elementy. Úkolem bude zachytit
části, které jsou pro všechny shlukovací metody společné a pak také vytvořit elementy, které
budou potřeba už pro konkrétní metodu, např. algoritmy založené na hustotě nebo speciality
pro konkrétní algoritmus. Toto bude řešeno s Bc. P.Riedlem, který se se mnou podílí na
vytvoření nového modulu pro shlukovou analýzu.
5.2 Vývoj
Nejprve se začalo pracovat na systému, jehož klientská verze napsaná v jazyce Java spo-
lupracovala s databází MySQL. Souběžně s tímto systémem začal od roku 2006 pracovat
Ing. Doležal na vývoji systému nového, který už spolupracuje s databází Oracle. Stejně
jako u prvního systému byla stanovena koncepce systému jádra s možností připojitelných
modulů. Byl zvolen implementační jazyk Java a implementováno jádro, které zahrnovalo
základní kroky dolování.
K tomuto jádru byla následující rok vytvořena Ing. Gáletem grafická nadstavba. Ta
změnila současný koncept pevně stanovených kroků dolování a byl zaveden přístup kom-
ponent, které představují jednotlivé dílčí kroky. Tyto komponenty pak je možno libovolně
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spojovat do orientovaného grafu, který značí tok dat a znalostí v procesu dolování. Pro
GUI bylo využito dříve představené NetBeans Platform.
Dalším krokem bylo kompletní přestavení jádra s důrazem na modifikovatelnost a po-
užitelnost, což bylo úkolem Ing. Krásného v jeho diplomové práci. Bylo vytvořeno nové
rozhraní dolovacích modulů MiningPiece. O moduly už se nemuselo starat jádro, ale jsou
reprezentovány samostatnými komponentami implementující společné rozhraní. Byly kom-
pletně předělány datové struktury jádra a celý proces dolování byl spravován balíčkem pro
práci s DMSL dokumentem.
Autorem poslední verze jádra je Ing. Šebek, který se loni ve své práci zaměřil zejména
na zdokonalení předzpracování dat, aby se aplikace mohla začít plnohodnotně využívat
ve výuce. Toho bylo dosaženo pomocí přepracování stávajících a vytvoření nových kom-
ponent. Mnoho algoritmů bylo přepracováno tak, aby probíhaly na serveru formou SQL
dotazů uložených v PL/SQL procedurách, čímž došlo k výraznému časovému zrychlení
celého procesu předzpracování. Byl vytvořen balíček pro zobecnění přístupu k datům pro
možný budoucí přechod na jiný databázový systém než Oracle. Současně byl řešen běh
aplikace ve více vláknech.
Paralelně s Ing. Šebkem se pracovalo na vytvoření prvních dolovacích modulů. Byly
vytvořeny čtyři takové moduly, které jsou více představeny v následující části.
5.3 Současný stav
Momentálně je systém ve stavu, který vznikl loňskými úpravami jádra aplikace Ing. Šeb-
kem [26] a přidáním dolovacích modulů čtyřmi dalšími studenty. Základní myšlenkou je
stále aplikace, která se skládá z jádra a přídavných modulů. Vše je zasazeno do kvalitního
grafického uživatelského rozhraní. Příklad projektu pro dolování a demostrace rozhraní
je zobrazen na obrázku 5.2. Takových projektů může být vytvořeno více a celý takový
projekt je reprezentován DMSL dokumentem, ve kterém jsou uloženy i dodatečné informace
o umístění komponent. Uživatel pak skládá tyto komponenty do orientovaného grafu upro-
střed obrazovky. Komponenty má k dispozici v paletě v pravé části obrazovky. Na výběr
má komponenty jádra a dolovací moduly. Každá komponenta musí implementovat společné
rozhraní MiningPiece.
5.3.1 Komponenty jádra
Na paletě jsou k dispozici komponenty, které slouží pro předzpracování dat a prezentaci
výsledných znalostí. Jejich detailnější popis je k dispozici v [26].
• Select Data – slouží pro výběr dat pro dolování z databáze. Lze vybrat sloupce
z různých tabulek. Lze spojit některá data pomocí cizích klíčů s jejich názvy, které
jsou v původní tabulce pouze ve formě číselníků, definovat různé spojovací podmínky
tabulek. Je zde i možnost importu vstupních dat ze souboru CSV do databáze.
• Insight – poskytuje uživateli možnost náhledu na data a provést jejich statistickou
a korelační analýzu. K dispozici je mnoho grafů, data je navíc možné exportovat do
databázové tabulky nebo CSV souboru.
• VIMEO – Umožňuje čištění dat na principu VIMEO. Nejprve se ve speciální kom-
ponentě definuje funkce, která vrací jednu z hodnot VIMEO (např. missing - chybí)
a na pak lze regaovat jedním ze způsobů, popsaných v 2.4.1.
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Obrázek 5.2: GUI systému DataMiner
• Transformation – umožňuje provedení transformací nad sloupci v dolovací množině.
• Reduce-Partition – její funkcí je redukce dat pomocí několika způsobů a umí také
rozdělit vstupní data na trénovací a testovací podle zadaného poměru, což se hodí
pro potřeby klasifikačních a predikčních modulů.
• Report – tuto komponentu využívají dolovací moduly pro prezentaci vydolovaných
znalostí uložených v DMSL elementu Knowledge.
5.3.2 Existující dolovací moduly
Všechny moduly, které jsou v současné době v systému implementovány, využívají k dolo-
vání podporu ODM a byly řešeny v rámci diplomových prací v loňském roce. Jejich součástí
bylo vždy rozšíření jazyka DMSL. Jedná se o tyto moduly:
• Asociační pravidla – řešená Ing. Henklem [11]
• Klasifikace pomocí rozhodovacích stromů – řešena Ing. Maderem [22]
• Naivní Bayesovská klasifikace – řešena Ing. Kmoščákem [18]
• Predikce pomocí SVM a regrese – řešena Ing. Havlíčkem [10]
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V rámci řešení projektu do předmětu ZZN (Získávání znalostí z databází) jsem provedl
otestování systému na datové sadě demografických dat. Při řešení se opravily některé malé
chyby, ale jinak se ukázalo, že po přidání několika dalších modulů a odstranění některých
drobností, které ještě komplikují práci bude možné systém pro výuku použít. [13].
5.4 Přidání nového modulu
Tato kapitola popisuje zkráceně postup vytváření nového modulu a jeho začlenění do sys-
tému. Postup se zakládá na informacích uvedených v práci Ing. Madera [22].
1. vytvoření nového NetBeans modulu buď jako stand-alone nebo modul-suite.
V případě stand-alone se vytváří samostatně oddělený modul a je ještě zapotřebí
nastavit závislosti modulu pro viditelnost potřebných knihoven.
2. implementace rozhraní miningPiece, která představuje komponentu, kterou lze
vložit z palety do procesu dolování. Nastavuje se jméno, popis a cesta k ikonám
komponent a implemetntují se potřebné metody. Jedná se o reakce na provedené akce
v editoru úlohy, zobrazení panelů pro zadávání dolovací úlohy a prezentaci znalostí,
které budou k dispozici pro komponentu Report. Metoda run() pak spouští dolovací
modul.
3. integrace do aplikace - registrace modulu v rámci aplikace, která se provádí po-
mocí uložení informací do souboru layer.xml, který reprezentuje virtuální souborový
systém. Díky tomu uvidí tyto záznamy všechny ostatní moduly. Rovněž se sem dají
vložit informace o tom, které komponenty mohou předcházet modulu a které mohou





Prvním úkolem bylo navrhnout a implementovat společnou část pro všechny shlukovací
algoritmy. Kromě mě letos pracuje na rozšíření systému o algoritmy shlukové analýzy ještě
Pavel Riedl a tento problém jsme řešili dohromady. Proto podobnou kapitolu, jako je tato,
lze nalézt i v jeho práci [25]. Našim cílem bylo vytvořit modul takovým způsobem, aby do
něj bylo možné přidávat jednoduše nové algoritmy. To zahrnovalo také sjednotit jejich vstup
a výstup jak ze strany grafického uživatelského rozhraní tak příslušného rozšíření jazyka
DMSL.
6.1 Požadavky a koncepce modulu
V této části bych chtěl bodově shrnout požadavky, které jsme při návrhu na modul kladli.
• snadné začlenění nových algoritmů
• vytyčení společných vlastností algoritmů na vstupu, které se budou zadávat pro
všechny algrotitmy
• možnost volby různých vzdálenostních funkcí a to tak, aby šlo pro každý algoritmus
zvolit, které vzdálenostní funkce podporuje
• pro každý algoritmus možnost dodat nastavení jeho specifických vstupních parametrů
• schopnost každého algoritmu načíst (a také uložit) své specifické parametry z přísluš-
ného DMSL uzlu a naopak parametry sdílené všemi algoritmy by měly být řešeny ve
společné části
• možnost prezentovat algoritmům určitou znalost, která je specifická pouze pro něj
(např. pomocná struktura u algoritmu OPTICS)
• návrh modelu, který bude výstupem všech algoritmů tak, aby mohl být použitelný
i pro hierarchické algoritmy. Takovýto jednotný model bude použit pro uložení do
DMSL a také pro vizualizaci
Základní koncepcí je vytvoření jediného shlukovacího modulu, ve kterém si uživatel bude
moct vybrat jeden z nabízených algoritmů. Toto řešení jsme upřednostnili před tvorbou
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zvláštní komponenty pro každý algoritmus. Nechtěli jsme, aby bylo v paletě velké množství
shlukovacích modulů. Shlukovací modul pak na základě vybraného algoritmu zavolá jeho
metodu, která zajistí vytvoření jednotného výsledného modelu.
6.2 Java Data Mining
Java DataMining (JDM) je standard vyvinutý pod JSR-73 a publikovaný v [16]. Všechny
dosud dostupné dolovací algoritmy v systému využívají ODM a to je založeno právě na
tomto standardu. Proto původní myšlenkou bylo zjistit, zda by vhodným způsobem nešlo
zapouzdřit nově vzniklé algoritmy, které již v ODM nejsou, takovým způsobem, aby rovněž
dodržovaly standard JDM. To dokládá i první návrh koncepce publikovaný v [14]. Uvažovalo
se, že bude zapotřebí vyřešit vstup a výstup algoritmů, respektive vhodně implementovat
příslušná rozhraní ClusteringSettings a ClusteringModel. Při detailním prostudování
celé specifikace jsem ale bohužel dospěl k názoru, že toto řešení by nebylo vhodné. Práci
na shlukovacím modulu by to velice zkomplikovalo. Hlavním důvodem je, že by nestačilo
pouze implementovat příslušná rozhraní pro shlukovou analýzu, ale celkově přebudovat celý
dolovací systém. Jednotlivá rozhraní pro shlukování totiž dědí od dalších rozhraní a ta zase
z dalších. Ta už ale nejsou součástí shlukování, jsou umístěna v jiných balíčcích. Proto
by bylo potřeba implementovat i rozhraní z těchto dalších balíčků, která zase mohou být
závislá na dalších balíčcích. Obrázek 6.1 ukazuje závislost těchto balíčků na nejvyšší úrovni.
Pokud by systém již daný standard dodržoval, bylo by snadné přidat podporu pro shlukovou
analýzu.
Obrázek 6.1: Diagram balíčků nejvyšší úrovně JDM - převzato z [16]
Standard tedy nakonec implementován nebyl, nicméně při návrhu rozhraní pro vstup
a výstup shlukovacího modulu jsme se tímto rozhraním inspirovali. Pokud se někdy v bu-
doucnu rozhodne o předělání systému do takové podoby, aby standard dodržoval, nebylo
by až tak složité nově vzniklý modul předělat.
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6.3 Úprava DMSL
Na základě požadavků vytyčených v sekci 6.1 jsme navrhli změny v jazyce DMSL pro
potřeby shlukovacího modulu. Změny se týkaly elementů pro definování dolovací úlohy
(DataMiningTask) a reprezentace vydolované znalosti (Knowledge). Tyto změny odrážejí
navržené rozhraní algoritmů.
6.3.1 Element DataMiningTask
Nejprve uvádím vytvořené pomocné entity. První obsahuje výčet možných vzdálenostních
funkcí a druhá výčet názvů pěti dosud implementovaných algoritmů.
<!ENTITY % DISTANCE-FUNCTION "(Euclidean|Mixed|Manhatton|Cosine)" >
<!ENTITY % CLUSTERING-ALGORITHM "(Enhanced K-Means|O-Cluster|
DBSCAN|OPTICS|DENCLUE)" >
V elementu DataMiningTask se pak nastaví atribut type na ClusterAnalysis a bude
obsahovat jediný element ClusterAnalysis.
<!ELEMENT ClusterAnalysis (UseMatrix, (% CLUSTERING-ALGORITHM;))
<!ATTLIST ClusterAnalysis
algorithm (% CLUSTERING-ALGORITHM;) #REQUIRED
distanceFunction (% DISTANCE-FUNCTION;) #REQUIRED
primaryKey CDATA #REQUIRED >
Význam atributů:
• algorithm – shlukovací algoritmus
• distanceFunction – vzdálenostní funkce
• primaryKey – jméno sloupce, který je primárním klíčem ve vstupní dolovací matici
(tabulce)
Element ClusterAnalysis obsahuje další dva elementy. Prvním z nich je UseMatrix,
jehož jediný atribut matrixRef odkazuje na vstupní dolovací matici. Jméno druhého ele-
mentu pak závisí na hodnotě atributu algorithm uzlu ClusterAnalysis, tedy použitého
dolovacího algoritmu. Například pro algoritmus DENCLUE by to byl element <DENCLUDE>.
Tento druhý element obsahuje informace o vstupních parametrech pro použitý algoritmus.
Příklad použití lze nalézt v příloze B.
<!ELEMENT UseMatrix >
<!ATTLIST UseMatrix
matrixRef CDATA #REQUIRED >
6.3.2 Element Knowledge
Výstupem každého algoritmu by měl být shlukovací model, obdobně jako je tomu ve stan-
dardu JDM [16].
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<!ELEMENT ClusteringModel (ModelSettings, Clusters) >
<!ATTLIST ClusteringModel >
Ten obsahuje dva elementy. V prvním se nachází údaje o jméně tabulky, ze které byl
sestaven, a také jméno algoritmu, který provedl shlukování.
<!ELEMENT ModelSettings >
<!ATTLIST ModelSettings
algorithmName (% ClusteringAlgorithm;) #REQUIRED
buildTable CDATA #REQUIRED >
Druhý element v ClusteringModel s názvem Clusters už reprezentuje vydolovaný
model. Ten je tvořen shluky, které byly během dolovací úlohy nalezeny. Model může být
v závislosti na použitém algoritmu buď plochý, nebo hierarchický.
• plochý – v tomto případě jsou v elementu Clusters umístěny nalezené shluky repre-
zentovány elementem Cluster. V nich je pak uložena informace o tom, které datové
objekty ze vstupní tabulky do shluku náleží.
• hierarchický – hierarchický model obsahuje v elementu Clusters pouze kořenový
element, který pak může obsahovat další shluky. Ty mohou být buď listové nebo
nelistové. Nelistové uzly obsahují opět další shluky, listové pak stejně jako v plochém
modelu obsahují informace o tom, které datové objekty do nich patří.
Element Clusters obsahuje jediný volitelný atribut numberOfLevels. Jedná se o maxi-
mální výšku stromu, který reprezentuje shlukovací model. V případě plochého modelu je to
vždy jedna.
<!ELEMENT Clusters (Cluster+) >
<!ATTLIST Clusters
numberOfLevels NUMBERS #IMPLIED >
<!ELEMENT Cluster (Entities, (Cluster+) ) >
<!ATTLIST Cluster
id NUMBERS #REQUIRED
isLeaf (true|false) #REQUIRED >
Význam atributů:
• id – identifikátor shluku
• isLeaf – detekce, zda se jedná o listový nebo nelistový shluk
Listové uzly mohou obsahovat jediný element s jedním atributem identifiers. Ten ob-
sahuje seznam identifikátorů datových objektů daných primárním klíčem vstupní tabulky.
Druhým řešením bylo pro každý datový objekt mít vlastní element. To by ale zabralo
zbytečně mnoho prostoru, proto jsme zvolili řešení první.
<!ELEMENT Entities >
<!ATTLIST Entities
identifiers CDATA #REQUIRED >
Pro větší názornost doporučuji podívat se na přílohu B, ve které je uveden příklad
DMSL dokumentu použitého pro shlukovou analýzu.
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6.4 Návrh rozhraní algoritmů
Úkolem bylo vhodně navrhnout rozhraní, které by splňovalo požadavky vytyčené v sekci
6.1 a zohlednit navrhnuté úpravy jazyka DMSL. Za tímto účelem byla navržena abstraktní
třída ClusterAlgorithmInfo, která ale neobsahuje pouze abstraktní metody.
6.4.1 ClusteringAlgorithmInfo
Úkolem této třídy je poskytnout ostatním třídám, které chtějí využívat shlukovací algoritmy,
jednotné rozhraní pro ukládání/načtení parametrů, spouštění shlukovací úlohy či zobrazení
specifického vstupního panelu. Uchovává dva důležité atributy - nastavení parametrů typu
ClusteringSettings a vstupní panel pro zadávání parametrů typu AlgorithmInputPanel.
Třídy pro tyto atributy jsou popsány v následujících kapitolách 6.4.2 a 6.4.3. Pro lepší
názornost uvádím diagram tříd na obrázku 6.2. Tento ani další uvedené UML diagramy si
nekladou za cíl obsáhnout všechny atributy a metody obsažené ve třídách a jejich hlavním
účelem je ukázat vztahy mezi třídami a popřípadě uvést nejdůležitější metody.
Obrázek 6.2: Diagram tříd ClusterAlgorithmInfo, ClusteringSettings
a AlgorithmInputPanel. Je zde také vidět klienta třídy ClusterAlgorithmInfo a tím je
ClusterModule, který je představen v sekci 6.5. Rovněž je uvedena jedna třída, která dědí
od ClusterAlgorithmInfo - DenclueInfo. U všech tříd kromě ClusterAlgorithmInfo
jsou záměrně vynechány jejich atributy a metody pro zvýšení přehlednosti.
Tato třída dále obsahuje metody pro načtení vstupních parametrů z DMSL a také jejich
uložení do DMSL. Obojí je řešeno stejným principem. Při načítání z DMSL je zavolána
veřejná konkrétní metoda loadAllSettingsFromDMSL(), která zajistí načtení společných
parametrů a ve svém těle zavolá abstraktní metodu loadSettingsFromDMSL(). Imple-
mentace této metody pro vybraný algoritmus pak zajistí správné načtení svých specifick-
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ých parametrů. Při ukládání do DMSL jsou využívány metody updateDMSLTask() nebo
initDMSL(). Ty volají privátní metodu getDMSLTask(), která zajistí uložení společných
vlastností a využívá abstraktní metodu getDMSLAlgorithmSettings(). Konkrétní imple-
mentace opět zajistí správné uložení specifických nastavení algoritmu.
Jednou z nejdůležitějších abstraktních metod je getClusteringModel(), která zajistí
spuštění dolovací úlohy, vytvoření a vrácení shlukovacího modelu.
Každý algoritmus musí mít možnost prezentovat dodatečnou znalost, a to opět jak
v DMSL tak grafickým výstupem. Pro získání řetězce reprezentujícího DMSL elementy
slouží metoda getDMSLKnowledge() a pro načtení znalosti z DMSL dokumentu metoda
loadKnowledgeFromDMSL(). Obě dvě mají prázdnou implementaci a konkrétní implemen-
tace má možnost tyto metody přepsat. Obdobným způsobem je řešeno i zobrazení grafick-
ého výstupu. Ve třídě se nachází metoda getAdditionalPanels(), která vrací pole třídy
AdditionalPanel a v základní implementaci vrací toto pole prázdné. Pokud je potřeba,
metoda se opět v podtřídě přepíše.
Při návrhu třídy ClusteringAlgorithmInfo bylo využito dvou návrhových vzorů z [5].
Prvním z nich je Strategy. Klient, který bude třídu využívat, může využít několika imple-
mentací vytvoření shlukovacího modelu a ke všem pak přistupuje přes jednotné rozhraní.
Zároveň lze na třídu pohlížet jako na vzor Facade, protože třída reprezentuje celý podsys-
tém všech operací s algoritmy - jejich načítání/ukládání do DMSL, zobrazování vstupních
panelů a další.
6.4.2 Uchování vstupních parametrů - ClusteringSettings
Vstupní parametry jsou přístupny v objektu typu ClusteringSettings, ve kterém se
uchovává nastavení vstupních parametrů pro algoritmy. Zde je patrná inspirace z JDM,
kde existuje obdobné řešení. Stejně jako ClusterAlgorithmInfo je i ClusteringSettings
abstraktní třídou. Samotná abstraktní třída poskytuje přístup ke třem společným parame-
trům, které všechny algoritmy potřebují.
• jméno vstupní tabulky (dolovací matice)
• primární klíč ve vstupní tabulce
• vzdálenostní funkce – jedna z nabízených vzdálenostních funkcí
Každý algoritmus pak musí mít vytvořenou vlastní třídu, která dědí od této abstraktní
třídy a navíc přidá uchování a přístup ke svým specifickým parametrům.
6.4.3 Vstupní panel - inputPanel
Každý algoritmus musí zajistit pro uživatele zobrazení vstupního panelu pro zadávání vs-
tupních parametrů. V úvahu připadala ještě možnost, kdy by byly tyto vstupní panely gene-
rovány z atributů, uvedených v konkrétní podtřídě, která by dědila z ClusteringSettings.
Pro každý atribut by se vytvořilo vstupní textové pole. První uvedené řešení jsme zvolili
z důvodu, aby autor algoritmu měl možnost sám ovlivnit vzhled vstupního panelu a pří-
padně použít prvky z grafické knihovny Swing, které uzná za vhodné.
Vstupní panel musí dědit od třídy AlgorithmInputPanel, uvedené na diagramu v o-
brázku 6.3. Princip je stejný jako pro výše popsanou třídu k uchování vstupních parametrů
ClusteringSettings. Třída má tyto abstraktní metody:
• setSettings – vyplnění formulářových polí na základě vkládaného nastavení
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• getSettings – vrácení nastavení dle hodnot uložených ve formulářových oknech
• hasValidInput – kontrola, zda uživatel zadal správné rozsahy hodnot do formulá-
řových oken a zamezení tak zadání nesprávných hodnot (při zadání špatných hodnot
a jejich potvrzení kliknutím na tlačítko OK je zobrazena varovná hláška a okno nelze
zavřít )
Obrázek 6.3: Diagram abstraktní třídy AlgorithmInputPanel
6.4.4 Sumarizace rozhraní
Všechny shlukovací algoritmy jsou umístěny v balíčku algorithms. Tam má každý z nich
vytvořen vlastní balíček. V něm musí mít třídu, která dědí od ClusteringAlgorithmInfo
a pak je v ní potřeba implementovat všechny abstraktní metody. K tomu je zapotřebí
vytvoření třídy, která dědí od ClusteringSettings a vstupní panel, jenž dědí od třídy
AlgorithmInputPanel.
6.5 Shlukovací model
Úkolem každého algoritmu je vytvořit shlukovací model. Jeho struktura je dobře patrná
z kapitoly 6.3.2, která je věnována úpravám v DMSL elementu Knowledge. Pro jeho im-
plementaci byl využit návrhový vzor Composite, který umožňuje dobře modelovat hier-
archičnost. Návrhový vzor lze dobře rozpoznat na diagramu tříd na obrázku 6.4. Třída
ClusteringModel obsahuje jako atribut kolekci shluků. V případě plochého modelu se
jedná o výsledné listové shluky, u hierarchického modelu je kolekce tvořena jediným koře-
novým shlukem, ve kterém pak jsou shluky další. Do CompositeCluster lze vkládat nové
shluky, do LeafCluster naopak datové objekty reprezentované třídou DatasetEntity.
Model sám poskytuje metodu pro získání řetězce, který jej reprezentuje v jazyce DMSL.
Ve třídě ClusteringModel jsou umístěny statické metody pro načtení modelu z DMSL. Dále
je například možné vyhledávat shluky na základě jejich identifikátoru.
O aplikaci modelu na vstupní data a o souvisejícím napojení shlukovacího modulu na
ostatní moduly pojednává kapitola 6.9.
6.6 Vytvoření modulu
Samotný modul je reprezentován třídou ClusteringModule, která rozšiřuje abstraktní třídu
MiningPiece. Při implementaci jsme museli přepsat následující metody:
• afterAcceptEvent() – vložení nové dolovací matice do DMSL dokumentu, aby mohla
být komponenta navázána na další moduly.
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Obrázek 6.4: Diagram tříd pro shlukovací model, použití návrhového vzoru Composite
• afterConnectEvent() – naplnění nové dolovací matice původními sloupci a přidání
nového atributu pro shlukování. Tento i předcházející bod jsou detailněji popsán
v sekci 6.9.
• openCustomizingDialog(), getOutputPanel() – otevření panelů pro zadání vstup-
ních parametrů, respektive výsledné znalosti
• clone() – protože nové instance modulu na pracovní ploše nevznikají v konstruktoru,
ale klonováním, bylo potřeba tuto metodu přepsat a vždy v ní zavolat vytvoření a ini-
cializaci všech algoritmů, které jsou zaregistrovány v ClusterAlgorithmRegistry.
V opačném případě by si totiž vzájemně přepisovaly nastavení vstupních parametrů.
• afterRemoveEvent() a ostatní obsluhy událostí – většinou podobná implementace
jako ve všech již vytvořených modulech.
Zde se rovněž řeší načítání všech shlukovacích algoritmů, které chceme v systému použít.
Pro správu všech shlukovacích algoritmů byla vytvořena v balíčku algorithms statická
třída ClusterAlgorithmRegistry. Pomocí metody add(Class) se proto v konstruktoru
třídy ClusteringModule vloží do tohoto registru pro každý shlukovací algoritmus třída,
která jej reprezentuje. Je to ta, jež dědí od ClusterAlgorithmInfo.
Spuštění dolovací úlohy probíhá v metodě run. Pro shlukování se zavolá na aktuálně
použitý algoritmus získání shlukovacího modelu, následně jeho aplikace a uložení změn do
elementu Knowledge v DMSL.
6.6.1 Uživatelské rozhraní
Třídy uživatelského rozhraní jsou umístěny v balíčku gui. Poskytují uživateli zadávání
vstupních parametrů a prezentaci výsledné znalosti.
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Vstupní uživatelský panel obsahuje tři společné formulářové výběry, které lze vidět na
obrázku 7.3.
• algoritmus – nabídka shlukovacích algoritmů, na základě výběru se zobrazí ve spodní
části panelu nabídka parametrů specifických pro daný algoritmus.
• primární klíč – nabídka sloupců ze vstupní tabulky, ze které uživatel vybírá primární
klíč.
• vzdálenostní funkce – na základě vybraného algoritmu je uživateli nabídnut seznam
vzdálenostních funkcí, které algoritmus podporuje.
Prezentace vydolované znalosti (modelu) formou vizualizace byla záležitostí Bc. Riedla.
Bylo vytvořeno několik grafů a diagramů dostupných pro všechny algoritmy. Každý z al-
goritmů pak má možnost vytvořit své grafy či diagramy, které si výstupní panel zavolá
metodou getOutputPanels(), jenž má na výstupu kolekci panelů JPanel. Všechny vý-
stupní panely jsou uživateli dostupné po proběhnutí dolovací úlohy v komponentě Report,
kterou lze na modul napojit. Více informací lze nalézt v práci Bc. Riedla [25].
Následující podkapitoly popisují práci na společné části pro algoritmy, kterou jsem již vypra-
coval samostatně.
6.7 Vnitřní reprezentace dat
Protože letos v rámci našich diplomových prací vznikají algoritmy, které jsou řešeny na
klientské straně, bylo potřeba pro ně vytvořit vhodnou reprezentaci. Tato reprezentace se
pak dá využít i při tvorbě modelu a jeho vizualizaci. Výsledkem je třída DataSet, která před-
stavuje vstupní datovou tabulku. Třída je tvořená datovými objekty třídy DatasetEntity,
jež lze chápat jako řádky vstupní tabulky. Všechny tyto třídy pro práci s reprezentací dat
se nacházejí v balíčku data.
Pomocí vytvořeného rozhraní pro přístup k databázi IDatabaseAPI se ze zadané tabulky
v databázi vytvoří datová sada. Použití databázového rozhraní znamená, že řešení není
závislé na použitém databázovém serveru a při změně současného ORACLE bude fungovat
i na jiných. Při načítání vzniká datová sada s dimenzí o jedna nižší než původní tabulka,
protože se zde neobjevuje sloupec s primárním klíčem. Atributy vstupní tabulky mohou
být trojího typu: REAL, INT a STRING. Pro shlukovou analýzu jsou pak převedeny na
dva nové typy:
1. INTERVAL - reprezentuje intervalovou, neboli numerickou proměnnou. Atribut
bude intervalového typu pokud sloupec z původní tabulky bude typu REAL. Rovněž
se sem zařadí i atribut typu INT, pokud počet hodnot, kterých v tabulce nabývá je
větší než 20.
2. NOMINAL - pokud bude vstupní datový typ STRING. Také se sem zařadí typ INT,
pokud počet jeho hodnot bude menší nebo rovno 20.
Vnitřní reprezentace hodnot v datových objektech typu DatasetEntity je pole typu
double. U nominálních atributů se pak spočítá počet N hodnot, kterých nabývají a jsou
pak uloženy jako číselníky od 1−N . Zároveň je uloženo mapování těchto číselných hodnot
na jejich původní, vetšinou řetězcovou, reprezentaci.
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6.8 Vzdálenostní funkce
Pro vzdálenostní funkce vzniklo rozhraní DistanceFunction s metodami pro výpočet vzdá-
lenosti mezi dvěma datovými objekty stejné dimenze. Ty mohou být reprezentovány buď
polem typu double nebo třídy DatasetEntity. Konkrétní funkce pak musí implementovat
toto rozhraní. Výhodou tohoto přístupu je, že v datové sadě lze řešit výpočet vzdáleností
dvou datových objektů pomocí vzoru Strategy. Na atribut typu rozhraní DistanceFunction
se zavolá metoda typu spočti vzdálenost a není potřeba vědět, o jakou konkrétní funkci se
jedná.
Další metodu, kterou musí implementovat, je získání typu vzdálenostní funkce, jež je
výčtového typu Enum, konkrétně DistanceFunctionType. Algoritmy tento typ používají
pro určení, jaké vzdálenostní funkce podporují. Pro tvorbu vzdálenostních funkcí se používá
třída DistanceFunctionFactory. Jedná se o návrhový vzor Factory, kdy na základě typu
funkce předaného pomocí DistanceFunctionType je vytvořen správný typ vzdálenostní
funkce. Pro lepší názornost je uveden diagram na obrázku 6.5.
Obrázek 6.5: Diagram tříd pro práci se vzdálenostními funkcemi
V systému byly doposud implementovány vzdálenostní funkce pro eukleidovskou, kosi-
novou a manhattonskou vzdálenost. Navíc vznikla na základě kapitoly 3.2.4 funkce, která
si poradí s různými typy proměnných.
6.9 Napojení na další moduly
Výstupem současně vytvořených dolovacích modulů je znalost reprezentována DMSL ele-
mentem Knowledge a v grafu komponent je možnost jejich výstup napojit na komponentu
Report, ve které pak probíhá vizualizace vydolované znalosti. Toto platí v plné míře i pro
shlukovací modul. Výstupní znalostí shlukové analýzy je model, v němž každý shluk ob-
sahuje informace o tom, jaké datové objekty k němu náleží. Jeho vizualizaci si lze prohléd-
nout otevřením zmíněné komponenty Report, která se napojí na shlukovací modul. Současně
lze ale na výstup shlukování pohlížet jako na nově vzniklou tabulku. Jejími sloupci jsou pak
všechny sloupce z původní tabulky, nad kterou byla spuštěna shlukovací úloha a navíc nový
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sloupec, ve kterém je uvedena příslušnost datových objektů ke shluku z vytvořeného mod-
elu. Tabulka pak může opět sloužit jako zdroj dat pro dolování například v modulu asociační
analýzy. Tím, že vznikl nový sloupec, mohou být odhalena nová pravidla.
Za název nového sloupce byl vybrán cluster_id. Hodnoty tohoto sloupce jsou pak
typu STRING z jazyka DMSL a jsou tvořeny z prefixu Cluster_ a identifikátoru shluku
z vytvořeného modelu, např. Cluster_1. Šum reprezentuje řetězec NOISE. V současné
podobě není v tomto případě možnost využít hierarchického modelu. Datovým objektům
jsou přiřazeny pouze listové shluky. Využití hierarchického modelu by vyžadovalo, aby uži-
vatel sám mohl zvolit, která úroveň se v určitých částech hierarchické struktury použije.
Toho lze v současné podobě dosáhnout tak, že se na shlukovací modul napojí kompo-
nenta Transformation a na základě informací z vytvořeného shlukovacího modelu uživatel
manuálně provede změnu.
Pro možnost napojení na další komponenty bylo potřeba v souboru pro virtuální soubo-
rový systém layer.xml nastavit, které komponenty mohou být na shlukovací modul napo-
jeny. Kromě komponenty Report, na kterou lze napojit všechny dolovací moduly, se jedná
o Insight, Transformation, VIMEO, Reduce a dolovací modul asociačních pravidel. Zbylé
klasifikační moduly totiž vyžadují před sebou komponentu Reduce, která rozdělí vstupní
data na trénovací a testovací. Při napojení na další komponenty se využívá stejného principu
jako v komponentách předzpracování - např. Transformation. Je potřeba, aby v dokumentu
jazyka DMSL vznikl nový element DataMiningMatrix pro reprezentaci dat, kterou pak
využije k dolování jedna nebo více navazujících komponent.
Aplikace vytvořeného modelu a napojení na výstup probíhá v následujících krocích:
1. Při vložení shlukovací komponenty na plátno je kromě elementů DataMiningTask
a Knowledge potřeba vytvořit DataMiningMatrix v DMSL z původní vstupní tabulky
a přidat definici nového sloupce pro shluk.
2. Načtení dat ze vstupní tabulky a vytvořeného shlukovacího modelu a na základě
toho zjištění, kterému listovému shluku odpovídají datové objekty. V tomto kroku se
aktualizuje dle vytvořeného modelu DMSL element Knowledge.
3. Na databázovém serveru se vytvoří pomocná tabulka, ve které jsou dva sloupce.
Prvním je identifikátor datového objektu ze vstupní tabulky (její primární klíč) a dru-
hým je příslušnost k listovému shluku.
4. Na databázovém serveru je vytvořena nová tabulka pomocí operace spojení vstupní
a vytvořené pomocné tabulky.
5. V DMSL je uložena informace o jméně výstupní dolovací tabulky.
6.10 Poznámky k implementaci
Všechny třídy jsou vhodně umístěny v následujících balíčcích. Kompletní výčet všech tříd
je uveden na přiloženém CD v dokumentaci vygenerované programem Javadoc. V doku-
mentaci jsou obsaženy rovněž třídy z balíčků pro všechny algoritmy, tedy i těch vytvořených
Bc. Riedlem.
• algorithms – obsahuje další balíčky (pro každý shlukovací algoritmus jeden)
• api – všechna rozhraní a abstraktní třídy
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• data – třídy pro práci s vnitřní reprezentací databázové tabulky.
• distfunctions - třídy pro práci se vzdálenostními funkcemi
• gui – obsahuje vstupní a výstupní panel grafického uživatelského rozhraní
• model – třídy, které tvoří výsledný shlukovacích model





Úkolem této části práce bylo na základě vytvořeného rozhraní implementovat tři shlukovací
algoritmy založené na hustotě popsané v kapitole 4, tj. DBSCAN, OPTICS a DENCLUE.
Při jejich tvorbě se měla zvážit již existující řešení, která byla diskutována v kapitole 4.5,
zejména z dolovacího systému WEKA. U algoritmu DENCLUE se počítalo s tím, že se bude
muset implementovat celý ve vlastní režii.
7.1 Společný postup pro všechny algoritmy
Nejprve bylo potřeba pro všechny algoritmy implementovat rozhraní popsané v předchozí
kapitole. Pro každý algoritmus se tedy vytvořil vlastní balíček. V něm byla vytvořena třída,
která dědí od ClusterAlgorithmInfo, a implementovány všechny abstraktní metody kromě
té, která zajišťuje samotné dolování. Jednalo se zejména o načítání a ukládání nastavení
do dokumentu DMSL. Pro to, aby byly implementovány všechny abstraktní metody, bylo
zapotřebí vytvořit ještě třídy pro zobrazení panelu, načtení parametrů a třídu pro uchování
těchto parametrů. Rovněž bylo potřeba pro každý algoritmus specifikovat, které vzdále-
nostní funkce nabízí. Ukázka vstupního panelu je uvedena na obrázku 7.3 v poslední části
této kapitoly, tj. 7.6.
7.2 Použití systému WEKA
Dolovací systém WEKA je napsán v jazyce JAVA a poskytuje aplikační programátorské
rozhraní (API) pro jeho snadné využití i v jiných projektech. Pro mou práci je zajímavá
zejména jeho nabídka několika shlukovacích algoritmů. V systému je zahrnut známý Simple
K-Means, Expectation Maximization a rovněž dva z mnou přidávaných algoritmů DBSCAN
a OPTICS. Tyto algoritmy nebyly vytvořeny přímo autory systému WEKA, ale vznikly jako
příspěvky jiných autorů.
Celý systém WEKA byl do vyvíjeného systému DataMiner integrován formou knihovny.
Byl zapouzdřen do modulu dm-weka-wrapper, který je potřeba ve shlukovacím modulu
zpřístupnit. V tuto chvíli má modul přístup ke všemu, co WEKA nabízí.
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Konverze dat
WEKA používá pro reprezentaci vstupních dat předávaných algoritmům třídu Instances
z balíčku core. Ta obsahuje kromě vstupních dat ještě informace o jménech datových
atributů. Datové objekty jsou reprezentovány třídou Instance, která přijímá v konstruk-
toru pole typu double. Lze proto pro načítání z databáze využít obdobný způsob jako pro
mnou vytvořenou datovou sadu DataSet. Takto uchovávaná data jsou po dolování identi-
fikovatelná podle toho, v jakém pořadí byla do třídy Instances vkládána. Data uložená
ve vstupní databázové tabulce jsou ale identifikovatelná pomocí primárního klíče. Celou
třídu Instances jsem tedy zapouzdřil do vlastní třídy WekaDataset, která navíc obsahuje
atribut třídy Map pro mapování objektů podle čísla řádku na primární klíč vstupní databá-
zové tabulky. Celou tuto funkčnost zajišťuje statická metoda loadInstancesFromDB() ve
třídě WekaUtils.
Sestavení modelu
Ve chvíli, kdy jsou vstupní data načtena v požadovaném formátu, je vytvoření shlukovacího
modelu systému WEKA velice jednoduché. Nejprve se vytvoří objekt reprezentující shluko-
vací algoritmus. Třída každého shlukovacího algoritmu je podtřídou třídy Clusterer. Po-
tom na tento objekt, který se může jmenovat např. clusterer, zavoláme následující metodu.
Objekt instances je třídy Instances.
clusterer.buildClusterer(instances);
Konverze modelu WEKA na námi navržený model
Tímto vznikne model v systému WEKA, který je potřeba převést na námi vytvořený shluko-
vací model popsaný v kapitole 6.5. K jeho vytvoření se využije mapa sestavená při načtení
dat z databáze. Vytvořený model bude vždy plochý a to i v případě, že by se použil algo-
ritmus pro hierarchické shlukování COBWEB. Výsledkem, který WEKA poskytuje, je totiž
přiřazení datových objektů do jejich listových uzlů. Proto pokud by bylo zapotřebí sestavit
hierarchický model, muselo by se to provést zpracováním specifického výstupního řetězce.
Ten lze po proběhnutí shlukování z každého shlukovacího algoritmu získat. Převod na námi
navržený model zprostředkovává metoda getModelFromBuildCluster(), která má na vstu-
pu sestavený model třídy Clusterer a objekt třídy WekaDataset, v němž jsou uchována
data pro dolování v sytému WEKA a mapování na primární klíč ve vestupní databázové
tabulce.
Shrnutí provedení shlukovací úlohy v systému WEKA
V tuto chvíli je přidání kteréhokoliv shlukovacího algoritmu ze systému WEKA velice snad-
nou záležitostí. Je potřeba provést následující kroky:
1. získání dat z tabulky zavoláním metody loadInstancesFromDB()
2. vytvoření objektu reprezentujícího shlukovací algoritmus, nastavení příslušných para-
metrů algoritmu a sestavení modelu




Algoritmus DBSCAN byl nejprve vytvořen přesně v souladu s postupem uvedeným v před-
chozí části a byla využita jeho implementace ze systému WEKA. Počáteční neschopnost
zjistit z modelu, které datové objekty byly odfiltrovány jako šum, se mi později povedlo
vyřešit. Při testování však algoritmus dával někdy podivné výsledky, načež jsem později na
jednom diskuzním fóru1 zjistil, že v implementaci by se mohla vyskytovat chyba. To může
být zapříčiněno právě tím, že algoritmus není dílem autorů systému WEKA, ale vznikl
jako příspěvek. Vytvořil jsem proto vlastní implementaci algoritmu. Další výhodou tohoto
přístupu bylo, že jsem mohl využít více vzdálenostních funkcí, než které nabízí řešení v sys-
tému WEKA - tj. eukleidovskou a manhattonskou funkci. Navíc, dle informací na zmíněném
diskuzním fóru, je potřeba do systému WEKA zadávat odlišné hodnoty parametrů, protože
před shlukováním WEKA provádí určité předzpracování. Toto jsem si později ověřil i při
testování, kdy pro testovanou datovou sadu kosatců bylo skutečně nutné zadávat upravené
parametry. Více o této datové sadě a testování je uvedeno v kapitole 8.
Samotná implementace vznikla výhradně na základě pseudokódu, který je k dispozici
v původním článku autorů v [1]. Ve zkrácené verzi byl rovněž už představen v teoretické
části 4.2. Implementace byla poměrně přímočará a pro průběh algoritmů nebylo potřeba
vytvářet žádné dodatečné struktury. Časová složitost mého řešení je O(n2), protože pro
hledání sousedních objektů nebyl použit prostorový index.
Algoritmus DBSCAN neposkytuje žádnou dodatečnou znalost, kterou by bylo vhodné
ukládat nebo vizualizovat, proto nebylo potřeba toto dále řešit. Výsledkem byl tedy pouze
dříve zmíněný navržený model.
7.3.1 Úpravy DMSL
Pro algoritmus DBSCAN bylo zapotřebí pouze do elementu ClusterAnalysis v elementu
DataMiningTask vložit nový uzel DBSCAN a v něm uložit informace o vstupních parametrech.
<!ELEMENT DBSCAN (Epsilon, MinPoints) >
<!ELEMENT Epsilon (%REAL-NUMBER;) >
<!ELEMENT MinPoints (%INT-NUMBER;) >
Význam elementů - parametrů:
• Epsilon – ε-okolí bodu, ve kterém se hledají sousední body a mohly by společně
s bodem tvořit shluk.
• MinPoints – minimální počet bodů, které je zapotřebí, aby byl sestaven shluk
7.4 OPTICS
Tento algoritmus byl rovněž nejprve implementován pomocí implementace systému WEKA.
Hned ze začátku jsem ovšem narazil na dva palčivé problémy. Vytvořený model vůbec
neposkytoval informace o přiřazených shlucích a navíc z něho nešlo získat pomocnou struk-
turu. Tyto problémy jsem sice nakonec vyřešil, ale ještě předtím jsem začal pracovat na
vlastní implementaci. I přes vyřešení původního problému jsem zachoval mou implementaci.
1http://rapid-i.com/rapidforum/index.php?topic=18.0
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Protože algoritmus OPTICS do systému WEKA dodali stejní autoři jako u DBSCAN, neměl
jsem později důvěru už ani v něj. Výhodou vlastní implementace je navíc opět možnost
použití více vzdálenostních funkcí.
I přesto, že byla nakonec vytvořena vlastní implementace, nechal jsem k dispozici
i původní WEKA implementaci dostupnou ve třídě WekaOpticsTask. Ta může být použita
jako referenční odrazový můstek při potenciálním přidání dalších algoritmů ze systému
WEKA.
7.4.1 Vlastní implementace
Algoritmus OPTICS byl blíže představen v kapitole 4.2. Stejně jako v teoretické části
jsem i při jeho implementaci vycházel z článku, ve kterém byl představen jeho autory [4].
Z hlediska implementace lze algoritmus rozložit do dvou fází:
1. vytvoření seřazené struktury
2. přiřazení datových objektů do shluků na základě vytvořené struktury z prvního kroku.
Vytvoření seřazené struktury
Nejprve jsem vytvořil reprezentaci výsledné seřazené struktury. Bude uchována v seznamu
List<OrderedStructureEntity>. Třída OrderedStructureEntity zapouzdřuje původní
datový objekt a o něm navíc dodatečné informace, které je potřeba uchovávat, tj. jádrová
vzdálenost (core-distance) a dosažitelná vzdálenost (reachability-distance). Tyto proměnné
společně s ostatními symboly použitými v této části byly popsány v kapitole 4.2. Stejně tak
jsem vytvořil pomocný seznam stejného typu, do kterého jsem zapouzdřil původní data.
Během algoritmu se totiž objektům mění jejich pomocné vzdálenostní parametry a to mi
původní reprezentace dat neumožňuje.
Pomocí pseudokódu lze schéma algoritmu této fáze zapsat následujícím způsobem. DB
značí data ze vstupní tabulky reprezentovaná seznamem, který byl popsán v předchozím
odstavci. Proměnné eps a minPts jsou parametry algoritmu a OrderedStructure je výsledná
seřazená struktura.
Vstup: (DB, eps, minPts)
Výstup: OrderedStructure
Metoda:
1. create empty OrderedStructure
2. FOR i FROM 1 TO DB.size DO
3. DataObject := DB.get(i)




Nejdůležitější úlohu algoritmu plní procedura ExpandClusterOrder, ve které probíhá
přidávání prvků do seřazené struktury. Co se děje uvnitř této procedury, lze zjednodušeně
zapsat takto:
ExpandClusterOrder( DataObject, DB, OrderedStructure, eps, minPts )




4. IF DataObject.coreDistance <> UNDEFINED
5. OrderSeeds.update(neighbors)
6. WHILE NOT OrderSeeds.empty()
7. currentObject := OrderSeeds.pull()
8. neighbors := DataObject.findNeighbors(DB,eps)
9. currentObject.countCoreDistance(neighbors,eps,MinPts)
10. OrderedStructure.add(currentObject)
11. IF currentObject.coreDistance <> UNDEFINED THEN
12. OrderSeeds.update()
V prvním řádku probíhá hledání sousedů v okolí délky eps. Toto místo určuje časovou
složitost celého algoritmu. V mém případě nemám použit pro reprezentaci dat prostorový
index, čili složitost tohoto kroku je O(n2). Pro reprezentaci sousedů byla vytvořena množina
Set<CoreDistanceEntity>, která je implementována pomocí TreeSet a prvky jsou v ní
tedy seřazeny. Prvky jsou objekty třídy CoreDistanceEntity, která kromě informací posky-
tovaných OrderedStructureEntity obsahuje ještě informaci o vzdálenosti k bodu, ze které-
ho se zjišťují sousedé. Objekty jsou v množině řazeny právě podle vzdálenosti od hledaného
objektu a to vzestupně. Nejbližší soused je tedy v množině na prvním místě. Toto je pak
důležité při výpočtu core-distance, kdy se využívá minPts-tý nejbližší soused.
Na pátém řádku se objevuje struktura OrderSeeds. Na ni lze pohlížet jako na prio-
ritní frontu, kde je priorita prvku dána jeho reachability-distance. Z ní se vždy v určitý
okamžik vybírá prvek z čela fronty a zařazuje se do výsledné seřazené struktury Ordered-
Structure. Důležité je zmínit metodu update(), která aktualizuje prioritní frontu. Vkládá
nebo přenastavuje reachability-distance u předložených sousedů a na základě toho může
dojít k přeuspořádání prvků ve frontě. Tato struktura je implementována pomocí třídy
OrderSeeds. V ní jsou objekty třídy OrderedStructureEntity uloženy v prioritní frontě
PriorityQueue, jež je jednou z implementací Queue v Javě.
Uvedený pseudokód není detailní, navíc chybí ještě kód pro update prioritní fronty
OrderSeeds. Toto vše lze v případě zájmu nalézt v [4].
Přiřazení objektů do shluků
Z vytvořené seřazené struktury už se velmi snadno a rychle dá získat přiřazení objektů do
shluků. Provádí se průchod strukturou a porovnávají se příslušné dosažitelné vzdálenosti
(reachability-distance) s hodnotou ε′, pro které by mělo platit ε′ ≤ ε. Změna ε′ právě
umožňuje uživateli snadné získání shluků s různou hustotou. Objekty se zařazují do stejného
objektu, dokud je reachability-distance ≤ ε′. Ve chvíli, kdy toto neplatí, považují se objekty
za šum do té doby, než zase klesne hodnota reachability-distance pod ε′. Tento postup je
velice dobře patrný na grafické vizualizaci struktury buď na obrázku 4.3 nebo 7.1.
7.4.2 Vizualizace seřazené struktury
Vizualizace struktury algoritmu OPTICS je jeho nejdůležitější odlišností od DBSCAN.
Proto byl vytvořen přídavný panel do výstupního panelu v komponentě Report pro tuto
strukturu. K vizualizaci byla využita volně dostupná knihovna JMathChart, která už je
importovaná do systému a byla také v mnoha částech použita. Výsledná grafická podoba
je ukázána na obrázku 7.1.
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Obrázek 7.1: Vizualizace seřazené struktury algoritmu OPTICS dostupná jako přídavný
výstupní panel v komponentě Report. Změnou parametru ε′umožňuje uživateli snadno
získat shluky s různou hustotou. Tento parametr je na obrázku znázorněn přímkou, která
protíná graf dosažitelných vzdáleností.
7.4.3 Úpravy DMSL
Úprava DMSL jazyka pro algoritmus OPTICS zahrnovala jak element DataMiningTask,
konkrétně ClusterAnalysis, tak i element Knowledge. Nejprve uvádím definici vstupních
parametrů:
<!ELEMENT OPTICS (Epsilon, MinPoints, EpsilonLine) >
<!ELEMENT Epsilon (%REAL-NUMBER;) >
<!ELEMENT MinPoints (%INT-NUMBER;) >
<!ELEMENT EpsilonLine (%REAL-NUMBER;) >
Význam elementů - parametrů:
• Epsilon,MinPoints – mají stejný význam jako u algoritmu DBSCAN
• EpsilonLine – ε′ umožňuje získat z vydolované seřazené struktury shluky s různou
hustotou. Musí být vždy menší nebo rovno Epsilon. S klesající hodnotou ε′ roste počet
získaných shluků a naopak.
Pomocnou seřazenou strukturu vkládám přímo do elementu Knowledge. Ta obsahuje
jediný atribut reachDistances. V něm se nacházejí čárkou oddělené správně seřazené hod-






Jak bylo zmíněno, algoritmus DENCLUE v systému WEKA implementován není. Nicméně
jsem našel jednu implementaci v C++, která byla popsána v kapitole 4.5. Kód jsem tedy
stáhl, nicméně jsem v něm našel spostu různých chyb a také mnoho neefektivních postupů.
Proto jsem z této implementace nepoužil ani jednu část. Jak bylo zmíněno v teoretickém
rozboru, má algoritmus dvě části - předshlukovací krok s vytvořením pomocné mřížky
a samotný shlukovací krok.
7.5.1 Předshlukovací krok
Cílem předshlukovacího kroku je vytvořit pomocnou strukturu, která urychlí výpočet funkce
hustoty ve shlukovacím kroku. Jak jsem zmínil, dochází při její tvorbě k odfiltrování šumu
a při shlukovacím kroku se tedy počítá pouze s relevantními daty. Tato struktura, konkrétně
mapa, se skládá z hyperkostek, které mají dimenzionalitu takovou, jaká je dimenzionalita
vstupních dat. Pro reprezentaci v programu byla pro mapu vytvořena třída HyperMap
a pro hyperkostku HyperCube. Hyperkostky jsou uloženy v mapě TreeMap. Indexovány
jsou jednoduchým celočíselným klíčem, který udává jeho pozici od určitého počátku. Tím
je počátek souřadnic daný nejmenšími hodnotami atributů. Pro 2D data by to mohlo být
způsobem zobrazeným na obrázku 7.2.
Obrázek 7.2: Ukázka hypermapy s hyperkostkami pro 2D data. Zobrazen je celočíselný klíč,
pomocí kterého lze kostky indexovat. Převzato z [12].
Tvorba mapy a plnění kostkami probíhá následujícím postupem:
1. Zjistí se minimální ohraničující obdélník (MBR - minimal bounding rectangle) vstup-
ních dat a spočítají se podle dané délky hrany hyperkostky indexy hyperkostek
v mapě. Délka hrany je odvozena od parametru σ označující vliv bodu na své okolí.
Tento parametr se vyskytuje v algoritmu ve více částech.
2. Čtou se vstupní datové objekty a spočítá se index hyperkostky, do které by měl patřit.
Pokud hyperkostka, do níž má objekt patřit, neexistuje, tak se vytvoří. Tím vzniknou
pouze takové hyperkostky obsahující nenulový počet objektů.
3. Označí se hyperkostky, které jsou dostatečně hodně zaplněny. Za dostatečně zaplněnou
hyperkostku se považuje ta, pro níž platí:N ≥ (ξ/2d).N značí počet datových objektů
v kostce, ξ je vstupní parametr a d je dimenzionalita dat.
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4. Pro tyto označené hyperkostky se hledají sousedi, se kterými je lze spojit. Dvě kostky
c1, c2 lze propojit, pokud platí: d(mean(c1),mean(c2)) ≤ 4σ, kde mean(c) je středový
bod datových objektů v kostce a d(obj1, obj2) označuje jejich vzájemnou vzdálenost.
V tuto chvíli je mapa hotová a lze ji využít pro shlukování. Důležité je, že s konstantní
složitostí O(1) máme zajištěn přístup k vzájemně sousedícím hyperkostkám.
7.5.2 Shlukovací krok
Shlukovací krok už probíhá pouze nad hyperkostkami, které jsou dostatečně zaplněny a nad
hyperkostkami, které jsou s nimi spojeny. Tyto hyperkostky nazvu relevantní hyperkostky.
Samotné shlukování pak probíhá v těchto krocích:
1. Získám si všechny datové objekty ze zmíněných relevantních hyperkostek a uložím
je do seznamu. K těmto získaným objektům spočítám jejich funkci hustoty, kterou
uložím pro pozdější urychlení výpočtu. Funkce hustoty se počítá pomocí funkce vlivu,
která může být buď gaussovská nebo čtvercová. Pro urychlení výpočtu byl implemen-
tován výpočet lokální funkce hustoty, který počítá vliv pouze u blízkých bodů. Tyto
body jsou dané vztahem 7.1
near(x) = {x1 ∈ c1|d(mean(c1), x) ≤ kσ ∧ ∃connection(c1, c)}, x ∈ c (7.1)
c, c1 jsou příslušné hyperkostky bodů x, x1.
2. Ke všem získaným datovým objektům se hledají jejich atraktory založené na hustotě
(density-attractors). K tomuto se využívá metody hill-climbing založené na funkci
hustoty a gradientu funkce hustoty. Mělo by být nalezeno lokální maximum funkce
hustoty, které reprezentuje shluk. Po nalezení atraktoru se zkontroluje, zda je jeho
hustota dostatečně velká, tj. density ≥ ξ. Metoda hill-climbing velmi často nenalezne
přesně lokální maximum, záleží na velikosti kroku δ, kterým se posunuje ve směru
růstu. Proto autoři doporučují, aby se všechny atraktory vzdálené od sebe 2σ, po-
važovaly za jeden a ten samý shluk. Rovněž je použita heuristika, kdy se během
hledání atraktoru přidávají do stejného shluku i body ležící blízko cesty k lokálnímu
maximu.
3. Lze provést ještě volitelný krok, ve kterém se hledají cesty mezi shluky, a pokud
se naleznou, tak se shluky spojí do jednoho. Takto mohou vznikat shluky libovol-
ného tvaru. V dostupné implementaci v jazyce C++ byl tento problém řešen pomocí
backtrackingu, což mělo za následek výrazné zpomalení celého algoritmu. Mně dávala
experimentálně dobré výsledky metoda, kdy spojuji dva shluky na základě minimální
vzdálenosti 4σ, tedy vstupního parametru vlivu datové entity.
7.5.3 Úpravy DMSL
Co se týče úprav jazyka DMSL, byly potřeba změny pouze v elementu DataMiningTask,
respektive vytvoření nového uzlu DENCLUE v elementu ClusterAnalysis a uložení informací
vstupních parametrů algoritmu.
<!ELEMENT DENCLUE (Sigma, Xi, LineSigma, Influence) >
<!ELEMENT Sigma (%REAL-NUMBER;) >
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<!ELEMENT Xi (%REAL-NUMBER;) >
<!ELEMENT Delta (%REAL-NUMBER;) >
<!ELEMENT Influence (GAUSSIAN|SQUARED) >
Význam elementů:
• Sigma – vliv bodu (datového objektu) na své okolí
• Xi – minimální hodnota hustoty, která je potřebná aby byl atraktor založený na
hustotě (density attractor) považován za shluk
• Delta – krok v proceduře hill-climbing, je využíván při hledání atraktoru založeného
na hustotě a stačí nastavit na malé číslo - přednastavené je 0.01
• Influence – výběr jedné ze dvou funkcí vlivu, buď gaussovské nebo čtvercové. Jejich
definice je uvedena v kapitole 4.3
7.6 Ukázka GUI
Jeden ze vstupních panelů pro shlukovací algoritmy, konkrétně pro algoritmus DENCLUE,
je uveden na obrázku 7.3.
Obrázek 7.3: Ukázka vsutupního panelu algorimtu DENCLUE. Je zde vidět jak nastavení
specifických vstupních parametrů algoritmu, tak i nastavení parametrů, které jsou společné
pro všechny shlukovací algoritmy - primární klíč a vzdálenostní funkce.
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Kapitola 8
Testování a zhodnocení výsledků
K ověření funkčnosti implementovaných algoritmů bylo zapotřebí je otestovat na vhodném
vzorku dat. Při výběru datových sad bylo rovněž přihlédnuto k tomu, že jsem implementoval
algoritmy založené na hustotě a ty by měly umět nalézt shluky libovolného tvaru, nikoliv
jen kulovité. Testované datové sady lze rozdělit do dvou skupin - dvoudimenzionální data
vytvořena v grafickém editoru a reálné datové sady.
8.1 Vlastní datové sady
Pro testování algoritmů jsem si vytvořil několik dvoudimenzionálních dat, nad kterými jsem
spustil shlukování a sledoval, jaké shluky byly vytvořeny. Zvolil jsem 2D data, protože je
lze poměrně lehce vytvořit a výsledky je možné dobře ohodnotit podle vzhledu. Všechny
následující příklady jsem vytvořil pomocí nástroje svm-toy, který je k dispozici v balíku
libsvm 1. Nástroj je sice primárně určený pro vytváření datových sad pro jejich knihovnu
na klasifikaci pomocí SVM, ale dobře posloužil i pro tvorbu dat pro shlukovou analýzu.
Všechny datové sady obsahují dva numerické atributy - hodnoty pro osu x a y.
8.1.1 Data 1 - různá hustota
První datová sada se zaměřuje na schopnost algoritmů odhalit shluky s různou hustotou.
Obsahují tři velké shluky, mezi nimiž se navíc ještě nachází šum - tedy oblasti s nízkou
hustotou. Velký spodní levý shluk navíc obsahuje ještě tři malé shluky, které mají větší
hustotu než ty ostatní. Protože data obsahují i šum, zkoumá se rovněž i schopnost jej
odfiltrovat od shluků. Graficky jsou data znázorněna na obrázku 8.1.
DBSCAN
Co se týče vstupních parametrů, minimální počet bodů potřebných pro tvorbu shluku –
minPts stačí nastavit na menší hodnotu, např. 4. Parametr ε, který určuje velikost prohledá-
vaného ε-okolí bodů, už je potřeba zvolit v závislosti na hledané hustotě. Výsledky jsou
uvedeny v následujícím seznamu a doplněny obrázkem 8.2.
• ε ∈ (0.01; 0.02 > - byly nalezeny pouze 3 malé husté shluky
• ε = 0.03 - byly nalezeny 3 malé husté shluky a navíc shluk, který se nachází na
obrázku v pravém horním rohu
1 Nástroj je k dispozici na URL: http://www.csie.ntu.edu.tw/ cjlin/libsvm
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• ε ∈< 0.04; 0.13 > - nalezeny byly tři velké shluky, tři malé husté už jsou v jediném
shluku.
Obrázek 8.1: Bodový graf pro 2D data obsahující shluky s různou hustotou, data obsahují
celkem 171 objektů.
Obrázek 8.2: Vizualizace pro různé nastavení parametru ε. Graf vpravo má jiné měřítko
než zbylé dva, obsahuje totiž pouze velmi husté shluky nacházející se v levé spodní části.
OPTICS
Tento algoritmus dával podobné výsledky jako předchozí. Důležitý rozdíl je v jednoduchosti
nalézání shluků s různou hustotou. Parametr minPts lze ponechat stejný, a parametr ε
nastavit na 0.2. Parametr ε′ lze ze začátku nastavit stejný jako ε. V komponentě Report
pak nalezneme v kartě Optics structure graf na obrázku 8.3. Tři malá údolí vlevo znázorňují
tři velmi husté shluky a tři zbylá velká údolí velké shluky. Nastavením parametru ε′ pak
mohu určit, kterými body protne červená přímka strukturu a získat požadované shluky.
Například nastavením parametru na 0.3 bychom získali tři velmi husté shluky.
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Obrázek 8.3: Vizualizace struktury OPTICS pro data s různou hustotou shluků. Velké
shluky jsou označeny čísly 4,5 a 6. Shluk 6 se pak skládá ze tří hustých shluků 1,2 a 3.
DENCLUE
Algoritmus DENCLUE je ze všech nejnáročnější na konfiguraci. Nabízí totiž hned 4 vstupní
parametry a není úplně jednoduché jej správně nastavit tak, aby poskytoval výsledky, se
kterými budeme spokojeni. Nalezení tří malých hustých shluků lze dosáhnout nastavením
σ = 0.01, ξ = 4, δ = 0.01 při použití obou funkcí vlivu. Velké shluky pak naleznu po-
mocí nastavení parametrů σ = 0.04, ξ = 5, δ = 0.01 a použití gaussovské funkce vlivu. σ
reprezentuje parametr vlivu datového objektu, ξ značí minimální velikost shlukovací funkce
pro tvorbu shluku a δ velikost kroku v proceduře hill-climbing. Toto označení parametrů
budu používat i v dalších testech bez uvádění vysvětlení.
8.1.2 Data 2 - různé tvary
Ve druhé datové sadě jsem testoval schopnost nalézt shluky jiného než kulovitého tvaru.
Vytvořil jsem ze vstupních bodů útvar podobný kružnici a do něj ještě umístil kříž se
stejně dlouhými stranami. K tomu jsem navíc ještě doplnil šum. Datová sada je uvedena
na obrázku 8.4.
DBSCAN a OPTICS
Oba dva algoritmy velice dobře odhalily oba tvary, o čemž vypovídá výsledek na obrázku
8.5. Snadnější bylo opět nalézt shluky pomocí algoritmu OPTICS díky pomocné struktuře.
Parametry, se kterými dával OPTICS dobré výsledky: ε = 0.1,minPts = 4, ε′ = 0.05.
DENCLUE
Stejně jako předchozí algoritmy, tak i DENCLUE našel správně oba dva shluky a odfiltroval
okolní šum. Tento dobrý výsledek dávaly parametry σ = 0.02, ξ = 1.3, δ = 0.01. Jejich
nalezení ale nebylo tak přímočaré jako u DBSCAN a OPTICS.
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Obrázek 8.4: Bodový graf pro 2D data obsahující shluky různých tvarů, data obsahují
celkem 300 objektů.
Obrázek 8.5: Vizualizace odhalení obou shluků a odfiltrování šumu.
8.2 Databáze kosatců
Pro otestování na reálných datech byla zvolena databáze kosatců 2. Obsahuje informace
o třech druzích kosatců popsané čtyřmi atributy.
• sepal length (width) - délka a šířka kališních lístků
• petal length (width) - délka a šířka okvětních lístků
Počet řádků tabulky je 150. Dva z těchto druhů kosatců jsou si velice podobné, třetí je
od nich poměrně dobře odlišen. Budu zkoumat, jestli shlukovací algoritmy dokážou pouze
na základě čtyř atributů správně rozlišit všechny tyto druhy.
2Datová sada je dostupná ke stažení na URL: http://archive.ics.uci.edu/ml/datasets/Iris
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DBSCAN a OPTICS
Pro oba algoritmy nebylo problémem nalézt dva shluky, z nichž v tom druhém byly ob-
saženy dva podobné druhy kosatců. Pro to, aby dokázal tento shluk vhodně rozdělit na
dva, posloužila opět pomocná struktura algoritmu OPTICS. Parametry, které dávají do-
bré výsledky jsou: ε = 0.6,minPts = 5, ε′ = 0.42. Obdobné parametry pak fungují i pro
DBSCAN. Vhodné je ještě poznamenat, že algoritmy odfiltrují 31 příkladů jako šum. Vi-
zualizaci tří atributů uvádím na obrázku 8.6.
Obrázek 8.6: 3D vizualizace odhalení všech tří shluků kosatců. Zobrazeny jsou tři ze čtyř
atributů.
DENCLUE
U algoritmu DENCLUE se mi opět bez problémů povedlo nalézt dva dostatečně vzdálené
shluky. Shluk, který v sobě obsahoval exempláře dvou podobných kosatců, se mi však i přes
různé nastavení parametrů správně rozdělit nepovedlo. Pro nalezení dvou dobře oddělených
shluků poslouží například nastavení algoritmů σ = 0.4, ξ = 5, δ = 0.01. Data neobsahovala
šum, takže se zde nemohla projevit jedna z výrazných vlastností tohoto algoritmu.
8.3 Zhodnocení
Na vybraných datových sadách jsem ověřil, že všechny algoritmy splňují požadovanou
funkčnost a to hledání shluků založených na hustotě a odfiltrování šumu. Všechny algo-
ritmy jsou primárně určeny pro numerické datové typy, jež byly také při testování použity.
Co se týče nastavování parametrů pro hledání vhodných shluků, za sebe bych doporučil
algoritmus OPTICS. S ním jsem vždy našel požadované shluky rychle a to zejména díky
pomocné struktuře. Naproti tomu nastavování parametrů algoritmu DENCLUE není zrovna
jednoduchou záležitostí a vyžaduje dobrou znalost celého algoritmu. O nastavení parametrů





Návrh dalších možných změn lze rozdělit do dvou kategorií. První se týká rozšíření shluko-
vacího modulu a druhá změn v celém systému.
Implementace dalších shlukovacích algoritmů
Existuje nesmírné množství shlukovacích algoritmů. Společně s Bc. Riedlem jsme systém
rozšířili o celkem pět algoritmů. V současné době je velice jednoduché přidat některé z al-
goritmů dostupné v dolovacím systému WEKA, jako je např. COBWEB, Simple K-Means
a další. Dalšími vhodnými kandidáty by byly některé z momentálně populárních algoritmů
CLARANS nebo BIRCH, jak je uvedeno v [28].
Změny v systému
Zde jsou představeny návrhy změn, které se týkají jiných částí systému, než je shlukovací
modul.
• Bylo by vhodné, aby dolovací úlohu bylo možné na ploše realizovat jako acyklický graf
a ne se jen omezit na strom. V tomto případě by mohla mít komponenta více vstupů
než jen jeden. To by se dalo využít například pro tvorbu komponenty k hodnocení
více klasifikátorů nebo pro Pavlem Riedlem vytvořený modul pro validaci shluků.
• Bylo by vhodné, aby šlo nějakým způsobem programově změnit zobrazované jméno
komponenty na ploše. V našem řešení dáváme modulu jméno podle algoritmu, ale pro
to, aby se název změnil, je zapotřebí tuto změnu potvrdit uživatelem.
• Velice iritující je momentální možnost mít pouze jedinou komponentu typu REPORT
pro prezentaci výsledné znalosti. Elementů znalostí může být v dokumentu DMSL
více, proto si myslím, že by toto nepředstavovalo velký problém.
• Bylo by vhodné vymyslet nový způsob určování, které komponenty mohou být na
vstupu a výstupu. Současné řešení není do budoucna škálovatelné a při dalším růstu
počtu modulů může vzniknout zmatek. Ideálním řešením by bylo definovat různé
typy vstupních a výstupních rozhraní a v modulu by pak bylo určeno, které z těchto
rozhraní je podporováno.
• Několik návrhů na změnu v systému jsem již dříve uvedl při řešení projektu do před-




Úkolem diplomové práce bylo rozšířit momentálně vyvíjený dolovací systém DataMiner na
Fakultě informačních technologií o modul pro shlukovou analýzu. Po dohodě s vedoucím
práce byly zvoleny pro rozšíření tři shlukovací algoritmy založené na hustotě, konkrétně
algoritmy DBSCAN, OPTICS a DENCLUE. Práce navazuje na semestrální projekt, je-
hož úkolem bylo nastudování teoretické části, tj. získávání znalostí z databází, shlukovou
analýzu, konkrétních algoritmů a seznámení se systémem DataMiner. Praktická část pak
měla dvě části – návrh a implementaci společné části modulu pro všechny algoritmy a
implementace vybraných algoritmů založených na hustotě včetně ověření jejich funkčnosti.
Protože společně se mnou měl za úkol rozšířit systém o shlukovací modul ještě Bc. Pavel
Riedl, bylo potřeba s ním na společné části spolupracovat. Společně jsme pak navrhli shluko-
vací modul tak, aby do něj bylo možné jednoduše přidávat další shlukovací algoritmy. Proto
bylo vytvořeno rozhraní v podobě abstraktní třídy. Při tvorbě nového algoritmu je pak
potřeba vytvořit třídu, která dědí z navržené abstraktní třídy a implementovat potřebné
abstraktní metody.
V druhé části jsem implementoval tři vybrané algoritmy založené na hustotě. Byl vy-
tvořen mechanismus, díky kterému je v současné době velice snadné přidat další shlukovací
algoritmy ze systému WEKA. Oproti původním předpokladům nebyly využity stávající
implementace algoritmů DBSCAN a OPTICS z tohoto systému a byla vytvořena imple-
mentace vlastní. Vlastní implementace byla vytvořena rovněž i pro algoritmus DENCLUE.
Funkčnost implementovaných algoritmů byla ověřena na vybraném vzorku dat. První
část tvořily vygenerovaná 2D data pro zjištění schopnosti získat shluky s různou hustotou,
různých tvarů a odfiltrování šumu. Druhou část tvořila reálná datová sada kosatců. Pro
používání uživatelů do budoucna byl doporučen algoritmus OPTICS, protože dle mého ná-
zoru je jeho nastavení parametrů ze všech algoritmů nejjednodušší. Toho dosahuje zejména
díky pomocné seřazené struktuře.
Společně s mnou implementovanými algoritmy přispěl do systému i Bc. Riedl, který
využil dostupné implementace agloritmů Enhanced K-Means a O-Cluster v ODM firmy
Oracle. Pro modul shlukové analýzy je vhodné ještě zmínit modul pro validaci shluků
rovněž vytvořený Bc. Riedlem.
V předposlední kapitole jsem představil a navrhnul změny, které by se mohly v systému
provést v rámci dalšího vývoje na tomto projektu.
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• API - Application Programming Interface - rozhraní pro programování aplikací
• CDDL - Common Development and Distribution License - licence pro svobodný
software
• DB - Database - databáze
• DMSL - Data mining specification language - jazyk založený na XML, který slouží
pro popis celé dolovací úlohy od předzpracování až po reprezentaci znalosti.
• GPL - General Public License - licence pro svobodný software
• JDM - Java Data Mining - standard pro tvorbu systému pro dolování z dat na
platformě Java
• ODM - Oracle Data Mining - rozšíření databázového systému Oracle pro podporu
dolování z dat
• VIMEO - Valid, Invalid, Missing, Empty, Outlier - příznaky hodnot v DMSL pro
čištění dat
• XML - eXtensible Markup Language - obecný značkovací jazyk pro vytváření kon-
krétních značkovacích jazyků
• ZZD - získávání znalostí z databází - proces získávání potenciálně užitečných, netriv-
iálních znalostí z databází.
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Příloha A
Úpravy definice dokumentu DMSL
Změna je chápána inkrementálně vůči [26].
<!-- Entity -->
<!-- ###### -->
<!ENTITY % DISTANCE-FUNCTION "(Euclidean|Mixed|Manhatton|Cosine)" >
<!ENTITY % CLUSTERING-ALGORITHM "(Enhanced K-Means|O-Cluster|
DBSCAN|OPTICS|DENCLUE)" >
<!-- Element DataMiningTask -->
<!-- ###################### -->
<!ELEMENT ClusterAnalysis (UseMatrix, (% CLUSTERING-ALGORITHM;))
<!ATTLIST ClusterAnalysis
algorithm (% CLUSTERING-ALGORITHM;) #REQUIRED
distanceFunction (% DISTANCE-FUNCTION;) #REQUIRED
primaryKey CDATA #REQUIRED >
<!ELEMENT UseMatrix >
<!ATTLIST UseMatrix
matrixRef CDATA #REQUIRED >
<!-- Element Knowledge -->
<!-- ################# -->




algorithmName (% ClusteringAlgorithm;) #REQUIRED
buildTable CDATA #REQUIRED >
<!ELEMENT Clusters (Cluster+) >
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<!ATTLIST Clusters
numberOfLevels NUMBERS #IMPLIED >
<!ELEMENT Cluster (Entities, (Cluster+) ) >
<!ATTLIST Cluster
id NUMBERS #REQUIRED
isLeaf (true|false) #REQUIRED >
<!ELEMENT Entities >
<!ATTLIST Entities
identifiers CDATA #REQUIRED >
<!-- Algoritmy zalozene na hustote -->
<!-- ############################# -->
<!-- DBSCAN -->
<!ELEMENT DBSCAN (Epsilon, MinPoints) >
<!ELEMENT Epsilon (%REAL-NUMBER;) >
<!ELEMENT MinPoints (%INT-NUMBER;) >
<!-- OPTICS -->
<!ELEMENT OPTICS (Epsilon, MinPoints, EpsilonLine) >
<!ELEMENT Epsilon (%REAL-NUMBER;) >
<!ELEMENT MinPoints (%INT-NUMBER;) >





<!ELEMENT DENCLUE (Sigma, Xi, LineSigma, Influence) >
<!ELEMENT Sigma (%REAL-NUMBER;) >
<!ELEMENT Xi (%REAL-NUMBER;) >
<!ELEMENT Delta (%REAL-NUMBER;) >
<!ELEMENT Influence (GAUSSIAN|SQUARED) >
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Příloha B
Ukázka DMSL pro shlukovou
analýzu


































Adresářová struktura přiloženého CD je následující:
• dist - distribuční verze systému pro dolování včetně modulu pro shlukovou analýzu
• examples - příklady datových sad použitých při testování
• docs - dokumentace k projektu
– javadoc - programová dokumentace Javadoc
• sources - zdrojové soubory systému včetně modulu pro shlukovou analýzu, obsahuje
i část modulu zpracovanou P.Riedlem
• thesis - text diplomové práce
– src - zdrojové soubory textu diplomové práce v systému LATEX
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