Differential completions and compactifications of differential spaces are introduced and investigated. The existence of the maximal differential completion and the maximal differential compactification is proved. A sufficient condition for the existence of a complete uniform differential structure on a given differential space is given.
Introduction
This article is the forth of the series of papers concerning integration of differential forms and densities on differential spaces (the first three are [4] , [5] and [6] ). We describe differential completions and differential compactifications of differential spaces which are used in our theory of integration. Section 2 of the paper contains basic definitions and the description of preliminary facts concerning theory of differential spaces. In Section 3 we give basic definitions and describe the standard facts concerning theory of uniform spaces. Results contained in Propositions 3.1-3.4 and in Corollary 3.1 are well known but we give descriptions and proofs of this results in the form which is convenient to our purpose. We introduce the notion of a differential completion of a differential space. We construct differential completions of a differential space using families of generators of its differential structure (Proposition 3.5, Definition 3.8). Section 4 is devoted to the investigation of properties of differential completions. We define some natural order in the set of all differential completions of a given differential space. We prove that for any differential space (M, C) there exists the maximal differential completion with respect to this order (Theorem 4.1). If for the uniform structure defined by some family of generators the space M is complete then the appropriate differential completion of (M, C) is maximal and coincides with (M, C) (Theorem 4.2). At the end we prove that if a differential structure C posses a countable family of generators, then it coincides with its maximal differential completion (Theorem 4.3) . As a corollary we obtain general topological result about the existence on a given topological space a complete uniform structure defining the initial topology (Corollary 4.1). In Section 5 we introduce and investigate the notion of a differential compactification of a differential space. Similarly as in Section 4 we prove the existence of the maximal differential compactification of a given differential space with respect to the suitable order.
Without any other explanation we use the following symbols: N-the set of natural numbers; R-the set of reals.
Differential spaces
Let M be a nonempty set and let C be a family of real valued functions on M . Denote by τ C the weakest topology on M with respect to which all functions of C are continuous. A function f : M → R is called a local C-function on M if for every m ∈ M there is a neighborhood V of m and α ∈ C such that f |V = α |V . The set of all local C-functions on M is denoted by C M . It is easy to see that τ C M = τ C (see [4] , [5] ).
A function f : M → R is called C-smooth function on M if there exist n ∈ N, ω ∈ C ∞ (R n ) and α 1 , . . . , α n ∈ C such that f = ω • (α 1 , . . . , α n ). The set of all C-smooth functions on M is denoted by scC. Since C ⊂ scC and any superposition ω • (α 1 , . . . , α n ) is continuous with respect to τ C we obtain τ scC = τ C (see [4] , [5] ).
A set C of real functions on M is said to be a (Sikorski's) differential structure if: (i) C is closed with respect to localization i.e. C = C M ; (ii) C is closed with respect to superposition with smooth functions i.e. C = scC. In this case a pair (M, C) is said to be a (Sikorski's) differential space (see [9] ). Any element of C is called a smooth function on M (with respect to C).
One can easily prove that the intersection of any family of differential structures defined on a set M = ∅ is a differential structure on M (see [4] , [5] , Proposition 2.1). Then the intersection C of all differential structures on M containing a given set F of real functions on M is a differential structure on M . It is the smallest differential structure on M containing F . It can be proved that C = (scF ) M (see [10] ). This structure is called the differential structure generated by F and is denoted by gen(F ). Functions of F are called generators of the differential structure C. We have also τ (scF ) M = τ scF = τ F .
Let (M, C) and (N, D) be differential spaces. A map F : M → N is said to be smooth if for any β ∈ D the superposition β •F ∈ C. We will denote the fact that F is smooth writing F : (M, C) → (N, D). If F : (M, C) → (N, D) is a bijection and F −1 : (N, D) → (M, C) then F is called a diffeomorphism.
If A is a nonempty subset of M and C is a differential structure on M then C A denotes the differential structure on A generated by the family of restrictions {α |A : α ∈ C}. The differential space (A, C A ) is called a differential subspace of (M, C). One can easy prove that F :
is a diffeomorphism then we say that F : M → N is a diffeomorphism onto its range (in (N, D)). In particular the natural embedding A ∋ m → i(m) := m ∈ M is a diffeomorphism of (A, C A ) onto its range in (M, C).
If {(M i , C i )} i∈I is an arbitrary family of differential spaces then we consider the Cartesian product i∈I M i as a differential space with the differential structureˆ i∈I C i generated by the family of functions F := {α i • pr i :
coincides with the standard product topology on i∈I M i . We will denote the differential structureˆ
In the case when I is an n-element finite set, the differential structure C ∞ (R I ) coincides with the ordinary differential structure C ∞ (R n ) of all real-valued functions on R n which posses partial derivatives of any order (see [9] ). In any case a function α : R I → R is an element of C ∞ (R I ) iff for any a = (a i ) ∈ R I there are n ∈ N, elements i 1 , i 2 , . . . , i n ∈ I, a set U open in R n and a function ω ∈ C ∞ (R n ) such that a ∈ U [i 1 , i 2 , . . . , i n ] := {(x i ) ∈ R I : (x i 1 , x i 2 , . . . , x i n ) ∈ U } and for any
Let F be a family of generators of a differential structure C on a set M . The generator embedding of the differential space (M, C) into the Cartesian space defined by F is a mapping φ F :
If F separates points of M the generator embedding is a diffeomorphism onto its image. On that image we consider a differential structure of a subspace of (R F , C ∞ (R F )) (see [5] , Proposition 2.3). Let K be a field. A differential structure C K is called a field differential structure if the field operations are smooth with respect to C K and C K⊗ C K . Then the pair (K, C K ) is called a differential field. If V is a vector space over the field K then a differential structure C on V is said to be a vector space differential structure if the suitable vector space operations are smooth with respect to C, C⊗C and C K , where C K is a field differential structure on K. In this case the pair (V, C) is called a differential vector space. If K = R or K = C we take C K = C ∞ (K) as a standard field differential structure. If F is a family of constant functions and (some) linear functionals defined on V then the differential structure C generated by F on V is a vector space differential structure (see [4] , Proposition 2.3).
By a tangent vector to a differential space (M, C) at a point m ∈ M we call an R-linear mapping v : C → R satisfying the Leibniz condition: The set T M can be endowed with a differential structure in the following standard way. We define the projection π : T M → M such that for any m ∈ M and any v ∈ T m M π(v) = m.
For any α ∈ C we define the differential (or the exterior derivative) of α as a map dα : T M → R given by the following formula
Then we define T C as the differential structure on T M generated by the family of functions T C 0 := {α • π : α ∈ C} ∪ {dα : α ∈ C}. From now on we will consider T M as a differential space with the differential structure T C. We have π : (T M, T C) → (M, C). For any m ∈ M we will denote by dα m the restriction dα |T m M . It is clear that dα m is a linear functional on T m M . Hence the pair (T m M, T C T m M ) is a differential vector space. It is easy to show that T m M is a Hausdorff space (with respect to the topology induced by T C T m M -see [4] , Theorem 3.1).
Let (M, C) and (N, D) be differential spaces and let F : (M, C) → (N, D). Then for any v ∈ T M the linear functional T F (v) : D → R given by the formula
is an element of T F (π M (v)) , where π M : T M → M is the natural projection (see [6] , Proposition 2.4). The map T F : T M → T N given by the formula (1) is called the map tangent to F . It is well known that T F : (T M, T C) → (T N, T D) and π N •T F = F •π M , where π M : T M → M and π N : T N → N are natural projections (see [9] or [6] , Proposition 2.5).
Let us consider the differential space (R I , C ∞ (R I )). The differential structure C ∞ (R I ) is generated by the family of projections F :
For any
is well defined (in some neighbourhood of x the function α depends on finite number of variables x i ) and is a vector tangent to R I at x. On the other hand, if u ∈ T x R I and for any i ∈ I we denote v i := u(pr i ) then for any
Then we identify the set T x R I with {x} × R I . Consequently we identify the set T R I with R I × R I . In this case the differential structure T C ∞ (R I ) is generated by the family of functions
Hence for any j ∈ I
It means that T C ∞ (R I ) = C ∞ (R I ×R I ) and consequently for any x ∈ R I the differential structure T C ∞ (R I ) T x R I is generated by the family of projections
be the generator embedding of the differential Hausdorff space (M, C) defined by some family of generators F . Then we can identify differential spaces (M, C) and
Theorem 2.1. Let I be an arbitrary nonempty set and let X be a nonempty subset of the Cartesian space R I . Then for any
For the proof see [4] , Theorem 3.2. 
Uniform structures and completions of a differential space defined by families of generators
For the general theory of uniform structures and completions see [7] , Chapter 8 or [1] . It is also described in [8] , [5] and [6] . Here we introduce notions and collect results which are necessary to develop our theory of differential completions of differential spaces. We start with the definition of the uniform structure given on a differential space by a family F of generators of its differential structure.
Let F be a family of real-valued functions on a set M and let (M, C) be a differential space such that C = (scF ) M and (M, τ C ) is a Hausdorff space (the last is true iff the family C separates points in X iff the family F separates points in X). On the set M the family F defines the uniform structure U F such that the base B of U F is given as follows:
where
(see [5] , Proposition 3.1).
Definition 3.1. The uniform structure U on a set M is said to be a differential uniform structure on the differential space (M, C) if there exists a family F of generators of C such that U = U F , where U F is defined by the base (2) . The uniform space (M, U F ) is said to be the uniform space given by the family of generators F .
If we have two different families F 1 and F 2 of generators of a differential space (M, C), then the uniform structures U F 1 and U F 1 can be different too.
If F is a family of generators of a differential structure C on a set M , then we define a uniform structure U T F on the space T M tangent to the differential space (M, C) using the family of real-valued functions
where π : T M → M is the natural projection and df : T M → R, df (v) = v(f ). As we know from the previous section, the family T F generates the natural differential structure T C on T M . The base D of U T F is given by:
Let (X, U ), and (Y, V) be uniform spaces.
In other words, for every
It is clear that if F is a family of generators of the differential structure C on the set M then any element of F is a uniform mapping with respect to the uniform structure U F on M and the standard uniform structure on R.
It is easy to prove that: (i) any uniform mapping f : [7] ).
A mapping f , which is uniform with respect to uniform structures U and V, could not be uniform with respect to another uniform structures U and V defined on X and Y respectively, even if the topologies τ U , τ U , τ V and τ V fulfil equalities: τ U = τ U and τ V = τ V (see [6] , Example 3.2).
A bijective mapping f :
is a uniform homeomorphism if f −1 is a uniform mapping. Then we say that (X, U ) and (Y, V) are uniformly homeomorphic. By (i) it is obvious that if f : (X, U ) → (Y, V) is a uniform homeomorphism then f is a homeomorphism of the topological spaces (X, τ U ) and (Y, τ V ).
Let (X, U ) be a uniform space and let A ⊂ X. Then the family
is called the uniform subspace of the uniform space (X, U ). Note that if F is a family of generators of a differential structure C on a set M , A ⊂ M and F |A = {f |A : f ∈ F }, then the uniform space (A, U F |A ) is a uniform subspace of the uniform space (M, U F ).
Let (X, D) be a uniform space and V ∈ D. A set U ⊂ X is said to be small of rank V if ∃x ∈ U ∀y ∈ U [(x, y) ∈ V ] (see [5] , Definition 2.2). If we define the ball K(x, V ) as a set:
If F ⊂ X and V ∈ D we define the V-neighbourhood of F as a set
Now we recall basic notions and facts concerning the theory of filters, Cauchy filters and completions of uniform spaces.
A nonempty family F of subsets of a set X is said to be a filter on X if:
is a filter on X. It is called the filter defined by B and B is called the base of F .
It is easy to show that if {F i } i∈I is the family of filters on the set X then the intersection i∈I F i is a filter on X (see [6] , Proposition 3.1).
Let X be a topological space. We say that a filter F on X is convergent to x ∈ X (F → x) if for any neighbourhood U of x there exists F ∈ F such that F ⊂ U (i.e. U ∈ F ). If for any i ∈ I the filter F i → x then i∈I F i → x (see [6] , Proposition 3.2).
We say that two Cauchy filters F 1 and F 2 are in the relation R if
Proposition 3.1. Two filters F 1 and F 2 on the uniform space (X, U ) are in the relation R iff F 1 , F 2 and F 1 ∩ F 2 are Cauchy filters on X.
Proof. (⇒) Suppose F 1 and F 2 to be in the relation R and fix
On the other hand, for any y 1 , y 2 ∈ K(F 1 , W ) there are x 1 , x 2 ∈ F 1 such that (y 1 , x 1 ), (y 2 , x 2 ) ∈ W . For an arbitrarily chosen z ∈ F 2 we have (z, x 1 ), (z, W ) is an element of F 1 , F 2 and F 1 ∩ F 2 , all these filters are Cauchy filters.
Proposition 3.2. The relation R described in Definition 3.8 is an equivalence relation on the set CF (X) of all Cauchy filters on the uniform space (X, U ).
Proof. It is obvious that for any Cauchy filters F 1 and F 2 on X we have F 1 RF 1 , and if F 1 RF 2 then F 2 RF 1 . Suppose now F 3 to be such a Cauchy filter on X that F 1 RF 2 and
For any Cauchy filter F on X we denote by [F ] the equivalence class of F with respect to the equivalence relation R given in Definition 3.8. 
G is a Cauchy filter on X equivalent to F . Since for any
G is the minimal element of [F ] with respect to the ordering relation ⊂ on the family of all filters on a set X. For the proof see [1] , [7] or [8] .
It is well known that the uniform space of reals (R, U ) with the standard uniform structure U = U {id R } defined by the one element family of functions {id R } (or by the standard metric) is complete. We have also more general 
Proof. Let F be a Cauchy filter on R I . Since for any i ∈ I the map pr i is uniform we obtain that the family pr i (F ) = {pr i (F ) : F ∈ F } is a filtering base of some Cauchy filter on R. Then the Cauchy filter corresponding to pr i (F ) converges to some y i ∈ R. Putting y(i) := y i , i ∈ I we obtain function y ∈ R I such that F → f .
Any uniform space can be treated as a uniform subspace of some complete uniform space. We have the following (i) there exists a complete uniform space ( X, U) and a set A ⊂ X dense in X (with respect to the topology τ U ) such that (X, U ) is uniformly homeomorphic to (A, U A ); (ii) if the complete uniform spaces ( X 1 , U 1 ) and ( X 2 , U 2 ) satisfies condition of the point (i) then they are uniformly homeomorphic.
For the details of the proof see [1] or [8] . Here we only want to describe the construction of ( X, U ).
Let X be the set of all minimal Cauchy filters in X. For every V ∈ U we denote by V the set of all pairs (F 1 , F 2 ) of minimal Cauchy's filters, which have a common element being a small set of rank V. We define a family U of subsets of set X × X as the smallest uniform structure on X containing all sets from the family { V : V ∈ U }. 
Definition 3.6. The differential structure D on N is an extension of the differential structure C from the set M to the set N if C = D M (if we get the structure C by localization of the structure D to M ).
For the sets N, M and the differential structure C on M we can construct many different extensions of the structure M to N . Example 3.3. If for each function f ∈ C we assign f 0 ∈ R N such that f 0|M = f and f 0|N \M ≡ 0, then the differential structure generated on N by the family of functions {f 0 } f ∈C is an extension of C from M to N . Similarly, if for each function f ∈ C we assign the family F f := {g ∈ R N : g |M = f }, then the differential structure on N generated the family of functions F := f ∈C F f is an extension of C from M to N . If the set N \M contain at least two elements, then the differential structures generated by the families {f 0 } f ∈C and F are different. Definition 3.7. If τ is a topology on the set N , then the extension D of the differential structure C from M to N is continuous with respect to τ if each function f ∈ D is continuous with respect to τ (τ D ⊂ τ ).
If on the set N there exists a continuous with respect to some topology τ extension of the differential structure C from the set M ⊂ N , then the structure C is said to be extendable from the set M to the topological space (N, τ ).
Example 3.4. The differential structure C ∞ (R) Q is extendable from the set of rationales to the set of reals. The continuous extensions are e.g. C ∞ (R) and the structure D generated on R by the family of the functions Proof. Let φ G be the generator embedding of the differential space (M, C) into the Cartesian space (R G , C ∞ (R G )) defined by G. Then the closure φ G (M ) is a complete subspace of the complete uniform space R G (see Theorem 3.1 and Proposition 3.4). We know that φ G :
) is a diffeomorphism and pr g • φ G = g for any g ∈ G.
Moreover φ G (M ) is dense in φ G (M ). Then identifying any g ∈ G with pr g |φ G (M ) , C with C ∞ (R G ) φ G (M ) and putting M := φ G (M ) we obtain that g should be identify with pr g |φ G (M ) and D = C ∞ (R G ) φ G (M ) . We have also
Definition 3.8. The differential space ( M , D) constructed in Proposition 3.7 will be called the differential completion of the differential space (M, C) defined by the family of generators G. The set M will be denoted by compl G M and the differential structure D will be denoted by compl G C.
The maximal differential completion
Let us consider two families G and H of generators of a differential structure C on a set M = ∅. If G ⊂ H then for uniform structures U G and U H we have: U G ⊂ U H . Consequently, any Cauchy filter with respect to U H is a Cauchy filter with respect to U G . In particular, any minimal Cauchy filter with respect to U H is a Cauchy (but not necessarily minimal Cauchy) filter with respect to U G . This defines the natural map ι GH : compl H M → compl G M as follows: for any F ∈ compl H M the value ι GH (F ) ∈ compl G M is the minimal Cauchy filter equivalent to F with respect to the uniform structure U G . Proposition 4.1. For any two families G and H of generators of a differential structure C on a set M = ∅ such that G ⊂ H, the map ι GH : compl H M → compl G M defined above is smooth with respect to differential structures compl H C and compl G C.
Proof. For the smoothness of ι GH it is enough to prove that for any g ∈ G the functiong G • ι GH ∈ compl H C, whereg G denotes the continuous extension of g onto compl G M . Since any g ∈ G is an element of H we have for each Cauchy filter F ∈ compl H M g G • ι GH (F ) = lim g(ι GH (F )) = lim g(F ) =g H (F ), whereg H denotes the continuous extension of g onto compl H M . Hencẽ
In general the image ι GH (compl H M ) = compl G M and it is not complete in compl G M .
Then {Q∩( √ 2− 1 n ; √ 2)} n∈N and {Q∩( √ 2; √ 2+ 1 n )} n∈N are filtering bases of different Cauchy filters F 1 and F 2 respectively in the uniform space (Q, U H ). Since ι GH (F 1 ) = ι GH (F 2 ) we obtain that ι GH is not an injective map. Since id M = α 2 1 + α 2 2 we have C ∞ (M ) = gen(G) = gen(H). Moreover, G ⊂ H. Let K((a, b) , r) denotes the disc in R 2 with the center at (a, b) and the radius r > 0. If a 2 + b 2 = π 2 4 then the family of sets {(α 1 , α 2 ) −1 (K((a, b) , 1 n ))} n∈N is the filtering basis of the minimal Cauchy filter F in M with respect to the uniform structure U G . But in the uniform space (M, U H ) there is no Cauchy filter F 0 such that F = ι GH (F 0 ). Hence the map ι GH is not onto compl G M .
From the above consideration we obtain the following theorem.
Theorem 4.1. For any differential space (M, C) the differential completion (compl C M, compl C C) has the following properties:
such that ι D|M = id M ; (ii) for any function g ∈ C there exists uniquely defined extensiong ∈ compl C C.
In the set of all differential completions of the space (M, C) we can define an ordering relation such that:
where G and H are families of generators of the structure C.
The above theorem says that compl C M is the maximal with the respect to the order completion of M which can be constructed using a set of generators of the differential structure C while compl C C is the maximal continuous extension of C from M to compl C M . Definition 4.1. We will call the differential space (compl C M, compl C C) the maximal differential completion of the differential space (M, C).
Let us consider the situation when for some family of generators G, the uniform space (M, U G ) is complete. In particular compl C M = M and compl C C = C.
Proof. Any element of compl H M is represented by some filter F in M which is a Cauchy filter with respect to U H . Then F is a Cauchy filter with respect to U G and therefore F can be identify with its limit in M. Then Proof. Suppose that (M, U C ) is not complete. Then there exists x ∈ compl C M \ M . Let χ : C → R be a functional given by the formula
whereg is the continuous extension of g from M to compl C M . This functional is an element of the spectrum of the algebra C, but it is not an evaluation functional on M (the algebra compl C C separates points of the space compl C M ). Then C does not posses the spectral property. It is contradictory with Theorem 1 and Corollary 6 from the work [3] (see also Theorem 2.3 (Twierdzenie 2.3) and Corollary 2.6 (Wniosek 2.6) from [2] ).
Corollary 4.1. Let X be a topological Hausdorff space. If the topology of X is given by a countable family G of real-valued functions as the weakest topology on X with respect to which all elements of G are continuous, then there exists a uniform structure U on X such that the uniform space (X, U ) is complete and the topology τ U coincides with the initial topology on X.
Example 4.3. Let M = Q be the set of rationales. Since the differential structure C ∞ (R Q ) is generated by the one element set {id Q }, we obtain that the uniform space (Q, U C ∞ (R Q ) ) is complete. We will define the family m) , . . . , α n (m)). Let us take cubes:
Let η ∈ C ∞ (R n ), such that: η| P ≡ 1, η| R n \P ′ ≡ 0 and |η| ≤ 1. We mark: α := (α 1 , . . . , α n ), β i := α i · η(α 1 , . . . , α n ), β := (β 1 , . . . , β n ).
. . , α n (x)) = ω(β 1 (x), . . . , β n (x)). We observe that ∀i ∈ {1, . . . , n} |β i (x)| ≤ max{|α 1 (m) + 2|, |α 1 (m) − 2|} =: µ i . Then f (x) = ω(µ 1 β 1 (x) µ 1 , µ 2 β 2 (x) µ 2 , . . . , µ n β n (x) µ n ) = ω(µ 1 γ 1 (x), . . . , µ n γ n (x)) = ω 1 (γ 1 , . . . , γ n )(x), where: ∀1 ≤ i ≤ n, ∀x ∈ M γ i (x) = β i (x) µ i and |γ i (x)| < 1|. Hence we get the following theorem:
Theorem 5.1. For any differential space (M, C) there exists the family of bounded generators, in particular C = gen(G 1 ), where G 1 = {γ i } |i∈I such that |γ i | ≤ 1 ∀i ∈ I. For any Hausdorff differential space we consider the generators embedding of that space using the family of generators described in Theorem 5.1 (it takes values in the cube [−1, 1] I ). So we have the embedding of the differential space into the compact space and we close the image. Hence we get the compact set M G .
If we mark J := [−1, 1], then M G ⊂ J I . On J I there exists the natural differential structure C ∞ (J I ) = C ∞ (R I )| J I generated by the family of projections {pr i| J } i∈I , where pr i : R I → R is the projection onto i-th coordinate. By localization of that structure to the set M G we get the differential space (M G , C ∞ (J I ) M G ) which is a differential subspace of the space (J I , C ∞ (J I )). We call that differential space the (differential) compactification of the differential space (M, C) by the family of generators G and we denote it by (compt G M, compt G C). We see that compt G M = compl G M and compt G C = compl G C. So for the compactification of the differential space we have analogous theorems like for the completion. Let consider the differential space (M, C) and the family C 0 of all smooth functions on that space which takes values in [−1, 1]. Using the proce-dure of the compactification, described earlier, we get the differential space that we mark by (compt C M, compt C C) it means compt C M := compt C 0 M , compt C C := compt C 0 C.
Definition 5.1. The differential space (compt C M, compt C C) is called the maximal differential compactification of the space (M, C).
Let us assume that the topological space (M, τ C ) is compact. Then all the functions from C are limited and by the normalization of each function α ∈ C \ {0} according the formula: N α(p) = 1 sup q∈M |α(q)| α(p), p ∈ M we get the family N C = {N α : α ∈ C} of the generators of the structure C. Then the generator embedding given by N C converts diffeomorphically (M, C) onto the compact subspace of (J N C , C ∞ (J N C )). Similarly, if G is any family of generators of the structure C, then N G = {N α : α ∈ G} is the family of generators of C too, and an appropriate generator embedding is a diffeomorphism of (M, C) onto a compact subspace of (J N G , C ∞ (J N G )). We have
where the equality is the identification of the diffeomorphic spaces and structures.
