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Chapter 1: Indicator Variable Method of Outlier Detection
1.1 Introduction
Data values which are extreme with respect to the underlying distribution
are referred to as distributional outliers [1]. The focus of this dissertation is on
detection of such outliers in the setting where the underlying random field is a
stationary Gaussian random field, defined on S ⊂ Rd.
The purpose of outlier detection is two-fold. First, if we are interested in
analyzing the data underlying the assumed, outlier-free distribution, it becomes
important to treat observations which are outlying with respect to the assumed
distribution. Kriging predictors are affected by the presence of outliers, as can be
seen in the inflation of mean squared prediction error. Descriptive statistics, such
as mean and standard deviation, as well as parameter estimates are also affected.
Second, identification of distributional outliers can lead to the discovery of unusual
observations and has a number of practical implications in areas such as credit
card fraud, athlete performance, voting irregularity, soil and air pollutant detection,
abnormality detection in medical imaging, and severe weather predictions.
In this dissertation, we study the Indicator Variable method of outlier detec-
tion. This method has been used extensively with time series data [2–10]. This
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algorithm is used for outlier detection in the X-12 and TRAMO-SEATS programs,
which have been widely used by statistical offices. Our contribution lies in carrying
over the methodology from time series to higher dimensional data. Our interest
lies in data indexed by two-dimensional spatial location s = (x, y) ∈ R2. However,
where possible, we keep the discussion general on S ∈ Rd.
1.2 Indicator Variable Method
Let s ∈ Rd be a data location in a d-dimensional Euclidean space and suppose
W (s) is a random quantity. Let s vary over an index set S ⊂ Rd, assumed fixed, so
as to generate a random field
{W (s) : s ∈ S} (1.1)
We restrict our study to the case where W (·) is stationary Gaussian random field,
with
E(W (s)) = µ, ∀s ∈ S (1.2)
and
cov(W (s),W (t)) = Cθ(s− t), ∀s, t ∈ S (1.3)
where Cθ(·) is the autocovariance function. See Chapter 2 for our reasoning for
choosing a constant mean model. We denote as τ = (µ, θ) the parameters of W (·).
2
1.2.1 Additive Outliers (AO)
Suppose W (·) is the ”true”, uncontaminated process and assume for now that
τ is known. Suppose we observe
Yn = {Y (s) : s ∈ Sn ⊂ S} (1.4)
where Y (·) is contaminated by an outlier of an unknown magnitude β at a known
location s0 ∈ Sn. Thus,
Y (s) =

W (s) + β s = s0
W (s) s 6= s0.
(1.5)
This type of an outlier is known in the time series literature as an Additive Outlier
(AO). Then we have
Yn ∼ Nn(µ+Xs0βs0 ,Σθ) (1.6)




1 u = s
0 u 6= s.
(1.7)
Because we estimate the effect of an outlier by regressing on an Indicator variable
Xs, we call this method of outlier detection the Indicator variable method. The
effect of the outlier can be estimated using one of the standard parameter esti-
mation techniques, such as Generalized Least Squares or Maximum Likelihood (see
Section A.5). The hypotheses for a formal test for the presence of an outlier at
3
location s0 are
H0 : β(s0) = 0
Ha : β(s0) 6= 0.
(1.8)
Let λn(s0) be the likelihood ratio test statistic for this hypothesis test. The super-
script n indicates that we are testing for an outlier at location s0, with respect to
Y (·) on Sn. We give a review of hypothesis testing in Section A.4 and give more
details about the test statistic λn(s0) in Chapter 3.
Now suppose we speculate that an outlier is present in Yn, but we are not sure





where Ha,u : β(u) 6= 0 is the alternative hypothesis for testing for the presence of a
single outlier at location s0 = u, as in (1.8). Because Ha is the union of Ha,u over
u, we can use the union-intersection method of test construction to construct a test




where λn(u) is the test statistic for testing the presence of an outlier at location u.
In practice, the number and locations of AOs in the data are usually unknown.
In addition, the parameters τ of the process Y (·) are unknown and need to be
estimated. Below, we lay out the Indicator variable outlier detection algorithm in
this general setting.
4
1.2.1.1 Outlier Detection Algorithm
Suppose Y (·) = W (·)+O(·), where W (·) is defined on S ∈ Rd as in (1.1)-(1.3)
and O(·) is the outlier process. We assume that O(·) is deterministic, in the sense
that it does not exhibit variation, however its magnitude is unknown. Let SO ⊂ S
be the locations of the outliers, unknown a priori. Then,
O(s) =

β(s) s ∈ SO
0 s /∈ SO
(1.11)
where β(s) is the magnitude of the outlier at s ∈ SO. Modeled this way, Y (·) is a
stationary Gaussian random field, with
E(Y (s)) = µ+
∑
t∈SO
β(t)Xt(s)), ∀s ∈ S (1.12)
and
cov(Y (s), Y (t)) = Cθ(s− t), ∀s, t ∈ S (1.13)
where Cθ(·) is the autocovariance function of W (·), as in (1.3). Consider a sample
Yn ≡ {Y (s) : s ∈ Sn ⊂ S}. Then,
Yn ∼ Nn(XSOβSO ,Σθ) (1.14)
where XSO is the matrix of regressors, whose first column is all 1’s, corresponding
to the mean µ of W (·) and the other columns are Indicator variables Xs, as in (1.7),
corresponding to each s ∈ Sn ∩ SO. In reality, we do not know the locations of the
outliers in the sample a priori. Therefore, we do not know a priori the form that
the regressor matrix X takes and we need to infer this from the data. Below, we
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detail an algorithm which searches out the locations of the outliers, constructs the
regressor matrix X and estimates the magnitudes β of the outliers.
Outlier Detection Algorithm
We now assume that τ = (µ, θ) is unknown. The algorithm is borrowed from
time series literature, see [2, 10]. The algorithm starts with X = 1, the vector
corresponding to the constant mean parameter µ, which parametrizes the outlier-
free process W (·). Parameter estimation is done via maximum likelihood, unless
otherwise noted.1.
1. Estimate the current model.
2. Calculate a robust estimate of σ2, as in (A.42) or (A.45). See Section A.5.1
for more details.
3. Let λn(s) be defined as in (3.4) for each s ∈ Sn and let λ̂n(s) be the estimate
of λn(s) with the MLE τ̂ in place of τ . Compute the estimated test statistics





1This is in contrast to the ”classical geostatistics” method of parameter estimation, which com-
bines method-of-moments and least squares. This method does not require any distributional
assumptions, but it is not optimal in any known sense. However, when the Gaussian assump-
tion for W (·) is justified, it is known that in the increasing-domain asymptotics framework and
under certain regularity conditions, ML estimators are consistent and asymptotically normal (see
Section 3.4).
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Add the Indicator variable corresponding to λ̂∗max into X if λ̂
∗
max > t, where t
is the critical value (see Chap. 3 for details).
5. Repeat Steps 1− 4 until no more outliers are found.
6. Estimate the current model and use the MLE of σ2 in the next step.
7. Delete the Indicator variable corresponding to λ̂min = mins:Xs∈col(X) |λ̂n(s)|, if
λ̂min < t.
8. Repeat Steps 6 and 7 until no more Indicator variables are deleted.
Notice that the full estimation of the model takes places only at Steps 1 and 6. In
the computation of the test statistics at Step 3, the parameters are held constant at
their values estimated at Steps 1 and 2, and only the GLS regression computations
are performed for each outlier detection statistic.
1.2.2 Other Types of Outliers
Additive outliers are assumed to occur without a specific pattern. Outliers
may also occur in the data in a certain pattern. For example, we may have a
cluster of outliers centered at some location s0, with a radius r. Then,
O(s) =

β(s0) ||s− s0|| ≤ r
0 ||s− s0|| > r
(1.15)
where β(s0) is the magnitude of the outlier at all observations which are within r




1 ||t− s|| ≤ r
0 ||t− s|| > r.
(1.16)
Let SC be the set of cluster centers of the cluster outliers. Then we have that
Y (·) is a stationary Gaussian random field, with
E(Y (s)) = µ+
∑
t∈SC
β(t)Xrt (s)), ∀s ∈ S (1.17)
and with autocovariance function Cθ(·) of W (·), as in (1.3). Clusters of outliers may
be observed in medical images, where a patch of tissue may be considered ”abnor-
mal”; in weather modeling, where a natural phenomenon such as an earthquake or
a tornado may be observed over a spatial region; or in environmental applications,
where the effect of a certain pollutant in the air may be felt over a spatial region.
Outliers may also occur in a cluster in a decaying manner. This may happen
in all of the examples above, where there is a peak in the cluster and then the effect
of an outlier starts diminishing as we move away from the center of the cluster. For
example, the epicenter of an earthquake can be the center of the cluster, where the
impact of the earthquake diminishes as we move away from the epicenter. Suppose
an outlier of magnitude β(s0) is present at s0 and as we move away from s0, the
outliers are still observed, but at a decaying rate δ. In other words,
O(s) =

β(s0) s = s0
δ||s−s0||β(s0) s 6= s0
(1.18)




1 s = t
δ||s−t|| s 6= t
(1.19)
Let SD be the set of cluster centers of the decaying outliers. Then Y (·) is a
stationary Gaussian random field, with
E(Y (s)) = µ+
∑
t∈SD
β(t)Xdt (s)), ∀s ∈ S (1.20)
and having autocovariance function Cθ(·) of W (·), as in (1.3). The detection algo-
rithm in Section 1.2.1.1 can be used to detect cluster and decaying outliers. In this
dissertation, we focus on establishing solid methodology for the detection of spatial
AOs. Other types of outliers will be studied later.
1.2.3 Contributions of the dissertation
We commenced this work with the idea of extending the Indicator Variable
outlier detection algorithm, as laid out in Section 1.2.1.1, to higher dimensional data.
Our interest lies primarily in spatial data, indexed by a two-dimensional geographical
location. Further, we assume that W (·) is a Gaussian process. An integral part of
the algorithm is the selection of an appropriate critical value tα, corresponding to a
size α test, for the hypothesis test in (1.9). The distribution of the corresponding
test statistic maxs∈Sn |λn(s)|, as in (1.10), is unknown in this case. For time series
data, Chang et al. [4] computed the critical values via Monte Carlo simulation and
Ljung [5] studied the use of the asymptotic distribution of maxs∈Sn |λn(s)| in critical
value selection. The major contribution of this thesis lies in identifying and studying
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two bounds on maxs∈Sn |λn(s)|, based on an approximation to the tail distribution of
maxs∈Sn ψ
n(s). Here, ψn(x, y) = (−1)(x+y)λn(x, y). The need for this transformation
is explained in Section 3.3.1.
We assume increasing-domain asymptotics for Y (·) sampled on the regular
lattice Z2N = {(x, y) : x, y = 0,±1,±2, ...,±N}. When Y (·) is sampled on a set Sn,
we label the corresponding test statistic for the presence of an outlier at a location
s as λn(s). When Sn is Z2N , with n = (2N + 1)2, we label the test statistic for the
presence of an outlier at location s as ΛN(s). This avoids the need to specify n in
terms of N . For asymptotic results, we take N →∞.
One of the two bounds on the tail probability of maxs∈Z2N ψ
N(s) that we stud-
ied, the DLM bound (see Section 3.3.3.2), requires stationarity of ψN(·), which fol-
lows from stationarity of ΛN(·). We show in Theorem 1 that ΛN(·) is asymptotically
stationary. We also provide the form of the corresponding limiting autocovariance
function in Corollary 2. Since the result in Theorem 1 is asymptotic, we also study
the finite sample distributional properties of ΛN(·) for the special cases of the under-
lying process Y (·) that we were interested in studying. In Section 3.3.2.1, we show
that under the popular Matérn model for Y (·) (see Section 2.2.1.1), ΛN(·) is approx-
imately stationary inside the lattice that Y (·) is sampled on. In Section 3.3.2.2, we
show that when Y (·) comes from the ICAR(1) model (see Section 2.2.2), ΛN(·) is ex-
actly stationary inside the lattice that Y (·) is sampled on. The attractive feature of
this bound is that it accurately approximates the tail probability of maxs∈Z2N ψ
N(s)
regardless of the degree of correlation in ψN(·).
The Bonferroni bound on the tail probability of maxs∈Z2N ψ
N(s) (see Sec-
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tion 3.3.3.1) accurately approximates the tail probability of maxs∈Z2N ψ
N(s) when
ψN(·) and thus ΛN(·) is weakly correlated. In Sections 3.3.2.1 and 3.3.2.2, we
show that under the Matérn and ICAR(1) models for Y (·), ΛN(·) exhibits weak
correlations, regardless of the correlation structure of Y (·). Thus, the use of the
Bonferroni bound on the tail probability of the maxs∈Z2N ψ
N(s) is justified in this
case. The attractive feature of this bound is that the corresponding critical values
for maxs∈Z2N |Λ
N(s)| are extremely easy and fast to calculate.
In the likely case when the parameters τ of Y (·) are unknown, the test statistic
for the presence of at least one outlier in Y (·) is maxs∈Z2N |Λ
N(s, τ̂N)|, where τ̂N is




Λ(τ, s), for all s ∈ Z2, where Z2 = {(x, y) : x, y = 0,±1,±2, ...}.
Here Λ(τ, s) is a stationary Gaussian process, given as in Theorem 1. In Sec-
tion 3.4.1, we discuss asymptotic properties of parameter estimates of a Gaussian
random field Y (·) defined on Zd. In particular, Theorem 7 and Proposition 6 state
conditions under which the MLE τ̂N is consistent for τ , assuming increasing-domain
asymptotics for Y (·) sampled on a regular lattice.
Given our results, as N increases, for a fixed t, P (maxs∈Z2N |Λ
N(τ̂N , s)| > t)
should approach P (maxs∈Z2N |Λ(τ, s)| > t). In turn, in Section 3.3, we demonstrate
that when Y (·) comes from either the Matérn or the ICAR(1) model, P (maxs∈Z2N |Λ(τ, s)| >
t) is well approximated by its Bonferroni bound, as in (3.87). Since the Bonfer-
roni bound does not depend on τ , we do not need to estimate τ to calculate it.
Thus, as long as N is large enough to make P (maxs∈Z2N |Λ
N(τ̂N , s)| > t) close to
P (maxs∈Z2N |Λ(τ, s)| > t), the critical values for the test statistic in (3.90) should be
11
well approximated by the Bonferroni critical value approximation, as in (3.88).
We also studied the power of the test in (3.28), where we assume the presence
of a single outlier in Y (·) under the alternative hypothesis Ha. These results are
given in Chapter 4.
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Chapter 2: Spatial Setting Considered
When we can not keep the discussion general, special cases of the Gaussian
random field W (·) need to be considered. Also, we need to establish the index set
S on which the process W (·) is defined as well as the sampling scheme.
One reason to consider special cases of W (·) is to be able to derive properties of
the outlier detection test statistic maxs∈Sn |λn(s)| in (1.10) when model parameters
are unknown. When λn(·) is a function of estimated parameters, its distribution is
typically unknown. However, in some cases, we can appeal to asymptotic properties
of parameter estimates under specific models to make statements about the asymp-
totic distribution of λn(·). Also, under some specifications of W (·), λn(·) possesses
certain attractive properties, which should be pointed out. For example, the Bonfer-
roni bound on the tail probability of λn(·) is accurate when λn(·) is weakly correlated
(see Section 3.3.3.1). In some cases, such as when W (·) comes from the ICAR(1)
model (see Section 2.2.2), λn(·) is weakly correlated, regardless of θ, the ICAR(1)
autocorrelation parameters. Thus, in this case, the Bonferroni bound, being very
simple to calculate, can be advocated for critical value estimation.
The asymptotic properties of parameter estimates also depend on the index set
S on which the process is defined, as well as the sampling methodology. Section 2.1
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describes the index set S and the sampling methodology considered in this thesis.
2.1 Index set S and the sampling scheme
Generally, spatial data comes in one of the three forms give below:
1. Geostatistical data. S is a fixed subset of Rd; W (s) is a random vector at
location s ∈ S.
2. Lattice data. S is a fixed (regular or irregular) collection of countably many
points of Rd; W (s) is a random vector at location s ∈ S.
3. Point Patterns. S is a point process in Rd or a subset of Rd; W (s) is a random
vector at location s ∈ S.
In this thesis, we consider lattice data, with S = Z2 where Z2 is defined as {(x, y) :
x, y = {0,±1,±2, ...}}. One reason to consider lattice data is because there are more
results on asymptotic properties of parameter estimates for processes defined on a
regular grid as opposed to irregularly sited observations [11, p.85]. For more details
on asymptotic properties of parameter estimates see Section 3.4.1. Also, the DLM
bound on the tail probability of maxs∈Sn λ
n(s) in (1.10), described in Section 3.3.3.2,
is most naturally defined for regular lattice data (although extension to other types of
data structures seem possible). Since we were interested in examining the usefulness
of this bound, we were further prompted to assume the regular lattice structure.
Next we discuss the sampling scheme. Let Z2N ≡ {(x, y) : x, y = {0,±1,±2, ...,
±N}}. Then, the corresponding sample Wn ≡ {W (s) : s ∈ Z2N} is ordered lexico-
14
graphically as follows. The kth element of Wn corresponds to s = (x, y), such that
k = (2N +1)(y+N)+(x+N +1). Notice that Wn has n = (2N +1)
2 elements. We
increase the sample size n by increasing N . Notice that we do not increase the sam-
ple size n by 1, rather we increase N by 1, which results in a 8(N + 1) increment in
n. However, as N →∞, so does n→∞. As N →∞, the index set Z2N converges to
Z2. This type of spatial asymptotics is referred to as increasing domain asymptotics.
We give more details on spatial asymptotics in Section 3.4.1.
2.2 Model for W (·)
In the most general case, we consider the following model for W (·). Let s ∈
Rd be a point in a d-dimensional Euclidean space and suppose W (s) is a random
quantity. Let s vary over an index set S ⊂ Rd, assumed fixed, so as to generate a
random field
{W (s) : s ∈ S} (2.1)
We restrict our study to the case where W (·) is a stationary Gaussian random field,
with
E(W (s)) = µ, ∀s ∈ S (2.2)
and
cov(W (s),W (t)) = Cθ(s− t), ∀s, t ∈ S (2.3)
where Cθ(·) is the autocovariance function. The Gaussianity assumption is chosen
because it allows a large number of results and methods to be derived analytically.
The Gaussianity assumption turns out to be reasonable in many practical problems,
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especially after a suitable point-wise transformation of the data is taken. The as-
sumption of stationarity is made in order to be able to make inference from a single
realization of the random field W (·). The constant mean model is chosen partly
for ease of exposition. Section 2.2.1 provides justification for using a constant mean
stationary Gaussian model when the goal is spatial interpolation.
2.2.1 Canonical model for kriging
For statistical methodologies to be broadly and effectively employed, it is im-
portant to have canonical models which work reasonably well for a wide range of
problems. For the purposes of interpolating spatial data in d dimensions (see Sec-
tion A.3.1), Stein [12, Sec. 1.6] proposes the following model: W (s) = µ + ε(s),
where µ is an unknown constant and ε(s) is a mean 0 stationary isotropic Gaussian
random field with autocovariance function from the Matérn class, detailed below.
He does not imply that all, or even most, spatial data can be reasonably modeled
in this fashion. However, by making prudent extensions to this model where ap-
propriate, by including, for example, geometric anisotropies, measurement errors or
by taking a point-wise transformation of the observations, Stein argues the present
practice of spatial modeling can be distinctly improved.
The most important reason for adopting the Matérn class of models is the
inclusion of the parameter ν in the model (see Section 2.2.1.1), which controls the
smoothness of the random field. The larger ν is, the smoother the random field.
Smoothness in this case refers to the degree of differentiability of the autocovariance
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function Cθ(·) at the origin (see Section A.3.3 for details). In particular, W (·) will be
m times mean square differentiable if ν > m. Stein [12, Chapter 3] argues that when
the goal is interpolation at locations surrounded by neighboring observations, the
smoothness of the underlying random field plays a crucial role. Many autocovariance
functions, such as exponential and Gaussian, for example, assume the smoothness
as known and fixed and do not allow it to be estimated from the data.
Stein argues against inclusion of mean functions of the form X ′β. He claims
that commonly, when this is done in practice, the mean functions turn out to be
highly smooth and to have little impact on the local behavior of the random field
and, in turn, on interpolation. However, in arguing for less emphasis on modeling the
mean function when the goal is spatial interpolation, Stein suggests it is nevertheless
important to include mean functions which do have a strong effect on the local
behavior of the random field. For example, when interpolating monthly average
surface temperatures in a region based on scattered observations, one might use
altitude as a component of X. In a mountainous region, variations in altitude may
largely explain local variations in average temperature and hence including altitude
as a component of X may have a profound effect on the spatial interpolation of
average temperatures.
2.2.1.1 Matérn Model
Let hs = (hx, hy) denote an increment in s along each axis and let h = ||hs|| =√
h2x + h
2
y denote the Euclidean distance between the corresponding points. The
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isotropic Matérn autocovariance function takes the following form:
Cθ(h) = σ
2Kθ(h) (2.4)














where (φ, ν) ∈ θ are the range and smoothness parameters, respectively. Jν(z) is
the modified Bessel function of the third kind of order x and Γ(·) is the gamma
function. The Matérn class is flexible and includes:
• Exponential family (with ν = 1/2), where
Kθ(h) = e
−h/φ. (2.6)
• In general, when ν is of the form m + 1
2
, where m is a non-negative integer,
the autocovariance function is of the form e−h/φ times a polynomial in h of





























• Gaussian family (as ν →∞), where
Kθ(h) = e
−(h/φ)2 . (2.9)
The parameter ν controls the smoothness of the random field. The range parameter
φ rescales the distance axis, but it does not control the local behavior (smoothness) of
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the random field. In Figure 2.1 (top), the Matérn autocorrelation function is plotted
with φ fixed at 1 and varying ν. The smoothness parameter ν affects the slope of the
autocorrelation function at 0, moreover, its effect is seen on correlations at multiple
lags. In Figure 2.1 (bottom), the Matérn autocorrelation function is plotted with
ν fixed at 0.5, thus resulting in the exponential covariance function, and varying φ.
We see that the range parameter controls how quickly the autocorrelation decays
with distance.
2.2.2 ICAR(1) Model
In addition to the canonical model, proposed by Stein [12] and described in
Section 2.2.1, we consider a special case of Gaussian conditional autoregressions,
which are discussed in Section A.3.2.
Definition 1. Consider s = (x, y) ∈ Z2. Define N (s), the set of nearest neighbors
of s, as
N (s) = {(x− 1, y), (x+ 1, y), (x, y − 1), (x, y + 1)}. (2.10)
Definition 2 (ICAR(1)). Let {W (s) : s ∈ Z2} be a stationary Gaussian random
field with conditional moments specified as:
E(W (s)|W(s)) = µ+ ρ
∑
t∈N (s)
(W (t)− µ), var(W (s)|W(s)) = σ2, (2.11)
with |ρ| < 1/4. Here W(s) = {W (t) : t ∈ Z2\s}. We refer to such random fields as
Isotropic Conditionally Autoregressive Model of Order 1 (ICAR(1)).
The existence of such processes was demonstrated by Rozanov [13]. The re-
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Figure 2.1: Matérn Autocorrelation Function








cos(ω1hx + ω2hy)dω1 dω2
1− 2ρ(cos (ω1) + cos (ω2))
(2.12)
with θ = (σ2, ρ). The joint distribution of a sample Wn = {W (s) : s ∈ Z2N} is then
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given as
Wn ∼ Nn(µ1,Σθ) (2.13)







(I − ρMn) (2.14)
where Mn ≡ (mnst)s,t∈Z2N is a matrix of weights, which does not depend on the




1 t ∈ N (s)
0 otherwise.
(2.15)
Let BN ≡ Z2N\Z2N−1 be the set of edge points of Z2N . The weights mnst for s ∈ BN
can be found by inverting Σθ,n. We initially considered this class of models with the
hope of simplifying calculations, as the precision matrix in this case is mostly sparse.
The time series equivalent of the ICAR(1) process is the Autoregressive Order 1
(AR(1)) process, which does result in simplified calculations due to the sparsity
in the precision matrix. However, in the two-dimensional case, complications arise
due to the non-negligible effect of the boundary B, where the weights mnst are not
specified as in (2.15) and can only be calculated by inverting the covariance matrix
Σθ. The computation of Σθ requires computation of Cθ in (2.12) at relevant lags.
However, the computation of Cθ(hs), is very time consuming at large lags hs. In
Section 3.3.2.2, we propose a way to approximate Σ−1θ,n with a circulant matrix, which
is sparse and fast to compute.
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Chapter 3: Critical Value
For a review of hypothesis testing, see Section A.4. When constructing a
hypothesis test, the goal is to have the largest possible power when the Type I error
probability is uniformly constrained by a specified significance level. Let T be the
test statistic. Let tα be the critical value corresponding to a size α test, that is,
PH0(T > tα) = α (3.1)
In this chapter, we discuss how the critical value for a size α test is derived or
estimated under different scenarios. We start with the most trivial case, when all
of the model parameters are known and also the location of the outlier is known.
The scenario that is the most realistic is that neither the parameter values nor the
location of the outlier is known a priori. However, in this case, the distribution
of the corresponding test statistic is unknown and we must rely on approximating
distributions and asymptotic results on parameter estimates to approximate tα.
Under the null hypothesis of ”no outliers”, we assume that the sampled data Yn ≡
{Y (s) : s ∈ Sn ⊂ Rd} is
Yn ∼ Nn(µ,Σθ) (3.2)
where the entries in Σθ are defined by Cθ(s− t) = cov(Y (s), Y (t)). We also assume
that Σθ = σ
2Dγ, where θ = (σ
2, γ).
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3.1 µ and θ known, location s0 of a potential outlier known
Suppose that the parameters τ = (µ, θ) are known and the location of the
outlier s0 ∈ Sn is also known. Then to test whether the outlier effect is statistically
significant, we form the following hypothesis test:
H0 : β(s0) = 0
Ha : β(s0) 6= 0
(3.3)





where β(s0) is the regression coefficient corresponding to Xs0 , defined as in (1.7).
The superscript n indicates that we are testing for an outlier at location s0, relative
to Y (·) on Sn. The statistic λn(s) is the Wald statistic and we show below that
a hypothesis test based on λn(s) is equivalent to the likelihood ratio test. Let
Zn = Yn − µ1 and let L(β|zn) be the likelihood function of β as a function of
































−2log(LR) = z′Σ−1z − (z −Xβ̂)′Σ−1(z −Xβ̂)

















Therefore, −2log(LR) = λn(s0)2. Thus the likelihood ratio test, which rejects the
null hypothesis for small values of the likelihood ratio test statistic LR, has the same
rejection region as a test of the same size which is based on λn(s0)
2 (or alternatively
|λn(s0)|), and rejects for large values of either of these statistics. The distribution




∼ N(0, 1) (3.12)
The critical value tα = zα/2, where P (Z > zα) = α with Z ∼ N(0, 1).
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3.2 σ2 unknown, other parameters known, location s0 of a potential
outlier known
This scenario differs from Section 3.1 only in that σ2 is unknown. So
Yn ∼ Nn(µ, σ2Dγ) (3.13)
and σ2 is unknown. The location of the outlier is still assumed known to be s0.







̂var(β̂(s0)) = s2∗(X ′Σ−1X)−1 (3.15)
and s2∗ is an unbiased estimator of σ















where σ̂20 is the MLE of σ
2 under H0; β̂ and σ̂
2
1 are MLEs of β and σ
2 respectively




































The algebraic reductions in (3.9) imply that
σ̂0























[(LR)−2/n − 1] (3.26)
Since LR is a monotone function of (λ̃n)2, the likelihood ratio test is equivalent to
a test based on |λ̃n|. Under H0,
λ̃n(s) ∼ tn−1. (3.27)
The critical value is tα = tn−1,α/2, where P (Q > tn−1,α) = α with Q ∼ tn−1.
3.3 µ and θ known, location s0 of potential outlier unkown
Suppose now that we do not know the location of the outlier. Then the
hypothesis test is
H0 : β(s) = 0 ∀s ∈ Sn
Ha : ∃t ∈ Sn : β(t) 6= 0
(3.28)
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H0,t : β(t) = 0
Ha,t : β(t) 6= 0
(3.30)
is the hypothesis test for testing for the presence of a single outlier at location t, as




where λn(s) is defined as in (3.4). In this case, the distribution of maxs∈Sn(|λn(s)|)
is unknown.
In the rest of this section, we assume that the processW (·) is defined on the lat-
tice Z2, and that the sample Wn is taken on Z2N ≡ {(x, y) : x, y = 0,±1,±2, ...,±N},
with n = (2N + 1)2. The sample Wn is indexed in lexicographical order. See
Section 2.1 for more details. When we consider Sn to be the lattice Z2N , with
n = (2N + 1)2, we denote λn(·) as ΛN(·). This avoids the need to define n in terms








Let {ψN(x, y) : (x, y) ∈ Z2N} be defined as follows:
ψN(x, y) = (−1)x+yΛN(x, y) (3.33)
and let








In Section 3.3.1, we discuss our reasoning for introducing ψN(·) and discuss how we
approximate P by P ∗. In turn, P ∗ is approximated by two upper bounds, which are
discussed in Sections 3.3.3.1 and 3.3.3.2. The performance of the two upper bounds
in approximating P ∗ depends on the second moment properties of the vector ψN(·).
In Section 3.3.2 we discuss the second moment properties of ψN(·), specifically when
Wn comes from the two models we consider: Matérn and ICAR(1).
3.3.1 Approximating P by a function of P ∗
In this section, we discuss our approach to approximating P in (3.32) as a
function of P ∗, as given in (3.34). First, to take advantage of available theory on
the tail probabilities of the maximum of a Gaussian random field, we rewrite P in











































The last equality is due to the fact that the distribution of ΛN(·) is symmetric about
0 under H0 and thus P (maxs∈Z2N Λ
N(s) > t) and P (mins∈Z2N Λ
N(s) < −t) are the
same.
Now, to facilitate the approximation of P (maxs∈Z2N Λ
N(s) > t) and P (maxs∈Z2N
ΛN(s) > t,mins∈Z2N Λ
N(s) < −t) in (3.35), we consider a random vector ψN(·) de-
fined as in (3.33). Since |ψN(·)| = |ΛN(·)|, P in (3.32) can be written as P (maxs∈Z2N
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|ψN(s)| > t) and each term of (3.35) can be written in terms of ψN(·) instead of
ΛN(·).
The reason we express P in (3.35) as a function of ψN(·), instead of ΛN(·), is
the following. Let hs = (hx, hy) ∈ Z2 and let h̃ = |hx| + |hy|. As will be shown in
Section 3.3.2, for the processes W (·) we consider, cov(ΛN(s),ΛN(s+hs)) is negative
when h̃ = 1 and small for h̃ > 1. However, one of the bounds we present for the tail
probability of the maximum of a Gaussian random field (see Section 3.3.3) depends
on the underlying field being positively correlated. The random field ψN(·) is thus
better suited for our analysis, since, as Proposition 1 implies, cov(ψN(s), ψN(s+hs))
is positive and small for h̃ > 1.
Proposition 1 (Distribution of ψN(·)). For a fixed N , let ψN(x, y) = (−1)x+yΛN(x, y)
for all (x, y) ∈ Z2N . Then ψN(·) is a Gaussian mean-zero, unit-variance random
field, with
cov(ψN(s), ψN(s+ hs)) = (−1)hcov(ΛN(s),ΛN(s+ hs)) (3.36)
where hs = (hx, hy) ∈ Z2 and h̃ = |hx|+ |hy|.























To approximate the first term in (3.37), P (maxs∈Z2N ψ
N(s) > t), we consider two
bounds on the tail probability of the maximum of a Gaussian random field, as
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Then (3.39) can be written as P (B ∩C). Next we explain why we think in this case
P (B ∩ C) is bounded above by P (B)P (C). We can write
B ∩ C = {ψN(si) > t and ψN(sj) < −t for some si, sj ∈ Z2N}.
Now imagine a realization of ψN(·) where ψN(si) exceeds t for some i. Then, if
ψN(·) is highly correlated, the random field will tend to linger around the threshold
t and not venture down to −t. However, if ψN(·) is weakly correlated, there is a
higher chance that the process will venture down to −t. This heuristic argument
supports the hypothesis that P (B ∩ C) is maximized when ψN(·) is uncorrelated.
In turn, when ψN(·) is uncorrelated, B and C are independent and thus P (B ∩
C) = P (B)P (C). This gives justification for using P (B)P (C) as an upper bound
on P (B ∩ C). Also, since in this case P (B) = P (C) due to symmetry of of the
distribution of ψN(·), we have P (B ∩ C) = P (B)2 and thus we can write (3.37) as
P = P (max
s∈Z2N
|ψN(s)| > t) ≈ 2P (max
s∈Z2N
ψN(s) > t)− P (max
s∈Z2N
ψN(s) > t)2 (3.40)
Next we justify omitting the second term in the approximation of P in (3.40). We are
interested in using (3.40) to approximate the critical value tα for a size P = α test,
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by using the right hand side of (3.40) as an approximation for P . Typical values of α
are in the range of [0.01, 0.10]. Take α = 0.05 and let x = PH0(maxs∈Z2N ψ
N(s) > tα).
Then, we have 2x− x2 ≈ 0.05, which results in x = 0.0253 and x2 = 0.00064. Since
x2 = 0.00064 is of smaller order of magnitude than 2x = 0.0506, we drop the second
term in (3.40) and approximate P as in
P = P (max
s∈Z2N
|ψN(s)| > t) ≈ 2P (max
s∈Z2N
ψN(s) > t) (3.41)
3.3.2 Distribution of ΛN(·) under H0
Let W (·) be defined as in (2.2) and (2.3) and consider a sample Wn ≡ {W (s) :
s ∈ Z2N}, with n = (2N + 1)2. Let Z(·) = Y (·)− µ. Then, under H0 in (3.28),
E(Z(s)) = 0, cov(Z(s), Z(t)) = Cθ(s− t), for all s, t ∈ Z2 (3.42)
and
Zn ∼ Nn(0,Σθ) (3.43)
with Σθ defined lexicographically from Cθ, as in Section 2.1. Let Λ
N(s) be the outlier
detection statistic for location s. Proposition 2 gives the distribution of ΛN(·) under
H0 in (3.28).
Proposition 2 (Distribution of ΛN(·) under H0 in (3.28)). Consider the hy-






where β̂ is the generalized least squares estimator of β. Let Σ−1θ,N ≡ (σstN)s,t∈Z2N be the
inverse covariance matrix of {Y (s) : s ∈ Z2N}. Then ΛN(·) is Gaussian with




σstN(Y (t)− µ) (3.45)
where
E(ΛN(s)) = 0, for all s (3.46)
and
cov(ΛN(s),ΛN(t)) = (σssN )
−1/2(σttN)
−1/2σtsN . (3.47)
Proof. Let Yn ≡ {Y (s) : s ∈ Z2N}, with n = (2N + 1)2. For each s ∈ Z2N ,
ΛN(s) = β̂(s)√
var(β̂(s))























































Since each ΛN(s) is a linear combination of elements of the Gaussian random vector
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Zn ≡ {Z(s) : s ∈ Z2N}, ΛN(·) is Gaussian. Since E(Zn) = 0, E(λN(·)) = 0. Now,






























It is important to note that the distribution of ΛN(·) does not depend on µ.
Thus, we do not need to vary µ when simulating ΛN(·). Also, in both the Matérn
and ICAR(1) models that we consider, Σθ can be written as σ
2Dγ, for some matrix
Dγ with θ = (σ
2, γ). Proposition 3 states that in this case, the distribution of ΛN(·)
is invariant to the choice of σ2. This is important to point out, because it implies
that we do not need to vary σ2 when simulating λN(·).
Proposition 3 (Invariance of ΛN(·) to σ2). Let Σθ in Proposition 2 be expressed
as σ2Dγ, for some matrix Dγ, with θ = (σ
2, γ). Then the distribution of ΛN(·) is
invariant to the choice of σ2.
Proof. Let D−1γ ≡ (dst)s,t∈Z2N . Then
ξst = (σ
ss)−1/2(σtt)−1/2σts = (σ2dss)−1/2(σ2dtt)−1/2σ2dts = (dss)−1/2(dtt)−1/2dts
.
In Section 3.3.3.2 we present the Discrete Local Maxima (DLM) bound on
P ∗ [16]. This bound assumes stationarity of ψN(·), which would follow from sta-
tionarity of ΛN(·), via Proposition 1. Although exact stationarity of ΛN(·) does
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not generally hold, Theorem 1 states that ΛN is asymptotically stationary. Recall
that ΛN(s) denotes the outlier detection statistic at location s, having observed
Y (·), which is defined on Z2N . Before proving Theorem 1, we present two supporting
lemmas. Lemma 1 is due to [5].
Lemma 1. Consider Wn ≡ {W (u) : u ∈ Sn ⊂ R2}. Let Wn ∼ Nn(0,Σθ), with θ
assumed known. Let Yn = Wn +Xsβ(s), where Xs is defined as in (1.7) and β(s) is
the regression coefficient corresponding to Xs, with s known. Denote the maximum





θ Yn. Then, β̂(s) can be
written as
β̂(s) = Y (s)− E(W (s)|W(s)) (3.51)
where W(s) = {W (t) : t ∈ Sn\s}.
Proof. Denote by W0 the vector Wn, with 0 substituted for W (s). Then we can
write Wn = W0 + XsW (s), where Xs is defined as in (1.7). Consider the kriging
predictor of W (s) given W(s): Ŵ (s) = E(W (s)|W(s)). We show next that:
Ŵ (s) = −(X ′sΣ−1Xs)−1X ′sΣ−1W0 (3.52)
Let Qij be an n×n matrix which switches rows i and j of matrix M , when multiplied
on the left of M . Then, when Qij is multiplied on the right of M , it switches columns




ij = Qij. Let m be the index of Y (s)
in Yn. Let Σ̃s = QmnΣQmn, X̃ = QmnXs, W̃0 = QmnW0. It then follows that


















where k = σs − σ′(s),sΣ
−1
(s)σ(s),s. Now,
X̃ ′Σ̃−1s X̃ =
1
k










= E(W (s)|W(s)) (3.53)
Now consider the GLS estimate of β(s):




Also, observe that Yn = W0 + XsY (s). Then, replacing Yn in (3.52) with W0 +
XsY (s), we get:

















= Y (s)− Ŵ (s) (3.55)
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This Lemma carries significance on its own. It implies that the effect of an
outlier at location s, β(s), can be estimated equivalently in two different ways. We
can either obtain the GLS estimate, as in (3.54), or we can obtain the estimate of
β(s) as the difference between the observation Y (s) and its interpolated value Ŵ (s).
Lemma 2. Let ΛN(s) = β̂(s)/
√
var(β̂(s)). Then, under H0, Λ
N(s) can be written
as
ΛN(s) =
Y (s)− E(Y (s)|Y N(s))√
var(Y (s)|Y N(s))
(3.56)
where Y N(s) = {Y (t) : t ∈ Z2N\s}.
Proof. Under H0 in the hypothesis test (3.3), W (·) and Y (·) are identical. Then,
Lemma 1 implies that, under H0,
β̂(s) = Y (s)− E(Y (s)|Y N(s)). (3.57)




var(Y (s)− E(Y (s)|Y N(s))) =
√
var(Y (s)|Y N(s)). (3.58)
The last equality is due to the following statement regarding any two jointly Gaus-
sian random variables X and Y :
var(Y − E(Y |X)) = E[var(Y − E(Y |X)|X)] + var[E(Y − E(Y |X)|X)]
= E[var(Y |X)]
= var(Y |X) (3.59)
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The last equality is due to the fact that for Gaussian random variables X and
Y , var(Y |X) does not involve X. The term var[E(Y − E(Y |X)|X)] is 0, because
E(Y − E(Y |X)|X) = 0.
Theorem 1 (Asymptotic stationarity of ΛN(·)). Suppose Y = {Y (s) : s ∈ Z2} is
a strictly stationary Gaussian process and let Y N(s) ≡ {Y (t) : t ∈ Z2N\{s}}. For all
s ∈ Z2, define
ΛN(s) =
Y (s)− E(Y (s)|Y N(s))√
var(Y (s)|Y N(s))
1Z2N (s). (3.60)




Λ, where Λ is a strictly stationary process.
Proof. For each s ∈ Z2, {E(Y (s)|Y N(s))}N∈Z is a martingale in N , since
1. E(E(Y (s)|Y N+1(s) )|Y N(s)) = E(Y (s)|Y N(s)),
2. E([E(Y (s)|Y N(s))]2) ≤ E(E([Y (s)]2|Y N(s))) = E([Y (s)]2) <∞.
The first inequality in 2. follows from Jensen’s Inequality for Conditional Expecta-
tions and the last from the fact that Y (·) is a strictly stationary Gaussian process.
Since 2. does not depend on N , {E(Y (s)|Y N(s))}N∈Z is a L1 bounded martingale and





E(Y (s)|Y(s)) ∈ L1 (3.61)
which, in turn, implies
Y (s)− E(Y (s)|Y N(s))
a.s−−−→
N→∞
Y (s)− E(Y (s)|Y(s)) ∈ L1 (3.62)
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Now, consider the denominator of (3.60). Since Y is Gaussian, var(Y (s)|Y N(s)) is a
constant for all N and s. Moreover, consider a transformation Ts : Z2 → Z2, such
that for all t ∈ Z2, TsY (t) = Y (t + s). Then for all s, TsY (0) = Y (s) and TsY(0) =
Y(s). Since Y is strictly stationary, Ts is measure-preserving (see Section A.1).






















stant in Y N(0) and thus Ts can be dropped. Since E(Y
2
0 ) is bounded, uniformly in
N , {E(Y (0)|Y N(0))}N≥0 is a square integrable martingale, uniformly in N (see Sec-




var(Y (s)|Y N(s)) = var(Y (0)|Y(0)) = γ2 > 0. (3.63)







Y (s)− E(Y (s)|Y(s))
γ
(3.65)
Strict stationarity of {Λ(s) : s ∈ Z2} follows if we can show that for any s1, ..., sk ∈
Z2 and any A1, ..., Ak,
P
[
E(Y (s1 + h)|Y(s1+h)) ∈ A1, ..., E(Y (sk + h)|Y(sk+h)) ∈ Ak
]
does not depend on h. Consider a transformation Ts : Z2 → Z2, such that for all
t ∈ Z2, TsY (t) = Y (t + s). Since Y is strictly stationary, Ts is measure-preserving
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(see Section A.1). Then we have,
P (E(Y (s1 + h)|Y(s1+h)) ∈ A1, ..., E(Y (sk + h)|Y(sk+h)) ∈ Ak)
= P (E(ThY (s1)|ThY(s1)) ∈ A1, ..., E(ThY (sk)|ThY(sk)) ∈ Ak)
= P (ThE(Y (s1)|Y(s1)) ∈ A1, ..., ThE(Y (sk)|Y(sk)) ∈ Ak)
= P (E(Y (s1)|Y(s1)) ∈ A1, ..., E(Y (sk)|Y(sk)) ∈ Ak).
This theorem gives the asymptotic distribution of {ΛN(s) : s ∈ Z2} as N →∞
and its stationarity. Then, for any K, asymptotic stationarity of {ΛN(s) : s ∈ Z2K}
follows.
Corollary 1 (Asymptotic stationarity of ψN). Let ψN(x, y) = (−1)x+yΛN(x, y)
be defined on {s ∈ Z2} with ΛN(·) defined as in Theorem 1. Then ψN a.s.−−−→
N→∞
ψ ∈ L1,
where ψ is a strictly stationary process.
This corollary gives the asymptotic distribution of {ψN(s) : s ∈ Z2} as N →∞
and its stationarity. Then, for any K, asymptotic stationarity of {ψN(s) : s ∈ Z2K}
follows. In Section 3.3.2.1, we demonstrate that when Y (·) comes from the Matérn
model, ψN(·) is approximately stationary on the interior points of the lattice. More-
over, when Y (·) comes from the ICAR(1) model, we demonstrate in Section 3.3.2.2
exact stationarity of the subset of ψN(·) that is defined on the interior points of the
lattice.
We have shown that ΛN(s)
a.s.−−−→
N→∞
Λ(s), for all s ∈ Z2, where Λ(·) is a sta-
tionary Gaussian process. We now state what form the stationary autocovariance
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function ξ(·), corresponding to Λ(·), takes. In fact, it turns out that ξ(·) can be
expressed in terms of C ′, the autocovariance function corresponding to f−1, where
f is the spectral density of Y (·). Note that when Y (·) comes from either the Matérn
or the ICAR(1) model, the spectral density f exists.
Let f be the spectral density corresponding to Y (·) and let ΣN(f) be the
stationary covariance matrix corresponding to f , defined on Z2N . Let Σ−1N (f) ≡
(σstN)s,t∈Z2N be the inverse of ΣN(f). Generally, Σ
−1
N (f) is non-stationary. However,
Theorem 2 states that for all s, t ∈ Z2, |σstN − C ′(s − t)|
N→∞−−−→ 0, where C ′ is the
autocovariance function corresponding to f−1.
Theorem 2. (from [17]) Let F denote the set of admissible spectra for two dimen-
sional random fields, defined as follows. For any spatial autocovariance function
C(h1, h2), consider the sums Sh1,. =
∑
h2







|h1||h2||C(h1, h2)|. Define the set
F = {f : [−π, π]2 → R+, Sh1,. <∞ ∀h1, S.,h2 <∞ ∀h2, S.,. <∞}.
Let ΣN(f) be a (2N+1)
2×(2N+1)2 block-Toeplitz covariance matrix associated with
spectral density f and defined on Z2N . Assume f, f−1 ∈ F . Let Σ−1N f = (σstN)s,t∈Z2N
and let C ′ be the autocovariance function corresponding to f−1. Then for all s, t ∈
Z2, we have
|σstN − C ′(s− t)|
N→∞−−−→ 0.
The result of Theorem 2 was confirmed through personal correspondence with
Dr. Tucker McElroy. Dr. McElroy confirmed that the result follows as an extension
of the proof of Lemma 4.1 of [17]. Moreover, the conditions on spectral densities
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required in Theorem 2 hold for Matérn and ICAR(1) models due to the smoothness
of f and f−1 at the origin.
Now, consider the processes ΛN(·) and Λ(·) defined in Theorem 1. Corollary 2
states that for all s, t ∈ Z2, cov(ΛN(s),ΛN(t)) N→∞−−−→ cov(Λ(s),Λ(t)). Moreover,
Corollary 2 gives the form of the autocovariance function of Λ(·), in terms of C ′,
the autocovariance function corresponding to the inverse spectral density f−1 of the
underlying process Y (·).
Corollary 2. Let ξ(·) be the autocovariance function corresponding to Λ(·) in The-
orem 1. Then, for all hs ∈ Z2, ξ(hs) = C ′(0)−1C ′(hs), where C ′(·) is defined in
Theorem 2.
Proof. Let ΛN(·) be defined as in (3.60). Then, for all s, hs ∈ Z2,




−1/2σs,s+hsN 1Z2N (s)1Z2N (s+ hs)
as in (3.47). Then, Theorem 2 implies that
cov(ΛN(s),ΛN(s+ hs))
N→∞−−−→ (C ′(0))−1/2(C ′(0))−1/2C ′(hs) = C ′(0)−1C ′(hs).
In turn, since ΛN(·) is Gaussian, Corollary 4, together with the Cauchy-Schwartz
inequality imply that cov(ΛN(s),ΛN(s + hs))
N→∞−−−→ ξ(hs) = C ′(0)−1C ′(hs) for all
hs ∈ Z2.
Now, assuming that f(ω, θ) is the spectral density corresponding to Y (·),






sωf(ω, θ)−1dω, for all hs ∈ Z2. (3.66)
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, for all hs ∈ Z2. (3.67)
When Y (·) comes from the Matérn model, the spectral density takes the following
form, as given in [12, p.71]:
f(ω) = σ2(φ−2 + ω2)−ν , with ν > 0, φ > 0 (3.68)
When Y (·) comes from the ICAR(1) model, Cressie states in [15, p.449] that
the spectral density is proportional to:
f(ω) ∝ 1
1− 2ρ(cos(ω1) + cos(ω2))
(3.69)
The result in Corollary 2 is significant, because it provides a comparison point for
the results on magnitudes of correlations in ΛN(·) given in Section 3.3.2.1. In this
section, we make claims that ΛN(·) is stationary inside the lattice Z2N and that the
magnitudes of correlations of ΛN(·) inside the lattice are low. We can compute the
autocovariance function ξ(·) of the limiting process Λ(·), using the formula given in
Corollary 2. We can then compare the autocovariances of Λ(·) to the autocovariances
of ΛN(·) inside the lattice Z2N , where we claim ΛN(·) is approximately stationary.
The behavior of the Bonferroni bound (see Section 3.3.3.1) depends on the de-
gree of correlation in the process ψN(·) and therefore in the process ΛN(·). In fact,
the Bonferroni bound accurately approximates the tail probability of maxs∈Z2N ψ
N(s)
when ψN(·) is weakly correlated. In Sections 3.3.2.1 and 3.3.2.2, we consider the
correlation structure of ΛN(·), when the underlying process W (·) comes from either
42
the Matérn or the ICAR(1) model. It is worthwhile to note that when Wn is in-
dependent, then so is ΛN(·) (and therefore, ψN(·)). For if Wn is independent, then
Σ = σ2I and Σ−1 = σ−2I and ξst = (σ
ss)−1/2(σtt)−1/2σts = 1(s = t).
3.3.2.1 Properties of ΛN(·) when Y (·) is from the Matérn model
In this section we point out some relevant features of the correlation structure
of ΛN(·) when the underlying process Y (·) comes from the Matérn model. The
conclusions in this section are based on high accuracy numerical computations.
Approximate stationarity of ΛN(·) on Z2N−1. Theorem 1 states that for
a fixed K, {ΛN(s) : s ∈ Z2K} becomes stationary as N → ∞. In this section
we show that when Y (·) comes from the Matérn model, ΛN(·) is approximately
stationary on Z2N−1, regardless of the value of N . To demonstrate this, we compute
the maximum, minimum and median correlations in ΛN(·) at different lags. We
do this first over the entire sample space Z2N and over Z2N−1. More formally, let
AK(h) = {(s, t) ∈ Z2K : |s− t| = h} and define






medNK(h) = medianAK(h) (cov(Λ
N(s),ΛN(t)))




N differ, especially at smaller lags,
indicating non-stationarity of ΛN(·) over Z2N . However, MNN−1, mNN−1 and medNN−1
are very close to each other, which indicates that ΛN(·) is approximately stationary
on Z2N−1. We observe this trend regardless of the value of N . Figures 3.5-3.8
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illustrate this finding. Notice that medNN−1 serves as a proxy for the stationary
autocorrelation function of ΛN(·) inside the lattice, whereas MNN and mNN reflect
correlations on the boundary BN .
In the paragraphs to follow, we illustrate the above described finding in more
detail. To simplify presentation, we draw attention to the following. The degree of
correlation in Y (·) is positively related to the magnitudes of correlation in ΛN(·). In





K , for a fixed N and K = N or K = N − 1. Therefore, it suffices




N−1 are approximately the same
for those ΛN(·) which correspond to highly correlated Y (·). This is because weakly
correlated ΛN(·) will naturally exhibit less variation in correlations and should con-
verge to stationarity quicker than higher correlated ΛN(·). To illustrate this point,
we consider Matérn autocorrelation functions of various smoothness, as plotted in
Figure 3.1. Figures 3.2, 3.3 and 3.4 present the correlations in the corresponding
ΛN(·), for varying sample sizes (N = 3, 11, 25). The observation to make is that
a higher correlated Y (·) corresponds to higher magnitudes in correlation of ΛN(·),
regardless of N . In fact, Figures 3.2, 3.3 and 3.4 are nearly identical, indicating
that correlations in ΛN(·) do not vary much with N . Secondly, the higher the mag-
nitudes of correlation in ΛN(·), the more difference there is between correlations
on the boundary (reflected in the mNN and M
N
N numbers) and inside the boundary
(reflected in the medNN numbers). Thus if we show that Λ
N(·) corresponding to a
highly correlated Y (·) is approximately stationary on Z2N−1, we can conclude the
same about ΛN(·) corresponding to a weakly correlated Y (·).
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Now, we are ready to illustrate our main finding, which is that ΛN(·) is ap-
proximately stationary on Z2N−1. Consider Figures 3.5-3.8. These are plots of MNN ,
mNN and med
N






N−1 (bottom). In these plots, Λ
N(·)
corresponds to a highly correlated process Y (·), modeled by ν = 1 and φ = 2. The
six figures correspond to three different sample sizes, with N = (3, 4, 5, 11). In red,
are the median correlations. Observe that as we compare Figures 3.5-3.8 the only
difference between the median correlations we observe is when passing from N = 3
to N = 4. Even then, the difference is very marginal. For N ≥ 4, the median
correlations do not change with N and are the same on Z2N and Z2N−1.
We observe that on Z2N , there is variation in correlations of ΛN(·) at fixed
lags, thus indicating non-stationarity of ΛN(·). However, on Z2N−1, the variation in
correlations of ΛN(·) is very small, thus indicating approximate stationarity of ΛN(·)
on Z2N−1.
Figures 3.9 and 3.10 serve to quantify the variation in cov(Λ(s),Λ(s+h)) over
s ∈ Z2N and s ∈ Z2N−1 for various h. From Figure 3.9, we see that the variation in
cov(Λ(s),Λ(s + h)) over s ∈ Z2N is considerable for h = 1 and h = 1.41 and that
it does not change for N ≥ 4. The variation in cov(Λ(s),Λ(s + h)) over s ∈ Z2N is
small for h ≥ 2. From Figure 3.10, we see that the variation in cov(Λ(s),Λ(s+ h))
over s ∈ Z2N−1 is small for all h and does not vary for N ≥ 3.
Magnitude of correlations in ΛN(·). In this section, we would like to
summarize our findings regarding the magnitudes of correlations in ΛN(·). In the
previous section, we showed that ΛN(·) = {ΛN(s) : s ∈ Z2N} is approximately
stationary on Z2N−1, regardless of the value of N . We also showed that the median
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Figure 3.1: Matérn Autocorrelation Function, varying ν and φ
correlations in ΛN(·) do not change for N ≥ 4. These median correlations are
equivalent to the stationary autocorrelation function of ΛN(·) on Z2N−1. Let hs =





be the autocovariance function of ΛN(·) on Z2N−1, where ΛN(·) has been shown to
be approximately stationary. Figure 3.11 plots L(h) for the six models for Y (·)
in Figure 3.1 and for N = (3, 11, 25). As we discussed in the previous section,
L(h) stabilizes at N ≥ 4. For N ≥ 4, for the six models we consider for Y (·),
−0.35 ≤ L(1) ≤ 0, −0.06 ≤ L(
√
2) ≤ 0.01, 0 ≤ L(2) ≤ 0.08, with |L(h)| ≤ 0.02 for
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Figure 3.2: Maximum, minimum and median correlations between Λ(s) and Λ(s+h)
on Z2N , varying ν and φ, N=3.
h ≥ 2. Another way of summarizing this is to state the following. L(h) is highest in
magnitude and is negative at h = 1. At lags greater than 1, the magnitude of L(h)
is small.
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Figure 3.3: Maximum, minimum and median correlations between Λ(s) and Λ(s+h)
on Z2N , varying ν and φ, N=11.
3.3.2.2 Properties of ΛN(·) when Y (·) is from the ICAR(1) model
1. Stationarity and correlation structure of ΛN(·) on Z2N−1
In this section we demonstrate stationarity of the outlier detection vector ΛN(·)
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Figure 3.4: Maximum, minimum and median correlations between Λ(s) and Λ(s+h)
on Z2N , varying ν and φ, N=25.
on the subset Z2N−1 of the sample space Z2N , when the underlying process
Y (·) comes from the ICAR(1) model. We also give a simplified form for the
autocovariance function Lθ(·) of ΛN(·) on Z2N−1.
Proposition 4 (Distribution of ΛN(·) on Z2N−1). Let {W (s) : s ∈ Z2} be
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Figure 3.5: Maximum, minimum and median correlations between Λ(s) and Λ(s+h);
ν = 1, φ = 2; on Z2N (top), Z2N−1 (bottom), N = 3, h is the Euclidean distance
between observations.
distributed as in Definition 2 and consider a sample Wn ≡ {W (s) : s ∈ Z2N}.
Consider the outlier detection vector ΛN(s), defined as in (3.44). Then ΛN(·)
is stationary on Z2N−1. Furthermore, let Lθ(·) be the autocovariance function
of ΛN(·) on Z2N−1. Then,
Lθ(h) = 1(h = 0)− ρ1(h = 1) (3.70)
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Figure 3.6: Maximum, minimum and median correlations between Λ(s) and Λ(s+h);
ν = 1, φ = 2; on Z2N (top), Z2N−1 (bottom), N = 4, h is the Euclidean distance
between observations.
Proof. According to Proposition 2, cov(ΛN(s),ΛN(t)) = (σssN )
−1/2(σttN)
−1/2σstN ,
where σstN are elements of Σ
−1
N , the precision matrix of Wn. Now, Σ
−1
N =
I− ρMN , as in (2.14). Let mNst be elements of MN . Then, according to (2.15),
for all s, t ∈ Z2N−1,
mNst = 1(|s− t| = 1) (3.71)
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Figure 3.7: Maximum, minimum and median correlations between Λ(s) and Λ(s+h);
ν = 1, φ = 2; on Z2N (top), Z2N−1 (bottom), N = 5, h is the Euclidean distance
between observations.
Therefore, for all s, t ∈ Z2N−1,
σstN = 1(|s− t| = 0)− ρ1(|s− t| = 1) (3.72)
Since for all s ∈ Z2N−1, σssN = 1, we have for all s, t ∈ Z2N−1, cov(ΛN(s),ΛN(t)) =
σstN . This, in turn, implies that for all s, t ∈ Z2N−1,
cov(ΛN(s),ΛN(t)) = 1(|s− t| = 0)− ρ1(|s− t| = 1) (3.73)
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Figure 3.8: Maximum, minimum and median correlations between Λ(s) and Λ(s+h);
ν = 1, φ = 2; on Z2N (top), Z2N−1 (bottom), N = 11, h is the Euclidean distance
between observations.
This proves stationarity of ΛN(·) on Z2N−1. Let Lθ(·) be the autocovariance
function of ΛN(·) on Z2N−1. Then (3.73) implies that
Lθ(h) = 1(h = 0)− ρ1(h = 1)
We have shown that ΛN(·) is stationary on Z2N\B ≡ Z2N−1 when Y (·) is
modeled as ICAR(1). This is important, since the DLM bound (see Sec-
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Figure 3.9: Maximum absolute differences over s of cov(Λ(s),Λ(s+ h)), for a fixed
h. The max is taken over Z2N , varying N .
tion 3.3.3.2) requires stationarity of ΛN(·). Furthermore, since |ρ| < 1/4,
pairwise correlations in ΛN(·) on Z2N−1 are at most 1/4 in magnitude. There-
fore, ΛN(·) and ψN(·) are weakly correlated on Z2N−1. This is important,
because for weakly correlated processes, the Bonferroni bound is accurate (see
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Figure 3.10: Maximum absolute differences over s of cov(Λ(s),Λ(s+h)), for a fixed
h. The max is taken over Z2N−1, varying N .
Section 3.3.3.1). Since the Bonferroni bound does not require the knowledge
of the correlation structure of Y (·) and is extremely easy to calculate, cases
where it performs well should be pointed out.
Circulant approximation to Σ−1N
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Figure 3.11: L(h) as a function of lag h. The figures reported on the plots are the
values of L(h) corresponding to the highest correlated Y (·), with ν = 1 and φ = 2.
To simulate ΛN(·), we first need to compute the corresponding covariance
matrix ΞN . This, in turn, requires knowledge of Σ
−1
N . To compute Σ
−1
N , we
first compute the entries in ΣN via (2.12) and then invert ΣN . When N is
large, the computation of ΣN is very time consuming. Instead, we propose
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replacing Σ−1N with its circulant approximation CN , obtained by treating the
Z2N lattice as a torus with opposite sides adjacent. In this case, all sites will
have four neighbors and the specification of CN is trivial and results in a sparse
matrix. Below, we give a formal definition of CN . First, we need to define
Ñ (·), the set of nearest neighbors on the torus of Z2N .
Definition 3. Consider the lattice Z2N wrapped on the torus, with opposite
sides of the lattice adjacent. Let s = (x, y) ∈ Z2N and let Ñ (s) be the set
of nearest neighbors of s on the Z2N torus. Let B ≡ Z2N\Z2N−1 be the set of
boundary points of Z2N . Then,
Ñ (s) =

N (s) s /∈ B
{N (s) ∩ Z2N} ∪ (−x, y) s ∈ B, x = ±N
{N (s) ∩ Z2N} ∪ (x,−y) s ∈ B, y = ±N
(3.75)
where N (·) is defined as in Definition 1.
Now, we define the circulant approximation CN to Σ
−1
N , formed by treating
the opposite sides of the lattice Z2N as adjacent.
Definition 4. Let W (·) be defined as in Definition 2, which implies that a
sample Wn ≡ {W (t) : t ∈ Z2N} is distributed as in (2.13) with the precision
matrix Σ−1N ≡ (σstN)s,t∈Z2N taking the form (2.14). Let CN ≡ (c
st
N)s,t∈Z2N be the
circulant approximation of Σ−1n , obtained by treating the opposite sides of the
lattice Z2N as adjacent. Then CN = I − ρM̃N with M̃N ≡ (m̃stN)s,t∈Z2N where
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for all s, t ∈ Z2N ,
m̃stN = 1(t ∈ Ñ (s)) (3.76)
Notice that Σ−1N and CN are equivalent on Z2N−1, as follows from Definition 4.
Let Λ̃N(s) be the approximation to the test statistic ΛN(s), obtained by replac-
ing Σ−1N with CN . Then it follows easily that Λ
N(s) and Λ̃N(s) are equivalent
on Z2N−1 ΛN(s) and Λ̃N(s) differ on s ∈ BN . As N increases, the effect of the
boundary in many problems diminishes. For example, for us it is of interest
to study the tail probabilities of maxs∈Z2N |Λ
N(s)|. As N → ∞, the propor-
tion of observations on the boundary BN shrinks and so does the impact of
{ΛN(s) : s ∈ BN} on maxs∈Z2N |Λ
N(s)|. Thus, if we want to study the behavior
of maxs∈Z2N |Λ
N(s)| for large N , the use of the approximation Λ̃N(s) in place
of ΛN(s) is justified. However, when N is small, the percentage of the obser-
vations on the boundary BN is large and thus replacing ΛN(s) with Λ̃N(s) is
questionable.
3.3.3 Bounds on the tail probability of the maximum of a dis-
cretely sampled Gaussian random field
Consider Zn ≡ {Z(s) : s ∈ Z2N}, a stationary, zero-mean, unit-variance Gaus-
sian random field, with autocovariance function Cθ(·). Let
Pmax = P (max
s∈Z2N
Z(s) > t) (3.77)
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be the tail probability of the maximum of Zn. In this section, we present two
bounds on Pmax, the Bonferroni bound and the Discrete Local Maxima (DLM)
bound. The Bonferroni bound is attractive because it is very easy to calculate
and it does not depend on θ. However, its drawback is that it performs well
only when the process Zn is weakly correlated. The DLM bound, on the other
hand, performs well regardless of the degree of correlation in Zn. However, it
does depend on θ and is more difficult to calculate than the Bonferroni bound.
3.3.3.1 Bonferroni bound (PBON)
Boole’s Inequality, also known as the union bound, says that for any finite or
countable set of events, the probability that at least one of the events happens
is no greater than the sum of the probabilities of individual events.
Proposition 5 (Boole’s Inequality). Let {Ai} be a countable set of events.
Then




Boole’s Inequality is a special case of the Bonferroni Inequalities. We refer to
P (
∑
iAi) as PBON , the Bonferroni upper bound on P (∪Ai).
Corollary 3. Let Zn ≡ {Z(s) : s ∈ Z2N} be a Gaussian zero-mean, unit-




P (Z(s) > t) (3.79)
Let Pmax be defined as in (3.77). Then Pmax ≤ PBON .
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Proof. The result follows if we note that
P{max
s∈Z2N
Z(s) > t} = P{∪s∈Z2N (Z(s) > t)}.
Corollary 3 shows that PBON is an upper bound on Pmax. Theorem 3 implies
that PBON − Pmax → 0 as t→∞.
Theorem 3 (from [16]). Let {Z(s)}s∈S be a mean-zero stationary Gaussian
process defined on a finite set S ⊂ Z2. Let PBON be defined as in (3.79). Let














3.3.3.2 Discrete Local Maxima (DLM) bound (PDLM)
Taylor et al. [16] present an upper bound on Pmax, which they refer to as
an improved Bonferroni-type bound based on discrete local maxima. The
attractive feature of this bound is that, unlike the Bonferroni bound, it works
well regardless of the degree of correlation in the process Zn.
Definition 5 (Discrete Local Maxima (DLM) bound, from [16]). Let






P (Z(u) > t, Z(v) < Z(u), v ∈ N (u) ∩ Z2N) (3.82)
where N (u) is defined as in Definition 1.
Theorems 4 and 5, from [16], state that PDLM is an upper bound on Pmax and
that PDLM − Pmax → 0 as t→∞.
Theorem 4. Let Pmax be defined as in (3.77). Then Pmax ≤ PDLM .
Theorem 5. Let Zn ≡ {Z(s) : s ∈ Z2N} be a stationary, zero-mean, unit-
variance Gaussian random field. Let PDLM be defined as in Definition 5. Let





















Notice that in order for PDLM to outperform PBON , we must have σ
2
c,DLM <
σ2c,BON . This happens when K(
√
2) < K(1).
3.3.3.3 Comparison Between PBON and PDLM
In this section, we compare the performance of PDLM and PBON in approx-
imating Pmax in (3.77). We have made claims that PBON works well when
the underlying process Z(·) is weakly correlated. We claim that PDLM agrees
with Pmax better than PBON , as the correlation structure of Z(·) changes. We
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simulate processes Zn = {Z(s) : s ∈ Z2N} of varying degree of correlation
and compute PDLM and PBON in each case. For illustration, we consider pro-
cesses Z(·) with Matérn autocorrelation functions and vary parameters ν and
φ to generate processes of varying degree of correlation. Figure 3.1 presents
the six types of Matérn autocorrelation function we consider, varying from
very weakly correlated (1) to highly correlated (6). We also vary the sample
size, considering the index set Z2N with N = (3, 11, 25), which corresponds to
n = (49, 529, 2601).
Table 3.1 reports the Bonferroni bound (PB) and the DLM bound (PD) on
Pmax ∗ 100, as well as the Monte Carlo approximation of Pmax ∗ 100 based on
simulation (PS), for N = (3, 11, 25). The simulated value serves as a proxy for
the true value, as we do not know the true value of Pmax. Table 3.2 reports
the Monte Carlo sampling error for values of PSIM in the neighborhood of
(0.01, 0.05, 0.10).
In Table 3.1, we choose critical values so that the corresponding Pmax is in
the neighborhood of 0.05. This is because we propose the bounds PBON and
PDLM with the goal of approximating critical values corresponding to a size
α test and α = 0.05 is a typical value. PSIM and PDLM are reported for each
of the six models in Figure 3.1. However, the Bonferroni bound (PBON) does
not change with model parameters and is thus reported only once.
In Tables 3.3-3.5, we report the differences PS−PB and PS−PD, corresponding
to values in Table 3.1. Notice that in Tables 3.3-3.5, PSIM − PBON is small
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for models (1) − (3) of Figure 3.1, regardless of the value of t. These models
correspond to weakly correlated Z(·), with Kθ(h) ≤ 0.4 for all h. However,
we see that as the correlation in Z(·) increases, PS −PB starts deviating from
0, as evident in the results for models (4)− (6) of Tables 3.3-3.5. Notice that
as the correlation in Z(·) increases, PS −PD is small for all values of t and for
all models (1) − (6). Thus, these results support the hypothesis that PDLM
approximates Pmax closer than does PBON , as the correlation in Z(·) changes.
This happens regardless of the value of N .
The conclusion that we draw from these results is the following. When Z(·)
is weakly correlated, Pmax (approximated by PSIM) does not change much
as the correlation in Z(·) changes, and either PBON or PDLM can be used to
approximate Pmax. The advantage to PBON is that it is extremely simple and
fast to calculate. We feel confident that as long as Kθ(h) ≤ 0.4 for all h,
we can define Z(·) as weakly correlated for our purposes. Note that this is
a soft bound and is more of a heuristic figure. When Z(·) is moderately to
highly correlated, PDLM traces Pmax better than PBON and we recommend
using PDLM to approximate Pmax.
3.3.4 Recommended Critical Values
Based on the material in Sections 3.3.1, 3.3.2 and 3.3.3 we are now in posi-
tion to make recommendations on critical value selection for the test statistic
ΛN (3.31). We make the following broad recommendations:
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• When ΛN(·) (and therefore ψN(·)) is weakly correlated, the use of the
Bonferroni bound to approximate P ∗ in (3.34) is justified. Care should
be taken as to how weak correlation is defined. Our experience suggests
that the use of the Bonferroni bound is justified when the magnitude of
correlations in ΛN(·) is at most 0.4. However, it is important to keep in
mind that this recommendation is based on observation only and is not
supported by rigorous theory. Thus, whenever possible, the DLM bound
should be computed as well and the critical values corresponding to the
two bounds should be compared.
• The DLM bound approximates P ∗ consistently well, regardless of the
correlation structure of ΛN(·). Thus, when the user does not know the
correlation structure of ΛN(·), or if the ΛN(·) exhibits high (in magnitude)
correlations, the DLM bound is advocated for critical value estimation.
In Sections 3.3.4.1 and 3.3.4.2 we give recommendations on critical value se-
lection for λ when the underlying processes are Matérn and ICAR(1) (respec-
tively). To achieve a size α test, we need to find tα, such that
Pα = PH0(max
s∈Z2N
ΛN(s) > tα) = α. (3.85)
In Section 3.3.1, we presented an argument for approximating Pα as
Pα ≈ 2P (max
s∈Z2N
ψN(s) > tα). (3.86)
Next, we detail the computations involved in obtaining tα based on the Bon-
ferroni and DLM approximations to P (maxs∈Z2N ψ
N(s) > tα), as well as the
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simulated value of tα.
• Bonferroni Since the Bonferroni bound on PH0(maxs∈Z2N ψ
N(s) > tα) is
PNα,BON = nP (ψ
N(s) > tα) = n(1− Φ(tα)), (3.87)





where n = (2N + 1)2.






P (ψN(s) > tα, ψ
N(t) < ψN(s), t ∈ N (s) ∩ Z2N) (3.89)
To obtain the DLM approximation to tα, tα,DLM , we need to set Pα,DLM
to α
2
and solve for tα. Since it is not possible to obtain a closed-form
analytical expression for tα in this case, we do the following. We eval-
uate 2Pα,DLM for a range of tα’s and fit a smoothing spline to the pair
(2Pα,DLM , tα). Then, using the fitted equation, we predict tα for α = α0,
where α0 is the hypothesis test level we have in mind.
• Simulation To obtain a simulated approximation to tα, tα,SIM , we do
the following. Let M be the simulation size and fix N .
(a) For m = 1, ...,M , simulate ΛNm(·) and obtain ζm = maxs∈Z2N |Λ
N
m(s)|.
(b) Let tα = ζ(k), the k-th order statistic of ζ, where k = (1− α)M .
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3.3.4.1 When Y (·) is from the Matérn model
In this section, we discuss the behavior of tα when Y (·) comes from the Matérn
model. We consider the six models for Y (·) presented in Figure 3.1, to cover
a range of correlation scenarios. We also vary the index space Z2N on which
observations are sampled and consider N = (2, 3, 4, 5, 7, 11), corresponding to
sample sizes of n = (25, 49, 81, 121, 225, 529).
First, we expain why we consider small to moderate sample sizes. The goal of
this exposition is to convince the reader of two things. First, that tα,DLM , the
DLM critical value approximation to tα, is a consistently good approximation,
regardless of the degree of correlation in ΛN(·). Second, that tα,BON , the
Bonferroni critical value approximation to tα is a good approximation when
ΛN(·) is weakly correlated.
As we saw in Section 3.3.2.1, when Y (·) comes from the Matérn model, the
magnitude of correlations in ΛN(·) is positively related to the degree of correla-
tion in Y (·). We also saw that even for highly correlated Y (·), ΛN(·) is weakly
correlated, except on and around the boundary B, where the magnitude of
correlations is higher than inside the boundary (see Figures 3.5-3.8). Only
when N is small do we have a considerable percentage of the observations on
the boundary B, thus resulting in a more strongly correlated ΛN(·). There-
fore, only when N is small should we expect some variation in the tα’s as we
vary the correlation in Y (·). When this is the case, we should expect tα,DLM to
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match tα better than tα,BON . As we increase N , the percentage of observations
on BN decreases and thus the variation in the correlations of ΛN(·) decreases.
In turn, the critical values tα do not vary much with the degree of correlation
in Y (·), since ΛN(·) remains consistently weakly correlated. In this case, tα is
well approximated by tα,BON , regardless of the degree of correlation in Y (·).
The percentage of observations on the boundary decreases rapidly with N .
When N = (2, 3, 4, 5, 7, 11), the percentage of observations on B is
(64%, 49%, 40%, 33%, 25%, 17%), respectively. Thus, as we will see in the dis-
cussion to follow, we only see variability in tαs for very small N .
Table 3.6 lists critical values corresponding to size α = (0.01, 0.05, 0.10) test
and to the six models for Y (·) labeled as in Figure 3.1, when N = 2 (n = 25).
We see that even when the sample size is this small, there is not much variation
in the simulated critical values (tα,SIM) between the six models for Y (·) that
we consider. To gauge whether this magnitude of variation in the critical
values has an effect on the corresponding size of the test, we calculated an
approximation to PH0(maxs∈Z2N |Λ
N(s)| > tα) for the range of critical values
reported in Table 3.6. These values are reported in Table 3.7. As we see,
there is little variability in these numbers, with the greatest being for tα ∈
[2.83, 2.88]. These t-values were calculated for a size α = 0.1 test. We see that
the approximated PH0(maxs∈Z2N |Λ
N(s)| > t) varies between 0.09 and 0.11,
thus exhibiting some variation around 0.10. If the researcher wants to be
very precise about the size of the test corresponding to the estimated critical
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values, we recommend calculating tα,DLM , since it traces tα,SIM more closely
that tα,BON .
As can be seen from Tables 3.8-3.11, for N ≥ 3 there is even less variation
in tαs than for N = 2. We see practically no variation in the tα,DLM values
and we suspect that the variation in the tα,SIM values is a simulation error.
Therefore, it makes no difference for N ≥ 3 whether we use tα,BON or tα,DLM
to approximate tα. Since tα,BON is much easier and faster to calculate, we
advocate calculating this bound only.
The conclusion of this discussion is the following. Due to the fact that ΛN(·)
corresponding to Y (·) from the Matérn model is consistently weakly correlated,
the Bonferroni approximation tα,BON is nearly as good as the DLM approx-
imation tα,DLM . Since tα,BON is easier and faster to calculate, we advocate
calculating this bound only. Only for very small sample sizes, with N ≤ 3,
do we justify the use of tα,DLM , since there does appear to be some variation
in tαs in this case, due to effect of the boundary of Z2N . With such a small
sample size, tα,DLM does not take much time to calculate, thus justifying its
use further.
3.3.4.2 When Y (·) is from the ICAR(1) model





y. Figure 3.12 presents Cθ(hx, hy) as a function of h. Notice
that since Cθ(hx, hy) is isotropic, it is a function only of h. Figure 3.12 presents
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autocorrelation functions of varying degree of correlation, corresponding to
various values of ρ, with σ2 = 1. Besag and Kooperberg [14] point out that
in practice moderate to substantial autocorrelations are typical. As can be
seen from Figure 3.12, these autocorrelations correspond to ρ very close to
the boundary value of 0.25. Now supppose we observe Yn ≡ {Y (s) : s ∈
Z2N} and consider the outlier detection vector ΛN(·) corresponding to Yn. As
discussed in Section 3.3.2.2, the autocorrelations in ΛN(·) on Z2N−1 are at most
ρ in magnitude. Since ρ is less than 0.25, we conclude that ΛN(·) is weakly
correlated on the interior point of the lattice (i.e. Z2N−1), regardless of the
value of ρ. On the boundary, the correlation structure changes somewhat.
However, the effect of the boundary diminishes as N grows. Since ΛN(·) is
weakly correlated inside the boundary of the lattice, we show critical values
tα are well approximated by tα,BON , regardless of the correlation structure of
the underlying ICAR(1) process Y (·).
As discussed in more detail in Section 3.3.2.2, to compute the estimated crit-
ical values tα for a given value of ρ and sample size n, we need to calculate
the covariance matrix of the corresponding ΛN(·). This, in turn, requires the
computation and inversion of ΣN , the covariance matrix of the corresponding
ICAR(1) process Y (·), whose entries are calculated using (2.12). It turns out
that the calculations involved are very time consuming. Even for the small
samples sizes we present here, N = (2, 3, 4), the time required was in magni-
tude of days. This motivated us to investigate the circulant approximation to
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ΛN(·), Λ̃N(·), as discussed in Section 3.3.2.2. We expect the critical values t̃α,
based on the circulant approximation Λ̃N(·), to be close to tα when N is large.
This is because ΛN(·) and Λ̃N(·) are equivalent on Z2N−1 and the percentage
of observations on Z2N−1 relative to Z2N goes to 1 as N →∞. We did not test
this empirically, however, since for large N , the computation time involved in
simulating ΛN(·) is prohibitively long.
We did compare t̃α and tα for small values of N . The results are presented
in Tables 3.12-3.14. In these tables, tα are reported at the top and t̃α, at the
bottom. We were encouraged to see that even for such small sample sizes, the
values of tα and t̃α are very close, regardless of α, ρ or N . Since the circulant
approximation only gets more accurate as N grows, we see no reason why tα
and t̃α should not be close for N larger than the values we tested. Therefore,
to save computing time, we advocate the use of the circulant approximation
to Σ−1N for critical value estimation.
Tables 3.12-3.14 reveal another important trend. Even for small N , the sim-
ulated values tα,SIM do not vary much as we vary the correlations in Y (·).
Thus the Bonferroni bound tα,BON is a good approximation to tα,SIM even for
small N , regardless of the correlation structure of Y (·). Remember, it is only
for small N that we expect a higher degree of correlation in ΛN(·), due to the
boundary effect, and thus some variation in the critical values, as we vary the
correlation structure of Y (·). However, as our results indicate, even for small
N , the critical values do not vary much, indicating that ΛN(·) remains weakly
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correlated, irrespective of the degree of correlation in Y (·).
We also calculated t̃α for N = (7, 11), the results are in Tables 3.15 and 3.16.
These results are consistent with the finding that t̃α do not change with the
correlations in Y (·). Therefore, for ICAR models, we advocate the use of the
Bonferroni approximation to tα, since it is easier to calculate than the DLM
approximation and results in comparable approximations to tα.
3.3.4.3 Bonferroni approximation to tα, varying n.
In Sections 3.3.4.1 and 3.3.4.2 we have shown that the critical values tα do not
change significantly as we vary the correlations in Y (·), when Y (·) comes from
the Matérn or ICAR(1) model. In turn, this justifies the use of the Bonferrroni
approximation to tα. The Bonferroni approximation, tα,BON does vary with
N , and thus with n. In Table 3.17, we report tnα,BON ≈ Φ−1(1− α2n), for various
values of α and n. The remarkable fact is tα,BON can be calculated quickly for
any n. For example, Table 3.17 took seconds to generate.
3.4 µ and θ unknown, location of outlier s0 unknown
In Section 3.3, we considered the scenario when the location of the outlier, s0, is
unknown, but the parameters τ = (µ, θ) of the process W (·) are known. In this
section, we consider the more realistic scenario when neither the parameters
τ nor the location of the outlier s0 are known. We assume the parameters
are estimated via maximum likelihood and consider the asymptotic properties
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of the parameter estimates, as well as the the asymptotic behavior of the
estimated outlier detection statistic ΛN(τ̂N) as N →∞.
Let ΛN(s, τ) be defined as in (3.45). Let ΛN(τ̂N , τ, s) be obtained by replacing
τ in ΛN(s, τ) with τ̂N , the MLE of τ . Notice that Λ
N(τ̂N , τ, s) still depends on
τ , since Y (·) is parametrized by τ . When τ̂N , the MLE of τ , is consistent, The-
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orem 6 states that for all s ∈ Z2, ΛN(τ̂N , τ, s)
Pτ−−−→
N→∞
Λ(τ, s). In Section 3.4.1,
we discuss conditions under which τ̂N is consistent for τ .
Theorem 6 has a practical implication when estimating critical values. When
τ is unkown, the test statistic for the hypothesis in (3.28) becomes
max
s∈Z2N
|ΛN(τ̂N , s)| (3.90)
As N increases, for a fixed t, P (maxs∈Z2N |Λ
N(τ̂N , s)| > t) should approach
P (maxs∈Z2N |Λ(τ, s)| > t). In turn, in Section 3.3, we demonstrated that when
Y (·) comes from either the Matérn or the ICAR(1) model, P (maxs∈Z2N |Λ(τ, s)| >
t) is well approximated by its Bonferroni bound, as in (3.87). Since the Bonfer-
roni bound does not depend on τ , we do not need to estimate τ to calculate it.
Thus, as long as N is large enough to make P (maxs∈Z2N |Λ
N(τ̂N , s)| > t) close
to P (maxs∈Z2N |Λ(τ, s)| > t), the critical values for the test statistic in (3.90)
should be well approximated by the Bonferroni critical value approximation,
as in (3.88).
Theorem 6. Let ΛN(s, τ) be defined as in (3.45). Let ΛN(τ̂N , τ, s) be obtained
by replacing τ in ΛN(s, τ) with τ̂N , the MLE of τ . Let τ̂N be a function of
{Y (s) : s ∈ Z2N}, with τ̂N
P−−−→
N→∞
τ . Then for all s ∈ Z2,





3.4.1 Asymptotic properties of parameter estimates
In this section, we discuss asymptotic properties of parameter estimates of a
Gaussian random field W (·) defined Zd. Assume W (s) = X(s)′β+ ε(s), where
X(·) is a known vector valued function, β ∈ B is a q × 1 vector of unknown
coefficients, B is an open subset of Rq, ε(·) has mean 0 and covariance function
cov(ε(s), ε(t)) = Cθ(s, t), θ ∈ Θ is a p× 1 parameter vector, and Θ is an open
subset of Rp. We assume that Cθ(s, t) is twice differentiable with respect to
θ at all points Zd × Θ and that it is positive definite in the sense that for
every finite subset Sn ∈ Zd, the covariance matrix Σn = (σst)s,t∈Sn is positive-
definite.
3.4.1.1 Increasing-domain vs. Infill asymptotics
This section is partially taken from [11].
In this thesis we assume that the sample set, Sn, is predetermined and nonran-
dom with the restriction that ||si − sj|| ≥ δ > 0, for all pairs i, j = 1, ..., n, to
ensure that the sampling domain increases as n increases. This type of spatial
asymptotics is referred to as increasing domain asymptotics [15]. This is in
contrast to infill [15], also referred to as fixed-domain [12] asymptotics, where
more and more observations are sampled in a fixed domain D. When lat-
tice data have a spacing between observations that is fixed, increasing-domain
asymptotics is more appropriate. We chose the increasing domain setting, be-
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cause there are many more asymptotic results on parameter estimates in this
setting than under fixed-domain asymptotics.
One of the difficulties in obtaining fixed-domain asymptotic results even for
Gaussian processes observed on a grid is that, under any model including
something like a range parameter, there will generally be at least one function
of the parameters that cannot be consistently estimated as the number of ob-
servations increases. For example, if D is a bounded subset of Rd for d ≤ 3 and
K0 and K1 are two Matérn covariance functions (see Section 2.2.1.1), then the
ratio of corresponding spectral densities tending to 1 as the frequency tends
to ∞ is necessary and sufficient for the corresponding measures to be equiva-
lent [18, Theorem 2]. As a special case of this result, consider Kθ,φ(h) = θe
−φh
with θ, φ unknown positive parameters. Then the corresponding Gaussian
measures are equivalent on any bounded infinite set D in 3 or fewer dimen-
sions if and only if θ0φ0 = θ1φ1. It immediately follows that it is not possible
to estimate either θ or φ consistently, based on observations in D, but it may
be possible to estimate their product consistently [18].
It is important to note the following feature of fixed domain asymptotics,
discussed in more detail in Section A.3.5.1. If the goal is spatial prediction
(kriging), then as long as the corresponding measures are equivalent, the krig-
ing errors are asymptotically the same. This is not the same as saying that if
one plugs in the estimated covariance function into the standard kriging formu-
las, then the resulting predictors are asymptotically optimal or the presumed
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mean squared prediction errors are asymptotically correct. Stein [12] claims
that such a result is true under fixed-domain asymptotics in broad generality
for Gaussian processes with homogeneous covariance functions. However, no
substantial progress has been made to formally assess this problem.
Under increasing-domain asymptotics, one might generally expect that under
parametric models for the covariance structure, all parameters can be consis-
tently estimated and that the ML estimators should obey the usual asymp-
totics. Specifically, we might expect that these estimators are asymptotically
normal with asymptotic mean given by the true value of the parameters and
asymptotic covariance matrix given by the inverse of the Fisher information
matrix. Mardia and Marshall [19] give a general result to this effect about ML
estimators, but despite a strong effort by the authors to give results that can
be verified in practice, it is not easy to verify the conditions for observations
that are not on a regular lattice.
Theorem 7, from [19], gives conditions under which parameters β and θ are con-
sistent and asymptotically normal, provided we are in the increasing-domain
setting.
Theorem 7 (Mardia and Marshall, 1984). Consider a weakly stationary Gaus-
sian process Yn ∼ Nn(Xβ,Σθ), sampled on a regular lattice Zd, with θ =
(θ1, ..., θk). Let L
(2)
n be the second-derivative matrix of the negative log-likelihood
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where Jβ = X








and Σi = ∂Σ
−1
∂θi
. Suppose, as n→∞, we have
(a)
tij/(tiitjj)
1/2 → aij (3.94)
for all i, j = 1, ..., k where A = (aij) is a nonsingular matrix.
(b) (X ′X)−1 → 0, a q × q matrix whose elements are 0.
Further assume that the autocovariance function Cθ(h) = σ






. Suppose K, Ki and Kij are absolutely summable
over the set {h : h ∈ Zd} ∀i, j = 1, ..., k. Then the m.l. estimator τ̂n of




J1/2n (τ̂n − τ)
D→ N(0, I). (3.96)
According to Cressie [15], these results are general enough to have as a special
case the ICAR(1) model, as in (2), defined on a regular lattice of the torus.
When an ICAR(1) process on a regular lattice is approximated by wrapping
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the lattice points on a torus, the corresponding circulant precision matrix Σ−1
has a simple form and is sparse. This has a tremendous effect in reducing the
computational burden involved in parameter estimation. Since the parameter
estimates obtained using the circulant approximation are consistent, we rec-
ommend using the circulant approximation to the precision matrix when the
sample size is large.
We have not been able to verify the conditions of Theorem 7 for the Matérn
model. This prompted us to look for other sources for consistency of the au-
tocovariance function parameters under the Matérn model. Guyon [20] states
conditions on the spectral density of a mean-zero, second-order stationary
process which guarantee consistency of the autocovariance function parame-
ters. The author assumes that sampling is done on an increasing sequence
of sets PN , with cN points, which tends to infinity with the same speed in
all directions. This assumption is satisfied under our sampling scheme, where
PN = Z2N .
Let f = f(θ, ω) be the spectral density corresponding to a zero-mean, second-
order stationary process Z with ω in a d-dimensional torus T d and θ belonging
to a bounded open set Θ ⊂ Rd. Proposition 6 gives conditions on f under
which the MLE θ̂N of θ is consistent.
Proposition 6. Suppose the spectral density f(θ, ω) satisfies the following
three conditions:
(a) if θ 6= θ′, the first derivative fθ of f is such that fθ 6= fθ′ in L1(T d).
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(b) f(ω, θ) is continuous and nonzero on T d × Θ; also Z is a linear process
and we suppose that ε has fourth cumulant κ4(θ).
(c) f , its first and second derivatives with respect to θ, have derivatives with
respect to ωi of order d, in L1(T
d) (i = 1, ..., d).
Then the MLE of θ is consistent.
Guyon [20, p.100] states that all classical models comply with the conditions
above. Theorem 1.1 of [25] supplies the proof of Guyon’s assertions in Propo-
sition 6.
3.4.2 Simulated results
In this section, we compare critical values for maxs∈Z2N |Λ̂
N(s)| to critical values
for maxs∈Z2N |Λ
N(s)|, when Y (·) comes from the Matérn model with various
degrees of correlation. Proposition 7 implies that we do not need to vary µ and
σ2 when estimating critical values for the test statistic maxs∈Z2N |Λ̂
N(s)|. Also,
estimation of Matérn covariance parameters is prone to computational issues.
For this reason, in this presentation, we consider the exponential model, which
is a special case of the Matérn model, with the smoothness parameter ν fixed
at 0.5. We vary the range parameter φ, as in Figure 3.13, to produce a variety
of correlation scenarios for Y (·).
Table 3.18 reports the critical values for maxs∈Z2N |Λ̂
N(s)| and for maxs∈Z2N |Λ
N(s)|,
for N = (2, 3, 4, 7) and size α = (0.01, 0.05, 0.1). We consider small to moder-
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Figure 3.13: Matern autocorrelation function with ν = 0.5, corresponds to the
exponential autocorrelation function; varying φ.
ate sample sizes mainly due to time constraints. However, we do expect the
critical values for maxs∈Z2N |Λ̂
N(s)| and for maxs∈Z2N |Λ
N(s)| to converge as N
grows, due to Theorem 6. We observe some difference between critical val-
ues for maxs∈Z2N |Λ̂
N(s)| and for maxs∈Z2N |Λ
N(s)| for all sample sizes studied.
However, the differences diminish as N increases.
Proposition 7. Let Y ∼ N(µ,Σ) and let Λ = (X ′Σ−1X)−1X ′Σ−1(Y − µ1),
where X is a full-rank matrix. Let Λ̂ = (X ′Σ̂−1X)−1X ′Σ̂−1(Y − µ̂1), where µ̂
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and Σ̂ are the MLEs of µ and Σ. Further, let Σ = σ2D. Then, Λ̂ is invariant
to the values of µ and σ2.
Proof. The MLEs of µ and σ2 can be expressed as
µ̂ = (1′D̂−11)−11′D̂−1Y (3.97)
and
σ̂2 =
(Y − µ̂1)′D̂−1(Y − µ̂1)
n
(3.98)
where D̂ is the MLE of D. The likelihood L(µ, σ2, D|Y ) is




Now plug in (3.97) and (3.98) into (3.99), to obtain the concentrated likelihood
for γ, parameters of D. Then, the term in the exponent simplifies to −n/2.
And we have
L(µ̂, σ̂2, D|Y ) ∝ |σ̂2D|−1/2 ∝ |(Y − µ̂)′D−1(Y − µ̂)D| (3.100)
We show next that Y − µ̂ is invariant to µ. Consider Y with µ = 0 and let
Y ′ = Y + k1. We show that Y − µ̂ = Y ′ − µ̂′.
Y ′ − µ̂′ = Y ′ − (1′Σ̂−11)−11′Σ̂−1Y ′
= (Y − k1)− (1′Σ̂−11)−11′Σ̂−1(Y − k1)
= Y − µ̂− k1 + k(1′Σ̂−11)−11′Σ̂−11
= Y − µ̂
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Therefore, neither σ̂2, nor L(µ̂, σ̂2, D|Y ) (and thus D̂), being functions of Y−µ̂,
vary with k. Therefore, Λ̂ = (X ′Σ̂−1X)−1X ′Σ̂−1(Y − µ̂1) is invariant to the
choice of k (and thus µ).
Now to demonstrate invariance of Λ̂ to σ2, consider Y with variance 1 and
Y ′ = kY . Then, it is trivial to see that Y ′ − µ̂′ = k(Y − µ̂). Now
L(µ̂′, σ̂′2, D|Y ) ∝ |(Y ′ − µ̂′)′D−1(Y ′ − µ̂′)D| = k2|(Y − µ̂)′D−1(Y − µ̂)D|
(3.101)
Thus D̂ is invariant to k. It is easy to see that σ̂′2 = k2σ̂2. But the k2 multiple
of σ2 cancels out in Λ̂. This demonstrates that Λ̂ is invariant to the choice of
σ2.
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N = 3 1 2 3 4 5 6
t PB PS PD PS PD PS PD PS PD PS PD PS PD
2.90 9.14 8.09 9.11 8.64 9.04 8.41 8.65 6.68 7.51 5.13 6.10 4.36 5.05
2.95 7.79 7.37 7.76 7.12 7.71 7.42 7.40 5.53 6.45 5.07 5.26 3.52 4.36
3.00 6.61 6.34 6.60 5.81 6.56 6.05 6.31 5.08 5.53 3.77 4.52 3.08 3.75
3.05 5.61 4.92 5.60 5.47 5.56 5.02 5.37 4.74 4.73 3.31 3.88 2.52 3.22
3.10 4.74 4.58 4.73 4.54 4.71 4.31 4.56 3.63 4.03 3.05 3.32 2.23 2.76
N = 11 1 2 3 4 5 6
t PB PS PD PS PD PS PD PS PD PS PD PS PD
3.60 8.42 8.66 8.41 7.92 8.40 8.01 8.26 6.51 7.56 6.00 6.33 4.54 5.25
3.65 6.94 6.97 6.93 6.74 6.93 6.63 6.82 5.85 6.26 4.72 5.27 3.53 4.38
3.70 5.70 5.76 5.70 5.79 5.69 5.15 5.62 4.79 5.18 3.83 4.37 2.88 3.64
3.75 4.68 4.68 4.68 4.56 4.67 4.32 4.61 4.23 4.27 3.03 3.62 2.73 3.02
3.80 3.83 3.82 3.83 3.62 3.82 3.86 3.78 3.44 3.51 2.54 2.99 2.31 2.50
N = 25 1 2 3 4 5 6
t PB PS PD PS PD PS PD PS PD PS PD PS PD
4.00 8.24 7.64 8.24 7.53 8.23 7.96 8.17 7.25 7.68 5.77 6.61 4.91 5.56
4.05 6.66 6.86 6.66 6.65 6.66 5.97 6.61 5.95 6.23 5.43 5.39 3.97 4.54
4.10 5.37 5.68 5.37 5.27 5.37 5.29 5.34 4.49 5.05 4.26 4.38 3.13 3.70
4.15 4.32 4.22 4.32 4.08 4.32 4.05 4.30 3.99 4.08 3.62 3.55 2.72 3.01
4.20 3.47 3.33 3.47 3.57 3.47 3.58 3.45 3.12 3.28 2.68 2.87 2.29 2.44
Table 3.1: Monte Carlo Estimates of Pmax ∗ 100 (PS) and approximate values of
Pmax∗100 as a function of t: PBON (PB) and PDLM (PD). Simulation size M=10,000;
sampled on Z2N , N as labeled. Models 1− 6 are as labeled in Figure 3.1.
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PSIM 0.0050 0.0100 0.0150 0.0450 0.0500 0.0550 0.0950 0.1000 0.1050
SE(PSIM) 0.0014 0.0020 0.0024 0.0041 0.0043 0.0045 0.0057 0.0059 0.0060
Table 3.2: Monte Carlo sampling errors for typical values of PSIM , with simulation
size M = 10, 000.
N = 3 PS − PB PS − PD
t 1 2 3 4 5 6 1 2 3 4 5 6
2.90 -1.05 -0.50 -0.73 -2.46 -4.01 -4.78 -1.02 -0.40 -0.24 -0.83 -0.97 -0.69
2.95 -0.42 -0.67 -0.37 -2.26 -2.72 -4.27 -0.39 -0.59 0.02 -0.92 -0.19 -0.84
3.00 -0.27 -0.80 -0.56 -1.53 -2.84 -3.53 -0.26 -0.75 -0.26 -0.45 -0.75 -0.67
3.05 -0.69 -0.14 -0.59 -0.87 -2.30 -3.09 -0.68 -0.09 -0.35 0.01 -0.57 -0.70
3.10 -0.16 -0.20 -0.43 -1.11 -1.69 -2.51 -0.15 -0.17 -0.25 -0.40 -0.27 -0.53
Table 3.3: (PS − PB) and (PS − PD) for N = 3, in Table 3.1
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N = 11 PS − PB PS − PD
t 1 2 3 4 5 6 1 2 3 4 5 6
3.60 0.24 -0.50 -0.41 -1.91 -2.42 -3.88 0.25 -0.48 -0.25 -1.05 -0.33 -0.71
3.65 0.03 -0.20 -0.31 -1.09 -2.22 -3.41 0.04 -0.19 -0.19 -0.41 -0.55 -0.85
3.70 0.06 0.09 -0.55 -0.91 -1.87 -2.82 0.06 0.10 -0.47 -0.39 -0.54 -0.76
3.75 0.00 -0.12 -0.36 -0.45 -1.65 -1.95 0.00 -0.11 -0.29 -0.04 -0.59 -0.29
3.80 -0.01 -0.21 0.03 -0.39 -1.29 -1.52 -0.01 -0.20 0.08 -0.07 -0.45 -0.19
Table 3.4: PS − PB and PS − PD for N = 11, in Table 3.1
N = 25 PS − PB PS − PD
t 1 2 3 4 5 6 1 2 3 4 5 6
4.00 -0.60 -0.71 -0.28 -0.99 -2.47 -3.33 -0.60 -0.70 -0.21 -0.43 -0.84 -0.65
4.05 0.20 -0.01 -0.69 -0.71 -1.23 -2.69 0.20 -0.01 -0.64 -0.28 0.04 -0.57
4.10 0.31 -0.10 -0.08 -0.88 -1.11 -2.24 0.31 -0.10 -0.05 -0.56 -0.12 -0.57
4.15 -0.10 -0.24 -0.27 -0.33 -0.70 -1.60 -0.10 -0.24 -0.25 -0.09 0.07 -0.29
4.20 -0.14 0.10 0.11 -0.35 -0.79 -1.18 -0.14 0.10 0.13 -0.16 -0.19 -0.15
Table 3.5: PS − PB and PS − PD for N = 25, in Table 3.1
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tα,DLM tα,SIM
α tα,BON 1 2 3 4 5 6 1 2 3 4 5 6
0.01 3.54 3.54 3.54 3.54 3.54 3.53 3.53 3.56 3.53 3.54 3.53 3.53 3.52
0.05 3.09 3.09 3.09 3.09 3.08 3.07 3.07 3.08 3.08 3.08 3.07 3.07 3.06
0.1 2.88 2.88 2.88 2.87 2.86 2.85 2.85 2.86 2.86 2.85 2.84 2.84 2.83
Table 3.6: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM). Simulation size M = 100, 000; N = 2, n = 25. Models 1− 6 are as
labeled in Figure 3.1.
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tα 1 2 3 4 5 6
2.83 0.10 0.11 0.11 0.11 0.10 0.10
2.84 0.11 0.10 0.11 0.10 0.10 0.10
2.85 0.10 0.10 0.10 0.09 0.09 0.10
2.86 0.10 0.10 0.10 0.10 0.10 0.09
2.87 0.10 0.10 0.10 0.10 0.09 0.09
2.88 0.10 0.10 0.09 0.09 0.09 0.09
3.06 0.05 0.05 0.05 0.05 0.05 0.05
3.07 0.05 0.05 0.05 0.06 0.05 0.05
3.08 0.05 0.05 0.05 0.05 0.05 0.05
3.09 0.05 0.05 0.05 0.05 0.05 0.05
3.52 0.01 0.01 0.01 0.01 0.01 0.01
3.53 0.01 0.01 0.01 0.01 0.01 0.01
3.54 0.01 0.01 0.01 0.01 0.01 0.01
3.55 0.01 0.01 0.01 0.01 0.01 0.01
3.56 0.01 0.01 0.01 0.01 0.01 0.01
Table 3.7: Approximated values of PH0(maxs∈Z2N |Λ
N(s)| > t); N = 2, n = 25.
Simulation size M = 10, 000. Models 1− 6 are as labeled in Figure 3.1.
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tα,DLM tα,SIM
α tα,BON 1 2 3 4 5 6 1 2 3 4 5 6
0.01 3.71 3.71 3.71 3.71 3.71 3.71 3.71 3.71 3.72 3.71 3.71 3.70 3.71
0.05 3.28 3.28 3.28 3.28 3.28 3.27 3.27 3.28 3.28 3.28 3.27 3.26 3.26
0.1 3.08 3.08 3.08 3.08 3.07 3.07 3.07 3.07 3.07 3.06 3.06 3.05 3.05
Table 3.8: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM). Simulation size M = 100, 000; N = 3, n = 49. Models 1− 6 are as
labeled in Figure 3.1.
tα,DLM tα,SIM
α tα,BON 1 2 3 4 5 6 1 2 3 4 5 6
0.01 3.94 3.94 3.94 3.94 3.93 3.93 3.93 3.95 3.94 3.94 3.93 3.93 3.93
0.05 3.53 3.53 3.53 3.53 3.53 3.53 3.52 3.52 3.53 3.52 3.52 3.52 3.51
0.1 3.34 3.34 3.34 3.34 3.34 3.33 3.33 3.33 3.32 3.33 3.32 3.32 3.32
Table 3.9: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM). Simulation size M = 100, 000; N = 5, n = 121. Models 1− 6 are as
labeled in Figure 3.1.
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tα,DLM tα,SIM
α tα,BON 1 2 3 4 5 6 1 2 3 4 5 6
0.01 4.08 4.08 4.08 4.08 4.08 4.08 4.08 4.09 4.10 4.09 4.07 4.08 4.07
0.05 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.68 3.68 3.68 3.68
0.1 3.51 3.51 3.51 3.51 3.51 3.51 3.51 3.50 3.50 3.50 3.49 3.49 3.49
Table 3.10: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM). Simulation size M = 100, 000; N = 7, n = 121. Models 1− 6 are as
labeled in Figure 3.1.
tα,DLM tα,SIM
α tα,BON 1 2 3 4 5 6 1 2 3 4 5 6
0.01 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.27 4.26
0.05 3.90 3.90 3.90 3.90 3.90 3.90 3.90 3.90 3.90 3.90 3.90 3.89 3.89
0.1 3.73 3.73 3.73 3.73 3.73 3.73 3.73 3.72 3.72 3.72 3.72 3.72 3.71
Table 3.11: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM). Simulation size M = 100, 000; N = 11, n = 225. Models 1 − 6 are
as labeled in Figure 3.1.
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tα,DLM tα,SIM
α tα,BON 2 3 4 5 6 2 3 4 5 6
0.01 3.54 3.54 3.54 3.54 3.54 3.54 3.54 3.55 3.54 3.54 3.53
0.05 3.09 3.08 3.08 3.08 3.09 3.09 3.07 3.08 3.08 3.09 3.08
0.1 2.88 2.87 2.87 2.87 2.87 2.87 2.85 2.86 2.85 2.86 2.86
0.01 3.54 3.54 3.54 3.54 3.54 3.54 3.52 3.53 3.55 3.53 3.54
0.05 3.09 3.09 3.09 3.09 3.09 3.09 3.07 3.07 3.09 3.07 3.08
0.1 2.88 2.87 2.87 2.87 2.87 2.87 2.85 2.86 2.86 2.85 2.86
Table 3.12: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM). Simulation size M = 100, 000; N = 2, n = 25. Models 2− 6 are as
labeled in Figure 3.12. Exact (top), circulant approximation (bottom)
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tα,DLM tα,SIM
α tα,BON 2 3 4 5 6 2 3 4 5 6
0.01 3.71 3.71 3.71 3.71 3.71 3.71 3.71 3.71 3.71 3.71 3.71
0.05 3.28 3.28 3.28 3.28 3.28 3.28 3.27 3.27 3.28 3.28 3.28
0.1 3.08 3.08 3.08 3.08 3.08 3.08 3.07 3.06 3.06 3.07 3.07
0.01 3.71 3.71 3.71 3.71 3.71 3.71 3.72 3.71 3.70 3.71 3.71
0.05 3.28 3.28 3.28 3.28 3.28 3.28 3.28 3.27 3.27 3.27 3.28
0.1 3.08 3.08 3.08 3.08 3.08 3.08 3.06 3.06 3.06 3.07 3.07
Table 3.13: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM). Simulation size M = 100, 000; N = 3, n = 49. Models 2− 6 are as
labeled in Figure 3.12. Exact (top), circulant approximation (bottom)
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tα,DLM tα,SIM
α tα,BON 2 3 4 5 6 2 3 4 5 6
0.01 3.84 3.84 3.84 3.84 3.84 3.84 3.84 3.83 3.84 3.84 3.84
0.05 3.42 3.42 3.42 3.42 3.42 3.42 3.41 3.41 3.41 3.42 3.41
0.1 3.23 3.23 3.23 3.23 3.23 3.23 3.21 3.21 3.21 3.21 3.21
0.01 3.84 3.84 3.84 3.84 3.84 3.84 3.82 3.84 3.85 3.84 3.84
0.05 3.42 3.42 3.42 3.42 3.42 3.42 3.41 3.41 3.42 3.41 3.42
0.1 3.23 3.23 3.23 3.23 3.23 3.23 3.21 3.21 3.21 3.21 3.22
Table 3.14: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM). Simulation size M = 100, 000;N = 4, n = 81. Models 2 − 6 are as
labeled in Figure 3.12. Exact (top), circulant approximation (bottom)
tα,DLM tα,SIM
α tα,BON 2 3 4 5 6 2 3 4 5 6
0.01 4.08 4.08 4.08 4.08 4.08 4.08 4.09 4.09 4.09 4.08 4.08
0.05 3.69 3.69 3.69 3.69 3.69 3.69 3.69 3.68 3.69 3.69 3.68
0.1 3.51 3.51 3.51 3.51 3.51 3.51 3.50 3.50 3.50 3.49 3.50
Table 3.15: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM), based on the circulant approximation to Σ
−1
N . Simulation size M =
100, 000; N = 7, n = 225. Models 2− 6 are as labeled in Figure 3.12.
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tα,DLM tα,SIM
α tα,BON 2 3 4 5 6 2 3 4 5 6
0.01 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.28 4.27 4.27 4.29
0.05 3.90 3.90 3.90 3.90 3.90 3.90 3.89 3.90 3.90 3.90 3.90
0.1 3.73 3.73 3.73 3.73 3.73 3.73 3.72 3.72 3.72 3.72 3.72
Table 3.16: Approximated values of tα: tα,BON (Bonferroni), tα,SIM (simulated),
tα,DLM (DLM), based on the circulant approximation to Σ
−1
N . Simulation size M =
100, 000; N = 11,n = 529. Models 2− 6 are as labeled in Figure 3.12.
α\n 49 225 961 2601 8281 22801 40401 361201 1002001
0.01 3.71 4.08 4.41 4.62 4.85 5.05 5.16 5.56 5.73
0.05 3.28 3.69 4.05 4.27 4.53 4.73 4.85 5.27 5.45
0.1 3.08 3.51 3.88 4.12 4.38 4.59 4.71 5.14 5.33
Table 3.17: tα,BON , varying n
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α Estimated Parameters True Parameters
N = 2 1 2 3 4 5 6 1 2 3 4 5 6
0.01 3.47 3.49 3.52 3.51 3.53 3.55 3.51 3.55 3.59 3.60 3.58 3.57
0.05 3.03 3.03 3.07 3.07 3.07 3.07 3.06 3.08 3.10 3.08 3.09 3.08
0.1 2.81 2.82 2.84 2.84 2.85 2.85 2.87 2.85 2.86 2.85 2.85 2.85
N = 3 1 2 3 4 5 6 1 2 3 4 5 6
0.01 3.65 3.72 3.77 3.71 3.69 3.72 3.74 3.68 3.70 3.67 3.74 3.70
0.05 3.23 3.27 3.28 3.29 3.26 3.27 3.28 3.27 3.27 3.27 3.28 3.26
0.1 3.03 3.05 3.06 3.06 3.05 3.06 3.07 3.06 3.07 3.07 3.06 3.06
N = 4 1 2 3 4 5 6 1 2 3 4 5 6
0.01 3.80 3.82 3.82 3.84 3.87 3.84 3.82 3.79 3.82 3.80 3.8 3.83
0.05 3.39 3.41 3.40 3.43 3.42 3.42 3.40 3.39 3.40 3.43 3.4 3.40
0.1 3.19 3.21 3.20 3.21 3.22 3.21 3.20 3.21 3.21 3.23 3.2 3.20
N=7 1 2 3 4 5 6 1 2 3 4 5 6
0.01 4.04 4.07 4.08 4.12 4.06 4.08 4.10 4.09 4.09 4.08 4.06 4.12
0.05 3.68 3.68 3.70 3.70 3.67 3.69 3.69 3.70 3.68 3.68 3.68 3.70
0.1 3.50 3.50 3.50 3.50 3.49 3.48 3.50 3.50 3.49 3.50 3.50 3.50
Table 3.18: Critical values for a size α test obtained via simulation, with M =
10, 000. The six models correspond to models in Figure 3.13. Parameters µ, σ2 and
φ were either estimated or fixed at true values.
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Chapter 4: Power
Consider the hypothesis test in (3.28), which tests for the presence of an outlier
at an unknown location. Assume that τ is known. In this chapter, we present
a discussion on the power of this test, that is,
PH1(max
s∈Z2N
ΛN(s) > tα) (4.1)
where tα is an estimated critical value for a size α test, as discussed in Sec-
tion 3.3. We assume that Y (·) comes from the Matérn model. First, we state
the distribution of ΛN(·) under the alternative hypothesis in (3.28).
Proposition 8 (Distribution of ΛN(·) under Ha in (3.28)). Consider the
hypothesis test in (3.28) where, under Ha, E(Y (t)) = µ + β(t), where β(t) is
the magnitude of the outlier at site t. Let ΛN(s) be defined as in Proposition 2.
Let Σ−1θ,N ≡ (σstN)s,t∈Z2N be the inverse covariance matrix of {Y (s) : s ∈ Z
2
N}.
Then ΛN(·) is Gaussian with




σstN(Y (t)− µ) (4.2)
where







cov(ΛN(s),ΛN(t)) = (σssN )
−1/2(σttN)
−1/2σtsN (4.4)
Proof. The proof follows from the proof of Proposition 2, if we note that








Notice that the distribution of ΛN(·) is invariant to the choice of µ. Therefore,
we fix µ at 0 in our analysis. Remember, under H0, the distribution of the test
statistic ΛN(·) was also invariant to σ2 (see Proposition 3). However, this is
not the case under Ha. Let Σθ = σ
2Dγ, for some matrix Dγ with θ = (σ
2, γ).
Then,









where D−1γ ≡ (dst). Thus, E(ΛN(·)) is inversely proportional to σ2. When
performing power calculations, we will be interested in answering the follow-
ing question: How does the power of the test vary with outlier magnitude?
However, in answering this question, we need to consider the variability in the
data, controlled by the parameter σ2, since the effect of outlier(s) diminishes
as the variability in the data grows. Since the variance parameter σ2 rescales
the mean of ΛN(·), it also rescales outlier magnitude. Consider β̃(·) = β(·)/σ,






which no longer depends on σ2. It makes sense in a simulation study to answer
the following question: How does the power of the test vary with the rescaled
outlier magnitude β̃(·)? We can do this by fixing σ2 = 1, which results in
β̃(·) = β(·). Thus, in our presentation, we fix µ = 0 and σ2 = 1 and vary the
Matérn covariance parameters of Y (·), ν and φ.
4.1 How does power vary as we vary the degree of correlation
in Y (·)?
When Y (·) comes from the Matérn model, the parameters ν and φ control
the degree of correlation in Y (·). Naturally, if the underlying process Y (·) is
weakly correlated, the realizations of Y (·) are rough and the effect of outlier(s)
is more likely to be masked. This, in turn, results in diminished power of a
hypothesis test which tests for the presence of outliers, as in (3.28). On the
other hand, when Y (·) is highly correlated, its realizations tend to be smooth
and, as a result, outliers tend to stand out more from the rest of the data. This
is clearly seen in Figure 4.1. In this figure, we plot two realizations of Y (·) on
Z25: one, rough, at the top, with ν = 0.5 and φ = 0.1 and one, smooth, at the
bottom, with ν = 2 and φ = 1. We also add a single outlier of magnitude 3
in the middle of the grid. Clearly, the outlier is more distinguishable in the
smooth process than in the rough process.
97
Figure 4.1: One outlier of magnitude 3 is added to a Matérn process W (·). Top:
Y (·) rough, ν = 0.5, φ = 0.1. Bottom: Y (·) smooth, ν = 2, φ = 1. N = 5
Now, recall that the power of the hypothesis test in (3.28) is
P1 = PH1(max
s∈Z2N










Clearly P1 increases as the magnitude of the mean of Λ
N(·) increases. For,
if for some s, E(ΛN(s)) is large and positive, PH1(maxs∈Z2N Λ
N(s) > t) will
be high. On the other hand, if for some s, E(ΛN(s)) is large and positive,
PH1(mins∈Z2N Λ
N(s) < −t) will be high.
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4.1.1 Single outlier in the middle of the grid
In this section, we assume that a single outlier of magnitude β is present in
Y (·) at the center of the grid Z2N and provide a discussion on the power of
the corresponding test. As we mentioned above, P1 in (4.6) increases as the
magnitude of E(ΛN(s))s∈Z2N increases. When a single outlier of magnitude





Now, if Y (·) is uncorrelated, ΣN = Σ−1N = I and thus E(ΛN(s)) = 1(s = t)β(t).
This is also approximately true for weakly correlated processes Y (·). Consider
Figure 4.2. This figure plots E(ΛN(s))s∈Z22 corresponding to a process Y (·)
from the Matérn model, with a single outlier of magnitude β = 3 added at the
center of the grid. The top figure corresponds to a highly correlated Y (·), with
ν = 2 and φ = 1 and the bottom figure corresponds to a weakly correlated
Y (·), with ν = 0.5 and φ = 0.1. Notice that the mean vector of ΛN(·) cor-
responding to a highly correlated Y (·) exhibits much higher magnitudes than
the one corresponding to a weakly correlated Y (·). In fact, on the bottom
figure, the mean of ΛN(·) is approximately 3 at the location of the outlier and
approximately 0, everywhere else. This is to be expected, since in this case
Y (·) is nearly uncorrelated (see Figure 3.1).
Now we are ready to present some results. In Tables 4.5-4.8, we present
simulated power estimates (PS), varying the correlations in the underlying
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Matérn process W (·) and the index set Z2N . These tables correspond to
N = (3, 5, 9, 15). For a given size α test, critical values were estimated via
simulation with M = 10, 000. Then, in turn, the power of the test with the es-
timated critical values was approximated via simulation, with simulation size
of M = 10, 000.
As expected, the power increases as the underlying process Y (·) becomes more
correlated. Also, the power decreases with sample size. The reason for this
is that searching over more test statistics for locations that are not outliers
reduces the rejection probability because the critical values increase and are
applied across observations not known to be outliers.
We also wanted to know how the power changes with the magnitude of the
outlier, β. The magnitude of the outlier is varied in Tables 4.9-4.11. These
numbers were generated for N = 3, just to get an idea of the growth in power
with β.
4.1.2 Single outlier at the edge of the grid
Another question of interest was whether the location of the outlier on the
lattice affects the power of the test in (4.1). Instead of placing the outlier
at the center of the grid, as we did in Section 4.1.1, we now place a single
outlier of magnitude 3 at the bottom left corner of the lattice and compute
the corresponding power. The result are reported in Tables 4.1-4.4, where we
also list the corresponding numbers for outliers placed in the middle of the
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grid, for ease of comparison.
We do not observe much difference in power under the two scenarios when Y (·)
is weakly correlated. This is evident by comparing the numbers in Tables 4.1-
4.4 for models 1 and 2. We also do not see much difference in power under the
two scenarios for highly correlated Y (·), which corresponds to models 5 and 6.
Interestingly enough, the biggest difference in power under the two scenarios
is seen when Y (·) is moderately correlated, as in models 3 and 4.
One reason why power under the two scenarios may differ is the following.
There are fewer observations surrounding an observation at the corner of the
lattice than there are surrounding an observation at the center of the lattice.
Therefore, it is more difficult to identify an outlier at the corner of the lattice,
where there are fewer neighboring observations to compare to than in the
middle of the lattice. This intuitive argument can be made rigorous by noting
the following. Consider the form of ΛN(·) given in (3.56). Since the conditional
variance in the denominator of this expression will be larger for observations
in the corner of the grid than in the middle, the corresponding statistic ΛN(s)
will be smaller, if all other factors are kept equal. Thus, the power of the
corresponding test will be lower.
When the underlying process Y (·) is weakly correlated, we do not gain much
information about an observation being an outlier based on the neighboring
observations.Therefore, it makes sense that the power under the two scenarios
is similar when Y (·) is weakly correlated. On the other hand, when Y (·) is
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highly correlated, an unusual observation is likely to stand out regardless of
its placement (corner or middle), since the rest of the observations will tend
to look similar. When Y (·) is moderately correlated, however, the additional
observations surrounding the outlying observation at the middle of the grid
help in determining its “outlyingness”, thus resulting in an increase in the
power of the corresponding test over the power of the test for outlier at the
corner of the lattice, where fewer neighboring observations are available to
help in identifying the corner observation as an outlier.
Edge of the lattice Middle of the lattice
α 1 2 3 4 5 6 1 2 3 4 5 6
0.01 0.25 0.27 0.39 0.76 0.98 1.00 0.25 0.28 0.49 0.95 1.00 1.00
0.05 0.42 0.45 0.58 0.87 1.00 1.00 0.41 0.46 0.68 0.98 1.00 1.00
0.1 0.54 0.55 0.66 0.91 1.00 1.00 0.54 0.58 0.77 0.99 1.00 1.00
Table 4.1: Outlier of magnitude β = 3 at the edge of the lattice and the middle of
the lattice. α is the size of the test, the corresponding critical value was computed
via simulation with M = 10000. The simulated power numbers correspond to the
six models for Y (·) in Figure 3.1, simulation size M = 10000, N = 3.
4.2 Bonferroni and DLM bounds on power
In Section 3.3, we studied two bounds on PH0(maxs∈Z2N |Λ
N(s)| > t), the Bon-
ferroni bound and the DLM bound. Similarly, it is of interest to establish good
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Edge of the lattice Middle of the lattice
α 1 2 3 4 5 6 1 2 3 4 5 6
0.01 0.19 0.20 0.30 0.64 0.97 1.00 0.18 0.22 0.41 0.92 1.00 1.00
0.05 0.33 0.35 0.47 0.78 0.99 1.00 0.33 0.37 0.66 0.96 1.00 1.00
0.1 0.43 0.45 0.58 0.85 1.00 1.00 0.43 0.47 0.69 0.98 1.00 1.00
Table 4.2: Outlier of magnitude β = 3 at the edge of the lattice and the middle of
the lattice. α is the size of the test, the corresponding critical value was computed
via simulation with M = 10000. The simulated power numbers correspond to the
six models for Y (·) in Figure 3.1, simulation size M = 10000, N = 5.
bounds on the power, PH1(maxs∈Z2N |Λ
N(s)| > t). We now present a discussion
on both of these bounds.
4.2.1 Bonferroni bound
Recall from Section 3.3 that we approximated
PH0(max
s∈Z2N
|ΛN(s)| > t) = PH0(max
s∈Z2N
|ψN(s)| > t) ≈ 2PH0(max
s∈Z2N
ψN(s) > t) (4.8)
as given in (3.41). In fact, the transition from ΛN(·) to ψN(·) is only relevant
when using the DLM bound. This is because the advantage of ψN(·) is its
correlation structure, which is irrelevant when using the Bonferroni approxi-
mation. Under Ha, the mean of Λ
N(·), as given in (4.7), is no longer 0. Thus
ΛN(·) is no longer symmetric around 0 and thus PHa(maxs∈Z2N Λ
N(s) > t) 6=
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Edge of the lattice Middle of the lattice
α 1 2 3 4 5 6 1 2 3 4 5 6
0.01 0.13 0.14 0.22 0.57 0.95 1.00 0.14 0.15 0.32 0.87 1.00 1.00
0.05 0.26 0.26 0.38 0.73 0.98 1.00 0.25 0.28 0.50 0.94 1.00 1.00
0.1 0.33 0.36 0.46 0.80 0.99 1.00 0.35 0.36 0.58 0.96 1.00 1.00
Table 4.3: Outlier of magnitude β = 3 at the edge of the lattice and the middle of
the lattice. α is the size of the test, the corresponding critical value was computed
via simulation with M = 10000. The simulated power numbers, PS, correspond to
the six models for Y (·) in Figure 3.1, simulation size M = 10000, N = 9.
PHa(mins∈Z2N Λ

































The transition from the third to the fourth expression in (4.9) is necessary to
take advantage of the theory on tail probabilities of the maxima of Gaussian










P (ΛN(s) > t) +
∑
s∈Z2N
P (−ΛN(s) > t) (4.10)
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Edge of the lattice Middle of the lattice
α 1 2 3 4 5 6 1 2 3 4 5 6
0.01 0.09 0.09 0.17 0.47 0.93 1.00 0.09 0.10 0.26 0.82 1.00 1.00
0.05 0.19 0.21 0.30 0.63 0.97 1.00 0.20 0.21 0.39 0.91 1.00 1.00
0.1 0.28 0.29 0.39 0.71 0.98 1.00 0.27 0.30 0.48 0.94 1.00 1.00
Table 4.4: Outlier of magnitude β = 3 at the edge of the lattice and the middle of
the lattice. α is the size of the test, the corresponding critical value was computed
via simulation with M = 10000. The simulated power numbers, PS, correspond to
the six models for Y (·) in Figure 3.1, simulation size M = 10000, N = 15.
However, when we used this approximation, we found that P1 was overesti-
mated and the severity of the bias increased with the correlations in the under-
lying process Y (·). We attribute this to the mean structure of ΛN(·). Recall
Figure 4.2, where E(ΛN(s))s∈Z2N was plotted for two types of Y (·) processes,
a weakly correlated one and a highly correlated one. When Y (·) is highly




P (ΛN(s) > t) and
∑
s∈Z2N
P (−ΛN(s) > t). To rectify
this problem, based purely on speculation, we constructed a modified process
Λ̆N(·) in the following manner. Let q be the location of the outlier (assumed
here to be in the middle of the grid Z2N) and define Λ̆N(s) for all s ∈ Z2N as
E(Λ̆N(s)) = 1(s = q)E(ΛN(q)), for all s ∈ Z2N ,
cov(Λ̆N(s), Λ̆N(t)) = cov(ΛN(s),ΛN(t)), for all s, t ∈ Z2N . (4.11)
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Figure 4.2: E(ΛN(s)) under H1, single outlier of magnitude β = 3 at the center of
Z22 grid. Top: smooth Y (·) with ν = 2 and φ = 1, bottom: rough Y (·) with ν = 0.5
and φ = 0.1.
Figure 4.3 plots the mean of ΛN(·) and Λ̆N(·), corresponding to a highly cor-
related Y (·) on Z22. The mean of Λ̆N(·) is non-zero only at the location of the





P (Λ̆N(s) > t) +
∑
s∈Z2N
P (−Λ̆N(s) > t) (4.12)
We found that this approximation works much better. Consider again Ta-
bles 4.5-4.8, where the Bonferroni approximation is denoted as PB. We see
that the difference between PS and PB is consistently small. Where PB exceeds
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1 2 3 4 5 6
α PB PD PS PB PD PS PB PD PS PB PD PS PB PD PS PB PD PS
0.01 0.25 0.25 0.25 0.28 0.28 0.27 0.50 0.50 0.49 0.96 0.96 0.95 1.01 1.01 1 1.01 1.01 1
0.05 0.44 0.44 0.41 0.49 0.49 0.46 0.72 0.72 0.68 1.03 1.03 0.98 1.05 1.05 1 1.06 1.05 1
0.1 0.58 0.58 0.54 0.63 0.63 0.58 0.84 0.84 0.77 1.10 1.09 0.99 1.12 1.11 1 1.12 1.10 1
Table 4.5: α is the size of the test, the corresponding critical value was computed
via simulation with M = 10000. The approximated power numbers, PS (simulated),
PD (DLM) and PB (Bonferrroni) correspond to the six models for Y (·) in Figure 3.1,
simulation size M = 10000, N = 3, β = 3.
1, in Tables 4.5-4.8, we could assume it is 1. The advantage to the Bonferroni
approximation, of course, is that is much faster to calculate than the simulated
value. However, we repeat, that these are only speculative results, and have
only been tested in the special case where, under Ha, a single outlier is present
at the center of the grid.
4.2.2 DLM bound
When using the DLM bound, we do need the transition from ΛN(·) to ψN(·).
Define ψ̆N(s) for all s ∈ Z2N as
E(ψ̆N(s)) = 1(s = q)E(ψN(q)), for all s ∈ Z2N ,
cov(ψ̆N(s), ψ̆N(t)) = cov(ψN(s), ψN(t)), for all s, t ∈ Z2N . (4.13)
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1 2 3 4 5 6
α PB PD PS PB PD PS PB PD PS PB PD PS PB PD PS PB PD PS
0.01 0.18 0.18 0.18 0.21 0.21 0.22 0.41 0.41 0.41 0.93 0.93 0.92 1.01 1.01 1.00 1.01 1.01 1.00
0.05 0.34 0.34 0.33 0.39 0.39 0.37 0.63 0.62 0.60 1.01 1.01 0.96 1.05 1.05 1.00 1.05 1.05 1.00
0.1 0.47 0.47 0.43 0.52 0.51 0.47 0.76 0.76 0.69 1.08 1.08 0.98 1.10 1.10 1.00 1.10 1.10 1.00
Table 4.6: α is the size of the test, the corresponding critical value was computed
via simulation with M = 10000. The approximated power numbers, PS (simulated),
PD (DLM) and PB (Bonferroni) correspond to the six models for Y (·) in Figure 3.1,
simulation size M = 10000, N = 5, β = 3.



























ψ̆N(u) > t, ψ̆N(v) < ψ̆N(u), v ∈ N (u) ∩ Z2N
]
(4.15)
and, analogously, for PH1(maxs∈Z2N −ψ̆
N(s) > t). Here N (u) is defined as in
Definition 1. Consider again Tables 4.5-4.8, where the DLM approximation is
labeled PD. Again, where power exceeds 1, in Tables 4.5-4.8, we could assume
it is 1. The advantage to the DLM approximation over simulation is that it is
faster to compute. However, these are only speculative results, and have only
been tested in the special case where, under Ha, a single outlier is present at
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1 2 3 4 5 6
α PB PD PS PB PD PS PB PD PS PB PD PS PB PD PS PB PD PS
0.01 0.13 0.13 0.14 0.15 0.15 0.15 0.33 0.33 0.32 0.89 0.89 0.87 1.01 1.01 1.00 1.01 1.01 1.00
0.05 0.26 0.26 0.25 0.29 0.29 0.28 0.51 0.51 0.50 1.00 1.00 0.94 1.05 1.05 1.00 1.05 1.05 1.00
0.1 0.37 0.37 0.35 0.40 0.40 0.36 0.64 0.64 0.58 1.07 1.07 0.96 1.11 1.10 1.00 1.11 1.11 1.00
Table 4.7: α is the size of the test, the corresponding critical value was computed
via simulation with M = 10000. The approximated power numbers, PS (simulated),
PD (DLM) and PB (Bonferroni) correspond to the six models for Y (·) in Figure 3.1,
simulation size M = 10000, N = 9, β = 3.
the center of the grid.
4.2.3 Conclusion
We have found that the Bonferroni and DLM approximations in (4.12) and (4.14)
work well in the scenario where, under Ha, a single outlier of magnitude β = 3
is present at the center of the grid Z2N . We only tested this for small to mod-
erate sample sizes, corresponding to N = (3, 5, 9, 15). However, the validity
of these approximations need further testing. This would be a good topic for
further study.
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1 2 3 4 5 6
α PB PD PS PB PD PS PB PD PS PB PD PS PB PD PS PB PD PS
0.01 0.09 0.09 0.09 0.10 0.10 0.10 0.25 0.25 0.26 0.82 0.82 0.82 1.01 1.01 1.00 1.01 1.01 1.00
0.05 0.20 0.20 0.20 0.22 0.22 0.21 0.41 0.41 0.39 0.95 0.95 0.91 1.05 1.05 1.00 1.06 1.06 1.00
0.1 0.30 0.30 0.27 0.33 0.33 0.30 0.53 0.53 0.48 1.04 1.04 0.94 1.11 1.11 1.00 1.12 1.12 1.00
Table 4.8: α is the size of the test, the corresponding critical value was computed
via simulation with M = 10000. The approximated power numbers, PS (simulated),
PD (DLM) and PB (Bonferroni) correspond to the six models for Y (·) in Figure 3.1,
simulation size M = 10000, N = 15, β = 3.
Simulated power
α tBON 1 2 3 4 5 6
0.01 3.71 0.61 0.67 0.89 1.00 1.00 1.00
0.05 3.28 0.78 0.81 0.95 1.00 1.00 1.00
0.1 3.08 0.84 0.87 0.97 1.00 1.00 1.00
Table 4.9: α is the size of the test, tBON is the corresponding Bonferroni approx-
imation to the critical value. The simulated power numbers correspond to the six
models for Y (·) in Figure 3.1, simulation size M = 10000, N = 3, β = 4.
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Simulated power
α tBON 1 2 3 4 5 6
0.01 3.71 0.90 0.93 0.99 1.00 1.00 1.00
0.05 3.28 0.96 0.97 1.00 1.00 1.00 1.00
0.1 3.08 0.97 0.99 1.00 1.00 1.00 1.00
Table 4.10: α is the size of the test, tBON is the corresponding Bonferroni approx-
imation to the critical value. The simulated power numbers correspond to the six
models for Y (·) in Figure 3.1, simulation size M = 10000, N = 3, β = 5.
Simulated power
α tBON 1 2 3 4 5 6
0.01 3.71 0.99 0.99 1.00 1.00 1.00 1.00
0.05 3.28 1.00 1.00 1.00 1.00 1.00 1.00
0.1 3.08 1.00 1.00 1.00 1.00 1.00 1.00
Table 4.11: α is the size of the test, tBON is the corresponding Bonferroni approx-
imation to the critical value. The simulated power numbers correspond to the six
models for Y (·) in Figure 3.1, simulation size M = 10000, N = 3, β = 6.
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Figure 4.3: E(ΛN(s)) and E(Λ̆N(s)) under H1, single outlier of magnitude β = 3 at
the center of Z22 grid. Smooth Y (·), with ν = 2 and φ = 1.
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Chapter A: Background Information
A.1 Measure Theory
The material in this section is largely taken from [21].
Definition 6 (measurable transformation). Let (Ω,F , P ) be a probability space.
A function T : Ω → Ω is a called a transformation. Furthermore, if T is a
measurable function, we refer to T : Ω→ Ω as a measurable transformation.
Definition 7 (measure-preserving transformation). A transformation T : Ω→
Ω is measure-preserving if for any measurable set B ∈ B,
P (T−1(B)) = P (B) (A.1)
A.2 Properties of Random Variables and Processes
Theorem 8. Suppose a sequence of Gaussian random variables Y1, Y2, ..., con-
verges in distribution to a random variable Y . Then Y must be Gaussian.








Y 2s dP = 0 (A.2)
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Theorem 9. Suppose Y1, Y2, ..., is a sequence of uniformly square integrable
random variables which converge almost surely to a random variable Y . Then
limn→∞ var(Yn) = var(Y ).
Theorem 10. Suppose Y1, Y2, ..., is a sequence of Gaussian random variables,
whose second moments are uniformly bounded by some constant C. Then
Y1, Y2, ..., are uniformly square integrable.
Corollary 4. Suppose Y1, Y2, ..., is a sequence of Gaussian random variables,
whose second moments are uniformly bounded by some constant C. Further
suppose that Y1, Y2, ..., converge almost surely to a random variable Y . Then
limn→∞ var(Yn) = var(Y ).
Theorem 11. Let Y ∼ N(µ, σ2). Then,
E(Y − µ)k =

σk(k + 1)!! k is even
0 k is odd
(A.3)
and










This section is largely taken from [21].
Let (Ω,F) be a measurable space and T a subset of R or Z.
Definition 9. A collection of σ-subalgebras Ft ⊂ F , t ∈ T , is called a filtration
if Fs ⊂ Ft for all s ≤ t.
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Definition 10. A random variable Xt is adapted to a filtration Ft if Xt is Ft
measurable for each t ∈ T .
Definition 11. A family (Xt,Ft)t∈T is called a martingale if the process Xt
is adapted to the filtration Ft, Xt ∈ L1(Ω,F , P ) for all t, and
Xs = E(Xt|Fs) for s ≤ t. (A.5)
Uniform square integrability of a martingale (Xt,Ft)t∈T is equivalent to to the
uniform square integrability of the sequence of random variables (Xt)t∈T .
Theorem 12 (Doob’s Inequality). Let (Xt,Ft)t∈T be a submartingale. Let
Sn = max1≤t≤nXt be the running maximum of Xt. Then for any l > 0,







where X+n = Xn ∨ 0.
Doob’s Inequality implies that for martingales, a uniform bound on second
moments with respect to the martingale index implies uniform square integra-
bility.




Xn = Y (A.7)
almost surely, where Y is some random variable from L1(Ω,F , P ).
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A.3 Spatial Random Field
Let s ∈ S be a point in a d-dimensional Euclidean space and suppose W (s)
is a random quantity. Let s vary over the index set S ⊂ Rd as to generate a
multivariate random field:
{W (s) : s ∈ S}
Usually, the index set S is assumed fixed and this is the scheme that we
consider in our work. Further, S can be assumed a fixed subset of Rd, or
S can be a (regular or irregular) collection of countably many points in Rd,
in which case we refer to the process W (·) as lattice data. In this study, we
assume that the process W (·) is Gaussian, i.e. all of its finite-dimensional
distributions are multivariate Gaussian. Let
Wn = {W (s) : s ∈ Sn ⊂ S} (A.8)
be a sample from W (·). To be able to draw conclusions about W (·) from Wn,
we need to make simplifying assumptions. A common simplifying assumption
is that the probabilistic structure in some sense looks similar in different parts
of Rd. One way to define this concept is through weak stationarity of W (·).
Definition 12 (Weak stationarity). A random function W (s) satisfying
E(W (s)) = µ, ∀s ∈ S (A.9)
and
cov(W (s),W (t)) = Cθ(s− t), ∀s, t ∈ S (A.10)
116
is defined to be weakly stationary. Furthermore, if Cθ(s− t) is a function only
of the Euclidean distance ||s− t||, then Cθ(·) is called isotropic. We denote by
θ the parameters of Cθ(·).
Definition 13 (Autocovariance function). The quantity Cθ(s−t) = cov(W (s),W (t))
is called the autocovariance function.
Definition 14 (Strict stationarity). Consider the finite-dimensional distribu-
tion
Fs1,...,sm(w1, . . . , wm) = P (W (s1) ≤ w1, . . . ,W (sm) ≤ wm).
If Fs1+h,...,sm+h(w1, . . . , wm) ≡ Fs1,...,sm(w1, . . . , wm) for all s1, . . . , sm, with
m ≥ 1 and all h ∈ S, then W (·) is called strictly stationary.
Since a Gaussian distribution is uniquely defined by its first two moments, the
concepts of weak and strict stationarity coincide in this case.
A.3.1 Kriging
Spatial prediction, or interpolation, refers to predicting an unobserved W (s0)
at location s0 from observed data Wn. Kriging is the minimum-mean-squared-
error method of spatial prediction. Label the predictor as p(Wn; s0). Assume
that the covariance function of W (·) is known and fixed.
Definition 15 (Kriging variance). The quantity σ2e(s0) = E(W (s0)−p(Wn; s0))2
is called the mean-squared prediction error, or the kriging (prediction) vari-
ance.
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Theorem 14. Suppose we observe Wn and would like to predict W (s0) at an
unobserved location s0. The predictor p(Wn; s0) which minimizes σ
2
e(s0) is
p(Wn; s0) = E(W (s0)|Wn) (A.11)
Theorem 15. Suppose W (·) is a Gaussian random field. Then E(W (s0)|Wn)
is linear in Wn.
Definition 16 (Ordinary kriging). Let ε(·) be a mean-zero random field, de-
fined on S. Ordinary kriging refers to kriging under the following two assump-
tions:
• W (s) = µ+ ε(s), s ∈ S, µ unknown.




i=1 λi = 1
The latter condition, that the coeffcients of the linear predictor sum up to 1,
guarantees uniform unbiasedness, that is E(p(Wn; s0)) = µ = E(W (s0)). How-
ever, when W (·) is Gaussian, the linear (in Wn) predictor and E(W (s0)|Wn)
coincide and since E(W (s0)|Wn) is uniformly unbiased, we do not need the
extra condition on the coefficients.
A.3.2 Gaussian Conditional Autoregressions
This section is taken largely from [14].
Suppose that the random vector Wn = {W (s) : s ∈ Sn ⊂ Rd} has density






, w ∈ Rd (A.12)
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where Q is an n× n positive definite symmetric matrix. Then,
W (si)|W(i) ∼ N(
∑
j
βijW (sj), κi), (A.13)
where W(i) ≡ {W (sj), j 6= i}, βii = 0, βij = −Qij/Qii (i 6= j) and κi = 1/Qii >
0. The symmetry of Q requires that
βijκj = βjiκi. (A.14)
When the specification of pW is based on (A.13) and thus on the precision
matrix Q, rather than the covariance matrix Σ, it is usually referred to as a
conditional autoregressive or auto-Normal formulation [?]. Gaussian condi-
tional autoregressions have been used in a wide range of applications: human
geography, agricultural field experiments, geographical epidemiology, texture
analysis and other forms of image processing [14].
Practical applications of Gaussian conditional autoregressions often involve
random variables distributed on a regular lattice. Examples include image
analysis, where sites represent pixels, and crop experiments, where they equate
to plots in the field [14]. Let s = (x, y) ∈ Z2 denote the sites of an infinite
regular lattice and suppose that {W (s) : s ∈ Z2} is a stationary Gaussian
random field with conditional moments as in (A.13),
E(W (x, y)|W−(x,y)) =
∑
k,l
ηklw(x− k, y − l),
var(W (x, y)|W−(x,y)) = κ > 0 (A.15)
where W−(x,y) ≡ {W (t) : t ∈ Z2\(x, y)} and where
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i. η00 = 0,
ii. the number of nonzero ηkl’s is finite,
iii. ηkl = η−k,−l,
iv.
∑
k,l ηkl cos(ω1k + ω2l) < 1 for all ω1 and ω2.
Condition (iii.) replaces (A.14) and (iv.) that of positive definiteness. Besag
and Kooperberg [14] show that the autocovariance function for a stationary








cos(ω1k + ω2l)dω1 dω2
1−
∑
kl ηkl cos (ω1k + ω2l)
, (A.16)
where integrability is ensured by (iv.). In order to obtain the restriction of a
particular infinite lattice autoregression to a finite array, it remains to identify
the conditional means and variances at its boundary B; that is, at sites that
have missing neighbors with respect to the infinite system. The problem can
be solved in principle by using (A.16) to calculate all Cθ(k, l) relevant to the
finite array and then invert the corresponding covariance matrix Σ to obtain
the precision matrix Q. However, the numerical integration of (A.16) is usually
exceedingly delicate because the moderate to substantial correlations that are
typical in practical applications occur when η++ is close to 1. Published results
are available only for first-order autoregressions, for which η10 = η−10 and
η01 = η0−1 are the sole non-zero coefficients.
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A.3.3 Mean Square Continuity and Integrability
Stein [12] argues that when interpolating at locations that are surrounded by
neighboring observations, the local behavior of the random field is of primary
importance. This local behavior is described in terms of the mean square
properties of the random field.
Definition 17 (Mean-square continuity). Suppose W (·) is a random field on
Rd. Then W (·) is mean-square continuous at s if
lim
t→s
E{W (t)−W (s)}2 = 0. (A.17)
For W (·) weakly stationary with autocovariance function C(·), E{W (t) −
W (s)}2 = 2{C(0)−C(t− s)}, so that W (·) is mean square continuous at s if
and only if C(·) is continuous at the origin. Since a weakly stationary random
field is either mean square continuous everywhere or nowhere, we can say that
W (·) is mean square continuous if and only if C(·) is continuous at the origin.
Definition 18 (Mean-square differentiability). A random process W (·) is said










Theorem 16. A weakly stationary random field W (·) is either mean square
differentiable everywhere or nowhere. It is mean square differentiable every-
where if and only if C ′′(0) exists and is finite, where C(·) is the autocovariance
function of W (·).
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By repeated application of Thm 16, it follows that W (·) is m-times mean
square differentiable if and only if C(2m)(0) exists and is finite.
A.3.4 Spectral Domain
The material in this section is taken largely from [11].
Spectral methods are a powerful tool for studying the spatial structure of
spatial continuous processes and sometimes offer significant computational
benefits. Using the spectral representation of a process, we can easily construct
valid (positive definite) covariance functions. Likelihood approaches for large
spatial datasets are often very difficult to implement, due to computational
limitations. Even when we can assume normality, exact calculations of the
likelihood for a Gaussian spatial process observed at n locations requires O(n3)
operations. The spectral version of the Gaussian log likelihood for gridded data
requires O(n log2 n) operations and does not involve calculating determinants.
In this section, we offer a review of the Fourier transform and introduce
the spectral representation of a stationary spatial process. We also present
Bochner’s theorem to obtain the spectral representations of a covariance func-
tion, and, in particular, of a d-dimensional isotropic covariance function. We
also describe some commonly used classes of spectral densities.
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A.3.4.1 Fourier Transform
A Fourier analysis of a spatial process, also called a harmonic analysis, is a
decomposition of the process into sinusoidal components. The coefficients of
these sinusoidal components are the Fourier transform of the process. Suppose




g(s) exp (iωts) ds. (A.19)
The function G is said to be the Fourier tranform of g. Then, if G is integrable






G(ω) exp (−iωts) dω. (A.20)
Euler’s identity, exp (−iφ) = cos (φ) + i sin (φ), explains why (A.20) is a de-
composition of g into sinusoidal components. When d = 2, we call ω a spatial
frequency. The right-hand side of (A.20) is called the Fourier integral rep-
resentation of g. The functions g and G are said to be a Fourier transform
pair. It is often useful to think of functions and their transform as occupying
two domains. In our case, the domain of g is often called the time (space)
domain and the domain of G, the frequency domain. Operations performed
in one domain have corresponding operations in the other. For example, the
convolution operation in the time (space) domain becomes a multiplication
operation in the frequency domain. Such results allow one to move between
domains so that operations can be performed where they are easiest or most
advantageous.
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A.3.4.2 Spectral Representation of a Continuous Spatial Process
Consider a mean square continuous weakly stationary process Z(s), indexed
by R, with mean 0 and autocovariance function C(·). For all such processes, it
turns out there can be assigned a complex-valued process Y (ω) with orthogonal
increments, such that we have for each fixed s, the following stochastic integral




exp (iωts) dY (ω). (A.21)
The process Y is called the spectral process associated with a stationary pro-
cess Z. It has the following properties:
E(Y (ω)) = 0
E[(Y (ω3)− Y (ω2))(Y (ω1)− Y (ω0))] = 0, when ω3 < ω2 < ω1 < ω0
(A.22)
An analogous representation to (A.21) exists for a stationary process Z(·)
defined on Zd, in which the domain of integration in (A.21) is (−π, π]d.
A.3.4.3 Bochner’s Theorem




exp (istω)F (dω). (A.23)
Bochner’s theorem states that a continuous function C(·) is nonnegative defi-
nite if and only if it can be represented in the form above where F is a positive
definite finite measure. Thus the correlation structure of Z can be analyzed
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with a spectral approach or equivalently by estimating the autocovariance
function.
If F has a density with respect to the Lebesgue measure, this density is the
spectral density f . When the spectral density exists, if the covariance function






exp (−iωtx)C(x) dx. (A.24)
For the rest of the discussion, we assume that f exists. Thus F (dω) can be
replaced with f(ω)dω.
A.3.4.4 Spectral Representation of Isotropic Covariance Func-
tions
If the d-dimensional process Z is isotropic with continuous covariance C and
spectral density f , then for h = (h1, ..., hd), we have C(h) = C0(||h||), where
||h|| = [h21 + ... + h2d]
1
2 , for some function C0 of a univariate argument. We
denote ||h|| as h. If the random field Z has a spectral density f(ω), it can be
determined from the known covariance function C using Bochner’s theorem.







where Jν(·) denotes the Bessel function of the first kind of order ν. A d-
dimensional isotropic covariance function with d > 1 is also a covariance
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function of some real stationary random process. Therefore, in looking for
examples of isotropic covariance functions, we can examine only the real func-
tions C(s). To check whether or not the given function C is a d−dimensional
isotropic covariance function, one only needs to obtain the corresponding spec-
tral density and examine whether this function is everywhere nonnegative.
A.3.5 Equivalence of probability measures
This section is largely taken from [11].
Suppose we get to observe a random object X, generated by a measure P0.
Roughly speaking, P0 and P1 are equivalent if, no matter what value of X is
observed, is it impossible to know for sure which of the two measures is correct.
The measures are orthogonal, if no matter what value of X is observed, it is
always possible to determine which measure is correct.
Let us give an example of a class of infinite-dimensional Gaussian measures in
which these issues arise. Suppose Y (·) is a zero mean Gaussian process on the
interval [0, 1] with autocovariance function K(h) = θe−φ|h|. Let us assume that
both θ and φ are positive, in which case, K(·) is a positive definite function.
For j = 0, 1, let Pj be the Gaussian process law with (θ, φ) = (θj, φj). It is
possible to show that if θ0φ0 = θ1φ1, then P0 and P1 are equivalent probability
measures and otherwise they are orthogonal. Thus, for example, writing Kj
for the autocovariance function under Pj, if K0(t) = e
−|t| and K1(t) = 2e
−|t|/2,




−|t|/2, we can say for sure (with probability 1) which measure is
correct.
Suppose Y (·) is a stationary Gaussian process on Rd and the spectral density
f0 satisfies
f0(ω)|ω|α is bounded away from 0 and ∞ as |ω| → ∞. (A.26)
Define GD(m,K) to be the probability measure of a Gaussian process on a








for some C <∞, then GD(0, K0) and GD(0, K1) are equivalent on all bounded
domains D. Evidently, these conditions apply only on a bounded domain D
and with mean m = 0. General conditions for orthogonality of Gaussian
measures in more than one dimensions are not so simple. Some are given in
Skorohod and Yadrenko [23].
A.3.5.1 Equivalent measures and kriging, fixed domain asymp-
totics
The results on equivalent measures are relevant to kriging prediction. Suppose
P0 is the correct model for some Gaussian process on a bounded domain D, but
we instead use an equivalent Gaussian measure P1 to compute both the kriging
predictor and the mean squared errors of these predictors. Stein [24] showed
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that as a sequence of observation gets dense in D, it makes no asymptotic
difference whether we use the correct P0 or incorrect, but equivalent, P1 to
carry out the kriging. This result is summarized in Theorem 17. See Stein [24]
for a proof.
Theorem 17. Consider a process Y (·) defined on a domain D with finite
second moments and EY (s) = β′m(s). Suppose s0, s1, ... are in D, GD(0, K0)
and GD(0, K1) are equivalent probability measures, and ej(s0, n) is the error
of the BLUP of Y (s0) under Kj based on Y (s1), ..., Y (sn). If E0e0(s0, n)
2 → 0













The message of this section is that under fixed-domain asymptotics, we get
asymptotically equivalent kriging predictors as long as the corresponding mea-
sures are equivalent. Thus, under fixed-domain asymptotics, we do not neces-
sarily need consistency of parameter estimates for the corresponding kriging
errors to converge to the true errors. If s1, s2, ... are dense in D, Stein shows
that Theorem 17 holds if the observations include uncorrelated, equal variance
measurement errors, as long as the variance of these errors is taken to be the
same under P0 and P1.
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A.4 Hypothesis Testing
The material in this section is taken largely from [22].
Definition 19 (Hypothesis). A hypothesis is a statement about a population
parameter.
Definition 20 (Null and Alternative hypotheses). The two complementary
hypotheses in a hypothesis testing problem are called the null hypothesis and
the alternative hypothesis. They are denoted as H0 and Ha, respectively.
If θ denotes the population parameter, the general format of the null and
alternative hypothesis is H0 : θ ∈ Θ0 and Ha : θ ∈ Θc0, where Θ0 is a subset of
the parameter space and Θc0 is its complement. We write Θ = Θ0 ∪Θc0.
Definition 21 (Hypothesis test). A hypothesis test is a procedure which spec-
ifies:
• For which sample values the decision is made to accept H0 as true.
• For which sample values H0 is rejected and Ha is accepted as true.
Definition 22 (Rejection region). The subset R of the sample space for which
H0 is rejected is called the rejection region. The complement of the rejection
region is called the acceptance region.
Typically, a hypothesis test is specified in terms of a test statistic λ, a function
of the observed data yn. We reject H0 if λ ∈ R, otherwise, we accept H0. In the
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rest of the discussion, consider the hypothesis test H0 : θ ∈ Θ0 vs Ha : θ ∈ Θc0.
This test might make one of two types of errors:
• If θ ∈ Θ0, but the hypothesis test incorrectly decides to reject H0, the
test has made a Type I error.
• If θ ∈ Θc0, but the hypothesis test incorrectly decides to accept H0, the
test has made a Type II error.
Definition 23 (Size α test). For 0 ≤ α ≤ 1, a test of size α is one for which
Pθ(Yn ∈ R) = α for all θ ∈ Θ0.
Definition 24 (Power). The power of a hypothesis test is Pθ∈Θc0(Yn ∈ R).
A good test in the class of size α tests would also have a small Type II error
probability or large power. A very general method of deriving a test statistic
is the likelihood ratio method.
Definition 25 (Likelihood ratio statistic). The likelihood ratio test statistic





where L(θ|yn) is the likelihood function of θ, given the observed data yn.
In some situations, tests for complicated hypotheses can be developed from
tests for simpler hypotheses. We discuss one such method here. The union-
intersection method of test construction might be useful when the null hypoth-
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esis is expressed as an intersection, say,
H0 : θ ∈ ∩γ∈ΓΘγ. (A.31)
Here Γ is an arbitrary index set that may be finite or infinite, depending on
the problem. The alternative hypothesis is then written as
Ha : θ ∈ ∪γ∈ΓΘcγ. (A.32)
Suppose that tests are available for each of the problems of testing H0,γ : θ ∈
Θγ vs. Ha,γ : θ ∈ Θcγ. Say that the rejection region for the rest of H0,γ is
Rγ. Then the rejection region for the union-intersection test is ∪γ∈ΓRγ. The
rationale is simple. If any one of the hypotheses H0,γ is rejected, then H0,
which is true only if H0,γ is true for every γ, is rejected. Only if each of the
hypotheses H0,γ is accepted as true, will the intersection H0 be accepted as
true.
Suppose that the test statistic for testing H0,γ is gγ(yn) and that the rejection
region for H0,γ is {yn : gγ(yn) > c}. Then, the rejection region for the union-
intersection test can be expressed as







Thus, the test statistic for testing H0 is g(yn) = supγ∈Γ gγ(yn).
A.5 Parameter Estimation
We consider a Gaussian random field Y (·) on S ⊂ Rd with Y (s) = X(s)′β +
ε(s), whereX(·) is a known vector valued function, β is a vector of unknown co-
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efficients and ε(·) is mean 0 with covariance function cov(ε(s), ε(t)) = Cθ(s, t).
Observe Yn ≡ {Y (s) : s ∈ Sn ⊂ Rd}. The likelihood function is just the joint
density of the observations viewed as a function of the unknown parameters.
A maximum likelihood estimate (MLE) of the unknown parameters is any
vector of values for the parameters that maximizes this likelihood function.
It is completely equivalent and often easier to maximize the logarithm of the
likelihood function, often called log likelihood. Let Σθ be the covariance ma-
trix of Yn as a function of θ and assume Σθ is non-singular for all θ. Define
X = (X(s1), ..., X(sn))
′ and assume it is of full rank. Then the log likelihood
function is







(Yn −Xβ)TΣ−1θ (Yn −Xβ). (A.34)
Assume further that Σθ = σ
2Dγ, where θ = (σ
2, γ). Let γ̂ denote the maxi-
mum likelihood estimates of γ, and D̂, the corresponding maximum likelihood
estimate of D. Then, the maximum likelihood estimates of σ2 and β take the
form:






The estimate in (A.35) is also the generalized least squares estimate of β. Or-
dinary least squares estimation of β assumes that Σ = I and the estimate is
gotten by minimizing the sum of squared differences (Yn−Xβ)′(Yn−Xβ), as
a function of β. Generalized least squares estimation assumes correlated data
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and the estimate of β is obtained by minimizing the squared estimated Ma-
halanobis distance between Yn and Xβ: (Yn −Xβ)′D̂−1(Yn −Xβ̂). One way
to simplify maximization of (A.34) is to rewrite it as a function of (A.35) and
(A.36). The function l(γ; β̂, σ̂2) is called the profile likelihood for γ. This can
be a useful practice when simultaneous maximization of l(θ, β) proves difficult.
A.5.1 Estimation of σ2
In Section 1.2.1.1, we present the Indicator variable outlier detection algo-
rithm. This algorithm adds Indicator variables to the regressor matrix, one
at a time, and re-estimates the current model after each regressor is added.
The parameters are estimated via maximum likelihood. Consider the maxi-






The problem with the maximum likelihood estimate σ̂2MLE is that it overesti-
mates σ2. This is because at each intermediate stage of the outlier detection
algorithm, X is an incomplete matrix, in that it accounts only for some, but
not all, of outliers in the data. As a result, the vector Yn −Xβ̂ has non-zero
mean and its expected length is inflated. Below we propose a robust version
of σ̂2MLE, which dampens the effect of Yn−Xβ̂ on the estimate of σ2. For ease
of exposition, consider the vector Zn, with
Zn ∼ N(0, σ2D). (A.38)
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Now consider the Cholesky decomposition of D−1 = R′R, where R is an upper
triangular matrix. We then have D = R−1(R−1)′. The numerator Z ′D−1Z
of (A.38) can then be written as
Z ′D−1Z = Z ′R′RZ = (RZ)′RZ = ε′ε. (A.40)










Following the robustifying approach taken with time series [2], we propose the
following robust estimator of σ2:
σ̂2MAD1 = 1.5 median{|εi|} (A.42)
where MAD stands for Median Absolute Deviation. This estimator replaces
the average of squared deviations in (A.41) with a scaled median of absolute
deviations. As a result, the effect of undetected outliers on σ̂2 is dampened. Al-
ternatively, consider the eigenvalue-eigenvector decomposition of D = PΛP ′,
where Λ is the diagonal matrix of eigenvalues and P is the matrix of eigenvec-
tors. Since P ′P = I = PP ′, we have D−1 = PΛ−1P ′. The numerator Z ′D−1Z
of (A.38) can then be written as




2P ′Z) = ξ′ξ (A.43)
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where ξ = Λ−
1
















Thus, another natural robust estimator of σ2 is
σ̂2MAD2 = 1.5 median{|ξi|} (A.45)
135
Bibliography
[1] Haining, R. Spatial Data Analysis: Theory and Practice. Cambridge,
UK. 2003.
[2] Bell, W. “A Computer Program for Detecting Outliers in Time Series”.
In American Statistical Association Proceedings of the Business and Eco-
nomic Statistics Section, pages 634-639, 1983.
[3] Fox, A.J. “Outliers in Time Series”. Journal of the Royal Statistical
Society, Series B, 43:350-363, 1972.
[4] Chang, I., Tiao, G. and Chen, Chung. “Estimation of Time Series Pa-
rameters in the Presence of Outliers”. Technometrics, 30:193-204, 1988.
[5] Ljung, G. “On Outlier Detection in Time Series”. Journal of the Royal
Statistical Society, Series B, 55:559-567, 1993.
136
[6] Ledolter, J. “The Effect of Additive Outliers on the Forecasts from
ARIMA Models”. International Journal of Forecasting, 5:231-240, 1989.
[7] Abraham, B. and Box, G.E.P. “Bayesian Analysis of Some Outlier Prob-
lems in Time Series”. Biometrika, 66:229-236, 1979.
[8] Gomez, V. and Maravall, A. “Programs TRAMO and SEATS: Instruc-
tions for the User”. Working Paper 97001, Ministerio de Economia y
Hacienda, Direccion General de Analisis y Programacion Presupuestria.
1997.
[9] Bell, W., Hillmer, S. and Tiao, G. “Modeling Considerations in the
Seasonal Adjustment of Economic Time Series”. Applied Time Series
Analysis of Economic Data, U.S. Department of Commerce, U.S. Census
Bureau, pages 74-100, 1983.
[10] X-12-ARIMA Reference Manual, Version 0.2.10. 2002. Available at
http://www.census.gov/srd/www/x12a/.
[11] “Handbook of Spatial Statistics”. Chapman Hall. New York. 2010.
[12] Stein, M. “Interpolation of Spatial Data”. Springer. New York. 1999.
[13] Rozanov, Yu. A. “On the Gaussian Homogeneous Fields with Given
Conditional Distribution”, Theory Probability Appl., 12:381-391, 1967.
[14] Kooperberg, C. and Besag, J. “On Conditional and Intristic Autoregres-
sion”, Biometrika, 85:733-746, 1995.
[15] Cressie, N. “Statistics for Spatial Data”. John Wiley & Sons. New York.
1991.
137
[16] Taylor, J., Worsley, K.J. and Gosselin, F. “Maxima of Discretely Sam-
pled Random Fields, with an Application to ‘bubbles’”. Biometrika,
pages 1-18, 2007.
[17] McElroy, T. and Holan, S. “Asymptotic Theory of Cepstral Random
Fields”. Pre-print. arXiv:112.1977.
[18] Zhang, H. “Inconsistent Estimation and Asymptotically Equal Interpo-
lation in Model-Based Geostatistics”. Journal of American Statistical
Association. 2004.
[19] Mardia, K. and Marshall, R. J. “Maximum Likelihood Estimation of
Models for Residual Covariance in Spatial Regression”. Biometrika, 71:
135-146, 1984.
[20] Guyon, Xavier. “Estimation of a Stationary Process for a d-dimensional
Lattice”. Biometrika. 69:95-105, 1982.
[21] Koralov, L. and Sinai, Ya. “Theory of Probability and Random Pro-
cesses”. Springer. New York. 2007.
[22] Casella, G. and Berger, R. “Statistical Inference”. Duxbury Press. Bel-
mont, California, 1990.
[23] Skorohod, A.V. and Yadrenko, M.I. “On Absolute Continuity of Measure
Corresponding to Homogeneous Gaussian Fields”. Theory of Probability
and Its Applications. 18: 27-40. 1973.
[24] Stein, M. “Asymptotically Efficient Prediction of a Random Field with a
Misspecified Covariance Function”. Annals of Statistics. 16: 55-63. 1988.
138
[25] Kent, J. and Mardia, K. “Spectral and Circulant Approximations to the
Likelihood for Stationary Gaussian Random Fields”. Journal of Statis-
tical Planning and Inference. 50: 379-394, 1996.
139
