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Abstract 
In the paper the modular incidence structures are defined and it are 
shown to be, as orderet sets, modular in the sense of [3]. Some fundamental 
properties of modular incidence structures are deduced and some examples 
of such structures are presented. 
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Unter einer Inzidenzstruktur versteht man ein Tripel 3 = (G,M,I); dabei 
sind G, M nichtleere Mengen und I C G x M eine binäre Relation gennant Inzi-
denzrelation. Statt (a, m) G I schreibt man kürzer a I m und a I m bezeichnet 
man die Verneinung von a I m. 
Wir setzen 
AT = {m e M | g I m "ig G A] bzw. Bl = {g G G \ g I m Vm G B) 
für jede nichtleere Teilmenge A C G bzw. B C M und 0T = M bzw. ^ = G 
für die leere Menge 0. Für g G G, m G M dann schreiben wir kurz g^ := {g}^, 
m i := | m i | Für A. C G bzw. B CM setzen wir A
n = (AT)X bzw. £ i T = (H^)T. 




Sind A,C Teilmengen von G, dann gilt / 4 C C = > C ^ C / 4 t , ATXT ~ A7 
A C ATi und AT a p ^ ^ T . Analog gilt ß C D => DT C BT, HTU = HX, H c 
5 i T u n d ß i = Oben bi f ü r -9,-D C M. Sind A* bzw. B% Teilmengen von G bzw. 
M für alte • € H, dann ( I J ^ A ^ = f W ^ bzw. ( U € f f B«)
1 - f l ^ ^ 
(vgl. z. B. {4]). 
Elemente von G heißen Punkte. Eine Teilmenge A C G heißt ein Unterraum 
von Ü dann, wenn A = A n gilt. Pur eine beliebige Teilmenge K C G ist Ku ein 
Unterraum, der durch X generiert ist. Die Punktmenge G selbst bildet einen 
Unterraum. Ist A ^ 0 ein Unterraum, dann A = Ua€A a ^ - ^ m e '-fe-hf-enge 
A C G stellt einen Unterraum dar genau dann, wenn es eine Teilmenge B C M 
mit B^ ^ A gibt. Gibt es eine einelementige Menge {m} C M mit ra^ rz A, 
dann heißt A eine Hyperebene. Es sei i C G ein Unterraum mit A^ G. Dann 
gibt es eine nichtleere Teilmenge B C M mit fl* = A, was A = f l m € ß m^ 
bedeutet. Jeder von G verschiedene Unterraum ist daher ein Durchschnitt von 
Hyperebenen. Ein Unterraum, der durch zwei verschiedene Punkte generiert ist, 
heißt eine Gerade. Die durch die Punkte a,b generierte Gerade bezeichnen wir 
mit a6, d.h. a6 := {a,6}TT. 
Ferner verwenden wir die üblichen geometrischen Redewendungen: Ein Punkt 
liegt auf einer Geraden (in einem Unterraum), eine Gerade geht durch einen 
Punkt usw. Liegen zwei verschiedene Punkte a,6 in einem Unterraum A, dann 
a6 = {a,6}TT g ^ U — j[ u n c ] j i e Gerade a6 ist in A enthalten. Eine Gerade, 
die in einem Unterraum A nicht enthalten ist, hat also mit A höchstens einen 
Punkt gemeinsam. 
Eine Inzidenzstruktur 3 = (G,M,I) heißt modular, wenn es gilt: 
(Ml) { a , 6 } T ^ 0 Va,6 6 G , 
(M2) {m,n}T ^ 0 Vm,n<EM, 
(M3) a , 6 € G , zG{a,6}Ti , x f a => {a,^}T C {a, 6}T, 
(M4) m,n G M, y G {m,n}TT? y -£ m => {m,t/}T C {m,n}
1. 
B emer kungen 
1. Setzen wir in der vorgehenden Definition a = 6, dann (Ml) hat zur Folge 
aT £ 0 für jedes a EG und die Forderung (M3) ist für alle x G G, x ^ a erfüllt. 
Dann gilt nämlich {a,.r}T = aT n #T c aT = {a,6}T. Ähnlicherweise im Falle 
m ~ n. 
2. Gilt x G {a,6}TT. dann aus x,a G {a,6}TT folgt { a , x } n C {a,6}TT und 
{a,6}T C {a,#}T. Die Forderung (M3) können wir daher äquivalent auch in der 
Form {a,#}T = {a,6}T aussprechen. 
3. Die Forderungen (M3), (M4) sind symmetrisch ausgesprochen. (M3) läßt sich 
aber allerdings im Falle u yfc 6 einigermaßen vereinfachen: x G üb, x £ u => ax = 
a6. 
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Satz 1, Liegen verschiedene Punkte c,d einer modularen Inzidenzstruktur auf 
einer Geraden abf dann ab = cd, 
Beweis, Nehmen wir c, d g ab, c •£ d an. Wegen a •/ b ist entweder c ^ a oder 
c ^ b. Gilt z. B. c ^ a , dann erhalten wir nach (M3) ac = ab und wegen c ^ d 
dann auch cd = ac, also ab = cd. 
Satz 2. Fs seien m, n g M mit m ^ n. Für p,q € {ra,n}T T , p ^ q gilt 
{m, r*}^ = {p, g } ^ . 
Satz 3, Fs sei fJ = (G, M, J) eine Inzidenzstruktur. Dann gilt raT = G Vm g 
M <=̂ > #T = M Vf 6 G. Gilt ml = G f&r a/le m g Af, rfann ist 'J modular. 
Ist [) modular, dann 
L Im1! > 2 Vm g M; 3# g G, #T = M => mT = G Vm g M, 
1 | ^ | > 2 V# € G; 3m e M , ^ = ö ^ ^ = M V<? € G, 
3. 3m g M, |m*| = 1 => 3g g G, #T = M, 
^ 3g g G, ^ | = 1 => 3mig M, mi = G. 
Beweis . Es sei 3 eine Inzidenzstruktur und nehmen wir mT = G Vm g M 
an. Ist g g G, dann g I m Vm g M und #T = M. Ebenso verfahren wir 
im umgekehrten Falle. CJ ist dann modular: Tatsächlich, für a,6 g G hat man 
{a,§}T = M und (Ml) folgt daraus, daß M nichtleer ist. Zugleich ist {a,fc}TT = 
G und ab = cd gilt für beliebige c, d g G, woraus schon (M3) folgt. Analog sind 
auch (M2), (M3) erfüllt. 
Wir nehmen an, daß fJ modular ist. 
Ad L Es sei |m^| > 2 Vm g M, #T = M . Dann gilt # I n für beliebiges 
n g M und wegen |»*| > 2 gibt es einen Punkt a g G mit a ^ g und a / rc. Es 
sei b ein beliebiges Element aus G. Wegen # g {a>b}^ und g ^ a gilt nach (M3) 
{«> #}T £ {«> *}*• Daraus ergibt sich n g {a, ß}* => ?i g {a, b}1" => n g aT n 6T => 
n g bf => 6 / n und folglich n* = G. 
Analog läßt sich nach (M4) die Behauptung 2 beweisen. 
Ad 3. Es sei g g G mit # I m . Für n g M gilt {m,n}^ £ 0 nach (M2) und 
wegen m^ = {§} ist g I n, woher g* = M. 
Analog läßt sich nach (Ml) die Behauptung 4 beweisen. 
Verabredung* Ferner betrachten wir nur "zulässige'7 modulare InEidenzstruk-
turen 3 = (G, MJ) mit ml z/L G für alle m € M mkd §t # M für alle f 6 G, 
ohne es ausdrücklich fesfciusteilen. 
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a b c Es sei also J = (G,M,I) eine solche Inzidenzstruktur. Nach 
m - - Satz 3 gilt dann |m*| > 2 Vm £ M, | ^ | > 2 V$r £ G und 
n - offensichtlich auch |G| > 2, \M\ > 2. Abbildung 1 zeigt die 
p - - Inzidenztabelle der "kleinsten" modularen unsere Verabre-
dung erfüllenden Inzidenzstruktur. 
Abb. 1 
Satz 4. Es sei J = (G, M, I) eine modulare Inzidenzstruktur. Für verschiedene 
a,b E G bzw. .m, n G M gilt a^ <£ tf bzw. m^ <£. n^. 
Beweis. Es sein m,n zwei verschiedene Elemente aus M. 
1. Wir nehmen m^ / n^ und n^ C m^ an. Es gibt also einen Punkt g £ G 
mit # £ m^ und <; £ n̂ - . Wegen |n^| > 2 gibt es a, 6 E n^, a ^ 6, d.h. a,b I n. 
Zugleich ist a,6,</ I m. 
a) Zuerst nehmen wir {a,g}^ = {m} an. Daraus folgt m^ = {a,g}n. Wegen 
b E m* erhalten wir daher 6 £ {a,g}n. Nach (M3) gilt {a,6}T C {a,g}^ und 
n E {a,6}f impliziert n E {a,^}^, also g E n^, was aber ein Widerspruch ist. 
b) Wir nehmen an, daß es ein Element p E M mit p -̂  m und p £ {a,0}T 
gibt. Aus {n,p}l = n^ fl p^ C n^ C m^ folgt m E mn C {p, n } ^ . Wegen 
# E {p, m}^ gilt nach (M4) g E {p, n}^, also g £ n^, was wieder ein Widerspruch 
ist. 
2. Es sei m^ = n^. Nach m^ / G und (M2) gibt es Punkte a,c £ G mit 
t: £ m-l, a £ ra^- und nach (Ml) gibt es ein Element p £ M mit p £ {a, c}^, also 
c I p. Dies bedeutet p^ -̂  m^ und nach dem Fall 1 gilt p^ <jLm^. Es gibt daher 
b E m^ und 6 0 p^-. Aus {n,p}^ = n^flp^ C n^ = m^ folgt m £ { m } ^ C { n , p } ^ 
und nach (M4) ergibt sich {m,n}^ C {n,p}K Wegen 6 £ {n,m}^ gilt daher 
b £ {n,p}^, also 6 £ p^. Dies ist aber ein Widerspruch. 
Ähnlicherweise läßt sich a, b E G, a -^ b => a^ <£. &T beweisen. 
Folgerung. In jeder modularen Inzidenzstruktur 3 = (G, M, I) gilt gn = {g} 
V# £ G und mn = {m} Vm £ M. 
Satz 5. Es sei 'J = (G, M, I) eine modulare Inzidenzstruktur, in welcher zwei 
verschidene Punkte a,b gibt, durch die genau eine Hyperebene p^. p £ M geht. 
Dann hat jede Hyperebene m^, m -̂  p mit p^ genau einen Punkt gemeinsam. 
Beweis. Es sei m £ M, m ^ p. Nach (M2) enthalten m^,p^ mindestens einen 
Punkt gemeinsam. Nehmen wir an, daß es zwei verschiedene in m^,p^ liegende 
Punkte g, h gibt, d.h. g,h £ m^Plp^ = {m,p}^ und m,p E {g, h}^. Aus g = a und 
n = b folgt m £ {a,6}T und m = p, was aber ein Widerspruch ist. Nehmen wir 
also g = a und n / t> an. Wegen {a, 6}T = {p} gilt {a, 6 } n = pJ- und h £ {a, b}n. 
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Aus h =?- a, ra G {a,MT folgt nach (M3) ra G {a,6}T, also ein Widerspruch. 
Endlich sei a ^ g,h und 6 7-: g,h. Nach Vorangehendem ist {a,/i}^ = {p} 
und durch weitere Benützung dieses Ergebnisses erhält man {g,h}^ = {p}, also 
rn = p, was zu ra ^ p widerspricht. Die Hyperebenen m^,p^ haben also genau 
einen Punkt gemeinsam. 
Satz 6. Es sei fJ = (G,M,I) eine modulare Inzidenzstruktur, in der es zwei 
verschiedene Hyperebenen m^,n^ gibt, die genau einen Punkt a gemeinsam 
haben. Ist b ein Punkt mit b ^ a, dann geht durch a,b genau eine Hyperebene. 
Satz 7. Es gebe in der modularen Inzidenzstruktur zwei verschiedene Punkte, 
die in genau einer Hyperebene liegen. Dann geht durch je zwei verschiedene 
Punkte genau eine Hyperebene und je zwei Hyperebenen haben genau einen 
Punkt gemeinsam. 
Beweis. Es seinen a,b zwei verschiedene Punkte, durch die genau eine Hyper-
ebene p^, p G M geht. Dann {a,b}^ = {p}. Es seinen c, d weitere verschiedene 
Punkte. Gilt c,d I p, so {c, d}^ = {p} nach Satz 5. Es gelte beispielweise c l p. 
Nach (Ml) gibt es ein ra G M mit ra G {c, d}^ . Nach Sätzen 5, 6 folgt aus ra ^ p 
schrittweise {m,p}^ = m^Op^ = {g}, {ra} = {c,g}^ und {ra} = {c,dy. Weiter 
seien ra, n zwei verschiedene Elemente aus M. Nach (M2) gibt es dann einen 
Punkt x mit x G {m,n}^. Aus y G G, y 7- x, y G {m,n}^ folgt m,n G {x,y}^, 
was ein Widerspruch ist. 
Satz 8. Gibt es in einer modularen Inzidenzstruktur zwei verschiedene Hy-
perebenen, die genau einen Punkt gemeinsam haben, dann haben je zwei ver-
schiedene Hyperebenen genau einen Punkt gemeinsam und durch je zwei ver-
schiedene Punkte geht genau eine Hyperebene. 
Bemerkung 1. Sind die Forderungen aus Sätzen 7, 8 erfüllt, dann ist jede 
Hyperebene zugleich eine Gerade und umgekehrt jede Gerade ist auch eine Hy-
perebene. 
Bemerkung 2. Eine modulare Inzidenzstruktur ist zugleich eine projektive 
Ebene, wenn folgende zwei Forderungen gelten: 
1. Es gibt zwei verschiedene Punkte, die in genau einer Hyperebene liegen. 
2. Es gibt vier Punkte, aus denen keine drei in einer Hyperebene liegen. 
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Definition. Es sei J = (GyMyI) eine Inzidenzstruktur. Bildet man die Men-
gen Gx Ä GU{x}y Mi = M U { / } mit x $Gy I $ M, so sei Jx = ( G i , M i , I i ) 
die Inzidenzstruktur mit folgender Inzidenzrelation Ii: 
g Ii m O g I m, g 6 G, m 6 M, 
</ A * ty € G, 
x h m Vm £ M. 
Ji heißt die einfache Erweiterung der Inzidenzstruktur J. 
Es seien J, JY die Inzidenzstrukturen aus obiger Definition. Wir wollen alle 
Unterräume der Inzidenzstruktur Ji bestimmen. Die Bezeichnungen j , j bezei-
chnen wir dabei bezüglich J von rechts und bezüglich Ji von links. 
1. Es sei A CG. Dann TA = {n £ M \ A C nT} U {?} und T M = T{n £ 
M | A C nT} H T{/} = (^TT U {z}) n G = # . 
2. Es sei .9 G <?i, * € B. Dann ist H = A U {^} mit A C G. Es gilt 
TH = T(A. U {*}) = TA H T^ = ({n G M | A C Tn} U {/}) n M = {n £ 
M | A C nT} und TTH = T{n £ M | A C nT} = ATT U {x}. Somit erhält man 
nB = I? <=> TT(A U {#}) = ATT U {x} = A U {*} & An = A 
Alle Unterräume von Ji sind entweder zugleich die Unterräume von J oder 
sie stellen die Vereinigung der Unterräume von J mit {x} dar. 
Satz 9, Es seien J = (GyMyI) eine Inzidenzstruktur und Ji ihre einfache 
Erweiterung. Die Inzidenzstruktur J ist genau dann modular, wenn J modular 
ist 
Beweis . 1. Es sei J modular. Es sollen für Jj die Forderungen (M1)-(M4) 
nachgeprüft werden. 
Ad (Ml). Für ayb £ G gibt es ein m £ M mit a,b I m, woher a,b I\ m und 
m £ T{a,b} folgt. Für a,# £ G\ mit a ^ x gibt es ein m £ M mit a I m, also 
a Ii m. Wegen x I\ m gilt dann m 6 T {a,#} . 
Ad (M2). Wir verfahren analog zu Ad (Ml). 
Ad (M3). Sind a,b zwei Punkte von G, dann TT{a,b} = {a,6}TT. Für g E G 
mit Ö ^ a gilt T{a,#} = {m £ M | ?n E {a>#}T} U {/}. Es sei g E iT{a>b}, also 
a E {a,6}TT; weiter sei c E T{«,#} angenommen. Aus c = l folgt a,b Ix l und 
c E T{a,6}. Für c = m>m € Äf gilt m E. {®>#P und nach (M3) ergibt sich 
m E {ayb}^y also m E H
a ^ } u ß d c € T{a,b}, 
Für a £ G ist TT{a,x} = a n U {$} = {a} U {#}. Es sei # E T T{a,£}. Aus 
a = a? folgt T{a,a} = T{a,£} und für g = a erhält man T{a?,#} = T {z ,a} . 
Ad (M4). Sind myn E M, dann
 T{m,n} = {# E G | Ö E {myn}
1} U {x} 
und TT{ra,n} = {p E M | p E {m,n}T T}. Es sei u g T T{m,n}, y ^ my also 
H E {m,n}T T . Für c £ T{m,H} ist entweder e s i oder c E {m,g}k Im Falle 
c — x ergibt sieh c Ii myn und e E
 T {m,n} . Aus c ^ x folgt nach (M4) 
c £ {m, n} T , was aber e E ^{m, n} bedeutet. Für m £ M gilt T{m, /} = ml und 
TT{m,l} = mTT U {1} = {m} U{Q* Gilt $ E u {*»>0, dann ist entweder g = l 
oder |t := m und *{***>*} ^ M#>0 ^ ^ m ' ^* 
2, Es sei 3^ modular. Die Gültigkeit von (Ml), (M2) in II ist offensichtlich. 
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Ad (M3). Es seien a,b,g £ G mit g ^ a und g £ {a,b}n gegeben. Nehmen 
wir dabei m £ {a,#}T an. Wegen {a,g}T = {m | a,g I m} ist a,g I m und 
a,g Ii m, also m E T { a ^}- Daraus folgt m E 1{a>&}> weil 'Ji modular ist. 
Wegen T{a,6} = {m E M | m E {a,6}T} U {/} ist m E {a,6}T und in 3 gilt 
(M3). 
Ad (M4). Man verfährt analog zu Ad (M3). 
Bemerkung 3. Die Figur 11 in [2] enthält die Inzidenztabelle der einfachen 
Erweiterung der projektiven Ebene des Ranges 2. 
Ferner führen wir einige Zusammenhänge zwischen angeordneten Mengen 
und Inzidenzstrukturen ein. Ist (A,<) eine angeordnete Menge, dann U(B) = 
{x £ A ] 6 < x Vi € B} bzw. L(B) = {x £ A j x < b Mb £ B} heißt ein 
Ober- bzw. Unterkegel einer nichtleeren Menge BGA. Für B = 0 setzen wir 
U(B) -=- L(B) — A. In den speziellen Fällen B = {a}, I? = {a,b} schreibt man 
kurz U(a), L(a) bzw. U(a,b), L(a,b) anstatt U({a}), L({b}) usw. Es läßt sich 
leicht einsehen, daß U(B) = f]b£B U(b), L(B) = f\€jB L(b) gilt. 
Für Elemente a,b,c £ A setzen wir QL = L(U(a,b),c) und Q# = L(U(a, 
L(b,c)). Aus a < c folgt dann QP ^ QL- Gilt außerdem eine von den Beziehun-
gen a — c, b < c, c < b, a < b, dann gilt sogar QL — QR- Ist die Gleichheit 
Qt — QR für alle Tripel (a,b,c) £ A3 mit a < c erfüllt, so nennt man die 
angeordnete Menge (A,<) modular (vgl. [3]). Ein Verband ist modular genau 
dann, wenn er als angeordnete Menge modular ist. 
Es sei 3 = (G,M,I) eine Inzidenzstruktur. Auf der Menge A = G U M 
läßt sich eine Anordnung < folgendermaßen einführen: a<aVa£G)m<m 
Vm £M,a<mOaImima£G,n£M. Für a £ G bzw. m £ M erhalten 
wir U(a) — a^ U {a}, L(a) = {a} bzw. L(m) rs m^ U {m}, U(m) = {m} und 
für verschiedene Elemente a,b £ G bzw. m, n E M, dann U(a,b) s= {a,6}^, 
L(a^b) = 0 bzw. L(m,n) = {m,n}^, U(m, rc) = 0. 
Satz 10. Fs sei U = (G,M,I) eine Inzidenzstruktur. Die folgenden Behaup-
tungen sind äquivalent: 
L Es gilt «T / 0 Va E G. m^ / 0 Vm E M o ! i rfie angeordnete Menge 
(GuM,<) ist modular. 
2. Die Inzidenzstruktur 3 ist modular. 
Beweis. Wir setzen A = (?U M. 
1. => 2. Wir nehmen an, daß die angeordnete Menge (A,<) modular mit 
a^ T-: 0 Va £ G, m* ^ 0 Vm £ M ist und wollen beweisen, daß in diesem Palle 3 
die Forderungen (M1)-(M4) erfüllt, 
Ad (Ml), Es seien a,b € G gegeben. Ist a Ä b, dann gilt nach unserer 
Voraussetzung {o, 6}^ = a* ^ 0. Es sei a ^ 6. Nehmen wir dabei {a, b}^ = 0, also 
U(a,b) = 0 an. Wegen oT ^ 0 gibt es ein c € M mit a I c, was a <c bedeutet. 
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Unserer Voraussetzung {a, 6}^ = 0 nach ist 6 I c und folglich L(b,c) = 0. Damit 
erhalten wir QR = L(U(a,0)) = L(U(a)nA) = LU(a) = L(a) = {a}. Zugleich 
gilt aber QL = L(0, c) = L(c) = c-*- U {c}. Wegen a -̂  c ist also <5L 7-= QR, was 
einen Widerspruch bedeutet. 
Ad (M2). Wir verfahren ähnlich wie im vorigen Fall. 
Ad (M3). Es seien a,6 G G gegeben. Im Falle a = 6 ist die Forderung (M3) 
stets erfüllt. Es sei also a / 6. Wir betrachten x G G mit x ^ a und x G {a, 6 } ^ , 
was x I m Vra G {a,6}^ bedeutet und nehmen wir dabei an, daß es ein c G M 
mit c G {a,x}T und c ^ {a,6}^ gibt, was a,x I c und 6 / c impliziert. Wegen 
6 / c gilt L(6,c) = 0 und daraus folgt QR = L(a) = {a}. Offensichtlich ist 
QL = L(U(a,b),c) = LU(a,b)C\L(c). Wegen x I c und x < m Vra G {a,6}
T gilt 
a? G L(c) und # G L((a,6)^) = LU(a,b), also x £QL. Zugleich ist aber x £ QR, 
woher QL 7- QR folgt, was wegen a < c ein Widerspruch ist. Damit erhält man 
{a,x}1 C {a,6}t. 
Ad (M4). Es seien 6, c G M gegeben. Es genügt nur den Fall a -/ 6 bedenken. 
Wir wählen ein u G M mit y ^ c und H G {6 ,c}^ , was 0 I y \/g G {6,c}^ 
bedeutet und nehmen dabei an, daß es einen Punkt a G G mit a G {c, y}^ und 
a ^ {6,c}^ gibt, was a I c,y und a l 6 impliziert. Wegen a / 6 gilt U(a,b) = 0 
und daraus folgt QL = L(0, c) = L(c). Offensichtlich ist QR = L(U(a, L(b, c)) = 
L(U(a) n UL(b,c)). Setzen wir H = I7(a) n UL(b,c), dann c,y € B, weil c ,yG 
U(a) und wegen c,y £ {b,c}^ auch c, H G UL(b,c) gilt. Daher erhalten wir 
Q Ä = L(ß) C L(c) n L(y), wo L(c) = c
1 U {c} und L(y) = yl U {y} ist. Aus 
QL = QR folgt L(c) C L(c) n L(y) und L(c) C L(y), was wegen c ^ y ein 
Widerspruch ist. Damit erhalten wir {c,y}^ C {b,c}^. 
2. => 1. Wir setzen voraus, daß die Inzidenzstruktur 3 modular ist. Dann 
gilt a r / 8 Vfif E G und raJ / 0 Vra G M. Wir wollen die Gleichheit QL = Q Ä 
für beliebige a,6,c G .4 mit a < c beweisen. Es genügt aber nur solche Fälle 
nachzuprüfen, w o a / c und die Elemente a,6 bzw. 6,c nicht vergleichbar sind. 
Aus a < c, a ^ c folgt dann a G G, c G M und a I c. 
1. Es sei 6 ein Punkt. Dann gilt 6 Z c, L(6, c) = 0 und Q^ = LU(a,0) = 
L(a) = {a}. Nach (Ml) ist {a,6}? ^ 0 und folglich U(a,6) / 0. Offensichtlich 
gilt a G LU(a,b) 0 L(c) — QL. Wir nehmen an, daß es einen Punkt x ^ a 
mit # G Q L gibt. Dann x G { a , 6 } ^ und zugleich x I c. Wegen c G {#,a}T 
und c ^ { a , 6 p gilt {x,a}^ <£ {a,b}^, was zu (M3) widerspricht. Es gilt daher 
QL = {a} und QL = QR. 
2. Gilt 6 G M, dann a / 6, Ü7(a, 6) = 0 und QL = L(c). Wir wollen beweisen, 
daß auch QR = L(c) ist. Offensichtlich gilt c G U(a) C\ UL(b,c). Nehmen wir 
dabei an, daß es ein x G M mit x ^ c und x G U(a) H UL(b,c) gibt. Dann 
gilt a? G {6, c } ^ und a I x. Wegen a G {a?,c}^, a ^ {b,c}^ ergibt sich {#,c}^ £ 
{6, c}^, was zu (M4) widerspricht. Somit erhalten wir {c} = U(a) C\ UL(b,c), 
woraus schon L(U(a) C\ UL(b,c)) = L(c) und QR = L(c) = QL folgt. 
Jetzt führen wir einige Beispiele der modularen Inzidenzstrukturen an. 
1. Jede projektive Ebene ist zugleich eine modulare Inzidenzstruktur. 
2. Es sei P ein beliebiger projektiven Raum (siehe z. B. [1]); mit G bzw. 
M bezeichnen wir seine Punktmenge bzw. Hyperebenemenge. Dann ist 3 = 
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(G,M,I) eine modulare Inzidenzstruktur, wo I die übliche Inzidenzrelation ist. 
Für jede Hyperebene ra von P ist ra^ die Hyperebene von J. In 3 sollen wir 
also die Hyperebenen als Punktmengen auffassen. 
3. Es seien P = (G, M, I) ein projektiver Raum endlicher Dimension n nach 
dem Beispiel 2 und U ein Unterraum von P der Dimension d mit d < n — 2. 
Die Inzidenzstruktur J = (Gi, M, Ii) mit Gi = G - LI, Ii = (Gi x M) D I ist 
modular. 
4. Es seien n, d natürliche Zahlen mit n > 4, 1 < d < n — 2. Wir bestimmen 
eine Inzidenzstruktur J = (G,M,I) folgendermaßen: Wir setzen G = {a; | i £ 
{ l , . . . , n } } , M = {ra; | i £ { l , . . . , n } } und die Inzidenzrelation I definieren 
wir wie folgt: Für j £ { 1 , . . . ,d} ist a2- I m,j Vi £ { 1 , . . . , n}, i ^ j , für k £ 
{a1 + 1, • •. ,n} ist a2- I ra*, i £ { 1 , . . . , d) und a& I m*.. Die Inzidenzstruktur U 
ist modular (Abb. 2 enthält die Inzidenztabelle von J für n = 6, o1 = 3.) 








In den Hyperebenen raj, i £ {1,...,J} liegen n — 1 Punkte, in mj,j £ 
{a1-!- 1,. . . ,n} dann d+ 1 Punkte. Alle Geraden sind zweipunktige Mengen mit 
Ausnahme der Geraden {a^ + i , . . . , a n } . 
In [2] kann man weitere Beispiele der endlichen modularen Inzidenzstruk-
turen finden. 
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