Many modern approaches of time series analysis belong to the class of methods based on approximating high-dimensional spaces by low-dimensional subspaces. A typical method would embed a given time series into a structured matrix and find a low-dimensional approximation to this structured matrix. The purpose of this paper is two-fold: (i) to establish a correspondence between a class of SVD-compatible matrix norms on the space of Hankel matrices and weighted vector norms (and provide methods to construct this correspondence), and (ii) to motivate the importance of this for problems in time series analysis. Examples are provided to demonstrate the merits of judiciously selecting weights on imputing missing data and forecasting in time series.
INTRODUCTION
Subspace-based methods of time series analysis use the techniques of low-rank approximation of structured matrices. These methods assume that a matrix formed from the time series is of full rank, perhaps due to measurement error or unaccounted effects. This matrix is a perturbation of a 'true' matrix of low rank. The aim of low-rank approximation is to modify the data as little as possible so that the matrix constructed from the modified data has some specified rank. Typical applications are diverse and include dimensionality reduction, feature extraction, and classification, see [1] .
In this paper we focus on the so-called Hankel structured low-rank approximation (HSLRA) problem. We form a Hankel structured matrix from a given vector of observations. The rank of this Hankel matrix constructed from the time series corresponds to the complexity of a linear recurrence that fits the time series exactly. The rank of an approximation to this matrix can be considered as a user-choice which allows the user to trade-off accuracy versus complexity. From another perspective we may consider an observed time series to be the sum of a deterministic series plus noise. When embedded into a structured matrix the deterministic series is of low-complexity (small rank), however the structured matrix of the observed series (which has been perturbed by noise) is typically of full rank. Consequently to attempt to separate the noise from the deterministic series we find a lower rank approximation of the observed structured matrix. HSLRA is an important problem and has been applied in a number of areas. In some applications the true rank may be known in advance. Examples include applications in time series analysis, systems and control, computer algebra, signal processing, machine learning and computer vision, see [2] , [3] , [4] , [5] , and [6] .
There has been little work done which shows how to use weights in HSLRA. We wish to consider time series where each observation has an allocated weight. This weight can be used for example to denote an observation as 'missing', or to denote an observation as 'important' (representing 'confidence' in this observation) and warrants additional leverage upon the fitted model. We may even wish to classify an observation as 'exact'. For forecasting, we may wish to down-weigh points at the start of the time series, and up-weigh the more recent observations towards the end of a time series. The weighting may also be used as a tool for correcting an unintentional weighting which has arisen from embedding the time series into a structured matrix. For example, suppose we embed the time series of three observations (a, b, c) into the 2 × 2 Hankel matrix
. Observations a and c appear once whilst observation b appears twice, see Section 2 for the general case. This issue has already been noted as a problem, the unintended consequences of which have been described in [7] , [8] , [9] , and [10] . The paper has the following structure. We formally introduce the problem considered in this paper in Section 2 and also state the main result. Low-rank approximations of matrices are described in Section 3. In Section 4 we describe how to relate vector and matrix norms and we provide a numerical algorithm in Section 5. An example of how the material developed in Sections 4 and 5 can be used to develop methodology for modelling in time series, namely for imputing missing values and forecasting is given in Section 6. A number of examples are given in Section 7.
NOTATION, PROBLEM STATEMENT, AND THE MAIN RESULT

Notation
The following list contains the main notation used in this paper. 
Problem statement
Assume we are given a vector Y = (y 0 , . . . , y N ) T ∈ R N +1 . The problem we consider is
where
is the set of vectors in R N +1 which satisfy a linear recurrence relation (LRR) of order ≤ r; we say that a vector S = (s 0 , . . . , s N )
T satisfies an LRR of order ≤ r if s n = a 1 s n−1 + . . . + a r s n−r , for all n = r, r + 1, . . . , N ,
where a 1 , . . . , a r are some real numbers with a r ̸ = 0. The model (2) includes, as a special case, the model of a sum of exponentially damped sinusoids:
3 where typically q = r/2, see for example [11] , [12] or [13] . A solution to problem (1) would yield a representation of the observed data Y = (y 0 , . . . , y N )
T in the form y n = s n + ε n , n = 0, . . . , N,
is an unobserved signal satisfying the model (2) and
T is a vector of noise, where ε n are not necessarily i.i.d.r.v. The optimization problem (1) can be equivalently formulated as a matrix optimization problem, where vectors in (1) are represented by (L+1)×(K +1) Hankel matrices. With a vector Z = (z 0 , z 1 , . . . , z N )
T of size N + 1 and given L < N we associate an (L+1)×(K +1) Hankel matrix
where K = N − L. We also write this matrix as X Z = H(Z) and note that H makes a one-to-one correspondence between the spaces R N +1 and H so that for any matrix X ∈ H we may uniquely define Z = H −1 (X) with X = H(Z). The matrix version of the optimization problem (1) can now be written as
and A is the set of all (L+1)×(K +1) Hankel matrices of rank ≤ r. The optimization problem (4) is the general problem of Hankel structured low-rank approximation (HSLRA).
The optimization problems (1) and (4) are equivalent if the distance functions ρ(·, ·) in (1) and
for Z, Z ′ ∈ R N +1 , where c > 0 is arbitrary. It can be assumed that c = 1 without loss of generality. Natural approaches for solving the initial optimization problem (4) would use global optimization techniques for optimizing parameters in either representation (2) or (3). In the case of (2), the parameters are the coefficients of the LRR: a 1 , . . . , a r , and the initial values s 0 , . . . , s r−1 . If we were to use (3) then the set of parameters is {(a ℓ , d ℓ , ω ℓ , ϕ ℓ ), ℓ = 1, . . . , q}. In both cases, the parametric optimization problem is extremely difficult with multi-extremality and large Lipschitz constants of the objective functions [14] . The number of local minima is known to increase linearly with the number of observations. Many of the existing algorithms depend on local optimization based algorithms and do not move significantly from a starting point, see [12] , [15] , and [16] . The difficulty of solving parametric versions of (1) is well understood and that is the reason why HSLRA described by (4), the equivalent matrix formulation of (1), is almost always considered instead of (1). As already stated, there is little work in the literature describing how to use weights in HSLRA. However, some recent work has commented that even unstructured weighted low-rank approximation is difficult, see [9] .
The standard choice of the distance d(·, ·) in the HSLRA problem (4) is d(X, X ′ ) = ∥X − X ′ ∥ F , where ∥ · ∥ F is the Frobenius norm. The primary reason for this choice is the availability of the singular value decomposition (SVD) which is considered in Section 3 and constitutes the essential part of many algorithms attempting to solve the HSLRA problem (4) . One of the most popular methods is given in Section 6 (see (24) ).
However, if the distance d(X, X ′ ) in (4) is d(X, X ′ ) = ∥X − X ′ ∥ F then the distance ρ in (1) takes a particular form. In this case, 
One would prefer to define the distance function ρ(·, ·) in (1) and acquire the distance d(·, ·) for (4) from (5), rather than vice-versa, which is a common practice. Different distances ρ(·, ·) can be used and may be desired. There is one serious problem, however, related to the complexity of the resulting HSLRA problem (4) . If d(·, ·) is defined by the Frobenius norm then the HSLRA problem (4), despite being difficult, is still considered as solvable since there is a very special tool available at intermediate stages, the SVD. If d(·, ·) does not allow the use of SVD or similar tools then the HSLRA problem (4) becomes practically unsolvable (except, of course, for some very simple cases).
The purpose of this paper is to extend the choice of the norms that define distances in (4) and (1) preserving the availability of the SVD. These norms allow the construction of exactly the same algorithms that can be constructed for the Frobenius norm and, since the family of the norms considered is rather wide, we will be able to exactly or approximately match any given distance in (1) . More precisely, we will consider the class of distances in (1) of the form ρ(Z,
T , w n > 0 for all n = 0, 1, . . . , N . The class of distances in (4) considered in this paper has the form d(X,
T , and R = (r 0 , r 1 , . . . , r K ) T . We will call this norm the (Q, R)-norm. Note that if Q and R are identity matrices then (9) defines the Frobenius norm.
In Section 3 we will show that low-rank approximation problem in the (Q, R)-norm can be reduced to the low-rank approximation problem in the Frobenius norm which is solved by applying the SVD.
Relation between the weighted vector norm and the (Q, R)-norm
Theorem 1. Consider the matrix norm (9) for a Hankel matrix
is arbitrary. Assume that the matrices Q and R in (9) are diagonal; that is, Q = diag(Q) and
where W = diag(W ) and the vector W = (w 0 , . . . , w N ) T ∈ R N +1 is the convolution of the vectors Q and R; that is,
or, equivalently,
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Proof. Consider the norm ||X Z || 2 Q,R with X Z = H(Z) (so that x l,k = z l+k for l = 0, . . . , L and k = 0, . . . , K), Q = diag(Q) and R = diag(R). We have
If in the rhs of (13) we set n = k + l, change the summation index k to n, change the order of summation (with respect to l and n) and equate the coefficients with z 2 n in the rhs of (13) and the rhs of (8), then we obtain the first equality in (12) . Similarly, we obtain the second equality in (12) if we change the summation index l to n in the rhs of (13) . ✷ Equations (12) and (5) imply the following relation between the distances associated with the norms (8) and (9) which respectively appear in (1) and (4) for diagonal Q, R and W:
Different forms for computing the convolution Q ⋆ R
We now give two different forms for expressing the convolution Q ⋆ R in Theorem 1 and provide a generating function based expression for the convolution equation W = Q ⋆ R.
• Let C Q ∈ R (N +1)×(K+1) and C R ∈ R (N +1)×(L+1) be two matrices defined by
Then it follows from (12) that
Then the convolution equations (12) can be written simpler as
• Define the generating functions of the sequences Q, R and W :
Then the convolution equation W = Q ⋆ R is equivalent to the equality
LOW-RANK APPROXIMATIONS
In Section 3.1 below we describe a classic result of finding optimal rank r approximations to given matrices in the Frobenius norm, which is the unstructured low-rank approximation problem. Then in Section 3.2 we show how to construct optimal rank r approximations in the (Q, R) norm. 
Low-rank approximation in the Frobenius norm.
Let A be a real matrix of size (L + 1) × (K + 1) with L ≤ K. The singular value decomposition (SVD) of A is a factorization of the form A = UΣV T , where U and V are real matrices of sizes (L + 1) × (L + 1) and (K + 1) × (K + 1) respectively and Σ is a (L + 1) × (K + 1) matrix with real numbers on the diagonal. The numbers Σ i,i = σ i (i = 0, . . . , L) are called the singular values of A and are assumed to be arranged in the order of descent so that
be a given matrix and let Σ (r) be a matrix of size (L + 1) × (K + 1) with elements
Then the solution to the low-rank approximation problem
is given by the matrix
Low-rank approximation in the
(Q, R)-norm. Lemma 2. (Low-rank approximation of A in the (Q, R)-norm.) Consider the squared matrix norm (9) for some given matrices A ∈ R (L+1)×(K+1) , Q ∈ M > L+1 and R ∈ M > K+1 .
Then the low-rank approximation problem
is equivalent to the low-rank approximation problem
Proof. By the definition of the (Q,R) norm (9),
(Solution of the low-rank approximation problem (19) ) Consider the squared matrix norm (9) for some given matrices
and letÃ =ŨΣ (r)ṼT be the rank r approximation ofÃ as given by Lemma 1. Then the (globally optimal) solution to (20) is given byÂ
Proof. Follows directly from Lemmas 1 and 2, see also [18] . ✷ Note that as Q and R are assumed to be symmetric positive definite matrices then Q 1/2 and R 1/2 always exist, as do their inverses.
CONSTRUCTING Q AND R SUCH THAT W = Q ⋆ R
In view of the equivalence of (10) and (11) and the fact that the weight vector W of the vector norm √ Y T WY is assumed to be given, the main problem now is to find vectors Q and R such that the convolution W = Q ⋆ R holds either exactly or approximately. 
Solving W = Q ⋆ R exactly
In this section, we assume that the vector W = (w 0 , w 1 , . . . , w N )
T with non-negative entries w n is given and we need to find conditions on W , L and K so that we can decompose W as a convolution W = Q ⋆ R, where Q ∈ R L+1 and R ∈ R K+1 . Ideally, both vectors, Q and R, should have positive entries in which case the expression (9) defines a proper norm.
Our key reference point will be equation (18) for the generating functions W (t), Q(t) and R(t). These generating functions defined in (17) are polynomials of degrees N , L and K = N − L correspondingly.
If we would allow negative entries for the vectors Q and R, then the answer to the main question of the existence of Q and R so that W = Q ⋆ R is very simple for any W . If the function W (t) = ∏ N n=0 (t − t n ) has at least one real root, then the decomposition W (t) = Q(t)R(t) can be done in a number of different ways for any L < N . If, however, N is even and all the roots of W (t) are complex then L (and hence K) must be even (in this case, for odd L the decomposition W = Q ⋆ R is impossible).
To extend this simple observation, the answer to the main question of the existence of Q and R so that W = Q ⋆ R, remains to be generally positive if we only allow one of the two vectors (either Q or R) to have negative entries. The answer depends on how many real roots the generating function W (t) has. More precisely, according to [1] , if a polynomial has non-negative coefficients and some complex roots, then one can always find a pair of conjugate complex roots so that after factoring the corresponding second-degree polynomial out of the original one, the coefficients of the remaining polynomial stay non-negative. In our notation this reads as follows. If W (t) has non-negative coefficients and p pairs of conjugate complex roots, then we can always find a representation W (t) = Q(t)R(t), where Q(t) has even degree L ≤ 2p and all the coefficients of R(t) are non-negative.
Assumption of non-negativity for all components of Q and R
It is more difficult to answer the question of whether Q and R exist such that W = Q ⋆ R if we require the non-negativity for all components of Q and R.
4.2.1.
T In this section we assume W = (1, 1, . . . , 1) T so that
The n-th cyclotomic polynomial, for any positive integer n, is the unique irreducible polynomial with integer coefficients, which is a divisor of 1 − x n and is not a divisor of 1 − x k for any k < n. Its roots are the n-th primitive roots of unity e 2iπk/n , where k runs over the integers smaller than n and co-prime to n. In other words, the n-th cyclotomic polynomial is equal to
, where Q(t) and R(t) are polynomials with non-negative coefficients of degree L and K correspondingly, then we can always assume that L ≤ K,
Since a l , b k ∈ {0, 1} and for 1 < L ≤ K not all these coefficients are 1, we deduce that there are no solutions of the equation W (t) = Q(t)R(t) where all coefficients are positive. There are, however, many combinations of N and L when there are solutions of the equation W (t) = Q(t)R(t) where all coefficients are non-negative.
All cyclotomic polynomials are palindromic and hence the polynomials Q(t) and R(t) are palindromic too; this means a l = a L−l for all l = 1, . . . , L and b k = b K−k for all k = 1, . . . , K. If N is not very large then with the help of these relations we can enumerate all solutions of the equation W (t) = Q(t)R(t), if these solutions exist.
In general, it does not seem to be possible to enumerate all combinations of N and L where solutions to the equation W (t) = Q(t)R(t) exist, where all coefficients of the polynomials are nonnegative. In the examples below we consider some particular cases where the existence of solutions of the equation W (t) = Q(t)R(t) can be established easily. At the end of this section we provide a table of all combinations of L and N (with N < 50) such that this solution exists. Example 1. Assume that N + 1 is divisible by L + 1. In this case, A = (N + 1)/(L + 1) − 1 is an integer which gives us K = N − L = A(L + 1) and
This corresponds to the equality W = Q ⋆ R with Q = (1, 1, . . . , 1) T ∈ R L+1 and R = (r 1 , . . . , r K )
T such that
Similarly, let N + 1 be divisible by K + 1 and set B = (N + 1)/(K + 1) − 1. In this case, L = B(K + 1) and
This corresponds to the equality W = Q ⋆ R with R = (1, 1, . . . , 1)
Example 2. For some particular values of N , L and K there are several choices of Q and R with non-negative coefficients so that W = Q ⋆ R. Indeed, let N = 11, L = 3, K = 8, W = (1, 1, . . . , 1) T . We have
This implies that W = Q ⋆ R with The polynomial Q(t), therefore, is a product of L/2 polynomials P m (t), where m belongs to
It is known that Q(t) has the form Q(t) = 1 + a 1 t + . . . + t L , where a 1 ∈ {0, 1}. The term t in the product Q(t) = ∏ m∈IL P m (t) has the coefficient
Since p is a prime number, all numbers cos(2πm/p) (m = 1, . . . , N/2) are irrational and are linearly independent over the set of rational numbers. This implies that A 1 cannot possibly be any rational number, including 0 and 1/2. This makes a contradiction with the existence of the vectors Q and R with non-negative coefficients providing the convolution W = Q ⋆ R.
The pairs The list of these pairs (ordered with respect to the value of L) is: [2, 4] , [2, 6] , [2, 8] , [2, 10] , [2, 12] , [2, 14] , [2, 16] , [2, 18] , [2, 20] , [2, 22] , [2, 24] , [2, 26] , [2, 28] , [2, 30] , [2, 32] , [2, 34] , [2, 36] , [2, 38] , [2, 40] , [2, 42] , [2, 44] , [2, 46] , [2, 48] , [2, 50] , [3, 6] , [3, 8] , [3, 9] , [3, 12] , [3, 15] , [3, 16] , [3, 18] , [3, 20] , [3, 21] , [3, 24] , [3, 27] , [3, 28] , [3, 30] , [3, 32] , [3, 33] , [3, 36] , [3, 39] , [3, 40] , [3, 42] , [3, 44] , [3, 45] , [3, 48] , [4, 8] , [4, 12] , [4, 16] , [4, 18] , [4, 20] , [4, 24] , [4, 28] , [4, 30] , [4, 32] , [4, 36] , [4, 40] , [4, 42] , [4, 44] , [4, 48] , [5, 10] , [5, 12] , [5, 15] , [5, 16] , [5, 18] , [5, 20] , [5, 24] , [5, 25] , [5, 30] , [5, 32] , [5, 35] , [5, 36] , [5, 40] , [5, 42] , [5, 45] , [5, 48] , [5, 50] , [6, 12] , [6, 16] , [6, 18] , [6, 20] , [6, 24] , [6, 30] , [6, 32] , [6, 36] , [6, 40] , [6, 42] , [6, 48] , [6, 50] , [7, 14] , [7, 16] , [7, 18] , [7, 21] , [7, 24] , [7, 27] , [7, 28] , [7, 32] , [7, 35] , [7, 36] , [7, 40] , [7, 42] , [7, 45] , [7, 48] , [7, 49] , [8, 16] , [8, 24] , [8, 28] , [8, 32] , [8, 36] , [8, 40] , [8, 42] , [8, 48] , [9, 18] , [9, 20] , [9, 24] , [9, 27] , [9, 30] , [9, 32] , [9, 36] , [9, 40] , [9, 45] , [9, 48] , [9, 50] , [10, 20] , [10, 24] , [10, 30] , [10, 32] , [10, 36] , [10, 40] , [10, 48] , [10, 50] , [11, 22] , [11, 24] , [11, 30] , [11, 32] , [11, 33] , [11, 36] , [11, 40] , [11, 44] , [11, 45] , [11, 48] , [12, 24] , [12, 32] , [12, 36] , [12, 40] , [12, 44] , [12, 48] , [13, 26] , [13, 28] , [13, 30] , [13, 32] , [13, 36] , [13, 39] , [13, 42] , [13, 45] , [13, 48] , [14, 28] , [14, 32] , [14, 36] , [14, 42] , [14, 48] , [15, 30] , [15, 32] , [15, 36] , [15, 40] , [15, 42] , [15, 45] , [15, 48] , [16, 32] , [16, 36] , [16, 40] , [16, 48] , [17, 34] , [17, 36] , [17, 40] , [17, 48] , [18, 36] , [18, 40] , [18, 48] , [19, 38] , [19, 40] , [19, 42] , [19, 48] , [20, 40] , [20, 48] , [21, 42] , [21, 44] , [21, 48] , [21, 50] , [22, 44] , [22, 48] , [23, 46] , [23, 48] , [24, 48] , [25, 50] .
W
T with β ̸ = 0 This case is very similar to the case when W is the vector (1, 1, . . . , 1) T ; the case considered in the previous subsection. In this case, the generating
The practical application of the weight vector W = (1, β, . . . , β N ) T can be related to long time series which we wish to forecast, putting more weight on the latest observations.
NUMERICAL METHODS FOR SOLVING W ≃ Q ⋆ R
As mentioned above, the equation W ≃ Q ⋆ R with respect to Q and R can easily be solved if there are no constraints on the elements of Q and R. However, as Q and R have to define the norm (9), all elements of Q and R have to be positive. Let α (the lower bound on the values of elements of Q and R) be fixed, 0 < α < 1, and we will seek forQ andR such that 
For fixed Q (or R) the optimization problem (21) is an example of a quadratic program with linear constraints. Hence to solve (21) we suggest the following iterative algorithm:
where s = 1, 2, . . . and Q 0 ∈ Q α is an arbitrary starting vector. This algorithm is monotonic, but the limiting point is not necessarily the global minimizer of (21) . Repeated application of (22) from a number of different starting points is recommended. Algorithm (22) stops if either ∥Q n−1 − Q n ∥ 2 ≤ ε for some n or the total number of iterations reaches some prescribed value.
Here ε > 0 is a small given tolerance. There are a number of possible solution methods for each minimization in (22) , and solvers exist in many popular programs. To solve (21) we use CVX, a package for specifying and solving convex problems [19, 20] .
Example A
We now consider a number of examples considering the performance of (22) and the complexity of the optimization problem (21) . In these examples considering (22) we will often report the quantities
and Dev = max |W −Q α ⋆R α | at the point of convergence (Q α ,R α ). In all the examples that follow we run the algorithm (22) to solve (21) starting from 1000 random Q 0 until convergence. Each Q 0 is independently sampled from a uniform distribution on [0, 1] L+1 normalized so that q 0 = 1. T and α = 0. Table I contains the two solutions that were converged to from 1000 random starting points. Half of the runs of the algorithm converged to the first solution given in Example 2 whilst the other half converged to the second solution. The problem becomes much more difficult for larger N . This is demonstrated in the next example. T and α = 0. There are four possible (Q, R)-pairs providing the equality Q ⋆ R = W with non-negative Q and R. For brevity, we only report the possible solutions for Q: 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 ), 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1 
Examples where exact solutions to
Q T (1) = (1,Q T (2) = (1,
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In this instance, the algorithm converges to Q T (1) for approximately 20% of the 1000 starting values. It does not converge to any of the other solutions presented above, unless the algorithm is started very 'close' to one of them. This suggests that the optimization problem given by (21) may be multi-extremal and of complex structure. This issue is further discussed in the next example. Figure 1 contains a plot of the distances ∥W − Q s ⋆ R s ∥ 2 2 against iteration s for six chosen starting values. A histogram of Dist at the point of convergence for each of the 1000 random starting values is also given. It can be seen that for the six randomly chosen starting values algorithm (22) converges monotonically. Likewise, the majority of the solutions of (22) 
Minimization of ∥W − Q ⋆ R∥ 2
In the next three examples we assume α = 10 −6 . The solution to W = Q ⋆ R with non-negative Q ∈ Q α and R ∈ R α does not exist and we are seeking for a solution to the minimization problem (21) which minimizes ∥W − Q ⋆ R∥ 2 .
Example A3. Let N = 5, L = 1 and W = (1, 1, 1, 1, 1) T . We use this simple example to consider the complexity of the optimization problem (21) . Figure 2 contains a three-dimensional plot and contour plot of ∥W − Q ⋆ R∥ 2 against Q = (q 0 , q 1 )
T for fixed R. The optimization problem (21) can be seen to have many local minima with narrow region of attraction. Consequently we recommend starting the algorithm (22) from a number of starting points. From experiments conducted, as L, K and N increase, then so do the number of local minima of (21) .
Example A4. Suppose N = 12, L = 3 and W = (1, 1, . . . , 1) T . Table II contains the two solutions that were converged to from the 1000 random starting points. For most starting points used (95%) of them, the algorithm converged to the first solution given. For the remaining starting values the algorithm converged to the second solution. Also given in the table is the value Dist at the point of convergence. Similar weighting schemes will be used in subsequent sections. Figure 3 plotsQ α ⋆R α obtained from solving (21) using (22) as described. Also plotted are the weights given by Scheme 1 and Scheme 2. Given under each figure is the value Dist at the point of convergence. For this example it can be seen that the algorithm (22) is able to adapt to non-standard forms of the vector W . Similar forms will be investigated in examples that follow. Example A6. In this example we fix W = (1, 1, . . . , 1) T , α = 0 and consider a number of different L and K. Table III gives the values Dist, and Dev at the point of convergence from running algorithm (22) as already described. Here it can be seen that if W = Q ⋆ R can be solved exactly, then running the algorithm (22) from a number of starting points will routinely find the exact solution. There are a number of cases where exact solutions do not exist, but the algorithm (22) appears to provide a robust method of finding good approximations. 
H (X) = denote the projection in Frobenius norm of X ∈ R L×K onto the space H. The elementx ij of π H (X) is given bỹ
Other choices of (Q, R) which yield explicit solutions to (23) are described in [22] and [23] . These papers also consider the use of weights in similar problems to that considered in this paper.
We are now able to state our algorithm which we use in the next section.
We make the following remarks. Iterations of (24) are known as the so-called Cadzow iterations [24] if Q and R are identity matrices of dimension (L + 1) and (K + 1) respectively. If these iterations are performed until the matrix X n is of rank r, then they are known to linearly converge to a solution which can be renormalized to become a local optimum of (4), see [16] .
By starting these iterations from a number of different starting points (akin to the multistart approach used in global optimization, see for example [25] ) then under some conditions these iterations converge to the global optimum of (4), see [16] . One Cadzow iteration corresponds to the basic version of the technique known as singular spectrum analysis (SSA), see [13, 21, 26] for further discussion. These techniques (as well as some other classical techniques) are considered in the next section.
EXAMPLES
In this section we first solely consider the optimization problem (21) described in Section 5. We then consider two 'real-life' applications of algorithm (24) and compare our results to those which have been published previously.
Example B: Missing data and fortified wine
To demonstrate the methods of filling in missing data, we consider a real-life time series which is the monthly volumes of fortified wine sales observed in Australia from January 1980 until January 1990. The data can be found in a number of popular time series repositories, as well as [27] . A plot of the time series is given in Figure 4(a) . In this example we removed 12 known values, starting at the 61st point, that is, we assume that the values for one year (January 1985 -December 1985) are unknown. Also, to perform a forecast we add 12 missing data points at the end of the series.
The complete data, and the data with the missing sections is shown in Figure 4 (b). This time series was also studied in [21] where the authors recommend the selection of the parameters L = 36 and r = 11. Hence these are the parameters that will be used in this example.
We will investigate the following selection of the vector W . Let the vector of weights W be constructed so that the missing values received a weight of 0.3, and all other values received a weight of 1. We estimate Q and R using (22) with ε = 10 −6 , and then proceed to impute missing data (and construct the forecast) using (24) . We run algorithm (22) starting from 1000 random Q 0 and set α = 0.1. We need an initial imputation for the missing values, and this is described later. Table IV contains the square root of the mean square error (MSE) of our approximations from the true values of the time series. The table gives these values separately for the missing middle section of the data, the forecasted end section of the data, and for the entire time series for weighing schemes W . Our algorithm requires the missing data to be initially imputed using some starting values. Table IV the entire observed series, (ii) the output from one iteration of our algorithm (22) obtained using the mean as the starting values and so on. Here we repeatedly update the starting values based on the previous approximation. We stop after five updates of the starting values as no significant subsequent improvement was found. These results are an improvement over those reported in [21] , who give the values 221.2, 333.0 and 282.7 for the middle section of the data, the forecasted end section of the data and for the entire time series, respectively, using the same choice of L and r. Figure 5 contains plots of the observed data with approximations found from different starting values, corresponding to those described in Table IV for weighting scheme W .
Example C: Simulated example
We now consider a simulated example. Suppose we observe Y = (y 0 , . . . , y N ) T in the form y n = s n + ε n , n = 0, . . . , N with N = 99 (that is, we consider 100 observations) where elements of S = (s 0 , . . . , s N )
T are such that s n = sin(0.04n) sin(0.4πn). We take {ε n } to be a series of normally distributed i.i.d. random variables with standard deviation selected to be 0.25. Figure 6 contains a plot of S and Y for one realization of {ε n }.
In this example we suppose that we wish to forecast the final ten observations of Y . We do this by truncating the series to the first 90 observations and forecast the remaining ten observations. The aim of this study is to improve the result of an initial forecast (in a sense defined below). Specifically we conduct the following exercise with L + 1 = 20 and r = 4:
• We generate 100 realizations of the time series Y . For each realization we produce an initial forecast of the remaining ten observations from the truncated series (y 0 , . . . , y N −10 ) T , using one iteration of (24) with Q and R taken to be identity matrices. Specifically, we construct the forecast using SSA which was described in Section 6. Denote the forecast by • For each realization we form X = H(y 0 , . . . , y N −10 ,ỹ N −9 , . . . ,ỹ N ) and use algorithm (24) with Q and R computed using (22) corresponding to a given W (described below) with ε = 10 −6 , starting from 1000 random Q 0 and set α = 0.1. Table V contains the mean absolute errors (MAE) and mean square errors (MSE) of the ten forecasted observations averaged over the 100 simulated realizations of Y , for the two possible vectors W 1 and W 2 . Results are given for the forecasts generated by (i) taking the initial forecasts from SSA (as described above), (ii) performing one iteration of algorithm (24) with Q and R computed using (22) using the initial forecast from SSA, and (iii) performing iterations of algorithm (24) with Q and R computed using (22) using the initial forecast from SSA until the solution is of rank r.
In summary, we note the following. Use of weights always improved the initial forecasts generated. It appears that weights given by W = W 2 has resulted in better forecasts (in the sense of smaller MAE and MSE). Additionally for this example the forecast from the rank r solution (found by performing iterations of algorithm (24) until the solution is of rank r) has resulted in better forecasts. This is likely to be due to the fact that the rank of the matrix obtained from the noise-free vector S is of rank 4, and in this case, where there is a clear model of this rank, methods which yield matrices which approximate this rank more closely are likely to be more accurate. In most real, practical examples however, the rank is unknown. This was the case in the previous example as well as in the next example that follows. (24) with Q and R computed using (22) corresponding to the given W using the initial forecast from (i), and (iii) performing iterations of algorithm (24) with Q and R computed using (22) corresponding to the given W using the initial forecast from (i) until the solution is of rank r.
reported, they are 0.26011 and 0.28914 averaged over 100 simulations, if the forecast was set to be the mean of the series. A dependent samples t-test suggests that the forecasts obtained by taking W = W 2 are superior to those obtained by taking W = W 1 , with p-value p < 0.01.
Example D: Forecasting deaths
In this section we consider forecasting the famous 'death' series recording the monthly accidental deaths in the USA between 1973 and 1978. This data has been studied by many authors (such as [21] ) and can be found in a number of time series data libraries. We use the same parameters as those given by [28] . We wish to replicate the exercise given in [29] which aimed to forecast the final six values of this series. The time series contains a total of N = 78 observations. We truncate the series to the first 72 observations and will forecast the remaining six observations. In a similar manner to the previous example, we will take an initial forecast and aim to improve it. Table VI contains forecasts of the final six data points of the data series by several methods along with the square root of the mean square error (MSE) and mean absolute error (MAE). These results are taken from [29] and full details of the fitted models can be found within. In summary Model I and Model II are examples of SARIMA models as described by [30] . Model I is given by
and Model II is given by
where Z n is a realisation of white noise with zero mean and variance 0.9439 and B is the backward shift operator defined as: B j Z n = Z n−j . HWS represents the model as fitted by the Holt-Winter seasonal algorithm. ARAR represents the model as fitted by transforming the data prior to fitting an autoregressive model. Additionally from [28] is the SSA forecast with L = 24 and r = 12. These are the parameter values we also select for (24) , further details are given later. SSA has been described briefly in Section 6. Table VI . Forecasted data using four different models, along with the square root of the mean square error (MSE) and mean absolute error (MAE) of the forecast.
As a demonstration of the potential of the methodology described in previous sections, we consider the following set-up. Let us suppose that we wish to forecast ahead 6 data points akin to the exercise described in [29] . Specifically we would like to improve the forecasts given in Table  VI . We consider the following two weighting schemes, that is, values for W : (w 1,0 , w 1,1 , . . . , w 1,N ) T such that w 1,i = 1 for i = 0, . . . , N − 6, and w 1,i = a + bi for i = N − 6, . . . , N where a and b define the line such that w 1,N −6 = 1 and w 1,N +1 = 0. W 2 : Take W = W 2 = (w 2,0 , w 2,1 , . . . , w 2,N )
T such that w 2,i = β i , i = 0, . . . , N − 6 with β = 1.01, and w 2,i = a + bi for i = N − 9, . . . , N where a and b define the line such that w 2,N −6 = β N −6 and w 1,N +1 = 0.
Tables VII and VIII contain the forecasted data using different sets of starting values provided by Table VI (in an identical manner to that as described in the previous example) for each of the two weighting schemes considered. We run algorithm (22) starting from 1000 random Q 0 with ε = 10 −6
and set α = 0.1. It can be seen that in all cases, we arrive at an improved forecast from the initial starting value. As the rank of the true underlying model is not clear, we perform one iteration of (24). Tables VII and VIII show that the use of weights has led to significantly improved forecasts. It appears that taking W = W 2 leads to marginally better forecasts than taking W = W 1 . In this example, the underlying model was unclear, and so we used only one iteration of (24) . This is a popular approach in many subspace-based methods where r is used to control the precision of the approximation to the observed data rather than as a 'hard constraint' for the rank of the approximation (see [13] ).
CONCLUSION
When fitting a time series with a vector satisfying a LRR of order r, a standard approach is to consider an equivalent but larger problem of fitting a Hankel matrix of rank r. Traditional approaches to fitting the Hankel matrix use the Frobenius norm out of convenience. This however can be a bad choice, as this yields a particular form for the corresponding norm on the time series.
In this paper we have shown how a matrix norm on Hankel matrices can be selected to either match exactly, or approximate, a weighted vector norm. We have shown that the accuracy of time series forecasting and imputing missing values can be significantly improved if the weights are chosen appropriately.
