Abstract. The BKMP Remodeling Conjecture [81, 13, 14] preditcs all genus open-closed Gromov-Witten invariants for a toric Calabi-Yau 3-orbifold by Eynard-Orantin's topological recursion [35] on its mirror curve. The proof of the Remodeling Conjecture by the authors [42, 45] relies on comparing two Feynman-type graph sums in both A and Bmodels. In this paper, we will survey these graph sum formulae and discuss their roles in the proof of the conjecture.
1. Introduction 1.1. Outline of the proof. The Remodeling Conjecture can be viewed as an all genus open-closed mirror symmetry for toric Calabi-Yau 3-orbifolds. On A-model side, one has the higher genus open-closed Gromov-Witten potential for a toric Calabi-Yau 3-orbifold. On B-model side, the higher genus B-model potential comes from the Eynard-Orantin topological recursion on the mirror curve. The Remodeling Conjecture identifies the A-model and B-model higher genus potentials under the mirror map. At first glance, the Remodeling Conjecture may seem to be mysterious. However, we will see that the proof of the Remodeling Conjecture is quite natural under the point of view of quantization of semisimple Frobenius structures. In this subsection, we give the outline of the proof of the Remodeling Conjecture.
Recall that the genus zero mirror theorem [27] works for general semiprojective toric orbifolds. On A-model side, one considers an n−dimensional semi-projective toric orbifold X over C. There is an n-dimensional torus T ≅ (C * ) n in X as a dense open subset. The natural T-action on itself extends to a T-action on X . Under this action, there are finitely many fixed points and finitely many 1-dimensional T−invariant orbits. In practice, one may choose a smaller torus T ′ ⊂ T acting on X such that fixed points and the 1-dimensional T ′ −invariant orbits are the same as those of the T-action.
One can consider the T ′ −equivariant orbifold quantum cohomology QH 1 (2π √ −1) n dW T ′ =ǫ f g The key idea in the proof of the Remodeling Conjecture is that one can realize both A-model and B-model higher genus potentials as quantizations on the same semisimple Frobenius structure. On A-model side, this is given by a generalization of Givental formula to the orbifold case [102] . In [102] , the Givental formula is generalized to any GKM orbifolds (there are finitely many torus fixed points and finitely many 1-dimensional invariant orbits) and one can apply this formula to the case of toric Calabi-Yau 3-orbifolds which are a special kind of GKM orbifolds. Givental formula is expressed in terms of quantization of quadratic Hamiltonians which involves the exponential of quadratic differential operators.
On B-model side, the quantization procedure is given by the topological recursion on the mirror curve. The higher genus data ω g,n is obtained recursively from the initial data ω 0,1 , ω 0,2 . By the dimensional reduction, the data ω 0,1 , ω 0,2 is equivalent to the data of the Frobenius structure (Jac(W T ′ ), ⋅, (⋅, ⋅)) of the Landau-Ginzburg B-model.
The bridge connecting the A-model quantization (orbifold Givental formula) and the B-model quantization (topological recursion) is the graph sum formula. On A-model side, one can apply Wick's formula to the Givental formula to rewrite this formula (involving differential operators) in terms of Feynman graphs. On B-model side, by [36] [34] , the topological recursion is equivalent to a graph sum formula. The Remodeling Conjecture is proved by identifying each factor in the graph sum formulas on A-model and B-model.
It turns out that all the factors in the graph sum formulas are determined by the R-matrix, which appears in the fundamental solutions of the quantum differential equation, and the disk potential F X ,(L,f ) 0,1 (F 0,1 on B-model). The genus 0 mirror theorem identifies the Frobenius structures on A-model and B-model and hence identifies the quantum differential equations. By the uniqueness of the fundamental solution, the A-model and B-model Rmatrices can be identified up to a constant matrix. On A-model side, this constant matrix is fixed by the orbifold quantum Riemann-Roch theorem [91] while on B-model side, this constant matrix is obtained by direct computation. It turns out that the A-model and B-model R-matrices are indeed equal. In the end, the identification of the disk potentials F X ,(L,f ) 0,1 andF 0,1 is given in [41] . Therefore, the Remodeling Conjecture follows immediately.
1.2.
Overview of the paper. We fix the notation on toric orbifolds and Gromov-Witten invariants in Section 2. In Section 3 we introduce 3 related and equivalent B-models to a toric Calab-Yau 3-orbifold X , with an emphasis on mirror curves. In Section 4 we will give a quick review on the genus 0 mirror theorem, and on the identification of the Frobenius structures. In Section 5, we study the A-model quantization. The orbifold Givental formula expresses the higher genus Gromov-Witten potentials of a toric Calabi-Yau 3-orbifold in terms of its Frobenius structure, which is the genus zero data. We also discuss the graph sum version of the orbifold Givental formula. In Section 6, we move on to the B-model quantization, which is the topological recursion on a spectral curve. We also discuss the graph sum formula of the topological recursion. Then we specialize to the case of the mirror curve of a toric Calabi-Yau 3-orbifold. In Section 7 we discuss the dimensional reduction from the Landau-Ginzburg B-model. Then we expresses the factors in the graph sum formula of B-model in terms of the B-model Frobenius structure. Then comparing the graph sum components leads to a complete proof of the Remodeling Conjecture. We will illustrate many facts by a running example.
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B-model open potential defined as the indefinite integral of ω g,n 2. Geometry and the A-model of a toric Calabi-Yau 3-orbifold
The Remodeling Conjecture [81, 13, 14] concerns the open-closed all genus Gromov-Witten invariants of a semi-projective toric Calabi-Yau 3-orbifold. We fix the notations in this section.
Toric Calabi-Yau 3-orbifolds.
A Calabi-Yau 3-fold X is toric if it contains the algebraic torus T = (C *
3 as a Zariski dense open subset, and the action of T on itself extends to X. All Calabi-Yau 3-folds are noncompact. There is a rank 2 subtorus T ′ ⊂ T which acts trivially on the canonical line bundle of X. We call T ′ the Calabi-Yau torus. Then T ≅
) be the character lattice and the cocharacter lattice of T ′ , respectively. Then M ′ and N ′ are dual lattices. Let X Σ be a toric Calabi-Yau 3-fold defined by a simplicial fan
can be identified with the Lie algebra of T ′ R . Then X Σ has at most quotient singularities. We assume that X Σ is semi-projective, i.e., X Σ contains at least one T-fixed point, and X Σ is projective over its affinization X 0 ∶= SpecH
. Then the support of the fan Σ is a strongly convex rational polyhedral cone Σ 0 ⊂ N ′ R ×R ≅ R 3 , and X 0 is the affine toric variety defined by the 3-dimensional cone Σ 0 . There exists a convex polytope
The fan Σ determines a triangulation of P : the 1-dimensional, 2-dimensional, and 3-dimensional cones in Σ are in one-to-one correspondence with the vertices, edges, and faces of the triangulation of P , respectively. This triangulation of P is known as the toric diagram or the dual graph of the simplicial toric Calabi-Yau 3-fold X Σ .
Let Σ(d) be the set of d-dimensional cones in Σ, and let p ′ = Σ(1) −3. We label ρ 1 , . . . , ρ p ′ +3 ∈ Σ(1) (and usually denote the their generators in P × {1} by b 1 , . . . , b p ′ +3 ). Then X Σ is a GIT quotient
p ′ , where (G Σ ) 0 is the connected component of the identity, and the stabilizers of the G Σ -action on C 3+p ′ − Z Σ are at most finite and generically trivial. The stacky quotient
is a toric Calabi-Yau 3-orbifold; it is a toric Deligne-Mumford stack in the sense of Borisov-Chen-Smith [11] . For any σ ∈ Σ(d) there is a codimensional d closed substack l σ associated to σ. We denote its generic stabilizer to be G σ . When σ ∈ Σ(3), then l σ is a T-fixed (probably stacky) point.
We denote theD i to be the first Chern class of divisorsD i = {Z i = 0}, where Z i are homogeneous coordinates for i = 1, . . . , p ′ .
2.2.
Toric crepant resolution and extended Kähler classes. Given a semi-projective simplicial toric Calabi-Yau 3-fold X Σ which is not smooth, there exists a subdivision Σ ′ of Σ, such that
is a crepant toric resolution, where X Σ ′ is a smooth toric Calabi-Yau 3-fold,
(1) ∖ Σ(1) as new 1-cones in Σ ′ , and their generators in P × {1} by b p ′ +4 , . . . , b p+3 . X Σ ′ and X Σ are GIT quotients of the same G Σ ′ -action on C 3+p with respect to different stability conditions. We set
The parameter ⃗ r ∈ C determines a Kähler form ω(⃗ r) on the toric Calabi-
As shown in [60] , there is a canonical decomposition
In particular, we writeH for the projection of
Our notationD i ∈ H 2 (X Σ ; C) indeed satisfies this convention, and in particularD j = 0 for j = p ′ + 4, . . . , p + 3. This splitting also applies to the Käher
Example 2.1. The polytope P and the triangulation is the following. The vertices are (0, 0), (0, 2), (1, 0), (2, −1) (Figure 1 ). The fan Σ is a cone over the triangulated P . If one adds the dashed line to the triangulation, we get the fan Σ ′ . Figure 1 . The defining polytope of our main example X .
Chen-Ruan orbifold cohomology. Let
where
We consider cohomology with C-coefficient. As a graded C-vector space, the Chen-Ruan orbifold cohomology [24] of X is
Let g ∶= Int(P )∩N ′ be the number of lattice points in Int(P ), the interior of the polytope P , and let n ∶= ∂P ∩ N ′ be the number of lattice points on ∂P , the boundary of the polytope P . Then
We choose H 1 , . . . , H p in the closure of the extended Kähler coneC ⊂ Lie(K Σ ′ ) ∨ such that the following is true.
•
(X Σ ; R). We require H i =H i under the identification (1) for i = 1, . . . , p ′ , and H i is in the Kähler cone of
• We choose H a in the lattice generated by all D i . 
Example 2.2 (Example 2.1,continued).
The moment map of K Σ is given by
while the moment mapμ of K Σ ′ is given by 
2.4.
Equivariant cohomology and its canonical basis. We can work with the equivariant version of the Chen-Ruan (or ordinary) cohomology. We set the notions here for T-equivariant cohomology, while the notions for T ′ -equivariant cohomology are self-evident if we change T to T ′ .
The torus T fits into the following exact sequence
whereT acts on C p+3 in the standard way.
These u 1 , u 2 , u 3 are basis of M , and characters of T. Choose u 3 such that T ′ = ker(u 3 ). Setting u 3 = 0 passes into the equivariant setting for T ′ . We
p+3 -it is a lift of D i into the equivariant cohomology. Similarly, we denoteD T i as the equivariant first Chern class of {Z i = 0} ⊂ X Σ . This is an equivariant lift ofD i . In particular,D
We have
We still denote the projection of H to H 2 T (X Σ ; C) byH. We choose an equivariant liftH
In the rest of this paper, whenever an equivariant (quantum, Chen-Ruan or classical) cohomology QH * T , H * T , H * CR,T is omitting the coefficient, we always regard it as over C.
We define the following "extended Mori cone".
We choose a finite extension field S T of S T such that H * CR,T (X ; C)⊗ R T S T is a semisimple algebra. We describe the canonical basis here.
For any σ ∈ Σ(3),
Here w i (σ) is the weight of the T action on T lσ X σ , while h ∈ G σ acts on the i-th factor of (C * ) 3 by multiplying e 2π √ −1c
The sum of the pullbacks of the inclusion maps X σ ↪ X identifies
The basis {φ σ σ = (σ, γ), σ ∈ Σ(3), γ ∈ G * σ } is a canonical basis. We denote the set of A-model canonical basis by
σ be the dual basis to φ σ under the equvariant Poincaré pairing. 
The 1-skeleton X 1 of the toric Calabi-Yau 3-fold X is the union of 0-dimensional and 1-dimensional orbits of the T-action on X . The image µ
2 is a planar trivalent graph, which is known as the toric graph of the symplectic toric Calabi-Yau 3-orbifold (X , ω(⃗ r)). The toric graph depends also on the symplectic structure of X . 
We require our Lagrangian L is outer, i.e. the closure of l in X is not compact (l = C × Bµ m ). Then τ 0 lies in a unique σ 0 ∈ Σ(3). By a rearrangement of order, we require b 1 , b 2 , b 3 span σ 0 , while b 2 , b 3 span τ 0 and b 1 , b 2 , b 3 are labeled counterclockwisely as the vertices of σ 0 . We have a short exact sequence of finite abelian groups
The stabilizer at the T-fixed point l σ 0 is G σ 0 while the generic stabilizer on
Example 2.3 (Example 2.2, continued). Given the choice of σ 0 and τ 0 as in Figure 1 , the toric graph for X and the phase of the Aganagic-Vafa brane L is in Figure 2 . We have
There is also a framing datum f ∈ Z. It prescribes a subtorus T
such that v is the image of u 1 under the restriction, while the image of u 2 is f v. Figure 2 . The toric graph of our main example X . The gerby leg l τ 0 's image is a line, but we draw a double line to denote it is gerby.
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Primary closed Gromov-Witten invariants and
A-model free energies. We define genus g, degree β primary closed GromovWitten invariants:
The A-model genus g free energyF X g is a generating function of primary genus g closed Gromov-Witten invariants, as a function of τ ∈ H 2 CR,T ′ (X ). 
Open Gromov-Witten invariants and
Open GW invariants of (X , L) count holomorphic maps
where Σ is a bordered Riemann surface with stacky points x i = BZ r i and R j ≅ S 1 are connected components of ∂Σ. These invariants depend on the following data:
(1) the topological type (g, n) of the coarse moduli of the domain, where g is the genus of Σ and n is the number of connected components of ∂Σ,
3) the winding numbers µ 1 , . . . , µ n ∈ Z and the monodromies k 1 , . . . , k n ∈ µ m , where
be the moduli space parametrizing maps described above, and let
be the partial compactification: we allow the domain Σ to have nodal singularities, and an orbifold/stacky point on Σ is either a marked point x j or a node; we require the map u to be stable in the sense that its automorphism group is finite. Evaluation at the i-th marked point x i gives a map
of open Gromov-Witten invariants as follows.
, and 1
closed Gromov-Witten invariants and potential can be viewed as a special case for n = 0 i.e. there is no boundary on the domain curve. The variable Q is the Novikov variable
2.9.
Descendant closed Gromov-Witten invariants. Given γ 1 , . . . , γ n , we define a generating function of genus g, n-point descendant closed GromovWitten invariants:
where 
The Equation (4) prescribe a 3-dimenionsal algebraic torus Y ⊂ (C * ) p+3 . We regard this W as the superpotential in the LG-model on this algebraic torus Y. The parameters q 1 , . . . , q p are complex parameters of the B-model. We use q K = (q 1 , . . . , q p ′ ) to denote the parameters corresponding to the Kähler part, while q orb = (q p ′ +1 , . . . , q p ) denotes the twisted part. Under mirror symmetry, heuristically log q K measures the mutual distances between vertices (corresponding to 3-cones, or torus fixed points in X ) in the toric graph.
We define
Under the large radius limit
The coordinates X, Y and a m a+3 ,n a+3 (q) are specific to the choice of σ 0 and τ 0 (coming from the position (phase) of the Aganagic-Vafa brane). The parameters log a m a+3 ,n a+3 (q) → ∞ for a = 1, . . . , p ′ -heuristically, in the toric graph they measure "distances" from other 3-cones to σ 0 , while q p ′ +1 , . . . , q p are parameters for the orbifolds twisted sectors. One can write the non-equivariant superpotential as the following form
The equivariantly-perturbed superpotential is
It is a holomorphic function defined on the universal coverỸ = C 3 of Y.
2 is defined by the equation H q (X, Y ) = 0. The defining polytope P defines a polarized 2-dimensional toric surface S P with an ample line bundle L P , and H q (X, Y ) extends to a section in H 0 (S P ; L P ). The zero section is the compactified mirror curve C q ∈ S P . It is of genus g, and intersects transversally with ∂S P at n points (see Section 2.3 for the definition of g, n).
In fact, there is an explicit construction of a flat family of toric surfaces over a neighborhood of q = 0 in [45] . Each generic fiber is a toric surface isomorphic to S P , while the central fiber is ∪ σ∈Σ(3) S Pσ , a normal crossing union of several toric surfaces -each corresponds to the polytope P σ in the triangulation of the defining polytope P . The toric surface S P degenerates into ⋃ σ∈Σ(3) S Pσ at q = 0. The family C of mirror curves is the zero section of a fiberwise ample line bundle -on each non-degenerate fiber this line bundle restricts to L P . At a generic point q, the fiber C q is just C q . At q = 0, C q degenerates into a nodal curve while each piece lives inside S Pσ . We denote this neighborhood of q = 0 by B, and denote
. This is the family of punctures C q ∖ C q Example 3.1 (Example 2.3, continued).
The mirror curve is illustrated in Figure 3 . It is a fattened tube around the toric graph Figure 2 . Notice that the gerby leg contributes to two punctures p 0 , p 1 . The degenerated mirror curve C 0 is illustrated in Figure 4 .
PSfrag replacements p 0 p 1 Figure 3 . The mirror curve of X . It can be regarded as a curve in the toric surface S P . Black dots are the ramification points, while the dashed curve is the Lefschetz thimble passing through one ramification point withx → ∞.
PSfrag replacements Figure 4 . The degenerated mirror curve of X at q = 0. It can be regarded as a curve in the degenerated toric surfacea normal crossing of two P 2 and a P(1, 1, 2), whose moment polytopes are dashed lines.
3.2.
Open and closed mirror maps from the B-model. Throughout this section, we choose framing f ∈ Z the same as in Section 2.6 and let u 1 = 1 and u 2 = f in the B-model setting. Sô
The mirror curve equation for C q becomes
The revised coordinatesX,Ŷ are specific to the position ("phase") of the Aganagic-Vafa brane and its framing. We denote the Seiberg-Witten form Φ =ŷdx.
3.2.1. Closed mirror maps as periods. Let us recall the geometry of the mirror curve C q and its compactification C q (c.f. Section 2.3).
• The genus of C q is g = h 4 CR (X ).
• The number of punctures of C q is n = p − g + 3 (p = h 2 CR (X ), i.e. the number of extended Kähler parameters.)
The lore for toric Calabi-Yau 3-folds is that the mirror maps are obtained by integrations
Here A i are 1-cycles in H 1 (C q ), probably with non-integral coefficients in the presence of a toric orbifold. Since Φ =ŷdx, this map is not well-defined. For practical computation in explicit examples, one can easily make sense of the result by ignoring the constants due to the non-trivial monodromy of y. We make this statement a little more precise here. Consider the inclusion I ∶ C q → (C * ) 2 where q ∈ B ○ . Denote the kernel of the map
This sublattice K 1 (C q ; Z) ≅ Z 2g+n−3 consists of cycles with trivial x and y monodromy. One can lift any element γ ∈ K 1 (C q ; Z) to a loopγ ∈ π 1 (C q ).
does depend on the choice ofγ, but only up to an integral multiple of 2π √ −1. If the toric Calabi-Yau 3-fold X is smooth, then one can choose
Since for each A ∈ K inv 1 (C q ; Z) can be extended a family of flat cycles over B ○ , we have a map
Here Hol is the set of holomorphic maps (in paricular log q a is in this set). More subtleties arise when X is an orbifold. To acquire the desired leading order behavior, we have to use cycles in K inv 1 (C q ; C). The explicit construction of cycles A 1 , . . . , A p is in [45] . We list the result here 3 Monodromy under the Gauss-Manin connection around B ○ , i.e. around hyperplanes {qa = 0}.
Proposition 3.2. There exists cycles
One has to understand the right hand side of this proposition as holomorphic functions in q 1 , . . . , q p up to constants.
Large radius limit for the open parameter and open mirror map.
A point on C q heuristically correponds to a B-brane. The large radius limit of the open parameter should correspond to moving the Aganagic-Vafa brane L to infinity along the leg. We define the large radius pointsp 0 (q), . . . ,p m−1 (q) on C q by requiringX = 0 and
We also denote D ℓ q to be a small neighborhood ofp ℓ (q) on C q = C q . There is a µ * m -action permuting these pointsp ℓ , given by mapping theŶ -coordinate (−1)
We can identify these points p ℓ , ℓ = 1, . . . , m with elements in µ * m in a non-canonical way. Define
As indicated in [6] , there is an explicit constuction of a (linear combination of) pathγ 0 inC q . Each component inγ 0 is a path starting at the point wherê x-coordinate isx 0 nearp ℓ , such that
•γ 0 descends to a cycle A 0 in H 1 (C q ; C) -it has trivial monodromy inx while the monodromy inŷ is preciselyŷ ↦ŷ − 2π √ −1; • The integration depends on the starting point:
This will be the open mirror (24).
4.
A quick review of the genus zero mirror theorem for toric orbifolds 4.1. Frobenius structures for toric Calabi-Yau 3-orbifolds: quantum cohomology. Let
S is a free S-module of rank χ, and (A, * t ) is a commutative, associative algebra over S. Let I ⊂ S be the ideal generated byQ, τ ′′ , and define
for n ∈ Z ≥0 . Then A n is a free S n -module of rank χ, and the ring structure * t on A induces a ring structure * n on A n . In particular,
, and * 1 = * X is the orbifold cup product. So {φ
is an idempotent basis of (A 1 , ⋆ 1 ). For n ≥ 1, let {φ (n+1) σ ∶ σ ∈ I Σ } be the unique idempotent basis of (A n+1 , ⋆ n+1 ) which is the lift of the idempotent basis {φ
σ ∶ σ ∈ I Σ } is an idempotent basis of (A, ⋆ t ). The ring (A, ⋆ t ) is called the equivariant big quantum cohomology ring, which is also denoted by QH *
T nov -module of rank χ. Any point t ∈ H can be written as t = ∑ σ∈I Σ t σφ σ . We have
LetĤ be the formal completion of H along the origin:
Let OĤ be the structure sheaf onĤ, and let TĤ be the tangent sheaf onĤ. Then TĤ is a sheaf of free OĤ-modules of rank χ. Given an open set inĤ,
The big quantum product and the T-equivariant Poincaré pairing defines the structure of a formal Frobenius manifold onĤ:
The length of the canonical basis in the equivariant Chen-Ruan cohomology and the equivariant quantum cohomology are denoted as
.
By replacing T by T ′ in the above discussion, we obtain the equivariant big quantum cohomology ring QH * T ′ (X ).
4.2.
The B-model Frobenius structure: the Jacobian ring. We can define a Frobenius algebra for each q:
The ring structure is self-evident in the definition, while the metric is
In this expression P α runs through all critical points of W 
It is a monomial of q 1 , . . . , q p . We define T-equivariant small I-function as follows. Recall that q K = (q 1 , . . . , q p ′ ) for the Kähler part, while q orb = (q p ′ +1 , . . . , q p ) for the twisted sector.
Definition 4.1.
The main result in [27] implies the following T-equivariant mirror theorem:
where the equivariant closed mirror map q ↦ τ (q) ∈ H 2 CR,T (X ) is determined by the first-order term in the asymptotic expansion of the I-function
).
More explicitly, the equivariant closed mirror map is given by
where each τ a (q) can be obtained readily from the expansion of the I-function. They have the following asymptotic behavior:
It does make sense to set Q = 1 -the Nokikov variable could eventually be dropped, since in principle by the divisor equation e τ carries the same information as Q. See Remark 5.2 for a precise argument.
Under this mirror map, the B-model large radius/orbifold mixed-type limit q → 0 corresponds to the A-model large radius/orbifold mixed type limit τ ′ → −∞, τ ′′ → 0. The mirror maps in Equation (6) and the period integrals in Proposition 3.2 are solutions to certain GKZ system with prescribed asymptotic behavior. They have same leading order, and this ensures that they are equal. The closed mirror map τ i is the period integrals along A i cycle. 
Each critical point
, by direct calculation, is characterized by the following 
, by the isomorphism of Frobenius algebra under the closed mirror map τ = τ (q), we conclude that
We will see in Section 7.2 this identifies the vertex terms of A and B-model graph sum formulae (Theorem 5.7 and 6.7).
A-model quantization: the orbifold Givental formula
5.1. The equivariant big quantum differential equation. We consider the Dubrovin connection ∇ z , which is a family of connections parametrized by z ∈ C ∪ {∞}, on the tangent bundle TĤ of the formal Frobenius manifold H:
The commutativity (resp. associativity) of * t implies that ∇ z is a torsion free (resp. flat) connection on TĤ for all z. The equation
be the subsheaf of flat sections with respect to the connection 
between rank χ freeΛ T nov -modules. 5.2. The S-operator. The S-operator is defined as follows. For any coho-
The S-operator can be viewed as an element in End(TĤ ) and is a fundamental solution to the T-equivariant big QDE (9). The proof for S being a fundamental solution can be found in [28] for the smooth case and in [60] for the orbifold case.
Remark 5.1. One may notice that since there is a formal variable z in the definition of the T-equivariant big QDE (9), one can consider its solution space over different rings. Here the operator S = 1 + S 1 z + S 2 z 2 + ⋯ is viewed as a formal power series in 1 z with operator-valued coefficients.
′′ is a linear combination of elements in H ≠2 CR,T (X ) ⊗ R TS T and elements in degree 2 twisted sectors. Then by divisor equation, we have
In the above expression, if we fix the power of z −1 , then only finitely many terms in the expansion of e 
We also consider several different non-flat basis:
(1) The quantum canonical basis {φ σ (t) ∶ σ ∈ I Σ }, such that at LRL limQ →0,t ′′ →0 φ σ (t) = φ σ . (2) The basis dual to the qunatum canonical basis with respect to the Tequivariant Poincare pairing: {φ
The "classical" basis are flat while the "quantum" ones are not. For most of our application, we will set Q = 1, and t = τ for an H ≤2 element. For σ, σ
) is the matrix of the S-operator with respect to the canonical basis {φ σ ∶ σ ∈ I Σ }:
For σ, σ
Then (Sσ σ ′ ) is the matrix of the S-operator with respect to the bases {φ σ ∶ σ ∈ I Σ } and {φ σ ∶ σ ∈ I Σ }:
A well-known WDVV-like argument says
where T i is any basis of H * CR,T (X ;S T ) and T i is its dual basis. In particular,
Quantization of quadratic Hamiltonians.
In this section, we review the basic concepts of the quantization of quadratic Hamiltonians (see [51] for more details). The quantization procedure provides a way to recover the higher genus theory from the genus zero data which we will use in the next section.
5.3.1. Symplectic space formalism. So far, we have been working on (a formal neighborhood of) the space H = Spec(Λ T nov [t σ ∶ σ ∈ I Σ ]) which provides us the Frobenius structure and state space of the corresponding GromovWitten theory. When we consider the descendent theory of X , however, additional parameters are needed. Let t(ψ) = t 0 + t 1 ψ + t 2 ψ 2 + ⋯ be a formal power series in ψ with an integer index that keeps track in the power of ψ. Here each t a lies in H * CR,T ′ (X ). We define
The additional index a leads to the study of the symplectic space formalism. Let z be a formal variable. We consider the space H which is the space of Laurent polynomials in one variable z with coefficients in H. We define the symplectic form Ω on H by Ω(f, g) = Res z=0 (f (−z), g(z))) X ,T dz for any f, g ∈ H. Note that we have Ω(f, g) = −Ω(g, f ). There is a natural polarization H = H + ⊕ H − corresponding to the decomposition f (z, z
)z −1 of laurent polynomials into polynomial and polar parts. It is easy to see that H + and H − are both Lagrangian subspaces of H with respect to Ω.
Introduce a Darboux coordinate system {p σ a , q ρ b } on H with respect to the above polarization. This means that we write a general element f ∈ H in the form
where p a = ∑ σ p σ aφ σ and q b = ∑ ρ q ρ bφ ρ . Recall that when we discussed the Gromov-Witten theory of X , we introduced the formal power series t(z) = t 0 + t 1 z + t 2 z 2 + ⋯. With z replaced by ψ, t appears as the insertion in the genus g correlator. We relate t(z) to the Darboux coordinates by introducing the dilaton shift: q(z) = t(z) − 1z.
The dilaton shift appears naturally in the quantization procedure. We will explain this phenomenon as a group action on Cohomological field theories in the next section. 
We define the quantizationÂ by extending the above equalities linearly.
b act on the so called Fock space Fock which is the space of formal functions in t(z) ∈ H + . For example, the descendent potential and ancestor potential are regarded as elements in Fock. The quantization operatorÂ does not act on Fock in general since it may contain infinitely many monomials. However, the actions of quantization operators in our paper are well-defined. The quantization of a symplectic transform of the form exp(A), with A infinitesimally symplectic, is defined to be exp(Â) = ∑ n≥0Â 
5.4.
Givental's formula. Let U denote the diagonal matrix whose diagonal entries are the canonical coordinates. So u σ are canonical coordinates for each σ ∈ I Σ . The results in [50] and [102] imply the following statement.
Theorem 5.4. There exists a unique matrix power series R(z) = 1 + R 1 z + R 2 z 2 + ⋯ satisfying the following properties.
(1) The entries of
(2)S = ΨR(z)e U z is a fundamental solution to the T-equivariant big QDE (9). (4) (13) lim
Each matrix in (2) of Theorem 5.4 represents an operator with respect to the classical canonical basis {φ σ ∶ σ ∈ I Σ }. So R T is the adjoint of R with respect to the T-equivariant Poincaré pairing ( , ) X ,T . The matrix (Sσ σ ′ )(z) is of the form
We call the unique R(z) in Theorem 5.4 the A-model R-matrix. The A-model R-matrix plays a central role in the quantization formula of the descendent potential of T-equivariant Gromov-Witten theory of X .
Letψ i be the pullback of the i-ith ψ-class on M g,k to M g,k (X ; β). We define the ancestor potential to be
Before we move on to the quantization process, let us consider the potential functions of the trivial cohomological field theory I. Define the correlator ⟨⟩ I g,k to be
where a 1 , ⋯, a k are nonnegative integers. Let
In [102] , the third author generalizes Givental's formula for the total descendant potential of equivariant Gromov-Witten theory of GKM manifolds to GKM orbifolds. When we apply this formula to the case of a toric CalabiYau 3-orbifold, we obtain the following theorem Theorem 5.5 (Zong [102] ). Let A X (τ ) be the ancestor potential of X . Then
HereΨ is the operator G(Ψ −1 q) ↦ G(q) for any element G in the Fock space.
Similarly, there is a Givental formula for the descendent potential of X :
Here we consider t = t(z) as element in H and [St] + (z) is the part of St containing nonnegative powers of z.
5.5.
The graph sum formula. In order to state the graph sum formula, we need to introduce some definitions.
• We define
Then (Sσσ ′ (z)) is the matrix of the S-operator with respect to the normalized canonical basis {φ σ (t) ∶ σ ∈ I Σ }:
Then (Sσ σ ′ (z)) is the matrix of the S-operator with respect to the basis {φ σ ∶ σ ∈ I Σ } and {φ σ (t) ∶ σ ∈ I Σ }:
Given a connected graph Γ, we introduce the following notation. With the above notation, we introduce the following labels:
(
Given an edge e, let h 1 (e), h 2 (e) be the two half edges associated to e. The order of the two half edges does not affect the graph sum formula in this paper. Given a vertex v ∈ V (Γ), let H(v) denote the set of half edges emanating from v. The valency of the vertex v is equal to the cardinality of the set H(v):
Let Γ(X ) denote the set of all stable labeled graphs ⃗ Γ = (Γ, g, σ, k). The genus of a stable labeled graph ⃗ Γ is defined to be
PSfrag replacements We assign weights to leaves, edges, and vertices of a labeled graph ⃗ Γ ∈ Γ(X ) as follows.
(1) Ordinary leaves. To each ordinary leaf l j ∈ L o (Γ) with σ(l j ) = σ ∈ I Σ and k(l) = k ∈ Z ≥0 , we assign the following descendant weight:
where (⋅) + means taking the nonnegative powers of z.
(3) Edges. To an edge connected a vertex marked by σ ∈ I Σ to a vertex marked by σ ′ ∈ I Σ and with heights k and l at the corresponding half-edges, we assign
(4) Vertices. To a vertex v with genus g(v) = g ∈ Z ≥0 and with marking σ(v) = σ, with n ordinary leaves and half-edges attached to it with heights k 1 , ..., k n ∈ Z ≥0 and m more dilaton leaves with heights k n+1 , . . . , k n+m ∈ Z ≥0 , we assign
We define the weight of a labeled graph ⃗ Γ ∈ Γ(X ) to be
With the above definition of the weight of a labeled graph, we have the following theorem which expresses the T−equivariant descendent GromovWitten potential of X in terms of graph sum.
Theorem 5.7 (Zong [102] ). Suppose that 2g − 2 + n > 0. Then
Remark 5.8. In the above graph sum formula, we know that the restriction Sρσ ′ (z) Q=1 is well-defined by Remark 5.2. Meanwhile by (1) in Theorem 5.4, we know that the restriction R(z) Q=1 is also well-defined. Therefore by Theorem 5.7, we have ⟪u 1 , . . . , u n ⟫ X ,T g,n Q=1 is well-defined. Let L ⊂ X be an outer Aganagic-Vafa Lagrangian brane. Let G 0 ∶= G σ 0 be the stabilizer of the stacky point l σ 0 . Our notation is similar to that in [43, Section 5] . In particular, the interger f is a framing, and
so the weights of T ′ f -action on T pσ 0 X are w 1 v, w 2 v, w 3 v, where
Recall that the correlator ⟨τ
is the the equivariant openclosed Gromov-Witten invariant defined in Equation (2) (see [41, Section 3] for more details). The open Gromov-Witten potential is defined in (3).
We introduce some notation.
(1) Given d 0 ∈ Z and k ∈ µ m let D ′ (d 0 , k) be the disk factor defined by Equation (13) in [43] , and define
(2) Given h ∈ G 0 , define
For a ∈ Z and h ∈ G 0 , we define
, and
(3) For a ∈ Z and α ∈ G * 0 , we definẽ
With the above notation, the following proposition comes from localization computation (see [41] ). Proposition 5.9.
(1) Disk invariants
(2) (annulus invariants)
⊗2 -valued power series inX 1 ,X 2 which vanishes at (X 1 ,X 2 ) = (0, 0), so it is determined by (19) .
We now combine Section 5.5 and the above Proposition 5.9 to obtain a graph sum formula forF
We use the notation in Section 5.5, and introduce the notatioñ
• Given a labelled graph
with σ(l j ) = σ ∈ I Σ and k(l j ) ∈ Z ≥0 we assign the following weight (open leaf)
• Given a labelled graph Γ g,n (X ), we define a weight
Then we have the following graph sum formula for F
Proof. This follows from Theorem 5.7 and Proposition 5.9.
Definition 5.12 (Restriction to Q = 1). We define
By Remark 5.8 and Propsition 5.9, F X ,(L,f ) g,n is well-defined. Theorem 5.11 implies
B-model quantization: the topological recursion
In this section we review the definition of a general spectral curve and the topological recursion on it [35] . The variablesx,ŷ,X,Ŷ , when restricted to a mirror curve, are indeed the same variables in the previous sections.
6.1. Spectral curves. Let C be a smooth affine algebraic curve in (C *) 2 . The coordinatesX,Ŷ map Σ to the first and the second component of (C * ) 2 respectively. They are holomorphic functions on Σ and we require them to be Morse. LetX = e −x ,Ŷ = e −y , wherex,ŷ are well-defined on the universal cover C 2 of (C * ) 2 . We denote the covering map π
LetC be the lift of C under this map, and let C be a choice of smooth compactification of C, which is a compact Riemann surface. We denote the genus of C by g. The intersection pairing H 1 (C; C)×H 1 (C; C) → C is a symplectic pairing. We choose a Lagrangian subspace A of H 1 (C; C). A Torelli marking on C is a choice of symplectic basis A 1 , . . . , A g , B 1 , . . . , B g in H 1 (C; C), such that
5 Following the notions from [46] , we define the fundamental normalized differential of the second kind (a.k.a. Bergman kernel in Eynard-Orantin [35] ).
Definition 6.1. The fundamental normalized differential of the second kind (abbreviated as fundamental differential in this paper) associated to a Lagrangian subspace A ⊂ H 1 (C; C) is the symmetric meromorphic form on (C) 2 satisfying the following conditions.
• The only pole is the double pole along the diagonal, i.e. given any local coordinate ζ near a point p ∈ C, the differential ω 0,2 has the following form near (p, p) ∈ (C)
• It is normalized by the choice of A-cycles in A q∈A ω 0,2 (p, q) = 0, ∀A ∈ A. Definition 6.2. A spectral curve C = (C, A) consists of the following data:
• a smooth affine algebraic curve C in (C *
2 where the coordinate functionsX,Ŷ are holomorphic Morse;
• the compactification C of C as a smooth projective curve;
• a choice of Lagrangian subspace A ⊂ H 1 (C; C);
• a fundamental normalized differential of the second kind B on C with respect to such choice of A.
Fix a spectral curve C. SinceX (and thenx) is Morse, the critical points (dx = 0) form a finite set {p σ ∶ σ ∈ I C } -here I C is the index set for the ramification points on C. Define the Liouville form Φ =ŷdx = − log Y dx. It is a well-defined holomorphic form onC.
At each critical point p σ , we define the local coordinate ζ σ bŷ
wherex 0,σ is the value ofx at p σ (well-defined up to an integral multiple of 2π √ −1). For any p near p σ , letp be the point on C such that ζ σ (p) = −ζ σ (p). We also denoteŷ(p σ ) =ŷ 0,σ , and
By the smoothness of the curve C, h σ 1 ≠ 0 for all σ. Hereŷ 0,σ is also well-defined up to an integral multiple of 2π √ −1.
6.2. Eynard-Orantin's topological recursion.
Definition 6.3. Given a spectral curve C, the Eynard-Orantin recursive algorithm defines a sequence of symmetric meromorphic forms ω g,n on (C) n for g ∈ Z ≥0 , n ∈ Z >0 as follows.
• Initial conditions:
given by the choice of A.
• Recursive algorithm:
Here the sum symbol
The resulting ω g,n are well-behaved.
Proposition 6.4 (Appendix A of [35] ). When 2g − 2 + n > 0, the poles of ω g,n are at dx i = 0 (critical points), wherex i = − logX i is thex-coordinate on i-th copy of C n .
Remark 6.5. The original recursion algorithm in [35] sets ω 0,1 = 0 while it does not exclude these four special cases by a special sum symbol ∑ ′ -it is the same as the recursion here. Another different convention is to introduce a minus sign in the recursion kernel, i.e. using 2(Φ(p) − Φ(p)) in the denominator. Adopting this convention is equivalent to changing all ω g,n to (−1) g−1 ω g,n . We stick to the convention in Definition 6.3 throughout this paper.
6.3. Differential forms on the spectral curve. Given a spectral curve C = (C, A), for each ramification point p σ , σ ∈ I C , we associate a path γ σ as the Lefschetz thimblex (γ σ ) = [x 0,σ , +∞) Following [36, 38] , given any σ ∈ I C and d ∈ Z ≥0 , define
Then θ 
where f (ζ σ ) is analytic around p σ . The residue of θ 0 σ at p σ is zero, so θ 6.4. Graph sum formula from Dunin-Barkowski-Orantin-ShardinSpitz [34] . Following [34] , the B-model invariants ω g,n are expressed in terms of graph sums. We first introduce some notation.
• For any σ ∈ I Σ , we define
Then by expandingx and compute the integral term-by-term (for
• For any σ, σ
near p 1 = p σ and p 2 = p σ ′ , and define
. . , l n }, and ⃗ s = (s 1 , . . . , s n ) ∈ C n , we define its weight to be
• (descendant leaf)
plays the role of the edge contribution, while the vertex contribution is (−1)
In our notation [34, Theorem 3.7 ] is equivalent to:
Remark 6.8. Our convention for the factors in the above graph sum formula is different from that in [34, Theorem 3.7] . We summarize the following convention differences.
5. An equivalent graph sum formula from Eynard. In [36, Theorem 5.1], Eynard obtains a graph sum formula for ω g,n on a general spectral curve. In this subsection, we show that this graph sum formula is equivalent to the graph sum formula in [34, Theorem 3.7] by direct computation.
The formula in [36, Theorem 5.1] sums over all the stable degeneracies of the moduli space M g,n . So by the dual graph of a stable curve, this is equivalent to summing over the graphs in Γ g,n (I C ). The ordinary leaf term in our graph sum formula matches the factor dξ in [36, Theorem 5.1] up to the factor
(But we should be careful with the sign problem in dξ see The only nontrivial factor is the first factor in [36, equation (5.4) ] which involves the κ classes andt σ,k which is called the dual time in [36] . By [36, equation (6.7)], we have
In particular, e −t σ,0 = 2ȟ
,val(v) and so we have
The first factor on the right hand side is consistent with our vertex factor up to the power of 2 and roots of unity. For the second factor, we apply (23) and [80, Lemma 2.2] and it is easy to see that this will give us the dilaton leaf factor and the correlator in our vertex factor. In the end, one only needs to notice the identity For any q ∈ B ○ , the mirror curve C q comes with a compactification C q ⊂ S P . The images of A 1 , . . . , A p ∈ H 1 (C q ; C) in H 1 (C q ; C) under the map H 1 (C q ; C) → H 1 (C q ; C) span a Lagrangian subspace in H 1 (C q ; C). We also haveX andŶ as two holomorphic Morse functions on C q and they are meromorphic on C q . Thus this is a spectral curve for q ∈ B ○ , denoted by
q be an embedding of a small disk { X < δ} into D ℓ q by mapping X to the point whoseX-coordinate is X, while ρ So defině
(2) (annulus invariants) The meromorphic form ω 0,2 is not holomorphic on D q × D q ⊂ C q × C q . One removes the singular part, and defines the followinǧ
n . We defině
Comparing the graph sums: proving the Remodeling Conjecture
In this section we survey the proof from [45] on how to match the graph sums. The key idea is that graph sum ingredients are genus 0 information, and the genus 0 open-closed mirror theorem can be used to match them.
Throughout this section we use the 1-dimensional torus T ′ f for all equivariant cohomology. We do not give its explicit formula here, which can be directly written down since it is a solution to certain GKZ system with a prescribed asymptotic behavior [68] (see also [41] for orbifolds). We call Equation (6) and (24) the open-closed mirror map.
Remark 7.1. This open mirror map is the same as Equation (5), which is the geometric origin of (24). One does not need this fact to prove the related mirror symmetry statements, such as for disk invariants and higher-genus (BKMP).
The full genus mirror symmetry statements are the following 
• (BKMP's Remodeling Conjecture) -(Annulus invariants)
-(Stable cases) For 2g − 2 + n > 0,
X ,(L,f ) g,n (τ ;X 1 , . . . ,X n ).
7.2. Graph sum components: vertices. As discussed in Section 4.4, the identification of Frobenius algebras implies that the length of the canonical basis matches, as in Equation (8) h
This equates the A-model vertex contribution
with the B-model vertex contribution
7. Here z > 0, and γ α = {x ∈ [x 0,α , ∞)}. Remark 7.5. It is expected that these oscillatory integrals [39, 44] , under the open-closed mirror map τ = τ (q), should be equal to
where κ(E α ) is certain characteristic classes invovling Gamma functions of a mirror coherent sheaf E α (mirror to γ α or Γ α ) on X .
There are related definition (following [38] ) The A-side QDE is (9), while the B-side equation comes from the following simple calculus
Some remarks on this simple fact:
• The integral is over any flat half-dimensional cycle on which the integral is converging.
• ω needs to be flat, i.e. it does not depend on the parameter q (or τ , differing with q by a mirror map), or invariant under the GaussManin connection. Notice V σ or V σ is not flat -they are canonical basis and vary with the parameters q. So the integral in Equation with H i -so the above differential equation is the same as the Aside QDE (9) . The A-model S-matrix (14) and the B-model oscillatory integral (26) satisfy the QDE (9) . By a theorem in [33, 49] , we know R andŘ are uniquely determined up to constants. We can fix these constants at the large radius limit point q = 0. The value ofŘ is explicitly computed in [43] (here α = (α, γ), β = (β, δ)) Recall the A-model open leaf at vertex σ with height k (k ≥ 0) is (Equation (20)) (27) (LX )
The open leaf weight, as a power series inX, determines each other for different height k -they are related by (c.f. Equation (18) for the definition ofξ) (LX)
The localization computation says
while the open mirror theorem of [41] further relates F X ,(L,f ) 0,1 (τ ,X) to
(τ ,X) =F 0,1 (q;X).
So immediately one obtains
The part in () + of the open leaf (27) involves the insertion ofφ ρ (τ ), while the genus zero mirror theorem only deals with the insertion of 1 in the Sfunction. However, since S(1, φ σ ′ ) is a solution to QDE (Equation (9)), taking derivatives with respect to τ we obtain the following
Since {H This allows us to compute the () + -part in (27) . We end up with
We see that θ 0 σ plays the role of disk invariants where one has a closed insertionφ σ (τ ), after some constant factor. Therefore, comparing the leaf terms of A-model and B-model graph sums
Thus all graph components are matched -the factor G 0 here results in the factor G 0 n in the conjecture, and the sign contributes to (−1) n .
PSfrag replacementŝ φσ(τ ) Figure 6 . The disk invariants withφ σ (τ ) inserted, versus with no insertion. The former corresponds to θ σ while the later corresponds to Φ on the B-model.
We summarize the comparison of graph components in the following table.
A-model GW B-model spectral curve Remark # of toric fixed pts # of ramification points dimension of Frobenius algebra 
