This paper deals with the reconstruction of binary matrices having exactly-1-4-neighborhood constraints from the horizontal and vertical projections. This problem is shown to be NP-hard by means of a reduction which involve the NP-hard problem 3-color.
Introduction and Notations
Given a binary matrix, its horizontal and vertical projections are defined as the sum of its elements for each row and each column, respectively. The reconstruction of a binary matrix from its orthogonal projections has been studied by Ryser [7, 8] . One can refer to the books of Herman and Kuba [4, 5] for further information on the theory, algorithms and applications of this classical problem in discrete tomography. It is well-known that this basic problem, where the only constraints to verify are both projections, can be solved in polynomial time. Numerous studies deal with this problem when additional constraints have to be taken into account. In this paper we consider binary matrices with a local adjacency constraint, and we show a polynomial time reduction which maps each instance of the classical problem 3-color into an instance of their reconstruction problem. Such a reduction allows us to state this last problem to be at least as hard as 3-color. Now let us proceed by introducing notations and definitions that we use in the following sections. v j is obviously necessary for the existence of a binary matrix respecting both projections in the problems we study here.
In order to define the adjacency constraint, we recall the definition of the neighborhood of a given element M [i, j] of the binary matrix M : we speak of 4-adjacency if its neighbors are considered to be the elements
e. the horizontal and vertical adjacent cells. Different kinds of adjacency can be defined as well, but they do not concern this paper.
We say that the matrix M fulfills the exactly-1-4-adjacency constraint if M [i, j] = 1 implies that there is exactly one among its 4-adjacent cells that has value 1. The class of binary matrices that fulfill exactly-1-4-adjacency is denoted by N =1 4 . The concept of adjacent constraint has a prominent role when dealing with scheduling problems (see [6] ), and it has been recently studied under a tomographical perspective in [1] .
Here, two problems related to the class N =1 4 will be addressed: In order to prove our main result, we consider the following classical problem.
− color:
let C = (yellow, blue, red) be a set of three colors.
Input: a 3 dimensional integer vector H3 = ((h
Task: reconstruct a 3-color matrix of dimension m × n whose horizontal and vertical projections are the vectors H3 and V 3, respectively, if it exists, otherwise give a failure.
Inside the 3-color matrix, we refer to each color in C using its initial letter, and to the colorless element using the symbol c. Furthermore, it will be useful to introduce the notations
to denote the number of 0 elements in a 3-color matrix.
According to the general framework given in [2] for mapping l-color problems into discrete tomography problems of which we do not know the solution, we associate to each element 0, y, b, and r of a 3 − color matrix a different configuration of elements of a matrix in N =1 4 such that:
i) the horizontal [resp. vertical] projections of the three configurations are independent;
ii) each configuration is uniquely determined by its horizontal and vertical projections.
Successively, we consider a generic instance I of 3-color, and we show a polynomial time process (say a reduction) which creates an instance I of Reconstruction (N =1 4 , H, V ), whose solutions are in one-to-one correspondence with the solutions of I.
Such a reduction sets the computational complexity of 3 − color as lower bound to that of Reconstruction (N =1 4 , H, V ). Since the first is known to be NP-hard (see [3] ), then the same holds for the latter. Figure 2 anticipates the reduction behavior: as one can check, each of the four different colors is associated with a configuration of elements which preserves the exactly − 1 − 4 − adjacency constraint.
We anticipate a remark which will be mentioned and better understood at the end of paragraph 2.2, and which constitutes a crucial point in our reduction:
as one can immediately check, the horizontal projections of the configurations colorless and red are not independent as they should be. However, this fact does not prevent the reduction from being correct, since two facts hold: each defined configurations is maximal in the sense that no other elements The following two paragraph are devoted to prove that such a correspondence performs the desired reduction.
Going back and forth from an instance of
So, let I = (H3, V 3) be an instance of 3-atom, with
We compute an instance I = (H, V ), with
of Reconstruction (N =1 4 , H, V ), as follows: for each 0 ≤ i < m, the entries of the vector H are
for each 0 ≤ j < n, the entries of the vector V are
As one can observe, most of the horizontal and vertical projections do not depend from the vectors H3 and V 3: they are introduced in order to create the exact shape of the four different configurations used in the reduction.
On the other hand, the projections which involve the entries of the vectors H3 and V 3 can be easily understood by referring to the different positions of the dominoes in the configurations of Fig. 2 .
Following the reduction schema in [2] , the existence of an integer solution for this system of equations directly follows by the definition of the horizontal projections of the four configurations depicted in Fig. 2 .
A similar result holds for the entries of the vector of vertical projections V of I.
Finding a one-to-one correspondence between the solutions of I and the solutions of I
Now we proceed in showing that the instances I and I are equivalent, i.e. not only that the process of defining instance I from I preserves the number of its solutions, but also that we can go from one solution to the other in an effective way. Intuitively, a solution of I is constructed starting from a solution of I, and using the correspondence in Fig. 2 . On the other hand, each solution of I has some fixed positions where one can detect the configurations corresponding to a color, and only those. The horizontal and vertical projections of the instance I defined in the previous paragraph accomplish this task.
So, let us go into details by showing, with the aid of Step 2: according with the color of the element M [i, j], we place a configuration of 0s and 1s as in Fig. 2 inside the void elements of the corresponding rectangle;
Step 3: we copy the entries of the first row of the matrix M in its last row of index 6m + 1.
An easy check reveals that the defined matrix M is a solution of instance I , as desired.
On the other hand, in order to associate to each solution M of I a solution M of I, we need to inspect its entries and detect some of them which are fixed. Figure 3 will help the reader, showing a part of matrix M in detail: let 0 ≤ i < m and 0 ≤ j < n i) columns 12j + 12 is completely filled with 0s; rows 6i + 1, and row 6m + 1 have projections 8n, so they are completely determined by the exactly-1-4-adjacency constraint (see Fig. 3, i) − ii));
ii) -columns 12j + 3 whose projection is 4m;
-columns 12j + 1 and 12j + 2 whose projection is m;
-columns 12j + 10 and 12j + 11 whose projection is 3m + 1 are completely determined by the already placed entries and the exactly-1-4-adjacency constraint(see Fig. 3 , i−)ii));
iii) finally columns 12j + 8 and 12j + 9 whose projections are 2m + 1 and 2m, respectively, and rows 6i + 2 and 6i + 3 whose projections are 2n and 4n, respectively, are also determined by the previous placements of entries, and by the exactly-1-4-adjacency constraint (see Fig. 3,  iv) ).
The red elements 0 in Fig. 3, iii) are set by the exactly-1-4-adjacency constraint, and finally, the remaining grey positions are those elements of M which are not fixed, and which may eventually differ from one solution to another. We underline the shapes of each group of positions are all the same, and, in particular, the same shape of the configurations in Fig. 2 . A final check allows one to realize that the obtained matrix M is a solution of the instance I.
One last thing remains to be proved, i.e. that no different maximal configurations of 0s and 1s are allowed in the free position shapes, except those used for coding the colors (where a maximal configuration is defined as a configuration "having the maximum number of elements 1", as anticipated in the first paragraph).
This fact is capital for the correctness of the previous one-to-one correspondence between configurations inside the free shapes and colors, and, usually, it directly follows from the linear independence of the horizontal and the vertical projections of the configurations, as stated in [2] , but this is not our case. More precisely, here it may be allowed the situation where a solution matrix M of I has two colorless configurations substituted by a red configuration and a configuration without any element 1, since they have the same horizontal projections, and this would prevent its translation into a 3-color matrix. This fact, however, can never occur since each configuration must have at least two entries 1, which holds because the vertical projections of M are linearly independent. Now we can state the following
The proof is a direct consequence of the defined reduction, and then we have
The following example tries to clarify the reduction 
Conclusion
In this paper we have studied the computational complexity of the consistency problem for the class N =1 4 . This is one the simplest examples of a class of binary matrices satisfying adjacency constraints. However, our studies in that direction are just at the beginning, and a systematical analysis of all the other cases of 4-adjacency constraints and their extension to a general framework where the adjacent constraint involve different sets of neighborhood elements are work in progress. Our attention is also attracted by the presence in N =1 4 of some subclasses which allow a fast reconstruction strategy, and which show some interesting geometrical aspects. 
