Abstract-This paper presents an economic way to implement a high-precision (micrometer level) XY stage motion control for the industrial microscope using dc motors. Other than the prevailing design of using stepper motors where the stage is always locked under the motorized mode, the proposed design allows users to manually move the stage by introducing the friction engagement in between. The nonlinearity from the friction is then fully compensated by the sliding mode control so that the stage can strictly follow the predefined motion profile. Possible chattering suppression methods are discussed and the accuracy loss is analyzed using the LuGre friction model. A fine-tuning algorithm is then proposed to limit the position error within ±2 µm. Compared to the other micrometer-level industrial microscopes using stepper motors, the proposed solution achieves comparable performance with much lower costs.
I. INTRODUCTION

W
ITH the rapid progress of optics and zoom design, the magnification of a modern industrial microscope can be up to 2350×, which greatly expands its application in the industry of semiconductor, automotive, biomedical, etc. The big magnification requires high precision (e.g., micrometer level) for XY stage motion, and the conventional manual stage becomes less competent in such a case. Correspondingly, the motorized stage is a better choice, where stepper motors are broadly used due to their precise structure and simplicity in control (usually open loop). Recent progress in motorized stage design can even achieve nanoprecision and large-range motion by using compliant mechanisms [1] - [3] . However, the microscope is not always working under big magnifications. For low and mid magnifications, manual stage movement is still preferred due to its convenience and fast response, which means the motor must allow manual rotation during the operation. Unfortunately, this is not applicable for stepper motors as well as other actuation technology like linear or piezomotors. In order to allow manual movement for a motorized stage, the dc motor seems to be the only choice. Recent patent [4] proposed a stage design using dc motors and the friction as the driving force. The engagement of friction brings a big challenge to the motion control. As shown in Fig. 1(a) , friction can be modeled as a nonlinear function of relative velocity, which is composed of Stribeck (between static and Coulomb), Coulomb, and viscous components [5] . In reality, Stribeck friction can even vary in the phase of acceleration and deceleration, as shown in Fig. 1(b) . Such a high nonlinearity can cause system damping (see more details in Fig. 9 ). Therefore, linear controller like PID is inapplicable. Since the friction is either unknown or unmeasurable, feed forward compensation is inapplicable as well. If the uneven contact surface along the stage rod is considered, Coulomb friction is not constant anymore, which makes control more difficult.
A natural question is whether the solution in [4] can achieve the micrometer-level precision of the stage motion. If possible, what is the lowest cost? The ideal case is that all the necessary hardware components are kept unchanged to maintain the low cost, and only control algorithm in firmware is changed to achieve the micrometer-level precision. That is the motivation of this paper and our way to implement "high-precision-low-cost" motion control for XY stage.
If the friction is regarded as some external disturbance, the motion control of the dc motor is equivalent to the disturbance rejection, and the sliding mode control (SMC) should be applicable in that case. SMC in nature is a nonlinear control [6] , which constraints the system motion in a manifold (sliding surface) to simplify the system (order reduction). It is also independent of matched disturbance, so the detailed information about friction is not required, except for its upper bound only. The control law is simple enough to be easily implemented (no integral calculation like PID) and very robust, so no extra requirements or costs are needed for the hardware manufacturing.
The main obstacle of applying SMC in practice is the socalled chattering [7] , which is caused by the discontinuous function sgn(σ) in the control u(t), where σ is the sliding surface. As σ → 0, sgn(σ) will be fast switching between ±1, which results in an unacceptable noise as well as damages to the device. Increasing the sampling rate helps us to alleviate the chattering, but it cannot eliminate the root cause. Boundary layer design [8] is a commonly used method for chattering suppression, where a continuous saturation function sat(·) replaces the discontinuous sign function sgn(·) in a region called the boundary layer around the sliding surface. However, using sat(·) instead of sgn(·) breaks the asymptotic stability of the SMC (i.e., σ → 0 as t → ∞) so that accuracy loss is inevitable. Recent progress in chattering suppression is well-summarized in [9] - [11] , where existing methods can be divided into two categories. One is to introduce an integrator in SMC so that discontinuous functions after integral become continuous [12] - [14] . The other is to increase the order of SMC [15] - [17] , based on which supertwisting algorithm [18] is proposed and combined with adaptive change of control gain. However, both methods increase the complexity in control and difficulty in implementation. Extra cost for faster microprocessor control unit (MCU) and more RAM is also inevitable.
A better way is to use SMC with boundary layer as the coarse tuning for the motion control, which will drive the stage to some neighborhood of target position. Then, some fine-tuning method can be used to narrow the position error within the micrometerlevel tolerance. The preliminary work was reported in IECON 2017 [19] , and this paper includes the supplements for the finetuning analysis, simulation, precision comparison with PID, and stepper motors.
The whole paper is organized as follows. Section II presents the hardware components of a commercially available XY stage, which serves as our benchmark. Standard SMC design with boundary layers is given in Section III, where finetuning method is proposed and analyzed with LuGre friction model. Validation is done in Section IV by comparing the stage performance (both precision and speed) with its original PID control as well as the competitor's product. Conclusions are finally drawn in Section V.
II. HARDWARE DESCRIPTION
The proposed research is based on Leica DVM6, which is a good benchmark for our study since Leica is a leading brand and manual movement is allowed in their motorized XY stage. The experiment setup is shown in Fig. 2 , where all the motion controls are done by XYZ main printed circuit board (PCB). MCU is from Freescale MC56F8335, which is 16-bit, 60-MHz maximum core frequency with 64-KB program flash. It was launched in 2007, cheap enough but less powerful now. Through CodeWarrior USB TAP, a new firmware with the proposed control can be flashed back to MCU. Real-time data of the stage performance are then displayed in FreeMaster through an universal asynchronous receiver-transmitter (UART) debug port. Target position commands are set through CAN bus.
By tearing down the XY stage, the friction engagement between motor shafts and moving tracks can be simply diagrammed in Fig. 3(a) , where the dc motor is mounted on a bracket attached to a spring to keep the motor in position during motor operation. Roller bearings and springs are used to maintain a constant force exerted on the motor shaft against the parallel rod. Since the dc motors are fixed to the XY stages, motor shaft moving along the rod (track) will pull the stage to move as well. The detailed schematic for the controlled XY stage is shown in Fig. 3(b) , where each stage has two parallel rods on which bearings provide guidance and low friction as the driving force.
In the case of the electronic components, optical scale/readhead from Renishaw gives the position encoder with the resolution of 0.2 μm, as shown in Fig. 4 , where only X stage is demonstrated. An interpolator is used to digitalize the analog signal from the readhead. PCBA attached to the stage center is in charge of all the communication among encoder, motor, and MCU. With the constraints of space and weight, coreless dc motor from Namiki is used. The hardware architecture of the stage positioning system is shown in Fig. 5 .
The DVM6 with the original firmware has been extensively tested on the precision and speed, and the result can be found in Section IV. There exists about 1% of cases that the target position cannot be met within the error tolerance of ±2 μm. Speed profile of motion control is not strictly followed either as one can feel the obvious jitter during the stage movement. As mentioned in Setion I, the objective of this paper is to keep all the hardware unchanged, but to improve the stage performance by changing the firmware only (using SMC-based motion control).
III. STAGE MOTION CONTROL WITH SMC
The system diagram of the motion control in DVM6 is shown in Fig. 6 , where V is the input voltage to dc motor; E is the back electromotive force (EMF); R and L are the armature resistance and inductance, respectively; K e is the back EMF constant; K t is the torque constant; T and T d are the torque from motor and friction, respectively; J is the rotor inertia; b is the viscous Table I .
A. Standard SMC Design
To simplify our design, let b ≈ 0 as coreless dc motor is used here. Since the electrical time constant τ e = L/R = 14.5 μs, which is much less than the shortest sampling time of MCU (102 μs), dynamics in armature can be ignored, i.e., 1/(Ls + R) ≈ 1/R. In combination of the controller, Fig. 6 (a) can be further simplified as Fig. 6(b) , where r is put into the inner loop, y and y r are the current and target position of the stage, respectively, and e = y r − y is the position error.
Let x 1 = y and x 2 =ẋ 1 =ẏ, it derives from Fig. 6 thaṫ
Let e 1 = e = y r − y and e 2 =ė 1 , then x 1 = y = y r − e 1 and x 2 =ẋ 1 =ẏ r − e 2 . Replacing state variables x 1 and x 2 with e 1 and e 2 giveṡ
Define the sliding surface σ = p 1 e 1 + p 2 e 2 with p 1,2 > 0, it follows from (1) and (2) thaṫ
If friction is bounded, i.e., 0 < |T d | ≤ T m , the SMC is given by
where μ > T m p 2 r/J. Substituting (4) into (3) yieldṡ
The proof of e 1,2 → 0 as t → ∞ in (1) and (2) with SMC by (4) is standard. Choose Lyapunov function V = σ 2 /2 ≥ 0, it follows from (5) thaṫ
B. Chattering Suppression
Chattering caused by SMC in (4) comes from the following factors.
1) Noise in e 2 : Only position sensor is available for XY stage of microscope, i.e., e 1 (t) is directly measured. To get e 2 (t), differentiation [e 1 (t) − e 1 (t − T s )]/T s has to be done, which also magnifies the measurement error in e 1 especially for fast sampling system. Let
which does not contain any e 2 term.
2) Overestimation of µ: μ is dependent on T m , which can be big enough as long as the hardware allows. However, a high T m is unnecessary for most of our working conditions. Note that T d mainly increases with motor speed, a more realistic way to lower μ is to limit motor speed by following a predefined profile. This is also the requirement of motion control. Fig. 7 shows the commonly used speed profile for motion control. If e(0) ≤ t 0 0 vdt, the speed profile is triangle. Otherwise, the speed profile is trapezoid.
According to the friction model (12) in the Appendix,
Substituting (6) into (13), the friction
Since T m corresponds to the constant v m (when motor speed follows the trapezoid profile),ż ≈ 0, then 3) Discontinuity of sgn Function: Boundary layer method is used to replace the discontinuous sgn(·) function with the continuous saturator function sat(·), as shown in Fig. 8(a) . d is a tuning parameter to get the balance between the accuracy and performance requirements.
C. Fine-Tuning Method
SMC with the boundary layers drives the stage into some neighborhood of the target position with a radius less than d. After that, the proposed fine-tuning method further narrows the neighborhood radius within 2 μm. Friction plays an important role in this phase. Impulse response in Fig. 9 shows how the friction impacts system dynamics, where the dotted blue line represents the real response for 
where τ = JR/(rK t ) is the time constant. Its impulse response in time domain for u(t) = Kδ(t) should be
which is shown by the red line. It is clear to see that friction affects both steady and transient states of the system. Steadystate value drops 96% from 150 to 6 μm. Equation (7) has no damping at all, but friction causes damping up to 12 μm, which is much larger than the precision requirement of ±2 μm. As aforementioned, chattering suppression using boundary layer method suffers from the accuracy loss, i.e., 0 < |e| < d. Suppose at t = t 1 , the stage stops moving and enters the steady state, i.e., e 1 (t 1 ) = e(t 1 ), e 2 (t 1 ) =ė 1 (t 1 ) = 0, andė 2 (t 1 ) = 0. σ(t 1 ) = p 1 e 1 (t 1 ) + p 2 e 2 (t 1 ) = p 1 e(t 1 ), and (4) 
sinceÿ r (t 1 ) =ẏ r (t 1 ) = 0. Substituting (8) into (2),
At t = t
is injected into u(t), i.e., u * (t) = u(t) + u(t 1 ) for t > t 1 , by LuGre model in Appendix from (12) and (13), v(t
= − rK t JR u(t + 1 ) = 0 which means the stage starts to move. Suppose at t = t 2 , the stage stops moving and enters the steady state again, i.e., e 1 (t 2 ) = e(t 2 ), e 2 (t 2 ) =ė 1 (t 2 ) = 0 andė 2 (t 2 ) = 0. σ(t 2 ) = p 1 e 1 (t 2 ) + p 2 e 2 (t 2 ) = p 1 e(t 2 ), and (4) becomes
Substituting (10) into (2),
If
, which is true in most cases, by comparing (9) with (11), e(t 2 ) = 0. This means the accuracy loss can be fully compensated.
The simplest way to inject Δu into u(t) is to shift target position from y r to y r = y r − e, which causes the shift of origin from O to O for sat(·) function, as shown in Fig. 8(b) . Since d has no change, (8) becomes
This motivates us to propose the following fine-tuning algorithm to compensate the accuracy loss by boundary layer methods.
Step 1: Check the steady-state error e of X/Y stage after settling down. Step 2: If |e| > 2 μm (10 count), adjust the target position by y * r = y r − e.
Step 3: Count the loop number n for Steps 1 and 2 and go back to Step 1.
Step 4: Stop until |e| ≤ 2 μm (10 count) or the loop number n ≥ 3. The flowchart of the above algorithm is shown in Fig. 10 .
IV. VALIDATION
The validation of the proposed SMC with fine-tuning is carried on by following three tests. 
A. Effectiveness of the Fine-Tuning
The test plan is shown as a flowchart in Fig. 11 . The acceleration and the max speed of the motion profile are set as 0.5 m/s 2 and 24 mm/s, respectively. SMC parameters are p 1 = 1, p 2 = 0.0077, μ = 1.068, and d = 20 μm.
Step 1: Set zero point for XY stage movement and move the stage to zero. Step 3 Table II . For a total of 5684 target positions, standard SMC with boundary layer method achieves only 80% success rate for both X and Y stages, whereas the proposed fine-tuning algorithm increases the rate to 100%. Histogram plots in Fig. 12 show how the Gaussian distribution of position errors is squeezed to meet the precision requirements by the proposed fine-tuning algorithm.
B. Accuracy and Reliability
For the accuracy test, both transient and steady-state performances are concerned.
1) Motion Profile Following:
This test is to check the transient performance of the stage before it reaches the target position. X stage to move from 0 to 20 mm by following the trapezoid speed profile as shown in Fig. 7 . The acceleration and max speed is the same as before. The proposed SMC with finetuning algorithm is compared with the original PID control in Leica DVM6. PID paprameter values are roughly identified by some trial-and-error as K p = 0.28, K i = 0.001, and K d = 0.7, as we do not have Leica's source code. Fig. 13 shows the result, where SMC strictly follows the motion profile, but PID cannot.
2) Steady State Accuracy: A total of 1000 target positions for X stage are randomly selected. For each one of them, steadystate values of real position are recorded 500 ms later after the moving stops. The proposed SMC with fine-tuning algorithm is compared with Leica DVM6 (original PID) and Keyence VHX- Table III . It is clear to see that the proposed method outperforms the other two with zero failure rate. areas. To compare fairly, the resolution of 1600× 1200 pixel, the exposure time of 5 ms, and the gain of 1.0 are in common. Three cases of different test settings are listed in Table IV (Cases I-III) together with the scan time for PID and SMC on the same DVM6 stage. For all cases, the SMC achieves at least 33% faster in stage movement than PID.
(stepper motor). Statistics results are given in
A similar tile scan test is done on Keyence VHX-6000, which uses stepper motors with open loop control. The result is given in Case IV of Table IV. Since the test is done on different microscopes, the scan time is not only dependent on the stage performance but is also affected by the speed of camera. Nevertheless, the proposed solution of dc motor with SMC still achieves comparable performance.
V. CONCLUSION
A low-cost implementation of high-precision motion control for XY stage of microscope was proposed and fully analyzed in this paper. The term "low cost" refers to the fact that there is no change to the existing hardware. By changing the firmware only, ± 2 μm precision was guaranteed. The main contribution of this paper is the proposed fine-tuning algorithm for the standard SMC, which is proven to be accurate and robust in the validation test. The method can be easily extended to many other applications of motion control to improve the performance with no extra cost.
APPENDIX
For all the modeling of friction, the LuGre model is broadly accepted for its good balance between accuracy and ease of analysis. The LuGre model is described by [21] 
where v is the velocity between the two surfaces in contact, z is the internal friction state, usually interpreted as the average bristle deflection, and F is the predicted friction force. 
where F s corresponds to the stiction force, F c is the Coulomb friction force, and v s determines how quickly g(v) approaches F c .
