Spatial audio is an essential medium to audiences for 3D visual and auditory experience. However, the recording devices and techniques are expensive or inaccessible to the general public. In this work, we propose a self-supervised audio spatialization network that can generate spatial audio given the corresponding video and monaural audio. To enhance spatialization performance, we use an auxiliary classifier to classify ground-truth videos and those with audio where the left and right channels are swapped. We collect a large-scale video dataset with spatial audio to validate the proposed method. Experimental results demonstrate the effectiveness of the proposed model on the audio spatialization task.
INTRODUCTION
Humans perceive the environments through various different sensory systems. Among all senses, visual and auditory cues are particularly important since they both provide spatial information. Mankind can effortlessly learn from observation the correlation and co-occurrence between vision and audio. For example, upon seeing a car racing from the right side, we will expect to hear the engine sound from the right to the left.
Recently, there has been a growing interest in exploiting cross-modality information between visual and auditory domains. One line of work targets at self-supervised learning, which aims to learn feature representations by solving surrogate tasks defined from the structure of raw data [1, 2, 3] . The correlations between images and sounds serve as natural supervisory signals for representation learning [4, 5, 6, 7] . The other line of work makes use of the spatial property of vision and audio to localize the source of sounds in images [8, 9] , or separate different audio-visual sources [10, 11, 7] . In this work, we focus on audio spatialization, a technique to generate spatial audio from non-spatial audio, considering the spatial and temporal correlation between videos and audios.
Spatial audio, also known as binaural audio, is recorded by simulating the way surrounding sounds transmits to human ears. Spatial audio provides listeners a sense of space beyond conventional stereo audio and allows users to precisely pinpoint the direction of the source of sounds. However, the cost of binaural recording is expensive and recording technique is non-trivial. It is not easy for the general public to record spatial audio by themselves. Additionally, most video recording devices are with single microphones, which records monaural (mono) audio. Thus, the audio-visual experience is limited.
Recently, Pedro et al. [12] propose a self-supervised neural network architecture to separate sound sources from a mixed audio input and 360 • videos. Specifically, this model can generate spatial audio which enables users to experience sound in all directions. This network architecture has been extended to upconvert a single mono recording into spatial audio guided by encoding both appearance (RGB frames) and motion (optical flow [13] ). Specifically, the network converts mono audio into first-order ambisonics, which consists of four channels that store the first-order coefficients to simulate 360 • surrounding sound. However, most videos and audios are not recorded in the 360 • format. The method proposed in [12] cannot properly apply to general videos.
In this work, we propose an audio spatialization network (ASN), a self-supervised framework for audio spatialization. Specifically, the proposed method aims to generate binaural audio given the corresponding video and mono audio. Instead of predicting raw waveform, the proposed model learns to map from mono audio to ideal ratio mask (IRM), which has been used in speech enhancement with stable and effective performance [14, 15] , in the spatial time-frequency (T-F) domain. Furthermore, inspired by ACGAN [16] , which leverages an additional correspondence classifier to help the generation task, we apply a binary classifier to distinguish videos with correct audios and videos with audio where the left and right channels are swapped. The classifier provides auxiliary training signal to improve the performance. For this audio spatialization task, we collect videos in the wild totaling 10 hours. The dataset contains two categories: racing and music. For evaluation, we compare with the baseline methods on short-time Fourier transform (STFT) distance and envelope distance (ENV). The quantitative results demonstrate the effectiveness of the proposed method.
The contributions of this work are summarized as follows. First, we proposed an audio spatialization network with auxiliary classifier. The proposed model can generate spatial audio given the corresponding video and mono audio. Second, we collect a large-scale video dataset with spatial audio, which will be released to the public along with our code, upon the acceptance of this paper. 
PROPOSED METHOD
Our goal is to generate spatial audio given original video and mono audio. As shown in Fig. 1 , the model consists of a spatial audio synthesizer network and a binary correspondence classifier.The synthesizer network takes as inputs the optical flow and RGB features as well as the audio features to generate left and right IRMs. The binary correspondence classifier distinguishes videos with correct left and right IRM and videos with swapped IRMs. This auxiliary classifier helps the synthesizer to generate realistic and correct masks.
In this section, we first discuss the feature extraction process, and then introduce the synthesizer network. Finally, we detail the auxiliary classifier.
Audio and visual feature extraction
Audio features. Audio features are extracted by STFT (shorttime Fourier transform) to the T-F domain. In general, audio representation in T-F domain is successfully used for many tasks such as audio classification [17] and speech enhancement [18, 19] . We thus extract spectrogram as audio features. First, STFT is applied on input audio and spatial audio to obtain the spectrograms. Then the magnitude of spectrograms are transformed into log-frequency scale to serve as the inputs to our model. Video features. Similar to [12] , we extract video features by using a two-stream of ResNet-18 network. The two-stream ResNet-18 network extract features of RGB frames and optical flow (predicted by FlowNet [20, 21] ). Both streams are pretrained by ImageNet for classification. We then flatten and concatenate both features.
Audio-Visual features. Audio features are extracted at a higher frame rate than video features. To synchronize audio features and video features, we use 44 fps for audio features and upsample video features from 10 fps to 44 fps by the nearest neighbor algorithm. We then concatenate video features with the encoded audio feature as inputs to the up-sampling part of the synthesizer network.
Spatial audio synthesizer network
The goal of audio spatialization is to generate binaural channels x L (t), x R (t) from monaural audio x M (t), optical flow O(t) and synchronized video V (t). O(t) and V (t) are encoded and concatenated to visual features F (t).
Spatial signal consists of two channels recorded by simulating how human perceive stereo sound. We mix spatial channels into mono channels as a self-supervisory training signal for the synthesizer network. Let x L (t) and x R (t) be waveform of the left and right channels of spatial audio and V (t) be their corresponding video. We then mixed two channels into single channel x m (t) = x L (t) + x R (t). With STFT, we get X L (T, f ), X R (T, f ), and X M (T, f ), the energy signals in the T time frame and the k frequency bin of the left, right, and the mixed channel, respectively. Then, the ideal ratio masks for left and right of spatial audio are defined as The synthesizer S is designed as a U-net [22] architecture, which has been widely applied to audio tasks [23] . The synthesizer takes X M (T, f ) and F (t) as inputs and reconstruct left and right IRM: {M L ,M R } = S(X M , F ). The reconstruction loss:
Correspondence classifier
To help synthesizer better learn the correspondences between audio and visual features, we apply an auxiliary correspondence classifier. The classifier is trained to distinguish between videos with correct corresponding left and right signals {F (t), X L , X R } and videos with swapped signals {F (t), X R , X L }. The classifier is then used to help the training of the synthesizer. We first reconstruct the energy signal on the T-F domain:
then the classifier is used to distinguish between videos with correct corresponding left and right signals {F (t),X L ,X R } and videos with swapped signals {F (t),X R ,X L }. The classifier provides training signal with the cross-entropy loss L cls . The full objective of training the synthesizer is:
where λ cls L cls is the weight to control the importance of the classification term.
EXPERIMENTAL RESULTS

Datasets
In order to train our model, we collect a video dataset consisting of two categories of video with spatial audio including different sound sources, including playing music and racing car. These videos are collected in-the-wild from YouTube using keywords related to spatial audio, e.g., spatial audio, ambisonic, binaural and 3D audio. Two categories are denoted SP-RACING and SP-MUSIC. The details are list in Table 1 .
Implementation details
Our model is implemented in PyTorch on a NVIDIA GeForce GTX 1080ti GPU. For our experimental settings, we randomly choose 90% of videos for training and 10% for testing. For data augmentation, we randomly flip video and exchange the left and right channels of spatial audio at the same time. We use Adam optimizer with parameters β 1 = 0.9, β 2 = 0.999, weight decay = 1e−4, learning rate of 5e−5 and batch size of 44. In all experiment, we set the hyper-parameter λ cls = 0.1.
As for network architecture of the synthesizer, we apply the U-Net to encode the mono spectrogram, which reduces the spectrogram dimensionality and extracts high-level features. U-Net consists of a number of convolutional downsampling layers distilling higher level features and several upsampling layers where skip connections are added. We follow [12] to set all layers of our U-Net synthesizer. After the layer of this U-Net, we append two Sigmoid layer to predict spatial ratio masks. As for the classifier, it consists of three fullyconnected layer with ReLU and one Sigmoid layer.
Evaluation metrics
In this paper, we evaluate our results on time-domain and frequency-domain of audio signals following [12] . STFT distance: This metric computes the Euclidean distance between the ground-truth and predicted spectrograms of left and right channels in the T-F domain.
where · is the Euclidean norm. Envelope (ENV) distance: In time-domain, we can measure the Euclidean distance between the envelopes of real spatial 
where x is raw waveform of ground-truth signals andx is predicted waveform of spatial audio. EN V [x] is the envelop of signal x.
Results and analysis
We compare the proposed audio spatialization network with two baseline methods. First, MONO is computed with the mono audio obtained by the input left and right spatial audio. Second, ASN w/o classifier is to ablate the correspondence classifier. We evaluate all methods on two settings: evaluation on all testing videos and evaluation on testing clips that are chosen based on the ratio of the left and right channels.
The results are shown in Table 2 . The synthesizer can generate reasonable spatial audio, while the correspondence classifier can further improve the performance. In the general setting, ASN outperforms MONO by 12.8% with the STFT and ENV metrics, and outperforms ASN w/o classifier by 6.0% and 5.6% with the STFT and ENV metrics, respectively. In the filtered setting, ASN outperforms MONO by 13.4% and 14.8%, and outperform ASN w/o classifier by 7.6% and 9.2% with the STFT and ENV metrics, respectively. We demonstrate the qualitative results in Figure 3 . The energy signals generated by the predicted left and right ideal ratio masks can reflect the movement of the racing cars (left) and the dominant source of sound (right).
CONCLUSION
In this paper, we propose an audio spatialization network to predict spatial audios from mono audios and the corresponding videos. The audio spatialzation network consists of a spatial audio synthesizer, which predicts the left and right ideal ratio mask given visual and audio features, and a correspondence classifier, which provide auxiliary training signal to improve the performance. To validate the effectiveness of the proposed method, we collect a large-scale dataset of videos recorded with spatial audio. The quantitative and qualitative results show that the proposed framework can generate spatial audios aligned with the video content.
