In this paper we prove new qualitative features of solutions of KdV on the circle. The first result says that the Fourier coefficients of a solution of KdV in Sobolev space H N , N ≥ 0, admit a WKB type expansion up to first order with strongly oscillating phase factors defined in terms of the KdV frequencies. The second result provides estimates for the approximation of such a solution by trigonometric polynomials of sufficiently large degree.
Introduction
Consider the Korteweg-de Vries equation (KdV)
on the circle T = R/Z. It is globally in time well-posed on the Sobolev spaces H s ≡ H s (T, R) with s ≥ −1 ( [16] ). The aim of this paper is to describe new qualitative features of periodic solutions of KdV. First note that in contrast to solutions on the real line, periodic solutions do not have a special profile decomposition as t → ±∞. Our main point of interest, related to the numerical experiments of Fermi, Pasta, and Ulam of particle chains, is to know how the distribution of energy among the Fourier modes evolves. A partial result in this direction says that due to the integrals provided by the KdV hierarchy, the Sobolev norms of smooth solutions stay bounded uniformly in time. In this paper we make further contributions to the study of how the Fourier coefficientŝ u n (t) = 1 0 u(t, x)e −2πinx dx of a solution u(t, x) of (1) evolve in time. Our first result aims at describing dispersion phenomena for solutions of KdV by studying * Supported in part by the Swiss National Science Foundation † Supported in part by the Swiss National Science Foundation ‡ Supported in part by NSF DMS-0901443 howû n (t) evolve for |n| large. More precisely, we want to investigate ifû n (t) admits a WKB type expansion of the form u n (t) = e iwnt a n (t) + b n (t) n + . . . ,
where e iwnt is a strongly oscillating phase factor with frequency w n and the coefficients a n (t), b n (t), . . . vary more slowly and satisfy the estimates n 2N |a n (t)| 2 < ∞ and n 2N |b n (t)| 2 < ∞.
To state our result more precisely, denote by ω n , n ≥ 1, the KdV frequencies of u(t). Let us recall how they are defined. The KdV equation can be written as a Hamiltonian PDE with phase space L 2 and Poisson bracket {F, G}(q) :
where F, G are C 1 -functionals on L 2 and ∂F denotes the L 2 -gradient of F . Then KdV takes the form ∂ t u = ∂ x ∂ u H where H is the KdV Hamiltonian
In terms of this set-up, the ω n 's are given by ω n = ∂ In H.
Here we use that H can be expressed as a real analytic function of the action variables I n , n ≥ 1, so that the partial derivatives ∂ In H are well defined -see below for more details. Alternatively, ω n can be viewed as a function of q, which by a slight abuse of terminology, we also denote by ω n . Clearly, for any n ≥ 1, ω n (u(t)) is independent of t and depends in a nonlinear fashion on u(0). It is convenient to introduce ω −n := −ω n ∀n ∈ Z ≥1 and ω 0 := 0 and to denote the KdV flow by S t , i.e., S t (u(0)) = u(t). In addition, let 
where for any n ∈ Z, ω n = ω n (u(0)) .
Theorem 1.1. For q = u(0) ∈ H N , N ∈ Z ≥0 , the error R t (q) of the approximation n∈Z e iωntq n e 2πinx of the flow S t (q) has the following properties:
(i) R t : H N → H N +1 is continuous;
(ii) for any q ∈ H N , the orbit {R t (q)| t ∈ R} is relatively compact in H N +1 ;
(iii) for any M > 0, the set of orbits {R t (q)| t ∈ R, q ∈ H N , q H N ≤ M } is bounded in H N +1 ;
(iv) if in addition N ∈ Z ≥1 , then ∂ t R t : H N → H N −1 is continuous and for any q ∈ H N , the orbit {∂ t R t (q)| t ∈ R} is relatively compact in H N −1 . Moreover for any M > 0 the set of orbits {∂ t R t (q)| t ∈ R, q ∈ H N , q H N ≤ M } is bounded in H N −1 .
Remark 1.1. Actually, one can prove that for any c ∈ R, the restrictions of R t and ∂ t R t to the affine subspace H N c = {q ∈ H N | 1 0 q(x)dx = c} are real analytic. See Remark 6.1 for a precise statement. Remark 1.2. In case u(0) is a finite gap potential, there are formulas, due to Its-Matveev [6] , for the frequencies ω n in terms of periods of an Abelian differential, defined on the spectral curve associated to u(0). These formulas can be extended to potentials in H N , N ≥ −1, -cf [16] . Alternative formulas can be found in [12] , Appendix F. Remark 1.3. Note that the frequencies ω n depend on the initial conditions in a nonlinear way. The statements of Theorem 1.1 no longer hold if the KdV frequencies ω n are replaced by their linearization at 0, i.e., by (2πn) 3 . Results on linear approximations of solutions of KdV were recently obtained by Erdogan and Tzirakis [3] , Theorem 1.2. In Appendix B, for initial data q ∈ H N with N ∈ Z ≥1 , we derive a stronger version of their result as a corollary of Theorem 1.1.
In terms of the above WKB ansatz (2), Theorem 1.1 says that with w n := ω n and a n (t) :=û n (0), the remainder term ρ n (t) := b n (t) + · · · := n · e −iωntû n (t) −û n (0) = n R t n (u(0))e −iωnt satisfies n 2N |ρ n (t)| 2 < ∞ and in case N ∈ Z ≥1 , n 2(N −2) |∂ t ρ n (t)| 2 < ∞.
As the asymptotics of the KdV frequencies are given by ω n = 8π 3 n 3 + O(n) (cf formula (98) in Section 6) estimate (5) quantifies the assertion that (ρ n (t)) n∈Z varies more slowly than (û n (t)) n∈Z .
As an immediate consequence of Theorem 1.1 we obtain uniform bounds of the H s -norms of the solutions of KdV in any fractional Sobolev space H s , s ≥ 0. Such bounds are of interest as the H s -norms for s ∈ R ≥0 \ Z ≥0 are not related to any Hamiltonian in the KdV-hierarchy. To the best of our knowledge, they have not been known so far. Corollary 1.1. For any s ∈ R ≥0 and for any M > 0 the set
is bounded in H s .
Remark 1.4.
It is shown in [2] that for any −1/2 ≤ s < 0 and for any M > 0 and ε > 0 there exists C > 0 such that for any q ∈ H s with q H s ≤ M and for any t ∈ R S t (q) H s ≤ C(1 + |t|) |s|+ε .
As a second application of Theorem 1.1 we obtain the following Corollary 1.2. For any s ∈ R ≥0 and any t ∈ R the solution map S t : H s → H s is weakly continuous, i.e. for any sequence (q j ) j≥1 in H s that converges weakly to q in H s the sequence (S t (q j )) j≥1 converges weakly to S t (q) in H s .
We note that recently such a result was proved for the NLS equation in L 2 by Oh and Sulem [23] by completely different methods. The second result of this paper concerns the approximation of KdV solutions by trigonometric polynomials. For any L ∈ Z ≥1 , denote by P L : L 2 → L 2 the L 2 -orthogonal projection of L 2 = H 0 (T, R) onto the 2L + 1 dimensional R-vector space generated by e 2πinx , |n| ≤ L.
Theorem 1.2. Let s ∈ R ≥0 be arbitrary. Then for any M > 0 and ε > 0 there exists
approximates u(t) uniformly in t ∈ R up to an error of size ε. Remark 1.5. The proof of Theorem 1.2 shows that for any |n| > L ε,M and
It means that for |n| sufficiently large, the amplitude of the n'th Fourier mode is approximately constant, uniformly on bounded sets of H s .
Remark 1.6. It follows from the proof of Theorem 1.1 that corresponding results hold for the flow of any Hamiltonian in the Poisson algebra of KdV. In particular, this is true for the flows of Hamiltonians in the KdV hierarchy.
The main ingredient of the proofs of Theorem 1.1 and Theorem 1.2 are refined asymptotics of the Birkhoff map of KdV. This map provides normal coordinates, allowing to solve KdV by quadrature. Let us recall its set-up. First note that the average of any solution u(t) ≡ u(t, x) of KdV in H s is a conserved quantity. In particular, for any c ∈ R, KdV leaves the subspaces H 
In the case s = 0, we often write L 2 c for H 0 c and p instead of p H 0 . To describe the normal coordinates of KdV, let us introduce for any α ∈ R the R-subspace h α of ℓ 2,α , given by
, and
The space h α is endowed with the standard Poisson bracket for which
for any n ≥ 1 whereas all other brackets between coordinate functions vanish. Furthermore we denote by
A detailed proof of the following result can be found in [12] -cf also [9] . (BC2) When expressed in the new coordinates, the KdV-Hamiltonian H • Φ −1 , defined on h 3/2 , is a real analytic function of the action variables I n = (z n z −n )/2, n ≥ 1 alone.
The coordinates z n , n = 0, are referred to as (complex) Birkhoff coordinates whereas Φ is called Birkhoff map. Note that in [12] the Birkhoff map is defined slightly differently by setting Φ(q) to be (x n , y n ) n≥1 where x n = (z n + z −n )/2 and y n = i(z n − z −n )/2. The fact that KdV admits globally defined Birkhoff coordinates is a very special feature of KdV. In more physical terms it says that KdV, when considered with periodic boundary conditions, is a system of infinitely many coupled oscillators.
Remark 1.7.
A result similar to the one of Theorem 1.3 holds for the defocusing NLS equation. A detailed proof can be found in [5] . Cf also [22] .
The key ingredient of the proofs of Theorem 1.1 and Theorem 1.2 is the following result on the asymptotics of the Birkhoff map, which has an interest in its own. [8] , where the phase space is endowed with the Poisson bracket introduced by Magri. As an application, a corresponding result is then derived for the modified Korteweg-de Vries equation (mKdV) on H N with N ≥ 1. Indeed, it was shown in [13] that the Miura map f → f ′ +f 2 canonically embeds the symplectic leaves of the phase space of mKdV, endowed with the Poisson bracket (3), into the phase space of KdV, endowed with the Magri bracket. (For a detailed study of the Miura map see [15] .) As a consequence, results similar to the ones of Theorem 1.1 and Theorem 1.2 can be proved for mKdV -see [26] .
Remark 1.9. We expect that similar results as the ones of Theorem 1.4 can be proved for the defocusing NLS equation. As a consequence, results similar to the ones of Theorem 1.1 and Theorem 1.2 are expected to hold for this equation.
Remark 1.10. The asymptotic estimates obtained to prove Theorem 1.4 can be used to derive a formula of the differential of the Birkhoff map Φ at q = 0 by a short calculation (cf Appendix A). In addition they can be used to get a short proof of the Fredholm property of the differential of Φ at any q ∈ H N 0 (Corollary 5.2). Related results: Recently, Kuksin and Piatnitski initiated a study of random perturbations with damping of the KdV equation [20] , [18] . More precisely they are interested, how the KdV-action variables evolve under certain perturbed equations. For this purpose they express the perturbed KdV equation in normal coordinates. Up to highest order, it is a linear differential equation if the nonlinear part Φ − Φ 0 of the Birkhoff map is 1-smoothing, i.e. if it maps H N 0 to h N +3/2 for any N ≥ 0. In their recent paper, Kuksin and Perelman [19] succeeded in showing that on a neighbourhood U of the equilibrium point q = 0, there exists a canonical, real analytic diffeomorphism Ψ :
a neighbourhood of 0 in h 1/2 providing Birkhoff coordinates for KdV so that Ψ − Ψ 0 is 1-smoothing where Ψ 0 denotes the linearization of Ψ at q = 0 and coincides with Φ 0 . They obtain the map Ψ by generalizing Eliasson's construction of a Birkhoff map near an equilibrium point of a finite dimensional integrable system to a class of integrable PDEs including the KdV equation. In order to apply Eliasson's construction, Kuksin and Perelman need coordinates for the KdV equation, provided in [7] , as a starting point. Eliasson's construction is based on Moser's path-method and, in general, cannot be extended to get global coordinates. However, for the study of random perturbations of KdV in [18] , global Birkhoff coordinates for KdV are needed. In [19] , it was conjectured that there exists a globally defined Birkhoff map Ψ so that Ψ − Ψ 0 is 1-smoothing. Note that Birkhoff maps are not uniquely determined. Theorem 1.4 confirms that this conjecture holds true and that Ψ can be chosen to be the Birkhoff map of Theorem 1.3 The paper is organized as follows. In Section 2 we review asymptotic estimates of various spectral quantities, obtained in [14] . In Section 3 and Section 4, these estimates are used to improve on asymptotic estimates of actions, angles, and Birkhoff coordinates, obtained in [12] . In Section 5 we show Theorem 1. 
or, expressed in a more convenient form,
n , valid uniformly on bounded subsets of L 2 0,C . In particular, this means that for any R > 0 there exists r > 0 so that for any q ∈ L 2 0,C with q ≤ R,
For real q, the periodic eigenvalues are real and satisfy
0,C , we can always ensure that the closed intervals
as well as
are disjoint from each other. By a slight abuse of terminology, for any n ≥ 1, we refer to the closed interval G n as the n'th gap and to γ n := λ 2n − λ 2n−1 , as the n'th gap length. We denote by τ n the middle point of G n , τ n = (λ 2n + λ 2n−1 )/2. Due to the asymptotic behaviour of the periodic eigenvalues, the G n 's admit mutually disjoint neighbourhoods U n ⊆ C with G n ⊆ U n called isolating neighbourhoods. Moreover, inside each U n , we choose a circuit Γ n around G n with counterclockwise orientation. Both U n and Γ n can be chosen to be locally independent of q. For q in a sufficiently small neighbourhood W of L 2 0 in L 2 0,C , the U n 's with n ≥ n 0 , n 0 = n 0 (q) sufficiently large, can be chosen to be discs, U n = {λ ∈ C| |λ − n 2 π 2 | < rπ 2 }, where 0 < r ≤ n 0 and n 0 , r are chosen so large that (7) holds. Such neighbourhoods will be called isolating neighbourhoods with parameters n 0 ≥ 1 and r > 0. In the course of this paper, W will be shrunk several times, but we continue to denote it by W . By ∆(λ) ≡ ∆(λ, q) we denote the discriminant of −d
where M (x, λ) is the 2 × 2 matrix whose columns (y i (x, λ), y
T , i = 1, 2, are solutions of −y ′′ + qy = λy with M (0, λ) = Id 2×2 . The function ∆(λ) is entire and ∆ 2 (λ) − 4 has a product representation (see [12] , Proposition B.10)
where
0,C , we also need to consider the operator −d 2 x + q on [0, 1] with Dirichlet or Neumann boundary conditions. The corresponding spectra are again discrete, consisting of sequences of complex numbers, bounded from below. They are referred to as Dirichlet, respectively Neumann eigenvalues. We list them lexicographically and with their algebraic multiplicities µ 1 µ 2 µ 3 . . . and η 0 η 1 η 2 . . . .
They satisfy the asymptotics
valid uniformly on bounded subsets of L 2 0,C . For real q, the Dirichlet and the Neumann eigenvalues are real and satisfy
Restricting ourselves to a sufficiently small neighbourhood W of L 2 0 in L 2 0,C , we can assure that for any q ∈ W there exist isolating neighbourhoods U n ⊂ C so that µ n , η n ∈ U n , n ≥ 1, whereas λ 0 and η 0 are not contained in any of the U n 's. Isolating neighbourhoods with this additional property can be chosen to be locally independent of q.
Finally let us recall the notion of the s-root, introduced in [12] . For a, b ∈ C, we define on C\ {(1 − t)a+ tb | 0 ≤ t ≤ 1} the s-root of (b − λ)(λ− a), determined by setting for λ ∈ C with |λ − τ | > |b − a|
where τ = (b + a)/2 and w = (b − a)/2(λ − τ ) -see figure 2, p 62 in [12] , showing a sign table. Here + √ λ denotes the principal branch of the square root on C \ (−∞, 0] characterized by,
Throughout the paper, log λ denotes the principal branch of the logarithm, defined on C \ (−∞, 0]. In particular, log 1 = 0.
Acknowledgment: It is a pleasure to thank Wilhelm Schlag for useful discussions concerning Appendix B.
Prerequisites
In this section we review the asymptotic estimates of various spectral quantities, established in [14] which are needed for the proof of Theorem 1.4. The results concern the asymptotics of the Floquet exponents (κ n ) n≥1 , the Dirichlet eigenvalues (µ n ) n≥1 , the Neumann eigenvalues (η n ) n≥0 , and the periodic eigenvalues (λ n ) n≥0 of the Schrödinger operator −d
In particular, q, e 2πikx = 1 0 q(x)e −2πikx dx denotes the k'th Fourier coefficient of q. The following asymptotics are known among experts in the field.
uniformly on bounded subsets of potentials in H N 0,C . The quantity m n is of the form
with coefficients c 2j which are independent of n and N and given by integrals of polynomials in q and its derivatives up to order 2j − 2.
Remark 2.1. The asymptotics (9) are proved in [21] and the uniform boundedness of the error in (9) is shown in [25] . A simple and self-contained proof of Theorem 2.1 can be found in [14] .
Using similar arguments as in the proof of Theorem 2.1 corresponding estimates for the periodic eigenvalues have been proved in [14] .
uniformly on bounded subsets of potentials in H N 0,C . Again, m n is the expression defined in (11).
Remark 2.2.
A proof of the asymptotic estimate (12), but not of the uniform boundedness of the error terms, can be found in [21] .
Unfortunately, the asymptotics of Theorem 2.2 do not suffice for our purposes. Actually we need estimates of γ 2 n = (λ 2n − λ 2n−1 ) 2 and τ n = (λ 2n + λ 2n−1 )/2, n ≥ 1 which are better than the ones obtained from Theorem 2.2.
Proof. The claimed estimate follows from Theorem 1.2 in [10] . In the case at hand it says that
uniformly on bounded sets of H N 0,C . Here the sequence (ρ(n)) n∈Z is given by ρ(n) := q, e 2πinx + β 1 (n) with
Note that
where ε n ∈ {+, −} is chosen such that
By (14), the first factor of the latter product is uniformly bounded on bounded sets of q's in W ∩ H 
is uniformly bounded on bounded sets of q's in W whereas by the definition of ρ(±n)
For the latter inequality we used that by [10] , Lemma 2.10,
N . It remains to estimate the second summand on the right hand side of (15) . By
where we again used [10] , Lemma 2.10.
For the sequences (τ n ) n≥1 the following asymptotic estimates are proved in [14] .
where m n is given by (11) and the error term is uniformly bounded on bounded sets of potentials in H 
where the error term is uniformly bounded on bounded sets of potentials in H Furthermore we need asymptotic estimates for the Floquet exponents, defined by
Here
and y 2 (x, λ) is the fundamental solution of −y ′′ + qy = λy satisfying y 2 (0, λ) = 0 and y
is well-defined with log denoting the principal branch of the logarithm. In fact, there exists a neighbourhood W of L 2 0 in L 2 0,C so that for q ∈ W and any n ≥ 1, κ n (q) is well-defined by (18) . The κ n 's have been introduced in [4] and studied for square integrable potentials in [24] . Note that for λ = µ n the Floquet matrix
is lower triangular. Hence y ′ 2 (1, µ n ) is one of the two Floquet multipliers of M (µ n ), the other one being y 1 (1, µ n ) which by the Wronskian identity equals 1/y ′ 2 (1, µ n ). In particular it follows that
In [14] we prove
Note that in contrast to the asymptotics of the Dirichlet eigenvalues or the Neumann eigenvalues, the size of κ n for any q ∈ H N 0 is of the order of
The case N = 0 is much simpler and has been treated in [24] , p 60. Finally we state some applications of the asymptotics of the periodic eigenvalues. For our purposes it suffies to consider potentials q in a sufficiently small neighbourhood W of L 
n where π n = nπ for any n ≥ 1. Let∆(λ) = ∂ λ ∆(λ). According to Proposition B.13 of [12] it also admits a product representation,
and the zerosλ n satisfyλ
locally uniformly for q in W . Shrinking W , if necessary, we can assume without loss of generality that for any n ≥ 1,λ n ∈ U n locally uniformly in W . The following estimate improves on the one of Propostition B.13 in [12] .
Proof. For any given n ≥ 1, write
Uniformly for λ ∈ U n ,
and by shrinking the size of the isolating neighbourhoods one obtains from Cauchy's estimate that∆
As by (20) , τ n −λ n = O(1) it then follows that
as claimed. Going through the arguments of the proof one sees that (21) holds locally uniformly on W and uniformly on bounded subsets of L 2 0 .
By Theorem D.1 in [12] there exists a sequence (ψ n ) n≥1 of entire functions,
so that 1 2π Γm
where c ∆ 2 (λ) − 4 denotes the canonical root introduced in [12] , section 6. Recall that Γ m denotes a counterclockwise oriented circuit in U m around the interval G m and τ m = (λ 2m + λ 2m−1 )/2. By Theorem D.1 in [12] , for any n ≥ 1, the zeros σ 
Taking square roots on both sides of (29), one has
Altogether we have for
uniformly in n. The integral
can be explicitly computed. In the case where λ 2m = λ 2m−1 , one gets from the definition of the s-root and Cauchy's formula that the integral equals 2π(σ m − τ m ). In the case λ 2m = λ 2m−1 ,
By the change of coordinate λ = τ m + t γm 2 we get
Therefore in both cases
Hence, by (28)
As τ m = m 2 π 2 + ℓ 
This together with (32) gives
uniformly in n. Going through the arguments of the proof one sees that (27) holds locally uniformly on W and uniformly on bounded subsets of L 
Asymptotics of actions and angles
In this section we improve on estimates of the actions and angles obtained in [12] , section 7 respectively section 8. Let us begin with asymptotics of the actions. Recall that W is a (sufficiently small) neighbourhood of L 2 0 in L 2 0,C . For q in W , the n'th action variable is defined by
where ∆(λ) is the discriminant,∆(λ) = ∂ λ ∆(λ) and Γ n is a contour around the interval G n := {tλ 2n−1 + (1 − t)λ 2n | 0 ≤ t ≤ 1} in the isolating neighbourhood U n of G n -see at the end of the introduction or section 7 of [12] for more details. First we need to derive improved estimates of the quotient I n /γ 2 n , given in [12] , Theorem 7.3. 
Moreover
is well-defined as a real analytic, non-vanishing function on W. In particular, at q = 0, we have ξ n = [12] it only remains to be shown the improved asymptotics (34). Recall the product expansions
where for λ ∈ U n , χ n (λ) = (−1)
and where the canonical root c ∆ 2 (λ) − 4 has been introduced earlier.
(For questions of signs, see section 6 in [12] .) Note that for λ ∈ U n , nπ
Furthermore, by Proposition 2.1, the rootsλ n of∆ satisfyλ n = τ n + γ 2 n n ℓ 2 n and hence, by [14] , Proposition 2.1, one has for λ ∈ U n ,   m =nλ
Combining (38) and (39) leads to the estimate
uniformly for λ ∈ U n . Introduce
Arguing as in section 7 of [12] one gets for q in W \ Z n
Substituting λ = τ n + ζγ n /2 and setting δ n = 2(λ n − τ n )/γ n yields
By Proposition 2.1, δ n is well defined on all of W , hence so is the r.h.s. of the latter identity.
Lemma M.1 in [12] and (40) then imply that
By the Taylor expansion of order 0 of χ n at λ = τ n , Cauchy's estimate, and (40) to boundχ n (λ), one gets
Altogether,
and thus
Going through the arguments of the proof one sees that the estimate (35) holds locally uniformly on W and uniformly on bounded subsets of L Combined with the asymptotics (34) we then get,
Going through the arguments of the proof one sees that (41) holds locally uniformly on W ∩ H For q ∈ W \ Z n denote, as in [12] , by θ n (q) the n'th angle variable θ n (q) = β n,n (q) + β n (q) and β n (q) = k =n β n,k (q) where
and, for k = n,
Here µ * n is the point (µ n , * ∆ 2 (µ n ) − 4) on the affine curve Σ q ,
with µ n = µ n (q) denoting the n'th Dirichlet eigenvalue of the operator −d
The integral in (42) is a straight line integral from (λ 2n−1 , 0) to µ * n in Σ q and the one in (43) is defined similarly. See section 6 in [12] for more explanations concerning the notation. Let us begin by analyzing β n,k in more detail. In Lemma 8.2 and Lemma 8.3 of [12] , it is shown that β n,k (k = n) is a well defined analytic function on W . In Theorem 8.5 of [12] , it is shown that β n = k =0 β n,k is absolutely summable on W and with the help of Lemma 8.4 in [12] one proves that the following estimate holds.
Lemma 3.1. Locally uniformly on W ,
On L 2 0 , (46) holds uniformly on bounded subsets of L 2 0 . Next let us consider β n,n in more detail. Recall that β n,n is defined on W \ Z n mod 2π and is analytic on W \ Z n mod π. Similarly as in (36), we write for λ near G n
where ζ n (λ) = (−1)
The following results improve on the asymptotic estimates of Lemma 9.2 in [12] .
(iii) The error estimates in (i) and (ii) hold locally uniformly on W and are uniformly bounded on bounded subsets of L 
uniformly for λ ∈ U n . With
Together, (49) and (50) yield
uniformly for λ ∈ U n .
(ii) Assume that γ n = 0. By the normalisation of the ψ n -function,
for the line integral from λ 2n−1 to λ 2n obtained by deforming Γ n to the interval [λ 2n−1 , λ 2n ]. By (47) one then gets for any µ ∈ U n π = λ2n λ2n−1
By a straightforward computation,
Combined with Lemma M.1 in [12] , we then obtain
This bound holds no matter if γ n = 0 or not. Recall that ζ n (λ) is analytic for λ in U n . Hence one concludes from (51) and Cauchy's estimate thaṫ ζ n (µ) = 1 n ℓ 2 n uniformly for µ ∈ U n and thus by the mean value theorem, for q ∈ W and µ ∈ G n , max λ∈Gn |ζ n (λ) − ζ n (µ)| ≤ |γ n | n ℓ uniformly for µ ∈ G n as claimed. This combined with (53) shows (ii).
(iii) Going through the arguments of the proofs of (i) and (ii) one sees that the estimates hold locally uniformly on W and uniformly on bounded subsets of L 2 0 .
Instead of describing the improved asymptotics of β n,n , we directly study the asymptotics of z ± n , defined on W \ Z n by
This is the topic of the following section.
Asymptotics of z ± n
The purpose of this section is to prove sharp asymptotic estimates of z ± n . First note that it was shown in [12] that z ± n , given by (54), analytically extend to all of W -see formula (9.4) in [12] . First we need to make some preparations. Assume that q ∈ W \ Z n . Then
If µ n = λ 2n−1 , then z ± n = γ n whereas if µ n = λ 2n , then z ± n = −γ n by the normalization of ψ n . By Lemma 9.1 in [12] , z ± n are analytic functions on W \Z n . In the case where µ n / ∈ {λ 2n , λ 2n−1 }, we choose as path of integration the interval [λ 2n−1 , µ n ] in C and obtain the following formula
where for λ in [λ 2n−1 , µ n ], * ∆(λ) 2 − 4 is defined to be the continuous function on [λ 2n−1 , λ 2n ] with sign determined by As, by assumption, µ n / ∈ {λ 2n , λ 2n−1 }, the root * ∆(λ) 2 − 4 is well-defined. In analogy with formula (47) define * (λ 2n − λ)(λ − λ 2n−1 ) :
is defined on all of W and analytic there, * (λ 2n − µ n )(µ n − λ 2n−1 ) analytically extends to W as well and
To obtain the claimed estimates for z ± n , we write z ± n as a product z
and
Arguing as in the proof of Lemma 9.1 in [12] one concludes that u ± n are analytic on W \ Z n . Together with the analyticity of z ± n on W \ Z n it then follows that v ± n are analytic on W \ Z n as well. For q ∈ W \ Z n with µ n = λ 2n−1 , one easily sees that
A straightforward computation shows that for q ∈ W \ Z n with µ n = λ 2n
We will see that both, u ± n and v ± n , continuously extend to all of W and that they admit asymptotics for n → ∞ which allow to prove the asymptotics of z ± n , claimed in Proposition 4.1. The quantities u ± n and v ± n will be studied separately. Let us begin with the u ± n 's. To this end introduce for any q in W ,
Hence for λ in U n , the principal branch of the square root + ∆ n (λ) is welldefined. Furthermore recall that in section 4, we have introduced for any n ≥ 1 and q ∈ W κ n (q) = log (−1) n y
where µ n = µ n (q) is the n'th Dirichlet eigenvalue. Here log denotes the principal branch of the logarithm. 
In particular, for any n ≥ 1, u ± n extend analytically to all of W . For q ∈ Z n ,
Remark 4.1. In Appendix A, Proposition 4.2 is used to derive the formula for the differential of the Birkhoff map at q = 0 by a short calculation.
Proof of Proposition 4.2. By the definition (65) of κ n ,
Recall that by (22),
By the definition (48) of ζ n (λ) and the definition (42) of ψ n one sees that for q real , ζ n (µ n ) > 0 and (−1) n−1 ψ n (µ n ) > 0. Hence by the definition (57) of the root * (λ 2n − λ)(λ − λ 2n−1 ) it follows that for q real
As both sides of the last identity are analytic on W it holds for any q ∈ W . Hence it is to prove that
In the case where µ n = λ 2n−1 , one obtains from (62) that the left and right hand side of (69) are equal to γ n . If µ n = λ 2n , by (63), both sides of (69) equal −γ n . It remains to verify (69) for q ∈ W \ Z n with µ n / ∈ {λ 2n , λ 2n−1 }. Without loss of generality we may assume that |µ n − λ 2n−1 | ≤ |µ n − λ 2n |. Otherwise, we exchange the role of λ 2n−1 and λ 2n and note that this will not change the value of u ± n . Denote by V n ⊆ U n a (small) open neighbourhood of (λ 2n−1 , µ n ] which does not contain λ 2n−1 nor λ 2n . There, the root
Hence f + n and g + n satisfy the same 1st order differential equation and have the same value at µ = λ 2n−1 . Hence
In particular f
and the identity (69) is proved.
Note that the right hand side of (66) is defined on all of W . By the analyticity of y j (1, λ, q) (j = 1, 2) on C × W , the analyticity of τ n , µ n , κ n on W , and the analyticity of ∆ n (λ, q) on U n × W , it then follows that the right hand side of (66) is analytic on W . Formula (67) is obtained from (69).
As an application of Proposition 4.2 and the asymptotics of section 3 and section 4 we obtain 
and the Taylor expansion of sinh z at z = 0 then yields sinh κ n = 1 2πn q, sin 2πnx + 1 n N +1 ℓ According to [14] , Corollary 7.1, ∆ n (λ) = 1 + 1 n ℓ 2 n and hence
uniformly for λ ∈ U n . Furthermore, by Corollary 2.1, for q ∈ W N ,
as claimed. Going through the arguments of the proof one sees that the estimate holds locally uniformly on W N and uniformly on bounded subsets of H It remains to analyze the asymptotics for v ± n . We need the following auxiliary result. Proof of Lemma 4.1. First, assume that q ∈ W \ Z n and
This implies that µ n = λ 2n . If µ n = λ 2n−1 then (73) and (74) hold as their left-hand sides vanish. Now assume that µ n = λ 2n−1 . By the mean value theorem
where for λ in U n
(Here we assume (without loss of generality) that U n is convex.) It follows from (76) that, with λ(t) = λ 2n−1 + t(µ n − λ 2n−1 ),
In view of (75), |λ(t) − λ 2n−1 | ≤ |λ(t) − λ 2n | for any 0 ≤ t ≤ 1 and thus
|f n (λ)|.
As |µ n − λ 2n−1 | ≤ |µ n − τ n | + |γ n |/2, the claimed estimate (73) then follows from (77). Next consider the term
To estimate the integral, let λ(t) = λ 2n−1 + t(µ n − λ 2n−1 ) to get
where we used again that by (75), |λ 2n − λ(t)| ≥ |γ n /2| for 0 ≤ t ≤ 1. In view of Lemma 3.2 (ii) and as
the claimed estimate (74) follows. The case when |µ n − λ 2n−1 | ≥ |µ n − λ 2n | is treated in a similar way. 
whereas for q ∈ Z n with µ n = τ n , v ± n = 1.
Proof of Corollary 4.2. Let q ∈ Z n with µ n = τ n . It follows from (26), (47), and (52) that for q ∈ W \ Z n ,
for any choice of the sign of the root. In particular, (80) holds for the * -root and thus
Hence without loss of generality we may assume that |µ n − λ 2n−1 | ≤ |µ n − λ 2n | for q, as otherwise we simply interchange the role of λ 2n and λ 2n−1 in (61). Moreover, we may assume that the isolating neighbourhood U n of q is also an isolating neighbourhood of p for any p in some neighbourhood W q of q. To compute the limit lim p→q, p∈Wq\Zn v
into two parts by writing 
By the same reason the integral
converges to zero as p → q for p ∈ W q with |µ n −λ 2n−1 | ≥ |λ 2n −µ n |. Altogether we thus have shown that
as claimed. Now let us consider the case where q ∈ Z n with µ n = τ n . From (79) one concludes that lim Proof of Corollary 4.3. We want to apply Lemma 4.1. First note that in view of Corollary 4.2, the estimates of Lemma 4.1 hold on all of W , not only on W \ Z n . Furthermore, by shrinking the isolating neighbourhoods we get from Lemma 3.2 and Cauchy's estimate
Using that |e x − 1| ≤ |x|e |x| , the claimed estimate then follows indeed from Lemma 4.1. Going through the arguments of the proof one sees that (81) holds locally uniformly on W and uniformly on bounded subsets of L 
By Corollary 4.1 and Corollary 4.3, it follows that for q in W N ,
Going through the arguments of the proof one sees that the estimate holds locally uniformly on W N and uniformly on bounded subsets of H N 0 . This proves Proposition 4.1.
Proof of Theorem 1.4
In this section we prove the asymptotics of the Birkhoff map claimed in Theorem 1.4 and use them to derive further properties of this map.
Proof of Theorem 1.4. For any N ∈ Z ≥0 , let W N ⊆ W ∩ H N 0,C be the neighbourhood of H N 0 given by Theorem 2.4. For any q ∈ W , Φ(q) is given by Φ(q) = (z n (q)) n =0 , where for any n ≥ 1,
By Proposition 3.1 and Lemma 3.1
whereas by Proposition 4.
Hence
A similar estimate holds for z n . Note that all the asymptotic estimates referred to hold locally uniformly on W N . As by Theorem 1.3, z ±n are analytic on W for any n ≥ 1 it follows from Theorem A.5 in [12] 
is analytic. This proves the first part of Theorem 1.4.
Going through the above arguments and using that by Proposition 3.1, Lemma 3.1, and Proposition 4.1, the estimates (84) and (85) hold uniformly on bounded sets of H N 0 , it follows that A :
. It is bounded and real analytic.
Proof. First let us verify the formula for B. Clearly, it follows from
As B is given by the composition of real analytic maps,
, it is itself real analytic. It remains to prove that for any N ∈ Z ≥0 , B : h N +1/2 → H N +1 is bounded. First note that for any N ∈ Z ≥0 , the inverse of the weighted Fourier transform Φ [12] , Theorem E.1, and, in the case N ∈ Z ≥1 , from [17] , Theorem 2.4 and Theorem 2.6. More precisely, in [17] it is shown that for any q ∈ H N with λ 0 (q) = 0 and [17] , formula (1.2), can be shown to coincide with the action variables (I n (p)) n≥1 , introduced in [12] (cf formula (7.2)). Combining these results it follows that B = −Φ
Proof of Corollary 1.3. Clearly, as d 0 Φ :
is a bounded linear map, it is also weakly continuous. First, assume that N ≥ 1 and let (q j ) j≥1 be a sequence in H 
Altogether we conclude that Φ(q j ) converges to Φ(q) weakly in h N +1/2 . For N = 0, a slightly more complicated argument is needed. Assume that the
. Then by Rellich's theorem, (q j ) j≥1 converges strongly to q in H −1 0 . As by [11] , Φ extends to a continuous (even real analytic) map Φ :
, we see that (Φ(q j )) j≥1 converges strongly to Φ(q) in h −1/2 . In particular, for any given n ≥ 1, Φ n (q j ) → Φ n (q) as j → ∞. In addition, as (q j ) j≥1 is bounded in L 2 0 we see from Theorem 1.4 that (A(q j )) j≥1 , and therefore the sequence Φ(q j ) = d 0 Φ(q j ) + A(q j ), j ≥ 1, is bounded in h 1/2 . This implies that Φ(q j ) converges weakly to Φ(q) in h 1/2 . In a same way one proves the corresponding statement for Φ −1 .
By Cauchy's estimate, Theorem 1.4 yields the following asymptotics of the differential of Φ.
Corollary 5.1. For any q ∈ W N with N ≥ 0, the differential of the Birkhoff map
satisfies the asymptotic estimate
As an immediate application of Corollary 5.1 we obtain Corollary 5.2. For any q ∈ W N with N ≥ 0,
is a compact perturbation of the (weighted) Fourier transform. In particular, it satisfies the Fredholm alternative.
Corollary 5.2 is already proved in [12] . The proof argues by approximation and uses quite complicated computations. It is based on the fact that the set of finite gap potentials is dense in H N 0 . In the set-up presented here, its proof is straightforward given the asymptotic estimates stated in section 2.
6 Proof of Theorems 1.1, 1.2, and Corollary 1.1
In this section we prove Theorem 1.1, Theorem 1.2, and Corollary 1.1. First we need to derive some auxilary results. Let N ∈ Z ≥0 and c ∈ R be given. For any q in H 
Note that 
and the KdV flow is given by
where S 
We now analyse the map Φ
|n|πz n e 2πinx .
Hence for any p ∈ H N 0 and t, c ∈ R,
where (z n (p)) n =0 = Φ(p). For the proof of item (i) of Theorem 1.1 we need to consider the KdV flow on all of H N . For any t ∈ R, introduce
Denoting by Π the projection Π :
Lemma 6.1. For any given N ∈ Z ≥0 and t ∈ R, the map
Proof. For any q, p ∈ H N , z, w ∈ h N +1/2 , and for any K > 0 one has
As the KdV frequencies are real valued functions on H
and hence
By (86),
locally uniformly on H N ×H N . Moreover, it follows from (86) and [16] , Theorem 1.9 that for any n = 0, the n'th frequency ω n : H N → R is continuous. This combined with (93) implies the statement of the lemma.
Proof of Theorem 1.1. Let N ∈ Z ≥0 . For any q ∈ H N let p = Π(q) = q −q 0 . Then by (87) and (90), with c =q 0 ,
where by a slight abuse of terminology we denote by Ω n (p)t a n (p) n =0 and A(p) = (a n (p)) n =0 . Taking into account that for any n = 0,q n =p n and ω c n (p) = ω n (q) we conclude
Statements (ii) and (iii) of Theorem 1.1 then follow from Theorem 1.4, Proposition 5.1, and the boundedness of Φ = Φ 0 + A. To prove item (i) note that by (92) and (94),
It then follows from Lemma 6.1, Theorem 1.4, and Proposition 5.1 that R t is continuous. To prove statement (iv) write for n ∈ Z arbitrary, u n (t) = e iωnt (q n +ρ n (t)), where ω 0 := 0 andρ
By the definition of R t ,R t 0 (q) = 0 implying thatρ 0 (t) vanishes identically. Moreoverρ n (0) = 0 for any n ∈ Z as R 0 (q) = 0. Clearly ∂ tûn (t) = iω nûn (t) + e iωnt ∂ tρn (t) and when substituted into the KdV equation
Recall from [12] , p 229
where λ 0 , τ n , and σ n m have been introduced either in Section 1 or Section 2. For Both asymptotic estimates hold uniformly on bounded subsets of H N . Hence formula (97) leads to the asymptotics
uniformly on bounded subsets of H N and statement (iv) follows. 
locally uniformly in a complex neighbourhood V of H N c in H N c,C and that for any n ≥ 1, ω n is real analytic on V . One then concludes that for any t ∈ R 
On the other hand, for any q ∈ H s with q H s ≤ M and for any t ∈ R,
This together with (4) and (100) implies that for any t ∈ R,
Next we prove Corollary 1.2.
Proof of Corollary 1.2. Assume that the sequence (q j ) j≥1 in H s weakly converges in H s to q ∈ H s . Let q j = p j + c j where c j := 
There are other ways of approximating the KdV flow than the one considered in Theorem 1.2. As an alternative to the projection of the solution of KdV onto the space of trigonometric polynomials of order L one could involve the orthogonal projection
. Results similar to the ones of Theorem 1.2 can be obtained for such a type of approximation.
Appendix A
In this appendix we use Proposition 4.2 to derive the formula for the differential of the Birkhoff map at q = 0 by a short calculation -see [12] for an alternative, but lengthier derivation. Recall from (82) and (83) that Lemma 8.4) , and µ n , λ 2n , λ 2n−1 all coincide and are equal to π 2 n 2 . Therefore, for λ near n 2 π 2 , λ = n 2 π 2 ,
As a consequence lim
Note that at q = 0, κ n = 0 and hence cosh κ n = 1. Furthermore
Moreover (see e.g. [12] , p 195)
and thus 2πn cosh κ n · ∂ q κ n | q=0 = sin 2nπx.
Next let us compute ∂ q (τ n − µ n ) at q = 0. Using Riesz projectors one has, for any q near 0,
where Γ n is a counterclockwise oriented contour around n 2 π 2 and
Similarly at q = 0, √ 2 cos nπx and √ 2 sin nπx are an orthonormal basis of the eigenspace of L per (q) corresponding to the periodic eigenvalue λ 2n = λ 2n−1 = n 2 π 2 . Hence
As 2 sin 2 nπx = 1 − cos 2nπx it then follows that
Combining (105)-(107) then yields
Similar computations lead to
8 Appendix B
In [3] , Erdogan and Tzirakis proved the following result on the approximation of solutions of KdV on the torus by corresponding solutions of the Airy equation
2 and s 1 < min(s + 1, 3s + 1). Consider the real valued solutions of KdV on R × T with initial data u(0) = q ∈ H s . Assume that there exist C = C( q H s ) > 0 and α(s) ≥ 0 so that for any t ∈ R,
and there exists C ′ = C ′ (s, s 1 , q H s ) > 0 so that
∀t ∈ R.
Remark 8.1. By Corollary 1.1, for any s ∈ R ≥0 , the assumption of Theorem 8.1 on u(t) H s always holds with α(s) = 0.
It turns out that in the case where s = N ∈ Z ≥1 , the above theorem can be derived from Theorem 1.1. In fact we prove a stronger version with s 1 = s + 1 and α(s) = 0. To prove Theorem 8.2 we need first to establish asymptotics for the KdV frequencies. Recall that the KdV frequencies of a potential p ∈ L 
Using that f n (λ − τ n ) is analytic on U n for any n ≥ n 0 one can bound f 
Let us now estimate sup λ∈Un |f n (λ − τ n ) − 1|. For λ ∈ U n with n ≥ n 0 ,
uniformly for λ ∈ U n . Let α n k = σ n k − τ k , and write for n ≥ n 0 (−1)
Here we have chosen n 0 larger, if necessary, to ensure that | for any k = n and n ≥ n 0 . Furthermore note that
As |τ k − λ| ≥ C|k 2 − n 2 | ≥ C|k − n||k + n| it then follows that uniformly for λ ∈ U n k≥1 log 1 − γ k /2 τ k − λ Substituting these estimates into (114) one gets (−1)
uniformly for λ ∈ U n which together with (113) leads to sup λ∈Un |f n (λ − τ n ) − 1| ≤ C 1 n 2 . Hence (111) yields the estimate
Going through the arguments of the proof one sees that f n (0) = 1 + O( We are now in a position to prove the claimed estimate (109). Proof of Lemma 8.2. The starting point is the product representation of f n (0),
In contrast to the proof of Lemma 8.1 we need to expand f n (0) to higher order. To begin we consider
As √ τ n = nπ + O( where for the latter identity we used that
We thus obtain the asymptotics (−1)
Combining (115) 
