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ABSTRACT
Weak Value Amplification (WVA) is a signal enhancement technique pro-
posed in 1988 by Aharonov, Albert, and Vaidman that has been widely
used to measure tiny changes that otherwise cannot be determined because
of technical limitations. It is based on: i) the existence of a weak interaction
which couples a property of a system (the system) with a separate degree
of freedom (the pointer), and ii) the measurement of an anomalously large
mean value of the pointer state (weak mean value), after appropriate pre
and post-selection of the state of the system.
The usefulness of weak value amplification for measuring extremely small
quantities has been demonstrated under a great variety of experimental
conditions to measure very small transverse displacements of optical beams,
beam deflections, angular shifts, temporal shifts, phase shifts, frequency
shifts, velocity measurements and temperature differences, among others.
In this thesis we make use of this concept to improve current technolo-
gies and analyse the true usefulness of this technique with respect to other
experimental alternatives. In particular, we have applied the concept to
measure femtosecond temporal delays between pulses much smaller than
their pulse width. From the theoretical model we estimate that the ulti-
mate sensitivity of this scheme will allow to measure delays of the order of
attoseconds using femtosecond laser sources.
In addition, we have developed an innovative experimental scheme that
makes use of the interference effect present in a WVA scheme to generate a
highly-sensitive tunable beam displacer that can outperform the limitations
imposed by the use of movable optical elements. From the experimental
results, we were able to perform a scan of a Gaussian beam with waist
600µm over an interval of 240µm in steps of 1µm.
Moreover, we have implemented a proof-of-concept experiment aimed
at increasing the sensitivity of Fiber Bragg Grating (FBG) temperature
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sensors. The sensors behave as frequency filters whose center is determined
by its surrounding temperature. By means of a WVA scheme we were able
to measure a polarization dependent frequency shift that is small compared
to the width of each FBG spectrum, and from that value we were able to
obtain a four-fold enhancement of the sensitivity with respect to current
schemes.
Finally, we address the question of what can offer the concept of WVA
and what can not in terms of achieving high sensitivity measurements. By
using a specific example and some basic concepts from quantum estimation
theory, we have found that while WVA cannot be used to go beyond some
fundamental sensitivity limits that arise from considering the full nature of
the quantum states, WVA can notwithstanding enhance the sensitivity of
real and specific detection schemes that are limited by many other things
apart from the quantum nature of the states involved, i.e. technical noise.
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RESUMEN
Weak Value Amplification (WVA) es una te´cnica experimental propuesta
en 1988 por Aharonov, Albert, y Vaidman que ha sido ampliamente uti-
lizada para medir pequen˜os cambios de variables f´ısicas que en principio no
podr´ıan medirse usando otras metodolog´ıas debido a limitaciones te´cnicas.
La te´cnica se basa en: i) la existencia de una interaccio´n de´bil que acopla
una propiedad de un sistema (el sistema) con otro grado de libertad (el
metro), y ii) la medicio´n de un valor promedio particularmente grande del
metro (weak mean value), despue´s de realizar una seleccio´n adecuada de los
estados inicial y final del sistema.
La utilidad de la te´cnica para la medicio´n de cantidades extremada-
mente pequen˜as ha sido demostrada en una gran variedad de condiciones
experimentales para medir, por ejemplo, desplazamientos transversales de
haces o´pticos muy pequen˜os, deflexiones en haces, corrimientos angulares,
retardos temporales, cambios de fase, cambios de frecuencia, mediciones de
velocidad y diferencias de temperaturas, entre otros.
En esta tesis, hacemos uso del concepto de Weak Value Amplification
para mejorar el desempen˜o de algunos esquemas experimentales actuales y
tambie´n para analizar la verdadera utilidad de esta te´cnica con respecto a
otras alternativas experimentales.
En particular, aplicamos el concepto para medir retardos temporales en-
tre pulsos del orden de femtosegundos mucho ma´s pequen˜os que su duracio´n
y mediante un modelo teo´rico, determinamos un l´ımite en la sensibilidad
del sistema que permite medir retardos del orden de attosegundos utilizando
pulsos del orden de femtosegundos.
Tambie´n desarrollamos un dispositivo que hace uso de la interfencia pre-
sente en los esquemas basados en WVA para generar un desplazador de haz
sintonizable que puede superar las limitaciones impuestas en resolucio´n por
el uso de elementos o´pticos mo´viles. En particular, reportamos el resul-
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tado de realizar un barrido de la posicio´n de un haz Gaussiano, con ancho
600µm, a lo largo de un intervalo de 240µm en pasos de 1µm.
Por otro lado, demostramos la viabilidad del uso del concepto de WVA
para aumentar la sensibilidad en sensores de temperatura basados en Fiber
Bragg Gratings (FBG) a trave´s de un experimento. Teniendo en cuenta de
que este tipo de sensores se comportan como filtros espectrales cuya fre-
cuencia central esta´ determinada por la temperatura a su alrededor, con
el esquema implementado, hemos podido medir medir corriemientos en fre-
cuencia que son pequen˜os en comparacio´n con el ancho del espectro de
cada FBG. En particular reportamos que el esquema implementado permite
mejorar en un factor de cuatro la sensibilidad de los esquemas de medicio´n
corrientes.
Por u´ltimo, buscamos dar respuesta a la pregunta: ¿que´ puede y que´
no puede ofrecer el concepto de WVA cuando se utiliza en mediciones de
gran precisio´n? Mediante el uso de un ejemplo espec´ıfico y algunos concep-
tos ba´sicos de la meca´nica cua´ntica, hemos encontrado que los esquemas
basados en WVA no son de utilidad para superar l´ımites fundamentales que
surgen al considerar la naturaleza cua´ntica de la luz. Sin embargo, hemos
encontado que el concepto de WVA puede ser de gran utilidad para mejorar
la sensibilidad de esquemas experimentales espec´ıficos en donde la sensi-
bilidad puede estar limitada por otros factores diferentes a la naturaleza
cua´ntica de la luz, como por ejemplo el ruido te´cnico.
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CHAPTER
ONE
INTRODUCTION
“ Caminante, no hay camino, se hace camino al andar. ”
Antonio Machado, 1939
The progress of scientific research, and the successful development and
production of new products and technology, is intimately linked to the con-
tinuous improvement in our ability to measure physical quantities of interest
with increasing sensitivity. Physical theories are tested with even greater
precision, opening doors for new knowledge, and new measuring apparatus
with better resolution are engineered.
Experimental science is always looking for the limits to what it can
be measured. Sometimes the limits are fundamental. For instance, it is
well known that when using photons embedded in a single-mode coherent
quantum state, an unknown phase ϕ can be determined with an accuracy√〈(∆ϕ)2〉 that goes as √〈(∆ϕ)2〉 ∼ 1/√N [1]. However, when using en-
tangled NOON states, the accuracy goes as ∼ 1/N . In both cases, it is the
statistical nature of the light beams used that determine the ultimate limit
to the sensitivity achievable.
In other occasions, the limits might be due to particular characteristics
of the detection system, that effectively limit the sensitivity of the measure-
ment beyond what any more fundamental limit can restrict. For instance, it
might happen that the noise added in the detection stage (technical noise)
makes impossible to distinguish two close values of the physical quantity of
1
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interest. In this case one can look for methods to circumvent the technical
limitation.
In order to pursue this approach, one needs to address what is a measure-
ment and how it works. Using Quantum Mechanics language, a measure-
ment can be thought as a process that involves the interaction between two
physical subsystems: “the meter” or device where we will read the what
is the state of the system, and “the system” to be measured. When the
two subsystems interact, a correlation between the meter and the system is
generated so that the meter changes according to what is the state of the
system. An ideal measurement is characterized by a strong interaction, so
that the meter can clearly differentiate between the possible states of the
system.
As a result of this, the regime of weak interaction may seem disadvanta-
geous for a measurement, since it is expected to produce an uncertainty in
the measurement larger than the difference between readings of the meter
for different states of the system. However, in 1988 Aharonov, Albert, and
Vaidman [2] showed that when the initial and final states of the system to
be measured are selected to be nearly orthogonal, the mean value of the
reading of the measuring device (weak value) can take a large value beyond
the meter’s spectrum of eigenvalues. The effect, generally termed Weak
Value Amplification (WVA), generates a mean value that can lay outside
the range of small displacements of the pointer of the meter caused by each
one of the possible states of the system. Unfortunately, this is also accompa-
nied by a severe depletion of the intensity of the signal detected, due to the
quasi-orthogonality of the input and final states of the system. Therefore
the applicability of this effect is limited by the sensitivity of the detection
stage [3].
Shortly after its introduction, it was recognized that WVA can provide
a way to enhance the sensitivity of certain measurements [2]. The key idea
is as follows: the value of a variable of interest is extremely small, and a
particular measurement scheme produces a correspondingly tiny effect on
the meter, so small that cannot be detected. However, in aWVA scheme, the
mean value of the reading of the meter can be engineered to be surprisingly
large, making possible its detection. In this way extremely small values of
a long ensemble of physical quantities have been measured along the years.
Although the concept of WVA originates from research on quantum the-
ory, the phenomenon of weak value amplification can be readily understood
in terms of constructive and destructive interference between waves [4]. In-
deed, most of the experimental implementations of the concept, since its
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first experimental demonstration in 1991 [5], belong to the last type. The
usefulness of weak value amplification for measuring extremely small quanti-
ties has been demonstrated under a great variety of experimental conditions
in numerous scenarios.
In spite of this, there is still an on-going debate about its true nature and
whether is really needed for achieving high sensitivity measurements. This
debate continues up to the present day. On the one hand, some authors
claim that from a fundamental perspective, the use of weak value amplifica-
tion is not optimum and cannot overcome certain fundamental limits. On
the other hand, other authors claim that the use of WVA has been demon-
strate to be advantageous in many experiments, showing real unprecedented
improvements in sensitivity. We address this issue in Chapter 7 of this the-
sis, trying to reconcile both visions.
This is the scientific area of my PhD Thesis research work, carried out
as a result of a collaboration between ICFO - Institute of Photonic Sci-
ences, from Universitat Polite`cnica de Catalunya (Barcelona, Spain) and
Universidad de los Andes (Bogota´, Colombia).
Three are the main goals of this thesis:
• To apply the concept of weak value amplification to certain experimen-
tal scenarios for detecting tiny changes of certain physical quantities
of interest. More specifically, we want to measure extremely small
temporal delays between two pulses much longer that the delay to be
measured, and explore how far we can go in this direction. (Chapter
4).
• To design and implement new devices based on the concept of weak
value amplification. We demonstrate a compact and tunable beam
displacer that does not make use of beam deflection (Chapter 5), and
a temperature sensor with enhanced sensitivity based on fiber Bragg
gratings technology (Chapter 6).
• To analyze from a fundamental point of view the concept of weak
value amplification, to know what it can be done and what it cannot
be done. The aim is to reconcile different visions of the technique,
and understanding their rationale.
Let us be more specific. In Chapter 2, we introduce and explain the
concept of weak value amplification (WVA). This is also addressed in Ap-
pendix A. Analyzing the notion of a measurement from a quantum mechan-
ics perspective, we present to the reader the concepts of strong and weak
3
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measurements and the relationship of the latter with the concept of weak
value amplification. For clarity’s sake, we make use of the first demonstra-
tion of the concept as example. Moreover, for the purpose of illustrating
its usefulness, we provide examples of experiments used to measure very
small quantities ranging from femtosecond time delays, nanoradian beam
deflections, phase shifts of the order ≈ 10−3, and beam deflections with
sensitivities of the order of angstroms, among others.
In Chapter 3 we present the connection of WVA with the observation of
spectral interference in a Michelson interferometer, regardless of the rela-
tionship between the temporal path difference introduced between the arms
of the interferometer and the spectral width of the light source. The results
obtained show that the concept of weak value amplification, originally born
in the realm of quantum optics, can be applied indeed to any system that
shows interference, such as the case of classical optics. So here WVA is a tool
to reveal interference in an scenario where without WVA such interference
effect is not observable.
Chapter 4 presents the results of an experimental scheme devised to
measure small temporal delays between pulses much smaller than their pulse
width. In particular, we reported the measurement of delays of tens of fs
using a laser pulse hundreds of femtosecond long. Since this is a proof-
of-concept experiment done with the technology available to us at that
moment, we also estimate theoretically the ultimate sensitivity that can be
achieved with the scheme demonstrated. The result is that delays of the
order of attoseconds using femtosecond laser sources can be measured with
present day technology. Also as a product of our experiment, we analyze and
perform experiments of weak value amplification in all possible scenarios,
both in the low and high signal regimes. Notice that the usual use of WVA
is in the low-signal regime where the signal measured is severely depleted.
Chapter 5 present an innovative experimental scheme that makes use of
the interference effect present in a WVA scheme to build a highly-sensitive
tunable beam displacer that does not use beam deflection to displace the
beam. In this way we can overcome certain limitations inherent to the use of
optical elements to deflect the beam. The experimental results demonstrate
that we are able to shift a Gaussian beam with beam waist 600µm over an
interval of 240µm in steps of 1µm.
Chapter 6 presents a proof-of-principle experiment aimed at increasing
the sensitivity of Fiber Bragg Grating (FBG) temperature sensors. The sen-
sors behave as frequency filters whose center is determined by its surround-
ing temperature. By means of a WVA scheme we were able to measure a
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temperature-dependent frequency shift that is small compared to the width
of each FBG spectrum. The technique requires only linear optics elements
for its implementation and provides a fourfold increase in sensitivity over
the same FBG system interrogated using standard methods.
Finally, in Chapter 7, we aim at clarifying the puzzle of what the con-
cept of WVA can offer and what cannot when the goal is to increase the
sensitivity of measurements. By using a specific example and some basic
concepts from quantum estimation theory, we find that while WVA cannot
be used to go beyond some fundamental sensitivity limits that arise from
considering the full nature of the quantum states, WVA can notwithstand-
ing enhance the sensitivity of real and specific detection schemes that are
limited by many other things apart from the quantum nature of the states
involved, i.e. technical noise.
So let us begin by introducing and explaining in detail the concept of
weak value amplification, the key concept at the core of this research work.
5
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CHAPTER
TWO
WHAT IS WEAK VALUE AMPLIFICATION?
“ The difficulty lies not so much in developing new ideas as inescaping from old ones. ”
John Maynard Keynes, 1936
Weak Value Amplification (WVA) is a technique used in metrology that
offers the possibility to measure tiny changes of a variable of interest when
specific technical considerations pose a limit to the sensitivity that can be
achieved otherwise. Moreover, most of the times is straightforward to im-
plement experimentally. It makes use of the weak coupling existing between
a property of a system (the system) and a separate degree of freedom (the
meter). After appropriate pre- and post-selection of the state of the system,
one can measure an anomalously large mean value of the state of the meter
(weak value).
At first glance, a measurement based on the weak coupling between two
systems or two degrees of freedom can be thought as seemingly disadvan-
tageous, since it is expected to produce an uncertainty in the measurement
larger than the values that should be differentiated. However, when ap-
propriate initial and final states of the system to be measured are selected,
for instance by choosing them to be nearly orthogonal, the mean value of
the reading of the measuring system can yield an unexpectedly large value.
This phenomena is generally termed as weak value amplification and has
proven to be the very useful to measure extremely small quantities under a
great variety of experimental conditions.
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What is Weak Value Amplification?
In this chapter, we introduce the reader to the concept of weak value
amplification measurement using the general context of a quantum mea-
surement. For the sake of clarity, we make use of a specific case: an optical
analog of the widely known Stern-Gerlach experiment. In Section 2.1, we
present the concepts of strong and weak measurements and in Section 2.2 we
introduce the main ideas of weak value amplification (WVA) by reviewing
the first experimental demonstration of this effect, carried out in 1991 [5].
Moreover, we introduce a more general scheme that goes beyond the weak
regime, even though is still based on the main concepts that define weak
value amplification. This high signal regime allows to overcome some of
the limitations inherent to working in the weak regime., i.e., high losses.
Notwithstanding, the weak values obtained might not be so anomalously
large as in the weak scenario. Finally, in Section 2.3 we discuss briefly some
relevant experiments that makes use of real and imaginary weak values.
Since the idea of WVA is the core concept of this thesis, we refer the
interested reader to Appendix A for a more detailed presentation of the
mathematical formalism behind the concepts of weak measurements and
weak values.
2.1 Introduction to the concepts of weak
measurements and weak values
In general terms, a measurement is a process that makes use of a measuring
apparatus that assign a number to a property of an object. The measuring
device has a needle or pointer that moves over a scale composed of a dis-
crete set of equally spaced marks by an amount that is directly related to
the magnitude of the object’s property. The measurement requires that the
property of the object is coupled to a certain property of the measuring ap-
paratus. As an example consider a galvanometer, a device used to measure
the electric current flowing in a circuit. It is composed of a compass that
responds to the strength of a nearby magnetic field. When the galvanometer
is connected to the circuit, the deflection of the needle (measuring appara-
tus) is proportional to the magnitude of the electric current flowing through
it (object’s property).
In the context of Quantum Mechanics, a measurement turns out to be a
more subtle process. On the one hand, it still involves the interaction of two
physical objects: “the meter” and “the system” to be measured. When the
two subsystems interact, a correlation between the meter and the system
8
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measurements and weak values
is generated so that a property of the meter changes by an amount related
to some observable of the system. On the other hand, the act of measuring
disturbs the quantum state of “the system”, hence there is no information
gain without disturbing its state.
In a measurement, the state of the object is represented mathemati-
cally by a quantum state |Ψ〉, and the observable, what we want to know, is
described by an operator Aˆ with corresponding eigenvalues an and eigenvec-
tors |an〉. According to Quantum Mechanics [6], from an ideal measurement
we expect that: (i) the possible outcomes of the measurement of the ob-
servable A can be only the eigenvalues of the operator Aˆ; (ii) if the system
to be measured is in the state |Ψ〉, the probability of obtaining the par-
ticular eigenvalue ai is given by |〈ai|Ψ〉|2, where the quantity 〈ai|Ψ〉 is in
general complex and is known as the probability amplitude; (iii) after a
measurement with result ai, the system is left in the state |ai〉.
Let us consider the situation where we want to determine the state of
polarization of a Gaussian beam. The beam can be in any of the two or-
thogonal linear polarizations, that we refer as horizontal or vertical. To
perform the measurement, we make use of an uniaxial birefringent crystal
that couples the position of the beam in the transverse plane (the meter)
with its polarization (the system). In an uniaxial crystal, the optics axis
corresponds to a direction of propagation inside the crystal where the two
orthogonal polarizations see the same index of refraction. For all other an-
gles, if the beam’s polarization vector is in the plane formed by the direction
of propagation of the beam and the optics axis (principal plane), the crystal
behaves as a material with (extraordinary) index of refraction ne, whereas
if the polarization vector is perpendicular to the principal plane, the light
sees a material with index of refraction no.
The crystal is prepared in a configuration where a horizontally polarized
input beam propagates along the crystal without any change in its direction
while a vertically polarized beam is transformed in an output beam that is,
due to refraction, displaced spatially with respect to the input beam by
a distance that depends on the crystal’s length. Figures 2.1(a) and 2.1(b)
show the output beam position for an input beam horizontally and vertically
polarized, respectively. Fig. 2.1(c) shows the output beam that would be
observed for an input beam with a different polarization from 0◦ and 90◦.
In this latter case, the input beam is split inside the crystal into two linearly
polarized components that propagate in different directions. After a second
refraction in the crystal-air interface, the two output beams are spatially
separated and propagate in the same direction as the input beam, but one
9
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(a)
(b)
(c)
Figure 2.1: (a) Position of the output beam for an input beam with hor-
izontal polarization (90◦). For this polarization state, the output beam is
centered in the mark −1. (b) Output position for an input beam vertically
polarized (0◦). In this case, the output beam is centered in the +1 mark.
(c) Expected output beam for an input beam with polarization between 0◦
and 90◦. The mean value of the intensity distribution lies within the interval
[−1,+1]. In all cases the meter’s reading is indicated by a vertical arrow.
spatially displaced respect to the other.
To determine the state of polarization of the input beam, the centroid
of the intensity distribution at the output face of the crystal is measured.
The centroid (average value) of the intensity distribution lies in a position
within the interval [−1,+1] that is directly related to the angle of the input
beam plane of polarization. When the input beam is polarized horizontally,
the centroid lies in the −1 mark; for a vertically polarized beam it lies in
the +1 mark. For a diagonally polarized beam (45◦) the meter points to
the central position marked with 0.
Regarding the quantum-mechanics mathematical description of the mea-
surement, the birefringent crystal performs the operation Pˆ |Ψ〉, where the
polarization operator Pˆ is characterized by the set of eigenvalues {−1,+1},
the set of eigenvectors {|H〉 , |V 〉}, and is defined by Pˆ = |V 〉 〈V |− |H〉 〈H|.
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measurements and weak values
Polarizer
(a)
Birefringent
crystal
Polarizer
(b)
Figure 2.2: (a) Strong measurement. (b) Weak measurement. In general,
the strength of the coupling between the input beam polarization and the
transverse position of the beam after leaving the crystal is quantified by the
separation ∆, and it depends on the amount of birefringence of the crystal
and the crystal’s length.
Since the input beam state of polarization can be decomposed as |Ψ〉 =
cos θ |V 〉 + sin θ |H〉, the system is left in the state Pˆ |Ψ〉 = cos θ |V 〉 −
sin θ |H〉 after the measurement. To determine the input beam state of po-
larization, we measure the mean value of Pˆ , 〈Pˆ 〉 = cos 2θ, that relates the
centroid (mean value) of the intensity distribution after leaving the crystal
with the angle θ that defines the input plane of polarization. Hence, for a
beam initially horizontally polarized, 〈Pˆ 〉 = −1 and θ = 90◦. Similarly, for
a beam vertically polarized 〈Pˆ 〉 = +1 and θ = 0◦. Furthermore, if the beam
is diagonally polarized, 〈Pˆ 〉 = 0 which corresponds to θ = 45◦.
When considering single photons, the measurement described above is
consistent with the definition of an ideal measurement according to Quan-
tum Mechanics [6, 7] only when the meter’s uncertainty, characterized by
the input beam waist σ is smaller than the spatial separation between the
possible outcomes ∆ (i.e. the distance between −1 and +1 marks). In
this regime, known as strong measurement, the result is that: (i) the spa-
tial probability distribution observed after the crystal is composed of sharp
peaks centered only on the possible outcomes of the experiment, in this case
{−1,+1}; (ii) the intensity of the peaks observed provide information about
the amount of each polarization component present in the input beam; (iii)
immediately after the measurement, the beam state of polarization collapses
11
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to the state corresponding to the measured value of the observable.
In the opposite regime, termed weak measurement, the short crystal pro-
duces a weak coupling that spatially separates very slightly input photons
into two parallel streams with orthogonal polarizations, hence, at the output
we observe a single spatial distribution of photons centered approximately
in the 0 position. Since ∆ is very small compared to the meter spread σ,
the meter’s position provides no information about the input state of po-
larization on a single shot measurement. For this reason, the weak regime
was considered as a non-measurement and for decades there was no active
research on the topic [8].
Figure 2.2 shows a schematic representation of strong and weak measure-
ments of the state of polarization of an input Gaussian beam (or photons
in a spatial Gaussian distribution) using a birefringent crystal. In the case
shown in Fig. 2.2(a), a strong coupling between the input beam polarization
and its transverse position is generated using a long crystal that produces
at the output two well defined peaks centered in the positions −1 and +1,
when the input beam is diagonally polarized (45◦). On the contrary, the use
of a short crystal in Fig. 2.2(b) performs a weak measurement that provides
a short separation between orthogonal input polarizations. Notice that in
both cases the centroid (mean value) of the intensity distribution at the
output lies in between the marks −1 and +1. However, since the length
of the interval ∆ is determined by the crystal’s length, a long crystal im-
plements a strong measurement, characterized by σ ≪ ∆, whereas a short
crystal implements a weak measurement where the condition σ ≫ ∆ holds.
2.2 Weak Value Amplification (WVA)
In principle, in the case described in the previous section, the use of a weak
measurement scenario for obtaining information about the input state of
polarization may seem disadvantageous with respect to choosing a strong
measurement, since for a given energy (or number of photons) the uncer-
tainty of the measurement is larger in the weak measurement case. However,
in 1988 Yakir Aharonov, Lev Vaidman and David Albert [2, 4] came up with
a novel idea that allows to make use of weak measurements to resolve tiny
meter shifts. The key element was the inclusion of a post-selection stage
where the final state of the system is deliberately chosen to be as different
as possible to the initial state. As a result, the post-selection introduces an
interference effect that produces an enhancement of the lateral displacement
even with a weak interaction. A clear and useful explanation of how and
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Birefringent
crystal
Polarizer
(a)
Birefringent
crystal
Polarizer
(b)
Figure 2.3: (a) Weak measurement. The meter’s centroid position is indi-
cated by an arrow. (b) Weak Value Amplification scheme. The pre- and
post-selection polarizers are set to α = +45◦ and β ≈ −45◦, respectively.
Notice that due to the use of the WVA effect, the meter’s centroid position
lies outside the interval [−1,+1]. In both plots the dotted line corresponds
to the input beam spatial profile and the vertical arrow indicates the meter’s
reading.
why WVA works can be found in [4].
The new scheme, named weak value amplification (WVA), receives its
name from the fact that the meter’s centroid position is shifted by a quantity
defined as the weak value of the observable to be measured that can be
so large that it may lie outside the range of the possible outcomes of the
measurement in the strong measurement scenario. Fig. 2.3 depicts two
weak measurements. In Fig. 2.3(a) the output state of the system is not
post-selected, while in Fig. 2.3(b) the output state is post-selected using
a polarizer. Retaking the polarization measurement example used above,
this means that after performing a suitable polarization post-selection, the
output beam centroid may lie outside the interval [−1,+1] as shown in
Fig. 2.3(b). This surprising effect occurs when the post-selection state is set
to be as different as possible to the initial state of the system. However, the
price to pay for this enhancement effect is a reduction in the signal intensity
at the output since both states are chosen to be almost orthogonal.
Mathematically, the weak value of an observable Aˆ is defined by
Aw =
〈Ψf | Aˆ |Ψi〉
〈Ψf |Ψi〉 , (2.1)
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where |Ψi〉 and |Ψf〉 correspond to the pre-selected and post-selected states,
respectively. Surprisingly, when the post-selection state is set to be almost
orthogonal to the initial state of the system, that is when 〈Ψf |Ψi〉 ≈ 0, the
weak value Aw can be very large while the intensity of the output signal
is severely depleted. In general, the weak value of Aˆ is a complex number.
Depending on the selection of the initial and final states of the system,
the weak value may become either real or imaginary. In fact, the nature of
this value determines in which domain appears the weak value amplification
effect. For a real value, the effect is observed in the same domain as the
polarization dependent shift. Conversely, for an imaginary weak value, the
amplification appears in the conjugate domain.
To illustrate in further detail this, consider a situation where we want to
measure a temporal delay between two light pulses that is small compared
to the pulse duration of each pulse. To determine the delay magnitude we
can perform a measurement either in the time or the frequency domain. As
it will be shown in Chapter 4, in order to generate an imaginary weak value
the system is initially prepared in a state of left-handed circular polarization
given by |L〉 = (|H〉−i |V 〉)/√2. After the weak measurement, the system is
post-selected in a state of the form (|H〉+exp iΓ |V 〉)/√2, that can become
close to orthogonal to the pre-selection state by choosing an appropriate
value of the parameter Γ.
Another example is the use of a real weak value to determine the mag-
nitude of a very small frequency shift between two overlapping spectra by
measuring the weak value amplification effect that is observed as a shift in
the central frequency of the output spectrum. This scenario is further dis-
cussed in Chapter 6, where we make use of a real weak value to enhance the
sensitivity of temperature measurements performed by Fiber Bragg Grat-
ings (FBG). The gratings, behave as frequency filters whose center is deter-
mined by its surrounding temperature. In this case, we aim to measure a
polarization dependent frequency shift that is small compared to each FBG
spectrum. Since the weak measurement and the detection are both per-
formed in the frequency domain, we make use of a real weak value, generated
using linear polarization states, that produces a weak value amplification
effect that is observed in the same domain as the weak measurement.
Even from its origin, the concept of WVA has been very controver-
sial [9, 10]. However, two years after Aharonov’s et al. WVA paper, a
first experimental demonstration of the measurement of a weak value was
carried out by Ritchie and collaborators [5] that confirmed its validity. In
their implementation, a birefringent crystal was used to perform the weak
14
2.2 Weak Value Amplification (WVA)
-55 -50 -45 -40 -35
-50
-25
0
25
50
(a)
Post-selection angle [deg]
-55 -50 -45 -40 -35
10
20
30
40
50
(b)
Figure 2.4: (a) Amplification factor as a function of the post-selection angle
β. (b) Insertion loss as a function of the post-selection angle β. φ = 0◦:
blue solid line; φ = 1.15◦ green dashed line. The dot in both plots indicate
the amplification factor A ≈ 21 and the insertion L ≈ 32 dB reported by
Ritchie and collaborators.
measurement shown in Fig. 2.3(a) and two polarizers were located before
and after the weak measurement to pre-select and post-select the input and
output states of polarization.
In the experiment, schematically represented in Fig. 2.3(b), a X-cut
331µm thick crystalline quartz plate was used to generate the polarization
dependent beam displacement. The crystal was configured to generate a
beam displacement of ∆ = 0.64µm while the input beam waist was set to
σ = 55µm in order to fulfill the weak measurement condition σ ≫ ∆.
To generate the desired weak value amplification effect, the pre-selection
and post-selection polarizers were set to be nearly orthogonal so that the
first polarizer was set to α = π/4 and the second polarizer to β = α+π/2+ǫ,
where ǫ = 2.2 × 10−2 corresponds to a difference of only 1.26◦. For this
particular selection of pre- and post-selection polarization states, the weak
value turns out to be real. Taking into account that the weak measure-
ment couples polarization and position, the meter shift is observed in the
position domain. From the experimental results is obtained that the output
beam centroid is shifted by Aw = 11.9µm, a displacement approximately 20
times larger than the initial displacement ∆ at the expense of a significant
reduction in the output beam intensity of three orders of magnitude.
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Since the weak value amplification process is always accompanied by
losses of the detected signal, there is a trade-off between the amplification
factor and the amount of losses that can be tolerated to keep a good signal-
to-noise ratio. Fig. 2.4(a) shows the theoretical amplification factor, defined
as the ratio between the meter’s centroid shift and the polarization depen-
dent displacement ∆, and Fig. 2.4(b) the corresponding insertion loss L, ac-
cording to Ritchie’s experimental values, as a function of the post-selection
angle β for a pre-selection angle α = π/4. The insertion loss defined as
−10 log[Pout/Pin], where Pin (Pout) corresponds to the input beam (output)
power.
It is important to notice that the amplification factor strongly depends
on the relative phase (φ) that may appear between the two components
orthogonally polarized and on the strength of the weak interaction pro-
portional to the ratio ∆/σ. As a reference, the solid and dotted lines in
Fig. 2.4 illustrate the cases φ = 0◦ (solid line) and φ = 1.15◦ (dashed line),
respectively. From the plot is clear the need to match the phase between
the two different polarizations; in Rithchie’s experiment this phase is set to
φ = 5 × 2π by rotating the crystal 30◦ along its optical axis. Notice that
Fig. 2.4(a) predicts a maximum amplification factor of ≈ 45 that could not
be reached in the experiment due to technical limitations. However, the
enhancement given by the weak value amplification scheme made the initial
displacement ∆ = 0.64µm measurable despite the limited resolution on the
detection stage given by the separation between detector steps of 1.4µm.
Measurements in the high-signal regime
While the WVA scheme has proven to be successful in the low-signal regime,
where the retrieval of information comes with a severe loss penalty, there
are still situations where is not possible to enhance the signal to-noise ratio
of the measurement for example by increasing the intensity of the input
signal. Moreover, since the measured value of the weak value is the result
of an interference phenomenon, the weak interference might be noticeable
even in a regime of small losses, where the specific value of weak mean
value might not convey any relevant information about the system or the
measuring device.
Hence, it is possible to obtain relevant information about the weak in-
teraction in a high-signal regime where the signal is not depleted, and the
specific result of the weak value does not convey any relevant information.
In this scenario the information about the weak interaction is not present
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Figure 2.5: Fractional loss ∆P/Pin as a function of the spatial shift ∆.
α = β = 45◦ and σ = 10µm. Blue solid line: φ = 0◦; Green dashed line:
φ = 0.1◦; Red dotted line: φ = 0.2◦; Black dot-dashed line: φ = 0.3◦.
in the meter’s centroid position but in its intensity. In order to retrieve the
information about the value of ∆ we can measure the fractional loss defined
as ∆P/Pin, where ∆P = Pout − Pin [11].
As an example, Fig. 2.5 shows the value of the fractional loss, ∆P/Pin, as
a function of the spatial shift ∆ for α = β = 45◦ and φ = 0◦, 0.1◦, 0.2◦, 0.3◦.
In all cases, since the pre-selection and post-selection states are chosen to be
equal, the total losses of the system are below 3 dB, which is significantly less
than the loss found in the usual regime of weak amplification, where losses
can easily reach tens of dB for large values of the weak value amplification.
Moreover, in all cases shown in Fig. 2.5, the meter’s centroid lie in the 0
mark and the usual WVA scheme does not provide any relevant information.
The maximum sensitivity of the scheme proposed is obtained for parallel
pre-selection and post-selection states and φ = 0◦. By choosing other values
for these angles, one can decrease the fractional loss, making its detection
easier. However, this would decrease the sensitivity, making the distinction
between different spatial shifts ∆ more difficult. Note that here we are
assuming that there are not other sources of polarization-dependent losses.
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2.3 Applications
After Ritchie’s demonstration, it was soon suggested that the concept of
WVA may find application in metrology. In fact, the experiment not only
validated the concept but it also demonstrated that a large weak value
can be used to enable the sensitive estimation of extremely small quanti-
ties characterized by small polarization dependent shifts. Afterwards, these
ideas were extended to measure other physical quantities by making a suit-
able selection of the physical nature of the meter and the system, and its
coupling. Table 2.1 provides a brief summary of different physical quantities
where tiny changes have been measured by making use of a WVA scheme.
The table shows the physical observable measured and its magnitude.
Even though the concept of weak measurements originates from research
on quantum theory, the phenomenon of weak value amplification can be
readily understood in terms of constructive and destructive interference be-
tween probability amplitudes in a quantum mechanics context [4], or in
terms of interference of classical waves [11, 19]. Indeed, most of the experi-
mental implementations of the concept belong to the last type. The useful-
ness of weak value amplification for measuring extremely small quantities
has been demonstrated under a great variety of experimental conditions to
measure very small transverse displacements of optical beams [5, 3], beam
deflection [12, 13, 14, 19, 20, 21, 22, 23, 24, 25, 26], angular shifts [27],
temporal shifts [28, 29, 30], phase shifts [15, 31, 32], frequency shifts [16],
velocity measurements [17] and temperature differences [18, 33].
What is next?
Weak Value Amplification (WVA) is a concept that has been used under
a great variety of experimental conditions to measure tiny changes of a
variable of interest. We have presented in this Chapter what it is and have
shown a list of experiments that use the concept. In the following chapters
we will present the result of various experiments performed during this PhD
Thesis aimed at applying the concept of WVA discussed here. The goal is
to offer new ways that can improve current technologies when measuring
tiny changes of physical quantities of interest. We will apply this concept
to measuring small time delays, we will build a new type of beam displacer
with no moving parts, and enhance the sensitivity of temperature sensors
based on Fiber Bragg Gratings.
In addition to all these particular experiments carried out during the
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Observable Results
Beam displacement Measure the Spin Hall Effect of Light (SHEL) in
an air-glass interface. An enhancement of the orig-
inal displacement by four orders of magnitude, corre-
sponding to a sensitivity of ≈ 1A˚ is reported [3].
Beam displacement Report a method for determining the the number of
graphene layers on a sample by measuring beam dis-
placements due to SHEL.[12].
Mirror angular deflection By using a WVA scheme in conjunction with a lock-
in amplifier an angular deflection of a mirror of
400 ± 200 frad was measured. The angular deflec-
tion is generated using a piezo actuator with a linear
travel of 14± 7 fm [13].
Optical activity Reported the measurement of circular birefringence of
∆n ≈ 1×10−9 with a relative error of less than 1% by
measuring beam deflections of ∆θ ≈ 1×10−9 rad [14].
Phase shifts Reported measurements of phase shifts of the order of
≈ 10−3 with a precision of ≈ 10−4. The experimental
results compares favorably with respect to other tech-
niques that make use of N00N and squeezed states of
light [15].
Frequency shifts Using an optical deflection experiment based on a
Sagnac interferometer they were able to measure a
change in optical frequency of 129± 7 kHz/√Hz [16].
Speed By using non-Fourier limited pulses and a WVA
scheme, velocity as small as 400 fm/s where reported
by measuring the induced time shift of the non-
Fourier limited pulses [17].
Temperature Temperature measurements with 0.2mK sensitivity
over a range of 20mK by sensing nanoradian devia-
tions of a laser beam [18].
Table 2.1: Examples of experiments that make use of the concept of WVA
scheme to measure extremely small changes of variables of interest.
PhD Thesis, we are also interested in analyzing and evaluating the true
usefulness of WVA. Therefore we will join the on-going debate about its
nature in order to determine its true usefulness for achieving high sensitivity
measurements with respect to other experimental techniques.
More specifically, Chapter 2 presents the connection of WVA to the
observation of spectral interference in a Michelson interferometer, regardless
of the relationship between the temporal path difference introduced between
the arms of the interferometer and the spectral width of the light source.
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Chapter 3 shows the results of an experimental scheme to measure small
temporal delays between pulses much smaller than the pulse width. Chapter
4 presents an experimental scheme that allows to generate a highly-sensitive
tunable beam displacer that can outperform the limitations imposed by the
use of movable optical elements. Chapter 5 presents an experiment aimed at
increasing the sensitivity of Fiber Bragg Grating (FBG) sensors. Chapter
6 addresses the question of whether or not the use of the WVA improves
the sensitivity of certain detection schemes. By making use of some basic
concepts from quantum estimation theory, it is shown that WVA might be
useful for detection schemes that are limited by technical noise.
Main publication by the author related to the contents
of this
J. P. Torres, G. Puentes, N. Hermosa, and L. J. Salazar-Serrano, “Weak
interference in the high-signal regime”, Optics Express 20, 18869 (2012).
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CHAPTER
THREE
OBSERVING SPECTRAL INTERFERENCE IN
A MICHELSON INTERFEROMETER FOR ALL
DELAYS
“ The important thing is not to stop questioning. Curiosityhas its own reason for existing. One cannot help but be in
awe when he contemplates the mysteries of eternity, of life,
of the marvelous structure of reality. ”
Albert Einstein, 1955
Interference is a fundamental concept in any theory based on waves,
such as classical electromagnetism or quantum theory. The specific exper-
imental arrangement required for the observation of interference depends
on the characteristics of the light source, i.e., its spatio-temporal profile
and its degree of coherence. For example, for first-order coherent light in a
Michelson interferometer and temporal delays shorter than the pulse width,
interference manifests as a delay-dependent change of the intensity at the
output port of the interferometer. For longer temporal delays, interference
manifest as spectral interference for a given temporal delay. The observation
of spectral interference was denoted by Mandel [34, 35] as the Alford-Gold
effect [36] and it is well-known in optics [37].
In this chapter we demonstrate experimentally that it is possible to ob-
serve spectral interference in a Michelson interferometer, regardless of the
relationship between the temporal path difference introduced between the
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arms of the interferometer and the spectral width of the input pulse. The
interference is revealed as a reshaping of the input spectrum that is accom-
plished by introducing the polarization degree of freedom into a Michelson
interferometer. This scenario corresponds precisely to the conditions of a
typical weak value amplification configuration [2, 4, 38, 39] that although
was originally conceived in the framework of a quantum formalism, it is
essentially based on the phenomena of interference and can thus be applied
to any scenario with waves [15, 19, 28, 30, 32].
This chapter is organized as follows. Section 3.1 provides the theoret-
ical background that allows to study the phenomena of interference in a
Michelson-Morley interferometer for different regimes of operation where
the optical path difference is made shorter or longer than the duration of
an input pulse. Section 3.2 describes the experimental setup implemented.
In Section 3.3 the results obtained are presented and discussed.
3.1 Theoretical description
For the sake of clarity, let us start by describing temporal and spectral
interference in a typical Michelson interferometer, without considering po-
larization. Later on, we will describe the effects that the introduction of the
polarization degree of freedom has on the observation of spectral interfer-
ence.
Consider the situation depicted in Fig. 3.1(a). A first-order coherent
input pulse with amplitude E0, central frequency ν0, input polarization eˆin,
and temporal duration τ (full width at half maximum) described by
Ein(t) = E0 exp
[−2 ln 2 t2/τ 2 + i 2πν0t] eˆin , (3.1)
enters a Michelson interferometer where is divided in two beams by a beam
splitter (BS). Each of the new pulses follows a different path and after
reflection in a mirror the two pulses recombine at the BS. By changing the
position of one of the mirrors, a temporal delay T is generated between the
two pulses. The intensity measured by a slow detector at the output port
of the interferometer as a function of T can be written as
I(T ) =
I0
2
[
1 + exp
(− ln 2 T 2/τ 2) cos (2πν0T )] , (3.2)
where I0 = |E0|2. Two interesting cases can be distinguished from Eq. (3.2):
i) when T ≪ τ , so that the two pulses traveling the different paths overlap
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Figure 3.1: Typical interference patterns that can be observed in a Michel-
son interferometer, in the time and frequency domains. In (a) we depict
the interferometric configuration considered. (b) and (d) show the intensity
measured as a function of a temporal delay T . (c) and (e) show the intensity
as a function of frequency for a given value of T . (b) and (c) correspond
to the case T ≪ τ , while (d) and (e) correspond to the case, T ≫ τ . BS:
beam splitter, PD: Photodetector.
in time, and ii) when T ≫ τ , the two pulses do not overlap. In the first
case, the output intensity as a function of T reduces to
IT≪τ (T ) =
I0
2
[1 + cos(2πν0T )] , (3.3)
while in the case T ≫ τ , Eq. (3.2) becomes
IT≫τ (T ) =
I0
2
. (3.4)
These results are very well known in optics. They indicate the observation
of interference in the temporal domain for the case T ≪ τ and its absence
for T ≫ τ . The two situations are illustrated in Fig. 3.1(b) and Fig. 3.1(d).
An analogous analysis can be done when the detector in Fig. 3.1(a) is
changed by a spectrometer and the power spectrum S(ν) is considered as a
function of the frequency ν. In this case,
S(ν) =
Sin(ν)
2
[1 + cos (2πν T )] , (3.5)
where
Sin(ν) = S0 exp
[−(π2τ 2/ ln 2)(ν − ν0)2] , (3.6)
23
Observing spectral interference in a Michelson
interferometer for all delays
is the input power spectrum with S0 being a constant.
Equation (3.5) indicates that S(ν) corresponds to a reshaping of the in-
put spectrum. This reshaping can be understood if h(ν) = 1
2
[1+cos(2πν T )]
is considered as a transfer function that describes the effect of the interfer-
ometer. The observation of spectral interference depends on the relationship
between the oscillation frequency of the transfer function, given by 1/T , and
the pulse bandwidth, given by 1/τ . Figures 3.1(c) and 3.1(e) depict the out-
put power spectrum for the regimes T ≪ τ and T ≫ τ , respectively. The
two cases are clearly different. As expected from standard interferometry,
when T ≪ τ , the output power spectrum is almost identical to the input
one, while for T ≫ τ , a clear reshaping of the input spectrum appears.
This last case corresponds to the Alford-Gold effect and indicates that a
Michelson interferometer can be seen as a periodic filter that produces a
modulation of the initial spectrum with a peak separation proportional to
∼ 1/T .
Now let us describe the possible observation of interference effects when
adding the polarization degree of freedom to the Michelson interferome-
ter. For this, consider the Michelson interferometer depicted in Fig. 3.2 in
which four main differences with the standard Michelson interferometer of
Fig. 3.1(a) can be observed:
1. the presence of polarization control elements in the input port of the
interferometer
2. the substitution of the beam splitter (BS) by a polarizing beam splitter
(PBS)
3. the introduction of a quarter wave plate (QWP) in each arm of the
interferometer
4. the presence, in the output port, of a variable polarization analyzer,
composed by a liquid crystal variable retarder (LCVR) and a polarizer
at 45◦
The polarizer, half-wave plate and quarter wave plate in the interfer-
ometer’s input port are used to set up the polarization of the input beam.
The PBS divides spatially the two orthogonal polarization components of
the input beam and the QWP rotates the corresponding polarization com-
ponent by 90◦ after reflection in each mirror. The movable mirror generates
the temporal delay T .
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Figure 3.2: Experimental scheme. The input pulse polarization state is
selected to be left-circular by using a polarizer, a quarter wave plate (QWP)
and a half wave plate (HWP). A Polarizing beam splitter (PBS) splits the
input into two orthogonal linear polarizations that propagate along different
arms of the interferometer. An additional QWP is introduced in each arm
to rotate the beam polarization by 90◦ to allow the recombination of both
beams in a single beam by the same PBS. The output beam spectrum is
measured by an optical spectrum analyzer (OSA) connected to a single
mode fiber (SM).
Two beams with orthogonal polarizations do not interfere. However,
in the scheme described here an interference effect can be generated by the
polarization control elements at the output port that generate an additional
phase difference, Γ, between the pulses coming from the two paths of the
interferometer. In particular, for a left-handed circularly polarized input
beam (eˆin = xˆ− iyˆ), where xˆ denotes horizontal polarization and yˆ vertical
polarization, the output electric field reads
Eout(ν) = E0
√
πτ 2
4 ln 2
exp
{−[π2τ 2/(2 ln 2)] (ν − ν0)2}
×{exp (−i 2πνT ) xˆ+ exp [−i (Γ + π/2)] yˆ } . (3.7)
The power spectrum of the light at the interferometer’s output port is then
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given by
Sout(ν) =
Sin(ν)
2
[1 + cos (2πν T − Γ− π/2)] . (3.8)
In the same way as in Eq. (3.5), we can identify Eq. (3.8) as a transfer
function, H(ν) = 1
2
[1 + cos(2πν T − Γ − π/2)], and distinguish again two
cases depending on the relationship between the frequency of oscillation of
H(ν) and the width of the input power spectrum.
3.2 Experimental implementation
Figure 3.3 presents the experimental setup used to check that spectral inter-
ference can be observed independently of the value of T . The figure shows
the components used and highlights the different stages used to select the in-
put’s beam initial state of polarization, to perform a polarization-dependent
delay and to select the output’s beam state of polarization. Notice that the
setup is based only on linear optical elements.
In the first stage, highlighted in cyan in Fig. 3.3(d), the output of a pas-
sively mode-locked fiber laser (Calmar Laser - Mendocino), that generates
pulses with a temporal duration τ = 320 fs, repetition rate of 20MHz and
central frequency ν0 = 193.5THz (1550 nm), is collimated to a beam with
a Gaussian profile of diameter 1.1mm (1/e2) using a fixed focus collimation
package. Its state of polarization is prepared to be left-handed circular po-
larization, i.e., eˆin = (xˆ − i yˆ)/
√
2, by using the combination of polarizer
POL1, half-wave plate HWP1 and quarter-wave plate QWP1 (Fig. 3.3(c)).
Afterwards, in the stage highlighted in orange in Fig. 3.3(d), a polarization-
dependent delay is implemented. A polarizing beam splitter PBS1 splits the
input beam into two beams with orthogonal linear polarizations that prop-
agate along different arms of the interferometer. Two quarter-wave plates,
QWP2 and QWP3, are introduced in each arm of the interferometer to
rotate the beam polarization by 90◦ and allow the recombination of both
beams in a single beam by the same PBS after reflection in mirrors M2 and
M3, respectively. Mirror M3 is mounted on a translation stage (TSTG) that
allows to change its position, and thus the difference in path between the
two arms of the interferometer, namely the distance between PBS1 and mir-
ror M2 and PBS1 and mirror M3. Notice that the output beam is composed
of two pulses with orthogonal polarizations that are delayed in time by T .
We used an OWIS DIGI-MIC translation stage that provides a 25mm travel
with a minimal step of 1µm. With this characteristics, a minimum delay
of 6.6 fs and a maximum delay of 166 ps can be generated.
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(a)
V H
HV
τ
(b)
Figure 3.3: (a) Experimental setup (top view). (b) Optical beam layout.
The input pulse of duration τ (FWHM) and the output beam, composed
of two pulses delayed by T with orthogonal polarizations are indicated.
The delay between pulses is introduced by moving a mirror in one of the
arms of the interferometer (indicated by the dashed regions) using a trans-
lation stage. In the experiment, the delay T is scanned over the interval
[−12τ,+12τ ].
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LCVR
POL1 QWP1
QWP2
QWP3
HWP1
M2
M3
M5 M4
POL2 TSGT
PBS1M1
(c)
(d)
Figure 3.3: (c) Detail of the components used. M: Mirror, HWP: Half-
Wave Plate, QWP: Quarter-Wave Plate, PBS: Polarizing Beam Splitter,
POL: Polarizer, TSTG: Translation Stage, LCVR: Liquid Crystal Variable
Retarder. (d) Stages used to: i) select the initial state of polarization (cyan),
ii) perform a polarization-dependent delay (orange), iii) select the final state
of polarization (magenta). The input port, translation stage and output
port, are colored in red, yellow and green respectively.
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In the last stage, highlighted in magenta in Fig. 3.3(d), the state of
polarization of the output beam is selected. Once the output beam is re-
flected in mirrors M4 and M5, its state of polarization is selected using the
liquid crystal variable retarder LCVR (Thorlabs LCC1223-C) followed by
polarizer POL2 that is rotated at +45
◦. The LCVR is thermally stabilized
using a Peltier cell connected to a temperature controller. After polarizer
POL2, the output beam is focused into a single mode fiber (SM) and its
spectrum is measured with an optical spectrum analyzer (OSA) (Yokogawa
- AQ6370).
3.3 Experimental results
We present in the first column of Figs. 3.4 and 3.5 various transfer functions
(dotted lines) generated by using different values of Γ and T in Eq. (3.8), and
the measured power spectrum of the pulsed laser (solid line). We observe
that for the case T ≫ τ (Fig. 3.4) various oscillations of the transfer function
fit inside the initial spectrum bandwidth. For T ≪ τ (Fig. 3.5) this is not
the case, and H(ν) is now a very broad cosine function.
Notwithstanding, in both regimes the delay Γ modifies the transfer func-
tion. In the regime T ≫ τ the effect of Γ is to reshape the input spectrum
so that a periodic intensity pattern appears, while in the regime T ≪ τ , the
effect is to shift the positions of the peaks of the output spectrum.
It is important to notice that for all regimes the reshaping of the spec-
trum is the result of an interference effect and therefore indicates that
spectral interference can be observed in a Michelson interferometer, inde-
pendently of the temporal path difference under consideration, when the
polarization degree of freedom is considered in the interferometer.
The second column of Figs. 3.4 and 3.5 shows the experimental results
for T ≫ τ and T ≪ τ , respectively. A reshaping of the spectrum is clearly
observed in both cases. For the case of T ≫ τ , a clear modulation of
the spectrum with spacing between peaks equal to 1/T is observed, which
corresponds to the Alford-Gold effect. For the regime T ≪ τ , H(ν) is a
broad cosine function. In this regime two situations can be distinguished,
both accompanied by different amount of losses. In one case the reshaping
corresponds to a modulation of the initial spectrum Fig. 3.5(f), while in the
other the transfer function can present a positive slope, as in Fig. 3.5(c) or
negative, as in Fig. 3.5(g). When H(ν) multiplies the input spectrum, the
result is a non-symmetric output spectrum, as observed in Figs. 3.5(d) and
3.5(h) respectively.
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Figure 3.4: Spectral interference in the regime T ≫ τ . First column depicts
the experimental input spectrum, Sin(ν), of a pulsed laser with a temporal
duration τ = 320 fs centered in ν0 = 193.5THz (solid line) and the theo-
retical transfer function, H(ν), (dotted line) for Γ = 26.55◦ and different
time delays: T = 1453 fs in (a), T = 2120 fs in (c), T = 2786 fs in (e) and
T = 4120 fs in (g). Second column shows the experimental output spectrum
that can be obtained by evaluating Sout(ν) = H(ν)Sin(ν). As a reference,
the vertical dashed line indicates the central frequency, ν0, of the input
spectrum.
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Figure 3.5: Spectral interference in the regime T ≪ τ . First column depicts
the experimental input spectrum, Sin(ν) , of a pulsed laser with a temporal
duration τ = 320 fs centered in ν0 = 193.5THz (solid line) and the theo-
retical transfer function, H(ν), (dotted line) for a fixed delay of T = 53.7 fs
and Γ = 98.5◦ in (a), Γ = 273.1◦ in (c), Γ = 231.2◦ in (e), and Γ = 198.9◦
in (g). Second column shows the experimental output spectrum that can
be obtained by evaluating Sout(ν) = H(ν)Sin(ν). The vertical dashed line
indicates the central frequency of the input spectrum. Notice that the ver-
tical axis in the right column has been rescaled since the output intensity
changes dramatically with different values of Γ.
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In general, the reshaping of the spectrum translates into a measurable
shift of the mean frequency of the output power spectrum when compared
with the central frequency of the input pulse (Figs. 3.5(d) and 3.5(h)).
Furthermore, although this behavior is well explained in terms of classical
optics, it can also be presented under the formalism of a weak value amplifi-
cation scheme, where the frequency serves as the meter and the polarization
as the system [15, 17, 28, 30, 32]. This result shows that spectral interfer-
ence can also be observed in the regime of small optical path differences
(T ≪ τ) and complements the observation of the Alford-Gold effect, which
reveals interference in the frequency domain in the opposite regime, T ≫ τ .
The observation of spectral interference, regardless the temporal path
difference, was made possible by introducing the polarization variable in a
Michelson interferometer in an experimental scheme similar to the ones used
in a weak measurement scenario. In the case T ≫ τ , a clear modulation
of the frequency spectrum with frequency 1/T (see Figs. 3.4(b), (d), (f)
and (h)) appears, whereas in the regime T ≪ τ , interference manifests as
either a modulation of the input spectrum (Fig. 3.5(f)) or as a shift of the
central frequency (Figs. 3.5(b), (d) and (h)). Similar effects, as considered
here, can be observed when short or long temporal delays in the Michelson
interferometer are substituted by weakly or strongly misaligned beams in a
Sagnac interferometer [40].
Conclusions
In this chapter, we have shown the experimental observation of spectral
interference in a Michelson interferometer, regardless of the relationship
between the temporal path difference introduced between the arms of the
interferometer and the spectral width of the input pulse. This observation is
possible by introducing the polarization degree of freedom into a Michelson
interferometer using a typical weak value amplification scenario.
The results obtained show that a concept originally born in the realm
of quantum optics (weak value amplification) can be applied indeed to any
system that shows interference, such as the case of classical optics. In a
sense, the work presented here can thus be included in a broader research
effort that shows that certain features of quantum systems can also be used
to characterize beams containing many photons, i.e., intense beams that
can be coherent or not. For example in [41, 42] the authors make use of
a Bell’s like inequality to characterize the coherence properties of a beam.
Non-quantum entanglement, or inseparability between degrees of freedom
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has also been considered [43, 44] as a fundamental tool to address and shed
new light into certain characteristics of classical fields, by applying analysis
and techniques usually restricted to entanglement in a quantum scenario.
Main publication by the author related to the contents
of this chapter
L. J. Salazar-Serrano, A. Valencia, and J. P. Torres, “Observation of
spectral interference for any path difference in an interferometer”, Optics
Letters 39, 4478 (2014).
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CHAPTER
FOUR
MEASUREMENT OF EXTREMELY SMALL
TEMPORAL DELAYS
“ When I am working on a problem I never think about beauty.I only think about how to solve the problem. But when I have
finished, if the solution is not beautiful, I know it is wrong. ”
Buckminster Fuller , 1983
The measurement of the temporal delay that exists between two op-
tical pulses is essential in many applications in metrology. For instance,
it is the basis of some protocols aimed at accurate distance measurements
and timing synchronization [45, 46], where the capability of discriminating
between small temporal delays with a reference pulse is needed. Diverse
optical schemes for measuring subpicosecond temporal delays have been
demonstrated. This is the case, for instance, of systems based on the use
of ultrafast nonlinear processes such as second harmonic generation [47, 48]
or two-photon absorption [49].
In another context, the well-known Hong-Ou-Mandel effect makes use
of quantum interference to measure subpicosecond temporal delays between
photons [50], which was used by Steinberg et al. [51] for measuring very small
single-photon tunneling times. Since this technique is based on measuring
two-photon coincidences, it generally restrict the number of photons of the
signal. However, quantum-inspired interferometers [52] might broaden the
applicability of quantum concepts to other scenarios.
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In this chapter, we demonstrate experimentally a scheme to measure
extremely small temporal delays between pulses, delays much smaller than
the width of the pulses, based on an interference effect generated with weak
value amplification. A sub-pulse-width temporal delay between two fem-
tosecond pulses induces a measurable shift of the central frequency of a cer-
tain combination of the two pulses. The amount of frequency shift, and the
accompanying losses of the measurement, can be tailored by post-selecting
different states of polarization. Our scheme requires only spectrum mea-
surements and linear optics elements, hence greatly facilitating its imple-
mentation. Thus it appears as a promising technique for measuring small
and rapidly varying temporal delays.
This chapter is organized as follows. Section 4.1 presents the scheme used
to measure small delays based on weak value amplification and provides the
main theoretical background. Section 4.2 presents the experimental setup
implemented and in Section 4.3 we discuss the results obtained.
4.1 Optical scheme aim at measuring small
temporal
delays based on the concept of weak value
amplification
When two similar optical pulses with temporal width τ , and time delay
T ≫ τ between them, recombine, a modulation of the spectral density
appears [34, 35, 36], which allows measuring the time difference T . This is
true even if the optical path difference is larger than the coherence length
of the pulses [37]. However, for small values of T (T ≪ τ), inspection of
the spectral density reveals no interference effects, even though interference
manifest now in the temporal domain as a periodic change of the output
intensity as function of the delay.
Here we demonstrate experimentally a scheme to measure small tem-
poral delays T between optical pulses, delays much smaller than the pulse
width τ , based on an interference effect in the frequency domain which pro-
duces a measurable shift of the central frequency of a combination of the
pulses [28]. The scheme makes use of linear optics elements only and works
in both the high and low signal regimes. It allows the measurement of
temporal delays between optical pulses up to the attosecond timescale [29].
This phenomenon, which is inspired by the concepts of quantum weak mea-
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surement and weak value amplification [2, 4, 38, 53], produces interference
effects in the regime T ≪ τ , which allows to unveil the value of T . Tech-
niques for measuring small phase shifts using weak value amplification have
also been proposed [28, 29, 32].
Brunner and Simon [28] showed that the introduction of a small temporal
delay between the two components (horizontal and vertical) of a circularly-
polarized pulse, can yield a large central frequency shift after recombining
the pulses and projecting them into a polarization state nearly orthogo-
nal to the input state. However, the near orthogonality of the input and
output polarization states introduces heavy losses. Nevertheless, the weak
value amplification can also be used when the input and output polariza-
tion states have a relatively large overlap, hence away from the usual weak
value amplification regime [11], allowing for the observation of significant
frequency shifts without heavy losses.
Figure 4.1: Weak value amplification scheme. In this case we make use
of an imaginary weak value to retrieve information of the time difference
T = T1 − T2.
The weak value amplification scheme proposed is composed of the three
stages shown in Fig. 4.1. In the first stage (pre-selection), a light source
that generates pulses of duration τ , centered in ν0, is polarized with cir-
cular polarization by using a linear polarizer and a quarter-wave plate. In
the second stage (weak measurement), a weak measurement is implemented
by using a Michelson-Morley interferometer that performs a polarization
-dependent delay that fulfills the weak measurement condition since T ≪ τ .
In the third and last stage (post-selection), the output beam’s polarization
stage is again selected using a variable retarder followed by a polarizer.
From the post-selection, the beams with horizontal and vertical polariza-
tions interfere and a reshaping of the spectrum is observed. By measuring
∆f , the difference between the centroid of the output spectrum and the
input beam central frequency ν0, information about the temporal delay T
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generated with the interferometer is retrieved.
4.1.1 Theoretical description
Consider the weak value amplification scheme shown in Fig. (4.1) composed
of pre-selection, weak measurement and post-selection. A pulsed laser gen-
erate pulses with spectral density given by Sin(ν) = 2 ǫ0c|Ein(ν)|2, where
Ein(ν) is the electric field, ν designates the frequency, ǫ0 is the vacuum
permittivity and c is the velocity of light.
Figure 4.2: Experimental scheme. State pre-selection: The polarization of
the input optical pulse is selected by using a polarizer, half-wave plate and
quarter-wave plate. Weak coupling: A Michelson-Morley interferometer,
composed of a Polarizing Beam Splitter (PBS), two quarter-wave and two
mirrors, divides the input pulse into two pulses, with equal power and with
orthogonal polarizations, that travel through different paths of the inter-
ferometer. A movable mirror mounted on a translation stage in one of the
paths allows changing the temporal delay. State post-selection: The two
pulses recombine in the PBS, and they are projected into a particular state
of polarization with a liquid crystal variable retarder (LCVR) and a polar-
izer. The output beam is finally focused in a single mode fiber (SM) and
its spectrum is measured with an Optical Spectrum Analyzer (OSA).
The input optical pulse state of polarization is pre-selected to be left-
handed circularly polarized, with polarization vector eˆin = (xˆ − iyˆ)/
√
2,
38
4.1 Optical scheme aim at measuring small temporal delays
based on the concept of weak value amplification
by using a polarizer, a half-wave plate and a quarter-wave plate. For an
input optical pulse with a Gaussian spectrum, i.e., Sin(ν) ∝ exp[−π2τ 2(ν −
ν0)
2/ ln 2], where τ is the pulse temporal width (FWHM), the input electric
field reads (in the time domain) after pre-selection as
Ein(t) = E0 exp
[−2 ln 2 t2/2 τ 2 + i2πν0t] eˆin . (4.1)
A weak measurement is realized by means of a polarization-dependent
temporal delay implemented using a Michelson interferometer configura-
tion. A polarizing beam splitter (PBS) divides the input pulse into two
orthogonally linearly polarized components with horizontal (xˆ) and verti-
cal (yˆ) polarizations, which propagate along the two arms of a Michelson
interferometer. By changing the length of each arm, d1 and d2, we intro-
duce different time delays T1 = 2 d1/c and T2 = 2 d2/c for each polarization
component. The two delayed pulses recombine at the same PBS.
In the post-selection stage, the outgoing pulse is projected into a state
of polarization given by the polarization vector eˆout = (xˆ + exp(iΓ)yˆ)/
√
2,
where Γ determines the final state of polarization of the output pulse. For
Γ = −π/2, the input and output polarization states coincide, while for
Γ = π/2, they are orthogonal. After post-selection, the electric field of the
output signal writes
Eweak(ν) =
Ein(ν)√
2
[exp (i2πνT1) xˆ− i exp (i2πνT2) yˆ] . (4.2)
Eout(ν) =
Ein(ν)
2
[exp (i2πνT1)− i exp (i2πνT2 − iΓ)] eˆout . (4.3)
Equation (4.3) shows that the post-selection polarization angle (Γ) deter-
mines for which frequencies the interference between signals coming from
the horizontally and vertically polarized pulses, delayed by T = T1 − T2, is
constructive or destructive. The output spectral density is given by
Sout(ν) =
Sin(ν)
2
[1 + cos (2πνT − Γ− π/2)] , (4.4)
where Sin(ν) is the input laser spectrum.
In order to characterize the output spectrum, we measure as a function of
the post-selection angle Γ, the central frequency shift ∆f =
∫
dν ν [Sout(ν)− Sin(ν)]
and the insertion loss L = −10 log Pout/Pin, with Pin,out being the input
(output) power Pin,out =
∫
dν Sin,out(ν) of the pulse. From Eq. (4.4), the
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central frequency shift ∆f of the output pulse can be easily calculated and
yields
∆f = − ln 2
π
(
T
τ 2
)
γ sin
(
2πν0T − Γ− π/2
)
1 + γ cos
(
2πν0T − Γ− π/2
) , (4.5)
where γ = exp[− ln 2 T 2/τ 2] quantifies the degree of overlap between the
pulses T with respect to the input pulse duration τ . Note that for a weak
coupling regime of operation, γ ≈ 1. The frequency shift given by Eq. (4.5)
is accompanied by insertion losses which write
L = −10 log
[
1
2
(1 + γ cos (2πν0T − Γ− π/2))
]
. (4.6)
In general, to keep a good signal-to-noise ratio in the detection stage there
is a trade-off between the frequency shift observable for a specific value of
the time delay and the amount of losses that can be tolerated, given by
Eq. (4.5) and Eq. (4.6), respectively.
4.2 Experimental implementation
The experimental implementation of the scheme used to measure small tem-
poral delays between optical pulses is shown in Fig. 4.3. The scheme is
implemented using only linear optics elements and requires only spectral
measurements, hence making its implementation practical.
A femtosecond fiber laser (Calmar Laser - Mendocino) centered at 1549 nm,
generates pulses of temporal width 320 fs (bandwidth 11 nm), average power
3mW and repetition rate 20MHz. The spectral density measured shows
characteristic high-frequency small wrinkles due to cavity effects in the laser
system.
The state of polarization of the pulses is selected to be circular by using
a polarizer followed by a half-wave plate and quarter-wave plate. The light
pulses enter the Michelson-Morley interferometer, composed of a Polarizing
Beam Splitter (PBS), two quarter-wave plates (QWP) and two mirrors, that
generate a polarization-dependent delay. The PBS divides the input pulse
into two pulses, with equal power and with orthogonal polarizations, that
travel through different paths of the interferometer, and also recombines the
two pulses after reflection.
One of the mirrors is mounted on a translation stage (TSTG) that moves
the mirror along the beam’s trajectory and generates the difference in optical
path. The TSTG used is an OWIS DIGI-MIC that provides a minimal
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(a)
(b)
Figure 4.3: (a) Experimental setup. (b) Optical beam layout. The input
pulse of duration τ (FWHM) and the output beam, composed of two pulses
delayed by T with orthogonal polarizations are indicated. The delay be-
tween pulses is introduced by moving a mirror in one of the arms of the
interferometer using a translation stage as in the experiment described in
Chapter 3. However, in this case, the delay T is scanned over the interval
[−15µm,+15µm], which guarantees the weak interaction condition.
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step of 1µm, which corresponds in time to a delay of ≈ 7 fs. Notice that
even though the TSTG could only provide micrometer size steps, the weak
value condition is easily satisfied since the laser pulse duration 320 fs is
significantly higher than the polarization-dependent delay that is given in
multiples of ≈ 7 fs.
After the weak measurement, the output beam state of polarization is
projected into a particular state of polarization with a liquid crystal variable
retarder (LCVR) (Thorlabs - LCC1113-C) followed by a polarizer. Since the
relation between post-selection angle and the LCVR voltage is non-linear
and highly temperature dependent, an additional temperature controller
based on a Peltier cell was used. The output beam is finally focused in a
single mode fiber (SM) and its spectrum is measured with an Optical Spec-
trum Analyzer (Yokogawa - AQ6370) that provides a resolution of 0.02 nm.
Each spectrum is obtained after averaging five data sets in the interval
[191.5THz, 195.5THz].
4.3 Experimental results
Recently, it has been demonstrated that high precision phase estimation
based on weak measurements can be achieved even using commercial light-
emitting diodes [15]. Indeed, Li et al. [32] showed that the scheme proposed
by Brunner and Simon also works with large-bandwidth incoherent light.
On the one hand, the use of white light allows to obtain in a straightforward
manner a light source with an enormous bandwidth, which allows to measure
very small phase differences. On the other hand, many applications make
use of high-repetition femtosecond sources that allows to perform multiple
measurements in millisecond or microsecond time intervals [46], allowing
the measurement of time-varying phase differences in this time scale. This
is the scenario that we consider here.
Figures 4.4 and 4.5 show measurements of the spectral changes in the
regime T ≪ τ , when one makes use of the idea of weak value amplification.
The plots show the shift of the central frequency of the spectrum for two
different temporal delays: T = 53 fs and T = 22 fs. Panel (a) in Fig. 4.4
shows the measured frequency shift and panel (b) plots the measured inser-
tion loss for T = 53 fs (similarly panels (a) and (b) in Fig. 4.5 for T = 22 fs).
The dotted lines are best theoretical fits using the measured input spectrum
in Eq. (4.3). All other plots in Figs.4 4.4 and 4.5 show measured spectral
densities of the output signal for some selected cases and the corresponding
theoretical predictions when the measured input spectral density is used in
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Figure 4.3: (c) Detail of the components used. M: mirror, HWP: Half-
Wave Plate, QWP: Quarter-Wave Plate, PBS: Polarizing Beam Splitter,
POL: Polarizer, TSTG: Translation Stage, LCVR: Liquid Crystal Variable
Retarder. (d) Stages used to: i) select the initial state of polarization (cyan),
ii) perform a polarization-dependent delay (orange), iii) select the final state
of polarization (magenta). The input port, translation stage and output
port, are colored in red, yellow and green respectively.
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Eq. (4.3).
Inspection of Figs. 4.4 and 4.5 allow to highlight two working regimes,
corresponding to the presence of high or low losses. For Γ = −3π/2+2πν0T ,
there is no central frequency shift and losses are maximum. The output
spectral density features a double-peak spectral density. For small angle
deviations around this value, central frequency shifts of the spectral density
up to hundreds of gigahertz are clearly observable. However, insertion losses
are also the highest in this regime, measuring values over 60 dB. This regime
corresponds to the case usually studied in weak value amplification where
the input and output polarization states are nearly orthogonal [28]. The ap-
plicability of the weak value amplification in this high-amplification regime
is limited to cases where the energy of the input signal can be increased,
since the intensity of the detected signal is severely decreased [3].
Nevertheless, we demonstrate here that even in the regime where the in-
put and output polarization states have a significant overlap, hence featur-
ing smaller insertion losses, weak value amplification remains useful. Even
though the frequency shifts measured in this regime are generally smaller,
reaching only few tens of GHz instead of hundreds of GHz, losses do not
exceed a few dB. For Γ = −π/2 + 2πν0T , there is no shift of the central
frequency again. The pre- and post-selected polarizations are almost equal,
hence introducing almost no losses. The spectral density of the output pulse
is almost equal to the input spectral density. For small angle deviations
around this value, the temporal delay produce small shifts of the central
frequency, which vary almost linearly with respect to the post-selection an-
gle. Importantly, these frequency shifts are accompanied by small insertion
losses.
4.3.1 What can we measure with this scheme?
The results presented here naturally raise the question of what are the
ultimate limits of the scheme, in terms of central frequency shifts and
losses. Brunner et al. [28] and Strubi et al. [29] have estimated theoret-
ically that weak value amplification of temporally delayed optical pulses
could allow the measurement of attosecond temporal delays. Indeed, Xu.
et al. [15] have demonstrated the measurement of phase differences as small
as ∆ϕ ∼ 10−3, which corresponds to an optical path delay difference of
d = λ/(2π) ∆ϕ ∼ 130 pm, by using a large bandwidth LED source. In
principle, one can always make use of white light sources with bandwidths
in excess of 100 nm, as the ones use in Optical Coherence Tomography for
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Figure 4.4: Measurement of the central frequency shift induced by weak
value amplification for a delay of T = 53 fs between pulses with orthogonal
polarizations. Measured frequency shift (a) and insertion loss (b) as a func-
tion of the post-selection angle Γ. Dots (with error bars) are experimental
results, and the dotted lines are best theoretical fits using the measured
input spectrum in Eq. (4.3). The best fits are obtained for T = 53 fs in
(a) and (b). Panels (c), (e) and (g) (measured) and (d), (f) and (h) (the-
ory) shows the spectral density for some selected cases, as indicated by the
corresponding labels in (a) and (b). To help the eye, the central frequency
of the input pulse (ν0 = 193.44THz) is represented by a dashed line in all
plots. The experiment is performed at a temperature of 34.1◦C. Error bars
in all plots assume that temperature variations during the experiment are
in the range of ±1◦C, which translates in random changes of the angle of
post-selection Γ.
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Figure 4.5: Measurement of the central frequency shift induced by weak
value amplification for a delay of T = 22 fs between pulses with orthogonal
polarizations. Measured frequency shift (a) and insertion loss (b) as a func-
tion of the post-selection angle Γ. Dots (with error bars) are experimental
results, and the dotted lines are best theoretical fits using the measured
input spectrum in Eq. (4.3). The best fits are obtained for T = 22 fs in
(a) and (b). Panels (c), (e) and (g) (measured) and (d), (f) and (h) (the-
ory) shows the spectral density for some selected cases, as indicated by the
corresponding labels in (a) and (b). To help the eye, the central frequency
of the input pulse (ν0 = 193.44THz) is represented by a dashed line in all
plots. The experiment is performed at a temperature of 34.1◦C. Error bars
in all plots assume that temperature variations during the experiment are
in the range of ±1◦C, which translates in random changes of the angle of
post-selection Γ.
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Figure 4.6: Feasibility of the measurement of attosecond temporal delays
with femtosecond pulses. Polarization dependent frequency shift induced by
a T = 10 as time delay of pulses of duration τ = 10 fs. Panel (a). Low-loss
regime. Panel (b). High-loss regime. The solid blue line corresponds to the
frequency shift and the green dashed line to the insertion losses. Notice the
different scales in the x and y axis in (a) and (b).
submicron resolution [54], to enhance the frequency shift detected.
Figure 4.4 shows the frequency shift and the insertion loss expected, as
a function of the post-selection state of polarization, when a temporal delay
of T = 10 as is introduced between two optical pulses with Gaussian shape
and duration τ = 10 fs (FWHM). Fig. 4.6(a) depicts the low-loss regime,
where smaller frequency shifts can be observed in exchange for much lower
losses. In the case shown, frequency shifts up to 100GHz, corresponding
to 0.8 nm, are generated with losses below 12 dB. Most spectrometers, as
the one used in our experiments, can reach resolutions of up to 0.02 nm,
rendering measurable these frequency shifts. In the high-loss regime, shown
in Fig. 4.6(b), one can observe greater frequency shifts, as high as ∼ 20THz
(∼ 160 nm). Unfortunately, its measurement is also accompanied by higher
losses, over 60 dB. The existence of the low-loss working regime, somehow
not so extensively considered as the high-loss regime, can thus enhance the
applicability of the weak value amplification idea, as demonstrated here.
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Conclusion
In this chapter we have demonstrated a spectral interference effect between
two optical pulses with a temporal delay much smaller than the pulse du-
ration, inspired from the concepts of weak measurements and weak value
amplification. In particular, we have demonstrated a shift of the central
frequency of two slightly delayed femtosecond pulses which can be used to
reveal the value of the temporal delay itself. Importantly, the central fre-
quency shifts can be observed even in a regime, not so-often considered,
where insertion losses are small, which broadens the applicability of the
method demonstrated.
Our scheme is implemented by using only linear optics elements and
requires spectral measurements, hence making its implementation practical.
The ultimate sensitivity of our scheme can provide observable frequency
shifts for temporal delays of the order of attoseconds using femtosecond
laser sources. Our scheme thus appears as a promising method for measuring
small and rapidly varying temporal delays.
Main publication by the author related to the contents
of this chapter
L. J. Salazar-Serrano, D. Janner, N. Brunner, V. Pruneri, and J. P.
Torres, “Measurement of sub-pulse-width temporal delays via spectral in-
terference induced by weak value amplification”, Physical Review A 89,
012126 (2014).
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CHAPTER
FIVE
DESIGN AND DEMONSTRATION OF A NEW
TYPE OF HIGHLY-SENSITIVE TUNABLE
BEAM DISPLACER
“ To invent, you need a good imagination and a pile of junk. ”
Thomas A. Edison, 1955
A polarization beam displacer (BD) is a device that splits an input po-
larized beam into two spatially separated beams that propagate parallel
with orthogonal polarizations. Most commercially available BDs are made
of birefringent crystals, where the propagation direction of an ordinary (hor-
izontal) polarized beam is unchanged, whereas the extraordinary (vertical)
component deviates inside the crystal. A BD can also be used to displace
spatially the position of a single optical beam, for example by using an input
beam with vertical polarization at the input [55].
The resulting beam separation is specific for each material and its max-
imum value depends on the amount of birefringence of the material and on
the crystal length, which is typically on the order of centimeters, limiting
the maximum separation achievable to a few millimeters.
Most of the times there are other requirements that a good BD should
fulfill, even though these conditions heavily depends on the particular ap-
plication under consideration. For instance, adding tunability to the spatial
displacement is desired in some applications where a small lateral displace-
ment is required to be used as a reference to perform high resolution mea-
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surements [56]. In other applications, achromaticity of the displacement
should be preserved [57]. Many applications require that a previous dis-
placement should be reversed [58, 59]. Nowadays, new techniques are being
explored to generate beam displacements as required for any specific sce-
nario [60, 61].
To the best of our knowledge, a scan of the position of a single beam
can be implemented either by using an arrange of moving mirrors [60, 62],
a plane-parallel plate or a tunable beam displacer (TBD) [63]. For all the
devices mentioned, the beam shift results from the mechanical rotation of
an optical element. This condition imposes a technical limitation on the
sensitivity of the beam displacer since it directly relates to which sensitivity
we can achieve when performing the rotation. For the sake of example,
in a plane-parallel plate displacer one can obtain a typical beam shift of
≈ 12.5µm/deg, where the proportionality factor depends on the thickness
of the plate and its index of refraction. For a TBD, the proportionality
factor is ≈ 5mm/deg which is determined mainly by the distance from the
mirrors to the PBS.
In this chapter we introduce and demonstrate a new type of highly-
sensitive tunable beam displacer that can outperform the limitations im-
posed by the use of movable optical elements that use deflection to displace
the beam. The scheme, based on the concept of weak value amplifica-
tion [2, 4], allows to convert two beams with orthogonal polarizations that
slightly overlap in space into a single beam whose center can be tuned by
only modifying the linear polarization of the output beam. The scheme
presented turns to be advantageous with respect to other alternatives based
on reflections or/and refractions induced by the rotation of a specific optical
elements because the ultimate sensitivity is determined by the step size of
the rotation stage used to rotate the post-selection polarizer which can be
very small.
The chapter is organized as follows. In Section 5.1 we present the main
idea behind the scheme to implement a highly sensitive tunable beam dis-
placer based on weak value amplification. This first section is divided in two
parts: in the first part, the heart of the device, the tunable beam displacer
(TBD), is described and in the second part the theoretical background is
introduced, and where some results are discussed. In Section 5.2, the exper-
imental implementation is described and in Section 5.3, the experimental
results are presented and discussed.
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5.1 Description of a highly sensitive tunable
beam displacer based on WVA
In chapter 4, we presented a scheme that can be used to measure a delay T
between two overlapping pulses of duration τ . When the weak measurement
condition is satisfied (i.e. when T ≪ τ) interference effects appear that give
rise to a reshaping of the spectral density. Information about the time
delay can be retrieved by measuring the shift of the frequency centroid of
the output beam with respect to the central frequency of the optical source.
Figure 5.1: Weak value amplification scheme. In this case we make use of
a real weak value to reshape the output’s beam cross section.
The same principle can be applied in the spatial domain if the Gaussian
pulses in time are now replaced by beams with a Gaussian spatial profile.
As a consequence, the weak measurement condition is now reformulated as
∆x≪ w, where ∆x is a displacement in the x-direction between two beams
with orthogonal polarizations and w is the input’s beam width. Similarly,
in the weak value amplification scheme the polarization-dependent delay is
now replaced by a polarization-dependent displacement.
Figure 5.1 presents a weak value amplification scheme where two polar-
izers are used to select the initial and final states of polarization before and
after the weak interaction, respectively, and the weak interaction is gener-
ated by a device that couples the spatial and the polarization degrees of
freedom of the input beam.
Up to now, most of the weak value based applications have been pro-
posed to enhance a tiny polarization dependent effect [13, 14, 30]. All of
them work in the regime where the pre-selection and post-selection states
are chosen to be nearly orthogonal and therefore the novelty of the applica-
tion is the large amplification factor. In sharp contrast we make use of the
de-amplification effect that is also present in the weak value amplification
scheme when the pre-selection and post-selection are chosen to be nearly
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parallel [11]. The new scheme gives rise to a tunable beam displacement
with sub-micrometric resolution that achieve such displacement without us-
ing any mechanical element.
In practice, the weak interaction is implemented by a tunable beam
displacer which is a device that divides an initially polarized beam into two
parallel beams whose separation can be tuned continuously. The two output
beams are linearly polarized with either vertical or horizontal polarization
and no optical path difference is introduced between them.
5.1.1 Tunable Beam Displacer (TBD)
A polarization beam displacer is a device that splits an input polarized beam
into two spatially separated beams that propagate parallel with orthogonal
polarizations [55]. Commercially available beam displacers are made of bire-
fringent materials like Calcite crystal, Barium Borate (α− BBO) crystal,
Rutile crystal or Yttrium Vanadate (YVO4) among others.
In these devices, due to the intrinsic birefringence of the material, the
propagation direction of the ordinary polarized beam is unchanged whereas
the extraordinary component deviates inside the crystal [64]. The resulting
beam separation is specific for each material and its maximum value depends
on the crystal length, which is typically on the order of centimeters, limiting
the maximum separation achievable to a few millimeters. To get an idea
of the capabilities of current technologies, the model BD40 of Thorlabs,
provides a 4mm displacement for λ = 1550 nm. Similarly, Altechna offers a
broad variety of beam displacements made of Calcite or YVO4, that generate
beam displacements over a range of 1mm to 3mm.
Apart from a spatial separation, standard beam displacers also introduce
a temporal delay between the beams with orthogonal polarization, which
may be detrimental in some applications. Notwithstanding, a tunable beam
displacer divides an initially polarized beam into two parallel beams whose
separation can be continuously tuned. The two output beams are linearly
polarized with either vertical or horizontal polarization and no optical path
difference is introduced between them.
We have developed a device that is based on the “adjustable Wollaston
like prism” described by Feldman et al. [65] with the difference that our
device does not use quarter wave-plates that limit the spatial quality of the
beam output and the wavelength range of operation. The geometry of our
implementation of a TBD is shown in Fig. 5.2 (a).
Two mirrors are fixed to a L-shaped platform that is free to rotate an
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Figure 5.2: (a) Basic scheme of our TBD. Two mirrors (M) are positioned
at a distance L from a PBS and fixed to a L-shaped platform that is free
to rotate an angle θ with respect to the PBS center. (b) The orthogonally
polarized output beams spatially overlap (θ = 0◦). In (c) we consider the
case θ > 0◦, dH > 0 and dV < 0, whereas (d) corresponds to a case with
θ < 0◦, dH < 0 and dV > 0. (e) and (f) present two limiting cases: θ ≫ 0◦
and θ ≪ 0◦, respectively, where the beam with vertical polarization is no
longer reflected on the PBS and thus dV is no longer defined.
angle θ with respect to the polarizing beam splitter (PBS) center. The
mirrors are positioned equidistant at a distance L with respect to the PBS.
When the angle θ is different from zero, the input beam splits into two
parallel propagating beams with orthogonal polarizations separated by a
distance proportional to the rotation angle. If the input beam polarization
is horizontal or vertical, a single beam is obtained at the output. The
wavelength dependence of the device as well as the maximum separation
between the beams achievable are mainly limited by the PBS characteristics.
When θ = 0◦, as shown in Fig. 5.2 (b), the two output beams with
orthogonal polarizations propagate collinearly superimposed on each other.
On the other hand, when the platform is rotated, the beams with orthogonal
polarizations no longer overlap in space and emerge at the output separated
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by a distance that depends on the angle θ, L, the size of the PBS and
the beam diameter. In Fig. 5.2 (c), dH and dV correspond to the beam
separations for the horizontal and vertical output components, measured
with respect to the central position of the beams, when the platform is not
rotated. When θ > 0◦, anti-clockwise rotation as shown in Fig. 5.2 (c), the
beam with horizontal polarization is separated by a distance dH > 0 with
respect to the reference position, whereas for the beam with vertical position
dV < 0. In contrast, when the platform is rotated in the opposite direction,
θ < 0◦, clockwise rotation as shown in Fig. 5.2 (d), the polarization of the
output beams are reversed and thus the sign of dH and dV . Figs. 5.2 (e)
and 5.2 (f) illustrate the limiting cases where the angle θ is such that the
beam with vertical polarization is no longer reflected by the PBS and thus
it is not collinear to its output pair with horizontal polarization.
It would be desirable to obtain an analytical expression that would relate
the beam displacement with θ, L, the size of the PBS and the input beam
diameter. Even though, the geometry of the TBD is simple, such an an-
alytical expression for the displacement is not straightforward because the
relationship between the angle θ and the orientation of the mirrors is not
easily manageable. Fortunately, since the device can be modeled only by
consecutive reflections on the mirrors and the PBS (refractions on the PBS
can be neglected due to the fact that all the beams impinging and emerging
from the PBS are perpendicular to its surface), a numerical model is at
hand. We developed a ray tracing model in which reflections are calculated
according to the law of reflection considering the position where a beam hits
the mirror. In addition, the PBS is modeled as a two sided mirror in which
the vertical polarization reflects two times and the horizontal component is
only transmitted.
The solid and dashed lines in Fig. 5.3 show the beam displacements
for the output beams with horizontal dH (solid) and vertical dV (dashed)
polarizations obtained with our ray tracing model as a function of θ for two
different values of L: Fig. 5.3 (a) corresponds to L = 6.5 cm and Fig. 5.3
(b) to L = 10 cm. For completeness, experimental results for dH and dV
in the interval −1.5◦ ≤ θ ≤ +1.5◦ are also shown as circles and triangles,
respectively. The experimental results and the predictions from the ray
tracing model are in excellent agreement in the region where two parallel
beams with orthogonal polarizations are obtained at the output.
In all cases, it is observed a central region where the separation between
the beams varies linearly with the angle θ. Beyond this region, our model
is not valid: dV presents a discontinuity that corresponds to values of θ in
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Figure 5.3: Comparison between theoretical and experimental results. The
expected displacements from the ray tracing model for dH (blue solid line)
and dV (dashed green line) are shown as a function of the rotation angle θ.
Experimental results are presented as circles for dH and as triangles for dV .
(a) and (b) correspond to configurations with L = 6.5 cm and L = 10 cm,
respectively. The PBS is 1 cm wide. Horizontal dashed line: maximum
separation, as determined by the PBS size. Error bars indicate an input
beam diameter of 3mm.
which the vertical component is no longer reflected on the PBS and thus the
output beams with vertical and horizontal polarizations do not propagate
collinearly (see Figs. 5.2 (e) and 5.2 (f)). The maximum separation, shown
as horizontal dashed lines in Figs. 5.3 (a) and 5.3 (b), is limited by the PBS
size. As L increases, the sensitivity of the tunability of the device improves,
which is revealed by noticing that for both polarizations, the slope of the
beam displacement in Fig. 5.3 (b) is steeper than the corresponding slope
in Fig. 5.3 (a).
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Our ray tracing model also reveals a useful feature of the TBD: The
temporal delay between the orthogonally polarized beams, arising from the
optical path difference, is zero. At first sight, since the beams impinge on
different regions of the mirrors and PBS, one expects that they travel a
different optical path; however, our ray tracing model reveals that this is
not the case. Interestingly, this feature is valid for any value of θ, and adds
a unique feature to our TBD with respect to other beam displacers.
5.1.2 A highly-sensitive tunable beam displacer based
on WVA
A beam displacement can be generated using either a set of mirrors that are
arranged in a configuration that allows to change the position of the output
beam when one or various mirrors are rotated, a transparent plane-parallel
plate of certain thickness such as a tweaker plate, a thin film polarizer, or
a plate beam splitter or a tunable beam displacer.
To get an idea of the displacements that can be achieved using com-
mercial devices, Thorlabs offers a tweaker plate, model XYT-A, which is a
2.5mm thick plane-parallel plate. Similarly, II-VI UK LTD offers thin film
polarizers made of either ZnSe or Ge that can be used to split or combine
an input beam into two components with orthogonal polarizations. The
polarizer is oriented at Brewster’s angle with respect to the input beam
so that the vertical polarization is highly reflected whereas the horizontal is
transmitted. In addition, Edmund optics offers a plate beam splitter, model
#49-684, that is a 3mm thick N-BK7 splitter that transmits 70% of the in-
put power and operates in the visible regime. All the devices mentioned
allow to generate sub-mm level precision beam displacements.
Regarding transparent plane-parallel plates, the beam displacement is
proportional to the plate thickness, index of refraction and the rotation
angle. This is because the plate of certain thickness is rotated with respect
to an axis parallel to the surfaces that offsets the position of the input beam
after consecutive refractions in the air-plate and plate-air interfaces.
In contrast, for the TBD presented in Section 5.1.1, two mirrors fixed
to a platform are rotated with respect to a polarizing beam splitter (PBS).
When the angle is different from zero, the input beam splits into two parallel
propagating beams with orthogonal polarizations separated by a distance
proportional to the rotation angle. If the input beam polarization is hori-
zontal or vertical, a single beam is obtained at the output.
For all the cases mentioned above the beam shift results from the me-
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chanical rotation of an optical element. This condition imposes a tech-
nical limitation on the sensitivity of the beam displacer since it directly
relates to which sensitivity we can achieve when performing the rotation.
In a plane-parallel plate displacer one can obtain a typical beam shift of
≈ 12.5µm/deg, where the proportionality factor depends on the thickness
of the plate and its index of refraction. For a TBD, the proportionality fac-
tor is ≈ 5mm/deg which depends mainly on the distance from the mirrors
to the PBS.
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Figure 5.4: (a) Experimental scheme. Input and output polarizers,
POL1 and POL2, control the corresponding polarizations. A polarization-
dependent beam displacement is introduced by the tunable beam displacer.
POL1 and POL2: polarizers, PBS: polarizing beam splitters; M: Mirrors.
(b) Beam displacement before traversing the second polarizer for the hori-
zontal (solid line) and vertical (dashed line) components of the optical beam
a function of the rotation angle θ. The shaded region indicates the region
where the beams with orthogonal polarizations still overlap.
The experimental scheme presented in Fig. 5.4(a) introduces a new type
of highly-sensitive tunable beam displacer that can outperform the limita-
tions imposed by the use of deflection to displace the beam. In our scheme,
we do not make use of the tunable reflections or/and refractions induced
by the rotation of a specific optical element. Instead, we make use of the
concept of weak value amplification [2, 4], that allows to convert two beams
with orthogonal polarizations that slightly overlap in space into a single
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beam whose center can be tuned by only modifying the linear polarization
of the output beam.
Consider an input beam that propagates in the zˆ direction with a Gaussian-
like beam shape of width w (at 1/e2). By using a polarizer rotated at an
angle α = +45◦, the initial polarization is set to eˆin = (xˆ+yˆ)/
√
2, by POL1,
where xˆ and yˆ denote the horizontal and vertical transverse directions, re-
spectively. After the pre-selection stage, the shape in the transverse plane
(x, y) of the input electric field is given by
Ein(x, y) = E0 exp
[−(x2 + y2)/2w2] eˆin , (5.1)
where E0 is the peak amplitude and w is the 1/e beam width.
In a second stage, the TBD is set to an angle θ. The TBD splits the
input beam into two parallel beams with orthogonal polarizations. The
output beams are shifted a distance +∆x for the component with horizontal
polarization and −∆x for the component with vertical polarization with
respect to the direction of the output beam when θ = 0◦.
The TBD is set to operate in the shaded region shown in Fig. 5.4(b),
where the two output beams with orthogonal polarizations still overlap. i.e.,
the distance between the two beam centroids 2∆x is small compared with
the input’s beam diameter w. Since the spatial shape of the beam in the x
and y coordinates are independent, and the displacement is only considered
along the x direction, for the sake of simplicity we will be looking only at
the beam shape along the x direction. After this stage, the field reads
Eweak(x) =
E0√
2
{
cos β exp
[−(x−∆x)2/2w2 + i φ] xˆ
+ sin β exp
[−(x+∆x)2/2w2] yˆ} , (5.2)
where φ takes into account any optical path difference that can be intro-
duced mainly due to misalignment.
In the last stage, the output beam state of polarization is projected in
the state eˆout = cos β xˆ+sin β yˆ by using the polarizer POL2 that is rotated
at an angle β with respect to the horizontal axis. The amplitude of the
output beam writes
Eout(x) =
E0√
2
{
cos β exp
[−(x−∆x)2/2w2 + i φ]
+ sin β exp
[−(x+∆x)2/2w2] }eˆout . (5.3)
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The intensity of the output beam, given by Iout(x) = 2 ǫ0c|Eout(x)|2, writes
Iout(x) =
I0
2
{
cos2 β exp
[−(x−∆x)2/w2]
+ sin2 β exp
[−(x+∆x)2/w2]
+ exp
[−∆x2/w2] sin 2β exp [−x2/w2] cosφ} , (5.4)
after using the Product Theorem for Gaussian Functions presented in Ap-
pendix B. Note that the factor exp [−∆x2/w2] in the last line of Eq. (5.4)
carries information about the degree of spatial overlap between the out-
put pulses, or in other words, the strength of the weak coupling between
polarization and beam position.
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Figure 5.5: Beam profile after traversing the second polarizer for three differ-
ent output polarizations (β = 30◦, β = 45◦ and β = 60◦). The insets shows
more clearly the small beam displacements for different post-selections of
the output state of polarization.
Figure 5.5 plots the beam intensity given by Eq. (5.4) for three different
angles: β = 30◦, β = 45◦ and β = 60◦. An angle β = 45◦ corresponds to
choosing the polarization of the output beam equal to the polarization of
the input beam. Inspection of Fig. 5.5 shows that Iout(x) corresponds to a
single peaked Gaussian-like distribution whose center is slightly shifted with
respect to the input beam centroid by an amount smaller than ∆x, far less
than the beam width. We also observe that this small shift is polarization-
dependent, i.e., it depends on the value of the angle β.
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This effect can be easily visualized by calculating the beam’s centroid by
replacing Eq. (5.4) in the expression 〈x〉 = ∫ x Iout(x) dx/ ∫ Iout(x) dx. We
also calculate the insertion loss (expressed in decibels) L = −10 log10[Pout/Pin]
where Pin and Pout designate the input and output power of the beams, re-
spectively. By making use of Eq. (5.4), we obtain that the centroid of the
output beam reads
〈x〉 = cos 2β
1 + γ sin 2β cosφ
∆x , (5.5)
where γ = exp (−∆x2/w2) is close to unity since ∆x ≪ w. Similarly, the
insertion loss is given by
L = −10 log10
[
1
2
(1 + γ sin 2β cosφ)
]
. (5.6)
Figures 5.6(a) and 5.6(b) show the position of the beam centroid and the in-
sertion loss as a function of the post-selection angle β of POL2. The displace-
ments ±∆x for each polarization are indicated by horizontal dashed lines.
Eq. (5.5) shows that the beam centroid 〈x〉 is related to the polarization-
dependent displacement ∆x by a relationship of the form 〈x〉 = A · ∆x,
where A is the amplification factor given in Eq. (5.5). Most applications of
the weak value amplification concept (see, for instance, [38] and [39] for two
recent reviews about this topic) are interested in a regime where A ≫ 1.
However this is not the only regime where weak value amplification can
be of interest [11]. Here, on the contrary, we are interested in the regime
A ≪ 1, where beam displacements much smaller than the beam width of
the input beam are observed.
In this regime, close to β = 45◦ (input and output polarizations are sim-
ilar) the position of the centroid of the output beam varies almost linearly
with respect to the post-selection angle over the range −∆x ≤ 〈x〉 ≤ +∆x
(see Fig. 5.6(a)), and the insertion loss is small for the same interval (see
Fig. 5.6 (b)), making the weak value amplification scheme described in
Fig. 5.4(a) suitable for implementing a low-loss highly sensitive tunable
beam displacer where the spatial shift is controlled by projection into a
given polarization state, with no optical elements that deflect the beam.
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Figure 5.6: (a) Lateral displacement of the centroid of the output beam as a
function of the polarization of selected, given by the post-selection angle β.
As a reference, the displacements ±∆x for the polarization dependent shift
are indicated by horizontal dashed lines. (b) Insertion loss as a function of
the post-selection angle β. Data: ∆x = 120µm, γ = 0.9 and φ = 0◦.
5.2 Experimental implementation
5.2.1 The tunable beam displacer
To corroborate the TBD theoretical model described in section 5.1.1, we im-
plemented the experimental setup shown in Fig. 5.2(a). A He-Ne (Thorlabs
HNL020R-EC) laser was used to generate the input beam with a Gaussian
spatial profile (beam diameter: 3mm). The beam is subsequently polarized
at 45◦ by using a polarizer (Melles Griot 03PT0101/C). The beam impinges
on a 1.0 cm PBS, antireflection coated for 633 nm, and the two orthogonal
polarization components separated by the PBS are then reflected by alu-
minium mirrors (diameter 2.54 cm) placed on the L-shaped platform that is
allowed to rotate at specific values of θ by using a manual rotational stage.
At the output, the beam position is recorded by a camera and the centroid
of the different images, dH and dV , is measured.
For initial alignment, θ is set to zero and the angle for each mirror is
set such that each beam reflected onto the mirrors propagates towards the
PBS center and only one beam is seen in the camera. The centroid of this
image sets the reference to measure afterwards dH and dV .
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Figure 5.7: (a) Image corresponding to the implementation of the tunable
beam displacer. (b) Optical beam layout.
5.2.2 A highly-sensitive tunable beam displacer based
on WVA
In order to demonstrate the feasibility of the scheme for a highly-sensitive
tunable beam displacer presented in Section 5.1.2, we have implemented the
set-up shown in Fig. 5.4(a). The input beam with Gaussian spatial profile
is generated using a He-Ne laser (Thorlabs HRP005S) and the input beam
is Gaussian with a beam waist of ∼ 600µm (1/e2). Two Glan-Thomson po-
larizers (Melles Griot 03PT0101/C) are used to select the initial and final
states of polarization before and after the TBD. The initial state of polar-
ization is selected by rotating the first polarizer at +45◦, and the output
polarization is selected by rotating the second polarizer an angle β with
respect to the horizontal direction. The experimental implementation is
shown in Fig. 5.8.
The TBD, implemented with the componentsM3,M4, PBS1 and RSTG
in Fig. 5.8(c), and highlighted in orange in Fig. 5.8(d), is composed of two
aluminum mirrors, positioned equidistantly from a 1.0 cm polarizing beam
splitter (PBS), and fixed to a L-shaped platform that is free to rotate an
angle θ with respect to the PBS center. For a given angle, the separation
between the two output beams depends on θ, the distance from the mirrors
to the PBS, and the sizes of the input beam and the PBS. In the setup,
the distance from each mirror to the PBS is set to 7 cm and the platform is
rotated with a custom made motorized rotation stage.
The output beam shape is detected by a CCD camera (Santa Barbara
Instruments ST-1603ME) with 1530 × 1020 pixels (9µm pixel size). With
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(a)
(b)
Figure 5.8: (a) Experimental setup. (b) Optical beam layout.
the data measured, the corresponding centroid position is calculated us-
ing a simple MATLAB routine. To avoid CCD saturation, neutral density
absorptive filters (Thorlabs - Serie NE-A) are used.
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(d)
Figure 5.8: (c) Detail of the components used. PBS: Polarizing Beam Split-
ter, POL: Polarizer, RSTG: Rotating Stage, M: Mirror. (d) Stages used
to: i) select the initial state of polarization (cyan), ii) perform the weak
measurement (orange), iii) select the final state of polarization (magenta).
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Before running the experiment an initial alignment is carried out without
using the output polarizer. This preparation consists of two steps. Firstly,
the input beam enters the TBD, θ is set to zero and the angle for each mirror
is set such that each beam reflected on the mirrors propagates towards the
PBS center and only one beam is seen in the camera. The centroid of this
image sets the reference point from which the new beam’s centroid position,
〈x〉, will be measured. Secondly, the L-shaped plaque is rotated by an angle
θ to define the small initial displacement, ∆x, between the components with
orthogonal polarization. For our experiment, ∆x = 120µm, which yields
γ = exp[−(∆x)2/w2] equal to 0.96. Once the reference centroid is defined,
the output polarizer POL2 is introduced. A set of images are recorded for
different values of β, and their corresponding centroids are calculated.
5.3 Experimental results
The experimental results are presented as dots in Fig. 5.9. Fig. 5.9(a) depicts
the measured beam displacement 〈x〉 as a function of the output polarizer
angle (β). The error bars take into account the uncertainty introduced by
the CCD camera pixel size of 9µm. The solid line in Fig. 5.9(a) corresponds
to the best data fit using Eq.(5.3) where φ is the fitting parameter. From
the best fit we obtain φ = 54◦, which corresponds to a difference in optical
path of ∼ 0.094µm, mainly due to misalignment.
In the region 0◦ ≤ β ≤ 90◦ we observe that the beam’s centroid varies
almost linearly with respect to the output polarizer angle. In this interval,
the best fit gives 〈x〉 = −2.32 β + 114.24 µm, which demonstrates a region
of operation that goes approximately between −120µm to +120µm, in
agreement with the initial displacement of ∆x = 120µm.
The sensitivity of the shift is limited by the angular resolution achievable
when selecting the output polarization. As an example, if a manual rotation
mount with resolution of 10 arcmin is used to select the output polarization,
a minimum beam displacement step of 380nm can be obtained without
using opto-mechanical components.
In Fig. 5.9(b) we show the measured (dots) and theoretical (solid line)
insertion loss, given by Eq. (5.4) for φ = 54◦ and γ = 0.96. The maximum
insertion loss in this region is ∼ 3 dB.
Interestingly, the relationship between the beam’s centroid shift and
the output polarization is almost linear, and the sensitivity of the beam
displacement is limited by the sensitivity available for selecting the output
polarization. From the measurements, we were able to shift the centroid
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Figure 5.9: (a) Measurement (dots) of the beam’s centroid position (left
axis), amplification factor A (right axis), and fit (solid line) following Eq.
(5.3), as a function of the post-selection angle β. (b) Measured insertion
loss (dots) and fit (solid line) obtained from Eq. (5.4) as a function of β.
of a Gaussian beam with a beam waist of ∼ 600µm, over an approximate
interval that goes from −120µm to +120µm in steps of less than ∼ 1µm.
Conclusions
In this chapter we have introduced and demonstrated a new kind of tunable
beam displacer (TBD) that allows to transform an input polarized beam
into two parallel beams spatially separated by a tunable distance. The de-
vice is very attractive for applications where temporal compensation is not
available since it does not introduce a temporal delay between the output
beams. In addition, the maximum beam separation and the spectral char-
acteristics are determined mainly by the polarizing beam splitter used in its
implementation.
Thereafter, we use the TBD to implement a polarization-dependent
beam displacer that, in conjunction with pre-selection and post-selection
polarization stages which constitute a weak value amplification scheme, al-
lows to design a highly sensitive beam displacer. The centroid of a Gaussian
beam can be shifted a distance much smaller than its beam width without
the need to use the deflection of optical elements. The beam’s centroid po-
sition can be displaced by controlling the polarization in the post-selection
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stage. The dependence between the centroid’s position and the angle of
polarization is almost linear. From the experimental results we were able to
shift the centroid of a Gaussian beam with a beam waist of ∼ 600µm, over
the interval −120µm to +120µm in steps of less than ∼ 1µm by rotating
the post-selection polarizer between 0◦ and 90◦.
Main publications by the author related to the contents
of this chapter
L. J. Salazar-Serrano, D. A. Guzma´n, A. Valencia, and J. P. Torres,
“Demonstration of a highly-sensitive tunable beam displacer with no use of
beam deflection based on the concept of weak value amplification”, Optics
Express 23, 10097 (2015).
L. J. Salazar-Serrano, A. Valencia, and J. P. Torres, “Tunable beam
displacer”, Review of Scientific Instruments 86, 033109 (2015).
67
Design and demonstration of a new type of highly-sensitive
Tunable Beam Displacer
68
CHAPTER
SIX
ENHANCING THE SENSITIVITY OF FIBER
BRAGG GRATING TEMPERATURE SENSORS
“ Science is, on the whole, an informal activity, a life of shirtsleeves and coffee served in beakers. ”
Sir George Porter, 1968
A Fiber Bragg Grating (FBG) used as a sensor can be readily understood
as an optical bandpass filter whose central frequency depends on the value of
a certain variable, maybe temperature or strain. FBG sensors have attracted
great interest in the past three decades due to its intrinsic characteristics
such as immunity to electromagnetic interference, small size, lightweight
and its multiplexing capability.
There is a large variety of interrogation schemes available to retrieve
the value of the variable of interest, such as those based on interferometric
methods, tunable-filters, tunable-light-sources or using other FBGs such as
tilted fiber gratings, to name a few [66]. Current technologies can offer
a sensitivity of ∼ 0.01 nm/◦C for temperature measurements. From the
detection point of view achieving such resolution translates into increasing
the complexity of the interrogation scheme, becoming at the same time more
expensive.
This explain the interest in looking for new methods and techniques to
enhance the sensitivity of FBG-based systems. For instance, one option
could be to develop new methods that could increase the shift of the cen-
tral frequency of the filter for a given change of temperature or strain. In
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an alternative scenario, this could also be used for measuring even tinier
temperature or strain changes that would produce in this way measurable
frequency changes using present-day detection schemes.
In this chapter we present a proof-of-concept experiment aimed at in-
creasing the sensitivity of FBG sensors by making use of a weak value
amplification scheme. The system developed makes use of a broad-band
light source, two FBGs at slightly different temperatures, and an optical
spectrum analyzer (OSA), all of them interconnected by optical circulators
and optical fibers. The technique requires only linear optics elements for
its implementation, and appears as a promising method for increasing the
sensitivity than state-of the-art sensors can currently provide. From the
experimental results, the scheme implemented is able to generate a shift of
the centroid of the spectrum of a pulse of ∼ 0.035 nm/◦C, a nearly four-
fold increase in sensitivity over the same FBG system interrogated using
standard methods.
This chapter is organized as follows. Section 6.1 provides a brief intro-
duction to FBGs, where the working principle is discussed and the stan-
dard interrogation scheme used to measure temperatures is presented. In
Section 6.2 the scheme based on weak value amplification that allows to en-
hance the sensitivity of temperature sensors based on FBGs is described. In
Section 6.3 the experimental implementation is presented and in Section 6.4
experimental results are discussed.
6.1 A brief summary on fiber Bragg gratings
(FBG)
Fiber Bragg Gratings (FBG) constitute nowadays a key ingredient of many
devices used in communication and sensing applications [67]. They can
easily be integrated in all-fiber systems, their dielectric nature make them
non-conducting, immune to electromagnetic interference, chemically inert
and current technology allows to tailor the properties of FBGs to adapt to
the specific requirements of each application [68, 69, 70].
An FBG, shown in Fig. 6.1(a), is an optical component fabricated from
a single mode fiber whose core has been modified by introducing a periodic
modulation of the effective refractive index of refraction by exposing the
core of the fiber to a periodic pattern of intense ultraviolet light. This
modulation is referred as grating. Each plane with a change in index of
refraction acts as a partially reflective mirror that generates a region that
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Figure 6.1: (a) Fiber Bragg Grating structure and spectral response when
light with a broad spectrum is coupled into the fiber. (b) An standard
scheme used to interrogate a FBG using a circulator. The central wavelength
of the reflected signal varies with respect to temperature.
scatters the light that is guided along the core of the fiber. At each plane,
light is reflected and transmitted. All the reflected components may interfere
constructively or destructively depending on the relation between the light’s
wavelength and the grating period. For the case of constructive interference
the relation is termed as Bragg condition and the wavelength at which the
reflected components combine to yield one large reflection is called the Bragg
wavelength, λB.
In general, when considering a given wavelength, the Bragg condition is
satisfied by setting the grating period (Λ) to approximately half the light’s
wavelength. As a result the FBG is transparent to components with wave-
lengths other than the Bragg wavelength. Interestingly the grating period
can be changed physically by expanding or contracting the fiber’s material
by subjecting it to some strain or by changing its surrounding temperature.
This feature is what allows the measurement of temperature or strain using
FBGs by monitoring the central wavelength of the reflected signal.
Figure 6.1(b) shows a standard procedure used to measure temperatures
using a FBG. It makes use of a circulator, a three-port optical component
that allows light to travel in only one direction by interconnecting port 1
with port 2 and port 2 with port 3, with considerably low losses. When light
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enters port 1, it goes to port 2 where the FBG filters the signal spectrally and
reflects back a portion that exits at port 3. The output can be monitored
using an optical spectrum analyzer.
For current commercial configurations aimed at measuring temperatures
where the FBG is isolated from any source of strain, the position of the cen-
troid of the spectrum of the reflected light varies linearly with respect to the
temperature with a sensitivity ranging from 0.008 nm/◦C to 0.014 nm/◦C
determined by the material of the fiber. As a result spectrum analyzers
with high resolution are required to measure temperatures changes below
one degree centigrade.
6.2 A scheme for measuring temperature based
on FBGs via weak value amplification
As presented in Chapter 2 and in Appendix A, weak value amplification
(WVA) is a signal enhancement technique that is used in metrology ap-
plications to measure tiny changes of a variable that cannot be detected
otherwise because of technical limitations, i.e., the insufficient sensitivity of
the detection system. Here we are interested in measuring the difference
in central frequency, and thus the difference in temperature, between the
spectra coming from two FBGs that are almost overlapping.
Figure 6.2: Weak value amplification scheme. In this case we make use
of a real weak value to measure a temperature dependent frequency shift
∆ν = ν1 − ν2.
The weak value amplification scheme is composed of three steps: pre-
selection of polarization, weak coupling and post-selection of polarization
(Fig. 6.2). In the first stage a light source that generates a beam with
a broad spectrum, centered in ν0, is polarized at +45
◦ by using a linear
polarizer. In the second stage, a weak interaction is implemented by a
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device that generates a polarization dependent frequency shift by filtering
the input’s beam spectrum. The component with vertical polarization is
filtered spectrally using a FBG of bandwidth B that is centered in +ν2,
whereas the component with horizontal polarization is centered in +ν1.
Since the difference ∆ν = ν1 − ν2 is smaller than the FBG bandwidth
B, the interaction is termed as “weak interaction”. In the last stage, the
output polarization is again selected using a linear polarizer rotated at an
angle β, that is chosen to be near −45◦.
Due to the post-selection, the beams with horizontal and vertical polar-
izations interfere. The centroid of the output spectrum (〈ν〉) is displaced
with respect to ν0 by an amount A ·∆ν, where A is an amplification factor
that depends on β, the overlap ratio ∆ν/B and the optical path difference
that may be introduced between components with orthogonal polarizations
in the weak interaction stage. Even though A can be very large, its value is
limited because the intensity of the signal at the output is severely reduced
since the pre-selection and post-selection polarizers are set to be nearly
orthogonal.
6.2.1 Theoretical background
Consider the experimental scheme depicted in Fig. 6.3 that performs the
three steps of a weak value amplification scheme described above.
In the first step, the initial state of polarization of a broad-band light
source, centered in ν0, is pre-selected to be linear using polarizer POL1
rotated at +45◦ with respect to the vertical. To perform a weak interaction,
the beam is first divided into two orthogonal components with the polarizing
beam splitter PBS1. The vertical and horizontal polarizations are filtered
using the FBGs connected to circulators CIRC1 and CIRC2, respectively.
As a result, the spectrum of each component is filtered according to the
scheme presented in Fig. 6.1(b).
Since the two FBGs have identical period, the spectrum of each com-
ponent has approximately the same bandwidth, B, whereas its central fre-
quency is slightly different according to the surrounding temperature of each
FBG. Finally, the output of each circulator is combined in a single beam
using PBS2. After PBS2 the electric field in the frequency domain reads
Eweak(ν) =
E0√
2
{
exp
[
−(ν − ν0 − ν1)
2
2B2
]
xˆ
+ exp
[
−(ν − ν0 − ν2)
2
2B2
+ i(2πντ + δ)
]
yˆ
}
, (6.1)
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Figure 6.3: Experimental scheme. FBG1 and FBG2: Fiber Bragg Gratings;
POL1 and POL2: polarizers; PBS1 and PBS2: polarizing beam splitters;
LCVR: Liquid-crystal variable retarder; OSA: Optical Spectrum Analyzer;
CIRC1x and CIRC2: optical circulators.
where xˆ and yˆ, designate horizontal and vertical polarizations respectively,
τ takes into account the optical path difference present in the experimental
setup, FBG1 is centered in ν1 and FBG2 in ν2, and B is the bandwidth of the
output signal of each FBG, and δ = φ− Γ, where φ denotes a phase due to
the birefringence induced from bends and twists in circulators and single-
mode fibers and Γ is a phase introduced with a Liquid Crystal Variable
Retarder (LCVR) to compensate the unwanted phase φ [71]. In both cases
the shift with respect to the central frequency ν0 is small compared to the
pulse bandwidth (i.e. B ≫ ν1− ν0 or B ≫ ν2− ν0). Inspection of Eq. (6.1)
shows clearly the coupling between the shift of the centroid of the spectrum
of each pulse, ν1 and ν2, and its polarization, a key element of the WVA
scheme.
After the weak interaction, the weak value amplification effect is intro-
duced by projecting the recombined signal into a polarization state eˆout =
cos βxˆ+ sin βyˆ with the help of the second polarizer POL2. By making use
of the Product Theorem for Gaussian Functions presented in Appendix B to
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calculate the power spectrum after post-selection from Eq. (6.1), we obtain
Sout(ν) =
S0
2
{
cos2 β exp
[
−(ν − ν0 − ν1)
2
B2
]
+ sin2 β exp
[
−(ν − ν0 − ν2)
2
B2
]
(6.2)
+γν sin 2β exp
[
−(ν − ν0 − ν+)
2
B2
]
cos(2πντ + δ)
}
,
where ν+ = (ν1 + ν2)/2, and γν = exp(−∆ν2/4B2). After post-selection,
the beams reflected from each FBG interfere [72]. As a result, there is a
reshaping of the output spectrum. Both FBG can show slightly different
spectral responses due to errors in the fabrication process.
We keep one of the FBGs at a constant temperature T2, and measure
its reflectivity spectrum to be centered at ν02 . The other FBG is used to
measure a variable temperature T1, and the centroid of the spectrum of the
reflected signal is assumed to change linearly with temperature as
ν1(T1) = ν
0
1 + κ(T1 − T2) . (6.3)
The centroid of the spectrum at the output port of the interferometer is ob-
tained after replacing Eq. (6.3) in the expression 〈ν〉 = ∫ dν νS(ν)/ ∫ dν S(ν).
In the weak coupling regime, the temporal delay τ in the interferometer is
much smaller than the pulse duration T , and the frequency shifts ν1(T1) and
ν02 are small compared to the bandwidth B. In this scenario, the centroid
of the spectrum writes
〈ν〉 = ν0 + ν+ +A ν− − B , (6.4)
where
A = cos 2β
1 + γνγτ sin 2β cos δ
, (6.5)
is the amplification factor, γτ = exp(−πτ 2B2), ν− = (ν1 − ν2)/2, and the
last term in Eq. (6.4) is given by
B = πγνγττB
2 sin 2β sin δ
1 + γνγτ sin 2β cos δ
. (6.6)
We take as reference for the measurements ν02 , which is measured for an
angle β = −90◦. One can easily find from Eqs. (6.3) and (6.4) that the shift
of the centroid 〈∆ν〉 = 〈ν〉 − ν0 − ν02 is
〈∆ν〉 = κ
2
(A+ 1)(T1 − T2) + (A+ 1)
(
ν01 − ν02
2
)
. (6.7)
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The shift of the centroid of the spectrum is proportional to the difference in
temperature between the FBGs. If we project into a polarization state that
selects only the signal coming from the FBG with a variable temperature
(β = 0◦), then A = 1 and the constant of proportionality turns out to be κ,
which is determined by the response of the FBG to changing temperatures.
However, when we project into different polarization states, κ is multiplied
by the amplification factor A that can be much larger than one.
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Figure 6.4: (a) Theoretical amplification factor as a function of the post-
selection angle β for different values of γνγτ cos δ: 0.9999 (blue continuous
line), 0.999 (green dashed-line) and 0.99 (red dotted-line). (b) Theoretical
shift of the centroid of the output spectrum as a function of the temperature
difference T1 − T2 for three different post-selection polarizations, and thus
amplification factors. β = 0◦ and A = 1 (blue continuous line), β = −42.8◦
and A = 25 (green dashed line), and β = −44.02◦ and A = 50 (red dotted
line).
As it can be seen in Eq. (6.5), the closer is the value of the factor
γνγτ cos δ to 1, the larger is the value of the amplification factor. Inspection
of Fig. 6.4(a) shows that an amplification factor of up to nearly 80 can be
achieved for γνγτ cos δ = 0.9999. Larger values of the amplification factor
can indeed be obtained. However, in practice, its maximum value is limited
by different experimental factors. On the one hand, it strongly depends on
the overlap factor ∆/B implicit in γν , the optical path difference between
components of orthogonal polarizations in the weak coupling stage and how
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well the phase introduced by the single-mode fibers φ is compensated by
the variable retarder (LCVR).
From Eq. (6.5), we obtain that the maximum amplification factor that
can be achieved for an uncompensated phase is
Amax = (1− cos2 δ)−1/2, (6.8)
which is obtained for the post-selection angle −π/4◦±βmax+ 12 arcsin(cos δ).
The largest enhancement is obtained when φ = Γ.
On the other hand, in any weak value amplification scenario there is
attenuation of the amplitude of the output signal. For low amplification
factors, this attenuation can be similarly small. However, a large ampli-
fication factor is accompanied by a large attenuation, since the input and
post-selected polarization are nearly orthogonal. The amplification factor
achievable is thus limited by the Signal-to-Noise ratio available at the de-
tection stage.
Figure 6.4(b) shows the expected shift of the centroid of the spectrum as
a function of the temperature difference, for three different output polariza-
tion projections that corresponds to three values of the amplification factor.
Notice the large enhancement of wavelength shift that can be achieved for
a given temperature difference when different output polarization states are
selected.
6.3 Experimental implementation
Figure 6.5 depicts the experimental scheme implemented. A laser generates
pulses with central frequency ν0 (central wavelength: 1549 nm) that are lin-
early polarized at +45◦ by using a half-wave-plate (HWP1) followed by a
linear polarizer (POL1). This constitute the pre-selection stage. The laser is
a femtosecond fiber laser (Calmar Laser - Mendocino) that generates 320 fs
pulses (bandwidth: 11 nm) with a Gaussian-like spectrum, average power
3mW and repetition rate 20MHz. The Fiber Bragg Gratings where fabri-
cated in the iTEAM Institute at the Universidad Polite`cnica de Valencia.
The two orthogonal polarizations (H and V ) are divided by a polarizing
beam splitter (PBS1) and follow different paths. The signal in each path is
connected to FBGs (FBG1 and FBG2) by means of circulators (CIRC1 and
CIRC2). The signal traversing each arm of the interferometer is focused
into a single-mode (SM) fiber that is connected to the first port the circu-
lator. The second port is connected to the FBG that filters out the input
signal with an efficiency of 14%, and leaves the FBG with a Gaussian-like
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spectrum, 2.5 nm wide Full Width at Half Maximum (FWHM), centered at
≈ 1551 nm.
(a)
(b)
Figure 6.5: (a). Experimental setup. (b). Optical beam layout. The
input beam is indicated by a green line and the output beam is indicated
by a blue and yellow beam, with orthogonal polarizations. The input and
output beams of circulator 1 (2) are indicated by blue (yellow) lines. Its
corresponding polarizations and direction of propagation are also indicated.
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Figure 6.5: (c). Detail of the components used. HWP: half-wave plate,
PBS: polarizing beam splitter, POL: polarizer, PCO: polarization con-
troller, TSTG: translation stage, LCVR: liquid crystal variable retarder.
(d). Stages used to: i) select the initial state of polarization (cyan), ii)
perform the weak measurement (orange), iii) select the final state of polar-
ization (magenta). The input port and output ports, are colored in red and
green respectively.
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Each FBG is embedded into an oven that is set to a different temper-
ature, T1 and T2. The FBG acts as a filter whose central frequency is
determined by the temperatures of the corresponding oven. If the band-
width of the input pulse is larger than the bandwidth of the FBG, the effect
of a temperature difference is to generate two similar pulses with orthogo-
nal polarizations and different central frequencies. The third port of each
circulator is connected to a collimator lens that launches the output beams
towards a second PBS (PBS2), that combines the two pulses into a single
beam.
Before reaching (PBS2), and due to polarization changes introduced by
the circulators and FBGs, the state of polarization of each pulse is recti-
fied after leaving the circulators using polarization controllers (PCO1 and
PCO2). In this way, we assure that before recombining again the two pulses
in PBS2, the pulse that traversed FBG1 is horizontally polarized and its
central frequency is ν1, whereas the pulse that traversed FBG2 is vertically
polarized and is spectrum is centered at ν2. In all cases, we are interested in
detecting small temperature changes, so that the frequency shift ν1 − ν2 is
smaller than the FBG bandwidth B. To compensate the phase introduced
due to birefringence in the circulators and Single-Mode (SM) fibers, a Liq-
uid Crystal Variable Retarder (LCVR) (Thorlabs - LCC1113-C) is added
after PBS2.
The output is finally focused on a single-mode fiber connected to an
optical spectrum analyzer (Yokogawa - AQ6370). The output spectrum
measured is composed of 1000 points in a range of 14 nm around 1551
nm, which corresponds to a resolution of 14 pm. The estimation of the
centroid of the signal was done in a time of 2 s, which included acquisition
of data, saving and processing. This is in no way a fundamental limit for
the measurement time. Faster detection, by reducing the bandwidth, and
faster electronic processing can substantially reduce the overall time needed
for a measurement.
6.4 Experimental results
For the sake of example, Fig. 6.6 shows the spectra of the signals reflected
from FBG1 (β = −90◦) and FBG2 (β = 0◦). Figure 6.6(a) corresponds
to the signal reflected from FBG2 at a fixed temperature, while Fig. 6.6(b)
corresponds to the reflection from FBG1 at different temperatures. The
spectrum of the signal reflected from each FBG is composed of a principal
lobe ∼ 2.5 nm wide (FWHM), and a side lobe with smaller amplitude that
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appear as a result of the high contrast in index of refraction in the gratings.
(a) (b)
Figure 6.6: (a) Spectrum of the signal reflected from FBG2 at a fixed tem-
perature (β = −90◦). (b) Spectrum of measured from FBG1 at different
temperatures (β = 0◦). Dashed lines: transmission function of the super-
Gaussian filter used to get rid of the unwanted side lobes present in the
signal.
Figure 6.6(b) also illustrates the difficulties regarding the detection pro-
cess. Even though the three spectra correspond to a considerably large scan
in temperature, ranging from 0.7◦C to 11◦C, they overlap almost completely
and make necessary a detection scheme that can resolve sub-nm displace-
ments in wavelength.
Figure 6.7(a) presents the measured shift of the centroid of the output
spectrum for T1 − T2 = 11◦C and different post-selection angles (dots).
For small angle deviations around β = −45◦, shifts of the centroid of the
spectrum up to ±0.6 nm are observed. This corresponds to a three-fold en-
hancement with respect to the initial shift of 0.19 nm given by the FBGs
with no weak amplification scheme. The solid line indicates the best theo-
retical fit obtained using Eq. (6.7). Fig. 6.7(b) shows some selected spectra
measured after performing the super-Gaussian filtering. In general, there is
a trade-off between the centroid shift observable for a specific temperature
difference and the amount of losses that can be tolerated to keep a good
SNR.
Since our scheme relies on the measurement of the centroid of a Gaussian-
like spectra given a post-selection, the presence of non-negligible side lobes
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(a) (b)
Figure 6.7: (a) Shift of the centroid of the spectrum for T1 − T2 = 11◦C
and different post-selection angles (dots) in the interval −90◦ ≤ β ≤ 0◦. (b)
Output spectrum measured for some selected cases: β = −40◦ (I), β = −35◦
(II), β = −25◦ (III) and β = 0◦ (IV).
can alter the measurements. To avoid this effect, each measured spectrum
is filtered numerically using a super-Gaussian filter indicated by the dashed
line in Fig. 6.6. From the measurements performed, the side lobes become
relevant with respect to the main lobe of the output spectrum for post-
selection angles within the interval −50◦ ≤ β ≤ −40◦. For this reason, a
maximum amplification factor of ≈ 4 is obtained for such angles.
Figure 6.8 is the main result of this chapter. It shows the measured
variation of the centroid position of the output spectra as a function of the
temperature difference for a given post-selection. Circles indicate the case
when the output signal is projected into a polarization state with β = −40◦,
so that the output spectrum centroid drifts ∼ 0.035nm/◦C (solid line). For
the sake of comparison, asterisks show the case where no weak amplification
is used (β = 0◦), generating a spectrum centroid variation of ∼ 0.009nm/◦C
(dashed line). The use of the WVA provides a four-fold enhancement of the
sensitivity.
The existence of a temperature-dependent group delay between two or-
thogonal polarizations used to interrogate the FBGs is the key enabling
element in WVA. Here we chose to generate the group delay by illuminat-
ing two FBGs embedded in a Mach-Zehnder interferometer. Environmental
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Figure 6.8: Variation of the centroid of the output spectra as a function of
the temperature difference for a fixed post-selection angle. The case β = 0◦
(asterisks) illustrates the situation where no WVA scheme is used. The case
β = −40◦ (circles) shows the case where the centroid shift is enhanced by a
factor of ≈ 4 by means of the the WVA scheme.
perturbations may affect the measurement, since any measurement based
on interferometers requires a precise control. Therefore, in terms of applica-
tions, the present scheme is intended for short-range applications like health
applications and metrology. However, for an out-of-the-lab implementation
of the technique, we are exploring more simple schemes using tailored FBGs
that will allow an all-fiber solution to generate two orthogonally-polarized
reflected signals with a measurable temperature-dependent delay.
Conclusions
In this chapter, we have demonstrated that WVA can be used to enhance
the sensitivity of sensors based on Fiber Bragg Gratings. Without a WVA
scheme, the shift of the spectrum of the signal reflected by a FBG due to
temperature changes was measured to be ∼ 0.009 nm/◦C. With a weak
amplification scheme, we measured a change of 0.035 nm/◦C, a fourfold
increase.
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The proposed scheme is compatible with wavelength division multiplex-
ing (WDM) and time division multiplexing (TDM) being possible to obtain
a quasi-distributed measurement. Besides, WVA is compatible with the
use of other schemes that enhance the sensitivity of FBGs sensors, such as
the use of extrinsic FBG structures. In this way, WVA can multiply the
resolution gained with the help of the extrinsic FBG structures.
In scenarios where the measurable shift of the spectrum is limited by
the detection stage, but the decrease of signal energy that accompanies still
keeps the signal-to-noise ratio at an usable level, weak value amplification
is a promising scheme to enhance the capabilities of FBG-based sensor sys-
tems.
We should notice that while we consider a temperature sensor, other
characteristics as well, such as strain can also be considered as targets. In
this respect, the method is general and can be applied to measuring all kinds
of physical parameters, provided they could generate a measurable change
of the response of FBGs when interrogated by appropriate light beams.
Main publications by the author related to the contents
of this chapter
L. J. Salazar-Serrano, D. Barrera, W. Amaya, S. Sales, V. Pruneri, J.
Capmany, and J. P. Torres, “Enhancement of the sensitivity of a temper-
ature sensor based on fiber Bragg gratings via weak value amplification”,
Optics Letters 40, 3962 (2015).
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CHAPTER
SEVEN
THE TRUE USEFULNESS OF WEAK VALUE
AMPLIFICATION: WHAT WE CAN DO AND
WHAT WE CANNOT
“ In theory, there is no difference between theory and practice.But, in practice, there is. ”
Jan L. A. van de Snepscheut , 1984
Weak Value Amplification (WVA) [2] is a concept that has been exten-
sively used in a myriad of applications with the aim of rendering measurable
tiny changes of a variable of interest. In spite of this, there is still an on-
going debate about its true nature and whether is really needed for achieving
high sensitivity. Here we aim at helping to clarify the puzzle, using a specific
example and some basic concepts from quantum estimation theory, high-
lighting what the use of the WVA concept can offer and what it can not.
While WVA cannot be used to go beyond some fundamental sensitivity lim-
its that arise from considering the full nature of the quantum states, WVA
can notwithstanding enhance the sensitivity of real and specific detection
schemes that are limited by many other things apart from the quantum
nature of the states involved, i.e. technical noise. Importantly, it can do
that in a straightforward and easily accessible manner.
As shown in the previous chapters with numerous examples, the WVA
concept has been used under a great variety of experimental conditions to
reveal tiny changes of a variable of interest. In all the cases presented, a
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priori sensitivity limits were not due to the quantum nature of the light used
(photon statistics), but instead to the insufficient resolution of the detection
system, what might be termed generally as technical noise. WVA was a
feasible choice to go beyond this limitation. In spite of this extensive evi-
dence, “its interpretation has historically been a subject of confusion” [38].
For instance, while some authors [39] show that “weak-value-amplification
techniques (which only use a small fraction of the photons) compare favor-
ably with standard techniques (which use all of them)”, others [73] claim
that WVA “does not offer any fundamental metrological advantage”, or that
WVA [74] “does not perform better than standard statistical techniques for
the tasks of single parameter estimation and signal detection”. However,
these conclusions are criticized by some authors based on the idea that “the
assumptions in their statistical analysis are irrelevant for realistic experi-
mental situations” [75]. This can explain why recently some papers have
appeared [39, 76] with the aim at re-evaluating and re-considering in a more
general context what WVA can offer for metrology.
In this chapter we analyze from a new perspective, in terms of the con-
cept of quantum trace distance, and by means of a particular example, but
representative of a wide class of WVA experimental implementations, the
pros and cons of using WVA, quantifying how much can be gained under
appropriate circumstances. In other words, we will see, with an approach
centered on how different quantum states are distinguished in specific ex-
perimental implementations, why some authors can say that WVA offers no
advantage in metrology. At the same time we will put numbers to the idea
that WVA can be judged ’handy’ [76] in certain cases.
The approach used here is slightly different from what other analysis of
WVA do, where most of the times the tool used to estimate its usefulness
is the Fisher information and the related Crame´r-Rao bound. The Fisher
information requires to know the probability distribution of possible exper-
imental outcomes for a given value of the variable of interest. Therefore,
it can look for sensitivity bounds for measurements by including technical
characteristics of specific detection schemes [39]. Therefore we offer a very
basic and physical understanding of how WVA works, based on the idea of
how WVA schemes transform very close quantum states.
The chapter is organized as follows. In Section 7.1 we consider the
question of what is the real usefulness of detection schemes based on WVA
by means of a representative example. From these results, in Section 7.2,
we discuss the advantages and disadvantages of using WVA in terms of the
concept of trace distance. Subsequently, we compare our results with respect
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to other approaches based on the evaluation of the Fisher information and
the related Crame´r-Rao bound. In the last section, some final remarks are
made.
7.1 WVA: What is its real value?
There are two sides to consider when analyzing in which sense WVA can be
useful. On the one hand, WVA measures specific information of a quantum
state state obtained after transformations that in most cases make use of
unitary operations. Therefore, it cannot modify the statistics of photons
involved. Basic quantum estimation theory states that the post-selection
of an appropriate output state obtained after unitary transformations, the
basic element where WVA is embedded, cannot be better than the use of
the input state [77]. Moreover, WVA uses some selected, useful but partial,
information about the quantum state that cannot be better that consider-
ing the full state. Indeed, due to the unitarian nature of the operations
involved in the overall transformation where WVA is embedded, it should
be equally good any transformation of the input state than performing no
transformation at all. In other words, when considering only the quantum
nature of the light used, WVA cannot be expected to enhance the precision
of measurements [78].
On the other hand, a more general analysis that goes beyond only con-
sidering the quantum nature of the light, shows that WVA can be useful
when certain technical limitations are considered (for instance, consider the
examples presented in references [39, 75]). In this sense, it might increase
the ultimate resolution of the detection system by effectively lowering the
value of the smallest quantity that can detected. In most scenarios, although
not always [11], the signal detected is severely depleted, due to the quasi-
orthogonality of the input and output states selected. However, in many
applications, limitations are not related to the low intensity of the signal [3],
but to the smallest change that the detector can measure irrespectively of
the intensity level of the signal.
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7.1.1 An example of the use of the weak value
amplification concept: measuring small
temporal delays with large bandwidth pulses
Measuring tiny quantities is essentially equivalent to distinguishing between
nearly parallel quantum states. The concept of trace distance provides a
clear and direct measure of the degree of distinguishability of two quantum
states. Indeed, the trace distance gives us the minimum probability of error
of distinguishing two quantum states that can be achieved under the best
detection system one can imagine [1].
For the sake of example, consider the weak amplification scheme [28]
depicted in Fig. 7.1 that aims at measuring very small temporal delays τ ,
or correspondingly tiny phase changes [29], with the help of optical pulses
of much larger duration. The scheme has been recently demonstrated ex-
perimentally [15, 30] and is described in more detail in chapter 4. We con-
sider this specific case because it contains the main ingredients of a typical
WVA scheme and it allows to derive analytical expressions of all quanti-
ties involved, which facilitates the analysis of main results. Moreover, the
scheme makes use of linear optics elements only and also works with large-
bandwidth partially-coherent light [32]. More importantly, even though the
scheme is aimed at measuring ultra-small temporal delays, it is representa-
tive of a long list of fundamentally equivalent WVA schemes. The use of a
specific experimental configuration where WVA has demonstrated its prac-
tical utility in the lab, providing an enhancement in sensitivity, can help to
identify more clearly the role of important concepts of our discussion such
as quantum distance or technical noise. However, some of our conclusions
might not apply to all WVA schemes without further consideration.
As mentioned in chapter 2, a WVA scheme requires three main ingredi-
ents: (i) the consideration of two subsystems (here two degrees of freedom:
the polarization and the spectrum of an optical pulse) that are weakly cou-
pled (here we make use of a polarization-dependent temporal delay that
is introduced with the help of a Michelson interferometer); (ii) the pre-
selection of the input state of both subsystems; and (iii) the post-selection
of the state in one of the subsystems (the state of polarization) and the
measurement of the state of the remaining subsystem (the spectrum of the
pulse). With appropriate pre- and post-selection of the polarization of the
output light, tiny changes of the temporal delay τ can cause anomalously
large changes of its spectrum, rendering in principle detectable very small
temporal delays.
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Figure 7.1: Weak value amplification scheme aimed at detecting extremely
small temporal delays. The input pulse polarization state is selected to
be left-circular by using a polarizer, a quarter-wave plate (QWP) and a
half-wave plate (HWP). A first polarizing beam splitter (PBS1) splits the
input into two orthogonal linear polarizations that propagate along differ-
ent arms of the interferometer. An additional QWP is introduced in each
arm so that after traversing the QWP twice, before and after reflection in
the mirrors, the beam polarization is rotated by 90◦ to allow the recombi-
nation of both beams, delayed by a temporal delay τ , in a single beam by
the same PBS. After PBS1, the output polarization state is selected with
a liquid crystal variable retarder (LCVR) followed by a second polarizing
beam splitter (PBS2). The variable retarder is used to set the parameter
θ experimentally. Finally, the spectrum of each output beam is measured
using an optical spectrum analyzer (OSA). (xˆ,yˆ) and (uˆ,vˆ) correspond to
two sets of orthogonal polarizations.
Let us be more specific about how all these ingredients are realized in the
scheme depicted in Fig. 7.1. Notice that parts of what it follows might have
been already commented in Chapter 4, however we include them also here
for the sake of convenience, for making the discussion as simple to follow
as possible. An input coherent laser beam (mean number of photons, N)
shows circular polarization, eˆi = (xˆ− iyˆ) /
√
2, and a Gaussian shape with
temporal width T0 (Full-width-half maximum, τ ≪ T0). The normalized
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Figure 7.2: Spectrum of Φu(Ω) measured at the corresponding output port
of PBS2. (a) Spectral shape of the mode functions for τ = 0 (solid blue line)
and τ = 100 as (dashed green line). In the upper panel, the post-selection
angle θ is 97.2◦, so as to fulfill the condition ω0τ − Γ = π. In the lower
panel, the angle θ is 96.7◦. (b) Shift of the centroid of the spectrum of the
output pulse after projection into the polarization state uˆ in PBS2, as a
function of the post-selection angle θ. Green solid line: τ = 10 as; Dotted
red line: τ = 50 as, and dashed blue line: τ = 100 as. Label I corresponds
to θ = 96.7◦ (mode for τ = 100 as shown in the lower panel of (a)). Label II
corresponds to θ = 97.2◦, where the condition ω0τ−Γ = π is fulfilled (mode
for τ = 100 as shown in the upper panel of (a)). It yields the minimum
mode overlap between states with τ = 0 and τ 6= 0. Data: λ0 = 1.5µm and
T0 = 100 fs.
temporal and spectral shapes of the pulse read
Ψ(t) =
(
4 ln 2
πT 20
)1/4
exp
(
−2 ln 2
T 20
t2
)
, (7.1)
Φ(Ω) =
(
T 20
4π ln 2
)1/4
exp
(
− T
2
0
8 ln 2
Ω2
)
, (7.2)
where t is time, Ω is the angular frequency deviation from the central angu-
lar frequency ω0 and Φ(Ω) = (2π)
−1/2
∫
dtΨ(t) exp(iΩt). The input beam
is divided into the two arms of a Michelson interferometer with the help of
a polarizing beam splitter (PBS1). Light beams with orthogonal polariza-
tions traversing each arm of the interferometer are delayed τ0 and τ0 + τ ,
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respectively, which constitute the weak coupling between the two degrees
of freedom. After recombination of the two orthogonal signals in the same
PBS1, the combination of a liquid-crystal variable retarder (LCVR) and a
second polarizing beam splitter (PBS2) performs the post-selection of the
polarization of the output state, projecting the incoming signal into the po-
larization states uˆ = (xˆ+ exp(iθ)yˆ) /
√
2 and vˆ = (xˆ− exp(iθ)yˆ) /√2. The
spectral shape of the signals in the two output ports write (not normalized)
Φu(Ω) =
Φ(Ω)
2
exp [i(ω0 + Ω)τ0] {1 + exp [i(ω0 + Ω)τ − iΓ]} (7.3)
Φv(Ω) =
Φ(Ω)
2
exp [i (ω0 + Ω) τ0] {1− exp [i(ω0 + Ω)τ − iΓ]} ,(7.4)
where τ0 and τ0 + τ are the delays and Γ = π/2 + θ.
After the signal projection performed after PBS2, the WVA scheme dis-
tinguishes different states, corresponding to different values of the temporal
delay τ , by measuring the spectrum of the outgoing signal in the selected
output port. The different spectra obtained for delays τ = 0 and τ = 100
as, for two different polarization projections, are shown in Fig. 7.2(a) and
Fig. 7.2(b). To characterize different modes one can measure the centroid
shift of the spectrum of the signal in one output port as a function of the
delay τ . If we consider the signal Φu(Ω), the shift of the centroid is given by
∆f = (2π)−1
∫
dΩΩ |Φu(Ω)|2/
∫
dΩ |Φu(Ω)|2. Fig. 7.2(b) shows the centroid
shift of the output signal Φu(Ω) for τ 6= 0, which reads
∆f = −τ ln 2
πT 20
γ sin (ω0τ − Γ)
1 + γ cos (ω0τ − Γ) , (7.5)
where
γ = exp
(
− ln 2 τ
2
T 20
)
. (7.6)
The differential power between both signals (with τ = 0 and τ 6= 0) reads
Pout(τ)− Pout(τ = 0)
Pi
=
1
2
[cos Γ− cos (ω0τ − Γ)] . (7.7)
When there is no polarization-dependent time delay (τ = 0), the centroid
of the spectrum of the output signal is the same than the centroid of the
input laser beam, i.e., there is no shift of the centroid (∆f = 0). However,
the presence of a small τ can produce a large and measurable shift of the
centroid of the spectrum of the signal.
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7.1.2 View of WVA from quantum estimation theory
Detecting the presence (τ 6= 0) or absence (τ = 0) of a temporal delay
between the two coherent orthogonally-polarized beams after recombination
in PBS1, but before traversing PBS2, is equivalent to detecting which of the
two quantum states,
|Φ0〉 = |Φτ0(Ω)〉x|Φτ0(Ω)〉y , (7.8)
or
|Φ1〉 = |Φτ0(Ω)〉x|Φτ0+τ (Ω)〉y , (7.9)
is the output quantum state which describes the coherent pulse leaving
PBS1. (x, y) designates the corresponding polarizations. The spectral shape
(mode function) Φ writes
Φτ0+τ (Ω) = Φ(Ω) exp [i(ω0 + Ω)(τ0 + τ)] , (7.10)
where Φ(Ω) is the spectral shape of the input coherent laser signal.
The minimum probability of error that can be made when distinguishing
between two quantum states is related to the trace distance between the
states [79]. For two pure states, Φ0 and Φ1, the (minimum) probability of
error is [1, 80, 81]
Perror =
1
2
(
1−
√
1− |〈Φ0|Φ1〉|2
)
. (7.11)
For Φ0 = Φ1, Perror = 0.5. On the contrary, to be successful in distinguish-
ing two quantum states with low probability of error (Perror ∼ 0) requires
|〈Φ0|Φ1〉| ∼ 0, i.e., the two states should be close to orthogonal.
The coherent broadband states considered here can be generally de-
scribed as single-mode quantum states where the mode is the corresponding
spectral shape of the light pulse. Let us consider two single-mode coherent
beams
|α〉 = exp
(
−|α|
2
2
) ∞∑
n=0
αn
(
A†
)n
n!
|0〉 ,
|β〉 = exp
(
−|β|
2
2
) ∞∑
n=0
βn
(
B†
)n
n!
|0〉 , (7.12)
where A and B are the two modes
A† =
∫
dΩF (Ω)a†(Ω) ,
B† =
∫
dΩG(Ω)a†(Ω) , (7.13)
92
7.1 WVA: What is its real value?
and |α|2 and |β|2 are the mean number of photons in modes A and B,
respectively. The mode functions F and G are assumed to be normalized,
i.e.,
∫
dΩ|F (Ω)|2 = ∫ dΩ|G(Ω)|2 = 1. The overlap between the quantum
states, |〈β|α〉|2, reads
|〈β|α〉|2 = exp (−|α|2 − |β|2 + ραβ∗ + ρ∗α∗β) , (7.14)
where we introduce the mode overlap ρ that reads
ρ =
∫
dΩF (Ω) [G(Ω)]∗ . (7.15)
In order to obtain Eq. (7.14) we have made use of 〈0|Bn [A†]m |0〉 =
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Figure 7.3: Mode overlap and insertion loss as a function of the post-
selection angle. Mode overlap ρ of the mode functions corresponding to the
quantum states with τ = 0 and τ = 100 as, as a function of the post-selection
angle θ (solid blue line). The insertion loss, given by 10 log10 Pout/Pi is indi-
cated by the dotted green line. The minimum mode overlap, and maximum
insertion loss, corresponds to the post-selection angle θ that fulfills the con-
dition ω0τ − Γ = π, which corresponds to θ = 97.2◦. Data: λ0 = 1.5µm,
T0 = 100 fs.
n!ρnδnm. For ρ = 1 (coherent beams in the same mode but with possi-
bly different mean photon numbers) we recover the well-known formula for
single-mode coherent beams [82]: |〈β|α〉|2 = exp (−|α− β|2). Making use
of Eqs. (7.9), (7.14) and (7.15) we obtain
|〈Φ0|Φ1〉|2 = |〈Φ(τ0)|Φ(τ0)〉x|2|〈Φ(τ0)|Φ(τ0 + τ)〉y|2
= exp [−N (1− γ cosω0τ)] , (7.16)
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In the WVA scheme considered here, the signal after PBS2 is projected
into the orthogonal polarization states uˆ and vˆ, and as a result the signals
in both output ports are given by Eqs. (7.3) and (7.4). Making use of
Eqs. (7.3), (7.4) and (7.15) we obtains that the mode overlap (for Φu) reads
ρ =
1 + cos Γ + γ cosω0τ + γ cos(ω0τ − Γ)
2 [1 + cos Γ]1/2 [1 + γ cos(ω0τ − Γ)]1/2
− i [sin Γ + γ sinω0τ + γ sin(ω0τ − Γ)]
2 [1 + cos Γ]1/2 [1 + γ cos(ω0τ − Γ)]1/2
, (7.17)
For τ = 0, and therefore γ = 1, we obtain ρ = 1. Fig. 7.3 shows the mode
overlap of the signal in the corresponding output port for a delay of τ = 100
as. The mode overlap has a minimum for ω0τ −Γ = π, where the two mode
functions becomes easily distinguishable, as shown in Fig. 7.2. The effect
of the polarization projection, a key ingredient of the WVA scheme, can
be understood as a change of the mode overlap (mode distinguishability)
between states with different delay τ .
However, an enhanced mode distinguishability in this output port is
accompanied by a corresponding increase of the insertion loss, as it can be
seen in Fig. 7.3. The insertion loss, Pout(τ)/Pi = 1/2 [1 + γ cos(ω0τ − Γ)],
is the largest when the modes are close to orthogonal (ρ ∼ 0). The quantum
overlap between the states reads
|〈Φu(τ0)|Φu(τ0 + τ)〉|2 = |〈Φv(τ0)|Φv(τ0 + τ)〉|2
= exp
[
−N
2
(1− γ cosω0τ)
]
, (7.18)
so
|〈Φ0|Φ1〉|2 = |〈Φu(τ0)|Φu(τ0 + τ)〉u|2|〈Φv(τ0)|Φv(τ0 + τ)〉v|2
= exp [−N (1− γ cosω0τ)] , (7.19)
which is the same result (see Eq. (7.16)) obtained for the signal after PBS1,
but before PBS2. Both effects indeed compensate, as it should be, since the
trace distance between quantum states is preserved under unitary transfor-
mations.
We can also see the previous results from a slightly different perspective
making use of quantum estimation theory (see chapter 4 in [1]). The WVA
scheme considered throughout can be thought as a way of estimating the
value of the single parameter τ with the help of a light pulse in a coherent
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state |α〉. Since the quantum state is pure, the lower bound to the variance
of an unbiased estimate of the parameter τ variance reads
Var (τˆ) ≥ 1
4
[
〈∂α
∂τ
|∂α
∂τ
〉 −
∣∣∣∣〈α|∂α∂τ 〉
∣∣∣∣
2
]−1
. (7.20)
For a coherent product state of the form |α〉 = ∏i |αi〉, where the index i
refers to different frequency modes, we obtain that Q =
∑
iQi, where Q =
〈∂α/∂τ |∂α/∂τ〉−|〈α|∂α/∂τ〉|2 and Qi = 〈∂αi/∂τ |∂αi/∂τ〉−|〈αi|∂αi/∂τ〉|2.
If αi = βi exp(iϕi), where |βi|2 is the mean number of photons in frequency
mode i and only ϕi depends on the parameter τ as ϕi = (ω0+Ωi)τ , we obtain
that |∂αi/∂τ〉 = i (∂ϕi/∂τ)αia†i |αi〉, where a†i is the creation operator of the
corresponding frequency mode. Making use of Eq. (7.9), we obtains that
here the lower bound reads
Var (τˆ ) ≥ 1
2N (ω20 +B
2)
, (7.21)
where B =
√
2 ln 2/T0 is the rms bandwidth in angular frequency of the
pulse. In all cases of interest B ≪ ω0. This limit is a fundamental limit that
set a bound to the minimum variance that any measurement can achieve. It
is unchanged by unitary transformations and only depends on the quantum
state considered.
Inspection of Eqs. (7.16) and (7.19) seems to indicate that a measure-
ment after projection in any basis, the core element where it is embedded the
weak amplification scheme, provides no fundamental advantage in metrol-
ogy. The fact that there might be no fundamental advantage in quantum
noise limited measurements for WVA, under certain general conditions, has
been pointed out previously [83], even though they also stated that alterna-
tive assumptions can also change its conclusions. Moreover, it is important
to notice that this lack of enhancement of sensitivity is related to the fact
that alternative schemes to WVA that use other characteristics of the quan-
tum state at hand can offer better sensitivity (for instance, see an example
in [84]). Notice that the result obtained implies that the only relevant fac-
tor limiting the sensitivity of detection is the quantum nature of the light
used (a coherent state in our case). We are implicitly assuming that a) we
have full access to all relevant characteristics of the output signals; and b)
detectors are ideal, and can detect any change, as small as it might be, if
enough signal power is used. If this is the case, weak value amplification
provides no enhancement of the sensitivity.
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Figure 7.4: Reduction of the probability of error using a weak value amplifi-
cation scheme. (a) Minimum probability of error as a function of the photon
number N that enters the interferometer. The two points highlighted cor-
responds to N = 106, which yields Perror = 1.3× 10−1, and N = 107, which
yields Perror = 9.3× 10−5. (b) Number of photons (Nout) after projection in
the polarization state uˆ = (xˆ + yˆ exp(iθ)) /
√
2, as a function of the angle θ.
The input number of photons is N = 107. The dot corresponds to the point
Nout = 10
6 and θ = 53.2◦. Pulse width: T0=1 ps; temporal delay: τ= 1 as.
However, these assumptions can be far from truth in many realistic
experimental situations. In the laboratory, the quantum nature of light is
an important factor, but not the only one, limiting the capacity to measure
tiny changes of variables of interest. On the one hand, most of the times
we detect only certain characteristic of the output signals, probably the
most relevant, but this is still partial information about the quantum state.
On the other hand, detectors are not ideal and noteworthy limitations to its
performance can appear. To name a few, they might no longer work properly
above a certain photon number input, electronics and signal processing of
data can limit the resolution beyond what is allowed by the specific quantum
nature of light, conditions in the laboratory can change randomly effectively
reducing the sensitivity achievable in the experiment. Surely, all of these are
technical rather than fundamental limitations, but in many situations the
ultimate limit might be technical rather than fundamental. In this scenario,
we show below that weak value amplification can be a valuable and an
easy option to overcome all of these technical limitations, as it has been
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demonstrated in numerous experiments.
7.2 Advantages of using WVA
The question if WVA can be turned useful for metrology applications when
considering that the amount of data is finite has been at the center of the
discussion about the true utility of WVA schemes. In [83] they noticed that
their conclusions might not hold in this case, while in [74] they claim that
WVA is sub-optimal for any amount of data. The advantage of using WVA
under the restriction of finite data is pointed out by [75] as one of its main
characteristics, and its technical advantages are also discussed in [39]. Here
we quantify, making use of the concept of trace distance, how much can be
gained using WVA in the implementation of WVA considered versus not
using any projection at all. Again, it is important to notice that we are
comparing two approaches (projection vs not projection) for a certain mea-
surement that refers to partial information available about the quantum
states. Therefore our results might not contradict claims about the exis-
tence, maybe in principle, of other experimental approaches that can equal,
or even improve, what WVA can achieve.
7.2.1 Detection limited by photon number
Let us suppose that we have at hand light detectors that cannot be used with
more than N0 photons. Fig. 7.4(a) shows the minimum probability of error
as a function of the number of photons (N) entering the interferometer. For
N = N0 = 10
6, inspection of the figure shows that the probability of error is
Perror = 1.3×10−1. This is the best we can do with this experimental scheme
and these particular detectors without resorting to weak value amplification.
However, if we project the output signal from the interferometer into a
specific polarization state, and increase the flux of photons, we can decrease
the probability of error, without necessarily going to a regime of high deple-
tion of the signal [11]. For instance, with θ = 53.2◦, and a flux of photons
of N = 107, so that after projection Nout = N0 = 10
6 photons reach the de-
tector, the probability of error is decreased to Perror = 9.3×10−5, effectively
enhancing the sensitivity of the experimental scheme (see Fig. 7.4(b)). The
probability of error can be further decreased, also for other projections, at
the expense of further increasing the input signal N .
In general, the overlap between the states, independent of any projection,
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is
|〈Φ0|Φ1〉|2 = exp [−N (1− γ cosω0τ)] , (7.22)
where N is the number of input photons. If the detectors cannot handle
more than N0 photons, without a WVA scheme the input signal is limited
by N < N0 , so that the minimum overlap achievable is
|〈Φ0|Φ1〉|2 = exp [−N0 (1− γ cosω0τ)] , (7.23)
that sets a lower bound to the minimum probability of error that can be
achieved in this type of measurements.
Notwithstanding, by making use of a WVA scheme, we can select a post-
selection angle Γ and increase the input photon flux so thatN0 photons reach
the detector. In this case we need to enhance the input number of photons
to be
N =
2N0
1 + γ cos(ω0τ − Γ) . (7.24)
The new quantum overlap, still taking into account that only N0 can be
handled by the detectors, is
|〈Φ0|Φ1〉|2 = exp
[
−2N0 (1− γ cosω0τ)
1 + γ cos (ω0τ − Γ)
]
. (7.25)
This shows that when the number of photons that the detection scheme
can handle is limited, projection into a particular polarization state, at
the expense of increasing the signal level, can be advantageous since the
minimum probability of error achievable is decreased. From a quantum es-
timation point of view, WVA decreases the minimum probability of error
reachable, since the projection makes possible to use the maximum number
of photons available (N0) with a corresponding decrease in mode overlap.
Notice that the effect of using different polarization projections can be beau-
tifully understood as reshaping of the balance between signal level and mode
overlap.
7.2.2 Detector cannot differentiate between two sig-
nals
All experimental configurations show a limit on the amount of signal they
can handle and how much sensitivity they can offer. On each specific exper-
imental implementation, one or the other can be the main limiting factor
that determines the tiniest change of a variable that can be measured. In
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Figure 7.5: Effective mode overlap. For ρ > 0.9 the detection system cannot
distinguish the states of interest. Data: a = 0.9 and n = 100.
many cases of interest, where the amount of signal can be safely increased,
technical characteristics of the measuring apparatus establish a lower bound
on the level of resolution achievable in the experiment. As a typical exam-
ple, the experimental arrangement used in [30] to demonstrate the WVA
scheme considered throughout this paper, it could no detect shifts of the
centroid of any spectral distribution below δλ ∼ 0.01 nm due to technical
limitations of the equipment available. On practical terms, one can increase
the signal to obtain a better resolution for δλ ≥ 0.01 nm, while this was not
feasible for δλ ≤ 0.01 nm.
To be more specific, let us consider that specific experimental conditions
makes hard, even impossible, to detect very similar modes, i.e., with mode
overlap ρ ∼ 1. We can represent this by assuming that there is an effec-
tive mode overlap (ρeff) which takes into account all relevant experimental
limitations of a specific set-up, given by
ρ =⇒ ρeff = 1− (1− ρ) exp
[
−
(ρ
a
)n]
. (7.26)
Fig. 7.5 shows an example where we assume that detected signals corre-
sponding to ρ > 0.9 cannot be safely distinguished due to technical restric-
tions of the detection system. For ρ > 0.9, ρeff = 1, so the detection system
cannot distinguish the states of interest even by increasing the level of the
signal. On the contrary, for smaller values of ρ, accessible making use of a
weak amplification scheme, this limitation does not exist since the detection
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system can resolve this modes when enough signal is present.
7.2.3 Enhancement of the Fisher information
Up to now, we have used the concept of trace distance to look for the
minimum probability of error achievable in any measurement when using a
given quantum state. In doing that, we only considered how the quantum
state changes for different values of the variable to be measured, without
any consideration of how this quantum state is going to be detected. If we
would like to include in the analysis additional characteristics of the detec-
tion scheme, one can use the concept of Fisher information, that requires to
consider the probability distribution of possible experimental outcomes for
a given value of the variable of interest. In this approach, one chooses differ-
ent probability distributions to describe formally characteristics of specific
detection scheme [39].
Let us assume that to estimate the value of the delay τ , we measure the
shift of the centroid (∆f) of the spectrum Φu(Ω), given by Eq. (7.4). A
particular detection scheme will obtain a set of results {(∆f)i}, i = 1..M
for a given delay τ . M is the number of photons detected. The Fisher
information I(τ) provides a bound of Var (τˆ ) for any unbiased estimator
when the probability distribution p({(∆f)i} |τ) of obtaining the set {(∆f)i},
for a given τ , is known.
In general, to determine the value of a parameter of interest τ , we per-
form repeated measurements to estimate its value. From the measurements
we obtain a distribution of outcomes {x} which can be characterized by a
probability distribution p(x|τ) that depends on the value of τ . The variance
of any unbiased estimator that makes use of the ensemble {x} is bounded
from below by Var(τˆ ) ≥ 1/I(τ), where the Fisher information I(τ) reads
I(τ) = − ∫ dx p(x|τ)∂2τ p(x|τ). When the Fisher function can be written as
I[η(τ)], where η is the variable that we measure, the Fisher information can
be written as I(τ) = I(η)
(
∂η
∂τ
)2
. If we assume that the probability distribu-
tion p({(∆f)i} |τ) is Gaussian, with mean value ∆f given by Eq. (7.5) and
variance σ2, determined by the errors inherent to the detection process, the
Fisher information reads
I(τ) =
N
σ2
[
∂∆f
∂τ
]2
, (7.27)
where
∂∆f
∂τ
=
γB2 [B2τ 2 sinφ− ω0τ (γ + cosφ)− sin φ (1 + γ cosφ)]
2π (1 + γ cosφ)2
(7.28)
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and φ = ω0τ − Γ.
For φ = 0, i.e., the angle of post-selection is θ = −π/2 + ω0τ , the flux
of photons detected isN = (N0/2) (1 + γ) and the Fisher information is
I0 =
N0
2
(1 + γ)× γ
2B4(ω0τ)
2
4π2σ2(1 + γ)2
=
γ2B4(ω0τ)
2
8π2σ2(1 + γ)
. (7.29)
Notice that θ = −π/2 corresponds to considering equal input and output
polarization state, i.e., no weak value amplification scheme.
For φ = π, where the angle of post-selection is θ = π/2 + ω0τ , the flux
of photons detected is N = (N0/2) (1− γ), and we have
Ipi =
N0
2
(1− γ)× γ
2B4(ω0τ)
2
4π2σ2(1− γ)2 =
γ2B4(ω0τ)
2
8π2σ2(1− γ) , (7.30)
where θ = π/2 corresponds to considering an output polarization state
orthogonal to the input polarization state i.e., when the effect of weak value
amplification is most dramatic, as it can be easily observed in the upper
panel of Fig. 7.2(a).
The Fisher bound for Φ = π is a factor Ipi/I0 = (1 + γ)/(1 − γ) larger
than the bound for Φ = 0, so WVA achieves enhancement of the Fisher
information. This Fisher information enhancement effect, which does not
happen always, has been observed for certain WVA schemes [17, 39]. We
should note that the enhancement of the Fisher information obtained comes
from comparing two different and specific measurements, the results of pro-
jecting the signal that bears the sought-after information in different states
in each case. Since we are not considering more general measurements to
obtain the optimum measurement that maximize the Fisher information, it
might be possible that other measurement schemes could further increase
the Fisher information.
There is no contradiction between the facts that the minimum probabil-
ity of error, obtained by making use of the concept of trace distance, is not
enhanced by WVA, while at the same time there can be enhancement of
the Fisher information with a particular measurement setup. By selecting
a particular probability distribution to evaluate the Fisher information, we
include information about the detection scheme. In our case, we estimate
the value of τ by measuring the τ -dependent shift of the centroid of the spec-
trum of the signal in one output port after PBS2, which is only part of all
the information available, given by the full signal in Eqs. (7.3) and (7.4). We
also assumed a Gaussian probability distribution with a constant variance
σ2 independent of τ . The minimum probability of error that was obtained
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making use of the trace distance depends on the full information available
(the quantum state) before any particular detection. An unitary transfor-
mation, as the one where WVA is embedded, does not modify the bound.
On the contrary, the Fisher information, by using a particular probability
distribution to describe the possible outcomes in an particular experiment,
selects certain aspects of the quantum state to be measured (partial infor-
mation), and this bound can change in a WVA scheme, although the bound
should be obviously always above the one determined by the minimum prob-
ability of error. In this restrictive scenario, the use of certain polarization
projections can be preferable.
The existence and nature of these different bounds might possibly ex-
plain certain confusion about the capabilities of WVA, whether WVA is
considered to provide any metrological advantage or not. On the one hand,
if we consider the trace distance, or the quantum Crame´r-Rao inequality,
without any consideration about how the quantum states are detected, post-
selection inherent in WVA does not lower the minimum probability of error
achievable, so from this point of view WVA offers no metrological advan-
tage. On the other hand, in certain scenarios, the Fisher information, when
it takes into account information about the detection scheme, can be en-
hanced due to post-selection. In this sense, one can think of WVA as an
advantageous way to optimize a particular detection scheme.
Conclusions
WVA is embedded into measurement schemes that makes use of linear optics
unitary transformations. Therefore, if the only limitations in a measurement
are due to the quantum nature (intrinsic statistics) of the light, for instance,
the presence of Shot noise in the case of coherent beams, WVA does not
offer any advantage regarding any decrease of the minimum probability of
error achievable. This is shown by making use of the trace distance between
quantum states, which set sensitivity bounds that are independent of any
particular post-selection. However, notice that this implicitly assume that
full information about the quantum states used can be made available, and
detectors are ideal, so they can detect any change of the variable of interest,
as small as it might be, provided there is enough signal power. For instance,
here we decided to measure the centroid shift of the spectral shape (specific
information) in a given projection (we neglected all information concerning
the other orthogonal projection. Therefore WVA cannot do better than
using the full information contained in the quantum state.
102
7.2 Some scenarios where might be advantageous using WVA
Nevertheless, these assumptions are in many situations of interest far
from true. These limitations, sometimes refereed as technical noise, even
though not fundamental (one can always imagine using a better detector or
a different detection scheme) are nonetheless important, since they limit the
accuracy of specific detection systems at hand. In these scenarios, the im-
portance of weak value amplification is that by decreasing the mode overlap
associated with the states to be measured and possibly increasing the inten-
sity of the signal, the weak value amplification scheme allows, in principle,
to distinguish them with lower probability of error.
We have explored some of these scenarios from an quantum estimation
theory point of view. For instance, we have seen that when the number of
photons usable in the measurement is limited, the minimum probability of
error achievable can be effectively decreased with weak value amplification.
We have also analyzed how weak value amplification can differentiate be-
tween in practice-indistinguishable states by decreasing the mode overlap
between its corresponding mode functions.
Finally we have discussed how the confusion about the usefulness of weak
value amplification can possibly derive from considering different bounds re-
lated to how much sensitivity can, in principle, be achieved when estimating
a certain variable of interest. One might possibly say that the advantages of
WVA have nothing to do with fundamental limits and should not be viewed
as addressing fundamental questions of quantum mechanics [85]. However,
from a practical rather than fundamental point of view, the use of WVA can
be advantageous in experiments where sensitivity is limited by experimental
(technical), rather than fundamental, uncertainties. In any case, if a certain
measurement is optimum depends on its capability to effectively reach any
bound that might exist.
Main publication by the author related to the contents
of this chapter
J. P. Torres, and L. J. Salazar-Serrano, “Weak value amplification: a
view from quantum estimation theory that highlights what it is and what
isn’t”, Scientific Reports 6, 19702 (2016).
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CHAPTER
EIGHT
SUMMARY
In each previous chapter we included a section of conclusions devoted to
summarize the main results of the piece of research discussed there. This
final chapter is a brief section of overall conclusions. The aim is to summa-
rize what are the main contributions of our research from a more general
perspective.
Weak Value Amplification (WVA) is a concept that has been widely
considered, and used in experiments, since first introduced by Aharonov,
Albert and Vaidman in 1988 [2]. In 1991 the first experimental realiza-
tion of the idea was done by Ritchie, Story and Hulet [5]. Over the next
years, numerous experiments have made use, and still continue to use, the
concept of WVA to measure tiny changes of a variable of interest. How-
ever, and somehow surprisingly, there is still and on-going debate about the
true usefulness of the method for metrology, with papers highlighting its
importance [39], and some others diminishing it [74].
In this thesis we have contributed to this field in three different aspects:
• First, we have applied the concept of WVA to enhance the sensitivity
of experimental set-ups in two new scenarios: to measure extremely
small temporal delays and to enhance the sensitivity of temperature
sensors based on Fiber Bragg Gratings.
In the first scenario, we have implemented a WVA scheme aimed at
measuring a temporal delay between two optical pulses that is very
small compared to the pulses duration [30]. Specifically, we have pre-
sented experiments in which we were able to measure a small delay
(∼ 20 fs between two pulses of duration ∼ 300 fs) applying a new
method.
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By measuring the spectrum of the output signal, a reshaping of the
input spectrum is observed in which the shift of the central frequency
reveals the value of the temporal delay itself.
Importantly, we have found that the central frequency shifts can be ob-
served even in a regime, not so-often considered, where insertion losses
are small, which broadens the applicability of the method demon-
strated. The experimental scheme is implemented by using only linear
optics elements and requires spectral measurements, hence making its
implementation practical.
Moreover, we estimate that the ultimate sensitivity of the scheme
implemented can provide observable frequency shifts for temporal de-
lays of the order of attoseconds using femtosecond laser sources. The
scheme developed thus appears as a promising method for measuring
small and rapidly varying temporal delays.
In the second scenario, we have demonstrated that WVA can be used
to enhance the sensitivity of sensors based on the use of Fiber Bragg
Gratings [33]. With the proposed scheme, we were able to improve the
sensitivity of a standard measuring methods. Even though we have
demonstrated its feasibility to measure temperatures, the scheme is
general and can be applied to measuring all kinds of physical parame-
ters, provided they could generate a measurable change of the response
of FBGs when interrogated by appropriate light beams.
With the scheme implemented, we have been able to reach a sensitivity
of 0.035 nm/◦C, a fourfold increase with respect to the use of the
same FBG technologies, that offers ∼ 0.009 nm/◦C. From our results
we have found that in scenarios where the measurable shift of the
spectrum is limited by the detection stage, but the decrease of signal
energy that accompanies still keeps the signal-to-noise ratio at an
usable level, weak value amplification is a promising scheme to enhance
the capabilities of FBG-based sensor systems.
• We have also proposed and demonstrated a new device: a highly sen-
sitive beam displacer [26] based on the concept of WVA that allows
to displace the centroid of a Gaussian beam a distance much smaller
than its beam width without the need to use movable optical elements.
The beam’s centroid position can be displaced by controlling the linear
polarization in a post-selection stage where the dependence between
the centroid’s position and the angle of polarization is almost linear.
From the experimental results we were able to shift the centroid of
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a Gaussian beam with a beam waist of ∼ 600µm, over the interval
−120µm to +120µm in steps of less than ∼ 1µm by rotating the post-
selection polarizer between 0◦ and 90◦. The scheme presented turns
to be advantageous with respect to other alternatives based on reflec-
tions or/and refractions induced by the rotation of a specific optical
elements because the ultimate sensitivity is determined by the step
size of the rotation stage used to rotate the post-selection polarizer
which can be very small.
• Finally, we have determined in what sense WVA can be useful, when
its use might be considered advantageous [86]. In this respect, we have
joined the on-going debate regarding the true nature of WVA schemes
and its true usefulness for achieving high sensitivity measurements
with respect to other experimental techniques.
We have introduced a new perspective to the issue by using the concept
of quantum trace distance, that allows us to determine the pros and
cons of using WVA by quantifying how much can be gained under
appropriate circumstances. In particular, we have found that even
though basic quantum estimation theory states that the post-selection
of an appropriate output state obtained after unitary transformations
cannot be better than the use of the input state [77], and thus WVA
cannot be expected to enhance the precision of measurements [78], the
concept of WVA can be useful when certain technical limitations are
considered. In this respect, it might increase the ultimate resolution of
the detection system by effectively lowering the value of the smallest
quantity that can be detected.
When using a WVA is inevitable that the signal detected is severely
depleted, due to the quasi-orthogonality of the input and output states
selected. However, in many applications, limitations are not related to
the low intensity of the signal [3], but to the smallest change that the
detector can measure irrespectively of the intensity level of the signal.
These limitations, sometimes refereed as technical noise, even though
not fundamental (one can always imagine using a better detector or a
different detection scheme) are nonetheless important, since they limit
the accuracy of specific detection systems at hand. In these scenarios,
the importance of weak value amplification is that by decreasing the
mode overlap associated with the states to be measured and possibly
increasing the intensity of the signal, the weak value amplification
scheme allows, in principle, to distinguish them with lower probability
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of error.
As a result, we have found that from a practical rather than fundamen-
tal point of view, the use of WVA can be advantageous in experiments
where sensitivity is limited by experimental (technical), rather than
fundamental, uncertainties. In any case, if a certain measurement is
optimum depends on its capability to effectively reach any bound that
might exist.
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APPENDIX
A
MATHEMATICAL DESCRIPTION OF WEAK
VALUE AMPLIFICATION: QUANTUM AND
CLASSICAL VIEWS
In this appendix we provide a more mathematical description of several con-
cepts that are core ideas in this thesis: the concepts of weak measurement,
weak value amplification and weak value. We do this from both quantum
and classical perspectives.
A.1 Strong and weak measurements
A measurement is a physical process that involves the interaction of two
subsystems. One is referred as the meter, that is the subsystem that will
tell us the state of the other subsystem, referred as the system, and whose
state we want to measure. When the two subsystems interact, a correlation
between the meter and the system is generated, so that a property of the
meter changes depending on what it is the state of the system.
Generally speaking, the interaction between the meter and the system,
the measurement process, can be described by a Hamiltonian of the form
Hˆ(t) = −g qˆAˆ , (A.1)
where qˆ is the quantum observable corresponding to the meter, Aˆ is an
operator with eigenvalues an and eigenstates |an〉 that describe the physical
observable of the system to be measured, and g is a parameter that defines
the strength of the interaction.
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Before the measurement, the global system (meter and system) is pre-
pared in a joint state
|Ξin〉 = |Ψi〉 |Φi〉 , (A.2)
that is separable. The meter is prepared in the state |Φi〉 described by a
Gaussian function with spread σq in the q representation, i.e.,
|Φi〉 =
∫
dq exp
(
− q
2
2σ2q
)
|q〉 . (A.3)
The initial quantum state of the system |Ψin〉 can be expanded in terms of
the eigenstates of the observable Aˆ, that is
|Ψi〉 =
∑
n
αn |an〉 . (A.4)
When the measurement is performed, the two subsystems interact and the
whole system evolves to the entangled state |Ξout〉 that reads
|Ξout〉 = exp
(
− i
~
∫
dt Hˆ(t)
)
|Φi〉 |Ψi〉
= exp
(
iǫqˆAˆ
)
|Φi〉 |Ψi〉 , (A.5)
where ǫ = gT/~ and T is the interaction time. The quantum state after the
interaction, given by Eq. A.5, can be written as
|Ξout〉 =
∑
n
αn
∫
dq exp
(
− q
2
2σ2q
)
exp (iǫqan) |an〉 |q〉 . (A.6)
A quantum state in the q-representation is generally written as
|Φ〉 =
∫
ddq F (q) |q〉 .
If we define
|q〉 = (2π)−1/2
∫
dp exp (−ipx) |p〉
F (q) = (2π)−1/2
∫
dpG(p) exp (ipx) |p〉 , (A.7)
the quantum state in the p-representation reads as
|Φ〉 =
∫
dpG(p) |p〉 .
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Figure A.1: (a) Strong measurement. The uncertainty σp is small com-
pared to the separation between the possible outcomes {−1,+1}. (b) Weak
measurement. The large uncertainty σp makes impossible to differentiate
the possible outcomes since the probability distribution observed is a single
peak (dashed line).
Making use of these results, the quantum state given by Eq. (A.6) reads in
the p-representation as
|Ξout〉 =
∑
n
αn
∫
dp exp
[
−(p− ǫan)
2
2σ2p
]
|an〉 |p〉 , (A.8)
where σp = 1/σq. Inspection of Eq. (A.8) shows that after the interaction
the meter and the system are left in an entangled state.
The probability to measure a certain value p of the meter is
P (p) =
∑
n
|αn|2 exp
[
−(p− ǫan)
2
σ2p
]
, (A.9)
that is a superposition of Gaussian functions of width σp that are centered
in the positions determined by ǫan. As a result, the meter’s final position
is correlated to the different outcomes (eigenvalues) of the observable Aˆ.
Depending on the relation between the spacing between adjacent out-
comes and the meter’s uncertainty σp, two different regimes of operation
are considered. If σp is small compared to the spacing between adjacent
outcomes, the measurement is termed as a strong measurement since the
distribution in Eq. (A.9) is composed of widely separated peaks as shown
in Fig. A.1(a). On the contrary, if σp is larger that the spacing between
possible outcomes, the interaction is referred as weak measurement and the
probability distribution becomes a single broad peak like the one shown in
Fig. A.1(b).
In the case of a weak measurement, shown in Fig. A.1(b), the meter’s
uncertainty σp is much larger than the spread of the values ǫan. In this
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regime, the eigenvalues of the observable are not resolved by the measuring
device since the probability distribution of Eq. (A.9) corresponds to a single
broad Gaussian that is centered in the mean value of Aˆ given by 〈Aˆ〉 =∑
n |αn|2 an. Therefore, a single measurement does not provide any valuable
information about the possible outcomes an since σp ≫ 〈Aˆ〉. However, in
situations where the measurement can be performed a large number of times,
the probability distribution can be reconstructed and the quantity 〈Aˆ〉 can
be estimated to an accuracy that depends on the number of realizations.
A.2 From weak measurements to the con-
cept of weak value
While the weakness of the coupling between meter and system can be seen
at first sight as disadvantageous in a measurement, Aharonov, Albert, and
Vaidman [2] showed that when appropriate initial and final states of the
system are selected (pre- and post-selection), the value of the meter can be
shifted by an unexpectedly large amount. It was soon suggested that these
ideas may find application in metrology [38, 53].
To illustrate this new idea, consider the state given by Eq. A.5. If we
consider a weak interaction and expand the exponential to first order in ǫ,
we obtain
|Ξout〉 = |Φi〉 |Ψi〉+ iǫqˆAˆ |Φi〉 |Ψi〉 . (A.10)
If we project the state of the system into the final state |Ψf〉 (post-selection),
the quantum state of the meter after projection of the state of the system
reads
|Φout〉 = 〈Ψf |Ψi〉 {|Φi〉+ iǫAwqˆ |Φi〉} , (A.11)
where
Aw =
〈Ψf | Aˆ |Ψi〉
〈Ψf |Ψi〉 (A.12)
is the so-called weak value of Aˆ. Notice that the weak value Aw is in general
a complex number.
To first order, we can rewrite Eq. (A.11) as
|Φout〉 = 〈Ψf |Ψi〉 exp (iǫAw qˆ) |Φi〉 . (A.13)
For the sake of simplicity, we assume that the weak value is real. In this
case, in the p-representation, the probability to obtain a certain p value is
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now
P (p) =
1
(πσ2p)
1/4
exp
[
−(p− ǫAw)
2
σ2p
]
, (A.14)
so the centroid of the probability distribution that describes the possible
outcomes of the meter is now shifted to ǫAw.
This is an important result since the weak value can become arbitrarily
large, as we will see, when the initial and final quantum states |Ψi〉 and |Ψf〉
are almost orthogonal. As a result, Eq. (A.14) states the meter’s position
may lie outside the range of the observable’s eigenvalues. In this way the
shift of the centroid can be extremely large, what is sometimes termed as
Weak Value Amplification. This has been demonstrated to be very useful
in metrology since it enables the measurement of extremely small physical
quantities characterized by the parameter ǫ.
A.3 Real and Imaginary weak values
Given a specific interaction, the selection of the initial and final states of
the quantum system defines the nature of the weak value, and determines
in which domain the weak value amplification effect can be observed. In
particular, for the interaction defined by the Hamiltonian in Eq. (A.1), a
real weak value yields an amplification effect observed in the p-domain. This
situation is clearly seen from Eq. (A.14), where the meter’s centroid of p
possible p values is amplified from ǫ to ǫAw by a factor Re[Aw].
Conversely, for an imaginary weak value, the amplification effect is ob-
served in the q-domain. In this case, the state of the meter is
|Φout〉 ∼
∫
dq exp
(
− q
2
2σ2q
)
(1 + ǫIm[Aw]q) |q〉 . (A.15)
The centroid of the possible q-values of the meter is ǫσ2q Im[Aw].
To illustrate both cases with an example, let us consider the observable
Aˆ = |H 〉〈H| − |V 〉〈V | =
(
1 0
0 −1
)
, (A.16)
where |H〉 and |V 〉 denote states of horizontal and vertical polarization.
To generate a real weak value we require states of linear polarization to
perform the pre-selection and post-selection operations. That is, we pre-
select the system in the state |Ψi〉 = (|H〉 + |V 〉)/
√
2, and after the weak
interaction we post-select it in the state |Ψf〉 = cos(3π/2+ζ) |H〉+sin(π/2+
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ζ) |V 〉, where ζ = 0 corresponds to the case where both polarization states
are orthogonal. Following Eq. (A.12), we obtain that the weak value of Aˆ
is a real quantity given by
Aw = cot(ζ) ≈ 1
ζ
. (A.17)
In contrast, to generate an imaginary weak value we make use of states of
circular polarization given by |Ψi〉 = (|H〉 + exp(−iπ/2) |V 〉)/
√
2 for pre-
selection, which corresponds to a state of left-handed circular polarization,
and |Ψf〉 = (|H〉 + exp(iΓ) |V 〉)/
√
2 for the post-selection. In the particu-
lar case where the post-selection angle Γ is given by Γ = π/2 + ζ , where
ζ = 0 corresponds to a state of right-handed circular polarization (a state
orthogonal to the input state), the weak value reads
Aw = i cot(ζ/2) ≈ 2i
ζ
, (A.18)
which is an imaginary quantity.
A.4 WVA explained as a classical interfer-
ence effect
Although the concept of weak value amplification originates from research
on quantum theory, the phenomenon of weak value amplification can be
readily understood in terms of constructive and destructive interference be-
tween probability amplitudes in a quantum mechanics context [4], or in
terms of interference of classical waves [11, 19]. Indeed, most of the experi-
mental implementations of the concept, since its first demonstration in 1991
by Ritchie and colleagues [5], belong to the last type.
A.4.1 Case of a real weak value
To illustrate the concept of WVA from a classical interference point of view,
we will analyze first the demonstration of the concept of weak value am-
plification from 1991, which corresponds to the example of real weak value
discussed in Chapter 2.
Let us consider a polarized input optical beam (input polarization eˆin =
(xˆ+ yˆ)/
√
2
Ein = E0 exp
[
− x
2
2w2
](
xˆ+ yˆ√
2
)
, (A.19)
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where w is the beam waist and xˆ, yˆ designate horizontal and vertical po-
larizations, respectively. The beam enters a medium where is subjected to
a polarization dependent spatial displacement ∆ (coupling of polarization
and location of the beam). After the interaction, the electric field writes
Eout =
E0√
2
{
exp
[
−(x−∆)
2
2w2
]
xˆ+ exp
[
−(x+∆)
2
2w2
]
yˆ
}
. (A.20)
After projection of the optical signal into a polarization state eˆout = cosα xˆ+
sinα yˆ, the amplitude A of the optical beam writes
A =
E0√
2
{
cosα exp
[
−(x−∆)
2
2w2
]
+ sinα exp
[
−(x+∆)
2
2w2
]}
. (A.21)
From Eq. (A.21), the centroid of the intensity distribution of the beam is
〈x〉 =
∫
dxx |A|2∫
dx |A|2 =
(
cos 2α
1 + γ sin 2α
)
∆ , (A.22)
where
γ = exp
(
−∆
2
w2
)
, (A.23)
which is close to 1 since ∆≪ w in a weak interaction regime.
If we select α = −π/2 + ζ , being ζ small, we obtain
cos 2α = sin 2ζ ∼ 2ζ
sin 2α = − cos 2ζ ∼ −1 + 2ζ2 , (A.24)
where ζ = 0 corresponds to an output polarization that is orthogonal to the
input polarization. The location of the centroid of the intensity distribution
is
〈x〉 =
(
2 sin ζ cos ζ
1− γ cos2 ζ + γ sin2 ζ
)
∆ . (A.25)
Considering that γ ∼ 1 in the weak regime, we obtain
〈x〉 = ∆ 1
tan ζ
= Aw∆ ∼ ∆
ζ
. (A.26)
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A.4.2 Case of an imaginary weak value
Let us consider the experiment performed in 2008 by Hosten and Kwiat [3],
where a polarization-dependent displacement of the order of one angstrom
was measured in the direction perpendicular to a refractive index gradient.
In the experiment, an input optical beam horizontally polarized, given
by
Ein = E0 exp
[
−p
2w2
2
](
Rˆ+ Lˆ√
2
)
, (A.27)
where p is the transverse wavenumber in one dimension, w is the beam waist,
Rˆ = (xˆ+iyˆ)/
√
2 designates right-handed circular polarization and Lˆ = (xˆ−
iyˆ)/
√
2 designates left-handed circular polarization, refracts in the interface
between two dielectric media. The gradient in index of refraction produces
a polarization dependent p-dependent phase shift. After the interaction,
the electric field writes
Eout =
E0√
2
{
exp
[
−p
2w2
2
− ipδ
]
Rˆ+ exp
[
−p
2w2
2
+ ipδ
]
Lˆ
}
. (A.28)
After post-selecting the optical signal into a polarization state given by
eˆout = (exp(−iζ) Rˆ+exp(iζ) Lˆ)/
√
2i, the amplitude A of the output optical
beam becomes
A = E0 exp
(
−p
2w2
2
)
sin (pδ + ζ) . (A.29)
The centroid of the intensity distribution in the p-domain is
〈p〉 =
∫
dp p |A|2∫
dp |A|2 =
(2δζ)/w2
ζ2 + δ2/w2
=
2δ
w2ζ
1
1 + δ2/(wζ)2
. (A.30)
If δ ≪ ζw, we have
〈p〉 = 2δ
w2ζ
, (A.31)
which corresponds to the case of an imaginary weak value.
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B
PRODUCT THEOREM FOR GAUSSIAN
FUNCTIONS
In this appendix we present a result that is widely used in this thesis to
derive many of the expressions that we have obtained. For instance, the
derivation of Eq. (5.4) and Eq. (6.3) have made use of the result discussed
here. This is the product theorem for Gaussian functions [87] that states
that the product of two Gaussian functions is also a Gaussian function.
The peak amplitude, centroid and width of the new Gaussian function de-
pends on the peak amplitude, centroid and width of each one of the original
Gaussian functions.
Let us be more specific. Let us consider two Gaussian function of the
variable x:
G1(x) = A1 exp
[
−(x− µ1)
2
2σ21
]
G2(x) = A2 exp
[
−(x− µ2)
2
2σ22
]
(B.1)
where µi (i = 1, 2) corresponds to the centroid of each Gaussian function,
σi are the widths and Ai are the corresponding peak amplitudes
The product G1(x)G2(x) of the functions can be written as a new Gaus-
sian function G3(x) that reads as
G3(x) = A1A2 exp
[
− (µ1 − µ2)
2
2(σ21 + σ
2
2)
]
exp
[
−(x− µ)
2
2σ2
]
. (B.2)
The theorem shows that the centroid of the new Gaussian function is
µ =
µ1σ
2
1 + µ2σ
2
2
σ21 + σ
2
2
, (B.3)
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Figure B.1: (a) Product of Gaussian functions with different widths. G1(x)
(continuous blue line) is a Gaussian function centered at µ1 = 1, with width
σ1 = 3 and peak amplitude A1 = 1. G2(x) (green dashed line) is centered at
µ1 = 4, its width is σ2 = 2 and its peak amplitude is A2 = 0.9. The product
(red dotted line) is a narrower Gaussian function with height 0.63, width
σ˜ = 1.7, centered at µ˜ = 3.1. (b) Product of two Gaussian functions with
equal widths σ1 = σ2 = 2. Since G1(x) (continuous blue line) is centered
at µ1 = 4 and G2(x) (green dashed line) is centered at µ1 = 1, one obtains
that the centroid of the product is µ˜ = (µ1 + µ2)/2 = 2.5. The Gaussian
with is reduced by a factor of
√
2 and the height is 0.51.
its width is
σ2 =
σ21σ
2
2
σ21 + σ
2
2
, (B.4)
and its peak amplitude is reduced to
A0 = A1A2 exp
[
− (µ1 − µ2)
2
2(σ21 + σ
2
2)
]
. (B.5)
When the two Gaussian functions have the same width (σ1 = σ2 = σ) but
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are centered in different locations, Eqs. (B.3), (B.4) and (B.5) simplify to
µ =
µ1 + µ2
2
(B.6)
σ2 =
σ2
2
(B.7)
A0 = A1A2 exp
[
−(µ1 − µ2)
2
4σ2
]
, (B.8)
respectively. To visualize these results, Fig. B.1 shows two representative
cases where two Gaussian functions are multiplied. In both cases the result
is a Gaussian function that is narrower than both original functions and
centered in between the two original centroids, µ1 and µ2.
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