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Resumen
En este artı´culo, primero probamos que el problema de valor inicial asociado a la ecuacio´n de onda ho-
moge´nea en espacios de Sobolev perio´dico tiene solucio´n global y la solucio´n posee dependencia continua,
respecto a los datos iniciales, en [0, T ], T > 0. Hacemos esto en un modo intuitivo usando la Teorı´a de
Fourier y en una version elegante introduciendo familias de operadores fuertemente continuas, inspirados
en los trabajos de Iorio [4] y Santiago and Rojas [7].
Tambie´n, demostramos que la energı´a asociada a la ecuacio´n de onda es conservativa en intervalos [0, T ],
T > 0.
Como resultado final, probamos que el problema de valor inicial asociado a la ecuacio´n de onda no ho-
moge´nea tiene solucio´n local y la solucio´n posee dependencia continua con respecto al dato inicial y a la
parte no homoge´nea del problema.
Palabras clave. Familia de Operadores fuertemente continuos, Operador coseno, Ecuacio´n de onda no homoge´nea,
Espacios de Sobolev perio´dico, teorı´a de Fourier, ca´lculo diferencial en espacios de Banach.
Abstract
In this article, we first prove that the initial value problem associated to the homogeneous wave equation in
periodic Sobolev spaces has a global solution and the solution has continuous dependence with respect to
the initial data, in [0, T ], T > 0. We do this in an intuitive way using Fourier theory and in a fine version
introducing families of strongly continuous operators, inspired by the works of Iorio [4] and Santiago and
Rojas [7].
Also, we prove that the energy associated to the wave equation is conservative in intervals [0, T ], T > 0.
As a final result, we prove that the initial value problem associated to the non homogeneous wave equation
has a local solution and the solution has continuous dependence with respect to the initial data and the non
homogeneous part of the problem.
Keywords . Strongly continuous operators, cosine operator, Non homogeneous wave equation, Periodic Sobolev
spaces, Fourier theory, Differential Calculus in Banach Spaces.
1. Introduccio´n. Empezamos comentando acerca de la ecuacio´n de onda (1746)
(1.1) utt − a2uxx = 0 .
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Sabemos que esta ecuacio´n diferencial es de tipo hiperbo´lica y de segundo orden, donde a > 0 es
una constante equivalente a la velocidad de propagacio´n de la onda y como datos iniciales consideramos
u(0) = φ ∈ Hsper y ∂tu(0) = ψ ∈ Hs−1per , donde s es un nu´mero real y Hsper es el espacio de Sobolev
perio´dico de orden s.
La ecuacio´n (1.1) describe la propagacio´n de ondas, como ondas sonoras, ondas de luz y ondas en el agua,
siendo importante en acu´stica y electromagnetismo, ver [2]. Tambie´n, esta ecuacio´n es de gran importancia
en meca´nica cua´ntica, ver [3] y dina´mica de fluidos, ver [1].
Ası´, queremos resaltar la obra de Iorio [4], por los trabajos relacionados al modelo (1.1). Tambie´n
citamos a Santiago and Rojas [7, 6] cuyos trabajos motivaron este estudio. Probaremos la existencia y
unicidad de solucio´n global de (1.1) y su dependencia continua en intervalos compactos, introduciendo fa-
milias fuertemente continuas.
Finalmente, probaremos que el modelo no homoge´neo de (1.1) posee solucio´n local u´nica, obteniendo tam-
bie´n la dependencia continua de la solucio´n respecto a los datos iniciales y a la parte no homoge´nea.
El trabajo lo organizamos del siguiente modo. En la seccio´n 2, indicamos la metodologı´a usada, citamos
la referencia adecuada para los resultados preliminares que el lector pueda necesitar. Tambie´n presentamos
dos importantes diagramas que resumen nuestro estudio de inmersio´n y transformada de Fourier en distribu-
ciones perio´dicas y espacios de Sobolev. En la seccio´n 3, introducimos familias de operadores fuertemente
continuas y obtenemos importantes propiedades en el espacio infinito dimensional Hsper. En la seccio´n 4,
probamos que la ecuacio´n de onda homoge´nea posee solucio´n global. En la seccio´n 5, probamos la de-
pendencia continua de la solucio´n de la ecuacio´n de onda homoge´nea en [0, T ], T > 0. En la seccio´n 6,
analizamos la energı´a asociada a la ecuacio´n de onda (1.1) y probamos que es conservativa, lo que tambie´n
nos permite demostrar la unicidad de solucio´n para el caso no homoge´neo. En la seccio´n 7, obtenemos una
solucio´n particular del problema no homoge´neo de la ecuacio´n de onda. En la seccio´n 8, probamos la exis-
tencia de solucio´n local de la ecuacio´n de onda no homoge´nea. En la seccio´n 9, probamos la dependencia
continua respecto a los datos iniciales y a la no homogeneidad.
Finalmente, en la seccio´n 10, expresamos las conclusiones de nuestro estudio.
2. Metodologı´a. Como marco teo´rico, en este trabajo usamos principalmente los siguientes to´picos:
Teorı´a de Fourier en espacios de Sobolev perio´dico, ana´lisis armo´nico, teorı´a de familias de operadores
fuertemente continuos, me´todo de variacio´n de para´metros para EDOs. Como referencia para ver algunos
resultados previos que usaremos, podemos citar Iorio [4], Santiago et al [5] y Santiago and Rojas [7, 6].
Queremos resumir en dos diagramas las importantes propiedades de las distribuciones perio´dicas P ′ y
los espacios de SobolevHsper, respectivamente. Esto es, las siguientes inclusiones son continuas con imagen
densa
P ↪→ L2([−pi, pi]) ↪→ P ′
∧ ↓↑ ∨ ∧ ↓↑ ∨ ∧ ↓↑ ∨
S(Z) ↪→ l2(Z) ↪→ S′(Z)
y para s > 0:
Hsper ↪→ H0per = L2([−pi, pi]) ↪→ H−sper
∧ ↓↑ ∨ ∧ ↓↑ ∨ ∧ ↓↑ ∨
l2s(Z) ↪→ l2(Z) ↪→ l2−s
Usamos toda esta teorı´a en el ana´lisis de existencia y dependencia continua de la solucio´n de la ecuacio´n de
onda, realizando en el proceso una serie de ca´lculos y aproximaciones.
3. Familias de Operadores y Propiedades. Para estudiar la existencia de solucio´n de la ecuacio´n
de la onda en espacios de Sobolev perio´dicos, empezaremos introduciendo varias familias de operadores.
Aquı´, probaremos muchas de sus propiedades obtenidas. Estas familias de operadores surgen al conseguir,
vı´a Fourier, el candidato a ser solucio´n de la ecuacio´n de onda homoge´nea. Empezamos con el siguiente
resultado.
Proposicio´n 1. Sea a > 0 y s ∈ R. Se cumplen los siguientes enunciados.
1. Si φ ∈ P ′ entonces (cos(a|k|t)φ̂(k))k ∈ S′(Z) y C(t)φ :=
∞∑
k=−∞
cos(a|k|t)φ̂(k)φk ∈ P ′ , ∀t ∈ R .
2. Si φ ∈ P ′ entonces (sen(a|k|t)φ̂(k))k ∈ S′(Z) y S(t)φ :=
∞∑
k=−∞
sen(a|k|t)φ̂(k)φk ∈ P ′ , ∀t ∈ R .
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3. Si ψ ∈ P ′ entonces ( sen(a|k|t)a|k| ψ̂(k))k ∈ S′(Z) y
W (t)ψ :=
∞∑
k=−∞
sen(a|k|t)
a|k| ψ̂(k)φk ∈ P
′ , ∀t ∈ R , donde estamos considerando:
(3.1)
sen(a|k|t)
a|k|
∣∣∣∣
k=0
= t .
4. Las aplicaciones C(t), S(t) y W (t) son operadores lineales de P ′ en P ′, desde que la transfor-
mada de Fourier es lineal en P ′.
5. C(0) = I , S(0) = 0 y W (0) = 0, donde I es el operador identidad y 0 es el operador nulo.
6. Los operadores C(t), S(t) y W (t) son continuos de P ′ en P ′.
7. Para f ∈ P ′ se verifica:
(3.2) C(t)f = ∂tW (t)f ,
donde (3.2) es en el sentido:
l´ım
h→0
<
W (t+ h)−W (t)
h
f, ϕ >=< C(t)f, ϕ > , ∀ϕ ∈ P .
8. Si φ ∈ Hsper entonces C(t)φ ∈ Hsper y ‖C(t)φ‖s ≤ ‖φ‖s, ∀t ∈ R. i.e. C(t) ∈ L(Hsper), ∀t ∈ R.
Mejor au´n, C(t)φ ∈ Hrper ∀r ≤ s, satisfaciendo: ‖C(t)φ‖r ≤ ‖φ‖s, ∀r ≤ s, ∀t ∈ R. i.e.
C(t) ∈ L(Hsper, Hrper), ∀r ≤ s, ∀t ∈ R.
9. Si ψ ∈ Hs−1per entonces W (t)ψ ∈ Hsper y ‖W (t)ψ‖s ≤
√
ma´x
{
t2,
(
2
a2
)} ‖ψ‖s−1. i.e. W (t) ∈
L(Hs−1per , H
s
per), ∀t ∈ R.
Mejor au´n, W (t)ψ ∈ Hrper , ∀r ≤ s, satisfaciendo:
(3.3) ‖W (t)ψ‖r ≤
√
ma´x
{
t2,
(
2
a2
)}
‖ψ‖s−1, ∀r ≤ s ,
i.e. W (t) ∈ L(Hs−1per , Hrper), ∀r ≤ s, ∀t ∈ R.
Se observa que la desigualdad (3.3) nos va indicando que la dependencia continua de la solucio´n
sera´ local.
Demostracio´n: Fa´cilmente se prueban los primeros cinco items. Probaremos los items restantes.
6. En efecto, sea ψn → ψ en P ′, probaremos que S(t)ψn → S(t)ψ en P ′. Ası´, sea ϕ ∈ P arbitrario,
tenemos
< S(t)ψn − S(t)ψ,ϕ > = 2pi
+∞∑
k=−∞
{sen(a|k|t)ψ̂n(k)− sen(a|k|t)ψ̂(k)}ϕ̂(−k)
= 2pi
+∞∑
k=−∞
{ψ̂n(k)− ψ̂(k)} ϕ̂(−k)sen(a|k|t)︸ ︷︷ ︸
∈S(Z)
−→ 0 ,
cuando n→ +∞. Ana´logamente, conseguimos
< C(t)ψn − C(t)ψ,ϕ > = 2pi
+∞∑
k=−∞
{cos(a|k|t)ψ̂n(k)− cos(a|k|t)ψ̂(k)}ϕ̂(−k)
= 2pi
+∞∑
k=−∞
{ψ̂n(k)− ψ̂(k)} ϕ̂(−k)cos(a|k|t)︸ ︷︷ ︸
∈S(Z)
−→ 0 ,
cuando n→ +∞. Esto demuestra la continuidad de C(t).
Igualmente, tenemos
< W (t)ψn −W (t)ψ,ϕ > = 2pi
+∞∑
k=−∞
{
sen(a|k|t)
a|k| ψ̂n(k)−
sen(a|k|t)
a|k| ψ̂(k)
}
ϕ̂(−k)
= 2pi
+∞∑
k=−∞
{ψ̂n(k)− ψ̂(k)} ϕ̂(−k)sen(a|k|t)
a|k|︸ ︷︷ ︸
∈S(Z)
−→ 0 ,
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cuando n→ +∞. Esto demuestra la continuidad de W (t).
7. Para f ∈ P ′ probaremos:
l´ım
h→0
<
W (t+ h)−W (t)
h
f, ϕ >=< C(t)f, ϕ > , ∀ϕ ∈ P
En efecto, sabemos que si f ∈ P ′ y ϕ ∈ P entonces vale
(3.4)
1
2pi
< f, ϕ >=
+∞∑
k=−∞
f̂(k)ϕ̂(−k) <∞ .
Usando (3.4) obtenemos
<
W (t+ h)−W (t)
h
f − C(t)f, ϕ >
= 2pi
+∞∑
k=−∞

sen(a|k|(t+h))
a|k| − sen(a|k|t)a|k|
h︸ ︷︷ ︸
M(k,t,h)=
−cos(a|k|t)
 f̂(k)ϕ̂(−k) ,(3.5)
donde M(k, t, h)− cos(a|k|t)→ 0 cuando h→ 0.
Ahora, necesitamos la convergencia uniforme de la serie (3.5) para habilitar el intercambio de lı´mi-
tes. Usando el teorema del valor medio a f(t) = sen(a|k|t) sobre [t, t+h], tenemos: M(k, t, h) =
cos(a|k|ξ), ξ ∈ [t, t+ h] .
Mayoramos el k- e´simo te´rmino de la serie (3.5) obteniendo: Ik(t, h) ≤ 2f̂(k)ϕ̂(−k) y de (3.4)
tenemos
∑+∞
−∞ f̂(k)ϕ̂(−k) < ∞, entonces usando el Teorema M - Test de Weierstrass conse-
guimos la convergencia uniforme de la serie (3.5). Por lo tanto, es posible intercambiar lı´mites y
obtener
l´ım
h→0
<
W (t+ h)−W (t)
h
f − C(t)f, ϕ >= l´ım
h→0
2pi
+∞∑
k=−∞
Ik(t, h) = 2pi
+∞∑
k=−∞
l´ım
h→0
Ik(t, h)︸ ︷︷ ︸
=0
= 0 .
8. Si φ ∈ Hsper, probaremos que (cos(a|k|t)φ̂(k))k∈Z ∈ l2s . Como el coseno es acotado, tenemos
2pi
+∞∑
k=−∞
(1 + k2)s|cos(a|k|t)φ̂(k)|2 = 2pi
+∞∑
k=−∞
|cos(a|k|t)|2(1 + k2)s|φ̂(k)|2
≤ 2pi
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2 = ‖φ‖2s < ∞ .
Ası´, ‖C(t)φ‖s ≤ ‖φ‖s. Ana´logamente, se obtiene: ‖C(t)φ‖r ≤ ‖φ‖r ≤ ‖φ‖s ∀r ≤ s.
9. Si ψ ∈ Hs−1per , probaremos que
(
sen(a|k|t)
a|k| ψ̂(k)
)
k∈Z
∈ l2s . Obtenemos la siguiente estimativa:
2pi
+∞∑
06=k=−∞
(1 + k2)s
∣∣∣∣sen(a|k|t)a|k| ψ̂(k)
∣∣∣∣2
= 2pi
+∞∑
06=k=−∞
∣∣∣∣sen(a|k|t)a|k|
∣∣∣∣2 (1 + k2)s ∣∣∣ψ̂(k)∣∣∣2
≤ 2pi
+∞∑
06=k=−∞
1
a2
|sen(a|k|t)|2
(
1 + k2
k2
)
(1 + k2)s−1|ψ̂(k)|2
≤ 2pi
+∞∑
06=k=−∞
2
a2
(1 + k2)s−1|ψ̂(k)|2
=
(
2
a2
)
2pi
+∞∑
06=k=−∞
(1 + k2)s−1|ψ̂(k)|2(3.6)
≤ 2
a2
‖ψ‖2s−1 < ∞
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pues para k 6= 0 se tiene 1 ≤ k2 y por consiguiente 1+k2k2 ≤ 2. Usando (3.6) obtenemos
‖W (t)ψ‖2s ≤ t22pi|ψ̂(0)|2 +
(
2
a2
)
2pi
+∞∑
0 6=k=−∞
(1 + k2)s−1|ψ̂(k)|2
≤ ma´x
{
t2,
(
2
a2
)}
2pi
+∞∑
k=−∞
(1 + k2)s−1|ψ̂(k)|2 = ma´x
{
t2,
(
2
a2
)}
‖ψ‖2s−1.
Similarmente para r ≤ s obtenemos:
2pi
+∞∑
06=k=−∞
(1 + k2)r
∣∣∣∣sen(a|k|t)a|k| ψ̂(k)
∣∣∣∣2 ≤ ( 2a2
)
2pi
+∞∑
06=k=−∞
(1 + k2)r−1|ψ̂(k)|2(3.7)
≤ 2
a2
‖ψ‖2s−1 < ∞ .
Tambie´n, usando (3.7), obtenemos para todo r ≤ s:
‖W (t)ψ‖2r ≤ t22pi|ψ̂(0)|2 +
(
2
a2
)
2pi
+∞∑
06=k=−∞
(1 + k2)r−1|ψ̂(k)|2
≤ ma´x
{
t2,
(
2
a2
)}
2pi
+∞∑
k=−∞
(1 + k2)r−1|ψ̂(k)|2
= ma´x
{
t2,
(
2
a2
)}
‖ψ‖2r−1 ≤ ma´x
{
t2,
(
2
a2
)}
‖ψ‖2s−1 < ∞ . 
A seguir enunciamos y demostramos algunos resultados importantes obtenidos a partir de las familias
de operadores introducidos en la Proposicio´n 1.
Teorema 1. Sea a > 0 , s ∈ R fijado y W definido en la Proposicio´n 1. Entonces W (t) ∈
L(Hs−1per , H
r
per) , ∀r ≤ s, ∀t ∈ R y la aplicacio´n: t ∈ R −→W (t) es fuertemente continua, i.e.
(3.8) l´ım
t′→t
‖W (t)ϕ−W (t′)ϕ‖r = 0 ∀ϕ ∈ Hs−1per , ∀t ∈ R,∀r ≤ s .
Adema´s, se verifican las siguientes convergencias:
(3.9) l´ım
h→0
∥∥∥∥W (t+ h)ϕ−W (t)ϕh − C(t)ϕ
∥∥∥∥
r−1
= 0 , ∀r ≤ s ,
(3.10) l´ım
h→0
∥∥∥∥∂tW (t+ h)ϕ− ∂tW (t)ϕh + a2|D|2W (t)ϕ
∥∥∥∥
r−2
= 0 , ∀r ≤ s ,
siendo la convergencia uniformemente respecto a t, donde:
a2|D|2W (t)ϕ :=
+∞∑
k=−∞
a2|k|2 sen(a|k|t)
a|k| ϕ̂(k)φk .
En particular, W (t)ϕ satisface la ecuacio´n de onda∣∣∣∣∣∣∣∣∣
∂2tW (t)ϕ− a2∂2xW (t)ϕ = 0 ∈ Hs−2per
W (0)ϕ = 0
∂tW (0)ϕ = ϕ ∈ Hs−1per
con la derivada respecto al tiempo calculado en (3.9) y (3.10) para r = s.
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Demostracio´n: Primero, probaremos (3.8) para el caso r = s. Sea ϕ ∈ Hs−1per y t ∈ R, tenemos
‖W (t)ϕ−W (t′)ϕ‖2s = 2pi|tϕ̂(0)− t′ϕ̂(0)|2
+ 2pi
+∞∑
06=k=−∞
(1 + k2)s
∣∣∣∣{sen(a|k|t)− sen(a|k|t′)a|k|
}
ϕ̂(k)
∣∣∣∣2
= 2pi|tϕ̂(0)− t′ϕ̂(0)|2(3.11)
+ 2pi
+∞∑
06=k=−∞
(1 + k2)s
∣∣∣∣∣∣∣∣∣
{
sen(a|k|t)− sen(a|k|t′)
a|k|
}
︸ ︷︷ ︸
M(t):=
∣∣∣∣∣∣∣∣∣
2
|ϕ̂(k)|2 .
Se observa que l´ımt→t′M(t) = 0. Ahora, necesitamos la convergencia uniforme de la serie para el
intercambio de lı´mites. Para eso, tomamos el k-e´simo te´rmino de la serie y lo mayoramos por una serie
convergente, i.e.
Ik,t := (1 + k
2)s |M(t)|2 |ϕ̂(k)|2 = (1 + k2)s−1|sen(a|k|t)− sen(a|k|t′)|2 1
a2|k|2 (1 + k
2)|ϕ̂(k)|2
≤ (1 + k2)s−1 4
a2
(
1 + k2
k2
)
|ϕ̂(k)|2 ≤ 8
a2
(1 + k2)s−1|ϕ̂(k)|2 ,
donde hemos usado 1 ≤ |k|2 para k ∈ Z − {0} y 1+k2k2 ≤ 2 para k ∈ Z − {0}.
Ası´, tenemos: 2pi
+∞∑
06=k=−∞
Ik,t ≤ 8
a2
2pi
+∞∑
0 6=k=−∞
(1 + k2)s−1|ϕ̂(k)|2 < ∞ , y usando el Teorema del M-
Test de Weierstrass resulta que la serie converge uniformemente. Luego, esta´ permitido el intercambio de
lı´mite, esto es,
l´ım
t→t′
‖W (t)ϕ−W (t′)ϕ‖2s = 0 + 2pi
+∞∑
06=k=−∞
l´ım
t→t′
Ik,t︸ ︷︷ ︸
=0
= 0 .
De modo ana´logo se demuestra que l´ım
t→t′
‖W (t)ϕ−W (t′)ϕ‖2r = 0 ,∀r ≤ s , ∀ϕ ∈ Hs−1per .
Ahora, probaremos (3.9) para el caso r = s. Sea ϕ ∈ Hs−1per y t ∈ R, tenemos∥∥∥∥W (t+ h)ϕ−W (t)ϕh − C(t)ϕ
∥∥∥∥2
s−1
=
2pi
+∞∑
06=k=−∞
(1 + k2)s−1
∣∣∣∣∣∣∣∣∣
{
sen(a|k|(t+ h))− sen(a|k|t)
a|k|h − cos(a|k|t)
}
︸ ︷︷ ︸
M(t,h):=
∣∣∣∣∣∣∣∣∣
2
|ϕ̂(k)|2 .(3.12)
Observamos que l´ımh→0M(t, h) = 0. Ahora, necesitamos la convergencia uniforme de la serie para
habilitar el intercambio de lı´mites. Para ello procederemos mayorando el k- e´simo te´rmino de la serie. Pre-
viamente, usando el Teorema del valor medio, aplicado a la funcio´n f(y) = sen(a|k|(t+y)) en el intervalo
[0, h], con h > 0, obtenemos que existe ξ ∈ [0, h] tal que f(h)− f(0) = hf ′(ξ) = ha|k|cos(a|k|(t+ ξ)).
Mayorando M(t, h), tenemos
(3.13) |M(t, h)| ≤ |cos(a|k|(t+ ξ))|+ |cos(a|k|(t))| ≤ 2 .
Pasamos a mayorar el k- e´simo te´rmino de la serie usando (3.13) y obtenemos
Ik,t,h = (1 + k
2)s−1|M(t, h)|2|ϕ̂(k)|2 ≤ (1 + k2)s−14|ϕ̂(k)|2 .
Con ello 2pi
+∞∑
06=k=−∞
Ik,t,h ≤ 8pi
+∞∑
06=k=−∞
(1 + k2)s−1|ϕ̂(k)|2 ≤ 4‖ϕ‖2s−1 <∞ , y usando el Teore-
ma del M-Test de Weierstrass resulta que la serie en (3.12) converge uniformemente. Luego, esta´ permitido
el intercambio de lı´mite, esto es,
l´ım
h→0
∥∥∥∥W (t+ h)ϕ−W (t)ϕh − C(t)ϕ
∥∥∥∥2
s−1
= 2pi
+∞∑
06=k=−∞
l´ım
h→0
Ik,t,h = 0.
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De modo ana´logo se demuestra que
l´ım
h→0
∥∥∥∥W (t+ h)ϕ−W (t)ϕh − C(t)ϕ
∥∥∥∥2
r−1
= 0 , ∀r ≤ s , ∀ϕ ∈ Hs−1per .
Finalmente, probaremos (3.10) para r = s. Sea ϕ ∈ Hs−1per y t ∈ R,∥∥∥∥∂tW (t+ h)ϕ− ∂tW (t)ϕh + a2|D|2W (t)ϕ
∥∥∥∥2
s−2
=
2pi
+∞∑
06=k=−∞
(1 + k2)s−2
∣∣∣∣∣∣∣∣∣
{
cos(a|k|(t+ h))− cos(a|k|t)
h
+ a|k|sen(a|k|t)
}
︸ ︷︷ ︸
M1(t,h):=
∣∣∣∣∣∣∣∣∣
2
|ϕ̂(k)|2 .(3.14)
Observamos que l´ımh→0M1(t, h) = 0. Ahora, necesitamos la convergencia uniforme de la serie para
habilitar el intercambio de lı´mites. Para ello procederemos acotando el k- e´simo te´rmino de la serie. Previa-
mente, usando el Teorema del valor medio, aplicado a la funcio´n f(y) = cos(a|k|(t + y)) en el intervalo
[0, h], con h > 0, obtenemos que existe ξ ∈ [0, h] tal que f(h)−f(0) = hf ′(ξ) = −ha|k|sen(a|k|(t+ξ)).
Mayorando M1(t, h) tenemos
(3.15) |M1(t, h)| ≤ | − a|k|sen(a|k|(t+ ξ))|+ |a|k|sen(a|k|(t))| ≤ 2a|k| .
Pasamos a acotar el k- e´simo te´rmino de la serie usando (3.15) y obtenemos
Ik,t,h = (1 + k
2)s−2|M1(t, h)|2|ϕ̂(k)|2 ≤ (1 + k2)s−24a2k2|ϕ̂(k)|2 ≤ (1 + k2)s−24a2(1 + k2)|ϕ̂(k)|2
= 4a2(1 + k2)s−1|ϕ̂(k)|2 .
Ası´, 2pi
+∞∑
06=k=−∞
Ik,t,h ≤ 8pia2
+∞∑
0 6=k=−∞
(1 + k2)s−1|ϕ̂(k)|2 ≤ 4a2‖ϕ‖2s−1 <∞ , y usando el Teore-
ma del M-Test de Weierstrass la serie en (3.14) converge uniformemente. Luego, esta´ permitido el inter-
cambio de lı´mite, esto es,
l´ım
h→0
∥∥∥∥∂tW (t+ h)ϕ− ∂tW (t)ϕh + a2|D|2W (t)ϕ
∥∥∥∥2
s−2
= 2pi
+∞∑
06=k=−∞
l´ım
h→0
Ik,t,h = 0 .
De modo ana´logo se prueba:
l´ım
h→0
∥∥∥∥∂tW (t+ h)ϕ− ∂tW (t)ϕh + a2|D|2W (t)ϕ
∥∥∥∥2
r−2
= 0 , ∀r ≤ s , ∀ϕ ∈ Hs−1per . 
Observacio´n 1. Del Teorema 1 se obtienen los siguientes enunciados:
1. W (t) ∈ L(Hs−1per , Hsper) ∀t ∈ R y la aplicacio´n: t ∈ R −→ W (t) es fuertemente continua, i.e.
∀r ≤ s se tiene:
(3.16) l´ım
t′→t
‖W (t)ϕ−W (t′)ϕ‖s = 0 ∀ϕ ∈ Hs−1per .
2. Adema´s, valen las siguientes convergencias:
(3.17) l´ım
h→0
∥∥∥∥W (t+ h)ϕ−W (t)ϕh − C(tϕ
∥∥∥∥
s−1
= 0 ,
(3.18) l´ım
h→0
∥∥∥∥∂tW (t+ h)ϕ− ∂tW (t)ϕh + a2|D|2W (t)ϕ
∥∥∥∥
s−2
= 0 .
3. La igualdad (3.17) nos dice que ∂tW (t)ϕ = C(t)ϕ en Hs−1per y que la igualdad (3.18) dice
∂2tW (t)ϕ = −a2|D|2W (t)ϕ en Hs−2per .
Teorema 2. Sea a > 0 , s ∈ R fijado y C definido en la Proposicio´n 1. EntoncesC(t) ∈ L(Hsper, Hrper)
∀r ≤ s, ∀t ∈ R y la aplicacio´n: t ∈ R −→ C(t) es fuertemente continua, i.e.
(3.19) l´ım
t′→t
‖C(t)φ− C(t′)φ‖r = 0 ∀φ ∈ Hsper , ∀r ≤ s , ∀t ∈ R.
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Adema´s, ∀r ≤ s vale las siguientes convergencias:
(3.20) l´ım
h→0
∥∥∥∥C(t+ h)φ− C(t)φh + a|D|sen(a|D|t)φ
∥∥∥∥
r−1
= 0 ,
(3.21) l´ım
h→0
∥∥∥∥∂tC(t+ h)φ− ∂tC(t)φh + a2|D|2C(t)φ
∥∥∥∥
r−2
= 0 ,
siendo las convergencias uniformemente con respecto a t, donde
a|D|sen(a|D|t)φ :=
+∞∑
k=−∞
a|k|sen(a|k|t)φ̂(k)φk , a2|D|2C(t)φ :=
+∞∑
k=−∞
a2|k|2cos(a|k|t)φ̂(k)φk .
Tambie´n, se verifica que la aplicacio´n: t ∈ R −→ ∂tC(t) es fuertemente continua sobre Hr−1per , ∀r ≤ s.
En particular, C(t)φ satisface la ecuacio´n de onda:∣∣∣∣∣∣∣∣∣
∂2tC(t)φ− a2∂2xC(t)φ = 0 ∈ Hs−2per
C(0)φ = φ ∈ Hsper
∂tC(0)φ = 0
con la derivada respecto al tiempo calculado en (3.20) y (3.21) para r = s.
Demostracio´n: Primero, probaremos (3.19) para r = s. Sea φ ∈ Hsper y t ∈ R,
‖C(t)φ− C(t′)φ‖2s = 2pi
+∞∑
06=k=−∞
(1 + k2)s
∣∣∣{cos(a|k|t)− cos(a|k|t′)} φ̂(k)∣∣∣2
= 2pi
+∞∑
06=k=−∞
(1 + k2)s
∣∣∣∣∣∣∣{cos(a|k|t)− cos(a|k|t′)}︸ ︷︷ ︸
M1(t):=
∣∣∣∣∣∣∣
2 ∣∣∣φ̂(k)∣∣∣2 .(3.22)
Se observa que l´ımt→t′M1(t) = 0. Ahora, necesitamos de la convergencia uniforme de la serie para
el intercambio de lı´mites. Para eso, tomamos el k-e´simo te´rmino de la serie y lo mayoramos por una serie
convergente, i.e.
Ik,t := (1 + k
2)s |M1(t)|2
∣∣∣φ̂(k)∣∣∣2 = (1 + k2)s|cos(a|k|t)− cos(a|k|t′)|2|φ̂(k)|2 ≤ 4(1 + k2)s|φ̂(k)|2 .
Ası´, 2pi
+∞∑
06=k=−∞
Ik,t ≤ 4(2pi)
+∞∑
06=k=−∞
(1 + k2)s|φ̂(k)|2 ≤ 4‖φ‖2s < ∞ , y usando el Teorema del
M-Test de Weierstrass resulta la convergencia uniforme de la serie. Luego esta´ permitido el intercambio
de lı´mite, esto es, l´ım
t→t′
‖C(t)φ− C(t′)φ‖2s = 2pi
+∞∑
06=k=−∞
l´ım
t→t′
Ik,t︸ ︷︷ ︸
=0
= 0 .
De modo ana´logo se demuestra que l´ım
t→t′
‖C(t)φ− C(t′)φ‖2r = 0 , ∀r ≤ s.
Ahora, probaremos (3.20) para r = s. Sea φ ∈ Hsper y t ∈ R,∥∥∥∥C(t+ h)φ− C(t)φh + a|D|sen(a|D|t)φ
∥∥∥∥2
s−1
=
2pi
+∞∑
06=k=−∞
(1 + k2)s−1
∣∣∣∣∣∣∣∣∣
{
cos(a|k|(t+ h))− cos(a|k|t)
h
+ a|k|sen(a|k|t)
}
︸ ︷︷ ︸
M1(t,h):=
∣∣∣∣∣∣∣∣∣
2 ∣∣∣φ̂(k)∣∣∣2 .(3.23)
Observamos que l´ımh→0M1(t, h) = 0 . Ahora, necesitamos la convergencia uniforme de la serie para
habilitar el intercambio de lı´mites. Para ello procederemos mayorando el k- e´simo te´rmino de la serie. Pre-
viamente, usando el Teorema del valor medio, aplicado a la funcio´n f(y) = cos(a|k|(t+y)) en el intervalo
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[0, h], con h > 0, obtenemos que existe ξ ∈ [0, h] tal que f(h)−f(0) = hf ′(ξ) = −ha|k|sen(a|k|(t+ξ)).
Mayorando M1(t, h) tenemos
(3.24) |M1(t, h)| ≤ |a|k|sen(a|k|(t+ ξ))|+ |a|k|sen(a|k|(t))| ≤ 2a|k| .
Pasamos a mayorar el k- e´simo te´rmino de la serie usando (3.24) y obtenemos
Ik,t,h = (1 + k
2)s−1|M1(t, h)|2|φ̂(k)|2 ≤ (1 + k2)s−14a2|k|2|φ̂(k)|2 ≤ 4a2(1 + k2)s−1(1 + k2)|φ̂(k)|2
= 4a2(1 + k2)s|φ̂(k)|2 .
Ası´, 2pi
+∞∑
06=k=−∞
Ik,t,h ≤ 8pia2
+∞∑
06=k=−∞
(1 + k2)s|φ̂(k)|2 ≤ 4a2‖φ‖2s <∞ , y usando el Teorema del
M-Test de Weierstrass tenemos que la serie en (3.23) converge uniformemente. Luego, esta´ permitido el
intercambio de lı´mite, esto es,
l´ım
h→0
∥∥∥∥C(t+ h)φ− C(t)φh + a|D|sen(a|D|t)φ
∥∥∥∥2
s−1
= 2pi
+∞∑
06=k=−∞
l´ım
h→0
Ik,t,h︸ ︷︷ ︸
=0
= 0.
De modo ana´logo se prueba l´ım
h→0
∥∥∥∥C(t+ h)φ− C(t)φh + a|D|sen(a|D|t)φ
∥∥∥∥2
r−1
= 0 , ∀r ≤ s .
A seguir probaremos (3.21) para r = s. Sea φ ∈ Hsper y t ∈ R, tenemos
∥∥∥∥∂tC(t+ h)φ− ∂tC(t)φh + a2|D|2C(t)φ
∥∥∥∥2
s−2
= 2pi
+∞∑
06=k=−∞
(1 + k2)s−2
∣∣∣φ̂(k)∣∣∣2 ·(3.25)
∣∣∣∣∣∣∣∣∣
{−a|k|sen(a|k|(t+ h)) + a|k|sen(a|k|t)
h
+ a2|k|2cos(a|k|t)
}
︸ ︷︷ ︸
M2(t,h):=
∣∣∣∣∣∣∣∣∣
2
.
Observamos que l´ımh→0M2(t, h) = 0 . Ahora, necesitamos la convergencia uniforme de la serie para
habilitar el intercambio de lı´mites. Para ello procederemos mayorando el k- e´simo te´rmino de la serie. Pre-
viamente, usando el Teorema del valor medio, aplicado a la funcio´n f(y) = sen(a|k|(t+y)) en el intervalo
[0, h], con h > 0, obtenemos que existe ξ ∈ [0, h] tal que f(h)− f(0) = hf ′(ξ) = ha|k|cos(a|k|(t+ ξ)).
Mayorando M2(t, h) tenemos
(3.26) |M2(t, h)| ≤ |a|k|cos(a|k|(t+ ξ))|+ |a|k|cos(a|k|(t))| ≤ 2a|k| .
Pasamos a acotar el k- e´simo te´rmino de la serie usando (3.26) y obtenemos
Ik,t,h = (1 + k
2)s−2a2|k|2|M2(t, h)|2|φ̂(k)|2 ≤ (1 + k2)s−24a4(k2)2|φ̂(k)|2
≤ 4a4(1 + k2)s−2(1 + k2)2|φ̂(k)|2 = 4a4(1 + k2)s|φ̂(k)|2 .
Ası´, 2pi
+∞∑
06=k=−∞
Ik,t,h ≤ 8pia4
+∞∑
06=k=−∞
(1 + k2)s|φ̂(k)|2 ≤ 4a4‖φ‖2s <∞ , y usando el Teorema del
M-Test de Weierstrass tenemos que la serie en (3.25) converge uniformemente. Luego, esta´ permitido el
intercambio de lı´mite, esto es,
l´ım
h→0
∥∥∥∥∂tC(t+ h)φ− ∂tC(t)φh + a2|D|2C(t)φ
∥∥∥∥2
s−2
= 2pi
+∞∑
06=k=−∞
l´ım
h→0
Ik,t,h︸ ︷︷ ︸
=0
= 0 .
De modo ana´logo se prueba l´ım
h→0
∥∥∥∥∂tC(t+ h)φ− ∂tC(t)φh + a2|D|2C(t)φ
∥∥∥∥2
r−2
= 0 , ∀r ≤ s .
Finalmente, probaremos
(3.27) l´ım
t′→t
‖∂tC(t)φ− ∂tC(t′)φ‖s−1 = 0 , ∀φ ∈ Hsper , ∀t ∈ R .
Santiago Y, Rojas S.- Selecciones Matema´ticas. 2020; Vol. 7(1): 52-73 61
Sea φ ∈ Hsper y t ∈ R, tenemos
‖∂tC(t)φ− ∂tC(t′)φ‖2s−1 = 2pi
+∞∑
06=k=−∞
(1 + k2)s−1
∣∣∣{a|k|sen(a|k|t)− a|k|sen(a|k|t′)} φ̂(k)∣∣∣2
= 2pi
+∞∑
06=k=−∞
(1 + k2)s−1a2|k|2
∣∣∣∣∣∣∣{sen(a|k|t)− sen(a|k|t′)}︸ ︷︷ ︸
M3(t):=
∣∣∣∣∣∣∣
2 ∣∣∣φ̂(k)∣∣∣2 .(3.28)
Se observa que l´ımt→t′M3(t) = 0. Ahora, necesitamos de la convergencia uniforme de la serie para
el intercambio de lı´mites. Para eso, tomamos el k-e´simo te´rmino de la serie y lo mayoramos por una serie
convergente, i.e.
Ik,t := (1 + k
2)s−1a2|k|2 |M3(t)|2
∣∣∣φ̂(k)∣∣∣2 = (1 + k2)sa2|sen(a|k|t)− sen(a|k|t′)|2|φ̂(k)|2
≤ 4a2(1 + k2)s|φ̂(k)|2 .
Ası´, 2pi
+∞∑
06=k=−∞
Ik,t ≤ 4a2(2pi)
+∞∑
0 6=k=−∞
(1 + k2)s|φ̂(k)|2 ≤ 4a2‖φ‖2s < ∞ , y usando el Teorema
del M-Test de Weierstrass tenemos que la serie converge uniformemente. Luego, esta´ permitido el inter-
cambio de lı´mite, esto es, l´ım
t→t′
‖∂tC(t)φ− ∂tC(t′)φ‖2s−1 = 2pi
+∞∑
06=k=−∞
l´ım
t→t′
Ik,t︸ ︷︷ ︸
=0
= 0 .
De modo ana´logo se demuestra que l´ım
t→t′
‖∂tC(t)φ− ∂tC(t′)φ‖2r−1 = 0 , ∀r ≤ s . 
Observacio´n 2. Del Teorema anterior es inmediato:
1. La igualdad (3.20) para r = s nos dice que ∂tC(t)φ = −a|D|sen(a|D|t)φ en Hs−1per .
2. Tambie´n, la igualdad (3.21) para r = s nos dice ∂2tC(t)φ = −a2|D|2C(t)φ en Hs−2per .
3. La familia {C(t)}t∈R es conocida como la familia de operadores cosenos.
4. Existencia de solucio´n global de la ecuacio´n de onda homoge´nea. A seguir enunciaremos y
probaremos que la ecuacio´n de onda homoge´nea en espacios de Sobolev perio´dico posee solucio´n.
Teorema 3 (Existencia de Solucio´n). Sea s un nu´mero real fijo y el problema
(P2)
∣∣∣∣∣∣∣∣∣∣∣∣
u ∈ C([0,∞), Hsper) ∩ C1([0,∞), Hs−1per )
∂2t u− a2∂2xu = 0 ∈ Hs−2per
u(0) = φ ∈ Hsper
∂tu(0) = ψ ∈ Hs−1per
con a > 0, entonces existe una u´nica u ∈ C([0,∞), Hsper) ∩ C1([0,∞), Hs−1per ) solucio´n de (P2).
Demostracio´n: Hacemos la prueba en siete etapas.
1. Primero obtendremos el candidato a solucio´n. Para conseguir ese candidato tomamos la transfor-
mada de Fourier a la ecuacio´n ∂2t u = a
2∂2xu y conseguimos: ∂
2
t uˆ = −a2k2û , que para cada
k ∈ Z es una EDO con datos iniciales uˆ(k, 0) = φˆ(k) y ∂tuˆ(k, 0) = ψˆ(k).
Ası´, planteamos un sistema no acoplado de ecuaciones diferenciales ordinarias de segundo orden,
i. e. los PVI’s
(Ωk)
∣∣∣∣∣∣∣∣∣∣∣∣
uˆ ∈ C([0,+∞), l2s(Z))
∂2t uˆ(k, t) = −a2k2uˆ(k, t)
uˆ(k, 0) = φˆ(k) con φ̂ ∈ l2s(Z)
∂tuˆ(k, 0) = ψˆ(k) con ψ̂ ∈ l2s−1(Z) ,
∀k ∈ Z, que resolvemos para los siguientes casos:
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Caso k = 0: La EDO a resolver es ∂2t û(0, t) = 0, luego la solucio´n es û(0, t) = ct + d, con
constantes c y d por determinar. Usando el primer dato inicial obtenemos φ̂(0) = û(0, 0) = d.
Tambie´n, como ∂tû(0, t) = c, usando el segundo dato inicial obtenemos ψ̂(0) = ∂tû(0, 0) =
c.
Luego, û(0, t) = ψ̂(0)t+ φ̂(0) .
Caso k 6= 0: Tenemos P (r) := r2 + a2|k|2, luego las raices de P ( i.e. resolver P (r) = 0) son
r = ±a|k|i. Ası´, obtenemos û(k, t) = Akcos(a|k|t) +Bksen(a|k|t) , donde Ak y Bk son
constantes por determinar. Usando el primer dato inicial obtenemos φ̂(k) = û(k, 0) = Ak.
De la igualdad ∂tû(k, t) = −Aka|k|sen(a|k|t) +Bka|k|cos(a|k|t) , con la evaluacio´n en
t = 0 y usando el segundo dato inicial, obtenemos: ψ̂(k) = ∂tû(k, 0) = Bka|k| .
Ahora, como k 6= 0, obtenemos Bk = ψ̂(k)
a|k| .
Finalmente, û(k, t) = φ̂(k)cos(a|k|t) + ψ̂(k)sen(a|k|t)
a|k| .
Resumiendo, hemos conseguido lo siguiente
uˆ(k, t) =
 cos(a|k|t)φ̂(k) +
sen(a|k|t)
a|k| ψ̂(k) , si k 6= 0
φ̂(0) + tψ̂(0) , si k = 0
,
de donde obtenemos nuestro candidato a solucio´n:
u(t) =
+∞∑
k=−∞
uˆ(k, t)φk
= φ̂(0) + tψ̂(0) +
+∞∑
0 6=k=−∞
cos(a|k|t)φ̂(k)φk +
+∞∑
06=k=−∞
sen(a|k|t)
a|k| ψ̂(k)φk
=
+∞∑
k=−∞
cos(a|k|t)φ̂(k)φk +
+∞∑
k=−∞
sen(a|k|t)
a|k| ψ̂(k)φk ,(4.1)
donde estamos denotando φk(x) = eikx y usando lo que se convenciono´ en (3.1):
sen(a|k|t)
a|k|
∣∣∣
k=0
=
t.
2. De (4.1) tenemos: u(t) = C(t)φ+W (t)ψ = ∂tW (t)φ+W (t)ψ ∈ Hsper .
3. Evaluando, obtenemos: u(0) = C(0)φ+W (0)ψ = φ+ 0 = φ.
4. Usando los teoremas previos, especı´ficamente las igualdades (3.10) y (3.21) para r = s, tenemos
que u(t) = C(t)φ+W (t)ψ satisface en Hs−2per :
∂2t u(t) = ∂
2
tC(t)φ+ ∂
2
tW (t)ψ = a
2∂2xC(t)φ+ a
2∂2xW (t)ψ
= a2∂2x{C(t)φ+W (t)ψ} = a2∂2xu(t) .
Esto es, satisface la ecuacio´n de la onda: ∂2t u(t)− a2∂2xu(t) = 0 ∈ Hs−2per en el sentido:
(4.2) l´ım
h→0
∥∥∥∥∂tu(t+ h)− ∂tu(t)h + a2|D|2u(t)
∥∥∥∥
s−2
= 0 .
5. Tambie´n, usando los teoremas previos obtenemos: ∂tu(0) = ∂tC(0)φ+ ∂tW (0)ψ = 0 + ψ = ψ .
6. De (3.8) y (3.19) para r = s, obtenemos que u ∈ C([0,∞), Hsper). En efecto,
0 ≤ ‖u(t)− u(t′)‖s = ‖C(t)φ+W (t)ψ − {C(t′)φ+W (t′)ψ}‖s
= ‖{C(t)φ− C(t′)φ}+ {W (t)ψ −W (t′)ψ}‖s
≤ ‖C(t)φ− C(t′)φ‖s + ‖W (t)ψ −W (t′)ψ‖s ,
tomando lı´mite cuando t→ t′ tenemos
0 ≤ l´ım
t→t′
‖u(t)− u(t′)‖s ≤ l´ım
t→t′
‖C(t)φ− C(t′)φ‖s + l´ım
t→t′
‖W (t)ψ −W (t′)ψ‖s = 0 + 0 = 0 .
Por lo tanto, l´ım
t→t′
‖u(t)− u(t′)‖s = 0.
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7. Similarmente, usando (3.19) para r = s , (3.27), la inmersio´n Hsper ⊂ Hs−1per y que
∂tu(t) = ∂t{C(t)φ+W (t)ψ} = ∂tC(t)φ+ ∂tW (t)ψ = ∂tC(t)φ+ C(t)ψ ,
se consigue demostrar que ∂tu ∈ C([0,∞), Hs−1per ). En efecto,
0 ≤ ‖∂tu(t)− ∂tu(t′)‖s−1
= ‖a|D|sen(a|D|t)φ+ C(t)ψ − {a|D|sen(a|D|t′)φ+ C(t′)ψ}‖s−1
= ‖{a|D|sen(a|D|t)φ− a|D|sen(a|D|t′)φ}+ {C(t)ψ − C(t′)ψ}‖s−1
≤ ‖a|D|sen(a|D|t)φ− a|D|sen(a|D|t′)φ‖s−1 + ‖C(t)ψ − C(t′)ψ‖s−1
= ‖∂tC(t)φ− ∂tC(t′)φ‖s−1 + ‖C(t)ψ − C(t′)ψ‖s−1 ,
tomando lı´mite cuando t→ t′ tenemos
0 ≤ l´ım
t→t′
‖∂tu(t)− ∂tu(t′)‖s−1 ≤ l´ım
t→t′
‖∂tC(t)φ− ∂tC(t′)φ‖s−1 + l´ım
t→t′
‖C(t)ψ − C(t′)ψ‖s−1
= 0 + 0 = 0 .
Por lo tanto, l´ım
t→t′
‖∂tu(t)− ∂tu(t′)‖s−1 = 0 . 
En consecuencia tenemos el siguiente resultado
Corolario 1. La u´nica solucio´n de (P2) es
u(x, t) =
+∞∑
k=−∞
cos(a|k|t)φ̂(k)eikx +
+∞∑
k=−∞
sen(a|k|t)
a|k| ψ̂(k)e
ikx ,
donde estamos considerando la convencio´n (3.1): sen(a|k|t)a|k|
∣∣∣
k=0
= t.
5. Dependencia continua de la solucio´n de (P2). Obtenemos el siguiente resultado:
Proposicio´n 2. Sea T > 0, la solucio´n de (P2) satisface:
‖u(t)‖Hsper ≤ C˜‖(φ, ψ)‖Hsper×Hs−1per , ∀t ∈ [0, T ] ,(5.1)
sup
t∈[0,T ]
‖u(t)‖Hsper ≤ C˜‖(φ, ψ)‖Hsper×Hs−1per ,(5.2)
donde C˜ := ma´x
{
1,
√
ma´x
{
T 2, 2a2
}}
> 0.
Adema´s, se satisfacen las siguientes desigualdades:
‖∂tu(t)‖Hs−1per ≤ (a+ 1)‖(φ, ψ)‖Hsper×Hs−1per ∀t ∈ [0,∞) ,(5.3)
sup
t∈[0,+∞)
‖∂tu(t)‖Hs−1per ≤ (a+ 1)‖(φ, ψ)‖Hsper×Hs−1per .(5.4)
Demostracio´n: La desigualdad (5.1) se obtiene directamente de u(t) = C(t)φ + W (t)ψ y las cuentas
hechas para probar que C(t)φ ∈ Hsper y W (t)ψ ∈ Hsper, para φ ∈ Hsper y ψ ∈ Hs−1per respectivamente.
Por otro lado, afirmamos que para φ ∈ Hsper vale
(5.5) ‖∂tC(t)φ‖s−1 ≤ a‖φ‖s ∀t ∈ R .
En efecto, usando que |k|2 ≤ 1 + |k|2 ∀k ∈ Z y que el seno esta´ acotado por 1, obtenemos:
‖∂tC(t)φ‖2s−1 = 2pi
+∞∑
k=−∞
(1 + k2)s−1|a|k|sen(a|k|t)φ̂(k)|2
= a22pi
+∞∑
k=−∞
(1 + k2)s−1|k|2|sen(a|k|t)|2|φ̂(k)|2
≤ a22pi
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2 = a2‖φ‖2s .
La desigualdad (5.3) sigue de ∂tu(t) = ∂tC(t)φ+ C(t)ψ y de la desigualdad (5.5).
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Corolario 2 (Dependencia continua de la solucio´n sobre Compactos). La solucio´n de la ecuacio´n de
la onda depende continuamente respecto a los datos iniciales, en intervalos compactos [0, T ], con T > 0.
Adema´s, la aplicacio´n:
: Hsper ×Hs−1per −→ C([0,∞), Hs−1per )
(φ, ψ) −→ ∂tu , donde u es solucio´n de (P2) ,
es continua.
Demostracio´n: Su prueba es consecuencia inmediata de la Proposicio´n anterior.
6. La energı´a asociada a la ecuacio´n de onda. El Lema que estudiaremos nos permitira´ deducir la
unicidad de solucio´n de la ecuacio´n de onda.
Definicio´n 1 (La energı´a asociada a la ecuacio´n de onda). Sea a > 0, T > 0 y u ∈ C([0, T ], Hsper)∩
C1([0, T ], Hs−1per ) tal que
(6.1) ∂2t u(t) = a
2∂2xu(t) ∈ Hs−2per
con dato inicial en Hsper ×Hs−1per .
Definimos la energı´a asociada al sistema (6.1): Es(t) = Es(t, u) :=
∥∥∥∥1a∂tu(t)
∥∥∥∥2
s−2
+ ‖∂xu(t)‖2s−2 .
Lema 1. ∂tEs(t) = 0 ∀t ∈ [0, T ].
Esto implica que Es(t) = Es(0), ∀t ∈ [0, T ]. Esto es, la energı´a se conserva.
Demostracio´n: En efecto, calculamos
Es(t+ h)− Es(t)
h
=
1
h
{
‖1
a
∂tu(t+ h)‖2s−2 + ‖∂xu(t+ h)‖2s−2
−‖1
a
∂tu(t)‖2s−2 − ‖∂xu(t)‖2s−2
}
=
1
h
{
<
1
a
∂tu(t+ h),
1
a
∂tu(t+ h) > + < ∂xu(t+ h), ∂xu(t+ h) >
− < 1
a
∂tu(t),
1
a
∂tu(t) > − < ∂xu(t), ∂xu(t) >
}
= <
1
a
∂tu(t+ h),
1
a
∂tu(t+ h)
h
> + < ∂xu(t+ h),
∂xu(t+ h)
h
>
− < 1
a
∂tu(t)
h
,
1
a
∂tu(t) > − < ∂xu(t)
h
, ∂xu(t) >
= <
1
a
∂tu(t+ h),
1
a
∂tu(t+ h)
h
> − < 1
a
∂tu(t)
h
,
1
a
∂tu(t) >︸ ︷︷ ︸
I1(h):=
+< ∂xu(t+ h),
∂xu(t+ h)
h
> − < ∂xu(t)
h
, ∂xu(t) >︸ ︷︷ ︸
I2(h):=
.(6.2)
Analizamos I1(h):
I1(h) = <
1
a
∂tu(t+ h),
1
a
∂tu(t+ h)± ∂tu(t)
h
> − < 1
a
∂tu(t)
h
,
1
a
∂tu(t) >
= <
1
a
∂tu(t+ h),
1
a
∂tu(t+ h)− ∂tu(t)
h
>
+ <
1
a
∂tu(t+ h),
1
a
∂tu(t)
h
> − < 1
a
∂tu(t)
h
,
1
a
∂tu(t) >
= <
1
a
∂tu(t+ h),
1
a
∂tu(t+ h)− ∂tu(t)
h
> + <
1
a
∂tu(t+ h)− ∂tu(t)
h
,
1
a
∂tu(t) >
entonces l´ım
h→0
I1(h) =<
1
a
∂tu(t),
1
a
∂2t u(t) > + <
1
a
∂2t u(t),
1
a
∂tu(t) > .
Para el caso real tenemos
l´ım
h→0
I1(h) = 2 <
1
a
∂tu(t),
1
a
∂2t u(t) >= 2 < ∂tu(t),
1
a2
∂2t u(t) >= 2 < ∂tu(t), ∂
2
xu(t) > .
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Y ahora analizamos I2(h):
I2(h) = < ∂xu(t+ h),
∂xu(t+ h)± ∂xu(t)
h
> − < ∂xu(t)
h
, ∂xu(t) >
= < ∂xu(t+ h),
∂xu(t+ h)− ∂xu(t)
h
> + < ∂xu(t+ h),
∂xu(t)
h
> − < ∂xu(t)
h
, ∂xu(t) >
= < ∂xu(t+ h),
∂xu(t+ h)− ∂xu(t)
h
> + <
∂xu(t+ h)− ∂xu(t)
h
, ∂xu(t) > ,
entonces l´ım
h→0
I2(h) =< ∂xu(t), ∂t∂xu(t) > + < ∂t∂xu(t), ∂xu(t) > .
Para el caso real tenemos:
l´ım
h→0
I2(h) = 2 < ∂xu(t), ∂t∂xu(t) >= 2 l´ım
h→0
< ∂xu(t),
∂xu(t+ h)− ∂xu(t)
h
>
= −2 l´ım
h→0
< ∂2xu(t),
u(t+ h)− u(t)
h
>= −2 < ∂2xu(t), ∂tu(t) > .
Ası´, para el caso real, resulta
l´ım
h→0
Es(t+ h)− Es(t)
h
= l´ım
h→0
I1(h) + l´ım
h→0
I2(h) = 2 < ∂tu(t), ∂
2
xu(t) > −2 < ∂2xu(t), ∂tu(t) >= 0 . 
Como consecuencia inmediata de este Lema obtenemos los siguientes resultados de unicidad de solu-
cio´n.
Corolario 3. Existe a lo ma´s una solucio´n de la ecuacio´n de onda no-homoge´nea (i.e. con no homoge-
neidad F 6≡ 0).
Demostracio´n: Sean u, u˜ soluciones locales de (PF2 ) entonces w := u − u˜ es solucio´n de la ecuacio´n
de onda homoge´nea (P2) con datos iniciales w(0) = 0 y ∂tw(0) = 0. Usando el Lema previo tenemos que
∂tEs(t, w) = 0 ∀t ∈ [0, T ], esto es, Es(t, w) = Es(0, w) = ‖1
a
∂tw(0)‖2s−2 + ‖∂xw(0)‖2s−2 = 0 .
Luego, ‖ 1a∂tw(t)‖2s−2 = 0 y ‖∂xw(t)‖2s−2 = 0, de donde tenemos que en Hs−2per se tiene ∂tw(t) = 0 ,∀t ∈ [0, T ] y ∂xw(t) = 0 , ∀t ∈ [0, T ]. Ası´, w(t) = c , ∀t ∈ [0, T ], con c constante independiente de t y x.
Esto es, c = w(t) = w(0) = 0 ∈ Hsper, luego u(t) = u˜(t) , ∀t ∈ [0, T ].
Corolario 4. Existe a lo ma´s una solucio´n de la ecuacio´n de onda homoge´nea (F ≡ 0).
Demostracio´n: Sean u, u˜ soluciones de (P2) entonces w := u − u˜ es tambie´n solucio´n de la ecuacio´n
de onda homoge´nea (P2) con datos iniciales w(0) = 0 y ∂tw(0) = 0. Usando el Lema previo tenemos que
∂tEs(t, w) = 0 ∀t ∈ [0, T ], esto es, Es(t, w) = Es(0, w) = ‖1
a
∂tw(0)‖2s−2 + ‖∂xw(0)‖2s−2 = 0 .
Luego, ‖ 1a∂tw(t)‖2s−2 = 0 y ‖∂xw(t)‖2s−2 = 0, de donde tenemos que en Hs−2per se tiene ∂tw(t) = 0 ,∀t ∈ [0, T ] y ∂xw(t) = 0 , ∀t ∈ [0, T ]. Ası´, w(t) = c , ∀t ∈ [0, T ], con c constante independiente de t y
x. Esto es, c = w(t) = w(0) = 0, luego u(t) = u˜(t).
7. Existencia de solucio´n Particular de la ecuacio´n de onda no homoge´nea. A continuacio´n pone-
mos en evidencia una solucio´n particular de la ecuacio´n de onda no homoge´nea con datos iniciales nulos.
Teorema 4. Sea a > 0, s ∈ R fijado, G ∈ C([0, T ], Hs−1per ) , W definido en proposicio´n 1 y up(t) :=∫ t
0
W (t− τ)G(τ)dτ . Entonces up ∈ C([0, T ], Hrper) ∩ C1([0, T ], Hr−1per ) , ∀r ≤ s .
Consiguiendose obtener: ∂tup(t) =
∫ t
0
∂tW (t− τ)G(τ)dτ con respecto a la norma de Hr−1per , ∀r ≤ s .
Adema´s, up(t) satisface
(P2,p)
∣∣∣∣∣∣∣∣∣∣∣∣
up ∈ C([0, T ], Hsper) ∩ C1([0, T ], Hs−1per )
∂2t up(t)− a2∂2xup(t) = G(t) ∈ Hs−2per
up(0) = 0
∂tup(0) = 0
con la segunda derivada calculada en la norma de Hs−2per .
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Demostracio´n: Probaremos que up es continua. En efecto, para t < t′ y τ ∈ (t, t′) tenemos
‖up(t)− up(t′)‖s =
∥∥∥∥∥
∫ t
0
W (t− τ)G(τ)dτ −
∫ t′
0
W (t′ − τ)G(τ)dτ
∥∥∥∥∥
s
≤
∥∥∥∥∫ t
0
{W (t− τ)−W (t′ − τ)}G(τ)dτ
∥∥∥∥
s
+
∥∥∥∥∥
∫ t′
t
W (t′ − τ)G(τ)dτ
∥∥∥∥∥
s
≤
∫ t
0
‖{W (t− τ)−W (t′ − τ)}G(τ)‖sdτ +
∫ t′
t
‖W (t′ − τ)G(τ)‖sdτ .(7.1)
Por otro lado, conseguimos:
(7.2)
∫ t
0
‖{W (t− τ)−W (t′ − τ)}G(τ)‖sdτ < 
∫ t
0
dτ = t ≤ T ,
siempre que |t− t′| < δ. Tambie´n, obtenemos:∫ t′
t
‖W (t′ − τ)G(τ)‖sdτ <
∫ t′
t
√
ma´x{(t′ − τ)2, 2
a2
}‖G(τ)‖s−1dτ
≤
√
ma´x{(t′ − t)2, 2
a2
} sup
τ∈[0,T ]
‖G(τ)‖s−1
∫ t′
t
dτ
≤
√
ma´x{(t′ − t)2, 2
a2
}(t′ − t) sup
τ∈[0,T ]
‖G(τ)‖s−1 .(7.3)
Usando (7.2) y (7.3) en (7.1) obtenemos l´ım
t→t′
‖up(t)− up(t′)‖s = 0 .
Vı´a inmersiones en espacios de Sobolev, probamos ana´logamente que l´ım
t→t′
‖up(t)− up(t′)‖r = 0 , ∀r ≤ s .
En segundo lugar, tenemos en Hs−1per :
∂tup(t) = W (t− t)G(t)︸ ︷︷ ︸
=0
−W (t− 0)G(0) · 0 +
∫ t
0
∂tW (t− τ)G(τ)dτ =
∫ t
0
∂tW (t− τ)G(τ)dτ .
Similarmente, vale ∂tup(t) =
∫ t
0
∂tW (t− τ)G(τ)dτ en Hr−1per , ∀r ≤ s.
Ahora, probaremos que ∂tup es continua. Para t < t′ y τ ∈ (t, t′), tenemos
‖∂tup(t)− ∂tup(t′)‖s−1
=
∥∥∥∥∥
∫ t
0
∂tW (t− τ)G(τ)dτ −
∫ t′
0
∂tW (t
′ − τ)G(τ)dτ
∥∥∥∥∥
s−1
≤
∥∥∥∥∫ t
0
{∂tW (t− τ)− ∂tW (t′ − τ)}G(τ)dτ
∥∥∥∥
s−1
+
∥∥∥∥∥
∫ t′
t
∂tW (t
′ − τ)G(τ)dτ
∥∥∥∥∥
s−1
≤
∫ t
0
‖{∂tW (t− τ)− ∂tW (t′ − τ)}G(τ)‖s−1dτ +
∫ t′
t
‖∂tW (t′ − τ)G(τ)‖s−1dτ.(7.4)
Por otro lado, tenemos:
(7.5)
∫ t
0
‖{∂tW (t− τ)− ∂tW (t′ − τ)}G(τ)‖s−1dτ < 
∫ t
0
dτ = t ≤ T.
siempre que |t− t′| < δ. Tambie´n, resulta∫ t′
t
‖∂tW (t′ − τ)G(τ)‖s−1dτ ≤
∫ t′
t
‖G(τ)‖s−1dτ ≤ sup
τ∈[0,T ]
‖G(τ)‖s−1
∫ t′
t
dτ
≤ (t′ − t) sup
τ∈[0,T ]
‖G(τ)‖s−1 .(7.6)
Usando (7.5) y (7.6) en (7.4) obtenemos: l´ım
t→t′
‖∂tup(t)− ∂tup(t′)‖s−1 = 0 .
Vı´a inmersiones en Hsper, probamos ana´logamente que l´ım
t→t′
‖∂tup(t)− ∂tup(t′)‖r−1 = 0 , ∀r ≤ s .
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Finalmente, tenemos en Hs−2per
∂2t up(t) = ∂tW (t− t)G(t)︸ ︷︷ ︸
=G(t)
−W (t− 0)G(0) · 0 +
∫ t
0
∂2tW (t− τ)G(τ)dτ
= G(t) +
∫ t
0
∂2tW (t− τ)G(τ)dτ = G(t) + a2
∫ t
0
∂2xW (t− τ)G(τ)dτ
= G(t) + a2∂2x
∫ t
0
W (t− τ)G(τ)dτ = G(t) + a2∂2xup(t)
y evidentemente up(0) = 0 y ∂tup(0) = 0.
8. Existencia de solucio´n local de la ecuacio´n de onda no homoge´nea. Ahora, estamos listos para
enunciar el siguiente Teorema de existencia de solucio´n de la ecuacio´n de onda no homoge´nea.
Teorema 5 (Existencia de solucio´n local). Sea T > 0 , a > 0 , s ∈ R fijado y F ∈ C([0, T ], Hsper)
(PF2 )
∣∣∣∣∣∣∣∣∣
∂2t u− a2∂2xu = F (t) ∈ Hs−2per
u(0) = φ ∈ Hsper
∂tu(0) = ψ ∈ Hs−1per
entonces existe una u´nica u ∈ C([0, T ], Hsper) ∩ C1([0, T ], Hs−1per ) solucio´n de (PF2 ).
Mejor au´n, u ∈ C([0, T ], Hrper) ∩ C1([0, T ], Hr−1per ) , ∀r ≤ s.
Demostracio´n: La prueba lo haremos del siguiente modo.
1. Primero, obtendremos el candidato a solucio´n. Para conseguir esto, aplicamos la transformada de Fourier
a la ecuacio´n no homoge´nea (PF2 ): ∂
2
t u(t)− a2∂2xu(t) = F (t) y obtenemos
∂2t û(k, t) = a
2(ik)2û(k, t) + F̂ (k, t) = −a2|k|2û(k, t) + F̂ (k, t) ,
que para cada k ∈ Z es una EDO no homoge´nea con datos iniciales û(k, 0) = φ̂(k) y ∂tû(k, 0) = ψ̂(k).
Ası´, planteamos un sistema no acoplado de ecuaciones diferenciales ordinarias de segundo orden no
homoge´neas.
(Ωk)
∣∣∣∣∣∣∣∣∣∣∣∣
û ∈ C([0, T ], l2s(Z))
∂2t û(k, t) = −a2|k|2û(k, t) + F̂ (k, t)
û(k, 0) = φ̂(k) con φ̂ ∈ l2s(Z)
∂tû(k, 0) = ψ̂(k) con ψ̂ ∈ l2s−1(Z)
∀k ∈ Z, que resolveremos a continuacio´n.
Primero, observamos que la solucio´n de (Ωk) es de la forma:
(8.1) û(k, t) = ûh(k, t) + ûp(k, t) ,
donde ûh es la solucio´n de la ecuacio´n homoge´nea de (Ωk), esto es,
(8.2)
∣∣∣∣∣∣∣∣∣
∂2t ûh(k, t) = −a2|k|2ûh(k, t)
ûh(k, 0) = φ̂(k)
∂tûh(k, 0) = ψ̂(k)
y ûp es la solucio´n particular de la ecuacio´n no homoge´nea (Ωk) con datos iniciales nulos, esto es,
(8.3)
∣∣∣∣∣∣∣∣∣
∂2t ûp(k, t) = −a2|k|2ûp(k, t) + F̂ (k, t)
ûp(k, 0) = 0
∂tûp(k, 0) = 0 .
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Para cada k ∈ Z, la EDO (8.2) fue resuelta cuando estudiamos la ecuacio´n de onda homoge´nea. Ası´, la
solucio´n es:
(8.4) ûh(k, t) =
 cos(a|k|t)φ̂(k) +
sen(a|k|t)
a|k| ψ̂(k) si k 6= 0
φ̂(0) + tψ̂(0) si k = 0 .
Para resolver (8.3) usamos el me´todo de Variacio´n de Para´metros. Esto es, para k 6= 0, la cara de la solucio´n
particular ûp es ûp(k, t) = Ak(t)cos(a|k|t) +Bk(t)sen(a|k|t) , satisfaciendo:
A′k(t)cos(a|k|t) +B′k(t)sen(a|k|t) = 0
−a|k|A′k(t)sen(a|k|t) + a|k|B′k(t)cos(a|k|t) = F̂ (k, t)
y
ûp(k, 0) = 0
∂tûp(k, 0) = 0 ,
donde ∀k ∈ Z − {0}, Ak y Bk son funciones por determinar.
Ahora, determinaremos las funcionesAk yBk, ∀k ∈ Z−{0}. Iniciamos calculando el Wronskiano cuando
k 6= 0:
ω = ω(cos(a|k|(·)), sen(a|k|(·)))(t) =
∣∣∣∣∣∣ cos(a|k|t) sen(a|k|t)−a|k|sen(a|k|t) a|k|cos(a|k|t)
∣∣∣∣∣∣ = a|k| 6= 0 .
Usando la Regla de Cramer, cuando k 6= 0, obtenemos:
A′k(t) =
∣∣∣∣∣∣ 0 sen(a|k|t)F̂ (k, t) a|k|cos(a|k|t)
∣∣∣∣∣∣
a|k| = −
sen(a|k|t)
a|k| F̂ (k, t) .
Ana´logamente, si k 6= 0, obtenemos
B′k(t) =
∣∣∣∣∣∣ cos(a|k|t) 0−a|k|sen(a|k|t) F̂ (k, t)
∣∣∣∣∣∣
a|k| =
cos(a|k|t)
a|k| F̂ (k, t) .
Luego, para k 6= 0 resulta:
Ak(t) = −
∫ t
0
sen(a|k|τ)
a|k| F̂ (k, τ)dτ , Bk(t) =
∫ t
0
cos(a|k|τ)
a|k| F̂ (k, τ)dτ .
Ası´, usando sen(x− y) = sen(x)cos(y)− cos(x)sen(y), para k 6= 0 obtenemos
ûp(k, t) =
∫ t
0
sen(a|k|(t− τ))
a|k| F̂ (k, τ)dτ .
Para k = 0 la EDO no homoge´nea es ∣∣∣∣∣∣∣∣∣
∂2t ûp(0, t) = F̂ (0, t)
ûp(0, 0) = 0
∂tûp(0, 0) = 0 .
Iniciamos calculando el Wronskiano de {1, t}:
ω = ω(1, t) =
∣∣∣∣∣∣ 1 t0 1
∣∣∣∣∣∣ = 1 6= 0 .
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Usando el me´todo de Variacio´n de Para´metros tenemos que ûp(0, t) = f(t) + tg(t) , satisfaciendo:
f ′(t) + g′(t)t = 0
g′(t) = F̂ (0, t) ,
donde f y g son las funciones a determinar. Ası´, f ′(t) = −tF̂ (0, t) y g′(t) = F̂ (0, t) , de donde obtene-
mos: f(t) = −
∫ t
0
τF̂ (0, τ)dτ y g(t) =
∫ t
0
F̂ (0, τ)dτ , respectivamente.
Luego, para k = 0, tenemos: ûp(0, t) =
∫ t
0
(t− τ)F̂ (0, τ)dτ , satisfaciendo las condiciones iniciales nu-
las.
En resumen tenemos
(8.5) ûp(k, t) =

∫ t
0
sen(a|k|(t−τ))
a|k| F̂ (k, τ)dτ si k 6= 0∫ t
0
(t− τ)F̂ (0, τ)dτ si k = 0 .
De (8.4) y (8.5) en (8.1), conseguimos el candidato a solucio´n de (PF2 ):
u(t) =
+∞∑
k=−∞
û(k, t)φk =
+∞∑
k=−∞
{ûh(k, t) + ûp(k, t)}φk
=
+∞∑
k=−∞
ûh(k, t)φk︸ ︷︷ ︸
uh(t):=
+
+∞∑
k=−∞
ûp(k, t)φk︸ ︷︷ ︸
up(t):=
(8.6)
donde uh es solucio´n de la ecuacio´n homoge´nea de (PF2 ), que ya fue probado anteriormente, y up es la
solucio´n particular de (PF2 ) con condiciones nulas, que fue probado en el teorema previo y consideramos
G := F ∈ C([0, T ], Hsper) ⊂ C([0, T ], Hs−1per ) donde debemos notar que
up(t) :=
+∞∑
k=−∞
ûp(k, t)φk =
∫ t
0
(t− τ)F̂ (0, τ)dτ +
+∞∑
06=k=−∞
∫ t
0
sen(a|k|(t− τ))
a|k| F̂ (k, τ)dτφk
=
∫ t
0
(t− τ)F̂ (0, τ)dτ +
∫ t
0
+∞∑
06=k=−∞
sen(a|k|(t− τ))
a|k| F̂ (k, τ)φkdτ
=
∫ t
0
W (t− τ)F (τ)dτ .(8.7)
2. Observamos que u(t) ∈ Hsper. Adema´s, como uh y up pertenecen a C([0, T ], Hsper) entonces u =
uh + up pertenece a C([0, T ], Hsper). Similarmente, como uh y up estan en C
1([0, T ], Hs−1per ) entonces
u = uh + up ∈ C1([0, T ], Hs−1per ).
Similarmente, se prueba que u = uh + up ∈ C([0, T ], Hrper) ∩ C1([0, T ], Hr−1per ), ∀r ≤ s. Tambie´n, u
satisface en Hs−2per :
∂2t u(t) = ∂
2
t {uh(t) + up(t)} = ∂2t uh(t) + ∂2t up(t) = a2∂2xuh(t) + {a2∂2xup(t) + F (t)}
= a2∂2xu(t) + F (t)
satisfaciendo: u(0) = uh(0) + up(0) = φ+ 0 = φ y ∂tu(0) = ∂tuh(0) + ∂tup(0) = ψ + 0 = ψ . 
Corolario 5. La u´nica solucio´n de (PF2 ) es
u(t, x) = φ̂(0) + tψ̂(0) +
∫ t
0
(t− τ)F̂ (0, τ)dτ +
+∞∑
06=k=−∞
{ûh(k, t) + ûp(k, t)}eikx ,
donde ûh(k, t) y ûp(k, t) esta´n expresados en (8.4) y (8.5) respectivamente.
9. Dependencia continua de la solucio´n de (PF2 ). A continuacio´n enunciaremos y probaremos la
dependencia continua de la solucio´n de (PF2 ) respecto a los datos iniciales y a la no homogeneidad F .
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Teorema 6 (Dependencia continua de la solucio´n respecto a los datos iniciales y a la no homoge-
neidad). Sea T > 0, a > 0, s un nu´mero real fijado, ϕj ∈ Hsper , ψj ∈ Hs−1per , Fj ∈ C([0, T ], Hsper) y
denotemos por uj a la correspondiente solucio´n de (P
Fj
2 ), para j = 1, 2. Entonces
sup
t∈[0,T ]
‖u1(t)− u2(t)‖s ≤ ‖ϕ1 − ϕ2‖s +
√
ma´x
{
T 2,
2
a2
}
‖ψ1 − ψ2‖s−1 +(9.1) √
ma´x
{
T 2,
2
a2
}
T ‖F1 − F2‖s−1,∞ ,
sup
t∈[0,T ]
‖∂tu1(t)− ∂tu2(t)‖s−1 ≤ a‖ϕ1 − ϕ2‖s + ‖ψ1 − ψ2‖s−1 + T ‖F1 − F2‖s−1,∞(9.2)
donde ‖F‖s−1,∞ := supτ∈[0,T ] ‖F (τ)‖s−1.
O mejor au´n, ∀r ≤ s se verifican las siguientes desigualdades:
sup
t∈[0,T ]
‖u1(t)− u2(t)‖r ≤ ‖ϕ1 − ϕ2‖s +
√
ma´x
{
T 2,
2
a2
}
‖ψ1 − ψ2‖s−1 +(9.3) √
ma´x
{
T 2,
2
a2
}
T ‖F1 − F2‖s−1,∞ ,
sup
t∈[0,T ]
‖∂tu1(t)− ∂tu2(t)‖r−1 ≤ a‖ϕ1 − ϕ2‖s + ‖ψ1 − ψ2‖s−1 + T ‖F1 − F2‖s−1,∞ .(9.4)
Demostracio´n: Sea ui solucio´n de (PFi2 ) para i = 1, 2, entonces
ui(t) = ϕ̂i(0) + tψ̂i(0) +
∫ t
0
(t− τ)F̂i(0, τ)dτ +
∑
k 6=0
{ûih(k, t) + ûip(k, t)}eikx
= C(t)ϕi +W (t)ψi︸ ︷︷ ︸
uih(t)=
+
∫ t
0
W (t− τ)Fi(τ)dτ︸ ︷︷ ︸
uip(t)=
.(9.5)
Tomando la diferencia de u1(t) con u2(t), tenemos en Hsper:
u1(t)− u2(t) = C(t)(ϕ1 − ϕ2) +W (t)(ψ1 − ψ2) +
∫ t
0
W (t− τ){F1(τ)− F2(τ)}dτ .(9.6)
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Ahora, usando la desigualdad triangular de la norma ‖ · ‖s, la inmersio´n de Hsper en Hs−1per , ‖W (t)ψ‖r ≤
‖ψ‖s−1 , ∀r ≤ s con ψ ∈ Hs−1per y ‖C(t)φ‖r ≤ ‖φ‖s , ∀r ≤ s con φ ∈ Hsper, obtenemos
‖u1(t)− u2(t)‖r ≤ ‖C(t)(ϕ1 − ϕ2)‖r + ‖W (t)(ψ1 − ψ2)‖r +
∥∥∥∥∫ t
0
W (t− τ){F1(τ)− F2(τ)}dτ
∥∥∥∥
r
≤ ‖C(t)(ϕ1 − ϕ2)‖s + ‖W (t)(ψ1 − ψ2)‖r +
∫ t
0
‖W (t− τ){F1(τ)− F2(τ)}‖rdτ
≤ ‖ϕ1 − ϕ2‖s +
√
ma´x
{
t2,
2
a2
}
‖ψ1 − ψ2‖s−1 +
∫ t
0
√
ma´x
{
(t− τ)2, 2
a2
}
‖F1(τ)− F2(τ)‖s−1dτ
≤ ‖ϕ1 − ϕ2‖s +
√
ma´x
{
t2,
2
a2
}
‖ψ1 − ψ2‖s−1 +(
sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1
)∫ t
0
√
ma´x
{
(t− τ)2, 2
a2
}
dτ
≤ ‖ϕ1 − ϕ2‖s +
√
ma´x
{
t2,
2
a2
}
‖ψ1 − ψ2‖s−1 +
t ·
√
ma´x
{
t2,
2
a2
}
sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1
≤ ‖ϕ1 − ϕ2‖s +
√
ma´x
{
T 2,
2
a2
}
‖ψ1 − ψ2‖s−1 +(9.7)
T ·
√
ma´x
{
T 2,
2
a2
}
sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1 ,
para todo r ≤ s.
Tomando el supremo en la desigualdad (9.7), obtenemos:
sup
t∈[0,T ]
‖u1(t)− u2(t)‖r ≤ ‖ϕ1 − ϕ2‖s +
√
ma´x
{
T 2,
2
a2
}
‖ψ1 − ψ2‖s−1 +(9.8)
T ·
√
ma´x
{
T 2,
2
a2
}
sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1 ,
∀r ≤ s.
Usando propiedades de C(t) y W (t), para i = 1, 2 obtenemos:
∂tui(t) = ∂tC(t)ϕi + ∂tW (t)ψi +
∫ t
0
∂tW (t− τ)Fi(τ)dτ
= ∂tC(t)ϕi + C(t)ψi +
∫ t
0
C(t− τ)Fi(τ)dτ .(9.9)
Tomando la diferencia de ∂tu1(t) con ∂tu2(t), tenemos en Hs−1per :
∂tu1(t)− ∂tu2(t) = ∂tC(t)(ϕ1 − ϕ2) + C(t)(ψ1 − ψ2) +(9.10) ∫ t
0
C(t− τ){F1(τ)− F2(τ)}dτ ,
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y usando la desigualdad triangular de la norma ‖ · ‖r−1 y que ‖C(t)ψ‖r−1 ≤ ‖ψ‖s−1 ∀r ≤ s, con
ψ ∈ Hs−1per , tenemos
‖∂tu1(t)− ∂tu2(t)‖r−1 ≤ ‖∂tC(t)(ϕ1 − ϕ2)‖r−1 + ‖C(t)(ψ1 − ψ2)‖r−1 +∥∥∥∥∫ t
0
C(t− τ){F1(τ)− F2(τ)}dτ
∥∥∥∥
r−1
≤ ‖∂tC(t)(ϕ1 − ϕ2)‖r−1 + ‖C(t)(ψ1 − ψ2)‖r−1 +∫ t
0
‖C(t− τ){F1(τ)− F2(τ)}‖r−1dτ
≤ ‖∂tC(t)(ϕ1 − ϕ2)‖r−1 + ‖ψ1 − ψ2‖s−1 +∫ t
0
‖F1(τ)− F2(τ)‖s−1dτ
≤ ‖∂tC(t)(ϕ1 − ϕ2)‖r−1 + ‖ψ1 − ψ2‖s−1 +(
sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1
)∫ t
0
dτ
≤ ‖∂tC(t)(ϕ1 − ϕ2)‖r−1 + ‖ψ1 − ψ2‖s−1 +
t · sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1
≤ ‖∂tC(t)(ϕ1 − ϕ2)‖r−1 + ‖ψ1 − ψ2‖s−1 +(9.11)
T · sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1 ,
∀r ≤ s.
Por otro lado, ∀r ≤ s tenemos:
‖∂tC(t)(ϕ1 − ϕ2)‖2r−1 = 2pi
+∞∑
k=−∞
(1 + k2)r−1|a|k|sen(a|k|t){ϕ̂1(k)− ϕ̂2(k)}|2
≤ 2pi
+∞∑
k=−∞
(1 + k2)r−1a2|k|2|sen(a|k|t)|2|ϕ̂1(k)− ϕ̂2(k)|2
≤ a22pi
+∞∑
k=−∞
(1 + k2)r−1|k|2|ϕ̂1(k)− ϕ̂2(k)|2
≤ a22pi
+∞∑
k=−∞
(1 + k2)r|ϕ̂1(k)− ϕ̂2(k)|2 = a2‖ϕ1 − ϕ2‖2r
≤ a2‖ϕ1 − ϕ2‖2s .
Esto es,
(9.12) ‖∂tC(t)(ϕ1 − ϕ2)‖r−1 ≤ a‖ϕ1 − ϕ2‖s , ∀r ≤ s .
Usando (9.12) en (9.11) resulta:
‖∂tu1(t)− ∂tu2(t)‖r−1 ≤ a‖ϕ1 − ϕ2‖s + ‖ψ1 − ψ2‖s−1 + T · sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1 ,(9.13)
∀r ≤ s.
Tomando supremo en la desigualdad (9.13), obtenemos:
sup
t∈[0,T ]
‖∂tu1(t)− ∂tu2(t)‖r−1 ≤ a‖ϕ1 − ϕ2‖s + ‖ψ1 − ψ2‖s−1 +(9.14)
T · sup
τ∈[0,T ]
‖F1(τ)− F2(τ)‖s−1 ,
∀r ≤ s .
Corolario 6. (PF2 ) posee una u´nica solucio´n.
Demostracio´n: Es consecuencia de la desigualdad (9.1).
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10. Conclusiones. En nuestro estudio de la ecuacio´n de onda en espacios de Sobolev perio´dico tanto
en el caso homoge´neo (P2) como en el correspondiente problema no homoge´neo (PF2 ) hemos obtenido
importantes resultados, entre los cuales destacamos:
1. Usando la Teorı´a de Fourier, demostramos la existencia y unicidad de solucio´n del modelo (P2),
ası´ como la dependencia continua de la solucio´n respecto al dato inicial en intervalos compactos
[0, T ], T > 0.
2. Probamos la regularidad de la solucio´n de (P2).
3. Introduciendo familias de operadores fuertemente continuos, reescribimos la solucio´n del proble-
ma (P2), obteniendo resultados elegantes.
4. Probamos que la energı´a asociada a la ecuacio´n de onda es conservativa. Este resultado nos permite
obtener la unicidad de solucio´n de la ecuacio´n de onda no homoge´nea.
5. Usando la Teorı´a de Fourier y la familia de operadores fuertemente continuos probamos la exis-
tencia de solucio´n local y unicidad de solucio´n del modelo no homoge´neo (PF2 ).
6. Tambie´n, obtenemos la dependencia continua de la solucio´n de (PF2 ) respecto al dato inicial y a la
parte no homoge´nea del problema.
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