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SUMMARY 
In this report, "branch and bound" solution algorithms are 
developed for two types of job sequencing problems which have the 
sequence dependent cost structure of the standard traveling salesman 
problem. 
The first type of sequencing problem occurs when the job 
sequence is required to maintain some specified pattern, i.e., the 
problem is subject to "pattern constraints." The requirement that the 
job sequence be a traveling salesman's tour is itself a pattern con­
straint; therefore, it is demonstrated that the branch and bound 
algorithms of Eastman (10) and Little, et al. (21), for the solution of 
the standard traveling salesman problem, can be extended for problems 
with additional pattern constraints such as precedence relations 
between jobs. 
The second type of sequencing problem occurs when there are due 
dates and corresponding late charges assigned to the jobs to be 
processed. This problem requires the formulation of an objective 
function with sequence dependent change-over costs and "late penalty 
costs." An algorithm with the same basic structure as the algorithm 
of Little, et al. (21) is developed for the solution of this problem. 
In order to state the essential structure and demonstrate the 
validity of these algorithms, a presentation of the general branch and 
bound approach is given which follows closely that of Lawler and 
vi 
Wood (19). The algorithm of Eastman and Little, et at. are also stated 




For the standard traveling salesman problem, one wishes to find 
the minimum length closed circuit which connects n points of a linear 
graph, i.e., the minimum length Hamiltonian circuit. The problem 
derives its name from the following illustration. A salesman starting 
from some city wishes to visit each of the other n-1 cities once and 
only once, and return to his starting city. Thus we say that the sales­
man desires to find the minimum length tour through the n cities, and 
that he may not take any subtours. 
Although the computational difficulties encountered in attempts 
to solve this problem have been extreme, the problem has generated a 
great deal of interest because of its practical uses. Many problems in 
sequencing and assignment for which the solution must be cyclic (a 
traveling salesman's tour) can be stated as a traveling salesman 
problem. For example, the problem of sequencing n jobs through one 
machine, with sequence dependent setup costs, can be formulated as a 
traveling salesman problem. 
However, many industrial applications for the traveling sales­
man problem require the consideration of additional constraints, or 
the introduction of modified measures of effectiveness. For the example 
stated above, it may also be required that certain jobs precede other 
jobs in the sequence; or there may be due dates assigned to the jobs to 
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be processed with penalty charges incurred by jobs which are completed 
after their due dates. 
These precedence constraints and due dates with related late 
charges are the extensions of the traveling salesman problem to be 
considered in this report. Specific algorithms for solving such prob­
lems are discussed later under the headings "Pattern Constraints" and 
"Due Dates" respectively. 
Both the geperal branch and bound approach and the dynamic 
programming approach appear to be effective methods of attack for these 
problems. However, a literature survey, which is reviewed in Chapter 
II, revealed that the dynamic programming approach is restricted to 
general traveling salesman problems of approximately 15 cities or less 
because of data storage requirements. Although this research has not 
concerned itself with the computational details of any solution algo­
rithm, computational feasibility for large problems has been taken into 
account in developing algorithms for their solutions. Therefore, the 
needed algorithms were developed within the framework of the general 
branch and bound approach which is stated in Chapter III. 
Chapter IV of this report is concerned with the detailed descrip­
tion of the previously described extensions and the branch and bound 
algorithms which were developed for their solution. These algorithms 





A review of the scheduling and sequencing literature revealed 
almost no consideration of any extensions of the traveling salesman 
problem. Bellmore and Nemhauser (4) refer to a paper by Hatfield and 
Pierce (16) which they say uses " . . . branch-and-bound algorithms to 
solve a job sequencing problem closely related to the traveling sales­
man problem, but further constrained because of job deadlines to be 
met." The relation of their problem to the "Due Date" problem con­
sidered in Chapter IV is not known because the paper by Hatfield and 
Pierce could not be obtained. 
Conway, et al. (5) provide an excellent treatment of the mathe­
matical problems of scheduling theory, including the general traveling 
salesman problem. They discuss the problems of job sequencing accord­
ing to due dates or precedence requirements; however, they do not 
consider these problems with sequence dependent setup costs. For a more 
recent review of sequencing theory, Elmaghraby (11) and Spinner (27) are 
suggested. 
A number of solution methods have been proposed for the general 
traveling salesman problem. Some of them are not guaranteed to find 
optimal solutions (2,7,13,18,20,23,24,25); however, several of these 
approximate methods, particularly those of Lin (20), and Reiter and 
Sherman (23), are at the present the best compromise because of the 
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computational difficulties encountered in trying to find exact optimal 
solutions for large problems. 
In addition to the above methods, there are several solution 
procedures which can be proven to yield an optimal solution. The first 
such algorithm was developed by Dantzig, et dl. (8,9). This algorithm 
treated the traveling salesman problem as a linear integer programming 
problem while the requirement that the solution be a tour was met by 
continually incorporating integer constraints to exclude subtours. 
Miller, et al. (22) used Gomory's method of cutting planes for the 
solution of several traveling salesman problems formulated as integer 
programming problems, and their results indicate that the convergence 
properties for this method are very erratic. 
Dynamic programming formulations for the traveling salesman 
problem have been given by Bellman (3), Gonzales (15), and Held and 
Karp (17). The reports of Bellman, and Held and Karp mentioned that 
the dynamic programming approach was flexible enough to incorporate 
precedence constraints. 
Several specialized algorithms have been developed specifically 
for the traveling salesman problem. One of these, by Croes (6), uses 
an iterative "inversion" scheme to improve upon a given starting solu­
tion. When improvements are no longer possible through inversions, the 
method uses a tree search routine to determine the optimal solution. 
Another algorithm was developed by Gilmore and Gomory (14) for the 
solution of a specific type of traveling salesman problem which occurs 
sometimes as a machine sequencing problem. However, their algorithm is 
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restricted to those problems which use a particular distance measure 
that is not generally applicable. 
Yet another type of solution procedure developed for the travel­
ing salesman problem are the so-called "branch and bound" algorithms. 
The first algorithm of this type was developed by Eastman (10) in 1958 
and later developed independently by Shapiro (26) in 1966. Eastman 
demonstrated that his algorithm could be extended for the traveling 
salesman problem with precedence constraints. Little, et al. (21) 
developed another branch and bound algorithm in 1964 which is structured 
somewhat differently than Eastman's. A description of the essential 
structure of these algorithms is given in Chapter III. 
An excellent review of the status of the general traveling 
salesman problem can be found in Bellmore and Nemhauser (4). Their 
comparison of the computational success of the different algorithms 
indicates that the branch and bound algorithms are definitely the most 
powerful of the exact methods. A review of the history of the traveling 
salesman problem prior to 1956 is given by Flood (12). 
There are two pertinent conclusions which may be drawn from a 
survey of this literature. First, no substantial consideration has been 
given to either of the extensions of the traveling salesman problem 
described in Chapter I. Second, the branch and bound approach to the 
general traveling salesman problem has a demonstrated computational 
superiority over the other approaches. 
6 
CHAPTER III 
THE BRANCH AND BOUND APPROACH 
Introduction 
The two most general statements of the branch and bound approach 
which could be found in the literature were those of Balas (1) and 
Lawier and Wood (19). The statement of Balas is in a somewhat more 
concise mathematical form than that of Lawier and Wood. However, Balas 
assumes that the problem has a finite solution space. Although this 
may be a realistic requirement in most cases, it has not been found to 
be necessary in the proof of convergence which is presented in this 
report. Lawier and Wood develop their presentation In terms of prob­
lems to be solved, rather than in terms of the solution space, as 
presented by Balas, and this was found to be a more convenient presen­
tation for the algorithms of this report. 
Therefore, the statement of the general branch and bound approach 
given in this chapter will follow closely that of Lawier and Wood. 
Later in the chapter, conditions are specified which will insure 
finite convergence of the branch and bound algorithms developed during 
this study. 
Statement of the Branch and Bound Approach 
Suppose that one wishes to find the optimal solution X° to a 
problem P° stated in the following form: 
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P° minimize C°(X) (3.1) 
S.T. X e D° (3.2) 
where X = ( x ^ , . . . ,x^), C is an arbitrary function, and Equation 
(3.2) specifies the feasible solution space for problem P°. 
The "branch and bound" approach to solving this problem is to 
create a set of bounding problems. Each bounding problem P̂  is of the 
form 
P : minimize C :(X) (3.3) 
S.T. X e D D (3.1+) 
This "current set of problems" P = (j:?^ is a current bounding problem} 
is postulated to satisfy the following "bounding properties." 
o*'* O'* b 
(B-l) There exists an X such that X e D for some b e P. 
In other words, an optimal solution X° must be feasible for at least 
one problem P^ of the current set of bounding problems. 
(B-2) C b(X°*) < C°(X°*). 
If the optimality conditions specified in Theorem 1 below are 
satisfied by any problem P in the current set of bounding problems, 
then the solution to this problem gives the optimal solution we are 
seeking. 
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Theorem 1: Optimality Conditions. Let P denote the current 
set of bounding problems. Let problem P be a problem in the current 
set P such that 
(0-1) C k(X k*) = min C^CX 1 "* ) 
jeP 
n}* i k where X is the optimal solution to problem P J. If P satisfies the 
following optimality conditions: 
k'* o k*"* o (0-2) X is feasible for problem P , i.e., X £ D 
(0-3) C k(X k*) > C ° ( X k V + 
k5* o . o o''{ k" then X is the optimal solution to P , i.e., X = X 
Proof: By definition C b(X b ) < C b(X b) for all X b, which when combined 
with property B-l implies that 
C b(X b*) < C b(X°") (3.5) 
Conditions 0-1 through 0-3 in combination with the bounding properties 
B-l and B-2 yield 
++ Lawier and Wood (19) use an equality here. 
c b(x°*) < c°(x°*) < c°(x k*) < c k(x k*) < c b(x b*) (3.6) 
The inequalities (3.5) and (3.6) can be combined to give C (X ) < C (X ) 
< C°(X k") < C k(X k") < C b(X b") < C b(X°"). This inequality can be true 
only if C b(X°*) = C ° ( X ° * ) = C°(X k") = C k(X k*) = C b(X b*) = C b(X°*). 
O" k** b" k" o Hence, X = X = X , and X is the optimal solution to P . This 
completes the proof. 
k k If P does not satisfy conditions 0-2 and 0-3, then P bounds 
problem P° in the sense that C k(X k") < C b(X°") < C°(X°"), and the 
optimal solution to P° has not yet been found. In order to find the 
optimal solution to P°, we can apply the following three step branch 
and bound procedure beginning with step 3. 
1. Create a current set of bounding problems P, go to step 2. 
2. Test whether the current set of bounding problems satisfies 
the optimality conditions of Theorem 1 or not. If the conditions are 
O" 
satisfied then X has been found; if not, go to step 3. 
3. Generate a new current set of bounding problems and return 
to step 2. 
This three step procedure describes any branch and bound algo­
rithm. The details of forming the first set of bounding problems and 
constructing algorithms which will terminate in a finite number of steps 
shall be discussed in the next section. 
Application of the Branch and Bound Approach 
In practice the branch and bound approach may be used to con­
struct an algorithm for the solution of a problem which is difficult to 
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solve directly, such as the traveling salesman problem. The first set 
of bounding problems generally consists of one problem (we will call 
this problem P"*") which can be solved directly. The three step branch 
and bound procedure discussed earlier will then construct a sequence of 
current sets of bounding problems, which are comparatively easy to 
solve, until a current set is reached which satisfies the optimality 
conditions of Theorem 1. 
The process of constructing new problems is called "branching." 
Branching is carried out such that if a problem P-' in the current set 
is replaced by a set of new problems P ^ \ the new current set of bound­
ing problems 
p = (p - {j}) u p ( j ) 
satisfies the bounding properties B-l and B-2. The choice of which 
problem within the current set to branch from will depend largely upon 
the capabilities of the available solution machinery. Lawier and Wood 
(19) provide a very good discussion of the "Strategies of Branching"; 
hence, they will not be considered in this paper. The strategy of 
k 
branching from problem P , which is defined by condition 0-1, will be 
maintained for all of the algorithms presented in this report. That 
is, we will branch from that problem in the current set which has the 
"lowest bound." 
Any particular branch and bound algorithm must be constructed 
with a "branching rule" for the creation of new problems which will 
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Insure finite convergence of the algorithm. A branching rule which 
satisfies the conditions given in the following theorem is sufficient 
to insure the finite convergence of the branch and bound algorithms 
discussed in this study. 
Theorem 2: Convergence. The following conditions together 
with the bounding properties B-l and B-2 are sufficient to insure that 
a branch and bound algorithm will converge to an optimal solution in a 
finite number of steps. 
(C-l) Let P = P^°^ be the first current set of bounding prob­
lems, then the union of the feasible domains for the problems P^, 
j e P^°^ must be finite, i.e., \J is finite. Also the cardi-
. P ( o ) 
(o) 
nality of the set P must be finite. 
(k) 
(C-2) Let the set of bounding problems P be created from 
problem P k, k ^ o; then C D k for all j e P ^ k \ and the cardinality 
(k) 
of the set P must be finite. 
(C-3) X k* £ D j, for all j e P ( k ) 
Proof: Conditions C-2 and C-3 establish the inductive step that in 
progressing from any current set P to a new current set P, the feasible 
domain of optimization will decrease by at least one point. Condition 
C-l s p e c i f i e s that the feasible domain and the cardinality of the first 
current set of bounding problems is finite. Therefore, the branching 
process will eliminate feasible solutions until the optimal solution 
X ° is found in a finite number of steps. This completes the proof. 
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It is worth noting that these convergence conditions make no 
special assumptions about original problem P°. They require only that 
finite, and that this domain not be enlarged as new problems are 
created. Condition C-3 insures that the solution to any problem P 
(k) 
will not be feasible for any of the new problems P ; thereby reducing 
the solution space as the branching process continues. If any problem 
P has no feasible solution, then discard that problem from the current 
set P since there would be no feasible solution for any problem created 
from P k. 
At this point, it Is useful to Illustrate the application of the 
branch and bound approach by examining the structure of the algorithms 
developed by Eastman (10) and Little, et at. (21), for solving the 
traveling salesman problem. In order to do this, we will first present 
the mathematical model for the traveling salesman problem. 
formulated mathematically in the following manner. Let c . be the cost 
il 
of going from any city i to city j , and let . = 1 imply that city i 
immediately precedes city j in the tour. Thus the mathematical state­
ment of the traveling salesman problem is as follows: 
the solution domain of the first set of bounding problems P (o) be 
The traveling salesman problem as stated in Chapter I may be 
n n 
P o minimize C (X) = (3.7) 
S.T. 
n 





I x.. = 1, i = l,...,n (3.9) 
x.. = 0 or 1, all i and j (3.10) 
no subtours (3.11) 
where the constraint (3.11) is explained in Chapter I. 
The Algorithm of Eastman 
k 
Consider the current set of bounding problems P. Let problem P 
be as defined by condition 0-1 of Theorem 1, and let this be the problem 
from which we will branch. For Eastman's algorithm this is of the form 
pk . . . „k. n n 
P minimize C K(X) = I I e x . . 
i=l j=l 1 : 1 ] 
n 
S.T. V x = 1, j = I,...,n 
i=l J 
n 
T x.. = 1, i = 1, . . o,n 
j=i i : 
x <, « = 0 or 1, all i and j 
x,o = 0 for x„. e R 
k 
where R is some specified set of variables whose values are restricted 
k 
to be zero, i.e., x. . £ R implies that x,„ = 0. 
i: ^ i: 
j=l ^ 
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Initially the current set P consists of one problem P with 
R̂ " = <f>, i.e., we relax the restriction that the solution have no sub-
tours so that P"̂" is an assignment problem. This problem clearly 
satisfies the bounding properties B-l and B-2 and the convergence 
condition C-l. 
Returning to the general stage bounding problem, in Eastman's 
algorithm each such problem satisfies the bounding properties B-l and 
B-2 and the optimality condition 0-3. The violation of condition 0-2 k k 
by problem P (P is defined by condition 0-1) is used to develop a 
branching rule which will give a new set of bounding problems satisfy­
ing B-l, B-2, 0-3, C-2, and C-3. The branching rule for Eastman's 
algorithm is given below, k k5'{ If P violates condition 0-2, X contains two or more subtours. 
Suppose that the shortest of these subtours is S v = {(1,2),(2,3),(3,1)} 
D 
so that Xĵ  - ~ X3j_ = Construct L new bounding problems, where 
L is the length of the subtour S^ (in this case L = 3), such that each 1 (k) k new problem P J, j e P , is identical to P except that one and only 
one x ^ for (i,j) e S^ is required to be zero for each problem P"'. It 
i k 
is also required that \J R J = R \J {x„ . : (i,j> £ S }. Thus for 
• PCk) 11 
j eP 
Sfc = {(1,2),(2,3),(3,1)}, we have three new problems with R^ = 
R k \J ^ o r o n e Problem, R-' = R k \J {^g} ^ o r ^ e s e c o n ^ ' a n ^ 
r J ~ R U l x3j_^ ^ o r t h e l a s"t problem. 
The Algorithm of Little, et al. Again we wan  to solve the traveling salesman problem P° as defined by Equatio s (3.7) through (3.11). Let P , k e P be defined by 
15 
k 
condition 0-1 of Theorem 1. In Little's algorithm P is of the form 
k k ? \^ 
P minimize C (X) = ) ) c.x.. 
i=i j=i 1 ] 1 3 
n 
S.T. I x < 1, j = l,...,n 
i=l J 
n 
I x.. < 1, i - 1,...,n 
n n ^ 
y y x.. > m 
i=l j=l 1 ] " 
x. „ - 0 or I, all i and j 
i] J 
no subtours 
x „ „ - 0 for x o . £ R 
x„. = 1 for x.. e Q 
k k 
where R is the set of variables specified to be equal to zero; Q is 
the set of variables specified to be equal to one, and the cardinality 
k k 
of Q m -1. The solution to this problem is clearly to have 
k k 
x„. - 1 for all x„o £ Q , x,< = 0 for all x„. £ R , and x = 1 for 
pq 
k k 
some X i Q N R while the remaining x.0 = 0 . 
pq w 
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TO INITIALIZE THE ALGORITHM, THE FIRST CURRENT SET OF BOUNDING 
PROBLEMS P CONSISTS OF ONE PROBLEM P"*" WITH = = §; HENCE M"*" = 1. 
IF C = MIN C „ o , THE SOLUTION TO P"*" IS OBVIOUSLY X =1 AND X. . =0 
PQ 13 PQ 13 
FOR ALL THE REMAINING VARIABLES. PROBLEM P"*" CLEARLY SATISFIES CONDITION 
C-L. 
K 
RETURNING TO THE GENERAL STAGE PROBLEM P AS DEFINED BY CONDI­
TION 0-1; THIS PROBLEM CLEARLY SATISFIES B-L, B-2, AND 0-3. THE 
BRANCHING RULE DISCUSSED BELOW USES THE VIOLATION OF CONDITION 0-2 TO 
CREATE TWO NEW BOUNDING PROBLEMS P-' SATISFYING B-L, B-2, 0-3, AND THE 
I (K) 
CONVERGENCE CONDITIONS C-2 AND C-3. THE TWO PROBLEMS P , J E P , ARE 
OF THE SAME FORM AS PROBLEM P STATED ABOVE. FOR ONE PROBLEM WE LET 
TIT1 M K, RJ = R K (J I x } , Q J = Q K 
PQ 
WHILE FOR THE SECOND PROBLEM WE LET 
MJ T M K + I, RJ = R K, Q J = Q K U { x } 
PQ 
WHERE X IS AS DEFINED ABOVE. 
PQ 
FOR THE ABOVE IT IS CLEAR THAT X WILL HAVE A SPECIFIED VALUE 
PQ r ? 
OF ZERO IN THE FIRST PROBLEM AND ONE IN THE SECOND PROBLEM. THE SOLU­
TION OF THESE PROBLEMS WILL HAVE SOME X. „ = 1, WHERE X. . I R-' U Q-' FOR 
IL IL T 
EACH OF THE TWO PROBLEMS, THE ALGORITHM CONTINUES CONSTRUCTING PROBLEMS 
IN THIS FASHION UNTIL THE OPTIMAL SOLUTION TO P° IS FOUND. 
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L i t t l e b e g i n s h i s a l g o r i t h m with the c o s t ma t r i x fo r problem P 
reduced s o tha t t h e r e i s a t l e a s t one zero i n every row and column o f 
the P"*" c o s t m a t r i x . As the a l g o r i t h m p r o g r e s s e s and v a r i a b l e s a r e 
added t o the s e t s R"' and Q-' fo r each problem, the c o s t c o e f f i c i e n t s 
f o r t h e s e v a r i a b l e s a r e removed from c o n s i d e r a t i o n and t h e c o s t m a t r i x 
i s upda ted t o m a i n t a i n the reduced s t a t e , A j u s t i f i c a t i o n o f t h i s 
p rocedure may be found in L i t t l e , et al. (21) or Bel lmore and 
Nemnauser (4), L i t t l e ' s a l g o r i t h m a l s o i n c o r p o r a t e s a h e u r i s t i c method 
fo r b r e a k i n g t i e s when t h e r e a r e m u l t i p l e s o l u t i o n s for any p a r t i c u l a r 
s t a g e problem P , Th i s h e u r i s t i c p rocedure i s b e l i e v e d t o improve the 
convergence speed f o r the a l g o r i t h m . 
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CHAPTER IV 
EXTENSIONS OF THE TRAVELING SALESMAN PROBLEM 
The e x t e n s i o n s of the t r a v e l i n g sa l e sman problem which w i l l be 
d i s c u s s e d in t h i s c h a p t e r a r i s e most o b v i o u s l y in problems d e a l i n g with 
the sequenc ing of j o b s through a s i n g l e p r o c e s s i n g f a c i l i t y . Suppose 
that one w i s h e s to de te rmine the minimum c o s t sequence of n j o b s 
through a s i n g l e machine,. The c o s t s a s s o c i a t e d with the p r o c e s s i n g o f 
each j o b a r e assumed to be f i x e d and t h e r e f o r e a r e not a f f e c t e d by the 
p a r t i c u l a r sequence in which the j o b s a r e p r o c e s s e d . However, the c o s t 
o f s e t t i n g up the machine for any p a r t i c u l a r j o b i s dependent upon 
which j o b Immedia te ly p receded that job on the machine. T h i s sequenc ing 
problem I s an example of the t r a v e l i n g sa l e sman problem which was formu­
l a t e d In E q u a t i o n s ( 3 . 7 ) through ( 3 . 1 1 ) o f Chapter I I I . 
The f i r s t e x t e n s i o n to be c o n s i d e r e d w i l l occur when the j o b 
sequence I s r e q u i r e d t c ma in t a in some s p e c i f i e d p a t t e r n ; t h e r e f o r e , t h i s 
problem s h a l l be d i s c u s s e d under the heading o f " P a t t e r n C o n s t r a i n t s , " 
The o t h e r e x t e n s i o n i s d i s c u s s e d in the s e c t i o n "labeled "Due D a t e s " 
b e c a u s e it o c c u r s when t h e r e a r e due d a t e s and c o r r e s p o n d i n g l a t e 
c h a r g e s a s s i g n e d t the j o b s to be p r o c e s s e d . Branch and bound a l g o -
r.. -timo b t fo rmula ted for the s o l u t i o n o f both o f t h e s e sequenc ing 
p r o b l e m s , 
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Patern Constraints 
P o n n 
minimize C (X) = £ £ 
c. 1D 1D .x. (4.1) 
 S.T. I x = 1, j = 1,... ,n (4.2) 
n J x . . = 1, i = 1,.. . ,n 
-i r~l 
(4.3) 
x. . = 0 or 1, all i and j (4.4) 
(4.5) 
As discussed above, the term "patern constraints" refers to the 
requirement that the job sequence conform to some specifed patern. 
This term was first used by Eastman (10) to describe the constraint 
which prohibits subtours in the general traveling salesman problem as 
wel as to describe precedence constraints. Eastman extended his 
branch and bound algorithm to handle precedence constraints by working 
first toward a tour solution and then toward a tour solution which did 
not violate the precedence constraints. In this chapter we shal 
consider both the subtour constraint and the precedence constraints as 
one complete set of patern constraints. 
The algorithm of Little, et al. (21) has proven to be more 
eficient for symmetric problems than Eastman's algorithm (see Reference 
21); therefore, an algorithm with the same general structure as Little's 
algorithm wil also be formulated for the treatment of this problem. 
Consider a problem of the folowing form: 
no subtours 
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This problem i s the s t a n d a r d t r a v e l i n g sa lesman problem d i s c u s s e d in 
Chapter I I I . Suppose t h a t we add t o t h i s problem the c o n s t r a i n t t h a t 
j ob a p r e c e d e job b, which must p recede job a in the s o l u t i o n s e q u e n c e , 
i . e . , 
a > b > c ( 4 . 6 ) 
The problem d e s c r i b e d by Equa t ions ( 4 . 1 ) through ( 4 . 6 ) i s a 
" c o n s t r a i n e d t r a v e l i n g sa l e sman prob lem. 1 ' However, s i n c e the no s u b -
t o u r c o n s t r a i n t may a l s o be c o n s i d e r e d a s a p a t t e r n c o n s t r a i n t , i t w i l l 
be convenien t t o th ink of c o n s t r a i n t s ( 4 . 5 ) and ( 4 . 6 ) a s compr i s ing a 
s e t of p a t t e r n c o n s t r a i n t s fo r t h i s problem. Th is problem may be s o l v e d 
by e i t h e r of the f o l l o w i n g branch and bound a l g o r i t h m s . 
E x t e n s i o n of E a s t m a n ' s Algor i thm 
To s o l v e the problem P° de f ined by Equa t ions ( 4 . 1 ) through ( 4 . 6 ) , 
one may u s e a branch and bound a l g o r i t h m which has a g e n e r a l s t a g e 
problem I d e n t i c a l t o t h a t o f E a s t m a n ' s a l g o r i t h m d e s c r i b e d in Chapter 
k 
I I I . The problem P de f ined by c o n d i t i o n 0 - 1 i s o f the f o l l o w i n g form. 
k k n n P minimize C (X) = ) ) c . . x . 
i = i : = i 
n 
S . T . I x = 1 , j = 1 n 
i = l J 
n 
I x = 1, i = 1 , . . . ,n 
j = l J 
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X. . = 0 OR 1, ALL I AND J 
ID 
X. . = 0 FOR X. . E R 
<\ J WITH EASTMAN'S ALGORITHM, WE SET R̂ " = cj); HOWEVER, FOR THIS PAR­
TICULAR PRECEDENCE CONSTRAINT, WE MAY SET R"̂" = (x ,x ,x , }. THIS IS 
CLC JD3. CD 
NOT NECESSARY, BUT IT WILL GIVE US A BETTER STARTING POINT BECAUSE THESE 
VARIABLES ARE OBVIOUSLY REQUIRED TO BE ZERO. 
THE BRANCHING RULE FOR THIS ALGORITHM IS IDENTICAL TO THAT GIVEN 
FOR EASTMAN'S ALGORITHM IN CHAPTER III EXCEPT THAT NOW A VIOLATION OF 
EITHER OF THE PATTERN CONSTRAINTS (4.5) AND (4.6) WILL BE USED TO INI-
k:': 
TIATE BRANCHING. SUPPOSE THAT X VIOLATES EITHER CONSTRAINT (4.5) OR 
CONSTRAINT (4.6), OR POSSIBLY BOTH CONSTRAINTS. LET BE THE SHORTEST 
SUBTOUR AND S^ BE THE SHORTEST PARTIAL SEQUENCE WHICH VIOLATES THE 
PRECEDENCE CONSTRAINT; FOR EXAMPLE, = {(A,I),(I,J),(J,C)}. CHOOSE 
THE SHORTER OF THESE TWO AND BRANCH ON THAT VIOLATION USING EASTMAN'S 
BLANCHING RALE. THIS ALGORITHM IS ILLUSTRATED BY AN EXAMPLE PROBLEM IN 
APPENDIX A. 
EXTENSION OF LITTLE'S ALGOI• ITHM 
AGAIN IT IS DESIRED TO SOLVE THE PROBLEM P° DESCRIBED BY 
EQUATIONS (4.1) THROUGH (4.6). NOW WE SHALL APPROACH THE PROBLEM BY 
EXTENDING LITTLE'S ALGORITHM IN THE SAME FASHION THAT EASTMAN'S 
ALGORITHM WAS EXTENDED. 
FOR THE GENERAL STAGE PROBLEM, LET P BE AS DEFINED BY CONDITION 
0-1. IT IS OF THE FORM 
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K K - ? P MINIMIZE C (X) - ) } c , „x„. 
, - - IL IL 
N 
S.T. I x 5 1, J - 1 n 
I-L 
N 
1 - 1 J 
N N L L A r'] .-1 1 • - " 
X • 0 OR 1, AII I AND I 
I] 
NC SUBTOURS 
X •• 0 FOR x E R K 
X , i 1 TOR X. E Q 
IJ 11 
WHERE FOR PROBLEM P 1, M"1 J. AND - CB AS WITH THE EXTENSION OF 
EASTMAN'S ALGORITHM WE CAN SET = (X ,X, ,X , }. THE BRANCHING RULE 
AC BA CB 
F'-: 'o.i Algorithm IS IDENTICAL TO THAT GIVEN IN CHAPTER III FOR 
L , . . . c . 6 . _ . . 11 HM. IT SHOULD BE NOTED THAT THE PRECEDENCE CONSTRAINT 
IS now ACTIVE FOR EVERY PROBLEM P^ .. FOR EXAMPLE, SUPPOSE PROBLEM P-' 
HAS X .. E Q J , I,E,, X J_ : THEN X - I WOULD BE AN INFEASIBLE SOLU-
A: ' AJ ' :C 
TION -O P-* . THIS ALGORITHM IS ILLUSTRATED BY AN EXAMPLE PROBLEM IN 
APPENDIX B. 
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This section has examined an extension of the traveling salesman 
problem which is actualy a traveling salesman problem with additonal 
constraints. In the next section we shal examine a sequencing problem 
which has the basic structure of the traveling salesman problem, with 
the objective function changed to include costs other than sequence-
dependent setup costs. A branch and bound algorithm similar to Little's 
algorithm wil be developed for the solution of this problem. 
Due Dates 
Consider the problem of finding the minum cost processing 
sequence for a set of jobs D = {l,...,n} which are to be processed by a 
single facility. Let these jobs arive simultaneously at time t = o. 
For each job i, a "due date" â  is specifed. The jobs are partioned 
Into two mutualy exclusive and colectively exhaustive sets A and B. 
The processing sequence wil determine an actual completion time F̂  for 
each job 1, and a penalty charge wil be incured by job I if F̂  is 
greater than â. This penalty charge wil be L̂  for I e A, or 
L. (F-a „ ) for i e B . 1 11 
Let the setup times and setup costs for this problem be sequence 
dependent, i.e., a setup time of t̂_. and a setup cost of ĉ  are 
incured when job I immediately precedes ]ob j in the processing 
sequence The setup times and costs, as wel as the processing times 
PT. .--.a .,. o PC., I e. D, are deterministic and known. 
i I 
The processing sequence for this problem shal be required to be 
a traveling salesman's tour, If job I is specifed as the first job to 
be processed, then the facility must be returned to the state necessary 
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for processing job I after the n jobs have been processed. 
Model for Due Dates Problem 
An order of processing for any set of jobs, starting with job I 
and ending with job p, can be denoted by a sequence = (I,i,j,...,p) 
which may or may not include all jobs i e D. This sequence can be 
defined bv the variables x.. as follows: 
^ ^ 1 if job i immediately precedes job j in S 
ij 0 otherwise * 
Let the "cost" of a sequence C(S ) be defined by 
n n n n 
c(s ) = y y e x . . + y pc. + y L.y. (4.7) 
P . n • 1 11 11 • n 1 • n 1 1 
1=1 ]=1 J 1=1 1=1 
where 
0 if a. > F. 
V. = ( . 1 - 1 (4.8) 
yi 1 1 if a. < F. K J 
1 1 
for i e A, or 
0 if a. > F. 
yi = ((F.-a.) if a . \ F. ( 4 ' 9 ) 
1 1 1 1 
for i £ B. The number associated with each job shall'be defined by 
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1 5 1 
for i £ S , or P 
K - J PT, + y t. .x. „ + PT. + t , (4.11) i , c k , *r c k] k] I pi k£S k,n£S
P P 
for LIS, where S - (I,=„t,i), Le, , S. is a subsequence of S . 
p i i ^ p 
Equation (4 10) gives tne actuai time when processing wil be 
completed on job i for i £ S , i.e. , f\ - F̂„ Equation (4.11) gives a 
lower bound for the completion time on job i for i £ S s i e D. 
Any feasible solution sequence for the due dates problem wil 
contain ail of the n jobs, and Equation (4,7) wil give the actual cost 
of the feasible processing sequence. 
Problem P° can now be stared in the folowing form. 
P° minimiz  C(S ) (4.12) 
P S.T. I x. ~ i, ] = 1,..,n (4.13) l-I 
v x • i, l = i, ,n (4.14) 
x - 0 or i, aii - and i (4.15) 13 
no subtours (4.16) 
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it; may Le noted that constraints (4.13) and (4.14) imply that S should 
P 
1̂  
k minimize C(S ) 
P 
•T. I x.. < 1, j = l,...,n 
k 
i=i 1 1 
n 
I x < 1, i = 1,...,n 
r n 
1 1 x.. > ,, 




x . . - 1 tor x . . t, Q K 
wh'.rr ! ' is the sel o[ variables specified to be equal to zero; Q k is 
the s,-t of va.'Libkc specified to be equal to one, and the cardinality 
..f 0 k is m k-l. 
contain all jobs i c D. 
Solution Algorithr For Pu- Dates Problem 
The problem P°, described by Equations (4.12) through (4.16), can 
k 
I - ;olvcd by the following branch and bound algorithm. Let problem P , 
k c P as defined by condition 0-1 of Theorem 1, be as follows: 
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Th i s g e n e r a l s t a g e problem i s a lmos t i d e n t i c a l t o t h a t g i v e n f o r 
L i t t l e ' s a l g o r i t h m In Chapter I I I . N o t i c e t h a t we a r e now r e q u i r e d t o 
minimize the c o s t o f a sequence which, by d e f i n i t i o n , i s an o r d e r e d s e t 
o f j o b s beg inn ing wi th some d e s i g n a t e d i n i t i a l j ob I . 
To I n i t i a l i z e t h i s a l g o r i t h m , the f i r s t c u r r e n t s e t of bounding 
1 1 1 1 problems P c o n s i s t s o f one problem P with R - Q = <J>; hence , m = 1 
a s b e f o r e . The s o l u t i o n t o P̂ ~ i s X T = 1 for some q i I , and X 0 . = 0 
Iq 1 l ] 
fo r all o f t h e remain ing v a r i a b l e s . 
As in L i t t l e ' s a l g o r i t h m , problem P"*" c l e a r l y s a t i s f i e s the 
bounding p r o p e r t i e s B - l and B - 2 , and the convergence c o n d i t i o n C - l . 
A l s o , the g e n e r a l s t a g e problem P , a s de f ined by c o n d i t i o n 0 - 1 , 
s a t i s f i e s B - l , B - 2 , and 0-3 The branching r u l e fo r t h i s a l g o r i t h m 
i s I d e n t i c a l to the one used f o r L i t t l e ' s a l g o r i t h m ; t h e r e f o r e , t he 
convergence c o n d i t i o n s C-2 and C-3 a r e s a t i s f i e d , and the a l g o r i t h m 
w i l l converge to an o p t i m a l s o l u t i o n t o P° In a f i n i t e number o f s t e p s . 
Th i s a l g o r i t h m i s I l l u s t r a t e d by an example problem In Appendix C. 
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CHAPTER V 
DISCUSSION AND RECOMMENDATION 
The g e n e r a l branch and bound approach o f Lawier and Wood ( 1 9 ) 
has been ex tended in t h i s r e p o r t to i n c l u d e some s u f f i c i e n t c o n d i t i o n s 
for convergence . These c o n d i t i o n s a r e more g e n e r a l than t h o s e o f B a l a s 
(1) b e c a u s e they make no s p e c i a l a s s u m p t i o n s about the form of the 
o o o r i g i n a l problem P , w h e r e a s , B a l a s r e q u i r e d t h a t P have a f i n i t e 
s o l u t i o n s p a c e . A l s o , the o p t i m a l i t y c o n d i t i o n 0-3 r e l a x e s Lawier 
and Wood's e q u a l i t y t o a weak i n e q u a l i t y , 
Lawier and Wood's fo rmula t ion o f the branch and bound approach 
~s in terms o f bounding problems* Chapter I I I p r e s e n t s the form o f 
t h e s e bounding problems for E a s t m a n ' s and L i t t l e ' s a l g o r i t h m s . I t i s 
a l s o shown t h a t each o f t h e s e a l g o r i t h m s s a t i s f i e s the hypo these s o f 
Theorem 2 , which i n s u r e convergence 
Th i s f o rmu la t i on o f the branch and bound approach has r e a d i l y 
p e r m i t t e d the a p p l i c a t i o n o f t h e s e a l g o r i t h m s 9 in Chapter IV, t o the 
t r a v e l i n g sa l e sman problem witn p a t t e r n c o n s t r a i n t s in a d d i t i o n to the 
"no SUB: cu r " pa", tern c o n s t r a i n t , A l so in Chapter IV, a sequenc ing 
problem wcth change-over and " l a t e p e n a l t y c o s t s " was f o r m u l a t e d . A 
Br ancn a.ta bound a l g o r i t h m with t h e same b a s i c s t r u c t u r e a s L i t t l e ' s 
a l g o r i t h m was deve loped f o r the s o l u t i o n o f t h i s problem. 
Tne o r i g i n a l o b j e c t i v e o f t h i s s tudy was t o d e v e l o p s o l u t i o n 
methods for the problems of Chapter IV. In p u r s u i n g t h i s o b j e c t i v e , 
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the g e n e r a l i t y and f l e x i b i l i t y o f the branch and bound approach became 
apparen t - An a t tempt was made t o de termine t he n e c e s s a r y and s u f f i c i e n t 
c o n d i t i o n s f o r the f i n i t e convergence of any branch and bound a l g o r i t h m . 
Th i s a t t empt was u n s u c c e s s f u l , a l t hough some s u f f i c i e n t c o n d i t i o n s fo r 
f i n i t e convergence were d e v e l o p e d . 
I t i s the a u t h o r ' s op in ion t h a t f u r t h e r s tudy should be d i r e c t e d 
toward d e v e l o p i n g t h e s e n e c e s s a r y and s u f f i c i e n t c o n d i t i o n s fo r con­
v e r g e n c e . They would g r e a t l y enhance the g e n e r a l a p p l i c a b i l i t y of the 








2 7 - I L ± 10 
3 5 - 11 
CO
 
4 6 9 6 
1 
i oo 7 
5 9 7 8 i , 
1 
00 
and wxth tne additonal patern constraint 2 > 5 > 3. The solution of 
tais problem is outlined t>eiow. 1 lo P jl.S an assignment problem with R = {x00 ,x_ . ,x._ } . The 2o 52 o  
solution to P" L x,n • x., - x, x _ - xP =1, all other x. „ - 0. 
13 62 2i H5 54 13 
This b C x U t i D n contains two sabtours. The shortest of these is S, = 
b 
1 x • ,5),1i , ) : ; therefore, we branch on P and create two new problems ?Z and P3  2 3 2 2 Tne cu nt set P ow is P - {P ,P |. R = {x00,xro,xoc, 2o b2 ob , _}, and t  soluion to P̂  is x,n - xr  ~ x, 0 x„ - x̂, = 1, all 45 i5 54 4 3221
APPLICATION OF EASTMAN'S ALGORITHM 
In order to Ilustrate the application of Eastman's branch and 
bound algorithm (10), we shal consider a traveling salesman problem 
with the folowing cost matrix 
32 
2 2" 3 
o the r x. , =• 0 : t h e r e f o r e , C (X ) = 32 , The s o l u t i o n t o P i s x n l = i l 14 
3 3" x. _ = x c_ = x _ _ = - 1 , a l l o ther x t = 0 ; t h e r e f o r e , C (X ) = 34 . 4o bo 62 21 i~j 
2 k k 
Problem P = P , where P i s d e f i n e d by c o n d i t i o n 0 - 1 o f Theorem 1 , 
2 2" 3 3" 2" b e c a u s e C (X ) - 32 < C (X ) . The s o l u t i o n X i s a t ou r which does 
2 2*f* o 2*f* 
not v i o l a t e the p recedence c o n s t r a i n t , and C (X ) = C (X ) ; hence , 
O" 2" 
c o n d i t i o n s 0 - 2 and 0 - 3 of Theorem 1 a r e s a t i s f i e d and X = X 
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APENDIX B 
APLICATION OF LITTLE'S, et al.3 ALGORITHM Now we shal use Litle's (21) algorithm to solve the problem of Apendix A. 'The solution procedure is ilustrated below, i. The reduced cost matrix for P"* is 
1 1 30 1 o 
! 0 
j i I 0 0 
CO 
2 ! °° ! CM 
CO
 r ° 00 | 7 1 ° 1 ^ 1 1 
0 
i 00 2 0 
CP
 
! 6 5 
5 
0 00 
wher ] / \ indicates thai x . is excluded because xL . = 1 would cause a. precedence violation . The smal number in the top left corner of each t>ox is the amount D/ whic  the matrix could he reduced if c. for that box Is removed from the problem. Litle's heuristc procedure for breaking ties in the solution of any problem is to pick that x = 1 whic  v i . _ i . csuse tne greatest reduction of the matrix for the new bounding problem whic  has x £ R"', i.e., x -0. Therefore, the 
pq pq 
solution to P1 is x_ " ±, a_I ether x. =• 0; ĈX1 ) = c + sum of o+ i] pq 
the row and column reductions = 29 
34 
2 3 
2. The cost matrices for problems P and P are given below. 
Let indicate that x.. is excluded because it would cause a sub-il 
tour, and Indicates an exclusion due to the other constraints 
of the problem. Let imply x. . s R-' and 13 imply x_̂_. e Q J . 
oo 
i 
0 - 1 
0 
0 oo - 1 0 
1 i 0 oo y 0 
0 
1 
0 oo \ 
y - 1 1 oo 
I 1° 1 
0 0 1 0 1 0 3 
2 0 
1 - y 4 2 
! 1 
i 
0 oo 7 
1 0 3 0 0 0 
2 0 
1 1 1 0 X oo 
2 3 2 The current set is P = {P ,P } at this stage. The solution to P is 
x_ xon = 1, all other x . . = 0, and C 2(X 2) = 31. The solution to P 3 32 i-j 
3 3 is x_. - 1, all other x,, - 0, and C (X ) = 34. Therefore, we branch 14 lj 
2 
from problem P . The entire solution process creates the tree shown m 
Figure 1 below. 
X 5 4 ~ X 3 2 - 1 
C (X )=31 
i 2nd Branch 
X 5 4 " X 3 2 " X 2 1 1 
4 4" 
C^(X^ )=32 
i 3rd Branch 
X 5 4 ~ X 4 3 " X 3 2 _ X 2 1 _ 1 
C 6 ( X 6 * ) = 3 2 
4th Branch 
1 s t Branch 
X 1 4 = 1 
C
3 ( X 3 * ) = 3 4 
X 5 4 " X 2 5 = 1 
5 5* C (X )=32 
X 5 4 = X 3 2 = X 4 1 = 1 
7 7" 
C / ( X / )=32 
No F e a s i b l e 
S o l u t i o n 
F i n a l Current S e t P = { P 3 , P 5 , P 7 , P 8 , P 9 } ; 
C 8 ( X 8 * ) = m i n C j ( X j * ) ; C 8(X 8*)=C°(X 8*) ; X'8*eD°; 
.. x°*=x8\ 
:
5iTX43"X32~X21 X 1 5 _ 
C 8 ( X 8 * ) = 3 2 
F i g u r e 1 . S o l u t i o n Tree for L i t t l e ' s Algor i thm 
APPENDIX C 
APPLICATION OF DUE DATES ALGORITHM 
Consider a sequencing problem as follows: 
JOB I 2 3 4 
PT. 
i 
6 4 2 3 
a t 
1 
14 22 18 7 
L, 
1 
CO 2 12 8 
4 
) PC. = 27 
A - {2,3,4} 
B - 1 1 } 
1 2 
CO 4 
2 3 1 
00 




4 1 6 
2 6 4 
oc 
5 3 5 





where c . and t.. are elements of the above matrix such that 
c. . 
t. . 
Let the initial job I be job 4. For problem one we pick some x . = 1 
such that C(S_.) is minimized. The calculations for P̂ " are given in 
Figure 2 below. 
The solution to P"*" is to have x, n = 1 , all other x. . = 0 : so we 
41 i] 
2 3 
branch on x to create new problems P and P in the same way that we 
3 
did for Little's algorithm. Notice that for problem P , which has 
3 x, . e R , i.e. , x, n = 0, we do not have to re-calculate the solution. 41 41 
The calculations done in P"*" are still good for x = 1 or x = 1. 
This algorithm continues constructing problems and branching in 
this manner until X° is found. The solution tree for this problem is 
shown in Figure 3. 
38 
Iliu-f-i " j ^ a J L i ^ 3 ^ -
F = 3 + 2 + 6 = 11 F 2 = 3 + 4 + 4 = 11 F 3 = 3 + 1 + 2 = 6 
F 2 = 11 + 4 + 3 = = 18 + 6 + 4 = 21 Fl = 6 + 6 + 5 = 
F 3 = 11 + 2 + 2 = = 15 h -11 + 2 + 1 = 14 F 2 = 6 + 4 + 3 = 




5 C43 = = 2 
V l = 0 Li yi = 21 V l 5 = 9 
L 2 y 2 0 L 2y 2 = 0 L 2 y 2 = = 0 
L 3 y 3 = 
0 
L 3 y 3 = 
0 L 3 y 3 = = 0 
c(s 1) = 28 c(s 2) = 53 c(s 3) = = 38 
The solution to problem P 1 Is x = 1 and all other 
x,. = 0, C(S ) = C(S n) = 28. il P 1 
1 
Figure 2o Calculations for Problem P 
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H 1st Branch 
x -"x ,, = 1 C2(S7)-31 
-j- - 2nd Branch 
x -x =x ~1 
41 13 2? 
xm=xi2=1 
- — 3rd Branch X«=X31=1 
1 13 32 '4 No Fearihle f-'olu! :i ii. 
4th Branch 
XU2 = IC9(S2)=54 
Curconi f e t" 9 i\i'7,r8,p9) ("0 isin r < ); <•• C , = ( ° I X
6 * ) ; X 6"' ED° 
ligurt J. Solution Tree for Due Dates Algorithm 
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