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INTRODUCTION 
NDT technologies by ultrasounds are in constant progress. The advance is considerable 
for sensors and acquisition systems. The means for data processing follow this evolution. In 
order to meet the demand for processing very high volumes of data, we propose in this paper a 
method of volume automatic thresholding. The application concerns the testing of austenitic 
steel or else, for the nuclear industry. The thresholding techniques from the image histogram 
are inadequate as the ultrasonic image histogram is unimodal. The study of the image with the 
cooccurrence matrix which is a two dimensionnal histogram allows to clearly show the noise-
defect transition. Several authors have elaborated on thresholding techniques of an image from 
the cooccurrence matrix. These vary according to the type of exploited image [1-2]. We 
showed the good results of thresholding by cooccurrence matrix on images with a defect. We 
develop in this paper a two-part study. Firstly, after a brief account of the matrix exploitation, 
we show the limits of this method in bearing simulated images. We then describe the chosen 
approach to extend the method to the volume thresholding problem. We give results from a 
data volume obtained on austenitic steel testing. 
THRESHOLDING OF 2D IMAGE BY COOCCURRENCE MATRIX 
Cooccurrence Matrix 
We use the definition of the matrix exploiting a vector d of dx and dy (of modulus r 
and angle e) coordinates. The cooccurrence matrix indicates the distribution of couples of 
pixels of i and j amplitudes separated by a vector d. We build a symmetrical matrix. This 
allows us not to take into account the direction of vector d [2]. 
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The coefficients are standardized according to the image size. A coefficient of the 
matrix (Cij) can thus be considered as the probability for obtaining two pixels distant from d 
such as their amplitude are equal to i and j. 
Cij = Prob(Pxy = i 
+ Prob(Pxy = j 
and 
and 
Thresholding of Ultrasonic Images 
Px+dx,y+dy = j) 
Px+dx,y+dy = i) 
(I) 
Our ultrasonic images are built from sinusoidal type signals. For a coding between 0 
and 255, the greater part of the pixels are close to the mean value 128 (cf Figure I). The 
coefficients Cij which correspond to noise to noise couples are thus in the center of the matrix. 
How are then the coefficients representative of the couples that contain at least one pixel of 
defect distributed? If we study the different types of matrix according to the size of vector d, 
the amplitudes of close pixels are similar, the matrix has the shape of an ellipse along the first 
diagonal (Figure 2a). For a vector shorter than a defect signal length the connections between 
pixels can take place within the same defect. According to wether we connect same or 
opposite sign pixels we obtain matrices whose coefficients are distributed without established 
order. The shape of the matrix varies much for low variation of the vector d for this range of 
vectors (Figure 2b). This type of matrix is called internal inter-action matrix. It is unexploited 
to date. This type of matrix is found again when vector d is long enough to connect defects. 
We then speak of external inter-actions matrix. It is similar to that in Figure 2b. 
Figurel . BSCAN image of austenitic steel testing and its echodynamic curve (maximum of 
each column). 
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When the vector d is longer than the defect and does not connect two defects, we no 
longer have defect to defect coefficients. Only noise to noise or noise to defect coefficients are 
left. The matrix takes the shape of a star (Figure 2c), it then behaves in a particularly stable 
way, especially when long vectors are exploited. To avoid the problem of image comers that 
are not used for long vectors, 0° and 90° vectors must be exploited [3]. 
To determine a threshold from a cooccurrence matrix, we study how a threshold value 
separates the coefficients in the matrix. Figure 3 indicates a possible threshold value t among 
256, a value that divides the matrix into four blocks. In block B 1 the coefficients represent all 
the couples of pixels whose amplitudes are lower than the threshold. All the couples of pixels 
higher than the threshold are in block B4. Blocks B2 and B3 are symmetrical by definition of 
the matrix. A coefficient in this block gives us the possibilty of having one of the two pixels 
below the threshold (in noise) and one pixel above the threshold (defect). This block thus 
contains the coefficients linked to the noise to defect relations. The idea is to follow the 
evolution of the coefficients in the block B3 in relation to the value oft and to find the block 
that contains all the noise to defect coefficients without its containing noise to noise 
coefficients. In order to follow this evolution, we defined a measure: the Square of Mean 
Distance to the Center of Gravity Measure (abbreviation DMB) which quantifies the mean 
dispersion of the coefficients Cij in bloc B3 by calculating the distance to the center of gravity 
G of bloc B3[t] (cf Figure 3) 
a. r=2 b. r=7 c. r=200 
Figure 2. Cooccurrence matrices for different vectors d (9=90°). 
J 
Figure 3. Position of a threshold in the matrix. 
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The coefficients Cr are assimilated to points of coordinates i and j and of weight Ci'. 
We use the denominator ~'[t] which is equal to the sum of coefficients Cij in the bloc B3[tl 
With the coordinates of the center of gravity Ili and Ilj we can define the DMB measure as: 
(2) 
where (3) 
(4) 
When the tested threshold value is very high, block B3 contains few coefficients, the 
dispersion around the center of gravity is low. This dispersion increases until block B3[t] 
contains the noise to noise coefficients, whose weight becomes dominating. The measured 
dispersion then decreases. Figure 4 shows the shape of the measure on a star-like shape matrix. 
The retained thresholds correspond to the two maxima of this function. To automatically 
obtain a star-like type matrix we use a characterization graph which evaluates the maximum 
dispersion obtained in blocks B3 for each used vector. Ifwe refer to the three matrices in 
Figure 2, th~ dispersion is low for very short vectors d (diagonal matrix), it is maximum when 
there are inter-actions and it is low for star-type matrices. We select the vector which 
corresponds to the minimum of dispersion after the maximum of the graph to avoid inter-
actions (Figure 5), The result is very stable for long vectors: the curve is flat. 
measure[t] 
examined 
threshold 
Figure 4. Evolution of the dispersion of the matrix coefficients in relation to the threshold. 
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Figure 5. Characterization graph calculated from the image of Figure 1. 
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It means that many possible vectors allow to build a star-type matrix. We can thus 
have an important step between two vectors to calculate the characterization graph. We, at 
present, calculate 20 matrices for each plane. The results are quite satisfactory on ultrasonic 
images with defects [2]. 
MODELING OF IMAGES 
In order to validate the method and estimate from which moment the defects are 
important enough to create a star-like matrix that can be exploited by the method previously 
described, we use a model of the images. The difficulty is to construct a correct model 
which gives us a good distribution of the amplitudes of the noise. As the method is based on 
the global distribution of pixel amplitudes, we try to recreate a histogram of the same type as 
the real image. To do so, we have recourse to the generalized gaussian distribution already 
used to analyze of an ultrasonic image [4]. The distribution is given by: 
(lil)P 
p(i)=Ke a (5) 
The values ofK, a et f3 were chosen to approach at best a real histogram. For each 
image we calculate the maximum of the noise and its standard deviation. In the example 
given in Figure 6 we created several images with the maximum amplitude of the defect 
which is equal to 214 and a growing noise (a varies from 5 to 1.2 and f3 from 1 to 0.37, K is 
around 0.1). We can notice that the threshold increases with the maximum noise value up to 
a limit where the matrix no longer gives good thresholds. We thus obtained a limit which is 
estimated from this model. On this type of image the detection ratio (Signal to Noise Ratio), 
defined as the defect maximum value over noise maximum value, is 1.6 (maximum noise 
value of 181). However it does not refer to the detection minimum limit for each signal 
making up the defect. As the threshold values increases following the increase in noise 
(Figure 6) as long as the method remains valid, this method supplies a reliable threshold for 
signals of the lowest SNR. On condition that they are at least one signal which a SNR equal 
to 1.6 or more. 
250 
noise standard deviation 
---+- negative maximum noise---a- positive threshold -;j(- negative threshold 
- x- positive maximum noise - - - average value = 128 
Figure 6. Thresholds in relation with maximum noise amplitude. 
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Below this value of 1.6 the matrix is too similar to a circle and does not allow to 
distinguish between the two types of coefficients: those representative of noise to noise 
couples and those representative of noise to defect couples. We show in Figure 7 the last 
correctly segmented image with the standard deviation equals to 18. The noise has a 
distribution in amplitude levels which is similar to those of the ultrasonic images. The 
problem with this model of noise is that it does not take into account the continuity of the 
noise ofa real ultrasonic image. The echodynamic curve (7c) shows the evolution of the 
defect amplitude in the image. The image is indeed thresholded, even for signals of low SNR 
(ex. signal 93 with defect arrowed in Figure 7d). 
THRESHOLDING OF THE VOLUME 
The method has been exploited on images with defects, when we deal with a data 
volume, there can be planes without defect. The passage to a plane after plane processing 
demands that we use a criterion to accept or reject the proposed thresholds according to the 
presence of defects or not. The exploitation of the histogram of the CSCAN image 
(cartography of the maximum of each signal) proves to be impossible as there are no pre-
defined class of histogram on such images that could be simply analyzed. Concerning the 
method using cooccurrence matrices as the dispersion analysis will always shows two peaks, 
therefore two thresholds, the images containing noise only will also be thresholded if a plane 
after plane algorithm is applied. Examining the curve of the positive and negative thresholds 
calculated by our method shows that for planes without a defect the threshold is logically 
low somewhere in the range of the amplitudes of the noise (ex. planes 20 to 35 on Figure 8). 
The present processing of this type of volume exploits a threshold selected by a qualified 
operator. The thresholded pixels are then collected by a 3D event correlation process which 
exploits the laws of ultrasonic propagation [5]. The examination of the general thresholds 
obtained independantly by a qualified operator shows that these thresholds are very close to 
the maximum threshold found by the method based on cooccurrence matrix (ex. in Figure 8 
with a manual threshold equal to 36). A first possibility to construct a general method for 
volume consists therefore in selecting the maximum of the thresholds resulting from the 
cooccurrence matrix analysis and transmitting it to the modulus of calculation by correlation 
of spatial and temporal information. A second exploitation consists in cumulating the 
cooccurrence matrices and processing the cumulated matrix to obtain a general threshold for 
the whole volume. 
d ...... 113 
Figure 7. Results on an artificial image. 
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Figure 8. Evolution of the positive and negative thresholds on a volume of81 planes. 
The second solution with a global matrix shows an advantage over the first as it is 
more general in terms of image analysis and it does not depend on a particular result on a 
plane. The cumulated matrix contains the noise information of the whole volume and the 
defects of the whole volume. It is indeed a 3D analysis. The drawback of planes without 
defect is considerably reduced, the only problem left is that of volumes without notable 
ultrasonic echoes. A CSCAN image of the volume consisting of81 planes is shown in Fig. 
9a. Its local thresholds were indicated in Fig. 8. Plane 69 (white line) corresponds to Fig. l. 
The global thresholds found by the method are 80 and 165 (i.e. -48 and +43). The result of 
the lowest threshold, +43, has to be kept., the curve oflocal thresholds indicated +39 
(maximum value) and the qualified operator selected +36. The operator however goes on 
with selecting the echoes, imposing criteria of defect minimum size and of spatial and 
temporal proximity. Figure 9b shows the thresholded image with a threshold at +43 and Fig. 
lO shows the final image processed by the expert. 
b~ _____________________________________ ~_ 
Figure 9. Original CSCAN image and thresholded one (threshold value: 43) 
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Figure 10. Segmented image by a qualified operator. 
We can see that the automatic thresholding method therefore supplies a much 
satisfactory solution that can be used to automatically initiate the correlation method. 
Identical results were obtained on three others volumes. Each time, the image thresholded 
by the method using the cumulated matrix is very close to the final one obtained by the 
interpretations of a qualified operator. 
CONCLUSIONS 
We have shown with this study that the thresholding method using cooccurrence 
matrix adapts very well to 3D ultrasonic volumes. This method is at present validated on 
volumes which have at least one important echo. The modeling has shown that the abscence 
of echo of SNR higher than 1.6 invalidates the analysis of cooccurrence matrix based on the 
separation of coefficients linked to defects on the matrix branches. On the other hand, when 
the method is valid, the threshold value is a little higher than the noise and so allows to 
locate lower amplitude defects. The method can therefore certainly be improved to obtain a 
satisfactory detection threshold on volumes which contains only low amplitudes defects. The 
problem is to work on matrix shape analysis. We have developed in this paper a global 
thresholding method of a volume based on the cumulated cooccurrence matrix. The results 
correspond to the expectations of qualified operators. This technique is a very interesting 
contribution to the automatic thresholding of data volumes. 
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