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Abstract— System Level Synthesis (SLS) parametrization fa-
cilitates controller synthesis for large, complex, and distributed
systems by incorporating system level constraints (SLCs) into
a convex SLS problem and mapping its solution to stable
controller design. Solving the SLS problem at scale efficiently
is challenging, and current attempts take advantage of special
system or controller structures to speed up the computation in
parallel. However, those methods do not generalize as they rely
on the specific system/controller properties.
We argue that it is possible to solve general SLS problems
more efficiently by exploiting the structure of SLS constraints.
In particular, we derive dynamic programming (DP) algorithms
to solve SLS problems. In addition to the plain SLS without
any SLCs, we extend DP to tackle infinite horizon SLS
approximation and entrywise linear constraints, which form
a superclass of the locality constraints. Comparing to convex
program solver and naive analytical derivation, DP solves SLS
4 to 12× faster and scales with little computation overhead. We
also quantize the cost of synthesizing a controller that stabilizes
the system in a finite horizon through simulations.
I. INTRODUCTION
System Level Synthesis (SLS) facilitates the incorporation
of system level constraints (SLCs) by its parametrization
of closed-loop system responses [1], [2]. Subsequently, SLS
greatly simplifies the controller synthesis problem of large-
scale, complex, distributed systems into a convex program.
Given matrices A and B depending on the system dynamic,
SLS formulates the following convex program
min g(Φx,Φu) (1)
s.t.
[
zI −A −B] [Φx
Φu
]
= I, (1a)
Φx,Φu ∈ z−1RH∞,[
Φx
Φu
]
∈ S, (1b)
where g is the objective, S the set of SLCs, and z−1RH∞
the set of strictly proper stable transfer functions. The system
responses {Φx,Φu} are transfer functions given by
Φx =
T∑
τ=1
z−τΦx[τ ], Φu =
T∑
τ=1
z−τΦu[τ ]
with horizon T and spectral components Φx[τ ] and Φu[τ ].
In what follows, we assume that the objective g can be
decomposed into a sum of per-step costs
g(Φx,Φu) =
T∑
τ=1
gτ (Φx[τ ],Φu[τ ]).
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Once (1) is solved, SLS gives a state-feedback controller
ΦxΦ
−1
u that can stabilize the systems in horizon T .
Although SLS transforms a complex controller synthe-
sis problem into a tractable convex program, in practice,
solving (1) is still computationally demanding, especially
when dealing with large-scale systems. To accelerate the
solving process, existing proposals, such as [3]–[6], focus on
specially structured systems and controllers (e.g., localizable
systems) which allow the decomposition of (1) for parallel
processing. However, for general systems without the desired
structures, those methods are no longer applicable, and we
resort to the heuristics or programming techniques in convex
program solvers to speed up the solving process.
We then ask the question: Is it possible to expedite
the solving process without special structural assumptions?
Our answer is affirmative. So far the existing proposals
essentially impose various structural constraints through (1b),
and we have not yet fully exploited the structure of the
SLS constraint (1a). By treating the system responses as
state and control of a system, one can solve the SLS
problem by dynamic programming (DP) [7], which is highly
efficient. This opportunity is also noticed in [3], where the
authors applied the DP principle for SLS with a quadratic
cost. But to do so, [3] requires additional input coupling
assumption: The boundary states must be directly controlled
by the corresponding boundary actuators. A fully general DP
algorithm remains open.
A. Contributions and Organization
In Section II, we derive the DP algorithms to solve the SLS
problem (1). Starting with plain SLS without SLCs (1b), we
then provide the approximation to infinite horizon SLS and
incorporate a class of SLCs, the entrywise linear constraints,
into the DP process. The entrywise linear constraints are
generalized versions of the sparsity/locality constraints in the
literature [1]. To demonstrate the usage of the DP algorithms,
we adopt them for the SLS problems with a H2 objective in
Section III. Through extensive simulations in Section IV,
we show that DP algorithms are more scalable and can
outperform existing convex program solver by 4 to 12× and
naive Lagrange multiplier method by 10 to 38×. We also
quantify the synthesis overhead for stabilizing a system in a
finite horizon by comparing DP with DP approximation to
infinite horizon SLS. Finally, we conclude in Section V with
future research directions.
B. Notation
We use lower- and upper-case letters (such as x and
A) to denote vectors and matrices respectively, while bold
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lower- and upper-case characters and symbols (such as u
and Φu) are reserved for signals and transfer matrices. Let
Aij be the entry of A at the ith row and jth column. We
denote by A+ the pseudo inverse (Moore-Penrose inverse).
We vectorize a matrix A to be the vector
−→
A by stacking its
columns. Inversely, we rebuild the matrix ←−x from a vector
x by realigning the elements. The null space of a matrix
Ψ is written as null (Ψ) = {v : Ψv = 0}, where 0 is
an all-zero vector. We slightly abuse the notation to write
A ∈ null (Ψ) if all columns in A are in null (Ψ). Let ‖Φu‖2H2
be the H2 norm of a transfer function Φu, which is given
by
∑∞
t=0 ‖Φu[t]‖2F with ‖·‖F the Frobenius norm.
II. DYNAMIC PROGRAMMING ALGORITHMS
We illustrate the dynamic programming (DP) algorithms
for state-feedback SLS problems. We begin with DP for plain
SLS and reduce it as an approximation to infinite horizon
SLS problems. We then extend the DP algorithm to handle
entrywise linear constraints.
Before our DP derivations, we introduce two lemmas here
to use later. The proofs are trivial and omitted.
Lemma 1. Given a matrix Ψ, null (Ψ) is a subspace and
there exists some matrix Ξ such that null (Ψ) = {v : v = Ξθ}
where θ is an arbitrary vector.
Lemma 2. The intersection of null (Ψa) and null (Ψb) is
null
([
Ψa
Ψb
])
.
A. Plain SLS
We first derive the DP algorithm for plain SLS without
constraint (1b). Notice that we can rewrite the SLS con-
straints (1a) in the following form with spectral components:
Φx[τ + 1] = AΦx[τ ] +BΦu[τ ],
∀τ = 1, . . . , T − 1, (2a)
Φx[1] = I, (2b)
AΦx[T ] +BΦu[T ] = 0. (2c)
Treating Φx[τ ] as state variable X[τ ] and Φu[τ ] as control
U [τ ] at each time τ , the SLS problem is equivalent to the
following discrete time control problem with state dynamics
(2a), initial condition (2b), and boundary condition (2c):
min
T∑
τ=1
gτ (X[τ ], U [τ ]) (3)
s.t. X[τ + 1] = AX[τ ] +BU [τ ], (3a)
∀τ = 1, . . . , T − 1,
X[1] = I, (3b)
AX[T ] +BU [T ] = 0. (3c)
To solve the above problem by DP, we have to address
the following issues:
• Compute the cost-to-go function Vτ (X[τ ]) recursively
backwards in time according to the state dynamic (3a).
• Ensure the boundary condition (3c) can be satisfied at
each step of the backward recursion.
The form of the cost-to-go function Vτ depends on the
objective g; we will explicitly derive Vτ for the specific H2
objective in Section III. For now, we derive Vτ (X[τ ]) im-
plicitly by definition via the following recursive relationship:
Vτ (X[τ ]) = min
Uˆ∈AU [τ ]
gτ (X[τ ], Uˆ)+Vτ+1(AX[τ ] +BUˆ),
∀τ = 1, . . . , T (4)
where AU [τ ] denotes the admissible set of U at time τ and
VT+1(X[τ ]) = 0.
Accordingly, the control U [τ ] at each time τ is given by
U [τ ] = argmin
Uˆ∈AU [τ ]
gτ (X[τ ], Uˆ) + Vτ+1(AX[τ ] +BUˆ)
= Kτ (X[τ ]), (5)
and the state X[τ ] follows (3a) and (3b).
We assign X[T + 1] to be an all-zero matrix, so that
X[T + 1] ∈ null (I) = null (Ψx[T + 1]) and (3c) is met
in the form of (3a). Given X[τ + 1] ∈ null (Ψx[τ + 1]), the
following theorem then constructs AU [τ ] and asserts that
X[τ ] ∈ null (Ψx[τ ]) to satisfy the boundary condition (3c)
at the end of backward recursion.
Theorem 1. Suppose X[τ + 1] ∈ null (Ψx[τ + 1]), we have
AU [τ ] = {Uˆ : Uˆ = QXX[τ ] +QΛΛ}
where
Γ[τ ] =
[−B Ξx[τ + 1]] ,
QX =
[
I 0
]
Γ+[τ ]A,
QΛ =
[
I 0
]
(I − Γ+[τ ]Γ[τ ]),
and Ξx[τ + 1] is given by Lemma 1 for null (Ψx[τ + 1]).
Also, X[τ ] ∈ null (Ψx[τ ]) where
Ψx[τ ] = (Γ[τ ]Γ
+[τ ]− I)A.
Proof. Since X[τ+1] ∈ null (Ψx[τ + 1]), by Lemma 1, there
exists a matrix Ξx[τ ] such that we can express all columns
in X[τ + 1] as Ξx[τ ]θ for some vector θ. In other words,
there exists a matrix Θ such that
Ξx[τ + 1]Θ = X[τ + 1] = AX[τ ] +BU [τ ].
Rearranging the terms and applying the definition of Γ[τ ]
yield[−B Ξx[τ + 1]] [ U [τ ]X[τ + 1]
]
= Γ[τ ]
[
U [τ ]
X[τ + 1]
]
= AX[τ ].
Therefore, we must have[
U [τ ]
Θ
]
= Γ+[τ ]AX[τ ] + (I − Γ+[τ ]Γ[τ ])Λ, (6)
for some matrix Λ, or
U [τ ] ∈ {Uˆ : Uˆ = QXX[τ ] +QΛΛ} = AU [τ ].
To ensure that (6) is solvable, [8, Theorem 1] asserts that
Γ[τ ]Γ+[τ ]AX[τ ] = AX[τ ].
Algorithm 1: DP for plain SLS.
Input: A,B and objective g(Φx,Φu).
Output: Φx[τ ],Φu[τ ] for all τ = 1, . . . , T .
1: null (Ψx[T + 1]) = null (I).
2: VT+1(X[τ ]) = 0.
3: for τ = T, . . . , 1 do
4: Derive AU [τ ] and null (Ψx[τ ]) from Theorem 1.
5: Compute Kτ (X[τ ]) by (5).
6: Derive Vτ (X[τ ]) from (4).
7: end for
8: Φx[1] = I .
9: for τ = 1, . . . , T do
10: Φu[τ ] = Kτ (Φx[τ ]).
11: Φx[τ + 1] = AΦx[τ ] +BΦu[τ ].
12: end for
As such, we have
X[τ ] ∈ null ((Γ[τ ]Γ+[τ ]− I)A) = null (Ψx[τ ]) .
Together, we summarize the derivation in Algorithm 1.
B. Approximation to Infinite Horizon SLS
For infinite horizon SLS, the constraints (1a) become:
Φx[τ + 1] = AΦx[τ ] +BΦu[τ ], ∀τ = 1, . . . ,∞,
Φx[1] = I
where the key difference from its finite counterpart (2) arises
due to the absence of the boundary condition (2c).
A naive approximation to the infinite horizon SLS is to
solve (3) without the condition (3c), which leads to
min
T∑
τ=1
gτ (X[τ ], U [τ ])
s.t. X[τ + 1] = AX[τ ] +BU [τ ], ∀τ = 1, . . . , T − 1,
X[1] = I.
The above optimization problem can also be solved by
dynamic programming. We can obtain the corresponding DP
algorithm by relaxing the feasible set AU [τ ] to be the whole
space and removing line 1 and 4 from Algorithm 1.
C. SLS with Entrywise Linear Constraints
We now elaborate on how to incorporate the system
level constraints (1b) into DP. Especially, we consider the
entrywise linear constraints as follows
S = {Φx,Φu : Φx[τ ] ∈ Sx[τ ],
Φu[τ ] ∈ Su[τ ], for all τ = 1, . . . , T},
where
Sx[τ ] = {Φ : −→Φ = Sx[τ ]−→Φ}, (7a)
Su[τ ] = {Φ : −→Φ = Su[τ ]−→Φ}. (7b)
The entrywise linear constraint (7) allows the entries in
each spectral component to depend linearly on one another. It
generalizes the sparsity constraints in the literature [1], which
confines the non-zero entries of each spectral component.
Example 1 (Sparsity as Entrywise Linear Constraints). Let
Φx[τ ] be a 2 × 2 matrix. Consider the sparsity constraint
which dictates Φ12x [τ ] = 0. We can express the sparsity
constraint as a entrywise linear constraint by enforcing a
binary diagonal Sx[τ ] with 0 at the corresponding entries:
−−−→
Φx[τ ] = Sx[τ ]
−−−→
Φx[τ ] ⇔
Φ11x [τ ]
Φ12x [τ ]
Φ21x [τ ]
Φ22x [τ ]
 =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1


Φ11x [τ ]
Φ12x [τ ]
Φ21x [τ ]
Φ22x [τ ]
 =

Φ11x [τ ]
0
Φ21x [τ ]
Φ22x [τ ]
 .
Entrywise linear constraints are more general than sparsity
or locality constraints in that entries can exist beyond the
diagonal or binary values.
To incorporate entrywise linear constraints into the DP
algorithm, we consider the following vectorized version
of (3):
min
T∑
τ=1
gτ (x[τ ], u[τ ])
s.t. x[τ + 1] = A˜x[τ ] + B˜u[τ ], ∀τ = 1, . . . , T − 1,
x[1] =
−→
I ,
A˜x[T ] + B˜u[T ] = 0,
where x[τ ] =
−−−→
Φx[τ ] and u[τ ] =
−−−→
Φu[τ ]. A˜ and B˜ are defined
such that A˜x[τ ] = AΦx[τ ] and B˜u[τ ] = BΦu[τ ].
We first incorporate the condition (7b). By Lemma 1, we
can express:
Su[τ ] = {Φ : −→Φ ∈ null (Su[τ ]− I)}
= {Φ : −→Φ = ΞSu [τ ]vˆ}. (8)
Therefore, we can enforce (7b) by requiring u[τ ] =
ΞSu [τ ]v[τ ]. Similar to the plain SLS case, we can derive
v[τ ], u[τ ], and the cost-to-go function Vτ (x[τ ]) by
v[τ ] = argmin
vˆ∈Av [τ ]
gτ (x[τ ],ΞSu [τ ]vˆ) + Vτ+1(A˜x[τ ] + B˜ΞSu [τ ]vˆ)
u[τ ] = ΞSu [τ ]v[τ ] = Kτ (x[τ ]), (9)
Vτ (x[τ ]) = gτ (x[τ ], u[τ ]) + Vτ+1(A˜x[τ ] + B˜u[τ ]), (10)
for all τ = T − 1, . . . , 1 and VT+1(x[τ ]) = 0.
Again, let x[T +1] = 0 ∈ null (I) to enforce the boundary
condition, we derive the admissible set Av[τ ] and some
condition for x[τ ] from a corollary to Theorem 1 below.
Corollary 1. Suppose x[τ + 1] ∈ null (Ψx[τ + 1]), we have
Av[τ ] = {vˆ : vˆ = Qxx[τ ] +Qλλ}
where
Γ[τ ] =
[
−B˜ΞSu [τ ] Ξx[τ + 1]
]
,
Qx =
[
I 0
]
Γ+[τ ]A˜,
Qλ =
[
I 0
]
(I − Γ+[τ ]Γ[τ ]),
Algorithm 2: DP for SLS with entrywise linear constraints.
Input: A,B, objective g(Φx,Φu), and entrywise linear
constraints S.
Output: Φx[τ ],Φu[τ ] for all τ = 1, . . . , T .
1: null (Ψx[T + 1]) = null (I).
2: VT+1(x[τ ]) = 0.
3: for τ = T, . . . , 1 do
4: Derive ΞSu [τ ] from (8).
5: Derive Av[τ ] and null (Ω[τ ]) from Corollary 1.
6: Compute Kτ (x[τ ]) by (9).
7: Derive Vτ (x[τ ]) from (10).
8: Obtain null (Ψx[τ ]) by (11).
9: end for
10: Φx[1] = I .
11: for τ = 1, . . . , T do
12:
−−−→
Φu[τ ] = Kτ (
−−−→
Φx[τ ]).
13: Φx[τ + 1] = AΦx[τ ] +BΦu[τ ].
14: end for
and Ξx[τ + 1] is given by Lemma 1 for null (Ψx[τ + 1]).
Also, x[τ ] ∈ null (Ω[τ ]) where
Ω[τ ] = (Γ[τ ]Γ+[τ ]− I)A˜.
We omit the proof of Corollary 1, which is the same as
the proof of Theorem 1.
We also need to enforce the condition (7a). We know
x[τ ] ∈ Sx[τ ] = {Φ : −→Φ ∈ null (Sx[τ ]− I)}.
Meanwhile, Corollary 1 suggests that x[τ ] ∈ null (Ω[τ ]). So
by Lemma 2, we have x[τ ] ∈ null (Ψx[τ ]) where
null (Ψx[τ ]) = null
([
Sx[τ ]− I
Ω[τ ]
])
. (11)
Together, we summarize the derivation in Algorithm 2.
III. CASE STUDY: H2 OBJECTIVE
In Section II, we derived DP algorithms for plain SLS,
an approximation to infinite horizon SLS, and SLS with
sparsity constraints. Here, we apply the algorithms to a
specific objective function, the H2 objective, as an example.
The H2 objective function is given by
g(Φx,Φu) = ‖CΦx +DΦu‖2H2 =
T∑
τ=1
gτ (Φx[τ ],Φu[τ ])
where
gτ (Φx[τ ],Φu[τ ]) = ‖CΦx[τ ] +DΦu[τ ]‖2F
for some matrices C and D.
Plain SLS: We apply Algorithm 1 to plain SLS with
H2 objective. The first step is to derive an explicit cost-
to-go function Vτ (X[τ ]), and we proceed by mathematical
induction. We claim
Vτ (X[τ ]) =
T∑
t=τ
‖Pt[τ ]X[τ ]‖2F (12)
where Pt[τ ] are some matrices.
For τ = T + 1, VT+1(X[τ ]) = 0 satisfies the claim.
For τ < T + 1, (4) gives
Vτ (X[τ ]) = min
Uˆ∈AU [τ ]
{∥∥∥CX[τ ] +DUˆ∥∥∥2
F
+
T∑
t=τ+1
∥∥∥Pt[τ + 1](AX[τ ] +BUˆ)∥∥∥2
F
}
.
By Theorem 1, we have
Vτ (X[τ ]) = min
Λ
{
‖CXX[τ ] +DΛΛ‖2F
+
T∑
t=τ+1
‖Pt[τ + 1](AXX[τ ] +BΛΛ)‖2F
}
(13)
where AX = A + BQX , BΛ = BQΛ, CX = C + DQX ,
and DΛ = DQΛ.
We can find the minimizer Λ[τ ] to (13) by the first-order
condition of its derivative:
D>Λ (CXX[τ ] +DΛΛ[τ ])
+B>Λ
T∑
t=τ+1
Pt[τ + 1]
>Pt[τ + 1](AXX[τ ] +BΛΛ[τ ]) = O
where O is the all-zero matrix.
By defining
P [τ ] =
T∑
t=τ+1
Pt[τ + 1]
>Pt[τ + 1], (14)
L[τ ] = − (D>ΛDΛ +B>ΛP [τ ]BΛ)−1(D>ΛCX +B>ΛP [τ ]AX),
we can derive
Λ[τ ] = L[τ ]X[τ ]
U [τ ] = QXX[τ ] +QΛΛ[τ ] = (QX +QΛL[τ ])X[τ ]
= Kτ (X[τ ]) = K[τ ]X[τ ] (15)
where we introduce the matrix K[τ ] accordingly.
Consequently, the cost-to-go function is
Vτ (X[τ ]) = ‖(C +DK[τ ])X[τ ]‖2F
+
T∑
t=τ+1
‖Pt[τ + 1](A+BK[τ ])X[τ ]‖2F , (16)
of which the form matches our claim (12).
Although we need the cost-to-go function for derivation,
we don’t need it when deriving U [τ ]. As such, we only need
to keep track of the quantity P [τ ]. Compare (12) and (16),
we can update (14) by
P [τ − 1] = (C +DK[τ ])>(C +DK[τ ])
+ (A+BK[τ ])>P [τ ](A+BK[τ ]). (17)
In sum, we derive Algorithm 3 for plain SLS with H2
objective.
Algorithm 3: DP for plain SLS with H2 objective.
Input: A,B,C,D.
Output: Φx[τ ],Φu[τ ] for all τ = 1, . . . , T .
1: null (Ψx[T + 1]) = null (I).
2: P = 0.
3: for τ = T, . . . , 1 do
4: Derive AU [τ ] and null (Ψx[τ ]) from Theorem 1.
5: Compute K[τ ] by (15).
6: Update P by (17).
7: end for
8: Φx[1] = I .
9: for τ = 1, . . . , T do
10: Φu[τ ] = K[τ ]Φx[τ ].
11: Φx[τ + 1] = AΦx[τ ] +BΦu[τ ].
12: end for
Algorithm 4: DP Approx: DP approximation for infinite
horizon SLS with H2 objective.
Input: A,B,C,D.
Output: Φx[τ ],Φu[τ ] for all τ = 1, . . . , T .
1: P = 0.
2: for τ = T, . . . , 1 do
3: Compute K[τ ] by (18).
4: Update P by (17).
5: end for
6: Φx[1] = I .
7: for τ = 1, . . . , T do
8: Φu[τ ] = K[τ ]Φx[τ ].
9: Φx[τ + 1] = AΦx[τ ] +BΦu[τ ].
10: end for
Approximation to Infinite Horizon SLS: We then extend
the DP approximation to infinite horizon SLS to H2 objec-
tive. As discussed in Section II-B, we just need to relax the
feasible set AU [τ ] to be the whole space, and the cost-to-go
function becomes
Vτ (X[τ ]) = min
Uˆ
{∥∥∥CX[τ ] +DUˆ∥∥∥2
F
+
T∑
t=τ+1
∥∥∥Pt[τ + 1](AX[τ ] +BUˆ)∥∥∥2
F
}
.
Similarly, we obtain the first-order condition of the deriva-
tive:
D>(CX[τ ] +DU [τ ]) +B>P [τ ](AX[τ ] +BU [τ ]) = O
where P [τ ] is defined in (14). Hence,
K[τ ] = − (D>D +B>P [τ ]B)−1(D>C +B>P [τ ]A),
(18)
U [τ ] = K[τ ]X[τ ] = Kτ (X[τ ])
and the corresponding DP Approx algorithm is summarized
in Algorithm 4.
SLS with Entrywise Linear Constriants: Finally, we
specialize Algorithm 2 for H2 objective. We first introduce
C˜ and D˜ such that
CΦx[τ ] = C˜
−−−→
Φx[τ ], and DΦu[τ ] = D˜
−−−→
Φu[τ ],
for all τ . Likewise, we assume that
Vτ (x[τ ]) =
T∑
t=τ
‖Pt[τ ]x[τ ]‖2F .
Following the similar procedure, we obtain ΞSu [τ ] from
(8) and compute
Ln[τ ] = Dλ[τ ]
>Cx[τ ] +Bλ[τ ]>P [τ ]Ax[τ ],
Ld[τ ] = Dλ[τ ]
>Dλ[τ ] +Bλ[τ ]>P [τ ]Bλ[τ ],
L[τ ] = − Ld[τ ]−1Ln[τ ],
where P [τ ] is defined in (14) and
Ax[τ ] = A˜+ B˜ΞSu [τ ]Qx, Bλ[τ ] = B˜ΞSu [τ ]Qλ,
Cx[τ ] = C˜ + D˜ΞSu [τ ]Qx, Dλ[τ ] = D˜ΞSu [τ ]Qλ.
Accordingly,
λ[τ ] = L[τ ]x[τ ],
v[τ ] = Qx[τ ]x[τ ] +Qλ[τ ]λ[τ ] = (Qx[τ ] +Qλ[τ ]L[τ ])x[τ ],
u[τ ] = ΞSu [τ ]v[τ ] = ΞSu [τ ](Qx[τ ] +Qλ[τ ]L[τ ])x[τ ]
= Kτ (x[τ ]) = K[τ ]x[τ ] (19)
with K[τ ] defined correspondingly.
As a result,
Vτ (x[τ ]) =
∥∥∥(C˜ + D˜K[τ ])x[τ ]∥∥∥2
F
+
T∑
t=τ+1
∥∥∥Pt[τ + 1](A˜+ B˜K[τ ])x[τ ]∥∥∥2
F
,
which confirms our assumption above. Therefore, we can
update P [τ ] by
P [τ − 1] = (C˜ + D˜K[τ ])>(C˜ + D˜K[τ ])
+ (A˜+ B˜K[τ ])>P [τ ](A˜+ B˜K[τ ]) (20)
and we summarize the derivation in Algorithm 5.
IV. EVALUATION
We evaluate our algorithms through simulations. We first
compare the scalability of DP against existing solver CVX
[9] and naive Lagrange multiplier method , which also yields
the analytical solution. We then simulate DP (Algorithm 3)
and DP Approx (Algorithm 4) to evaluate the cost, in
terms of computation overhead, of obtaining a finite impulse
response (FIR) system under feedback. We begin with our
simulation setup and a brief introduction of the Lagrange
multiplier method.
Algorithm 5: DP for SLS with H2 objective subject to
entrywise linear constraints.
Input: A,B,C,D and Sx[τ ], Su[τ ]
Output: Φx[τ ],Φu[τ ] for all τ = 1, . . . , T .
1: null (Ψx[T + 1]) = null (I).
2: P = 0.
3: for τ = T, . . . , 1 do
4: Derive ΞSu [τ ] from (8).
5: Derive Av[τ ] and null (Ω[τ ]) from Corollary 1.
6: Compute K[τ ] by (19).
7: Update P by (20).
8: Obtain null (Ψx[τ ]) by (11).
9: end for
10: Φx[1] = I .
11: for τ = 1, . . . , T do
12:
−−−→
Φu[τ ] = K[τ ]
−−−→
Φx[τ ].
13: Φx[τ + 1] = AΦx[τ ] +BΦu[τ ].
14: end for
A. Simulation Setup and Naive Lagrange Multiplier Method
We conduct the simulations using SLSpy [10], [11]. In
each simulation, we synthesize controllers for 100 random
systems and collect the statistical data. Each system is a
fully actuated chain with Nx nodes, where the A matrix is
tridiagonal with randomly generated off-diagonal entries, and
B matrix is a diagonal matrix with random diagonal entries.
The SLS objective is as follows
g(Φx,Φu) =
∥∥∥∥[I0
]
Φx +
[
0
I
]
Φu
∥∥∥∥2
H2
=
∥∥∥∥[ΦxΦu
]∥∥∥∥2
H2
,
(21)
where C and D matrices are defined accordingly. We con-
sider the d-locality constraint as in [12] with actuation delay
1, communication delay 2 and d = 3. As a subclass of the
sparsity constraints, we can also express locality constraints
as entrywise linear constraints. The results are measured on
a desktop with AMD Ryzen 7 3700X processor (16 logical
cores) and 32 GB DDR4 memory.
Since the SLS constraints (2) and the locality constraints
(in the form of (7)) are all equalities, we can rewrite the SLS
problem as
min g(Φx,Φu) s.t. h(Φx,Φu) = 0
and apply the naive Lagrange multiplier method to solve
∇Φx,Φu,λ g(Φx,Φu)− λh(Φx,Φu) = 0.
Given the objective (21), we express the above condition as
J
−→
Φ − b = 0
for some matrix J and vector b, where
−→
Φ is a vector of the
entries in Φx and Φu, and compute
−→
Φ by J−1b.
TABLE I
AVERAGE SYNTHESIS TIME OF PLAIN SLS FOR RANDOM CHAIN-LIKE
SYSTEMS.
Nx
Synthesis Time (ms)
DP
CVX
Lagrange
(Algorithm 3) Multiplier
5 5.11 72.44 54.86
10 6.60 90.55 1176.51
15 8.42 136.76 9586.75
20 11.25 244.37 45782.15
TABLE II
AVERAGE SYNTHESIS TIME OF SLS WITH LOCALITY CONSTRAINTS FOR
RANDOM CHAIN-LIKE SYSTEMS.
Nx
Synthesis Time (ms)
DP
CVX
Lagrange
(Algorithm 5) Multiplier
5 12.35 217.81 479.60
10 129.48 1411.00 78405.76
15 685.03 4890.28 1013700.11
20 1968.85 8549.75 not feasible
B. Scalability with System Size
To evaluate the scalability of the methods, we run the
simulations with different system size Nx, measure the
average synthesis time for the plain SLS and SLS with
locality constraints, and summarize the results in Table I and
Table II, respectively. Among the methods, DP scales the
best. For plain SLS, DP is 12 to 22× faster than CVX and
10 to 4000× faster than naive Lagrange multiplier method;
With locality constraints, DP is 4 to 17× faster than CVX
and more than 38× faster than naive Lagrange multiplier
method, which cannot even deal with Nx = 20. We remark
that DP outperformed two other methods using only one CPU
core without any optimization, while CVX parallelized its
work over 16 logical cores. It is possible to improve the
performance of DP by parallelizing its computation.
C. Cost for FIR System
The boundary constraint is essential for the synthesized
controller to stabilize a system in a finite horizon (FIR
system). When the desired horizon goes to infinity, the
controllers subject to the boundary condition become the
ones without. Below, we examine the computation overhead
for an FIR system and evaluate how close the DP controller
(by Algorithm 3) is to the DP Approx controller (by Algo-
rithm 4), which is an approximation to infinite horizon SLS.
Fig. 1 shows the computation overhead in terms of syn-
thesis time versus the system size (Nx) and the horizon of
the synthesized controllers. DP Approx is about 3 to 4×
faster than DP, and both of them scales linearly with the
FIR horizon as expected. In exchange, Fig. 2 shows that the
DP Approx controller fails to stabilize the system within the
desired FIR horizon after an impulse noise hits the center
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Fig. 1. Synthesis time of the controller by DP (Algorithm 3) and the
infinite horizon approximation controller by DP Approx (Algorithm 4).
of the system. When we allow a longer FIR horizon, DP
Approx controller performs the same as the DP controller.
In sum, we pay some tens of milliseconds more to guarantee
a controller stabilizing a system in a finite horizon.
V. CONCLUSION AND FUTURE DIRECTIONS
We derived DP algorithms to solve general state-feedback
SLS problems, including plain SLS, infinite horizon approx-
imation, and sparsity constrained SLS. Sparsity constraints
generalize locality constraints by allowing linear dependency
among entries of spectral components. Using H2 objective
as an example, we demonstrate how to adapt DP algorithms
to a given objective. Our simulation results suggest that DP
significantly outperforms CVX and naive Lagrange multi-
plier method. We also quantify the computation overhead of
obtaining a controller for an FIR system after feedback.
Future work includes extensions of the DP algorithms for
output-feedback SLS, which contains more parameters to
handle. Also, it is worth covering more constraint classes,
such as inequality constraints or dependencies among entries
from different spectral components. Finally, one can apply
DP to online synthesis settings such as model predictive
control, where the computational overhead is crucial.
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