Abstract: By applying the theory of inequality on time scales and the Lyapunov function method, we obtain some sufficient conditions which guarantee the permanence and existence of a unique uniformly asymptotically stable almost periodic sequence solution of a Lotka-Volterra system with feedback controls.
Introduction
Recently, the dynamic behaviors of Lotka-Volterra predator-prey system have been widely investigated (e.g.see [1] [2] [3] and the references cited therein) due to their application in many fields such as physics, mechanics and the engineering technique fields. In such applications, many good results concerned with the permanence, extinction and global asymptotic stability of periodic solution or almost periodic solutions were obtained( [4] [5] [6] ).
However, in the previous works, one always deals with the existence of periodic solutions or almost periodic solutions to differential equations . Up to now, few works has been done for LotkaVolterra predator-prey system on time scales which can unify continuous and discrete situations. In [7] , the authors propose the concept of almost periodic time scales and the definition of almost periodic functions on almost periodic time scales. Based on these, our main aim in this paper is to study the almost periodic solutions of the following Lotka-Volterra predator-prey system with feedback controls on time scales 1  1  1  11  1  12  2  1  1   2  2  2  21  1  22  2  2  2   1  1  1  1  1  1   2  2  2  2  2 ( ) ( )[ ( ) exp{ ( )} exp{ ( )} ( ) ( )], ( ) ( )[ ( ) exp{ ( )} exp{ ( )} ( ) ( )], ( ) ( ) ( ) ( ) ( )exp{ ( )}, ( ) ( ) ( ) ( )exp{ ( )}. are all bounded non-negative almost periodic functions on  .
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,and we denote the solutions of system (1.1) by ( ) ( ( ), ( ), ( ), ( )) .
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This paper is organized as follows: In Section 2, we introduce some notations and definitions and state some preliminary results which are needed in later sections. In Section 3, we establish some sufficient conditions for the permanence of (1.1). In Section 4, we establish some sufficient conditions for the existence of a unique almost periodic solution of (1.1).
Preliminaries
Let  be a nonempty closed subset (time scale) of . The forward and backward jump operators , : 
is right-dense continuous provided it is continuous at right-dense point in  and its left-side limits exist at left-dense points in  . If f is continuous at each right-dense point and each left-dense point, then f is said to be a continuous function on  .
Definition 2.1 [7] Assume that :
is a function and let
to be the number (provided it exists) with the property that given any
t ∈  The set of functions :
that are delta differentiable and whose delta derivative are rd-continuous functions is denoted by
Definition 2.2[7]
A function :
The set of all regressive and rd-continuous functions
Definition 2.3[7]
A time scale  is called an almost periodic time scale if
Throughout this paper, we restrict our discussion on almost periodic time scales.
Definition 2.4[7]
Let  be an almost periodic time scale. A function :
l ε > such that each interval of length ( ) l ε contains at least one
E f ε is called the ε -translation set of ( ) f t , τ is called the ε -translation number of ( ) f t , and ( ) l ε is called the inclusion of ( , ) . 
Permanence
In this section, we establish some permanence results for system (1.1 Proof From the third equation of (1.1), we have 
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Existence of a unique almost periodic solution
We denote the set of all the solutions
x t x t u t u t = of system (1.1) which satisfyin 
We denote
Define the norm
In view of Theorem 4.1, we can suppose that
T T X x t x t u t u t Y m t m t n t n t = = (4.2) be any two positive solutions of system (1.1).
Substituting (4.2) into the system of (1.1), we arrive to 
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Considering Lyapunov function 1 1 sup ( ( )) ( ( )) ( ( )) ( ( ) 
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