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La Réalité Virtuelle (RV) est l'une des technologies les plus innovantes des années 90 en 
matière d’interfaces homme-machine. Déjà populaire dans les jeux d’arcades, les technologies 
de la réalité virtuelle ont déjà été appliquées dans de nombreux domaines tels que la 
formation, la médecine, l'architecture, l'astronomie, la visualisation de données complexes et 
la télé-opération. 
Bien que cette nouvelle technologie soit très prometteuse, il existe de freins à sa diffusion 
en raison du malaise qu’elle peut provoquer chez certains sujets au cours d'une expérience 
d’immersion virtuelle. Des réactions similaires ont été observées dans les simulateurs de 
conduite et de vols militaires. Ce phénomène est appelé ‘mal du simulateur’ et il est similaire 
au ‘mal des transports’. Il y a un lien direct entre le mal des transports et le mal du simulateur 
dans les environnements virtuels : les deux sont souvent induits par un décalage des 
informations provenant de la vision et du système vestibulaire. La littérature est abondante sur 
le mal du simulateur ainsi que sur le mal des transports. Bien que la plupart de la recherche 
consiste en l’étude du mal du simulateur pour des pilotes militaires et des simulateurs de vol, 
de nombreuses conclusions peuvent être directement applicables aux systèmes de réalité 
virtuelle. Ces résultats peuvent aider à identifier les facteurs potentiels impliqués dans le mal 
de simulateur ainsi qu’à proposer des moyens pour le minimiser. 
L'objectif est d'identifier les facteurs impliqués dans le mal du simulateur dans des 
environnements virtuels afin que ce mal puisse être évité ou du moins réduit dans son 
amplitude et/ou sa durée. Pour atteindre cet objectif, beaucoup de documents liés au mal du 
simulateur, ainsi que du mal des transports, ont été étudiés. Certains documents sont 
spécifiquement applicables aux environnements virtuels, mais ces recherches sont encore 
rares en raison de la jeunesse de ce domaine. 
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Le premier chapitre de ce manuscrit présente les généralités de la simulation de conduite, 
l’historique et les différentes technologies utilisées. Ce chapitre introduit aussi les bases de la 
perception en milieu de simulation de conduite et définit la notion de conflit sensoriel. 
Le second chapitre détaille la problématique scientifique. Le contexte de notre étude, les 
questions de recherche ainsi que l’approche proposée sont explicitées dans ce chapitre. 
Le troisième chapitre développe les caractéristiques du mal du simulateur. Les organes 
impliqués dans ce phénomène ainsi que les mesures et indicateurs qui seront utilisés pour les 
expérimentations sont développés dans ce chapitre. 
Le quatrième chapitre traite des différents algorithmes de pilotage de la plateforme. Les 
algorithmes présents dans la littérature et les différents algorithmes proposés dans le cadre des 
ces travaux y sont détaillés. 
Le cinquième chapitre fait état des expérimentations réalisées au cours de ces trois années 
de thèse. Toutes les expérimentations ne sont pas développées dans ce document néanmoins 
elles font l’objet de publications. 
Les chapitre six, sept et huit présentent les résultats obtenus en terme d’amélioration du 
mal du simulateur. Trois scénarios ont été traités : 
Restitution inertielle (comparaison entre le fonctionnement statique et dynamique) 
Implication du sujet (comparaison entre un sujet passif et un sujet actif) 
Influence du contrôle de la plateforme (type d’algorithme et paramétrage). 







Simulation de conduite 
1.1. Objectif*
L’objectif de l'utilisation des simulateurs de conduite est de pouvoir mettre l'humain dans 
la boucle d’analyse et d'étudier les facteurs humains pendant les phases de développement des 
automobiles. L’avantage des simulateurs de conduite est de placer les sujets dans une 
configuration de sécurité totale. Ainsi, les situations accidentogènes peuvent être recréées et 
les comportements des conducteurs analysés [QD05]. 
1.2. Historique*
L'histoire des simulateurs commence avant la deuxième guerre mondiale. Les premiers 
simulateurs sont les simulateurs de vol et ont été utilisés à des fins de formation. L'idée 
principale est de réduire les coûts opérationnels de l'utilisation de l'équipement réel. Deux 
approches principales ont été utilisées dans la conception des simulateurs de vol: la 
conception d'un simulateur haute fidélité (c'est à dire un simulateur très proche de la réalité) 
ou la conception d'un simulateur moins réaliste mais sans compromettre l'efficacité de la 
formation [RC80]. Des premières années [Tho13] jusqu'à une période récente [Log88], 
beaucoup de théories ont été élaborées sur le transfert des compétences acquises avec un 
simulateur vers des situations réelles, mais aucune d'entre elles n'a été validée comme 
meilleure. 
Les premières études sur les simulateurs de conduite de type automobiles ont débuté à la 
fin des années 1950 et le premier simulateur a été opérationnel au début des années 1960 
[Rob80]. Puis il y a eu une baisse des avancées et des développements des simulateurs 
automobiles au milieu des années 60 en raison de l’insuffisance des moyens informatiques et 
techniques de l’époque, mais qui a été surmonté à la fin des années 60. Une grande partie de 
la technologie a été développée par la National Aéronautiques and Espace Administration 
(NASA) pour soutenir son programme spatial. Ces améliorations ont été bénéfiques pour les 
techniques de simulation routière, en 1975 plusieurs «simulateurs» opéraient à travers les 




visuel). Au même moment, deux simulateurs de conduite étaient déployés en Europe (SAAB 
et VW) [Rob80, Bla96]. 
Durant la dernière décennie, il y a eu une forte augmentation de l'utilisation des 
simulateurs de conduite pour la formation et la recherche dans le domaine du comportement 
du conducteur dans une situation de trafic grâce aux avancées technologiques et 
informatiques. Il était aussi crucial d'améliorer notre compréhension du comportement du 
conducteur et donc d'améliorer la sécurité du trafic mais sous des conditions expérimentales 
contrôlées. Dans le passé, ces environnements contrôlés ont souvent manqué de réalisme et 
leur relation avec les conditions réelles de conduite restait plutôt ténue [Bla96]. 
1.3. Technologie**
1.3.1. Principes*des*simulateurs*statiques*et*dynamiques*
Les simulateurs de conduite peuvent être classés en deux catégories selon qu’ils soient 
statiques (sans excitation du système vestibulaire) ou dynamiques (utilisant une plateforme 
dynamique pour exciter le système vestibulaire en relation avec l’image). La Fig. I-1 montre 
les caractéristiques essentielles de ces différents types de simulateurs [Bla96]. 
 
 
Fig. I-1 : Différence entre simulateurs de conduite statique et dynamique. 
 
1.3.2. Structure*de*Simulateur*statique*
Le simulateur statique d’Arts et Métiers ParisTech est constitué d’un siège Playseat 
Alcantara et d’un Volant Logitech G27, composé des éléments de commande ci-dessous: 
• Volant, 
• Boîte de vitesse automatique, 
















La Fig. I-2 montre une vue d’ensemble du simulateur statique et vue en fonctionnement. 
Les simulateurs statiques n'ont pas de système de restitution de mouvements ; ce qui 
signifie que le repérage de la conduite se fait à travers le visuel et l'information auditive 
uniquement. De ce fait, ils sont plus enclins à générer le mal du simulateur. Selon les théories 
de «conflits de repère » et du «réflexe vestibulo-oculaire (RVO) »[Kol95], le sujet qui conduit 
le simulateur statique a tendance à se sentir mal en l'absence de signal inertiel. 
 
Fig. I-2. : Simulateur statique à Arts et Métiers ParisTech pendant un essai. 
 
La Fig. I-3 montre le simulateur ECO2 qui a été développé par la société OKTAL en 










Le simulateur SAAM de l’institut image est un simulateur de conduite ayant une projection 
d’image permettant de couvrir un champ de vision important (environ 150°) et actionné par 
une plateforme dynamique de type plateforme Stewart. La Fig. I-4 montre une image de ce 
simulateur. 
 
Fig. I-4. : Simulateur dynamique de conduite SAAM (Institut Image). 
Le simulateur de conduite dynamique SAAM est composé de dispositifs permettant d’agir 
sur plusieurs modalités sensori-motrices de l’utilisateur. Le Tableau I-1 rappelle les 
technologies mises en œuvre et les modalités sensori-motrices sur lesquelles elles agissent. Le 
Tableau I-2 liste les caractéristiques techniques de la plateforme MOOG utilisée sur le 
simulateur SAAM. 
 
Technologie Modalité sensori-motrice 
Vidéo-projecteurs et écran de visualisation Vision 
Plateforme dynamique de mouvement Système vestibulaire 
Haut-parleurs Audition 
Pédales actives et volant actif Haptique 
Tableau I-1 : Technologies mises en œuvre et modalités sensori-motrices en simulation de conduite 
 
 
DOF  Déplacement Vitesse Accélération 
Tangage  ±22 deg ±30 deg/s ±500 deg/s2 
Roulis ±21 deg ±30 deg/s ±500 deg/s2 
Lacet ±22 deg ±40 deg/s ±400 deg/s2 
Pilonement  ±0.18 m ±0.30 m/s ±0.5 g 
Cavalement ±0.25 m ±0.5 m/s ±0.6 g 
Embardée  ±0.25 m ±0.5 m/s ±0.6 g 
Tableau I-2 : Caractéristiques techniques du simulateur SAAM  
 
L’ensemble est géré par le logiciel SCANeR Studio 1.1, développé par la société française 
OKTAL. Le logiciel permet de : 
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• Créer un terrain, 
• Gérer la dynamique de la plateforme, 
• Gérer les caractéristiques d’un véhicule (modèle dynamique et cinématique du 
véhicule), 
• Gérer le trafic, 
• Créer des modules, dans la thèse un module d’acquisition en temps réel a été 
implémenté, 
• Gérer le son, 
• Gérer les multiples canaux visuels (vue frontale, rétroviseurs intérieur et 
extérieurs), 
Sur la base de la théorie Interface Homme Machine (IHM) [Eng01], le conducteur d’un 
simulateur est une partie de ce système en boucle fermée. Ainsi, les signaux dans 
l'environnement de simulation comprennent non seulement ceux qui viennent du simulateur 
lui-même, mais aussi ceux qui viennent du conducteur (système proprio-perceptifs, système 
vestibulaire, système neuromusculaire, etc.). 
Les Fig. I-5, Fig. I-6 et Fig. I-7 décrivent le simulateur de conduite SAAM de l’Institut 
Image. 
Le simulateur SAAM se compose des éléments suivants [APM+11] : 
• Véhicule de série Renault Twingo 2 (Volant, pédales, boîte de vitesses 
automatique) 
• Système de projection (3 projecteurs) 
• Plateforme dynamique 6-DOF (hexapode MOOG) 
• Système auditif pour la simulation du bruit du moteur et du trafic 





























Renault Ultimate Simulateur 
Le simulateur ULTIMATE (cf. Fig. I-8) utilise une plate-forme compacte à six axes 
montée sur un deuxième grand système bidirectionnel linéaire. Ce système permet des 
accélérations maximales de 7 m/s2 dans les directions X et Y. Un écran cylindrique de 150° 
permet un affichage complet. Parallèlement, lorsque l'intégration des composants physiques 
est impossible ou difficile, le conducteur peut utiliser un casque de réalité virtuelle (HMD) 
qui permet de conduire dans un cockpit entièrement virtuel [Kem04]. 
 
 





























MARS à l’IFAS 
Le simulateur de conduite MARS (Modular Simulateur recherche d’automobile, Fig.I-9) à 
l'IFAS est basé sur un système hexapode commandé électriquement, qui est supporté par trois 
vérins pneumatiques pour supporter la charge statique. Ce système est monté sur un rail qui 




Fig.I-9. : Simulateur de conduite MARS 
 
Simulateur NADS  
Le simulateur NADS-1 de l’université d’Iowa, Etats-Unis, (cf. Fig. I-10) est monté sur 
rails qui permettent un déplacement de 19.5 m en longitudinal et en latéral. La cabine 
embarque un écran cylindrique de 360° [NAD10, Lev12]. 
Ce sont les capacités uniques du système de mouvement qui le distinguent des autres 
simulateurs, permettant ainsi de reproduire avec précision des mouvements pour une 
accélération soutenue, des manœuvres de freinage, des mouvements à travers plusieurs voies 
de circulation, et l'interaction avec divers revêtements routiers [NAD10, Lev12]. 
À l'intérieur du dôme, la cabine est montée sur un plancher. Quatre vérins hydrauliques 
produisent des vibrations qui émulent les sensations de la route. Le dôme est monté sur un 
anneau qui peut le faire tourner autour de son axe vertical de 330 degrés dans chaque sens. 
L'ensemble est monté sur un hexapode hydraulique traditionnel, qui à son tour est monté sur 
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deux poutres à entraînement par courroie qui peuvent se déplacer indépendamment le long 
des axes X et Y. L'assemblage XY produit des accélérations latérales et longitudinales en se 
déplaçant de 19,5 mètres dans les deux directions [NAD10, Lev12]. 
 
Fig. I-10. : Simulateur de conduite NADS-1 [NAD10, Lev12]. 
 
Le système visuel est constitué de huit écrans à cristaux liquides (LCD) à l'intérieur du 
dôme. Le conducteur est immergé dans un environnement virtuel photo réaliste de 360 
degrés. Une résolution plus élevée est utilisée dans le champ de vision principal pour une 
meilleure reconnaissance des caractères et pour réduire la fatigue oculaire. L’image est 
rafraichie 60 fois par seconde [NAD10, Lev12]. 
Simulateur Toyota  
Le simulateur de conduite de Toyota se compose de 12 degrés de liberté. Ce simulateur de 
conduite est essentiellement utilisé pour [MTS09, TOY07]: 
L'analyse des caractéristiques de conduite et le développement de la technologie de 
sécurité active: Conduite d'une analyse des caractéristiques de conduite dans des conditions 
telles que la sensibilisation réduite de son environnement (l'endormissement au volant et la 
somnolence), l'inattention au danger (en regardant de gauche à droite et de ne pas avoir vérifié 
que la route est sûre), conduite avec facultés affaiblies (ivresse, fatigue ou maladie), ainsi que 
le développement de technologies de sécurité active pour réduire efficacement le nombre 
d'accidents. 
Vérification de l'efficacité des technologies de sécurité active : Sur la base de ce qui 




conducteur et de véhicule de commande pour réduire le nombre d'accidents de la circulation, 
afin de vérifier les effets de la technologie de sécurité active. 
Simulateur Daimler  
Le simulateur (cf. Fig. I-11) possède sept degrés de liberté : les mouvements de plate-
forme haute en x, y et z, et tourne sur les trois axes (tangage, roulis et lacet). Le système de 
mouvement complet est monté sur le rail latéral, ce qui ajoute à la simulation des mouvements 
latéraux tels que les changements de voie qu’un hexapode classique ne peut pas simuler en 
raison des limites de course des vérins [Zee10, DAI10]. 
Le système de mouvement de la marque MOOG est entraîné le long du rail au moyen de 
moteurs linéaires [Zee10, DAI10]. 
 
Fig. I-11. : Simulateur de conduite Daimler 
Les caractéristiques principales sont [Zee10]: 
• Système de rail de guidage linéaire d’une longueur de 28 m, 
• Coussins d'air pour le mouvement linéaire, moins de frottement entrefer inférieur à 
40 µm 
• Capacité dynamique de charge entre 200 kN et 400 kN 
• Accélération 1g, vitesse max. 10 m/s, 212 kN de force, modulable en longueur 
• Espace de déplacement: + 1.4/-1.3 m longitudinal, ± 1,3 m latéral, vertical ± 1,0 m 
± 38 ° de lacet, tangage +24 ° / -19 °, ± 20 ° roulis 




La complexité des simulateurs est variable (dynamique, statique, …) ainsi que leur 
performance et leur coût. La Fig. I-12 illustre les technologies en fonction de leur complexité 
et le sens de présence induit. Des ajouts spécifiques peuvent enrichir la perception lors de 
l’utilisation de ces simulateurs. Ces ajouts seront conditionnés et définis par les modalités 










Cette thèse a été développée en partenariat avec le centre technique de simulation (CTS) de 
Renault. Le CTS est déjà équipé de plusieurs simulateurs dynamiques et statiques avec des 
niveaux de finitions et de complexités différentes. Cependant, de nombreux verrous 
scientifiques et technologiques persistent. Cette thèse a pour objectif d’apporter des méthodes 
et des outils pour augmenter la pertinence et la fidélité des simulateurs dans le cadre de 
développement de véhicules. Les utilisateurs de ces simulateurs sont toujours sujets à des 
malaises lors des phases de conduite. Le mal du mouvement ou cinétose, également connu 
comme  maladie du transport, est une situation dans laquelle un désaccord existe entre le 
mouvement perçu visuellement et la perception du système vestibulaire. 
Selon l’origine du mal, il peut aussi être appelé mal de mer, mal du mouvement, mal de 
simulation, mal du simulateur (‘simulator adaptation syndrome’), mal de l'air ou mal de 
l'espace [HB57, CRW86, Mon69]. 
Les limitations mécaniques des simulateurs ne permettent pas de produire une expérience 
de conduite comparable à une situation réelle, en particulier, lors des accélérations soutenues 
susceptibles de provoquer le mal du simulateur. Afin d'éviter/réduire ce phénomène, des 
algorithmes de pilotage de la plateforme peuvent être mis en œuvre sur le simulateur de 
conduite dynamique (cf.Fig. II-1). L’objectif principal de ces algorithmes est de maximiser la 
contribution du système de mouvement à la réalité du simulateur. C’est à dire que les 
algorithmes sont directement liés à la structure physique du simulateur. C’est cette même 
structure physique qui sera responsable de la limitation de la vitesse maximale, accélération 
maximale et de la course des actuateurs. La reproduction des sorties réelles (position, vitesse, 
accélération) du modèle dynamique une à une n'est donc pas possible. Un filtrage et une 




différents paramètres du modèle dynamique. La littérature propose plusieurs types 
d’algorithmes, ces algorithmes seront détaillés dans la suite de ce manuscrit et nous 
proposerons un nouveau type d’algorithme qui sera évalué au cours de ces travaux. 
%
$
Fig.%II'1%:%Motion cueing algorithm (algorithme de pilotage) 
$
2.2. Questions*de*recherche*
Comme nous l’avons expliqué précédemment, le facteur limitant lors de l’utilisation des 
simulateurs est le mal engendré par le mouvement de la plateforme. Pour pouvoir mettre en 
place des méthodes et outils de réduction du mal du simulateur, il est important de bien 
comprendre ce dernier. Des outils d’analyse et de mesure du mal du simulateur sont requis 
pour cela. La littérature fait état de mesures subjectives (par questionnaires) et objectives 
(mesures physiologiques) qu’il convient de préciser et mettre en liaison avec la problématique 
posée.  
Les paramètres sur lesquels il est possible d’agir pour réduire le mal du simulateur sont liés 
à la dynamique du simulateur qui s’exprime au niveau du modèle de véhicule, du mouvement 


















































































































































































































Compte tenu de ce contexte scientifique, les questions de recherche qui sont adressées sont 
les suivantes : 
• Quelles sont les méthodes et outils permettant d’évaluer le mal de simulateur en 
conduite simulée ? 
• Est il possible de mesurer le mal de simulateur de façon objective ? 
• L’engagement du sujet dans la conduite influence-t-il le mal de simulateur ? 
• Quelle est l’influence du contrôle de la plateforme sur le mal du simulateur ? 
 
2.3. Approche*proposée*
L’approche proposée pour adresser les questions de recherche citées consiste à évaluer le 
mal de simulateur selon différentes configurations du conducteur et/ou du contrôle de la 






Généralement, le mal du simulateur est évalué de manière subjective. Il est donc difficile 




avons décidé d’étudier le mal du simulateur selon deux approches. Dans un premier temps, de 
manière subjective puis dans un deuxième temps de manière objective, ces deux approches 
sont complémentaires et permettent de mieux comprendre le ressenti (méthode 
subjective)[KBA+88, KBD94, KBL+87, KFBL92, KHL90, KLBL93, KMKL10] et le vécu 
des différents sujets (méthode objective). 
2.4.1. Analyse*subjective*
La mesure subjective consiste à réaliser des questionnaires auprès des sujets à l’issue des 
phases de conduite sur simulateur. Ces questions sont liées au ressenti du sujet. Les questions 
portent sur le degré de la nausée ressentie, des vomissements éventuels, des maux de tête, des 
étourdissements, de la peur, de l’inquiétude, …etc. Le Tableau II-1 donne la liste des 
questions posées au sujet après chaque phase de conduite. Le questionnaire proposé dans cette 
thèse a été construit et modifié à partir des articles suivants [KLBL93, KMKL10], le 
questionnaire permet ainsi d’évaluer la désorientation (tendance à vomir, nausée, 
étourdissement). L’échelle des réponses se situe entre 1 et 10, la littérature propose 
généralement enter 1 et 4. Notre échelle permet d’avoir plus de choix de réponses possible. 
 















Le sujet doit répondre à chacune de ces questions par une valeur. Cette valeur doit refléter 
sa perception psychophysique de l’expérience (1: trop peu ! 10: trop fort). Ensuite, ces 




L’analyse des questionnaires étant une mesure subjective ; les résultats sont parfois peu significatifs. 
C’est pourquoi, nous proposons de mettre en œuvre des mesures objectives. Cinq mesures ont été 
choisies : 
• accélération du véhicule (modèle dynamique), 
• accélération et vitesse angulaire de la plate-forme, 
• accélération et vitesse angulaire au niveau de la tête (dynamiques vestibulaires). La 
Fig. II-3 illustre la mesure de la dynamique de la tête des sujets lors des 
expériences en temps réel de simulation de conduite. Plus d'informations sur le 




Fig.%II'3%: Mesure au niveau vestibulaire 
 
mesures électromyographiques. L'électromyographie (EMG) est une technique 
d'évaluation et d'enregistrement de l'activité électrique produite par les muscles squelettiques 
[emg13] EMG est réalisée à l'aide d'un instrument appelé électromyogramme, de produire un 
document appelé électromyogramme. Un électromyogramme détecte le potentiel électrique 
généré par les cellules musculaires [emg13] lorsque ces cellules sont électriquement ou 
neurologique activé. Les signaux peuvent être analysés pour détecter des anomalies 
médicales, le niveau d'activation, de l'ordre de recrutement ou d'analyser la biomécanique du 






Fig.%II'4%: Analyse d’EMG 
 
L’EMG (électromyogramme) a été mise en œuvre pour une partie particulière des 
essais afin d’expliquer la dynamique neuromusculaire des conducteurs lors des 
séances sur simulateur.  
Il existe deux types d’EMG : invasive et non- invasive. Dans les expérimentations 
réalisées à l'Institut Image, la technique EMG non invasive a été utilisée. En outre, 
aucun stimulus électrique n’a été appliqué.  
• La$ Fig.$ II.4$ illustre la position des électrodes sur le bras du sujet pour une tentative de 
manœuvre. La stabilité posturale des sujets a été mesurée en utilisant un Stabilotest de 
Technoconcept (cf. Fig. II-5). Le système trace la position de la projection du centre de gravité 
des sujets. Les mesures ont été réalisées les yeux ouverts après les séances d'entraînement sur 
le simulateur. L'acquisition des données a été effectuée pendant  30 secondes à 40 Hz. 
$
Fig.%II'5%: Matériels informatiques et outils logiciels pour la mesure de l'instabilité posturale 
 
De ces cinq mesures, les deux premières mesures ne sont pas liées au sujet. Elles 
dépendent soit du modèle dynamique soit de l’algorithme de calcul du mouvement de la 
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plateforme. Les trois dernières mesures sont intrinsèquement liées au corps du sujet ainsi que 
des déséquilibres induits par la phase de conduite. Ces trois derniers aspects sont cruciaux 
puisqu’ils vont permettre de quantifier la qualité d’un simulateur de conduite par rapport au 
modèle dynamique et algorithme de calcul du déplacement de la plateforme. 
2.5. Contrôle*de*la*plateforme**







Cet algorithme utilise un filtre linéaire passe-haut pour reproduire les accélérations 
transitoires de la plate-forme. L'accélération du véhicule simulé est passée à travers ce filtre 
pour éliminer les composants durables qui emmènent la plate-forme sur ses limites physiques. 




L'algorithme classique (cf. Fig. II-6) exprime le compromis dans le domaine fréquentiel. 




supprimant la composante basse fréquence, les accélérations à haute fréquence sont restituées 
tandis que les déplacements de la plate-forme sont réduits [Ste65, RN85]. 
L’inconvénient principal est dû au contrôle en boucle ouverte, le conflit entre le véhicule et 
la dynamique de la plate-forme est plus élevé. Cet algorithme est approprié pour les 
simulateurs de vol. 
2.5.2. Algorithme*adaptatif*
L'algorithme adaptatif (cf. Fig. II-7) est basé dans le domaine temporel et le domaine 
fréquentiel. Sa structure est dérivée de celle de l’algorithme classique, mais ici, les gains et les 
fréquences de coupure des filtres ne sont pas constants: à chaque étape de calcul, ils sont 
choisis pour réduire au minimum un coût qui recueille l'excursion de plate-forme et l'écart 
entre l'accélération du véhicule et l'accélération de la plate-forme [PMC+76]. 
Son avantage est d'être un contrôle en boucle fermée. En fonction de la commande 
adaptative, elle minimise la différence d'accélération au niveau de la plate-forme. 
Il est basé sur la minimisation d'une fonction de coût contenant 
• l'erreur d'accélération, 
• les contraintes sur le déplacement de la plate-forme. 





Cet algorithme semble combler certaines pénuries du format classique. Dans cette 
approche, les filtres utilisés dans les algorithmes de pilotage classiques sont remplacés par des 
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filtres avec des gains variant dans le temps ainsi, la réponse est adaptée à toutes les situations. 
Par ailleurs, la possibilité de pouvoir régler les paramètres en fonctionnement permet de 
mieux exploiter le potentiel de la plateforme. [AL09]. 
2.5.3. Algorithme*optimal*
L'algorithme optimal résulte en une combinaison de filtres passe-haut et passe-bas 
linéaires. Il calcule les commandes de la plate-forme qui réduisent au minimum un coût 
global. Ce coût correspond au déplacement de la plate-forme et l'écart entre l'accélération du 
véhicule et l'accélération de la plate-forme au cours d'une session de simulation infinie 
[SISH82]. 
Son avantage est d'être un contrôle en boucle fermée. En fonction de la commande 




Le défi est d'établir une fonction de transfert qui relie les accélérations et les rotations du 
véhicule avec ceux qui doivent être appliquées à la plate-forme, de sorte que l'écart entre les 
signaux ressentis soit minimisé. Cette technique nécessite la manipulation de plusieurs poids 
liés à des états qui souvent n'ont pas une représentation physique claire, rendant la tâche de 
réglage très complexe. En outre, la fonction de transfert n'est optimale que pour un ensemble 




est obtenu grâce à un compromis entre plusieurs réglages, ainsi le comportement de la 
plateforme ne sera pas systématiquement le meilleur dans toutes les situations [AL09]. 
2.5.4. Algorithme*prédictif*(MPC*Model*Predictive*Control)*
Les algorithmes prédictifs se rapprochent de la famille des algorithmes optimaux. Ils sont 
basés sur le contrôle d’un modèle prédictif. L'algorithme de prédiction est l'arbitrage dans le 
domaine temporel en calculant à chaque étape la commande de plate-forme qui minimise 
l'écart entre l'accélération du véhicule et l'accélération de simulateur soumise à des contraintes 
physiques et explicites [DRK+04]. 
La caractéristique principale du MPC, qui la distingue clairement des autres techniques de 
contrôle, est sa capacité à gérer les contraintes d'entrée et de sortie, par incorporation directe 
de ces contraintes à l’algorithme d'optimisation. Cet aspect du MPC est d'une grande 
importance parce que les opérations les plus efficaces sont généralement obtenues lorsque le 
processus fonctionne avec une prise en compte de ces contraintes [MH97, AL09]. C'est une 
méthode très polyvalente qui est en mesure de contrôler un grand nombre de scénarios 
différents [LAR+09, Tya04]. 
En outre, il a aussi des avantages quant à la manière dont l'objectif de contrôle est défini. 
Tous les objectifs de contrôle sont établis en fonction de coûts uniques où les différents 
paramètres sont pondérés en fonction des préférences de l'utilisateur pour le comportement du 
système qui en résulte. MPC peut aussi mettre en œuvre la commande anticipatrice afin de 
compenser les effets des perturbations [LAR+09]. 
D'autre part, MPC a aussi quelques inconvénients. Cet algorithme requiert une grande 
puissance de calcul en raison du nombre d’itérations. Les propriétés de l’algorithme sont 
difficiles à estimer et sont actuellement un domaine de recherche actif. La stabilité, par 
exemple, est compliquée à déterminer en raison de l'introduction de contraintes au processus 





Chapitre III  
Mal du simulateur 
Bien que le mal du simulateur et le mal des transports aient des symptômes similaires, ils 
ne sont pas identiques. Tyler et Bard, 1949 ont indiqué que «le mal des transports est un 
trouble spécifique qui est évoqué chez les personnes sensibles et les animaux quand ils sont 
soumis à des mouvements qui ont certaines caractéristiques »[TB49]. Le mouvement propre 
des simulateurs peut être la cause du mal du simulateur. Cependant, il est possible de ressentir 
aussi ce mal même dans les simulateurs statiques car il peut être provoqué par une stimulation 
visuelle du mouvement propre du corps. Aussi, bien que les symptômes de la maladie du 
mouvement et du mal du simulateur peuvent être différents, leurs causes peuvent être 
similaires. En règle générale, la seule stimulation vestibulaire est suffisante pour provoquer le 
mal des transports [Mon69]. Il n'y a donc pas qu'une seule cause exacte de la maladie du 
simulateur. La maladie du simulateur est plus probablement due à la composition du repérage 
visuel et du mouvement et pas uniquement en raison du mouvement seul. 
Les premières études par Wendt et ses associés au cours des années 1940 cité dans 
[KBL+87] ont lié exposition et très faible fréquence de vibration (VLF) au mal des transports. 
Dans la même veine [KBL+87] présentent des travaux concernant les symptômes post-
simulateur à des vibrations VLF dans les simulateurs de vol. Les symptômes de la maladie ont 
été évalués grâce à un questionnaire. Une des conclusions de cette recherche est que le mal du 
simulateur peut être dû aux vibrations VLF [KFBL92]. Néanmoins, la vision joue un rôle 
important dans le mal du simulateur [KBA+88] - notamment en raison de son influence sur 
l'orientation et la perception de soi en mouvement. En fait, il a été soutenu que le mal du 





Les théories existantes sur le mal du simulateur peuvent être divisées en quatre catégories : 
• Théorie du conflit sensoriel (cue conflict theory) : 
Comme il a été souligné, un modèle global du mal du simulateur n'existe pas 
actuellement. La théorie comprend essentiellement une divergence entre le sens 
concernant l'information sur l'orientation du corps et du mouvement [KBA+88]. 
Cette théorie est généralement désignée sous le nom de la théorie du conflit de 
repère. Les premières études à la fois sur bases fixes et mobiles montrent les 
conflits de repère comme la source des problèmes [Cas85].  La théorie des conflits 
de repère est la théorie la plus largement acceptée pour le mal du simulateur. Le 
conflit se produit lorsqu'il y a une disparité entre les sens.  Des sources potentielles 
de conflit de repère qui pourraient se produire dans un environnement virtuel ont 
été présentées [MS92]. Ces indices sont nécessaires pour appuyer le contrôle 
postural et la locomotion, avec des indices vestibulaires et la vision périphérique 
utilisés en particulier pour l'orientation spatiale et la détection du mouvement 
propre du corps. Ainsi, avec des informations ambiguës, un conflit de repère peut 
se développer [MS92]. Les systèmes de perception et de motricité sont modifiables, 
les gens peuvent apprendre à fonctionner de manière adéquate en dépit de 
mauvaises conditions de telle sorte que des réarrangements visuel et auditif sont 
possibles [Wel78]. Il a été souligné que l'adaptation à un monde transformé ne se 
produit pas immédiatement [MS92,Tre77]. En outre, le temps d'adaptation dépend 
du type de transformation [WDW86]. 
• Théorie des restructurations (Rearrangement theory) : 
Selon la théorie standard du réarrangement sensoriel, ‘‘toutes les situations qui 
provoquent le mal des transports sont caractérisées par un état de transposition 
sensorielle dans laquelle le mouvement des signaux transmis par les yeux, le 
système vestibulaire et les propriocepteurs non-vestibulaires sont en contradiction 
soit avec un autre ou avec ce qui est attendu de l'expérience précédente’’ [Rea70, 
RB75, Rea78, Gri96,Cra90]. 
• Théorie de l’instabilité posturale (Postural Instability Theory) :  
Bien que le conflit de repère soit la théorie la plus largement acceptée pour le mal 
de simulateur, d’autres théories existent. Des chercheurs ont soulevé plusieurs 
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autres problèmes [Fra86, SR91] sur le caractère prédictif du mal du simulateur.  Il a 
été présenté une critique de la théorie des conflits de repère à partir d'un point de 
vue de la psychologie écologique, conduisant à une théorie écologique de la 
cinétose [SR91]. La théorie écologique qu'ils proposent repose sur la stabilité 
posturale ou l'absence de celle-ci. Ainsi, une instabilité posturale, ou ataxie, est un 
effet possible de l'exposition à un simulateur. Riccio et Stoffregen, 1991 formulent 
l'hypothèse que les symptômes apparaissent lorsque la personne n'a pas ou n'a pas 
encore appris les stratégies pour le maintien de la stabilité posturale. Pour appuyer 
leur théorie, ils ont décrit comment plusieurs environnements inducteurs impliquent 
une instabilité posturale et ils discutent également des influences sur la stabilité. 
[SR91, RMS92, RS88, RS91]. 
• Théorie du réflex (Reflex theory) : 
Le réflexe opto-cinématique (ROC) est l’ensemble des mouvements oculaires pour 
identifier une cible dans la scène visuelle, afin de maintenir la cible visée dans l’axe 
de la fovéa. Le ROC permet d’évaluer les informations de la rétine entière afin de 
déterminer si un glissement se produit sur l'image. S’il y a un glissement d'image, 
alors un mouvement correspondant est effectué pour stabiliser l'image. A titre 
d’exemple de ce processus, quand on regarde par la fenêtre d'un véhicule, l’œil 
compense le déplacement du véhicule. Il y a une autre réponse similaire causée par 
les changements d'orientation de la tête détectés par le système vestibulaire appelé 
réflexe vestibulo-oculaire (RVO). Le ROC et le RVO sont des réponses 
involontaires qui agissent en synergie pour produire une image rétinienne stable 
sous une variété de visualisations dynamiques et les conditions de mouvements 
[ZY81]. Le RVO est un réflexe très rapide qui sert à compenser les mouvements de 
la tête dans la gamme 1-7 Hz. Toutefois, le RVO est beaucoup moins précis à des 
fréquences inférieures. Le ROC a les caractéristiques de performances 
complémentaires. Il a une longue latence due à l'évaluation de l'information 
visuelle nécessaire pour déterminer une réponse à basses fréquences (< 0,1 Hz). 
Entre les fréquences 0,1 et 1 Hz, le ROC commence à perdre du gain (un gain égal 
à 1 correspond à une simulation 100% réaliste, un gain inférieur à 1 indique qu’un 
conflit sensoriel apparaît) et se produit également une phase de latence. Les deux 
réflexes travaillant à l'unisson sont en mesure de fournir des images rétiniennes 




RVO et ROC est liée à l'adaptation du RVO. Il a été démontré que la réponse RVO 
est adaptable par un ajustement des valeurs de gain pour tenir compte des 
différentes modalités sensorielles [VDG+98, WF81, VDS96, SRVB11b, SRVB11a, 
SRKB01, SS07, PDF+97, PF98]. Dans le cas de la recherche à travers une optique 
agrandie telle que des lunettes de plongée, le RVO adaptera son gain pour 
correspondre à la quantité de mouvement oculaire requis afin de stabiliser l'image 
même dans les conditions modifiées. Dans une étude visant à évaluer les effets du 
facteur d'échelle visuelle sur le RVO, Draper, 1998 a constaté que des 
grossissements visuels de 2x et 0,5 x ont résulté en des adaptations RVO 




Pour la perception de son mouvement propre (proprioception) et le contrôle de la marche, 
l'homme utilise ses systèmes musculaire, neuromusculaire et surtout vestibulaire. 
Le système vestibulaire (cf. Fig. III-1), à proximité de l'appareil auditif,  est composé des 
otolithes (utricule, saccule) qui sont responsables de la perception des mouvements linéaires 






Les cellules réceptives dans les otolithes permettent, par inclinaison, de détecter les 
accélérations linéaires. Ils peuvent aussi ressentir l’inclinaison de la tête. Ce principe est 
utilisé par les plates-formes dynamiques pour restituer les accélérations latérales et 
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vestibulaires, ressenties par le conducteur dans les virages, lors des phases d’accélérations ou 
de freinage. 
La composante basse fréquence du mouvement est produite par l'inclinaison de la plate-
forme (inclinaison de coordination). L’inclinaison de coordination est destinée à incliner le 
conducteur, avec une rotation au-dessous du seuil de détection du canal semi-circulaire 
vestibulaire (afin d'empêcher le conducteur de détecter la rotation), de telle sorte que la 
direction de la gravité par rapport à la tête soit orientée de la même façon que l'accélération 
gravito-inertielle (GIA) (cf. Fig. III-2). Ce mouvement est synchronisé avec la simulation 




Les situations sont, d’un point de vue perceptif, équivalentes. Holly et McCollum décrivent 
la base de la technique du tilt coordination [HM98]. L’accélération, Ia, ainsi que la gravité 
confère au vecteur résultant GIA (partie gauche de la figure) la même perception que si le 
sujet avait la tête inclinée (partie droite de la figure). Le système vestibulaire ne peut pas 
distinguer ces deux situations. Par conséquent, une accélération linéaire peut être simulée par 
l'inclinaison de la plateforme mais en respectant une vitesse limite [SRVB11a]. 
Cependant, pour rendre le mouvement transitoire horizontal, des actionneurs linéaires sur 
rails doivent être utilisés. De plus, avec ces plates-formes opérant dans le domaine des basses 
fréquences, des plates-formes supplémentaires ou des sièges vibrants peuvent être utilisés, 
pour rendre le contact du véhicule avec la route (fréquences 0-30 Hz) [Kem99]. 
3.2.2. Système*visuel*
L'œil humain est un organe de perception, en fournissant des informations portées par la 




partiellement la perception visuelle humaine par l'affichage d'images sur un écran. Ces images 
sont calculées dans une pyramide de visualisation définie par l'ouverture de champ de vision 
et la distance d'observation, puis sont affichées par un système de projection et vues par 
l'observateur [Kem99]. 
La génération d'images est effectuée à des fréquences et des résolutions compatibles avec 
la vision humaine. La fréquence d'image choisie doit garantir une continuité dans la 
perception à la fois dans les domaines frontaux et périphériques, compte tenu de la persistance 
de la vision.  
Il doit être réglé à 60 Hz pour un confort visuel acceptable, 120 Hz pour la vision 




Le système somato-sensoriel permet de percevoir différentes informations, sensations 
(pression, chaleur, douleur, …) provenant du corps (peau, articulations, viscère, …). 
Le système somato-sensoriel permet d'être conscient de ce que nous faisons et de l'impact 
de notre environnement sur nous. Ce système a une place privilégiée dans la compréhension 
du mal du simulateur. Ces sensations sont élaborées à partir des informations fournies par de 
nombreux récepteurs sensitifs du système somatosensoriel, situés dans les tissus de 
l'organisme (mécanorécepteurs du derme et des viscères, fuseaux neuromusculaires des 





La figure Fig. III-4 illustre les différents récepteurs de la sensibilité somatique. 
3.3. Symptômes*
Les principaux symptômes observés lorsqu’une personne est victime du mal du simulateur 
sont les suivants [Kol95]: 








. vision floue 
. manque de coordination 
. maux de tête 
. manque d’appétit 
. pression mentale 
. sécheresse de la bouche 
. sueurs froides 
. pâleur 
3.4. Facteurs*
Les facteurs qui provoquent le mal du simulateur peuvent être divisés en trois groupes, les 







Tableau%III'1%:%Facteurs potentiels associés au mal du simulateur dans l’immersion virtuelle[Kol95] 
Individual Simulator Task 
age (Reason & Brand 1975) 
binocular viewing$(Levine & 
Shefner 1991, Arditi 1986, Singer 
et al 1995)$
altitude above terrain (Kennedy 
et al 1993, McCauley & Sharkey 
1992) 
concentration level (Regan 1993) calibration (McCauley & Sharkey 1992) 
degree of control (Casali 1986, 
Casali & Wierwille 1986, Pausch 
et al 1992) 
ethnicity (Stern et al 1993) color (Levine & Shefner 1991, Pausch et al 1992) 
duration (Fowlkes et al 1987, 
McCauley & Sharkey 1992, 
Kennedy et al 1993) 
experience with real-world task 
(Havron & Butler 1957, Kennedy 
et al 1987, Kennedy et al 1988, 
Pausch et al 1992) 
contrast (Pausch et al 1992) 
global vision flow (Owen 1990, 
McCauley & Sharkey 1992, 
Kennedy et al 1993) 
experience with simulator 
(adaptation)(Uliano et al 1986, 
Kennedy & Frank 1983, Regan 
1993) 
field of vision (Pausch et al 1992, 
Kennedy et al 1988,1989; 
Anderson & Braunstein 1985, 
Maxwell 1992, Boff & Lincoln 
1988) 
head movements (Reason & 
Brand 1975,  Dichgans & Brandt 
1973, Guedry & Montague 1961, 
Regan 1993,) 
flicker fusion frequency 
threshold (Grandjean 1988, 
Botwinick & Brinley 1963, 
Maxwell 1992, Wilson 1963) 
flicker (Harwood & Foley 1987, 
Boff & Lincoln 1988, Farrell et al 
1988,  Rinalducci & MacArthur 
1990, Pausch et al 1992) 
luminance level ( Farrell et al 
1988, Pausch et al 1992 ) 
gender (Biocca 1992, 
Kennedy&Frank 1983) 
inter-pupillary distance (Regan & 
Price 1993) 
unusual maneuvers (  Frank & 
Casali 1986, McCauley & Sharkey 
1992) 
illness and personal 
characteristics 
(Kennedy et al 1987, Kennedy et al 
1993, Biocca 1992) 
motion platform (Casali 1986, 
Kennedy et al 1987, Kennedy et al 
1993, McCauley & Sharkey 1992) 
methode of movement (Regan 
1993) 
mental rotation ability 
(Parker & Harm 1992) 
phosphor lag (Pausch et al 1992) 
rate of linear or rotational 
acceleration  (McCauley & 
Sharkey 1992) 
perceptual style (Witkin et al 
1977, Barrett & Thornton 1968, 
Barrett et al 1969,1970 ; Long et al 
1975, Frank&Casali 1986, 
Ebenholtz 1977,$
position tracking error (Biocca 
1992, Hettinger et al 1990) 
self-movement speed (McCauley 
& Sharkey 1992) 
postural stability$(Kolasinski et al 
1994, Jones et al 1993)$
refresh rate (Thorell & Smith 
1990, Pausch et al 1992, Farrell et 
al 1988, Maxwell 1992 ) 
sitting vs. standing (Reason & 
Brand 1975,  Riccio and Stoffregen 
1991, Regan 1993) 
$ scene content (Pausch et al 1992) 
vection (Kennedy et al 1988,1989; 
Hettinger et al 1990, Kennedy et al 
1993, Anderson & Braunstein 
1985) 
$ viewing region (Casali & Wierwille 1986, Pausch et al 1992) 
type of application (McCauley & 
Sharkey 1992) 




Les organes sensoriels principalement concernés sont sollicités diversement en fonction de 
la situation de conduite. Le Tableau III-2 dresse la liste des organes sensoriels concernés par 
la perception du mouvement pour différentes situation de conduite [MAT09]. 
 
Tableau III-2 : Organes sensoriels concernés par la perception du mouvement [MAT09a, MAT09b] 
$ Organes sensoriels 
Système visuel  Vestibulaire Epicritique Haptique Oreille 
Déviation de la voie  % % % %
Vitesse latérale / Vitesse de lacet  % % % %
Vitesse de conduite  % % %  
Latérale / Longitudinale accélération %    %
Accélération de lacet %  % % %
Inclinaison  (tangage, roulis)   % % %
Volant  % % % %
Couple au volant % %   %
Déviation par rapport à la désirée route  % % % %
Forces % %   %
Son de moteur/conduite % % % %  
 
3.5. Critères**du*mal*du*mouvement/simulateur*
Certaines approches peuvent être utilisées pour définir les types de mal du simulateur/ 
mouvement : 
• MSDV (motion sickness dose value)-IR (Illness Rating), 
• VDV (vibration dose value), 
• stabilité posturale, 
• seuil de la perception du mouvement, 
• ratio vitesses angulaires entre niveaux vestibulaire et véhicule, 
• ratio accélérations entre niveaux vestibulaire et véhicule. 
3.5.1. L’approche*de*‘MSDV*(Motion*Sickness*Dose*Value)\IR*(Illness*Rating)’*
Förstberg [1996,2000] estime que les barèmes en vigueur pour le bien-être sont trop 
approximatifs. Aussi, il a proposé d’étudier les symptômes de la « Motion Sickness 
Incidence » (SMSI). Le SMSI est le rapport entre les sujets présentant des symptômes et le 
nombre de sujets. Förstberg a utilisé l’étourdissement, les nausées et la négation de : «je me 




La définition d'un sujet présentant un symptôme du mal des transports (SMS : symptome 
motion sickness) commence par le fait de se sentir bien au début de l'essai puis de ressentir 
l’un des symptômes suivants: étourdissements, nausées ou « je ne me sens pas bien ». 
La notation utilisée, définie comme le taux de mal du simulateur (Illness Rating - IR) est 
classée en plusieurs catégories : je me sens bien, je ne me sens pas très bien, je me sens un 
peu malade, je me sens mal, je me sens très mal.  
En d'autres termes, SMS = 0 si des vertiges + nausées + IR = 0 sinon SMS = 1, Si IR (au 
début) = 0. Si  IR (au début) > = 1, alors le sujet ressent un malaise significatif. Le SMSI est 
un pourcentage. Il est évalué sur tous les essais. 
                                           !"!#! = !!!!!!!! !!"!!∙!! !!"#$%,!"#$%! !!!!!!!!!!(!)!"#$%,!"#$%! !!                                         (1) 
Où δ(s) = 1; si le sujet a pris part à la condition d'inclinaison X, sinon δ(s) = 0 
Dans l'évaluation objective de l'environnement en mouvement, le concept de dose de 
mouvement (de l'ISO 2631-1997) [Gri90, LG87] est généralement utilisé. Il est également 
possible d’adopter cette notation pour l'évaluation du mal de simulateur [Per08]. La fonction 
de pondération (wF) (ISO 2631-1,1997) pour calculer la dose de mouvement a été légèrement 
modifiée et remplacée par un filtre passe-bande (BP) de 0.08 à 0.35 Hz filtre. La raison de 
cette modification est que le filtrage numérique dans le domaine temporel a été plus facile 
avec ce filtre que l'original wf-filtre. La différence est faible et ils sont dans l'erreur de la 
tolérance marginale du filtre (ISO 2631-1,1997) entre 0.5 et 0.7 Hz. Ce filtre a été utilisé pour 
tous les calculs de la dose de mouvement vertical, accélérations latérales et déploiement à 
partir de signaux temporels. 
La valeur de dose du mal du simulateur (MSDV) est un outil pour l'objectivation 
d'évaluation subjective qui a été définie dans le cadre de la norme ISO 2631-1 1997, [Gri96, 
Gri04, GN04a, GN04b, ISO97]. 
!"#$! = ! !!"!!! ! !"! !.! ! !!.!                                            (2) 
 
Pourcentage de personnes qui peuvent vomir = Km.MSDVZ [%] avec Km = 1 / 3 de la 
population mixte d'adultes. 
Notation de Maladie  (Illness Rating) (IR)  
    0 = Je me sentais bien, 
3.5$Critères$$du$mal$du$mouvement/simulateur$
$ $ 53$
    1 = J’ai ressenti un léger malaise, 
    2 = Je me sentais très mal. 
 ≥ 3 = Je me sentais absolument mal. 
                     !"! = 1 50 !∗!"#$!!                                                 (3) 
3.5.2. L’approche*de*‘VDV*(Vibration*Dose*Value)’*
L'utilité de RMQ (root mean quadrat) est la moyenne des accélérations contenant des 
facteurs de crête élevés combinés à la forme soutenable de la dépendance temporelle a4(t) sur 
de longues durées. Cela signifie qu'une procédure de calcul de la moyenne simple et unique 
pourrait être applicable sur toute la gamme de conditions de circulation (défauts de la route, 
impacts répétés à vibrations intermittentes et des vibrations continues de longue durée). Avec 
la même relation entre l'amplitude et la durée de toutes les périodes, il devient très simple de 
définir un moyen d'accumuler l'exposition à des périodes de différentes grandeurs [Gri96]. Ce 
résultat est obtenu en faisant la somme mathématique de la quatrième puissance de 
l'accélération pondérée en fréquence, a(t), au cours de la période au cours de laquelle le 
mouvement peut se produire : !"#$!!"#$% = !!!!!!!! ! !"! !!!!!              (4) 
Tel que défini ci-dessus, les valeurs de dose peuvent devenir très grandes et il n'y a pas de 
relation linéaire entre la grandeur physique du stimulus et la réponse subjective. Les deux 
problèmes sont résolus par la détermination de la racine quatrième de la valeur de la dose. 
Cela a été nommé la valeur de dose de vibrations (VDV). 
!"! = !!!!!!!! ! !"! !/!                           (5) 
 
Tel que défini ici, les unités de la VDV sont ms-1.75 (ou ms7/4). Une unité sans dimension 
ayant les mêmes caractéristiques pourrait être définie: cela peut consoler l'utilisateur non-
mathématicien, mais serait une perte pour le physicien et l’ingénieur. La dépendance du 
temps de VDV correspond à une réduction de 1,5 dB en amplitude par un doublement de la 
durée d'exposition [Gri96]. Le chiffre correspondant pour la moyenne quadratique (et a2(t) = 
constante) est de 3 dB. Dans les unités linéaires, une augmentation de 16 fois la durée requiert 





La relation entre la quatrième puissance d'accélération et le temps peut être approximée par 
la réduction de la charge admissible RMS (root mean square) magnitude de 1,5 dB par 
doublement de la durée d'exposition et d'éviter ainsi l'utilisation de l'équation ci-dessus. Les 
valeurs ne sont utiles que si la vibration est  « bien élevée». En général, les valeurs efficaces 
ne peuvent pas être assimilées à des chocs, à des vibrations intermittentes ou à d'autres 
conditions variables dans le temps. Il a été montré que lorsque le facteur de crête est inférieur 
à environ six, la valeur estimée de vibration dose (eVDV) qui est calculée à partir de la valeur 
efficace de l'accélération pondérée en fréquence, fournit une bonne approximation de la 
valeur de dose de vibrations vrai  [Gri96]. !"#" = (1.4×!!"#$%!!.!. !,!!!!!)!!×(!"#$%&'(, !)!! !/!!! !!!!.!"    (6) 
 
ou 
 !"#" = 1.4!!!!!!/!!!                             (7) 
 
où !! est l'accélération r.m.s. qui est la fréquence pondérée une période déterminée de t 
secondes. Il s'agit d'une relation déterminée empiriquement [Gri96]. Le eVDV tend à être plus 
élevé que le VDV pour un facteur de crête très faibles (≤ 3) et plus bas que le VDV pour les 
facteurs de crête élevés ( ≥ 6). Le facteur de crête ne donne pas une très bonne indication des 
différences entre les mesures eVDV et VDV: avec quelques mouvements, il est possible 
d'obtenir une estimation utile de la valeur de dose de vibrations de RMS mesure où le facteur 
de crête est aussi élevé que 12 selon la littérature [Gri96]. 
3.5.3. L’approche*de*la*stabilité*posturale*
La méthode de la stabilité posturale peut être utilisée pour évaluer le niveau de mal de 
simulateur des participants qui ont participé aux expériences menées sur simulateur de 
conduite.  
L’analyse posturale est l'un des moyens puissants et efficaces pour identifier les 
déséquilibres musculo-squelétal qui conduisent à des problèmes de blessures et de 
performance. Cette analyse impose la prescription d'exercice. Chaque entraîneur personnel, 
un physiothérapeute, un ergothérapeute, et l'entraîneur l’utilise pour évaluer avec précision les 
déséquilibres posturaux et prescrire un programme d'exercices. 
Dans nos expérimentations, nous avons utilisé l’analyse posturale comme un indicateur du 
mal de simulateur. Les mesures ont été réalisées pendant 30 secondes et ils ont été 





Fig.%III'5%:GUI pour le logiciel PostureWin 
 
3.5.4. L’approche*du*seuil*de*la*perception*du*mouvement*
Les vitesses et accélérations (!, !, ! ,!, !!,!!) de roulis, tangage et lacet peuvent être 
utilisés pour identifier le seuil de perception du mouvement des sujets. 
Le mouvement de roulis (φ) est la rotation autour de l'axe longitudinal (XV), le tangage (θ) 






Fig.%III'6%:%Schéma des accélérations d’un véhicule 
L'organe vestibulaire peut détecter seulement les mouvements qui se situent entre les seuils 
de perception. Beaucoup d'études expérimentales indiquent que le seuil de détection humaine 
des mouvements de rotation est compris entre 0.1 ° / s et 3 ° / s. Pour les mouvements 
linéaires, le seuil de perception est entre 0.014 et 0.25 m/s2 [AQT, GM61, Gue64, Gue74, 
Gun78, BSS86, Ben88, BHB89, Ben90, Kin05]. Le seuil de rotation autour de l'axe de lacet a 
été déterminé pour les stimuli d'accélération constante 0.22 °/s2 [RSM81]. Les seuils 
d'accélération médiane pour la perception de la direction du mouvement linéaire pour le 
mouvement antéropostérieur est de 8.5 cm/s2 et le mouvement latéral 6.5 cm/s2. Selon la 
littérature, les seuils d'accélération sont dépendants du type de stimuli alors que les seuils de 
vitesse ne le sont pas. Les seuils de vitesse médiane pour la perception de la direction du 
mouvement linéaire pour le mouvement antéropostérieur est de 13.5 cm/s et le mouvement 
latéral est de 10.4 cm/s [Kin05]. Ces valeurs seuils de perception dépendent de l'accumulation 
des stimuli de mouvement ainsi que les taux des accélérations. Les seuils de perception de la 
rotation et les mouvements linéaires peuvent varier d'un sujet à l'autre [AQT, GM61, Gue64, 
Gue74, Gun78, BSS86, Ben88, BHB89, Ben90, Kin05]. 
La figure ci-dessous illustre la mesure de la dynamique de la tête des sujets lors des 




Fig.%III'7%:%Mesure au niveau vestibulaire 
Afin de sauvegarder les données d'accélération par rapport au niveau vestibulaire, un 
capteur de suivi de mouvement a été utilisé (cf. Fig. III-7). Ce suivi de mouvement peut 
mesurer les données telles que les angles de roulis, tangage, lacet, et les vitesses ainsi que les 
accélérations dans les directions X, Y et Z. Le taux d'échantillonnage pour l’enregistrement 
des données pendant les mesures des capteurs est de 20 Hz. Une calibration est effectuée 
avant chaque campagne de mesures [XSens, AMP+13] ce qui permet d’aligner l’ensemble 
des axes de mesure. 
Tableau%III'3%:%Principales méthodes de mesure du mal du simulateur. 
Méthode de mesure du mal du simulateur Références 
Questionnaire mal du simulateur (Simulator 
Sickness Questionnaire (SSQ)) 
(Kennedy et al.,1993) 
 
Questionnaire mal du mouvement (Motion 
Sickness Questionnaire (MSQ)) 
                      (Kennedy et al., 1992) 
 
Tests posturaux (Postural tests) 
 
(Baltzley et al, 1989 ; Hamilton et al, 1989) 
Historique sur les questionnaires du mal du 
mouvement 
(Motion Sickness History Questionnaire 
(MHQ)) 
 
Méthodes biofeedback (Physiologique 
mesure) 
 
-  potentiel de la peau (Skin potential (SP)), 
la température de la peau (Skin temperature 
(ST)), résistance de la peau ( Skin resistance 
(SR)) [Bertin  et al., 2004a ; Bertin et 
al.,2004b ;Bertin et al.,2005] 
- La fréquence cardiaque (Heart rate), 
fréquence du pouls (pulse rate) 
- Electrogastrogram (EGG) 
- Electrocardiogram (ECG) [Wu  et al.,2009] 
Valeur Dose du mal du mouvement (Motion 
Sickness Dose Value) 







Pour les mesures objectives, les méthodes de biofeedback (physiologique tels que l'EMG, 
ECG, etc) et de mesures de mouvements de la tête (dynamique vestibulaires) sont utilisées 
[KMKL10, Kem90, Kem99, Kem04, Kem09, ATM09, APM+11, APMK12a, APMK12b, 
BSPB+07, Ber09, BSPB10]. 
3.6.1. Mesure*dynamiques*neuromusculaires*(EMG)*
L'électromyographie (EMG) est une technique d'évaluation et d'enregistrement de l'activité 
électrique produite par les muscles du squelette [emg13]. Un électromyogramme détecte le 
potentiel électrique généré par les cellules musculaires [emg13] lorsque ces cellules sont 
activées. Les signaux peuvent être analysés pour détecter des anomalies médicales, le niveau 




L’EMG (électromyogramme) a été mise en œuvre pour une partie particulière des essais 
afin d’expliquer la dynamique neuromusculaire des conducteurs lors des séances sur 
simulateur.  
Il existe deux types d’EMG : 1 – invasives  2– non- invasive.  
Dans les expérimentations réalisées à l'Institut Image, la technique EMG non invasive a été 
utilisée. En outre, aucun stimulus électrique n’a été appliqué.  




Fig.%III'9%:%Branchement des électrodes pour l'analyse des EMG 
 
La Fig. III-10 explique en détail les muscles sollicités pendant les essais. Pour l'intérieur du 
bras  : flexor carpi radialis , pour l’extérieur : brachioradialis ; ‘+’)[Bri13] 
$$$$$$$$$$$ $
Fig.%III'10%:%Muscles des bras choisis pour l’acquisition  
 
 





La mesure de l'activation des muscles permet d’observer la différence lors de mêmes 
conditions mais en changeant : 
• L'algorithme de contrôle de la plateforme (classique, optimale, adaptatif, hybride) 
• La rugosité de la route (effet de l'amplitude, la fréquence et la vitesse du véhicule) 
• L’effet de la plate-forme de mouvement (statique, dynamique) 
• Différents scénarios (Country road, l’OTAN Chicane manœuvre, sinus steer, 
bosses, courbes, etc.)   










Contrôle de la plateforme 
4.1. Algorithmes*mis*en*œuvre*
Au cours de cette thèse, nous avons développé huit algorithmes: un algorithme pour le 
simulateur en fonctionnement statique et 7 en mode dynamique : 
• Statique, 
• Classique, 
• Adaptatif 1 et 2, 
• Optimale 1 et 2, 
• Hybride 1 et 2. 
Ces différents algorithmes sont détaillés dans la suite de ce chapitre. 
L’algorithme en mode statique n’a pas d’entrée et de sortie au niveau de la plateforme 
dynamique car seul le modèle dynamique du véhicule est utilisé. 
Tableau%IV'1%:%Facteur des déplacements en tridimensionnel selon les algorithmes 
 
Facteur de déplacement 
longitudinal (X) 
Facteur de déplacement 
latéral (Y) 
Facteur de déplacement 
vertical (Z) 
Statique    
Classique (dynamique) 0.2 0.2 0.22 
Adaptatif1 (dynamique) 0.2 0.2 0.22 
Adaptatif2 (dynamique) 1 1 1 
Optimale1 (dynamique) 0.2 0.2 0.22 
Optimale2 (dynamique) 1 1 1 
Hybride1 (dynamique) 0.2 0.2 0.22 





Le Tableau IV-1 illustre les différences que nous avons imputées à chacun des 
algorithmes. 
La variation du facteur de déplacement permet d’analyser les réponses des algorithmes. 
4.2. Algorithme*classique*
L’algorithme classique utilisé dans nos expérimentations est celui présenté dans le 
Chapitre II. La Fig. IV-1 donne les détails des filtres utilisés pour cet algorithme. 
L’algorithme fonctionne en boucle ouverte. Il servira de référence pour les comparaisons que 





Le Tableau IV-2 donne le détail des valeurs utilisées dans les filtres de l’algorithme 
classique. 
Tableau%IV'2%:%Paramètres de l’algorithme classique 
Symbol% Longitudinal% Lateral% Roll% Pitch% Yaw%
2nd$order$LP$cut.off$
frequency$(Hz)$




$ $ 0.3$ 0.7$ $
1st$$order$$LP$$time$$$$
constant$(s)$
0.1$ 0.1$ $ $ 0.1$
2nd$order$HP$cut.off$
frequency$(Hz)$
0.5$ 0.5$ $ $ 2$
2nd$order$HP$
damping$factor$
1$ 1$ $ $ 1$
1st$order$HP$time$
constant$(s)$






L’algorithme classique est représenté sur la Fig. IV-2 par les lignes continues noires. 
L’algorithme MRAC quant à lui inclut les lignes continues noires et les lignes discontinues 
rouges. 
L’algorithme MRAC de repérage proposé utilise ici les mêmes filtres et gains (Fig. IV-2 et 
Tableau IV-2) que l'algorithme classique. L'idée principale pour le MRAC, qui est également 
connu comme MRAS (Model Reference Adaptive System), est de construire un contrôleur en 
boucle fermée avec des paramètres qui peuvent être mis à jour pour changer la réponse du 
système. La sortie du système est comparée à une réponse désirée à partir d'un modèle de 
référence. Les paramètres de commande sont mis à jour sur la base de cette erreur. L'objectif 
est de faire converger les paramètres vers des valeurs idéales qui provoquent la réaction de la 
plateforme en fonction de la réponse du modèle de référence [IS96, DP97, TI93, GLT09, 
MGT11]. 
 
Fig.%IV'2%:%Algorithmes Classique et le MRAC 
4.3.2. Modélisation*de*l’algorithme*adaptatif*
L’équation (1) décrit l’état du système [IS96, TI93, GLT09, MGT11], il s’agit d’un 
système MIMO (multiple inputs – multiple outputs). 
 
avec A  Rnxn, B  RnxM  et C  RMxn  étant des matrices de paramètres inconnus et constants 
et x(k) ∈!Rn, u(t) ∈!RM et y(k) ∈!RM étant respectivement l'état du système, les signaux 
d'entrées et de sorties de vecteur. 
L'objectif de cet algorithme est de concevoir un état d'asservissement du signal u(k) dans 
l’équation (1) de telle sorte que tous les signaux en boucle fermée restent limités et que le 




système de signal de sortie y(k) suive le modèle de sortie de référence ym (k)  RM qui est 
généré par le modèle de référence (cf. équation 2) 
$
Wm (z) est une matrice de dimension M x M de transfert réelle, et r(k) un vecteur de 
dimension M, r(k) est le signal d’entrée borné. 
Hypothèses. 
(H1) Dans la fonction de transfert Gi (z) = Ci (zI-Ai)-1Bi, i = 1,2, ... , N tous les zéros se 
situent dans le cercle unité dans le plan z. 
(H2) Gi (z), i = 1,2, ..., N, sont de rang plein, il existe une matrice ξm(z) pour tout Gi(z), i = 
1,2, ..., N et la matrice de référence du système Wm(z)= ξm-1(z), 
(H3) Tous Δi, i = 1, 2,. . ., M, de la matrice de gain à haute fréquence Kp sont non nuls et 
leurs signes sont connus. 
La structure du régulateur pour la boucle fermée est la suivante : 
 
où K1(k) ∈ Rn×M et K2(k) ∈ RM×M sont des matrices de paramètres mises à jour à partir des 
lois d'adaptation, de sorte que le vecteur d'état du signal x(k) puisse suivre asymptotiquement 
une référence xm(k) définie selon l’équation suivante : 
$
où Am ∈ Rn×n est stable et Bm Rn×M. Pour une telle conception de la commande adaptative, 
les conditions de raccordement K1(k) et K2(k) sont les estimations de la valeur nominale et 
qui satisfont aux conditions d'appariement 
$
où !! = lim!→! !!(!)!!(!) est le gain haute fréquence de la matrice de  
L'existence est garantie par l'état du système nominal 
(H4) (A, B) est stabilisable et (A, C) est observable. 
Suivi équation de l'erreur. En substituant la loi de commande (3) dans (1), nous obtenons 
)2()]()[()( krzWky mm =
)3()()()()()( 21 krkKkxkKku
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Selon le modèle de référence (2) et les équations (5) et (6), la sortie d'erreur de suivi e(k) = 
y(k)-ym(k) est 
$
où   converge vers zéro de façon exponentielle et 
$
Ensuite, il est nécessaire d’utiliser une décomposition de type LDS pour déterminer Kp 
[Tao03]. 
Il est crucial de développer un modèle d'erreur en fonction de certains paramètres connexes  
e(k) = y(k) - ym(k) 
Modèle d'erreur. En négligeant le terme , on obtient à partir de (7) et (2) 
$
Pour faire face à l'incertitude du gain à haute fréquence matrice Kp, nous utilisons la 
décomposition LDS 
$
où S RM×M avec S = ST> 0, Ls est une matrice M x M unité triangulaire, et 
$
























































































Pour paramétrer l’inconnu Ls, !!∗ , est introduit dans (16) 
$
Ainsi, après calcul, 
$
Un filtre a été conçu h(z) = 1/f(z), où f(z) est un polynôme de degré stable unitaire égal au 






Sur la base de cette équation d'erreur paramétrée, nous atteignons le signal d'estimation de 
l'erreur  
$
où Ɵi (k), i = 2,3, ..., M sont les estimations de Ɵi *, et ψ (k) - ψ * sont liés aux erreurs de 
paramètres. 
Lois adaptatives. Dans le modèle de l'erreur d'estimation (22), les lois choisies 









































































































où le signal de ε (k) = [ε1 (k), ε2 (k), ..., εM (k)] est calculé à partir de (22), ΓƟi = ΓƟiT> 0, i 
= 2,3, ..., M et Γ = Γt > 0 sont des matrices de gain d'adaptation et 
$
est un signal de normalisation standard. 
Nous considérons le modèle dynamique du simulateur hexapode décrit par (28) qui est une 
variable à trois états (x). Les entrées de commande sont (u), l'angle de tangage (Ɵv), l'angle de 
roulis (φv) et l'angle de lacet (ψv) du modèle de véhicule. Notre modèle MRAC est défini par 
l’équation (29) avec un intervalle de temps de 1/60 s pour obtenir l’algorithme temps réel de 
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La Fig. IV-3 illustre la différence entre l’algorithme classique et l’algorithme optimal. Les 
lignes rouges illustrent la boucle fermée du LQR. L'idée principale de l’algorithme optimal 
LQR est de trouver une matrice de transfert linéaire W(s) qui minimise un certain coût 
quadratique impliquant l'erreur e [GM61, Gue64, IS96, KNG+11, KP03, KBL+87, KMKL10, 
Kol95, DP97], sans permettre à la plate-forme de dépasser les contraintes du simulateur. 
$
*
Fig.%IV'3%: Algorithmes classique et optimal LQR 
La Fig. IV-4 donne le détail du fonctionnement de l’algorithme. Ainsi, le conducteur est 
pris en compte à travers un modèle du système vestibulaire, et les contraintes physiques de la 
plateforme aussi. 
 




L'algorithme de LQR repérage doit être construit avec un modèle mathématique du 
système vestibulaire humain. Pour cette étude, l'entrée u proposée pour le système 
vestibulaire est l’équation suivante : 
$
Ensuite, le mouvement de rotation ressenti !!(vitesses de tangage, de roulis et de lacet) 
peut être donnée par le modèle mathématique des canaux semi-circulaires [CKK+03, 
TCG00]. Le mouvement de translation ressenti ! est associé à la force d'entrée spécifique du 
modèle de l'otolithe [CKK+03, TCG00].  Comme les variables Xveh  et Xs représentant les états 
du système vestibulaire et du véhicule, le vecteur d'état correspondant peut être défini comme 
Xe [TCG00] : !! ≜ !! − !!"! (1) 
De plus, le filtre washout doit prendre l'état Xd du simulateur en compte, ce qui est 
nécessaire pour garantir que le simulateur obéit aux contraintes. La définition de l'état Xd du 
simulateur est  la suivante : !! = [ !!! !!! !! !!! !!! !! !!! !!! !! !!!"!! !!!"!! !!!"]!!!(2) 
où  !!!  , !!!  , !!! , !!, !!, !! sont les accélérations de translation (longitudinale, latérale et 
verticale) et angulaires (tangage, roulis et lacet) dans la plate-forme de simulation. Ensuite, 
avec les modèles dynamiques de la perception et de l’erreur, le problème de la conception 
d'un filtre de washout optimal se formalise par l'équation suivante : ! = !!!" + !!!!!! + !!!!!!!!!!! !" (3) 
où [t0, t1] est la durée d'entraînement du simulateur, Q, R et Rd sont les matrices de 
pondération. La solution de ce problème d'optimisation peut être résolue par une équation de 
Riccati avec MATLAB [APMK12b, CKK+03, HL05], ce qui donne la matrice de transfert 
W(s). Les matrices de pondération Q, R et Rd sont déterminées, après filtrage. La matrice 
W(s) correspondante ainsi obtenue nous permet de calculer uveh.  La procédure est répétée 
jusqu'à ce que toutes les contraintes de simulation soient satisfaites : !!(!) ≤ !!"#! !, !!!(!) ≤ !!,!"#! !, !!(!) ≤ !!"#! !, !!!(!) ≤ ! !!,!"#! !!"! !!(!) ≤! !!"#! !, !!(!) ≤ !!"#! !, !!!(!) ≤ !!,!"#! !, !!(!) ≤ !!"#! !,






!!!(!) ≤ ! !!,!"#! !!!! !!(!) ≤ ! !!"#! !, !!(!) ≤ !!"#! !, !!!(!) ≤ !!,!"#! !, !!(!) ≤!!"#! !, !!!(!) ≤ ! !!,!"#! !!"! !!(!) ≤ ! !!"#! !!!"#$!!! ∈ [!!!, !!]$$
 
où 
 !!"#! !, !!,!"#! !, !!"#! !,!!,!"#! !,!!"#! ! !!"#! !,!!,!"#! !,!!"#! !,!!,!"#! !,!!"#! ! !!"#! !,!!,!"#! !,!!"#! !,!!,!"#! ,!!"#! ! !!"#$!!! ∈ [!!!, !!]$$
$
sont les valeurs maximales (vitesses angulaires, accélérations, vitesses et déplacements) 
admissibles par la plateforme de simulation. 
L’algorithme LQR est utilisé afin de produire une rétroaction qui stabilise le système 
[Lew92, Xu11]. 
4.5. Algorithme*hybride*(MRAC+LQR)*
C'est le couplage de l’algorithme adaptatif MRAC et de l’algorithme optimal LQR. Les 
algorithmes sont activés simultanément pendant le fonctionnement de la plateforme 
dynamique. A titre d’exemple, la Fig. IV-5 montre la réduction du roulis grâce à l’utilisation 
de l’algorithme hybride. L’apport de la solution hybride se justifie pour un large panel de 
scénarios. En effet, les avantages des algorithmes optimal ou adaptatif sont utilisés dans la 
version hybride ce qui permet de réduire davantage le mal du simulateur. 
 
 



































Au cours de ces travaux de recherche plusieurs scénarios ont été développés. L’ensemble 
de ces scénarios a été mis en place sur le simulateur SAAM de l’Institut Image. Le simulateur 
a été utilisé aussi bien en mode statique qu’en mode dynamique. Le logiciel SCANeR Studio® 
(Oktal) a permis de modifier les algorithmes de pilotage de la plateforme et a permis aussi 
d’enregistrer les valeurs liées au comportement de la plateforme en vue de les analyser. 
Les scénarios 1, 2 et 6 sont développés dans ce manuscrit, en revanche les scénarios 3, 4 et 
5 ne sont pas présents dans ce manuscrit mais sont en cours de publication et sont soumis à 
des revue. 
5.1. Scénario*1*(Chicane)*
Le scénario 1 consiste à effectuer un évitement à droite puis à gauche. Ce scénario a pour 
objectif de mettre les algorithmes à contribution dans le pilotage de la plateforme et en 
particulier mettre en évidence leur capacité à restituer les accélérations latérales. La Fig. V-1 
illustre la manœuvre de chicane [APMK12a]. 
$
%





La Fig. V-2 illustre le scénario « Country Road » et le trajet associé [APM+11, 
APMK12b]. La partie gauche de la figure montre l’aspect du terrain et la partie droite montre 
en rouge le trajet suivi par les conducteurs. La Fig. V-3 compare l’effet de la commande sur 
l’IR (Illness Rating). On voit que la commande hybride a fortement diminué l'IR 
longitudinale (l’effet de contrôle en boucle fermée), non seulement après la manœuvre de 
freinage, mais aussi plus tôt dans le parcours (les valeurs IR ont atteint 3.7 pour l'algorithme 
classique où il a atteint 0.7 pour l'algorithme hybride). 
 
$
Fig.%V'2%:%Country scenario d’OKTAL SCANeR studio et trajet. 
 
Avant chaque essai, les participants ont eu un entraînement afin de se familiariser avec le 
simulateur pour réduire la probabilité d’une mauvaise évaluation. 
 
$




Ce scénario a pour objectif d’évaluer les accélérations longitudinales (tangage) et 
verticales. Pour ce faire, un profil de route sinusoïdal a été réalisé. Le Tableau V-1 donne les 
conditions d’ondulation du profil de la route qui ont été testées sur le simulateur de conduite 
dynamique. 









0.02 1 50 SAAM 
(dynamique) 
0.02 0.5 40 SAAM 
(dynamique) 
0.02 1 40 SAAM 
(dynamique) 
0.05 0.5 50 SAAM 
(dynamique) 
0.05 0.5 40 SAAM 
(dynamique) 










La Fig. V-4 montre la route utilisée pour le scénario testé. Le rayon de courbure des 
virages est 50 m et la longueur totale est de 200 m. Le Tableau V-2 résume les paramètres qui 







50$ 50$ 3.85$ SAAM$(dynamique)$
50$ 50$ 3.85$ SAAM$(statique)$
50$ 40$ 2.46$ SAAM$(dynamique)$
50$ 50$ 3.85$ ECO2$(statique)$
 
L'idée ici est d'évaluer l'accélération latérale maximale sur le mal du simulateur (avec deux 
accélérations différentes latérale maximale, avec et sans activation de la plate-forme). De 
plus, l’impact du champ visuel a été étudié en utilisant l'ECO2 et le simulateur SAAM en 
mode statique. 
$
Fig.%V'5%:%Comparaison IR latérale vestibulaire sue ECO2 et SAAM (statique) 
 
La Fig. V-5 montre que le mal du simulateur (IR) est plus faible dans le cas de conduite 
avec le simulateur SAAM. L’immersion visuelle étant plus importante dans le simulateur 





Les conducteurs sont amenés à se déplacer sur une route dont les virages représentent une 
sinusoïde. Cette configuration est importante pour les constructeurs automobiles car ils 
permettent d’évaluer la stabilité latérale du véhicule ainsi que la réactivité des conducteurs. La 
Fig. V-6 représente la vitesse du véhicule pendant la phase de conduite du scénario de 
braquage sinusoïdal. 
 
Fig.%V'6%:%Vitesse du véhicule scénario de braquage sinusoïdal 
 
La Fig. V-7 donne le trajet du véhicule en scénario du braquage sinusoïdal. On remarque 
l’aspect sinusoïdale du déplacement. 
 










































La Fig. V-8 donne la vitesse et le centre de gravité du véhicule (CG) XY trajectoire 
pendant l'expérience pour l’expérimentions d’effet engagement du sujet (voir chapitre 7). 
 
$
Fig.%V'8%:%La vitesse et le centre de gravité du véhicule (CG) XY trajectoire pendant 
l'expérience. 
 
Pour améliorer l'engagement du sujet , nous proposons un guide visuel. Le guide visuel est 
conçu pour diminuer le mal des transports du passager. Le but est de provoquer une rotation 
de la tête, conformément à la route. Le principe consiste à afficher une ligne sur la scène qui 
tourne en conformité avec l’inclinaison de la route. Le passager est invité à incliner la tête en 
fonction de la rotation de la ligne. 
La Fig. V-9 montre les mouvements de la ligne verte dans les séances d'entraînement. La 
barre verte peut tourner uniquement sur l'horizon avec un angle maximum de ± 0,2 rad (~ 
11,5 degrés). Le côté droit de la Fig. V-9 montre la rotation de la ligne lorsque le véhicule 
entre dans un virage à droite alors qu'il reste horizontal lorsque le véhicule roule en ligne 
droite, illustré sur le gauche de la figure. 
 
Fig.%V'9%:%Restitution (ligne verte) mouvements visuo-vestibulaire) 
5.6$Scénario$6$(Country$Road$pour$15$min)$
$ $ 81$
Avec ce guide visuel, nous créons un état où le passager est plus engagé. Notre hypothèse 
est que les passagers guidés ressentent un conflit inertio-vestibulaire plus faible que les 






Effet de la restitution inertielle 
6.1. Introduction*
Les indices sensoriels (visuel, auditif, tactile, inertiel, vestibulaire, neuromusculaire) jouent 
un rôle important dans la qualité de la perception en simulation de conduite [KEM03]. Les 
simulateurs de conduite visent à donner une sensation de conduite aussi réaliste que possible. 
Pour atteindre cet objectif, le simulateur de conduite doit renforcer l'immersion virtuelle du 
sujet. Pour cette raison, restituer les signaux inertiels sur simulateurs de conduite est essentiel 
pour acquérir un fonctionnement plus propre [Kol95]. En raison de l'espace de travail 
restreint, il n'est pas possible de représenter la dynamique du véhicule en permanence à 
l’échelle 1 sur la plate-forme mobile. Néanmoins, l'objectif le plus recherché est de minimiser 
l'écart des accélérations entre le visuel (modèle du véhicule) et la dynamique inertielle (plate-
forme mobile) [BSPB10]. 
L’objectif de cette étude est de proposer une méthode de mesure bimodale (objective et 
subjective) et en examinant leur corrélation nous pourrons évaluer le niveau de mal de 
simulateur des sujets lors d’une phase de conduite. 
Cette expérimentation vise à valider les hypothèses suivantes :  
Il existe une corrélation significative entre le niveau de mal du simulateur (mesure 
objective) et la perception de ce mal (mesure subjective) dans le cas des simulateurs statiques 
et dynamiques  
Il existe une différence de perception entre le simulateur statique et dynamique en terme de 
mal des transports 
L'approche proposée consiste à évaluer le mal des transports au niveau du conducteur. Afin 
de prendre en compte la dynamique vestibulaire (accélérations longitudinale, latérale et 




(cf. Chapitre III). Puis ces mesures d’accélérations de la tête ont été converties en «Note 
maladie».  Le même scénario de manœuvre de changement de voie à vitesse constante (60 
km/h) dans les mêmes conditions ont été conduits en statique puis en dynamique. Le scénario 
a été développé avec le logiciel SCANeRstudio 1.1 de la société OKTAL. 
6.2. L’approche*proposée*
La mesure des accélérations permet de calculer le coefficient  MSDV ainsi que l’indice IR 
(cf. Chapitre III). La Fig. VI-1 montre l'approche que nous avons utilisée pour permettre la 
corrélation (coefficient de corrélation de Pearson avec un intervalle de confiance de 95%) 
entre les données objectives et subjectives. Selon cette figure, nous avons évalué le degré de 








Le Tableau VI-1 ci-dessous regroupe les questions qui ont été posées à chacun des sujets à 















Tableau%VI'1%:%Questionnaire proposé aux sujets%
Pour chacune des questions, le sujet devait répondre avec une valeur comprise entre 1 et 
10, 1 représentant le niveau bas et 10 le niveau haut. 
6.3. Protocole*
La Fig. VI-2 illustre la vue de dessus de la trajectoire qui a été proposée lors de 
l'expérimentation. La position du circuit ainsi que l’espacement entre les cônes sont définis à 






Les sujets ont été invités à conduire sur cette chicane en mode statique et dynamique. 
Après chaque tentative, les sujets ont rempli le questionnaire d'évaluation subjective de la 
«perception due à la psychophysique». En même temps, au cours de chaque essai, les 
accélérations ont été enregistrées avec une période d'échantillonnage de 0.05 s. Chaque sujet a 
eu une phase d’apprentissage. Les tests ont été réalisées à une vitesse de conduite constante de 
Vx = 60 km / h et une durée qui varie de 37-50 secondes. Les questionnaires du mal du 
simulateur (SSQ)" [KLBL93], de cinétose (MSQ) [KFBL92] et les méthodes de biofeedback 
(BFM) [KMKL10] ont été proposés aux sujets et les coefficients MSDV [Gri96, ISO97] et IR 
calculés. Le Tableau VI-2 montre les paramètres qui ont été utilisés dans ces expériences pour 
les algorithmes de pilotage. 
 
Symbol% Longitudinal% Lateral% Roll% Pitch% Yaw%
2nd$order$LP$cut.off$
frequency$(Hz)$
$ $ 0.3$ 0.7$ $
2nd$order$LP$damping$
factor$
$ $ 0.3$ 0.7$ $
1st$$order$$LP$$time$
constant$(s)$
0.1$ 0.1$ $ $ 0.1$
2nd$order$HP$cut.off$
frequency$(Hz)$
0.5$ 0.5$ $ $ 2$
2nd$order$HP$
damping$factor$
1$ 1$ $ $ 1$
1st$order$HP$time$
constant$(s)$
2$ 2$ $ $ 2$
Tableau%VI'2%:%Paramètres d’algorithme classique 
 
La fréquence de coupure du filtre passe bas du second ordre, ainsi que le facteur 
d’amortissement servent à la coordination d'inclinaison (roulis et tangage). La constante de 
temps du filtre passe-bas du premier ordre illustre les retards pour les accélérations. La 
fréquence de coupure du filtre passe haut du second ordre, ainsi que le facteur 
d'amortissement interviennent pour l’apparition du mouvement de lacet et les accélérations 
longitudinale et latérale. La constante de temps du filtre du premier ordre passe haut pondère 




Vingt sujets, dix-huit hommes et deux femmes, avec une répartition par âge de 28.6 ± 5.97 
années et une distribution d'expérience de conduite de 9.4 ± 6.11 années ont participé aux 
expériences. Ils ont eu un entraînement de familiarisation sur le simulateur de conduite avant 
chaque session afin de vérifier s'il y avait une prédisposition en ce qui concerne le mal du 
simulateur, pour éviter les mauvaises réponses et les aider à évaluer le plus objectivement 
possible. 
6.5. L’analyse*des*données**
L’analyse en composante principale (PCA) est une technique statistique utilisée pour la 
réduction de la dimension et la représentation des ensembles de données 
multidimensionnelles représentées par une matrice X de dimension Nxp de N observations et 
p variables [HLP09]. Cette méthode transforme un jeu de données multi-variables corrélées 
entre elles dans un ensemble de données non corrélées. Avant l'analyse, les colonnes de X 
sont centrées si les variables ont des variances très hétérogènes. En plus de ce centrage, 
lorsque les variables sont mesurées avec des unités différentes, il est d'usage de normaliser 
chaque variable. Ceci est obtenu en divisant chaque variable par sa norme. Dans ce cas, 
l'analyse est appelée PCA corrélation. 
Pour un ensemble de données de dimension p, le procédé PCA applique une 
transformation orthogonale sur un sous-espace de dimension m (1 <m <p) défini par des axes 
orthogonaux appelés axes principaux le long desquels la variance des données est maximisée. 
Les axes principaux peuvent être donnés par les vecteurs propres principaux associés aux 
valeurs propres de la matrice de corrélation. Les valeurs des données le long de ces axes sont 
appelées composantes principales. En fait, un petit nombre de composantes principales 
permet de décrire plus que la variance de l'ensemble des données d'origine et sont donc 
utilisées comme des dispositifs pour remplacer la représentation des données d'origine. 
Comme les variables sont normalisées, elles peuvent être représentés par des vecteurs 
situés sur une sphère de dimension m, ce qui nous permet de projeter sur les deux premiers 
axes principaux. Ces projections sont des vecteurs dont les coordonnées sont les corrélations 
entre les variables avec les deux premières composantes principales. 
Ainsi, les variables seront positionnées à l'intérieur d'un cercle appelé cercle de corrélation 
qui est utile pour évaluer les affinités et les antagonismes entre les variables. Plus une variable 




deux premiers paramètres. Dans ce cas, si les variables sont proches les unes des autres, elles 
sont sensiblement en corrélation positive (r proche de 1), si elles sont orthogonales, elles ne 
sont pas corrélées (r proche de 0), si elles sont diamétralement opposées, elles sont en 
corrélation négative (r proche de -1). Quand une variable est proche du centre du cercle, elle 
est moins importante pour les deux premiers paramètres. 
Dans cette étude, la méthode PCA a été utilisée pour comparer la perception du mal des 
transports entre un fonctionnement du simulateur en statique et en dynamique. Par la suite, la 
perception de fidélité a été vérifiée à l'aide de la corrélation de Pearson entre les données 
objectives et les données subjectives. 
6.6. Résultats*et*discussion*
Chaque sujet a répondu à deux questionnaires, un pour l’expérimentation en statique et un 
pour l’expérimentation en dynamique. Grâce aux mesures des accélérations, nous avons 
calculé les valeurs de IR pour chaque expérimentation pour chaque sujet. De ces 
questionnaires et de ces valeurs de IR (cf. Tableau VI-4 et Tableau VI-5), nous avons 
construit une matrice qui a été utilisé pour l'analyse statistique PCA. Elle a été réalisée en 
utilisant le langage R [GIB+97]. Sur le côté droit de la Fig. VI-3, on voit que les deux 
premières valeurs propres de la matrice de corrélation correspondent respectivement à 63.42% 
et 13.38% de la variance. Sur le côté gauche de la Fig. VI-3 les données d'évaluation 
subjective ont été projetées sur le cercle des corrélations sur les deux premiers axes 
principaux associés respectivement aux composantes principales Comp1 (axe horizontal) et 
Comp2 (axe vertical). La plupart des variables originales projetées ont une bonne 
représentation sur le plan principal engendré par les deux premiers axes principaux. Il apparaît 
que les données subjectives sont corrélées positivement avec Comp1 pour le fonctionnement 
en mode dynamique et que ces données sont corrélées négativement avec Comp1 pour le 













 Inertie des valeurs propres 
Pourcentage de la 
variance(%) 
Comp1 15,22 63,42 
Comp2 3,21 13,38 
Comp3 2,54 10,58 
Comp4 1,29 5,38 
Comp5 0,9 3,75 
Comp6 0,48 2 
Comp7 0,23 0,96 
Comp8 0,096 0,53 




Variables$ IRx$ IRy$ IRz$ IRtot$
$q1STA$ 0.625$ 0.108$ .0.302$ 0.538$
$q2STA$ 0.453$ .0.145$ .0.211$ 0.385$
$q3STA$ 0.836% 0.213$ 0.367$ 0.855%
$q4STA$ 0.922% 0.006$ 0.602$ 0.970%
$q5STA$ 0.948% 0.175$ 0.363$ 0.958%
$q6STA$ 0.661$ 0.054$ .0.275$ 0.575$
$q7STA$ 0.135$ .0.012$ .0.561$ 0.029$
$q8STA$ .0.308$ 0.174$ .0.617$ .0.391$
$q9STA$ .0.335$ 0.300$ .0.681$ .0.424$
$q10STA$ 0.984% 0.187$ 0.134$ 0.953%
$q11STA$ 0.836% 0.213$ 0.367$ 0.855%
$q12STA$ 0.613$ 0.149$ 0.134$ 0.603$
$$$ $$ $$ %% %%
Les$valeurs$en$gras$correspondent$à$p2value$<$0.05$
Tableau VI-4 : Coefficient de Pearson (r) des données sub. et obj. en statique 
$
 
Variables$ IRx$ IRy$ IRz$ IRtot$
$q1DYN$ .0.291$ .0.262$ 0.112$ .0.292$
$q2DYN$ 0.496$ .0.250$ 0.694$ 0.498$
$q3DYN$ .0.283$ 0.902% .0.114$ .0.221$
$q4DYN$ 0.409$ .0.259$ 0.765% 0.416$
$q5DYN$ 0.730$ 0.118$ 0.906% 0.758%
$q6DYN$ 0.415$ 0.597$ 0.599$ 0.468$
$q7DYN$ 0.730$ 0.118$ 0.906% 0.758%
$q8DYN$ 0.415$ 0.597$ 0.599$ 0.468$
$q9DYN$ 0.415$ 0.597$ 0.599$ 0.468$
$q10DYN$ 0.730$ 0.118$ 0.906% 0.758%
$q11DYN$ 0.730$ 0.118$ 0.906% 0.758%
$q12DYN$ 0.415$ 0.597$ 0.599$ 0.468$
$$$ $$ $$ $$ $$
Les$valeurs$en$gras$correspondent$à$une$p2value$<$0.05$
$$
Tableau%VI'5%:%Coefficient de Pearson (r) des données sub. et obj. en dynamique 
 
Selon les critères de corrélation, nous pouvons dire que : 
• La question Q3 (sueur froide) est significativement corrélée avec la valeur de IRy en 
dynamique, alors qu'elle est significativement corrélée avec IRx et IRtot en statique. 
• La question Q4 (étourdissement) est significativement corrélée avec IRz en 
dynamique, alors qu'elle est significativement corrélée avec IRx et IRtot en statique.  
6.7$Conclusion$
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• La question Q5 (fatigue visuelle) est significativement corrélée avec IRz et IRtot en, 
alors qu’elle est en corrélation significative avec IRx et IRtot en statique. 
• La question Q7 (maux de tête) est significativement corrélée avec IRz et IRtot en 
dynamique alors qu’elle n’existe pas de corrélation en mode statique. 
• La question Q10 (ennui) est significativement corrélée avec la IRz et IRtot en 
dynamique, alors qu’elle est en corrélation significative avec IRx et IRtot en statique. 
• La question Q11 (fatigue) est significativement corrélée avec la IRx et IRtot en statique 
alors qu’elle est significativement corrélée avec IRz et IRtot en dynamique. 
6.7. Conclusion*
La méthode PCA montre qu'il y a une corrélation négative sur la composante principale 
(Comp1) entre le mode statique et le mode dynamique. Cela indique une contribution positive 
de la plate-forme en mode dynamique. En effet, la Fig. VI-3 montre que la corrélation est 
positive pour l’aspect dynamique (valeurs proche de 1, cercle unité) ce qui induit que le 
modèle physique et l’évaluation subjective (cognition) sont convergents. En revanche, la 
corrélation est négative pour l’aspect statique (valeurs proche de -1) ce qui induit que le 
modèle physique et l’évaluation subjective (cognition) sont divergents. 
Afin d'évaluer la fidélité de la perception, la corrélation de Pearson entre les données 
subjectives et objectives a été vérifiée. Avoir des sueurs froides (indicateur de la peur), 
étourdissements (désorientation), sensation de fatigue visuelle (maladie visuelle), ennui 
(situation psychophysiologique), fatigue (situation psychophysiologique) ont une corrélation 
positive avec IRx et IRtot en statique. Ces résultats montrent donc pour le cas statique que le 
principal facteur qui induit le malaise est dû à l’accélération longitudinale (composante x) de 
la tête (niveau vestibulaire). Alors que les accélérations latérale (composante y) et verticale 
(composante z) de la tête ne sont pas corrélées significativement dans la perception du mal du 
mouvement. La dynamique totale de la tête a été également significativement corrélée avec 
l'indicateur de la peur, le sentiment de désorientation, de la maladie visuelle et la situation 
psychophysique. 
Les sueurs froides sont significativement corrélées avec IRy pour le cas dynamique. Cela 
montre que la dynamique latérale de la tête est le principal élément qui a induit un sentiment 
de peur. Par ailleurs sentir des vertiges, sensation de fatigue oculaire, sensation de l'ennui et 




mode dynamique montrent que le principal facteur qui a provoqué la désorientation, les 
problèmes visuels et l’ennui sont liés à la dynamique verticale des sujets car la dynamique 
longitudinale et latérale de la tête n'ont pas eu un rôle important sur la perception de la 
maladie de mouvement. 
Cette étude montre de manière statistique l’apport de la dynamique dans la réduction du 
mal du simulateur. Elle permet aussi de classer les différents maux selon les axes longitudinal, 





Influence de l’engagement du sujet en 
conduite simulée 
7.1. Introduction*
La simulation de conduite a pour but de restituer la sensation de conduite à la façon d’une 
situation réelle. Pour une situation similaire, le conducteur doit réagir de la même façon que 
dans la réalité. Pour permettre ce comportement similaire, le simulateur de conduite doit 
assurer l’immersion virtuelle du sujet dans la situation de conduite. Le sujet doit ainsi 
percevoir le mouvement de son propre corps dans une scène virtuelle avec une voiture 
virtuelle comme s’il était dans une voiture réelle. Pour cette raison, la restitution de retours 
inertiels est importante. Le mal de simulateur est l’un des sujets importants de recherche dans 
le cadre de la simulation de conduite. D’une part, la restitution inertielle joue un rôle 
prépondérant pour garantir une fidélité du comportement du conducteur dans son simulateur. 
Les problématiques scientifiques et technologiques sont alors liées au mouvement de la 
plateforme dynamique en lien avec le mouvement simulé du véhicule et le retour 
d’informations visuelles données au sujet. D’autre part, la façon dont le sujet est engagé dans 
son expérience de conduite simulée peut jouer un rôle significatif dans le mal de simulateur 
perçu. 
Ce chapitre traite du mal du simulateur du point de vue du degré d’engagement du sujet en 
simulation de conduite avec une plateforme dynamique (utilisant les mêmes algorithmes de 
contrôle pour toute l’expérience). Des analyses sont faites en étudiant les effets 
d’accélérations latérales induites par les virages car ce sont ces configurations qui apportent le 






Le mal de simulateur dépend de beaucoup de facteurs au nombre desquels on trouve 
généralement les capacités et le contrôle de la plateforme de simulation. Mais le mal de 
simulateur dépend également de l’engagement du sujet dans la conduite.  
Dans un simulateur de conduite, comme dans une conduite réelle, le conducteur est plus 
engagé que le passager dans son véhicule. Autrement dit, le conducteur est comme dans une 
relation fusionnelle avec son véhicule pendant la conduite (comme si le véhicule était un 
prolongement de son propre corps). Le conducteur contrôlant son véhicule, il anticipe les 
mouvements de ce dernier et le perçoit comme une partie de son propre corps. Aussi, sa tête 
oscille avec les mouvements du véhicule dans les virages afin que le sujet perçoive mieux les 
accélérations en fonction des retours proprioceptifs de l’ensemble du système (corps du 
conducteur et du véhicule). Comparativement, le passager anticipe bien moins que le 
conducteur les mouvements du véhicule. Il est plus dépendant du mouvement du véhicule et 
son corps subit les accélérations du véhicule. Pour cette raison, le passager est supposé être 
plus malade que le conducteur durant la conduite. 
Si le sujet est engagé dans la conduite (en tant que conducteur), son mouvement de tête 
accompagne les mouvements de la voiture dans les virages. Le sujet penche la tête en fonction 
des virages. Ainsi, le sujet, de façon inconsciente, oriente sa tête en fonction de retours 




L’objectif de ce chapitre est d’étudier l’influence de l’engagement du sujet dans la 
conduite sur son mal de simulateur. Plusieurs verrous scientifiques doivent être adressés dans 
ce cadre : 
7.2$Approche$proposée$
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• Proposition d’un protocole expérimental 
• Proposition de différentes conditions en terme d’engagement du sujet dans la 
conduite 
• Mesures du mal de simulateur 
7.2.2. Guide*visuel*pour*le*passager*
Afin d’améliorer l’engagement du sujet passager dans la conduite, un guide visuel est 
proposé pour le passager. Le guide visuel est conçu pour diminuer le mal de simulateur du 
passager. L’objectif est d’induire une rotation de la tête en fonction des virages de la route. Le 
sujet devrait être plus en accord avec le véhicule en terme de mouvements. Le principe est 
d’afficher une ligne dans la scène qui effectue une rotation en accord avec les virages de la 
route (mouvement latéral du véhicule induit par le virage). Lors de l’expérience, on demande 
au passager de tourner la tête en fonction de la rotation du guide visuel. La Fig. VII-2 montre 
les mouvements de la ligne verte au cours d’une session de conduite. Le guide visuel effectue 
des rotations sur l’horizon avec un angle de roulis de ± 0.2 rad (~ 11.5 degrés). La partie 
gauche de la figure montre la ligne en position horizontale dans une ligne droite. La partie 





Avec le guide visuel, nous créons une situation où le passager est plus engagé dans la 
conduite. Notre hypothèse est que le passager guidé subit un conflit visuo-vestibulaire plus 
bas que le passager non guidé. Ainsi, le passager non guidé est supposé être plus malade que 
le passager guidé. 
7.2.3. Evaluation*du*mal*du*simulateur*
L’évaluation objective du mal de simulateur n’est pas aisée. Selon la littérature, cette 




situations de conduite faisant souvent l’objet de vibrations induites, la méthode de dose de 
valeur de vibrations (VDV) a été choisie. Cette méthode est également indiquée pour la 
restitution cumulative dans le temps de mesures de vibrations ; le mal de simulateur étant très 
sensible à l’accumulation temporelle. La mesure cumulative des vibrations permet de 
comparer les niveaux de vibrations cumulés au niveau de la plateforme (inertie) par rapport à 
ceux au niveau de la tête (vestibulaire) [Gri96]. Le calcul de VDV est basé sur l’accélération 
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L’accélération sensedya ,  est mesurée au niveau de l’oreille droite du sujet grâce à un capteur 
accéléromètre pour le même scénario de conduite avec le même algorithme de contrôle de la 
plateforme dynamique. En accord avec la norme ISO 2631-1, les valeurs d’accélération RMS 
pour chaque axe sont définies pour refléter l’exposition du corps humain aux vibrations selon 
des critères de santé. Les coefficients sont décrits dans la norme sur la base des fréquences et 
directions de vibrations exposées au corps. Les coefficients ωk = 0.426 (axe céphalocaudal) et 
ωd = 0.067 (axes antéroposterieur et médiolatéral) sont utilisés pour obtenir des pondérations 
sur chacun des axes. Dans les équations (3) et (4), T est le temps d’exposition aux vibrations 
(durée d’une session de conduite dans notre expérience). Pour l’évaluation des effets sur la 
santé, le coefficient ky=1.4 a été choisi. La valeur VDVy a été calculée au  niveau  vestibulaire  
en utilisant l’accélération latérale “ay”  au niveau vestibulaire [AAL+07, Gri04, Ben88, 
ISO97, APMK12b]. L’équation du calcul de VDV est à la puissance 4 des termes RMS de 
l’accélération latérale en fonction du temps. Cette méthode est connue comme la méthode de 
la racine quatrième moyennée. Cette technique d’évaluation est ainsi sensible aux pics 
d’accélération [Gri96] . 
 





































L’approche proposée est de comparer les conflits visuo-vestibulaires pour trois conditions 
expérimentales d’engagement du sujet comme conducteur, passager et passager guidé. Une 
mesure d’accélération au niveau de la plateforme dynamique permet de déterminer une valeur 
de dose de vibrations au niveau de la plateforme qui servira de référentiel pour nos 
comparaisons. Une mesure de l’accélération latérale au niveau de l’oreille interne décrira la 
valeur de dose de vibrations pour chacune des trois conditions expérimentales. Cette approche 
permet de considérer que des valeurs de dose de vibrations au niveau de l’oreille interne 
proches de celles au niveau de la plateforme seront le signe de conflit visuo-vestibulaire faible 
[Oma82, Kol95]. De façon inverse, si les valeurs sont divergentes, le mal de simulateur sera 
important.  
Selon la problématique scientifique exposée, les questions de recherche relatives à 
l’engagement du sujet dans la conduite sont les suivantes : 
• Est il possible de restituer une évaluation de mal de simulateur avec une mesure 
objective ? 




Trois conditions expérimentales ont été menées pour les mêmes sujets (N=16) sur un 
scénario spécifique sur simulateur temps réel. On a demandé aux sujets de conduire selon un 
scénario spécifique sur simulateur et de prendre la place en tant que conducteur, passager et 
passager guidé. Le scénario « country road » a été utilisé dans le cadre de cette expérience. La 
Fig. VII-3 décrit la trajectoire selon le plan de masse (XY) et les profils de vitesse du véhicule 
durant les phases expérimentales. L’ensemble de l’expérience a été réalisée avec une vitesse 






L’expérience consiste à comparer les valeurs de VDV extraites à partir des accélérations 
latérales sous trois conditions : conducteur, passager et passager guidé. Ces valeurs sont 
comparées à une valeur VDV de référence calculée à partir de l’accélération de la plateforme. 
Nos hypothèses sont les suivantes : 
• Le passager est plus malade que le conducteur 
• Le passager est plus malade que le passager guidé. 
7.3.2. Mesures*
Ici, les niveaux d’accélérations inertiels se réfèrent aux valeurs d’accélérations mesurées 
sur la plateforme dynamique qui bouge dans l’espace de travail du simulateur de conduite. 
Les niveaux d’accélération vestibulaires représentent les accélérations de la tête du sujet 
(oreille interne plus précisément). Ces accélérations vestibulaires sont mesurées grâce à un 
accéléromètre attaché à un casque (Fig. VII-4) [AMP+13]. Le capteur XSens a été mis en 
œuvre dans ce but (cf. Chapitre III). Ce capteur est capable de mesurer les données telles que 
les angles et accélérations de rotation selon les 3 axes de rotation d’un repère cartésien ainsi 
que les accélérations longitudinales selon les 3 axes du repère. Les données sont calibrées à 
l’aide de quaternion d’orientation. La fréquence d’échantillonnage de l’enregistrement des 
données est de 20 Hz. Pour le calibrage des données d’acquisition, une remise à zéro 
d’alignement a été choisie qui combine simplement l’objet et le « heading reset » au même 
instant. Cela permet d’aligner tout le système de coordonnées par une simple action 








L’accélération ay,sensed  représente les mesures au niveau de l’oreille du sujet selon le 
principe de superposition. Les données au niveau du véhicule (enregistrées par le logiciel 
SCANeRstudio) peuvent être séparées en données de contrôle (angle volant, pédale 
d’accélération, pédale de frein…), mouvement de la plateforme (accélérations longitudinales 
et de rotation), données du véhicule (dynamique, moteur…), analyse fréquentielle du 
mouvement de la plateforme et du véhicule (en utilisant une décomposition en transformation 
rapide de Fourier [AMP+13]. 
7.3.3. Panel*de*sujets*
L’expérience a été réalisée pour analyser l’effet de l’engagement du sujet (sous les 3 
conditions conducteur, passager et passager guidé) avec le même algorithme de mouvement 
de plateforme. 16 sujets (N=16, 13 hommes et 3 femmes) âgés (moyenne=31.2 and, SD=7.9 
ans) et possédant une certaine expérience de conduite (moyenne=12.6 ans, SD=7.3 ans) (SD : 





Le Tableau VII-1 met en évidence les résultats d'auto-évaluation (questionnaire SSQ cf. 
Chapitre II) pour les nausées, les étourdissements, la fatigue et l'anxiété à l'aide d'un test t 
bilatéral avec un intervalle de confiance de 95%. Il n'y a pas de différences significatives 
entre les passagers non guidés et les conducteurs, entre les passagers guidés et les conducteurs 
et entre les passagers non guidées et guidés car toutes les p-value sont supérieures à zéro (16 
sujets, N = 16). 
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±2.017% ±1.212% ±1.335% ±2.645% ±1.807% ±1.151% ±1.464%















Moy$ 2.000$ 2.267$ 1.833$ 2.267$ 2.917$ 2.533$ 1.667$ 2.000$
Ecart%
type$ ±2.558$ ±2.017$ ±1.030$ ±1.335$ ±1.881$ ±1.807$ ±1.073$ ±1.464$



























Moy% 1.714$ 2.000$ 1.893$ 1.833$ 4.071$ 2.917$ 1.643$ 1.667$
Ecart%
type%
±1.326$ ±2.558$ ±1.212$ ±1.030$ ±2.645$ ±1.881$ ±1.151$ ±1.073$
Valeurs%p%de%test%t%bilatéral$ p=0.727>0.05$ p=0.892>0.05$ p=0.195>0.05$ p=0.957>0.05$






L’influence de l’engagement du sujet dans la conduite sur son exposition aux vibrations 
(indicateur de mal du simulateur) a été étudiée. Les mesures d’accélérations latérales ont été 
collectées au niveau du système vestibulaire du sujet (en utilisant un capteur de mouvement) 
et de la plateforme dynamique (en utilisant les données du logiciel de contrôle de la 
plateforme). 
Les tests de Friedman avec un intervalle de confiance de 95% ont été mis en œuvre pour 
comparer les différences entre les valeurs VDV des accélérations vestibulaires (VDVy_vest) 
avec les valeurs VDV des accélérations de la plateforme (VDVy_plat). Les tests de Mann-
Whitney U avec un intervalle de confiance de 95% ont été utilisés pour comparer les 
différences entre les valeurs VDV des accélérations vestibulaires des sujets conducteur avec 
les valeurs VDV des accélérations vestibulaires des sujets passager non guidé ainsi que pour 
comparer les différences entre les valeurs VDV des accélérations vestibulaires des sujets 
passager guidé avec les valeurs VDV des accélérations vestibulaires des sujets passager non 
guidé.  
Le logiciel d’analyse statistique XLSTAT a été utilisé pour les analyses. 
 
7.5.2. Résultats*et*discussions*
La Fig. VII-5 représente la moyenne des angles de roulis mesurés au cours des phases de 
conduite pour le passager non guidé (courbe en violet) et sa comparaison avec la plate-forme 
hexapode (courbe en bleu), le véhicule (courbe en rouge) et l’orientation de la courbe de 
guidage (courbe verte). Selon la Fig. VII-5, nous pouvons voir que le niveau du roulis de la 
tête du passager non guidé (mesures de niveau vestibulaire) passe à 14 degrés (virage à 
gauche à 100. secondes) à -32 degrés (virage à droite à 300 secondes). Ce qui signifie un 
changement brusque de la position de la tête due aux virages. Il en est de même à de 280 et 







La Fig. VII-6 représente la moyenne des angles de roulis mesurés au cours des phases de 
conduite pour le passager guidé (courbe en violet) et sa comparaison avec la plate-forme 
hexapode (courbe en bleu), le véhicule (courbe en rouge) et l’orientation de la courbe de 
guidage (courbe verte). Selon la Fig. VII-6, on voit que le niveau des angles de roulis de la 
tête du passager guidé changent jusqu’à 20 degrés (virage à gauche à 100. secondes) et 
jusqu’à -32 degrés (virage à droite à 480 secondes). En dehors de ces pics, la courbe 
représentant le roulis de la tête du passager guidé est plus réaliste par rapport à la 































platform! vehicle! greenline! vestibular_guided!passengers!
7.5$Etudes$expérimentales$
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La$Fig. VII-7$montre la moyenne des angles de roulis mesurés au cours des phases de 
conduite pour le conducteur (en courbe mauve) et sa comparaison avec la plate-forme 
hexapode (en courbe bleue), véhicule (courbe rouge) l’orientation de la courbe de guidage 
(courbe verte). Selon la Fig. VII-7,$on voit que le niveau de roulis de la tête du conducteur 
(mesures de niveau vestibulaires) passe de -31 degrés (virage à droite à 300 secondes) à 18 
degrés (effet de contrecoup 305 secondes). Même si il y a un changement à 305 secondes, en 
dehors de cela; le conducteur réagit avec une plus grande coordination. Sa tête oscille dans la 
gamme de -10 et -15 degrés. (voir le trajet$Fig. VII-3). 
$
Fig.%VII'7%:%Angles!de!roulis!pour!un!conducteur 
Le Tableau VII-2 montre les statistiques générales telles que les valeurs minimales, 
maximales, moyenne et écart-type (SD) d'angles de roulis (en degrés) du conducteur, du 
passager guidé et du passager non-guidé. Il illustre également les valeurs minimum, 
maximum, moyenne et écart-type (SD) de l'angle de roulis (plate-forme de mouvement angle 
de roulis en degrés) de la plate-forme de mouvement hexapode. Grâce au Tableau VII-2, les 
angles de roulis en degré peuvent être ordonnés -10,270 ± 6.828, -10,823 ± 3.895 et -8,701 ± 
4.385 pour les passagers guidés, des passagers non guidées et des conducteurs. L'angle de 
roulis pour la plate-forme hexapode est de -1.119 ± 2.938 °. 
 
Variable% Minimum% Maximum% Moyenne±SD%
Angle$de$roulis$passagers$guidés$(°)$ .35.579$ 19.834$ .10.270±6.828$
Angles$de$roulis$pour$les$passagers$non2guidés$(°)$ .32.031$ 13.960$ .10.823±3.895$
Angles$de$roulis$pour$les$conducteurs$(°)$ .31.453$ 18.538$ .8.701±4.385$
Angles$de$$roulis$pour$la$plateforme$(°)$ .12.136$ 8.414$ .1.119±2.938$



















Fig.%VII'8%:%Angles de roulis et écart type 
La$Fig. VII-8$illustre la mesure d'angle de roulis au niveau vestibulaire et au niveau de la 
plate-forme lors des phases de conduite. En raison de ce chiffre et le test bilatéral de 
Friedman, nous pouvons voir que les angles de roulis pour les passagers guidés, les passagers 
non guidés et les conducteurs sont significativement plus élevés que l'angle de roulis de la 
plate-forme de mouvement respectivement Q(16), p <0,0001, diff = 1.797> 0.0854, Q(16), p 










plateforme!(°)! 1.797$ 1.986$ 1.493$
Angles!de!roulis!pour!
les!passagers!non!
guidés! .0,189$ 0$ .0,493$
!
Critical$difference:$0.0854$









Angles! de! roulis! de! la!
plateforme!(°)% <%0.0001$ <%0.0001% <%0.0001%
Angles!de! roulis!pour! les!
passagers!non!guidés! <%0.0001% 1% <%0.0001%
Bonferroni$corrected$significance$level:$0.0083$















D'après les Tableau VII-3 et Tableau VII-4, on peut résumer que l'angle de roulis pour les 
passagers non guidés est significativement plus élevé que pour les passagers guidés et les 
conducteurs respectivement Q (16), p <0,0001, diff (en valeur absolue) = | - 0,189 |> 0,0854 
et Q (16), p <0,0001, diff (en valeur absolue) = | -0,493 |> 0.0854. 
 
































Tableau%VII'5%:%Comparaison des accélérations vestibulaires latérales %
La Tableau VII-5 et Fig. VII-9 résument les différences d’engagement en simulation de 




accélération latérale de la tête que les conducteurs (t (16), p = 0,0000 <0,05). En revanche, les 
passagers guidés et les conducteurs qui sont soumis au même scénario de conduite n'a révélé 
aucune différence significative en termes d’accélération vestibulaire latérale (t(16), 
p=0,2833> 0,05). Cela nous montre que la présence des passagers guidés est augmentée et 
s’approche de celle des conducteurs. 
La Fig. VII-10 montre les moyennes cumulées pendant le temps d’exposition des valeurs 
VDV des accélérations vestibulaires (pour les sujets) et de la plateforme en fonction des 
conditions d’engagement du sujet. On voit que les réponses dynamiques pour les conducteurs 
et les passagers guidés convergent vers la réponse de la plateforme alors que la réponse 
dynamique pour les passagers non guidés a un écart important avec la réponse dynamique de 




Le Tableau VII-6 donne les statistiques générales sur les valeurs VDV comme les valeurs 
minimales, maximales, déviations standards pour les sujets conducteurs, passagers guidés et 
passagers non-guidés ainsi que pour la plateforme. Selon ce tableau, les valeurs VDV en 
m/s1.75 peuvent être ordonnées par les valeurs : 3.612±1.077, 2.065±0.489 et 3.175±0.852 
pour les passagers guidés, passagers non guidés et conducteurs. Les valeurs VDV pour la 
plateforme sont dans les valeurs suivantes : 3.697±0.931 m/s1.75. Les valeurs montrent bien 
que les valeurs VDV des conducteurs et passagers guidés convergent vers les valeurs de la 
7.5$Etudes$expérimentales$
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plateforme alors que le conflit visuo-vestibulaire est plus important pour les passagers non-
guidés. 
 
Variable% Minimum% Maximum% Mean±SD%
Passengers$ with$
guiding$VDVy_vest!!
(m/s1.75)$ 0.000$ 4.855$ 3.612±1.077$
Passengers$ without$
guiding$ VDVy_vest!
(m/s1.75)$ 0.000$ 2.587$ 2.065±0.489$
Drivers$ VDVy_vest!
(m/s1.75)$ 0.000$ 4.074$ 3.175±0.852$
Platform$ VDVy_plat$






La Fig. VII-11 illustre les mesures moyennes VDV des accélérations latérales pour les 
sujets et la plateforme durant l’expérience. Les tests U de Mann-Whitney confirment nos deux 
hypothèses. En effet, les tests statistiques montrent que les valeurs VDV sont proches pour les 
























valeurs VDV concernant les sujets conducteurs et les sujets passagers d’une part et les sujets 
























Le test de Friedman pour les accélérations latérales VDV montre qu’il n’y a pas de 
différence significative entre les passagers guidés et la plateforme (Q(16), p=0.220>0.0083, 
diff=0.314<0.6745). Il existe par contre une différence significative entre les passagers non 
guidés et la plateforme (Q (16), p<0.0001, diff=2.451>0.6745) voir les Tableau VII-7 et 
Tableau VII-8. 
7.6. Conclusion*et*perspectives*
L’influence du niveau d’engagement du sujet dans la conduite (conducteur, passager, 
passager guidé) sur l’exposition aux vibrations au niveau de la tête (système vestibulaire) a 
été analysée au regard du mouvement inertiel de la plateforme dynamique.  
Le mouvement de la plateforme du simulateur dynamique et les valeurs VDV au niveau de 
la tête convergent pour le conducteur comparé au passager. Il existe une différence 
significative entre le conducteur et le passager (U (16) =2286.500>1300.500, p<0.0001). Les 
niveaux de vibrations sont plus proches de la plateforme pour le passager guidé que le 
passager non guidé également  (U (16) =2355.500>1300.500, p<0.0001). 
Après avoir complété le test de Friedman pour les valeurs de VDV, aucune différence 
significative n’a été trouvée entre le passager guidé et la plateforme (Q(16), p=0.220>0.0083, 
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diff=0.314<0.6745). C’est un indicateur important de la corrélation entre les dynamiques au 
niveau de la tête et de la plateforme. Cela induit également un relativement faible conflit 
visuo-vestibulaire. Cependant, il est constaté une différence significative entre le passager non 
guidé et la plateforme en terme de VDVy (Q (16), p<0.0001, diff=2.451>0.6745). La 
différence entre le conducteur et la plateforme reste faible mais significative (Q (16), 
p<0.0001, diff=1.471>0.6745).  
Ces données montrent que l’engagement du sujet dans la conduite a une influence 
significative sur son mal de simulateur.  
Les travaux futurs envisagés concernent l’intégration de guide multi-sensoriel (en 
particulier haptique) pour améliorer l’engagement du passager dans la conduite. Il serait 
également intéressant d’évaluer le système de guidage en situation de conduite réelle (en 







Influence du contrôle de la plateforme  
8.1. Introduction*
Cette étude a pour objectif de comparer le fonctionnement des algorithmes de pilotage de 
la plateforme en mode boucle ouverte ou boucle fermée. Ainsi, l’algorithme MRAC et 
l’algorithme LQR seront comparés à l’algorithme de pilotage classique. 
8.2. Conditions*expérimentales*
Les conditions expérimentales mises en œuvre dans ces deux tests consistent à analyser le 
comportement du conducteur lors du franchissement d’une chicane. La Fig. VIII-1 montre la 
trajectoire de type chicane que nous avons utilisée dans ce protocole expérimental. La vitesse 
du véhicule au cours des expériences a été choisie constante et égale à 60 km/h. Le même 
scénario a été utilisé avec l’algorithme classique, l’algorithme MRAC et l’algorithme LQR 
(définis dans les chapitres précédents) afin de comparer les interactions biomécaniques des 
participants avec la plateforme. 
La mesure de la dynamique au niveau vestibulaire des participants sera réalisée grâce au 
capteur Xsens (implémentation identique aux expérimentations précédentes). La mesure de la 
dynamique au niveau du véhicule provient du logiciel de pilotage de la plateforme (logiciel 
SCANeR Studio de la société Oktal). La mesure par électromyographie sera aussi mise en 
œuvre pour cette étude ; cette mesure permet d’avoir des informations objectives sur le stress 











Vingt-six participants en bonne santé ont participé aux expériences (4 femmes, 22 
hommes) avec un âge moyen de 28.85 ± 5.8 ans et un permis de conduire de maintien avec 
une expérience moyenne de 9.73 ± 6.58 années. 
8.3.2. L‘analyse*des*données*
Le taux d'échantillonnage pour l'enregistrement des données du capteur est fixé à 20 Hz. 
Pour la calibration des données d’acquisition, l'alignement des axes a été choisi de telle sorte 
qu’il soit simple à mettre en œuvre. Ceci a pour avantage de synchroniser l’ensemble des 
systèmes de mesure en un seul clic. 
Pour cette étude, nous avons choisi d’utiliser le paramètre EMG RMS (root mean square: 
qui est le produit de la dynamique longitudinale, latérale et verticale liée à la puissance 
dissipée). Ce paramètre est exprimé en V2/Hz dans le domaine temporel, afin d'étudier leurs 
associations avec RVT (roll velocity perception thresold – en °/s, indicateur de conflit 
sensoriel en dynamique). 
Pour le calibrage de l'électromyographie, un gain de 1000 a été utilisé. La Fig. VIII-2 
illustre l'acquisition de données au cours des expériences, les activités électriques des muscles 
ont été enregistrées par un procédé non invasif EMG de surface à travers deux canaux 






Les électrodes cerclées en noir dans la Fig. VIII-2 sont connectées au muscle fléchisseur 
radial du carpe et les électrodes cerclées en rouge sont reliées au muscle long supinateur. 
Nous avons mesuré et enregistré les variations d'activités électriques de ces deux muscles. 
8.3.3. Résultats*et*discussion*
La Fig. VIII-3 correspond aux angles des roues appliqués par le conducteur lors du 
franchissement de la chicane en vue de l'analyse EMG-RMS. La Fig. VIII-4 représente une 
mesure en temps réel de l'EMG RMS pour un des vingt-six sujets qui a participé aux 































L’analyse des figures montre qu’à l’approche de 5 secondes le sujet arrive au premier 
virage à droite de la chicane. La Fig. VIII-4 quant à elle montre que l’énergie dissipée est plus 
faible avec l’algorithme MRAC qu’avec l’algorithme classique. 
Entre 8 et 11 secondes, l’algorithme classique montre des caractéristiques de survirage lors 
de l'alignement du véhicule après le premier virage. De ce fait, la puissance EMG RMS du 
muscle du bras augmente à la suite de ce survirage. La région de 17 à 24 s. correspond  à la 
ligne droite avant le dernier virage de sortie de la chicane. A environ 17 s., la vitesse 
vestibulaire montre un déplacement en contradiction avec la dynamique du véhicule (cf. Fig. 
VIII-3). Il augmente dans la direction opposée (virage à gauche) pendant que le véhicule 
tourne à droite (survirage au virage à droite). De même à environ 22 s., la vitesse vestibulaire 
montre un mouvement contradictoire avec la dynamique du véhicule. Il augmente dans la 
direction opposée (à gauche), tandis que le véhicule tourne à gauche (survirage au virage à 
gauche). Cependant, cette incidence de survirage n'a pas d’influence sur le signal vestibulaire 
(cf.Fig. VIII-5). Cela prouve également que le conflit neuromusculaire/dynamique du 





On peut constater que l'écart entre la puissance EMG RMS et la vitesse de déploiement au 
niveau vestibulaire a été réduit en utilisant l’algorithme MRAC. Cela prouve aussi moins de 
signaux contradictoires sur le muscle du bras et le système vestibulaire, en d'autres termes 
moins de perte d'adhérence du véhicule ou de plus d'agilité du conducteur dans les 
dynamiques latérales. 
 
Le Tableau VIII-1 résume la corrélation entre la puissance musculaire dissipée par le bras 
(muscle fléchisseur radial du carpe) avec et le déplacement latéral du centre de gravité (CG) 
du véhicule avec l’algorithme classique d’une part et la vitesse de roulis au niveau de la tête 
avec le déplacement latéral du CG du véhicule d’autre part avec l’algorithme classique. 
D'après le tableau, on voit qu'il y a une corrélation significative entre la vitesse de roulis du 
véhicule vestibulaire et le déplacement latéral du CG du véhicule sauf pour le sujet 1 et 13. 
Par ailleurs, seul le sujet 6 a donné une corrélation positive entre la vitesse de roulis niveau 
vestibulaire et la puissance du muscle du bras. En dehors de ce sujet, tous les sujets ont 
montré une corrélation négative ce qui représente en fait une augmentation du niveau de 
conflit visuo-vestibulaire. On peut conclure qu'il y a des corrélations significatives entre la 
puissance musculaire des bras et les déplacements latéraux du CG pour les treize sujets ayant 
subi les tests avec l’algorithme classique. Par ailleurs, une corrélation négative entre la 
puissance des muscles du bras et les déplacements latéraux du CG est présente pour les sujets 
1,3,7,8 et 13 pour l'algorithme classique, tandis qu'une corrélation positive a été obtenue pour 

















% r! p!! r!! p!
Subject$1$$ .0.0252$ 0.6025$ .0.7730$ 0.0000***$
Subject$2$$ .0.5375$ 0.0000***$ 0.4004$ 0.0000***$
Subject$3$$ .0.5815$ 0.0000***$ .0.1068$ 0.0244*$
Subject$4$$ .0.2872$ 0.0000***$ 0.1714$ 0.0003***$
Subject$5$$ .0.6761$ 0.0000***$ 0.5870$ 0.0000***$
Subject$6$$ $0.3348$ 0.0000***$ 0.4380$ 0.0000***$
Subject$7$$ .0.4486$ 0.0000***$ .0.2023$ 0.0000***$
Subject$8$$ .0.3638$ 0.0000***$ .0.1652$ 0.0007***$
Subject$9$$ .0.1770$ 0.0003***$ 0.1994$ 0.0000***$
Subject$10$$ .0.6624$ 0.0000***$ 0.1413$ 0.0051**$
Subject$11$$ .0.6265$ 0.0000***$ 0.1931$ 0.0001***$
Subject$12$$ .0.7544$ 0.0000***$ 0.2197$ 0.0000***$
Subject$13$$ .0.0691$ 0.1448$ .0.1083$ 0.0220*$
















% r! p!! r!! p!
Sujet$1$$ .0.2241$ 0.0000***$ 0.3925$ 0.0000***$
Sujet$2$$ .0.6283$ 0.0000***$ 0.3586$ 0.0000***$
Sujet$3$$ 0.4826$ 0.0000***$ 0.0896$ 0.0618$
Sujet$4$$ .0.5073$ 0.0000***$ .0.3667$ 0.0000***$
Sujet$5$$ .0.4519$ 0.0000***$ 0.0969$ 0.0182*$
Sujet$6$$ 0.1222$ 0.0155*$ 0.4443$ 0.0000***$
Sujet$7$$ .0.1934$ 0.0001***$ 0.1651$ 0.0008***$
Sujet$8$$ 0.0368$ 0.4506$ 0.1650$ 0.0007***$
Sujet$9$$ .0.1310$ 0.0063**$ 0.0667$ 0.1658$
Sujet$10$$ .0.5408$ 0.0000***$ 0.1386$ 0.0064**$
Sujet$11$$ .0.1222$ 0.0198*$ 0.0036$ 0.9456$
Sujet$12$$ .0.6599$ 0.0000***$ 0.3367$ 0.0000***$
Sujet$13$$ .0.4904$ 0.0000***$ 0.3724$ 0.0000***$
% $ $ $ $
Tableau%VIII'2%:%Interactions%dynamique%vestibulaire/muscle%du%bras%–%algorithme%MRAC%
 
Le Tableau VIII-2 donne la corrélation entre la puissance musculaire dissipée par le bras 
(muscle fléchisseur radial du carpe) avec le déplacement latéral du CG et la vitesse du roulis 
au niveau de la tête avec le déplacement latéral du CG pour l’algorithme MRAC. D'après ce 
tableau, on peut voir qu'il existe une corrélation significative entre la vitesse de roulis au 
niveau vestibulaire et le déplacement latéral du CG, sauf pour le sujet 8. Par ailleurs, les sujets 
3, 6 et 8 ont obtenu une corrélation positive entre la vitesse de roulis au niveau vestibulaire et 
la puissance dissipée par les muscles du bras. Les autres sujets ont obtenu une corrélation 
négative. 
Toujours selon le Tableau VIII-2, on peut conclure qu'il existe des corrélations 
significatives entre les puissances musculaires des bras et les déplacements latéraux du CG en 
dehors des sujets 3, 9 et 11 avec l’algorithme MRAC. Une corrélation négative entre la 
puissance dissipée par les muscles du bras et les déplacements latéraux du CG a été obtenue 
seulement pour le sujet 4, tandis qu'une corrélation positive a été obtenue pour les autres 




avec une tendance à perdre de contrôle, en ne prenant en compte que la corrélation entre la 




D'après le Tableau VIII-1, le Tableau VIII-2 et la Fig. VIII-5, on voit que la perte 
d'adhérence du véhicule provoque un conflit visuo-vestibulaire (si la corrélation de la vitesse 
de roulis du centre CG avec le déplacement latéral est négative) mais un conflit visuo-
vestibulaire n'est pas toujours suivie d'une perte d’adhérence (si la corrélation de l'EMG RMS 







La Fig. VIII-6 résume nos conclusions sur les relations multi-sensorielles (vestibulaires, 











Sujet!1!! 3.2166x104% 1.6569x104% 48.4% %de%réduction%
Sujet!2!! 1.5717x104% 1.4588x104% 7.1% %de%réduction%
Sujet!3!! 2.1987x104% 1.7697x104% 19.5% %de%réduction%
Sujet!4!! 1.6291x104% 1.5022x104% 7.8% %de%réduction%
Sujet!5!! 1.3508x104% 1.2317x104% 8.8% %de%réduction%
Sujet$6$$ 1.0828x104$ 1.3160x104$ 21.5$%$d’augmentation$
Sujet$7$$ 1.3432x104$ 1.3630x104$ 1.4$%$d’augmentation$
Sujet$8$$ 1.4279x104$ 1.4479x104$ 1.4$%$d’augmentation$
Sujet$9$$ 1.3804x104$ 1.5422x104$ 11.7$%$d’augmentation$
Sujet!10!! 1.2864x104% 1.2560x104% 2.36% %de%réduction%
Sujet!11!! 1.4529x104% 1.1474x104% 21% %de%réduction%
Sujet!12!! 1.2642x104% 1.1966x104% 5.35% %de%réduction%
Sujet!13!! 1.7150x104% 1.5708x104% 8.4% %de%réduction%
Tableau%VIII'3%:%Zone%de%déplacement%latéral%pour%les%deux%algorithmes$
 
Le Tableau VIII-3 illustre la zone de déplacement latéral (équation (70) en ms) 
[eCDicaoN, MAT09a, MAT09b] (voir Fig. VIII-7) dans le cadre du déplacement latéral du 








Selon le Tableau VIII-3, on peut résumer qu'en dehors des sujets 6, 7, 8 et 9 la perte 
d'adhérence a diminué. En revanche pour les autres sujets, le niveau de contrôle du véhicule 
des conducteurs a augmenté avec l’utilisation de l’algorithme MRAC. 
 
8.3.4. Interaction*vestibulaire*et*neuromusculaire**
Après avoir terminé l'évaluation des données individu par individu, nous allons procéder à 
l'analyse globale des données pour chaque algorithme. 
L'analyse globale des données a été effectuée en utilisant une analyse ANOVA à deux 
voies (analyse de la variance) et d’une corrélation de Pearson avec un alpha de 0.05. Afin de 
réaliser l'analyse statistique, nous avons pris : 
• La vitesse de roulis au niveau vestibulaire, 
• L'EMG RMS 
Double sens ANOVA (Two-way ANOVA) 
L'étude ANOVA pour l'algorithme classique montre qu'il n'y a aucune preuve d'un effet 
d'interaction significatif (F = 3.74, p = 0.085). Nous pouvons donc conclure qu'il n’existe pas 
d’interaction entre la puissance moyenne EMG RMS et le seuil de vitesse de roulis. Le test 
pour le seuil de perception de la vitesse vestibulaire de roulis (F = 45.17, p <0.0001) montre 
un effet de seuil de perception de vitesse de roulis significatif au niveau de la puissance 
maximale de l'EMG RMS. Enfin, le test de l'effet principal pour la puissance moyenne l'EMG 
RMS (F = 1360.89, p <10-9) nous dit qu'il existe une preuve pour conclure que la puissance 




Par l’analyse de l'ANOVA à deux voies pour l’algorithme MRAC, nous voyons qu'il n'y a 
aucune preuve d'un effet d'interaction significatif (F = 0.43, p = 0.528). Nous ne pouvons 
donc pas conclure qu'il existe une interaction entre la puissance moyenne EMG RMS et le 
seuil de vitesse de roulis. Le test pour le seuil de perception de la vitesse vestibulaire de roulis  
(F = 9.22, p = 0.01412 <0.005) indique un effet signifiant du seuil de perception de vitesse 
roulis sur le niveau EMG RMS de puissance maximale. Enfin, le test de l'effet principal de 
l'EMG RMS puissance moyenne (F = 232.44, p <10-6) nous dit qu'il ya une preuve pour 
conclure qu'il ya un signifiant effet d’ EMG RMS  sur le niveau de puissance EMG RMS de 
puissance maximale. 
- Corrélation de Pearson 
Après avoir analysé les rapports de seuils de vitesse de roulis avec EMG RMS et la 
puissance maximale totale, nous avons constaté que si nous utilisons l’algorithme MRAC, il 
montre une agilité plus grande qu’avec l’algorithme classique. 
Nous avons décrit la vitesse de roulis au niveau vestibulaire (RVT) [BHB89, Ben90, 
GM61, Gue64, Gue74]. Le logiciel MATLAB / Simulink a été utilisé pour traiter les données. 
Les données ont été conditionnées avec un filtre passe bas du 1er ordre Butterworth à 5 Hz. 
Les valeurs EMG RMS (mV) sont calculées sur la base d'une autonomie totale de 
mouvement pendant la phase de conduite des expériences de simulation [emg13, FLZ+12, 
BIO11], en utilisant l’équation suivante (71): 
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Pour l'analyse des données dans le domaine fréquentiel, une transformée de Fourier rapide 
(FFT) a été utilisée pour calculer le spectre des puissances des signaux EMG (mV) [emg13, 
FLZ+12, BIO11] en utilisant l'équation suivante (72) : 
)72()FFT(x = PSD(f) 2n  
où Xn est un ensemble de signaux EMG consécutifs, la (PSD) densité spectrale de 





Les Fig. VIII-8 et Fig. VIII-9 donnent les résultats obtenus pour les puissances totales 
maximales et moyennes dissipées par les muscles des bras en fonction du seuil de perception 
de la vitesse de roulis RVT pour les algorithmes classiques (en bleu) et MRAC (en rouge). 









La Fig. VIII-10 montre que certains des participants sont parvenus à des valeurs extrêmes 
(étoiles rouges) avec l’algorithme classique tandis que le RVT pour l'algorithme MRAC a 
montré l’absence de valeurs extrêmes. En outre, la divergence de RVT pour l'algorithme 
classique (de – 3.1 ° / s à 2.4 ° / s, soit un écart de 5.5 ° / s) est supérieur à celui pour le 
MRAC (de – 0.8 ° / s à 1.1 ° / s, soit un écart de 1.9 ° / s). 
































































Selon l’analyse de corrélation de Pearson, il est démontré que le RVT et le EMG RMS sont 
corrélés positivement (r = 0.228, p = 0.453) pour l'algorithme MRAC et sont corrélés 
négativement (r = - 0.167, p = 0.586) pour l’algorithme classique. 
Selon l’analyse de corrélation de Pearson, il est démontré que le RVT et la puissance EMG 
RMS maximum sont corrélés positivement (r = 0.192, p = 0.531) pour l'algorithme MRAC et 
ils sont corrélés négativement (r = - 0.178, p = 0.560) pour l'algorithme classique. (Fig. VIII-9 
et Fig. VIII-10). 
8.3.5. Conclusion*
En conclusion, l’algorithme MRAC optimise la condition du simulateur dynamique par 
rapport à la l’algorithme classique, ainsi il en résulte une amélioration de la situation pour les 
conducteurs en termes d'évitement et de réduction du mal des transports selon la théorie du 
conflit sensoriel. 
Il est également avéré que le conflit dynamique neuromusculaire et dynamique du véhicule 
a une influence sur le conflit visuo-vestibulaire, mais le conflit visuo-vestibulaire n’influence 
pas les interactions dynamiques neuromusculaires et dynamique du véhicule. 
8.4. Comparaison*algorithme*classique*et*LQR*
8.4.1. Data*Denoising*
La transformée en ondelettes est utilisée comme un outil mathématique pour analyser 
toutes séries chronologiques non-stationnaires, montrant la variabilité temporelle de la densité 
spectrale de puissance [BGV09]. 
Les données recueillies à partir du logiciel SCANeRstudio ont été débruitées en utilisant 
les ondelettes de Daubechies (DBN) ondelettes 1-D de MATLAB. L'entropie de Shannon 


























































La méthode de seuillage doux comme seuil de forme fixe (échelle wn) a été appliquée pour 
traiter les bruits des signaux d’accélération de roulis par rapport aux niveaux de cabine et 
plate-forme. 
Le seuil global a été ajusté à 80% du seuil maximum. Enfin, le signal débruité est présenté 




Dans cette étude, deux différents algorithmes de pointage sur de mouvement ont été 
proposés comme classiques et optimale (LQR DT) des algorithmes. Leurs erreurs rouleau 
secousse sensation base (Tableau VIII-4 et Tableau VIII-5) ont été comparés afin de 
déterminer le conflit sensorielle [OMA89, Oma90] pour des conditions le même scénario 
choisi (Fig. VIII-13). 
De plus, les fréquences naturelles et leurs amplitudes correspondantes ont été discutées. 
Les expériences ont été conduits sur deux conditions de mouvement entrées en lecture 
comme classiques et optimale (DT LQR) algorithmes (Fig. VIII-12). Selon l'approche 
proposée, l'erreur a été la sensation visant à diminuer afin de réduire le mal du simulateur 
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avec la mise en œuvre de l'utilisation optimale (DT LQR) algorithme sur le simulateur par 
rapport à l'algorithme classique déjà mis en œuvre. 
La Fig. IV-3 montre les diagrammes de la LQR DT utilisés et des algorithmes classiques 
pointage sur mouvement. Les lignes en pointillés représentent la stratégie pour la LQR DT, 
tandis que les lignes continues montrent la stratégie classique. Il peut facilement être identifié 
que la stratégie classique est en boucle ouverte, à l'inverse, la LQR DT est un système en 
boucle fermée avec un retour variable d'état qui permet de contrôler la dynamique de la plate-
forme. 
La Fig. VIII-13 illustre un scénario spécifique au pays route qui a été utilisé dans le stade 
expérimental. En raison de cette figure, la courbe rouge montre la trajectoire suivie par le 
véhicule. 
Selon le scénario le véhicule va droit, il prend la première rue à gauche, il continue jusqu'à 
ce que le virage à droite soit atteint, il prend le virage à droite et la pousse jusqu'à la section 
carrefour du scénario. Puis il s'arrête avec un frein complet (Fig. VIII-14). Au cours de la 
ligne droite, le véhicule roule à une vitesse constante de 60 km / h pour 126 secondes (Fig. 
VIII-14). 
Le tableau I montre les limites maximales des déplacements en translation et angulaires, 
vitesses et accélérations de la plate-forme hexapode pour le simulateur de conduite SAAM 
[APM+11, APMK12a, APMK12b] où l'accélération gravitationnelle est donnée par 
g≈9.81m/s2. 
Les algorithmes de contrôle mis en œuvre ont pris les contraintes de la plate-forme 
hexapode du simulateur en compte (Fig. IV-3 et Tableau I-2). 
 










Fig.%VIII'14%:%Profil de vitesse du véhicule pour des expériences du simulateur 
 
Le Tableau IV-2 résume le mouvement de repérage des paramètres utilisés pour le 
fonctionnement dynamique du SAAM [APM+11, APMK12a, APMK12b]. 
La Fig. VIII-15 reprend la logique de base de simulateurs automobiles dynamiques. Ce 
document examine les algorithmes de mouvement d'entraînement et les effets sur la maladie 
du simulateur en intégrant deux types de stratégie de repérage de mouvement. 
L'algorithme DT LQR a été conçu pour avoir une erreur de sensation plus faible (plate-
forme de changement de niveau de la cabine, voir les Tableau VIII-4 et Tableau VIII-5), ainsi 





Fig.%VIII'15%:%Interaction multi sensorielle dans le simulateur de conduite dynamique 
 
La maladie conflit sensoriel base a été évaluée au niveau du véhicule plate-forme dans le 
domaine fréquentiel (Fig. VIII-16 et Fig. VIII-17). Les courbes bleues montrent l'algorithme 
de repérage mouvement classique tandis que les rouges en pointillés illustrent l'utilisation 
optimale (DT LQR) algorithme des Fig. VIII-16 et Fig. VIII-17. 
L’Eq. (100) permet de calculer la somme des secousses de roulis ressenties au niveau de la 
cabine (véhicule). Le modèle dynamique du véhicule qui se déplace dans l'environnement 
visuel pendant les expériences d'entraînement sur simulateur représente le mouvement au 
niveau de la cabine. 
Le modèle du véhicule doit être créé en fonction des données (données Cinématique: angle 
de carrossage, pincement et toe-out, etc. Dynamics données: suspension, amortisseurs, pneus, 
etc.) d'un véhicule réel dans le logiciel de simulation de conduite [WBE99]. Il devrait être 
noté que même modèle de voiture passager a été utilisé pour les deux algorithmes pendant la 
phase expérimentale. 
Somme des secousses du roulis au niveau cabine (véhicule) = !!"!!! ∙ !"      (100) 
 






$Fig.%VIII'16%:$Analyse fréquentielle d’accélération roulis de la cabine !!














Eq. (101) calcule la somme des secousses de roulis ressenties au niveau de la plateforme 
de simulation. Les secousses sont définies comme la dérivée première de l'accélération. Ces 
secousses sont engendrées par la dynamique de plate-forme hexapode qui se déplace pendant 
les expériences d'entraînement sur le simulateur (Fig. VIII-15). 
Selon le type de mouvement de repérage, s'il s'agit d'une commande en boucle ouverte ou 
d'un contrôle en boucle fermée (Fig. IV-3 et Fig. VIII-12), les réponses fréquentielles sont 




Somme des secousses de roulis ressenties au niveau plateforme du simulateur = !!!! ∙ !" (101) 
 
où  !! est l’accélération roulis de la plateforme du simulateur en °/s2 et f est la fréquence en 
Hz. 
 
Dans la phase de post-traitement des données acquises en temps réel pendant les 
entraînements sur simulateur, la commande 'trapz’ a été utilisée dans MATLAB pour calculer 
la somme des secousses de roulis pour les deux algorithmes aux niveaux cabine et plateforme. 
La fréquence de résonance du roulis est fixée à environ 2 Hz dans la littérature ou plus 
dans le véhicule (masse suspendue) [Dix08]. D’autres auteurs fixent cette valeur à 1,5 Hz 
pour une voiture particulière [CN06]. 
[Don95] ont montré que le mouvement latéral (roulis, lacet, etc.) dans la gamme de 





















Les Tableau VIII-4 et Tableau VIII-5 montrent les résultats de l'analyse fréquentielle des 
accélérations de roulis  mesurées pour le véhicule et la plate-forme dans des expériences de 
simulation en temps réel. 
On voit d'après ces tableaux que les sensibilités épidermiques au roulis (5.76/0.92≈ 6.26 
pour l’algorithme classique et 4.05/1.30≈ 3.12 pour l’algorithme DT LQR), on voit que ce 
ratio est divisé par deux avec l’utilisation de l’algorithme DT LQR. 
 
8.4.3. Conclusion*
Cette étude a examiné l'effet d'un contrôle de suivi en boucle fermée (algorithme DT LQR, 
stratégie basée sur un contrôle optimal) de la plate-forme hexapode (entre le véhicule plates-
formes niveaux). 
L’algorithme optimal (DT LQR) engendre deux fois moins de signaux contradictoires 
entre les signaux visuels (véhicule) - inertiels (plate-forme) pour le même scénario de 
conduite avec les mêmes conditions. 
En ce qui concerne le mal des transports, l’algorithme classique présente une fréquence de 
roulis naturel de 0.4 Hz au niveau de la plate-forme ce qui induit le mal des transport selon 
[Don95] (Tableau VIII-5). D'autre part, en utilisant l'algorithme DT LQR la fréquence de 
roulis naturel a augmenté à 1.5 Hz pour la masse suspendue (carrosserie du véhicule) ce qui 






Conclusion Générale et Perspective 
Ces travaux de recherche avaient pour objectif de répondre aux questions suivantes : 
• Quels sont les méthodes et outils permettant d’évaluer le mal de simulateur en 
conduite simulée ? 
• Est il possible de mesurer le mal de simulateur de façon objective ? 
• L’engagement du sujet dans la conduite influence-t-il le mal de simulateur ? 
• Quelle est l’influence du contrôle de la plateforme sur le mal du simulateur ? 
 
La littérature et la majorité des études actuelles montrent que le mal du simulateur est 
souvent évalué de manière subjective notamment grâce aux questionnaires. L’état de l’art 
mené dans ces travaux fait état de ces questionnaires et des limitations qu’ils induisent. Ainsi, 
il n’est pas toujours facile d’évaluer le degré de nausée ou de vomissement atteint lors d’une 
simulation de plus si ce degré doit être compris entre 1 et 10. 
C’est pourquoi, nous avons cherché et proposé des méthodes de mesures objectives. Dans 
un premier temps, nous avons équipé l’utilisateur du accéléromètre afin de mesurer l’impact 
des algorithmes de pilotage sur la tête du conducteur. Cette donnée supplémentaire permet de 
quantifier la restitution inertielle. Le mouvement de la plateforme n’étant forcément pas 
réaliste, nous pouvons grâce à cette mesure évaluer si les mouvements de la tête sont en phase 
avec la simulation. Le mal du simulateur est aussi lié au stress, à la fatigue ou la tension des 
conducteurs. Nous nous sommes équipés d’une centrale d’acquisition permettant des mesures 
électromyographiques. Grâce à ces capteurs, nous avons pu mesurer la tension superficielle au 
niveau des bras des conducteurs reflétant ainsi la crispation sur le volant. Cette donnée est très 
importante car elle renseigne directement l’état physiologique du conducteur. Cette donnée 
est aussi acquise en temps réel, nous pouvons par conséquent l’associer et la comparer aux 
autres enregistrements en particulier les accélérations qui sont la conséquence directe du 
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choix de l’algorithme de pilotage de la plateforme. Ainsi, nous pouvons dire que nous avons 
proposé des méthodes de mesures objectives du mal du simulateur. 
L’implication du sujet dans une simulation de conduite est aussi un facteur permettant de 
réduire le mal du simulateur. L’expérimentation avec les conducteurs, passagers guidés et 
passagers non-guidés montre que le guidage permet de réduire le sentiment de malaise pour 
les passagers mais n’atteint pas le niveau des conducteurs. Il en résulte que l’implication, 
l’action de conduite prédispose le corps et ses récepteurs dans le mouvement du véhicule ce 
qui permet de mieux le supporter. 
Ces travaux de recherche ont aussi permis de travailler sur les algorithmes de pilotage. A 
l’origine, la plateforme était pilotée par un algorithme fonctionnant en boucle ouverte. 
Différentes solutions ont été proposées et étudiées afin de réduire le mal du simulateur et de 
proposer une réponse stable et rapide aux sollicitations du modèle dynamique du véhicule. 
Ainsi, l’algorithme optimal LQR a permis de réduire les conflits entre les indices visuels et 
signaux inertiels. Par ailleurs, les algorithmes hybrides (adaptatif et optimal) offrent une 
alternative intéressante pour combiner les avantages des deux familles d’algorithmes. 
Ces travaux ont permis d’améliorer considérablement le fonctionnement et le réalisme du 
simulateur. Désormais, nous pouvons envisager de l’utiliser pour des expérimentations 
orientées vers des usages du simulateur. Par exemple, pour des situations de conduite 
accidentogènes, il serait envisageable et possible d’enrichir les mesures objectives, en 
ajoutant la mesure et l’analyse de la fréquence cardiaque ou le niveau de sudation des 
conducteurs. 
Par ailleurs, l’amélioration du simulateur est toujours possible, en terme de champs de 
vision (agrandissement) ou d’enrichissement sensoriel au sein de la cabine. Un projet de 
master recherche a permis cette année d’installer des systèmes vibrants dans le cockpit 
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Annexe - Statistiques 
Les tests d’hypothèse ont comme objectif de vérifier la validité de certaines hypothèses 
relatives à une population à partir des données d’un ou plusieurs échantillons. On peut 
distinguer différents types de catégories de tests d’hypothèse : 
• Les tests d’ajustement qui permettent de comparer la distribution d’un échantillon 
observé et d’une population théorique, comme par exemple sa normalité. 
• Les tests de conformité qui ont un objectif plus précis que les tests d’ajustement en 
vérifiant qu’un échantillon donné peut être extrait d’une population possédant telle 
valeur d’un paramètre comme la moyenne ou la variance. 
• Les tests d’égalité ou d’homogénéité qui ont pour but de comparer plusieurs 
populations à partir du même nombre d’échantillons 
Dans tous les cas de figure, l’hypothèse à tester ou hypothèse nulle est en général notée H0. 
On calcule ensuite la probabilité d’observer un écart, soit entre certaines caractéristiques 
d’une population et d’un échantillon extrait dans le cas des tests d’ajustement ou de 
conformité, soit entre caractéristiques de plusieurs échantillons dans le cas de tests d’égalité. 
Le risque de première espèce α  de rejeter à tort l’hypothèse nulle H0, alors qu’elle est vraie, 
s’appelle le niveau de signification du test et est défini à priori. Si Z désigne la variable 
étudiée, il est tel qu’il existe une valeur αZ vérifiant αα => )( ZZp . 
 Lors d’un test d’hypothèse, la p-value représente le plus petit niveau de probabilité pour 
lequel l’hypothèse nulle H0 est rejetée. Elle est déterminée à postériori car elle nécessite le 
calcul de Z0, valeur observée de la variable Z sur l’échantillon dont on dispose, telle que
pZZp => )( 0 . Elle est alors comparée à α : 
• Si p<α  alors on rejette H0 
• Si p>α  alors on accepte H0 
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Les valeurs de α les plus courantes sont α=0,05 ou α=0,01. 
Les analyses statistiques s’appuient sur des tests qui, pour la plupart, se basent sur 
l’estimation de paramètres de la distribution des données issues d’une population étudiée et 
sur des conditions d’application concernant la forme de cette distribution. Ces tests sont 
appelés tests paramétriques.  
Il existe une autre famille de tests qui ne se basent pas sur l’estimation de paramètres ou 
des conditions d’application liées à la distribution. Ce sont les tests non paramétriques. Un 
de leurs avantages est le fait qu’ils ne sont pas soumis à ces conditions d’application très 
restrictives comme le sont les tests paramétriques. Ils sont ainsi plus puissants que les tests 
paramétriques lorsque la population n’est pas normale. Un autre intérêt de leur utilisation est 
qu’ils sont plus sensibles aux médianes qu’aux moyennes. 
Les tests qui suivent permettent la comparaison de k=2 échantillons issus d’une même 
population : 
Le test t est utilisé lorsqu’on ne connaît pas la variance de la population. On considère 
alors la variance d’échantillon comme estimation de la variance de la population. Le test z, 
quant à lui, est utilisé lorsqu’on connaît la variance de la population. Dans les deux cas, on 
impose comme condition d’application, la normalité de la population dont l’échantillon a été 
prélevé. 
Le test U de Mann-Withney consiste à comparer deux échantillons indépendants de faible 
effectif d’une même population en s’affranchissant de la condition de normalité de cette 
population. Pour évaluer l’hypothèse nulle H0 selon laquelle il n’y a pas de différence entre 
les rangs des deux échantillons, on range par ordre croissant les données puis on calcule la 






























Si z<1,96 alors p>0,05 donc l’hypothèse nulle H0 est validée donc il n’y a pas de 
différence significative entre les échantillons 
Si z>1,96 alors p<0,05 donc l’hypothèse alternative H1 est validée donc il y a une 
différence significative entre les échantillons 
Les tests qui suivent permettent la comparaison de k>2 échantillons issus d’une même 
population : 
Le test de Friedman est un test non paramétrique permettant de comparer k paramètres 
sur k échantillons liés. Ce test est l’alternative de l’analyse de variance (ANOVA) à un 
facteur avec mesures répétées qui est un test paramétrique. 
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 static double count; 
 static double countIsStop; 
 static double stopGain; 
 
 // ------------------------------------ 
 // Fichier d'écriture des résultats 
 // ------------------------------------ 
 static std::ofstream myFile; 
 
 // ------------------------------------ 
 // Période d'échantillonage des signaux 
 // correspondant à la fréquence de 
 // communication avec la plate-forme 
 // ------------------------------------ 
 static double PeriodeEchantillonage = 1/60.0; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe X : longitudinal 
 // ------------------------------------ 
 static signal* XAccInput; 
 static signal* XVelInput; 
 static signal* XAccFiltered; 
 static signal* XError; 
 static signal* XErrorFiltered; 
 static signal* XErrorFiltered2; 
Annexe$.$Code$C++$
160$
 static signal* XAccFilteredAB; 
 static signal* XErrorAB; 
 static signal* XCriterion; 
 static signal* XAccCons; 
 static signal* XAccConsLP; 
 static signal* XAccConsWashout; 
 static signal* XAccOutput; 
 static signal* XVelCons; 
 static signal* XVelOutput; 
 static signal* XPosCons; 
 static signal* XPosOutput; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe P : Pitch (tangage) 
 // ------------------------------------ 
 
 static signal* X2PAccFiltered; 
 static signal* PTiltAngle; 
 static signal* PTiltAngleSat; 
 static signal* PAngleInput; 
 static signal* PAngleFiltered; 
 static signal* PAngleFilteredSat; 
 static signal* PAngleCons; 
 static signal* PAngleOutput; 
 static signal* PVelCons; 
 static signal* PVelOutput; 
 static signal* PAccCons; 
 static signal* PAccOutput; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe Y : latéral 
 // ------------------------------------ 
 
 static signal* YAccInput; 
 static signal* YVelInput; 
 static signal* YAccInputSat; 
 static signal* YAccFiltered; 
 static signal* YError; 
 static signal* YErrorFiltered; 
 static signal* YErrorFiltered2; 
 static signal* YAccFilteredAB; 
 static signal* YErrorAB; 
 static signal* YCriterion; 
 static signal* YAccCons; 
 static signal* YAccConsLP; 
 static signal* YAccConsWashout; 
 static signal* YAccOutput; 
 static signal* YVelCons; 
 static signal* YVelOutput; 
 static signal* YPosCons; 
 static signal* YPosOutput; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe R : Roll (tangage) 
 // ------------------------------------ 
 
 static signal* Y2RAccFiltered; 




 static signal* RTiltAngleSat; 
 static signal* RAngleInput; 
 static signal* RAngleFiltered; 
 static signal* RAngleFilteredSat; 
 static signal* RAngleCons; 
 static signal* RAngleOutput; 
 static signal* RVelCons; 
 static signal* RVelOutput; 
 static signal* RAccCons; 
 static signal* RAccOutput; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe H : Heading (lacet) 
 // ------------------------------------ 
 
 static signal* HAccInput; 
 static signal* HAccInputSat; 
 static signal* HAccFiltered; 
 static signal* HError; 
 static signal* HErrorFiltered; 
 static signal* HErrorFiltered2; 
 static signal* HAccFilteredAB; 
 static signal* HErrorAB; 
 static signal* HCriterion; 
 static signal* HAccCons; 
 static signal* HAccConsLP; 
 static signal* HAccConsWashout; 
 static signal* HAccOutput; 
 static signal* HVelCons; 
 static signal* HVelOutput; 
 static signal* HAngleCons; 
 static signal* HAngleOutput; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe Z : vertical 
 // ------------------------------------ 
 
 static signal* ZAccInput; 
 static signal* ZAccInputInt; 
 static signal* ZVit; 
 static signal* ZVitInt; 
 static signal* ZVitIntFiltered; 
 static signal* ZVitIntFiltered2; 
 static signal* ZPosCons; 
 static signal* ZPosOutput; 
 static signal* ZVelCons; 
 static signal* ZVelOutput; 
 static signal* ZAccCons; 







void externInit ( void ) 
{ 
 count = 0.0; 
 countIsStop = 0.0; 
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 stopGain = 1.0; 
  
 // ------------------------------------ 
 // Ouverture du fichier d'écriture 
 // ------------------------------------ 
 myFile.open("Results.txt"); 
 if (myFile.is_open()) 
 { 




  std::cout<<"Problem while opening file"<<std::endl; 
 } 
  
 // ------------------------------------ 
 // Initialisation des signaux 
 // ------------------------------------ 
 XAccInput   = new signal(PeriodeEchantillonage); 
 XVelInput   = new signal(PeriodeEchantillonage); 
 XAccFiltered  = new signal(PeriodeEchantillonage); 
 XError   = new signal(PeriodeEchantillonage); 
 XErrorFiltered  = new signal(PeriodeEchantillonage); 
 XErrorFiltered2  = new signal(PeriodeEchantillonage); 
 XAccFilteredAB  = new signal(PeriodeEchantillonage); 
 XErrorAB   = new signal(PeriodeEchantillonage); 
 XCriterion   = new signal(PeriodeEchantillonage); 
 XAccCons   = new signal(PeriodeEchantillonage); 
 XAccConsLP   = new signal(PeriodeEchantillonage); 
 XAccConsWashout  = new signal(PeriodeEchantillonage); 
 XAccOutput   = new signal(PeriodeEchantillonage); 
 XVelCons   = new signal(PeriodeEchantillonage); 
 XVelOutput   = new signal(PeriodeEchantillonage); 
 XPosCons   = new signal(PeriodeEchantillonage); 
 XPosOutput   = new signal(PeriodeEchantillonage); 
 
 X2PAccFiltered  = new signal(PeriodeEchantillonage); 
 PTiltAngle   = new signal(PeriodeEchantillonage); 
 PTiltAngleSat  = new signal(PeriodeEchantillonage); 
 PAngleInput   = new signal(PeriodeEchantillonage); 
 PAngleFiltered  = new signal(PeriodeEchantillonage); 
 PAngleFilteredSat       = new signal(PeriodeEchantillonage); 
 PAngleCons   = new signal(PeriodeEchantillonage); 
 PAngleOutput  = new signal(PeriodeEchantillonage); 
 PVelCons   = new signal(PeriodeEchantillonage); 
 PVelOutput   = new signal(PeriodeEchantillonage); 
 PAccCons   = new signal(PeriodeEchantillonage); 
 PAccOutput   = new signal(PeriodeEchantillonage); 
 
 YAccInput   = new signal(PeriodeEchantillonage); 
 YVelInput   = new signal(PeriodeEchantillonage); 
 YAccInputSat  = new signal(PeriodeEchantillonage); 
 YAccFiltered  = new signal(PeriodeEchantillonage); 
 YError   = new signal(PeriodeEchantillonage); 
 YErrorFiltered  = new signal(PeriodeEchantillonage); 
 YErrorFiltered2  = new signal(PeriodeEchantillonage); 
 YAccFilteredAB  = new signal(PeriodeEchantillonage); 
 YErrorAB   = new signal(PeriodeEchantillonage); 
 YCriterion   = new signal(PeriodeEchantillonage); 
 YAccCons   = new signal(PeriodeEchantillonage); 




 YAccConsWashout  = new signal(PeriodeEchantillonage); 
 YAccOutput   = new signal(PeriodeEchantillonage); 
 YVelCons   = new signal(PeriodeEchantillonage); 
 YVelOutput   = new signal(PeriodeEchantillonage); 
 YPosCons   = new signal(PeriodeEchantillonage); 
 YPosOutput   = new signal(PeriodeEchantillonage); 
 
 Y2RAccFiltered  = new signal(PeriodeEchantillonage); 
 RTiltAngle   = new signal(PeriodeEchantillonage); 
 RTiltAngleSat  = new signal(PeriodeEchantillonage); 
 RAngleInput   = new signal(PeriodeEchantillonage); 
 RAngleFiltered  = new signal(PeriodeEchantillonage); 
 RAngleFilteredSat  = new signal(PeriodeEchantillonage); 
 RAngleCons   = new signal(PeriodeEchantillonage); 
 RAngleOutput  = new signal(PeriodeEchantillonage); 
 RVelCons   = new signal(PeriodeEchantillonage); 
 RVelOutput   = new signal(PeriodeEchantillonage); 
 RAccCons   = new signal(PeriodeEchantillonage); 
 RAccOutput   = new signal(PeriodeEchantillonage); 
 
 HAccInput   = new signal(PeriodeEchantillonage); 
 HAccInputSat  = new signal(PeriodeEchantillonage); 
 HAccFiltered  = new signal(PeriodeEchantillonage); 
 HError   = new signal(PeriodeEchantillonage); 
 HErrorFiltered  = new signal(PeriodeEchantillonage); 
 HErrorFiltered2  = new signal(PeriodeEchantillonage); 
 HAccFilteredAB  = new signal(PeriodeEchantillonage); 
 HErrorAB   = new signal(PeriodeEchantillonage); 
 HCriterion   = new signal(PeriodeEchantillonage); 
 HAccCons   = new signal(PeriodeEchantillonage); 
 HAccConsLP   = new signal(PeriodeEchantillonage); 
 HAccConsWashout  = new signal(PeriodeEchantillonage); 
 HAccOutput   = new signal(PeriodeEchantillonage); 
 HVelCons   = new signal(PeriodeEchantillonage); 
 HVelOutput   = new signal(PeriodeEchantillonage); 
 HAngleCons   = new signal(PeriodeEchantillonage); 
 HAngleOutput  = new signal(PeriodeEchantillonage); 
 
 ZAccInput   = new signal(PeriodeEchantillonage); 
 ZAccInputInt  = new signal(PeriodeEchantillonage); 
 ZVit    = new signal(PeriodeEchantillonage); 
 ZVitInt   = new signal(PeriodeEchantillonage); 
 ZVitIntFiltered  = new signal(PeriodeEchantillonage); 
 ZVitIntFiltered2       = new signal(PeriodeEchantillonage); 
 ZPosCons   = new signal(PeriodeEchantillonage); 
 ZPosOutput   = new signal(PeriodeEchantillonage); 
 ZVelCons   = new signal(PeriodeEchantillonage); 
 ZVelOutput   = new signal(PeriodeEchantillonage); 
 ZAccCons   = new signal(PeriodeEchantillonage); 

















 double lTemp = XErrorFiltered->value(0); 
 XErrorFiltered2->update(exp(-10.0*lTemp*lTemp)); 
 XAccFilteredAB->update(XAccFiltered->value(0) * XErrorFiltered2-
>value(0)); 
 XErrorAB->substract(XAccInput,XAccFilteredAB); 
 double lTemp2 = XErrorAB->value(0); 
 double lTemp3 = XErrorFiltered->value(0); 
 double lCriterion = tanh( 2 * ( abs(lTemp2) - abs(lTemp3) ) ); 
 lCriterion = (lCriterion + 1) / 2; 
 XCriterion->update( lCriterion ); 
 // acc_cons  =  (1-criterion) x acc_filtered_ab  +  criterion x 
acc_filtered 
 XAccCons->update( (1-lCriterion)*XAccFilteredAB->value(0) + 
lCriterion*XAccFiltered->value(0) ); 
 XAccConsLP->LP1(XAccCons, 1.0, 0.1); 
 XAccConsWashout->HP2(XAccConsLP,1.0,1.0,0.5); 
 // Saturation pour respecter les limites en accélération de la PF 
 XAccOutput->saturate(XAccConsWashout,-6.0,6.0); 
 XVelCons->integer(XAccOutput); 
 // Saturation pour respecter les limites en vitesse de la PF 
 XVelOutput->saturate(XVelCons,-0.5,0.5); 
 XPosCons->integer(XVelOutput); 
 // Saturation pour respecter les limites en postion de la PF 









void computeP (void) 
{ 
 X2PAccFiltered->LP2(XAccInput,0.25,0.7,0.3); 
 PTiltAngle->update(-asin(X2PAccFiltered->value(0) / 9.81)); 
 PTiltAngleSat->saturate(PTiltAngle, -0.24, 0.24); 
 //PAngleFiltered->LP1(PAngleInput, 1.0, 1.0);  
 //PAngleFilteredSat->saturate(PAngleFiltered, -0.10, 0.10); 
 PAngleFilteredSat->saturate(PAngleInput, -0.10, 0.10); 
 PAngleCons->update(- PTiltAngleSat->value(0) - PAngleFilteredSat-
>value(0)); 
 PAngleOutput->saturate(PAngleCons, -0.34, 0.34); 
 PVelCons->derivate(PAngleOutput); 
 PVelOutput->saturate(PVelCons, -0.52, 0.52); 
 PAccCons->derivate(PVelOutput); 



















 double lTemp = YErrorFiltered->value(0); 
 YErrorFiltered2->update(exp(-10.0*lTemp*lTemp)); 
 YAccFilteredAB->update(YAccFiltered->value(0) * YErrorFiltered2-
>value(0)); 
 YErrorAB->substract(YAccInput,YAccFilteredAB); 
 double lTemp2 = YErrorAB->value(0); 
 double lTemp3 = YErrorFiltered->value(0); 
 double lCriterion = tanh( 2 * ( abs(lTemp2) - abs(lTemp3) ) ); 
 lCriterion = (lCriterion + 1) / 2; 
 YCriterion->update( lCriterion ); 
 // acc_cons  =  (1-criterion) x acc_filtered_ab  +  criterion x 
acc_filtered 
 YAccCons->update( (1-lCriterion)*YAccFilteredAB->value(0) + 
lCriterion*YAccFiltered->value(0) ); 
 YAccConsLP->LP1(YAccCons, 1.0, 0.1); 
 YAccConsWashout->HP2(YAccConsLP,1.0,1.0,0.5); 
 // Saturation pour respecter les limites en accélération de la PF 
 YAccOutput->saturate(YAccConsWashout,-6.0,6.0); 
 YVelCons->integer(YAccOutput); 
 // Saturation pour respecter les limites en vitesse de la PF 
 YVelOutput->saturate(YVelCons,-0.5,0.5); 
 YPosCons->integer(YVelOutput); 
 // Saturation pour respecter les limites en postion de la PF 









void computeR (void) 
{ 
 Y2RAccFiltered->LP2(YAccInputSat,0.25,0.7,0.3); 
 RTiltAngle->update(-asin(Y2RAccFiltered->value(0) / 9.81)); 
 RTiltAngleSat->saturate(RTiltAngle, -0.24, 0.24); 
 //RAngleFiltered->LP1(RAngleInput, 1.0, 1.0);  
 //RAngleFilteredSat->saturate(RAngleFiltered, -0.10, 0.10); 
 RAngleFilteredSat->saturate(RAngleInput, -0.10, 0.10); 
 RAngleCons->update( - RTiltAngleSat->value(0) + RAngleFilteredSat-
>value(0)); 
 RAngleOutput->saturate(RAngleCons, -0.34, 0.34); 
 RVelCons->derivate(RAngleOutput); 
 RVelOutput->saturate(RVelCons, -0.52, 0.52); 
 RAccCons->derivate(RVelOutput); 

















 double lTemp = HErrorFiltered->value(0); 
 HErrorFiltered2->update(exp(-10.0*lTemp*lTemp)); 
 HAccFilteredAB->update(HAccFiltered->value(0) * HErrorFiltered2-
>value(0)); 
 HErrorAB->substract(HAccInput,HAccFilteredAB); 
 double lTemp2 = HErrorAB->value(0); 
 double lTemp3 = HErrorFiltered->value(0); 
 double lCriterion = tanh( 2 * ( abs(lTemp2) - abs(lTemp3) ) ); 
 lCriterion = (lCriterion + 1) / 2; 
 HCriterion->update( lCriterion ); 
 // acc_cons  =  (1-criterion) x acc_filtered_ab  +  criterion x 
acc_filtered 
 HAccCons->update( (1-lCriterion)*HAccFilteredAB->value(0) + 
lCriterion*HAccFiltered->value(0) ); 
 HAccConsLP->LP1(HAccCons, 1.0, 0.1); 
 HAccConsWashout->HP2(HAccConsLP,-1.0,1.0,2.0); 
 // Saturation pour respecter les limites en accélération de la PF 
 HAccOutput->saturate(HAccConsWashout,-6.981,6.981); 
 HVelCons->integer(HAccOutput); 
 // Saturation pour respecter les limites en vitesse de la PF 
 HVelOutput->saturate(HVelCons,-0.698,0.698); 
 HAngleCons->integer(HVelOutput); 
 // Saturation pour respecter les limites en orientation de la PF 









void computeZ (void) 
{ 
 ZAccInputInt->integer(ZAccInput); 
 ZVit->HP1(ZAccInputInt, 1.0, 0.1); 
 ZVitInt->integer(ZVit); 
 ZVitIntFiltered->HP1(ZVitInt, 1.0, 0.1); 
 ZVitIntFiltered2->HP1(ZVitIntFiltered, 0.4, 3.0); 
 // On rajoute une constante (0.24) pour que la position de base 
 // soit au milieu verticalement 
 ZPosCons->update( ZVitIntFiltered2->value(0) + 0.24 ); 
 // Saturation pour respecter les limites en postion de la PF 
 ZPosOutput->saturate( ZPosCons, 0.09, 0.39 ); 
 ZVelCons->derivate(ZPosOutput); 
 // Saturation pour respecter les limites en vitesse de la PF 
 ZVelOutput->saturate( ZVelCons, -0.3, 0.3 ); 
 ZAccCons->derivate( ZVelOutput ); 
 // Saturation pour respecter les limites en accélération de la PF 












void endSim (double acc) 
{ 
 acc = abs(acc); 
  
 // On incrémente la variable countIsStop si la vitesse du véhicule 
est nulle 
 // Si la vitesee est non nulle, on remet la variable countIsStop à 0 
 if (acc < 0.1) 
 { 




  countIsStop = 0.0; 
 } 
 
 // Si le véhicule est arrêté depuis plus de 20 secondes, on 
décrémente la  
 // variable stopGain pour faire descendre la plate-forme 
 if (countIsStop > 25.0) 
 { 
  stopGain -= (0.1*PeriodeEchantillonage); 
 } 
 // Si le véhicule n'est plus arrêté, on incrémente stopGain pour 
faire remonter 
 // la plate-forme si jamais elle était descendue, sauf si elle est 
arrivée en 
 // position basse 
  else 
 { 
  if (stopGain > 0.0) 
  { 
   stopGain += (0.1*PeriodeEchantillonage); 
  } 
 } 
 
 // stopGain doit être compris entre 0.0 et 1.0 ! 
 if (stopGain > 1.0) 
 { 
  stopGain = 1.0; 
 } 
 if (stopGain < 0.0) 
 { 









void externStep (double posvitacc[18], double retourposvitacc[18]) 
{ 
 //posvitacc[0]  --> X position 
 //posvitacc[1]  --> Y position 
 //posvitacc[2]  --> Z position 
 //posvitacc[3]  --> H angle 
 //posvitacc[4]  --> P angle 
 //posvitacc[5]  --> R angle 
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 //posvitacc[6]  --> X velocity 
 //posvitacc[7]  --> Y velocity 
 //posvitacc[8]  --> Z velocity 
 //posvitacc[9]  --> H velocity 
 //posvitacc[10] --> P velocity 
 //posvitacc[11] --> R velocity 
 //posvitacc[12] --> X acceleration 
 //posvitacc[13] --> Y acceleration 
 //posvitacc[14] --> Z acceleration 
 //posvitacc[15] --> H acceleration 
 //posvitacc[16] --> P acceleration 
 //posvitacc[17] --> R acceleration 
  
 // ------------------------------------ 
 // Mise à jour des signaux d'entrée 
 // ------------------------------------ 
  
 double RampTime = 10.0 ; 
 double coeff = count / (RampTime * 60); 
 if (coeff > 1) 
 { 
  coeff = 1; 
 } 
 XAccInput->update (coeff * posvitacc[12]); 
 PAngleInput->update (coeff * posvitacc[4]); 
 YAccInput->update (coeff * posvitacc[13]); 
 RAngleInput->update (coeff * posvitacc[5]); 
 HAccInput->update (coeff * posvitacc[15]); 
 ZAccInput->update (coeff * posvitacc[14]); 
 
 // ------------------------------------ 
 // Calcul des signaux de sortie 










 // ------------------------------------ 
 // Mise à jour de la variable de sortie 
 // ------------------------------------ 
  
 retourposvitacc[0] = XPosOutput->value(0) * 0.2;  // X position 
 retourposvitacc[1] = YPosOutput->value(0) * 0.2;  // Y position 
 retourposvitacc[2] = 0.22 ;  // Z position 
 retourposvitacc[3] = 0 ;  // HAngleOutput->value(0) ;  // H angle 
 retourposvitacc[4] = PAngleOutput->value(0) ;  // P angle 
 retourposvitacc[5] = RAngleOutput->value(0) ;  // R angle 
 retourposvitacc[6] = 0 ;  // X velocity 
 retourposvitacc[7] = 0 ;  // Y velocity 
 retourposvitacc[8] = 0 ;  // Z velocity 
 retourposvitacc[9] = 0 ;  // H velocity 
 retourposvitacc[10] = 0 ;  // P velocity 
 retourposvitacc[11] = 0 ;  // R velocity 
 retourposvitacc[12] = 0 ;  // X acceleration 
 retourposvitacc[13] = 0 ;  // Y acceleration 




 retourposvitacc[15] = 0 ;  // H acceleration 
 retourposvitacc[16] = 0 ;  // P acceleration 
 retourposvitacc[17] = 0 ;  // R acceleration 
 
 for (int i=0; i<18; i++) 
 { 
  retourposvitacc[i] = retourposvitacc[i] * stopGain; 
 } 
 
 // ------------------------------------ 
 // Ecriture des résultats 
 // ------------------------------------ 
 
    // myFile << count * PeriodeEchantillonage << ";"; 
 
 /*myFile << XAccInput->value(0) << ";"; 
 myFile << XAccFiltered->value(0) << ";"; 
 myFile << XError->value(0) << ";"; 
 myFile << XErrorFiltered->value(0) << ";"; 
 myFile << XErrorFiltered2->value(0) << ";"; 
 myFile << XAccFilteredAB->value(0) << ";"; 
 myFile << XErrorAB->value(0) << ";"; 
 myFile << XCriterion->value(0) << ";"; 
 myFile << XAccCons->value(0) << ";"; 
 myFile << XAccConsWashout->value(0) << ";"; 
 myFile << XAccOutput->value(0) << ";"; 
 myFile << XVelCons->value(0) << ";"; 
 myFile << XVelOutput->value(0) << ";"; 
 myFile << XPosCons->value(0) << ";"; 
 myFile << XPosOutput->value(0) << ";"; 
 
 myFile << PAngleInput->value(0) << ";"; 
 myFile << X2PAccFiltered->value(0) << ";"; 
 myFile << PTiltAngle->value(0) << ";"; 
 myFile << PTiltAngleSat->value(0) << ";"; 
 myFile << PAngleFiltered->value(0) << ";"; 
 myFile << PAngleFilteredSat->value(0) << ";"; 
 myFile << PAngleCons->value(0) << ";"; 
 myFile << PAngleOutput->value(0) << ";"; 
 myFile << PVelCons->value(0) << ";"; 
 myFile << PVelOutput->value(0) << ";"; 
 myFile << PAccCons->value(0) << ";"; 
 myFile << PAccOutput->value(0) << ";"; 
 
 myFile << YAccInputSat->value(0) << ";"; 
 myFile << YAccFiltered->value(0) << ";"; 
 myFile << YError->value(0) << ";"; 
 myFile << YErrorFiltered->value(0) << ";"; 
 myFile << YErrorFiltered2->value(0) << ";"; 
 myFile << YAccFilteredAB->value(0) << ";"; 
 myFile << YErrorAB->value(0) << ";"; 
 myFile << YCriterion->value(0) << ";"; 
 myFile << YAccCons->value(0) << ";"; 
 myFile << YAccConsWashout->value(0) << ";"; 
 myFile << YAccOutput->value(0) << ";"; 
 myFile << YVelCons->value(0) << ";"; 
 myFile << YVelOutput->value(0) << ";"; 
 myFile << YPosCons->value(0) << ";"; 
 myFile << YPosOutput->value(0) << ";"; 
 
 myFile << RAngleInput->value(0) << ";"; 
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 myFile << Y2RAccFiltered->value(0) << ";"; 
 myFile << RTiltAngle->value(0) << ";"; 
 myFile << RTiltAngleSat->value(0) << ";"; 
 myFile << RAngleFiltered->value(0) << ";"; 
 myFile << RAngleFilteredSat->value(0) << ";"; 
 myFile << RAngleCons->value(0) << ";"; 
 myFile << RAngleOutput->value(0) << ";"; 
 myFile << RVelCons->value(0) << ";"; 
 myFile << RVelOutput->value(0) << ";"; 
 myFile << RAccCons->value(0) << ";"; 
 myFile << RAccOutput->value(0) << ";"; 
 
 myFile << HAccInput->value(0) << ";"; 
 myFile << HAccFiltered->value(0) << ";"; 
 myFile << HError->value(0) << ";"; 
 myFile << HErrorFiltered->value(0) << ";"; 
 myFile << HErrorFiltered2->value(0) << ";"; 
 myFile << HAccFilteredAB->value(0) << ";"; 
 myFile << HErrorAB->value(0) << ";"; 
 myFile << HCriterion->value(0) << ";"; 
 myFile << HAccCons->value(0) << ";"; 
 myFile << HAccConsWashout->value(0) << ";"; 
 myFile << HAccOutput->value(0) << ";"; 
 myFile << HVelCons->value(0) << ";"; 
 myFile << HVelOutput->value(0) << ";"; 
 myFile << HAngleCons->value(0) << ";"; 
 myFile << HAngleOutput->value(0) << ";"; 
 
 myFile << ZAccInput->value(0) << ";"; 
 myFile << ZAccInputInt->value(0) << ";"; 
 myFile << ZVit->value(0) << ";"; 
 myFile << ZVitInt->value(0) << ";"; 
 myFile << ZVitIntFiltered->value(0) << ";"; 
 myFile << ZVitIntFiltered2->value(0) << ";"; 
 myFile << ZPosCons->value(0) << ";"; 
 myFile << ZPosOutput->value(0) << ";"; 
 myFile << ZVelCons->value(0) << ";"; 
 myFile << ZVelOutput->value(0) << ";"; 
 myFile << ZAccCons->value(0) << ";"; 
 myFile << ZAccOutput->value(0) << "\n";*/ 
 
 //myFile << XAccInput->value(0) << ";"; 
 //myFile << countIsStop << ";"; 
 //myFile << stopGain << "\n"; 
 
 // ------------------------------------ 
 // Comptage 
 // ------------------------------------ 
 count++; 
 
 // ------------------------------------ 
 // Si on veut être en statique mais calculer 
 // tout de même les commandes 
 // ------------------------------------ 
 
 /* 
 for (int i=0; i<18; i++) 
 { 































 static double count; 
 static double countIsStop; 
 static double stopGain; 
 
 // ------------------------------------ 
 // Fichier d'écriture des résultats 
 // ------------------------------------ 
 static std::ofstream myFile; 
 
 // ------------------------------------ 
 // Période d'échantillonage des signaux 
 // correspondant à la fréquence de 
 // communication avec la plate-forme 
 // ------------------------------------ 




 // ------------------------------------ 
 // Déclaration des signaux 
 // axe X : longitudinal 
 // ------------------------------------ 
 static signal* XAccInput; 
 static signal* XAccInput1; 
 static signal* XAccInput2; 
 static signal* XVelInput; 
 static signal* XAccFiltered; 
 static signal* XError; 
 static signal* XErrorFiltered; 
 static signal* XErrorFiltered2; 
 static signal* XAccFilteredAB; 
 static signal* XErrorAB; 
 static signal* XCriterion; 
 static signal* XAccCons; 
 static signal* XAccCons1; 
 static signal* XAccConsLP; 
 static signal* XAccConsWashout; 
 static signal* XAccOutput; 
 static signal* XVelCons; 
 static signal* XVelOutput; 
 static signal* XVelFiltered; 
 static signal* XPosCons; 
 static signal* XPosOutput; 
 static signal* XPosFiltered; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe P : Pitch (tangage) 
 // ------------------------------------ 
 
 static signal* X2PAccFiltered; 
 static signal* PTiltAngle; 
 static signal* PTiltAngleSat; 
 static signal* PAngleInput; 
 static signal* PAngleFiltered; 
 static signal* PAngleFilteredSat; 
 static signal* PAngleCons; 
 static signal* PAngleCons1; 
    static signal* PAngleCons2;  
 static signal* PAngleOutput; 
 static signal* PVelCons; 
    static signal* PVelCons1;  
 static signal* PVelCons2;  
 static signal* PVelOutput; 
 static signal* PAccCons; 





 // ------------------------------------ 
 // Déclaration des signaux 
 // axe Y : latéral 
 // ------------------------------------ 
 
 static signal* YAccInput; 
 static signal* YAccInput1; 
 static signal* YAccInput2; 
 static signal* YVelInput; 
 static signal* YAccInputSat; 
 static signal* YAccFiltered; 
 static signal* YError; 
 static signal* YErrorFiltered; 
 static signal* YErrorFiltered2; 
 static signal* YAccFilteredAB; 
 static signal* YErrorAB; 
 static signal* YCriterion; 
 static signal* YAccCons; 
 static signal* YAccCons1; 
 static signal* YAccConsLP; 
 static signal* YAccConsWashout; 
 static signal* YAccOutput; 
 static signal* YVelCons; 
 static signal* YVelOutput; 
 static signal* YVelFiltered; 
 static signal* YPosCons; 
 static signal* YPosOutput; 
 static signal* YPosFiltered; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe R : Roll (roulis) 
 // ------------------------------------ 
 
 static signal* Y2RAccFiltered; 
 static signal* RTiltAngle; 
 static signal* RTiltAngleSat; 
 static signal* RAngleInput; 
 static signal* RAngleFiltered; 
 static signal* RAngleFilteredSat; 
 static signal* RAngleCons; 
 static signal* RAngleCons1; 
 static signal* RAngleCons2; 
 static signal* RAngleOutput; 
 static signal* RVelCons; 
 static signal* RVelCons1; 
 static signal* RVelCons2; 
 static signal* RVelOutput; 
 static signal* RAccCons; 
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 static signal* RAccOutput; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe H : Heading (lacet) 
 // ------------------------------------ 
 
 static signal* HAccInput; 
 static signal* HAccInputSat; 
 static signal* HAccFiltered; 
 static signal* HError; 
 static signal* HErrorFiltered; 
 static signal* HErrorFiltered2; 
 static signal* HAccFilteredAB; 
 static signal* HErrorAB; 
 static signal* HCriterion; 
 static signal* HAccCons; 
 static signal* HAccConsLP; 
 static signal* HAccConsWashout; 
 static signal* HAccOutput; 
 static signal* HVelCons; 
 static signal* HVelOutput; 
 static signal* HAngleCons; 
 static signal* HAngleOutput; 
 
 // ------------------------------------ 
 // Déclaration des signaux 
 // axe Z : vertical 
 // ------------------------------------ 
 
 static signal* ZAccInput; 
 static signal* ZAccInputInt; 
 static signal* ZVit; 
 static signal* ZVitInt; 
 static signal* ZVitIntFiltered; 
 static signal* ZVitIntFiltered2; 
 static signal* ZPosCons; 
 static signal* ZPosOutput; 
 static signal* ZPosFiltered; 
 static signal* ZVelCons; 
 static signal* ZVelOutput; 
 static signal* ZVelInput; 
 static signal* ZVelFiltered; 
 static signal* ZAccCons; 
 static signal* ZAccOutput; 










void externInit ( void ) 
{ 
 count = 0.0; 
 countIsStop = 0.0; 
 stopGain = 1.0; 
  
 // ------------------------------------ 
 // Ouverture du fichier d'écriture 
 // ------------------------------------ 
 myFile.open("Results.txt"); 
 if (myFile.is_open()) 
 { 




  std::cout<<"Problem while opening file"<<std::endl; 
 } 
  
 // ------------------------------------ 
 // Initialisation des signaux 
 // ------------------------------------ 
 XAccInput   = new signal(PeriodeEchantillonage); 
 XAccInput1   = new signal(PeriodeEchantillonage); 
 XAccInput2   = new signal(PeriodeEchantillonage); 
 XVelInput   = new signal(PeriodeEchantillonage); 
 XAccFiltered  = new signal(PeriodeEchantillonage); 
 XError   = new signal(PeriodeEchantillonage); 
 XErrorFiltered  = new signal(PeriodeEchantillonage); 
 XErrorFiltered2  = new signal(PeriodeEchantillonage); 
 XAccFilteredAB  = new signal(PeriodeEchantillonage); 
 XErrorAB   = new signal(PeriodeEchantillonage); 
 XCriterion   = new signal(PeriodeEchantillonage); 
 XAccCons   = new signal(PeriodeEchantillonage); 
 XAccCons1   = new signal(PeriodeEchantillonage); 
 XAccConsLP   = new signal(PeriodeEchantillonage); 
 XAccConsWashout  = new signal(PeriodeEchantillonage); 
 XAccOutput   = new signal(PeriodeEchantillonage); 
 XVelCons   = new signal(PeriodeEchantillonage); 
 XVelOutput   = new signal(PeriodeEchantillonage); 
 XVelFiltered  = new signal(PeriodeEchantillonage); 
 XPosCons   = new signal(PeriodeEchantillonage); 
 XPosOutput   = new signal(PeriodeEchantillonage); 
 XPosFiltered  = new signal(PeriodeEchantillonage); 
 
 X2PAccFiltered  = new signal(PeriodeEchantillonage); 
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 PTiltAngle   = new signal(PeriodeEchantillonage); 
 PTiltAngleSat  = new signal(PeriodeEchantillonage); 
 PAngleInput   = new signal(PeriodeEchantillonage); 
 PAngleFiltered  = new signal(PeriodeEchantillonage); 
 PAngleFilteredSat       = new signal(PeriodeEchantillonage); 
 PAngleCons   = new signal(PeriodeEchantillonage); 
 PAngleCons1            = new signal(PeriodeEchantillonage); 
      PAngleCons2            = new signal(PeriodeEchantillonage); 
 PAngleOutput  = new signal(PeriodeEchantillonage); 
 PVelCons   = new signal(PeriodeEchantillonage); 
 PVelOutput   = new signal(PeriodeEchantillonage); 
 PAccCons   = new signal(PeriodeEchantillonage); 
 PAccOutput   = new signal(PeriodeEchantillonage); 
 
 YAccInput   = new signal(PeriodeEchantillonage); 
 YVelInput   = new signal(PeriodeEchantillonage); 
 YAccInputSat  = new signal(PeriodeEchantillonage); 
 YAccFiltered  = new signal(PeriodeEchantillonage); 
 YError    = new signal(PeriodeEchantillonage); 
 YErrorFiltered  = new signal(PeriodeEchantillonage); 
 YErrorFiltered2  = new signal(PeriodeEchantillonage); 
 YAccFilteredAB  = new signal(PeriodeEchantillonage); 
 YErrorAB   = new signal(PeriodeEchantillonage); 
 YCriterion   = new signal(PeriodeEchantillonage); 
 YAccCons   = new signal(PeriodeEchantillonage); 
 YAccConsLP   = new signal(PeriodeEchantillonage); 
 YAccConsWashout  = new signal(PeriodeEchantillonage); 
 YAccOutput   = new signal(PeriodeEchantillonage); 
 YVelCons   = new signal(PeriodeEchantillonage); 
 YVelOutput   = new signal(PeriodeEchantillonage); 
 YVelFiltered           = new signal(PeriodeEchantillonage); 
 YPosCons   = new signal(PeriodeEchantillonage); 
 YPosOutput   = new signal(PeriodeEchantillonage); 
      YPosFiltered  = new signal(PeriodeEchantillonage); 
 
 Y2RAccFiltered  = new signal(PeriodeEchantillonage); 
 RTiltAngle   = new signal(PeriodeEchantillonage); 
 RTiltAngleSat  = new signal(PeriodeEchantillonage); 
 RAngleInput   = new signal(PeriodeEchantillonage); 
 RAngleFiltered  = new signal(PeriodeEchantillonage); 
 RAngleFilteredSat = new signal(PeriodeEchantillonage); 
 RAngleCons   = new signal(PeriodeEchantillonage); 
 RAngleOutput  = new signal(PeriodeEchantillonage); 
 RVelCons   = new signal(PeriodeEchantillonage); 
 RVelOutput   = new signal(PeriodeEchantillonage); 
 RAccCons   = new signal(PeriodeEchantillonage); 
 RAccOutput   = new signal(PeriodeEchantillonage); 
 




 HAccInputSat  = new signal(PeriodeEchantillonage); 
 HAccFiltered  = new signal(PeriodeEchantillonage); 
 HError    = new signal(PeriodeEchantillonage); 
 HErrorFiltered  = new signal(PeriodeEchantillonage); 
 HErrorFiltered2  = new signal(PeriodeEchantillonage); 
 HAccFilteredAB  = new signal(PeriodeEchantillonage); 
 HErrorAB   = new signal(PeriodeEchantillonage); 
 HCriterion   = new signal(PeriodeEchantillonage); 
 HAccCons   = new signal(PeriodeEchantillonage); 
 HAccConsLP   = new signal(PeriodeEchantillonage); 
 HAccConsWashout  = new signal(PeriodeEchantillonage); 
 HAccOutput   = new signal(PeriodeEchantillonage); 
 HVelCons   = new signal(PeriodeEchantillonage); 
 HVelOutput   = new signal(PeriodeEchantillonage); 
 HAngleCons   = new signal(PeriodeEchantillonage); 
 HAngleOutput  = new signal(PeriodeEchantillonage); 
 
 ZAccInput   = new signal(PeriodeEchantillonage); 
 ZAccInputInt  = new signal(PeriodeEchantillonage); 
 ZVit    = new signal(PeriodeEchantillonage); 
 ZVitInt    = new signal(PeriodeEchantillonage); 
 ZVitIntFiltered  = new signal(PeriodeEchantillonage); 
 ZVitIntFiltered2 = new signal(PeriodeEchantillonage); 
 ZPosCons   = new signal(PeriodeEchantillonage); 
 ZPosOutput   = new signal(PeriodeEchantillonage); 
 ZPosFiltered        = new signal(PeriodeEchantillonage); 
 ZVelCons   = new signal(PeriodeEchantillonage); 
 ZVelOutput   = new signal(PeriodeEchantillonage); 
 ZVelFiltered  = new signal(PeriodeEchantillonage); 
 ZVelInput           = new signal(PeriodeEchantillonage); 
 ZAccCons   = new signal(PeriodeEchantillonage); 
 ZAccOutput   = new signal(PeriodeEchantillonage); 



















 //double lTemp = XErrorFiltered->value(0); 
 //XErrorFiltered2->update(exp(-10.0*lTemp*lTemp)); 
 //XAccFilteredAB->update(XAccFiltered->value(0) * XErrorFiltered2-
>value(0)); 
 //XErrorAB->substract(XAccInput,XAccFilteredAB); 
 //double lTemp2 = XErrorAB->value(0); 
 //double lTemp3 = XErrorFiltered->value(0); 
 //double lCriterion = tanh( 2 * ( abs(lTemp2) - abs(lTemp3) ) ); 
 //lCriterion = (lCriterion + 1) / 2; 
 //XCriterion->update( lCriterion ); 
 XVelCons->integer(XAccCons); 
 XPosCons->integer(XVelCons); 
 double lCriterion2 = (-2 * (XVelFiltered->value(0)) * (XVelCons-
>value(0)) + (XAccFiltered->value(0)) * (XAccInput->value(0)-XAccCons-
>value(0)-(20 * XPosFiltered->value(0) * (XPosCons->value(0)) * 0.5))); 
 double lCriterion3 = (lCriterion2)- 5.0265*XVelCons->value(0)-
6.3167*XPosCons->value(0); 
 
 // acc_cons  =  (1-criterion) x acc_filtered_ab  +  criterion x 
acc_filtered 
 XAccCons->update( lCriterion3); 
 //XAccConsLP->LP1(XAccCons, 1.0, 0.1); 
 //XAccConsWashout->HP2(XAccConsLP,1.0,1.0,0.5); 
 // Saturation pour respecter les limites en accélération de la PF 
 XAccOutput->saturate(XAccCons,-6.0*9.81,6.0*9.81); 
 XVelCons->integer(XAccOutput); 
 // Saturation pour respecter les limites en vitesse de la PF 
 XVelOutput->saturate(XVelCons,-0.5,0.5); 
 XPosCons->integer(XVelOutput); 
 // Saturation pour respecter les limites en postion de la PF 









void computeP (void) 
{ 
 X2PAccFiltered->LP2vitesse(XAccInput,0.25,0.7,0.3); 
 PTiltAngle->update(-asin(X2PAccFiltered->value(0) / 9.81)); 
 PTiltAngleSat->saturate(PTiltAngle, -0.24, 0.24); 
 //PAngleFiltered->LP1(PAngleInput, 1.0, 1.0);  
 //PAngleFilteredSat->saturate(PAngleFiltered, -0.10, 0.10); 
 PAngleFilteredSat->saturate(PAngleInput, -0.10, 0.10); 
 PAngleCons->update(- PTiltAngleSat->value(0) - PAngleFilteredSat-
>value(0)); 





    PVelCons1 ->derivate(PAngleOutput); 
 double lCriterion8 = -(-10 *((-0.9771* (XPosCons->value(0)))-10*(-
1.0061*(XVelCons->value(0)))-10*(5.0919*(PAngleCons->value(0)))-
10*(0.42*(PVelCons1->value(0)))));  





 double lCriterion9 = XAccInput1-PAngleCons2; 
 XAccCons1 ->update (lCriterion9); 
 PVelOutput->saturate(PVelCons, -0.52, 0.52); 
 PAccCons->derivate(PVelOutput); 








     








 double lCriterion4 = (-2 * (YVelFiltered->value(0)) * (YVelCons-
>value(0)) + (YAccFiltered->value(0)) * (YAccInput->value(0)-YAccCons-
>value(0)-(20 * YPosFiltered->value(0) * (YPosCons->value(0)) * 0.5))); 
 double lCriterion5 = (lCriterion4)- 5.0265*YVelCons->value(0)-
6.3167*YPosCons->value(0); 
 YAccCons->update( lCriterion5); 
 // Saturation pour respecter les limites en accélération de la PF 
 YAccOutput->saturate(YAccCons,-6.0*9.81,6.0*9.81); 
 YVelCons->integer(YAccOutput); 
 // Saturation pour respecter les limites en vitesse de la PF 
 YVelOutput->saturate(YVelCons,-0.5,0.5); 
 YPosCons->integer(YVelOutput); 
 // Saturation pour respecter les limites en postion de la PF 











void computeR (void) 
{ 
 Y2RAccFiltered->LP2vitesse(YAccInputSat,0.25,0.7,0.3); 
 RTiltAngle->update(-asin(Y2RAccFiltered->value(0) / 9.81)); 
 RTiltAngleSat->saturate(RTiltAngle, -0.24, 0.24); 
 //RAngleFiltered->LP1(RAngleInput, 1.0, 1.0);  
 //RAngleFilteredSat->saturate(RAngleFiltered, -0.10, 0.10); 
 RAngleFilteredSat->saturate(RAngleInput, -0.10, 0.10); 
 RAngleCons->update( - RTiltAngleSat->value(0) + RAngleFilteredSat-
>value(0)); 
 RAngleOutput->saturate(RAngleCons, -0.34, 0.34); 
 //RVelCons->derivate(RAngleOutput); 
  RVelCons1 ->derivate(RAngleOutput); 
 double lCriterion10 = -(-10 *((-0.9771* (YPosCons->value(0)))-10*(-
1.0061*(YVelCons->value(0)))-10*(5.0919*(RAngleCons->value(0)))-
10*(0.42*(RVelCons1->value(0)))));  





 double lCriterion11 = YAccInput1-RAngleCons2; 
 YAccCons1 ->update (lCriterion11); 
 RVelOutput->saturate(RVelCons, -0.52, 0.52); 
 RAccCons->derivate(RVelOutput); 















 double lTemp = HErrorFiltered->value(0); 
 HErrorFiltered2->update(exp(-10.0*lTemp*lTemp)); 
 HAccFilteredAB->update(HAccFiltered->value(0) * HErrorFiltered2-
>value(0)); 
 HErrorAB->substract(HAccInput,HAccFilteredAB); 




 double lTemp3 = HErrorFiltered->value(0); 
 double lCriterion = tanh( 2 * ( abs(lTemp2) - abs(lTemp3) ) ); 
 lCriterion = (lCriterion + 1) / 2; 
 HCriterion->update( lCriterion ); 
 // acc_cons  =  (1-criterion) x acc_filtered_ab  +  criterion x 
acc_filtered 
 HAccCons->update( (1-lCriterion)*HAccFilteredAB->value(0) + 
lCriterion*HAccFiltered->value(0) ); 
 HAccConsLP->LP1(HAccCons, 1.0, 0.1); 
 HAccConsWashout->HP2(HAccConsLP,-1.0,1.0,2.0); 
 // Saturation pour respecter les limites en accélération de la PF 
 HAccOutput->saturate(HAccConsWashout,-6.981,6.981); 
 HVelCons->integer(HAccOutput); 
 // Saturation pour respecter les limites en vitesse de la PF 
 HVelOutput->saturate(HVelCons,-0.698,0.698); 
 HAngleCons->integer(HVelOutput); 
 // Saturation pour respecter les limites en orientation de la PF 









void computeZ (void) 
{ 






 double lCriterion6 = (-2 * (ZVelFiltered->value(0)) * (ZVelCons-
>value(0)) + (ZAccFiltered->value(0)) * (ZAccInput->value(0) - ZAccCons-
>value(0)-(20 * ZPosFiltered->value(0) * (ZPosCons->value(0)) * 0.5))); 
 double lCriterion7 = (lCriterion6)- 5.0265*ZVelCons->value(0)-
6.3167*ZPosCons->value(0); 
 ZAccCons->update( lCriterion7); 
 // Saturation pour respecter les limites en accélération de la PF 
 ZAccOutput->saturate(ZAccCons,-5.0*9.81,5.0*9.81); 
 ZVelCons->integer(ZAccOutput); 
 // Saturation pour respecter les limites en vitesse de la PF 
 YVelOutput->saturate(YVelCons,-0.3,0.3); 
 YPosCons->integer(YVelOutput); 
 // Saturation pour respecter les limites en postion de la PF 











void endSim (double acc) 
{ 
 acc = abs(acc); 
  
 // On incrémente la variable countIsStop si la vitesse du véhicule 
est nulle 
 // Si la vitesee est non nulle, on remet la variable countIsStop à 0 
 if (acc < 0.1) 
 { 




  countIsStop = 0.0; 
 } 
 
 // Si le véhicule est arrêté depuis plus de 20 secondes, on 
décrémente la  
 // variable stopGain pour faire descendre la plate-forme 
 if (countIsStop > 25.0) 
 { 
  stopGain -= (0.1*PeriodeEchantillonage); 
 } 
 // Si le véhicule n'est plus arrêté, on incrémente stopGain pour 
faire remonter 
 // la plate-forme si jamais elle était descendue, sauf si elle est 
arrivée en 
 // position basse 
  else 
 { 
  if (stopGain > 0.0) 
  { 
   stopGain += (0.1*PeriodeEchantillonage); 
  } 
 } 
 
 // stopGain doit être compris entre 0.0 et 1.0 ! 
 if (stopGain > 1.0) 
 { 
  stopGain = 1.0; 
 } 














void externStep (double posvitacc[18], double retourposvitacc[18]) 
{ 
 //posvitacc[0]  --> X position 
 //posvitacc[1]  --> Y position 
 //posvitacc[2]  --> Z position 
 //posvitacc[3]  --> H angle 
 //posvitacc[4]  --> P angle 
 //posvitacc[5]  --> R angle 
 //posvitacc[6]  --> X velocity 
 //posvitacc[7]  --> Y velocity 
 //posvitacc[8]  --> Z velocity 
 //posvitacc[9]  --> H velocity 
 //posvitacc[10] --> P velocity 
 //posvitacc[11] --> R velocity 
 //posvitacc[12] --> X acceleration 
 //posvitacc[13] --> Y acceleration 
 //posvitacc[14] --> Z acceleration 
 //posvitacc[15] --> H acceleration 
 //posvitacc[16] --> P acceleration 
 //posvitacc[17] --> R acceleration 
  
 // ------------------------------------ 
 // Mise à jour des signaux d'entrée 
 // ------------------------------------ 
  
 double RampTime = 10.0 ; 
 double coeff = count / (RampTime * 60); 
 if (coeff > 1) 
 { 
  coeff = 1; 
 } 
 XAccInput->update (coeff * posvitacc[12]); 
 PAngleInput->update (coeff * posvitacc[4]); 
 YAccInput->update (coeff * posvitacc[13]); 
 RAngleInput->update (coeff * posvitacc[5]); 
 HAccInput->update (coeff * posvitacc[15]); 
 ZAccInput->update (coeff * posvitacc[14]); 
 
 // ------------------------------------ 
 // Calcul des signaux de sortie 
Annexe$.$Code$C++$
184$










 // ------------------------------------ 
 // Mise à jour de la variable de sortie 
 // ------------------------------------ 
  
 retourposvitacc[0] = XPosOutput->value(0) * 0.2;  // X position 
 retourposvitacc[1] = YPosOutput->value(0) * 0.2;  // Y position 
 retourposvitacc[2] = 0.22 ;  // Z position 
 retourposvitacc[3] = 0 ;  // HAngleOutput->value(0) ;  // H angle 
 retourposvitacc[4] = PAngleOutput->value(0) ;  // P angle 
 retourposvitacc[5] = RAngleOutput->value(0) ;  // R angle 
 retourposvitacc[6] = 0 ;  // X velocity 
 retourposvitacc[7] = 0 ;  // Y velocity 
 retourposvitacc[8] = 0 ;  // Z velocity 
 retourposvitacc[9] = 0 ;  // H velocity 
 retourposvitacc[10] = 0 ;  // P velocity 
 retourposvitacc[11] = 0 ;  // R velocity 
 retourposvitacc[12] = 0 ;  // X acceleration 
 retourposvitacc[13] = 0 ;  // Y acceleration 
 retourposvitacc[14] = 0 ;  // Z acceleration 
 retourposvitacc[15] = 0 ;  // H acceleration 
 retourposvitacc[16] = 0 ;  // P acceleration 
 retourposvitacc[17] = 0 ;  // R acceleration 
 
 for (int i=0; i<18; i++) 
 { 
  retourposvitacc[i] = retourposvitacc[i] * stopGain; 
 } 
 
 // ------------------------------------ 
 // Ecriture des résultats 
 // ------------------------------------ 
 
 myFile << count * PeriodeEchantillonage << ";"; 
 
 myFile << XAccInput->value(0) << ";"; 
 myFile << XAccFiltered->value(0) << ";"; 
 myFile << XError->value(0) << ";"; 
 myFile << XErrorFiltered->value(0) << ";"; 




 myFile << XAccFilteredAB->value(0) << ";"; 
 myFile << XErrorAB->value(0) << ";"; 
 myFile << XCriterion->value(0) << ";"; 
 myFile << XAccCons->value(0) << ";"; 
 myFile << XAccConsWashout->value(0) << ";"; 
 myFile << XAccOutput->value(0) << ";"; 
 myFile << XVelCons->value(0) << ";"; 
 myFile << XVelOutput->value(0) << ";"; 
 myFile << XPosCons->value(0) << ";"; 
 myFile << XPosOutput->value(0) << ";"; 
 
 myFile << PAngleInput->value(0) << ";"; 
 myFile << X2PAccFiltered->value(0) << ";"; 
 myFile << PTiltAngle->value(0) << ";"; 
 myFile << PTiltAngleSat->value(0) << ";"; 
 myFile << PAngleFiltered->value(0) << ";"; 
 myFile << PAngleFilteredSat->value(0) << ";"; 
 myFile << PAngleCons->value(0) << ";"; 
 myFile << PAngleOutput->value(0) << ";"; 
 myFile << PVelCons->value(0) << ";"; 
 myFile << PVelOutput->value(0) << ";"; 
 myFile << PAccCons->value(0) << ";"; 
 myFile << PAccOutput->value(0) << ";"; 
 
 myFile << YAccInputSat->value(0) << ";"; 
 myFile << YAccFiltered->value(0) << ";"; 
 myFile << YError->value(0) << ";"; 
 myFile << YErrorFiltered->value(0) << ";"; 
 myFile << YErrorFiltered2->value(0) << ";"; 
 myFile << YAccFilteredAB->value(0) << ";"; 
 myFile << YErrorAB->value(0) << ";"; 
 myFile << YCriterion->value(0) << ";"; 
 myFile << YAccCons->value(0) << ";"; 
 myFile << YAccConsWashout->value(0) << ";"; 
 myFile << YAccOutput->value(0) << ";"; 
 myFile << YVelCons->value(0) << ";"; 
 myFile << YVelOutput->value(0) << ";"; 
 myFile << YPosCons->value(0) << ";"; 
 myFile << YPosOutput->value(0) << ";"; 
 
 myFile << RAngleInput->value(0) << ";"; 
 myFile << Y2RAccFiltered->value(0) << ";"; 
 myFile << RTiltAngle->value(0) << ";"; 
 myFile << RTiltAngleSat->value(0) << ";"; 
 myFile << RAngleFiltered->value(0) << ";"; 
 myFile << RAngleFilteredSat->value(0) << ";"; 
 myFile << RAngleCons->value(0) << ";"; 
 myFile << RAngleOutput->value(0) << ";"; 
 myFile << RVelCons->value(0) << ";"; 
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 myFile << RVelOutput->value(0) << ";"; 
 myFile << RAccCons->value(0) << ";"; 
 myFile << RAccOutput->value(0) << ";"; 
 
 myFile << HAccInput->value(0) << ";"; 
 myFile << HAccFiltered->value(0) << ";"; 
 myFile << HError->value(0) << ";"; 
 myFile << HErrorFiltered->value(0) << ";"; 
 myFile << HErrorFiltered2->value(0) << ";"; 
 myFile << HAccFilteredAB->value(0) << ";"; 
 myFile << HErrorAB->value(0) << ";"; 
 myFile << HCriterion->value(0) << ";"; 
 myFile << HAccCons->value(0) << ";"; 
 myFile << HAccConsWashout->value(0) << ";"; 
 myFile << HAccOutput->value(0) << ";"; 
 myFile << HVelCons->value(0) << ";"; 
 myFile << HVelOutput->value(0) << ";"; 
 myFile << HAngleCons->value(0) << ";"; 
 myFile << HAngleOutput->value(0) << ";"; 
 
 myFile << ZAccInput->value(0) << ";"; 
 myFile << ZAccInputInt->value(0) << ";"; 
 myFile << ZVit->value(0) << ";"; 
 myFile << ZVitInt->value(0) << ";"; 
 myFile << ZVitIntFiltered->value(0) << ";"; 
 myFile << ZVitIntFiltered2->value(0) << ";"; 
 myFile << ZPosCons->value(0) << ";"; 
 myFile << ZPosOutput->value(0) << ";"; 
 myFile << ZVelCons->value(0) << ";"; 
 myFile << ZVelOutput->value(0) << ";"; 
 myFile << ZAccCons->value(0) << ";"; 
 myFile << ZAccOutput->value(0) << "\n"; 
 
 // myFile << XAccInput->value(0) << ";"; 
 // myFile << countIsStop << ";"; 
 // myFile << stopGain << "\n"; 
 
 // ------------------------------------ 
 // Comptage 
 // ------------------------------------ 
 count++; 
 
 // ------------------------------------ 
 // Si on veut être en statique mais calculer 
 // tout de même les commandes 
 // ------------------------------------ 
 
 /* 







































 std::string tmp; 
 
 //get channel for accX 
 if( cfg.get(DTR_ACCELERATION_X,tmp) ) 
 { 
  m_exportChannels[DTR_ACCELERATION_X] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for accY 
 if( cfg.get(DTR_ACCELERATION_Y,tmp) ) 
 { 
  m_exportChannels[DTR_ACCELERATION_Y] = 





 //get channel for accZ 
 if( cfg.get(DTR_ACCELERATION_Z,tmp) ) 
 { 
  m_exportChannels[DTR_ACCELERATION_Z] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for heading speed 
 if( cfg.get(DTR_SPEED_H,tmp) ) 
 { 
  m_exportChannels[DTR_SPEED_H] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for pitch speed 
 if( cfg.get(DTR_SPEED_P,tmp) ) 
 { 
  m_exportChannels[DTR_SPEED_P] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for roll speed 
 if( cfg.get(DTR_SPEED_R,tmp) ) 
 { 
  m_exportChannels[DTR_SPEED_R] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 ////heading acc 
 //if(cfg.get(DTR_ACC_H,tmp)) 
 //{ 
 // m_exportChannels[DTR_ACC_H] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 //} 
 
 ////pitch acc 
 //if(cfg.get(DTR_ACC_P,tmp)) 
 //{ 
 // m_exportChannels[DTR_ACC_P] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 //} 
 
 ////roll acc 
 //if(cfg.get(DTR_ACC_R,tmp)) 
 //{ 
 // m_exportChannels[DTR_ACC_R] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 //} 
 
 if( cfg.get(DTR_QUAT1,tmp) ) 
 { 
  m_exportChannels[DTR_QUAT1] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 if( cfg.get(DTR_QUAT2,tmp) ) 
 { 
  m_exportChannels[DTR_QUAT2] = 






 if( cfg.get(DTR_QUAT3,tmp) ) 
 { 
  m_exportChannels[DTR_QUAT3] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 if( cfg.get(DTR_QUAT4,tmp) ) 
 { 
  m_exportChannels[DTR_QUAT4] = 




void ExportChannelManager::set(const std::string& p_dataName, float p_val) 
{ 
 std::string tmp; 
 if( cfg.get(p_dataName,tmp) ) 
 { 
  Com_setShortData(m_exportChannels[p_dataName] , "no" , 
 atoi(tmp.c_str()) ); 
  Com_setLongData( m_exportChannels[p_dataName] , "frame_nb", 
m_counterForEC); 





  std::cout<<"no DataInterface to send "<<p_dataName<<std::endl; 
 } 
  
 //Com_setShortData(m_exportChannels[p_dataName] , "no" ,  26 
); 
 //Com_setLongData( m_exportChannels[p_dataName] , "frame_nb", 
m_counterForEC); 






























 std::string tmp; 
 
 //get channel for accX 
 if( cfg.get(DTR_ACCELERATION_X,tmp) ) 
 { 
  m_exportChannels[DTR_ACCELERATION_X] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for accY 
 if( cfg.get(DTR_ACCELERATION_Y,tmp) ) 
 { 
  m_exportChannels[DTR_ACCELERATION_Y] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for accZ 
 if( cfg.get(DTR_ACCELERATION_Z,tmp) ) 
 { 
  m_exportChannels[DTR_ACCELERATION_Z] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for heading speed 
 if( cfg.get(DTR_SPEED_H,tmp) ) 
 { 
  m_exportChannels[DTR_SPEED_H] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for pitch speed 
 if( cfg.get(DTR_SPEED_P,tmp) ) 
 { 
  m_exportChannels[DTR_SPEED_P] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 //get channel for roll speed 
 if( cfg.get(DTR_SPEED_R,tmp) ) 
 { 
  m_exportChannels[DTR_SPEED_R] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 ////heading acc 
 //if(cfg.get(DTR_ACC_H,tmp)) 
 //{ 
 // m_exportChannels[DTR_ACC_H] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 //} 
 






 // m_exportChannels[DTR_ACC_P] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 //} 
 
 ////roll acc 
 //if(cfg.get(DTR_ACC_R,tmp)) 
 //{ 
 // m_exportChannels[DTR_ACC_R] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 //} 
 
 if( cfg.get(DTR_QUAT1,tmp) ) 
 { 
  m_exportChannels[DTR_QUAT1] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 if( cfg.get(DTR_QUAT2,tmp) ) 
 { 
  m_exportChannels[DTR_QUAT2] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 if( cfg.get(DTR_QUAT3,tmp) ) 
 { 
  m_exportChannels[DTR_QUAT3] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
 
 if( cfg.get(DTR_QUAT4,tmp) ) 
 { 
  m_exportChannels[DTR_QUAT4] = 
Com_declareOutputData(NETWORK_IUSER_EXPORTCHANNEL , atoi(tmp.c_str()) ); 
 } 
} 
void ExportChannelManager::set(const std::string& p_dataName, float p_val) 
{ 
 std::string tmp; 
 if( cfg.get(p_dataName,tmp) ) 
 { 
  Com_setShortData(m_exportChannels[p_dataName] , "no" , 
 atoi(tmp.c_str()) ); 
  Com_setLongData( m_exportChannels[p_dataName] , "frame_nb", 
m_counterForEC); 





  std::cout<<"no DataInterface to send "<<p_dataName<<std::endl; 
 } 
  
 //Com_setShortData(m_exportChannels[p_dataName] , "no" ,  26 
); 
 //Com_setLongData( m_exportChannels[p_dataName] , "frame_nb", 
m_counterForEC); 











ETUDE DES LOIS DE COMMANDE DE LA PLATEFORME DE SIMULATION 
DE CONDUITE ET INFLUENCE SUR LE MAL DE SIMULATEUR 
RESUME : La simulation de conduite est fortement utilisée dans la recherche et le 
développement pour l'industrie automobile. Les simulateurs de conduite sont utilisés pour 
évaluer les prototypes véhicules pour la dynamique du véhicule et les systèmes d'aide à la 
conduite. Cependant, l’utilisation des simulateurs de conduite induit une problématique 
scientifique qui peut limiter son développement. En raison de son principe même, le simulateur 
de conduite ne restitue pas des mouvements du véhicule à l’échelle 1.  Ce verrou cause des 
phénomènes de mal du simulateur qu’il est important d’étudier. Cette thèse propose d’étudier 
des méthodes et outils à mettre en œuvre dans les simulateurs de conduite statique ou 
dynamique. De cette mise en œuvre, des études sur le mal du simulateur sont menées grâce à 
des mesures objectives (via un capteur de suivi de mouvement, plate-forme de stabilité du 
corps, électromyographie) et subjectives (par l'intermédiaire de questionnaires). Des solutions 
algorithmiques et matérielles sont proposées et évaluées dans le contexte de la simulation de 
conduite. Les approches proposées dans cette thèse pour réduire le mal du simulateur sont: 
" Elaborer et évaluer les algorithmes de contrôle de la plate-forme mobile hexapode: sept 
algorithmes différents sont mis en œuvre. 
" Mesurer les effets liés au mal de simulateur sur les sujets aux niveaux vestibulaire, 
neuromusculaire et posturale. 
" Evaluer l’influence de l'implication des sujets sur le mal de simulateur (conducteurs et 
passagers). 
Mots clés : Mal du simulateur, simulateur de conduite, algorithme de contrôle, évaluation 
objective, évaluation subjective, IR (Illness Rating), analyse d’EMG, posturale stabilité. 
 
STUDY OF CONTROL COMMAND OF DYNAMIC PLATFORM FOR DRIVING 
SIMULATION AND INFLUENCE ON SIMULATOR SICKNESS  
ABSTRACT : Simulation has been intensively involved nowadays in research and development 
for automotive industry. Driving simulators are one of those simulation techniques which are 
used to evaluate the prototypes for the vehicle dynamics and driving assistance systems. 
However with the driving simulator, there is a lock associated with its use. Because 
representing a permanent scenario as scale 1 is quite difficult. Because of that difficulty, 
motion/simulator sickness is an inevitably important topic to study.   
This thesis proposes to explore methods and tools to implement in static or dynamic simulators. 
In this implementation, studies of simulator sickness are conducted with objective measures (via 
a motion tracking sensor, platform for body stability, electromyography) and subjective (through 
questionnaires). These algorithmic or hardware solutions studies should be defined and applied 
at simulators. The proposed approaches to reduce or avoid simulator sickness in this thesis are: 
- Building control algorithms of motion hexapod platform: seven different algorithms are 
implemented. 
- Measuring the effects of inertia on subjects at vestibular, neuromuscular and postural 
levels. 
- Assessing the involvement of subjects (drivers and passengers). 
Keywords : Simulator sickness, driving simulator, motion cueing, objective evaluation, 
subjective evaluation, IR (Illness Rating), EMG analysis, postural stability 
