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We analyze within quasi-particle theory a recent resonant inelastic x-ray scattering (RIXS) ex-
periment on YBa2Cu3O6+x with the incoming photon energy detuned at several values from the
resonance maximum [Minola et al., Phys. Rev. Lett. 114, 217003 (2015)]. Surprisingly, the data
shows much weaker dependence on detuning than expected from recent measurements on a different
cuprate superconductor, Bi2Sr2CuO6+x [Guarise et al., Nat. Commun. 5, 5760 (2014)]. We demon-
strate here, that this discrepancy, originally attributed to collective magnetic excitations, can be
understood in terms of the differences between the band structures of these materials. We find good
agreement between theory and experiment over a large range of dopings, both in the underdoped
and in the overdoped regime. Moreover, we demonstrate that the RIXS signal depends sensitively on
excitations at energies well above the Fermi surface, that are inaccessible to traditionally used band
structure probes, such as angle-resolved photemisson spectroscopy. This makes RIXS a powerful
probe of band structure, not suffering from surface preparation problems and small sample sizes,
making it potentially applicable to a number of cuprate materials.
PACS numbers: 78.70.Ck, 74.72.Gh, 71.20-b
Despite the technological and scientific importance
of cuprate high-temperature superconductors, little is
known about their overall quasi-particle band struc-
tures. Although density functional theory predicts quasi-
particle dispersion near the Fermi surface reasonably
well, it cannot reliably capture the effect of electron-
electron correlations, and thus largely overestimates
the excitation energies near the top of the band.1 On
the experimental side, traditionally used band struc-
ture probes, such as angle-resolved photoemission sec-
troscopy (ARPES)2 and quantum oscillation measure-
ments3,4 probe excitations mostly in the vicinity of the
Fermi surface, and provide little information on the
higher energy part of the band. Moreover, in the case
of YBa2Cu3O6+x (YBCO6+x), ARPES suffers from sig-
nificant surface preparation problems, the so-called po-
lar catastrophe.5 Thus, current band structure models of
YBCO differ significantly at higher energies.5–7 In con-
trast, resonant inelastic x-ray scattering (RIXS) of tran-
sition metal oxides provides a momentum-resolved access
to various electronic, magnetic and phononic excitations
in a large energy range8–11 with an unprecedented sensi-
tivity. Moreover, it also operates on small sample sizes
and even films,12 without suffering from surface qual-
ity problems.13 This provides a unique opportunity to
study quasi-particle band structure14–18 in the optimally
doped and overdoped regime, where the dominant excita-
tions are described by electronic quasi-particles.19–23 In
this regime, ARPES-based tight binding models can be
tested, by comparing their theoretical RIXS spectra with
experimental data.
Despite the recent surge of experiments on doped
cuprates, the theoretical description of RIXS in these
materials is still debated, and thus, the interpretation of
experimental data is often unclear. Although RIXS mea-
surements have been performed over a wide range of dop-
ings, theoretical work originally focused on the antiferro-
magnetic part of the cuprate phase diagram, predicting
collective magnetic excitations as the primary contrib-
utors to RIXS intensities.24–29 As a result, experimen-
tal data is often interpreted in terms of these models,
even in the overdoped regime, where Fermi liquid be-
havior is expected.19–22 In contrast to these models, re-
cent work by D. Benjamin et al. modeled the RIXS pro-
cess in this regime in terms of non-interacting electronic
quasi-particles,23 and found good agreement with recent
experiments on Bi2Sr2CuO6+x (Bi-2212).
30,31 Although
the measured RIXS peaks had originally been attributed
to magnetic excitations, the authors showed that they
are well described in terms of band structure physics,
combined with an orthogonality catastrophe type many-
body effect of the photoexcited core hole on the Fermi
sea.18,32,33 As an experimentally testable prediction of
the theory, they also calculated how the position of the
RIXS peaks change as one tunes the incoming photon
energy away from the resonance maximum, and found
significant shifts in the peak position, as a prediction
of band structure theory. This fluorescent behavior has
been confirmed in the experimental study of Bi-2212 by
Guarise et al.,34 and similar effects have been found for
Sr2CuO2Cl2 and La2CuO4 by Abbamonte et al.
35
In order to test these predictions, recent experimental
work by Minola et al.36 investigated the dependence of
the RIXS intensity on incoming photon energy at the Cu-
L3 edge of a different material, YBCO6+x. However, they
found the shifts of the peaks to be insignificant, thus in-
terpreted their results in terms of collective paramagnon
excitations, and claimed to falsify the quasi-particle ap-
proach of Ref. 23. In this work, we resolve this puzzle
by pointing out that the small shift of the peaks is sim-
ply explained by the differences between YBCO and Bi-
2212 band structures. We show that the experimental
results are well described by band structure physics for
a wide range of dopings (x & 0.79), from the slightly un-
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2derdoped to the overdoped side. Moreover, comparing
our results to experimental data allows us to test dif-
ferent tight-binding models of YBCO.5–7 These models
were obtained as fits to ARPES measurements of a small
energy window near the Fermi surface. It is thus not
surprising, that they exhibit factor of three differences
in energy near the top of the band. By comparing the
RIXS signatures of the different band structure models,
we were able to choose the band structure that gives the
best agreement with the experimental data of Ref. 36.
This tight binding model thus provides the most accu-
rate description of the high energy excitations of YBCO
during the RIXS processes of the experiment.
In order to determine the RIXS response, we use a
tight-binding Hamiltonian H =
∑
jl σ tjl d
†
jσdlσ, with
djσ annihilating a conduction electron of spin σ at site
j. The hopping amplitudes tjl for YBCO are given by
(t10, t11, t20, t21) = (−105, 29, −25, 4) meV.6 The RIXS
process at the Cu-L3 edge starts with a photoexcitation
of a 2p core electron into a 3dx2−y2 state in the conduc-
tion band, leaving a positively charged core hole behind.
This hole is then refilled again with an electron, and a
photon is emitted, with energy loss ∆ω and momentum
transfer q with respect to the incoming photon.23 The
scattering process is given by
I
(
∆ω, ω, q‖
) ∝ ∑
f
|Ti→f |2 δ(Ef − Ei −∆ω), (1)
where ω denotes the incoming photon energy, q‖ refers to
the momentum loss parallel to the sample surface, and
Ei(f) stands for the energy of the initial (final) many-
body state |i〉 (|f〉). In real experiments, the Dirac delta
function is broadened due to the finite energy resolution
of the measurement apparatus. The transition ampli-
tudes are given by the Kramers-Heisenberg formula25,26
Ti→f =
∑
jσσ′
χσσ′ e
iq‖rj 〈f |djσ (Hj − Ei − ω + iΓ)−1 d†jσ′ |i〉,
where the prefactors χσσ′ originate from matrix elements
of the optical transitions, and therefore depend strongly
on the scattering geometry, as well as on photon polar-
izations.23 The Hamiltonian Hj = H + Vj contains the
Vj = −U0
∑
σ d
†
jσdjσ potential of the positively charged
core hole at site j, and Γ denotes the inverse lifetime of
the hole, usually on the order of Γ ∼ 250-500 meV for
cuprates.23,37 In order to determine the RIXS response
numerically, we follow the lines of Ref. 23. We sum over
all final states, and rewrite the RIXS intensity in terms
of time integrals
I ∝
∫ ∞
−∞
ds
∫ ∞
0
dt
∫ ∞
0
dτ e(−iω−Γ)t e(iω−Γ)τ e−i∆ω s
×
∑
jlσσ′σ˜σ˜′
e−iq‖(rj−rl)χ∗σσ′χσ˜σ˜′ S
jl
σσ′σ˜σ˜′(s, t, τ) (2)
with the four point correlation function
Sjlσσ′σ˜σ˜′ =
〈
djσe
−iHjτd†jσ′ e
iHs dlσ˜e
iHltd†lσ˜′ e
iH(τ−t−s)
〉
,
(3)
FIG. 1. (Color online.) Polarization resolved RIXS spec-
tra with incoming pi (a) and σ (b) polarization on overdoped
YBCO + Ca at the Cu-L3 edge. Symbols (full lines) denote
experimental (theoretical) data, whereas the dashed line in
(b) corresponds to Gaussian fit to the quasi-elastic part of
the σσ′ channel. RIXS intensity is dominated by SF/NSF
processes in the scattering geometry of (a)/(b), respectively.
[Parameters: q‖ = 2pi (0.37, 0), U0 = 1 eV, Γ = 250 meV,
energy resolution 95 meV HWHM, lattice size 22× 22.]
where the expectation values are taken with respect to
the Fermi sea, |i〉 = |FS〉. Importantly, the presence of
the core hole perturbs the entire Fermi sea, creating in-
finitely many particle-hole excitations, during the RIXS
process. Eq. (1) therefore contains significant many-body
contributions, that are related to the orthogonality catas-
trophe problem, originally investigated in the context
of the x-ray edge singularity of metals.33,38,39 Making
use of the determinant formulas of Ref. 40, the non-
trivial many-body correlator Sjlσσ′σ˜σ˜′ can be rewritten
exactly in terms of single particle Hamiltonian matrices
(hj)lm = tlm−U0 δjl δlm. This single particle form vastly
simplifies our numerical computations (see Ref. 23 for de-
tails).
With the aid of the polarization matrix χ, the RIXS
intensity can be decomposed into non-spin-flip (NSF) and
spin-flip (SF) contributions,
I = |χNSF|2 INSF + |χSF|2 ISF, (4)
where the weights of the NSF and SF channels are given
by the diagonal and off-diagonal elements of the polar-
ization matrix, respectively.23 These channels can be de-
composed in an experiment by polarization analysis of
the incoming and outgoing photons. Since a single spin-
flip is accompanied by a 90 ◦ rotation of the photon po-
larization, the spin flip channel always corresponds to the
piσ′ or σpi′ scattering, where pi (pi′) and σ (σ′) denote the
incoming (outgoing) polarizations. In contrast, non-spin-
flip processes exclusively contribute to the σσ′ and pipi′
channels.36 The NSF and SF channels often exhibit sig-
nificantly different peak structures, and the latter is thus
often associated with spin excitations. However, the dif-
ference between the NSF and SF contributions can be
explained within band structure theory, as originating
3FIG. 2. (Color online.) RIXS spectra of YBCO measured
with pi incoming polarization. The incoming photon energy
is detuned δ = (0, 125, 250, 375) meV away from the XAS
maximum, shown in (a). (b) The experimental RIXS data
shows pronounced quasi-elastic peaks together with another
peak near 300 meV, fit by our theoretical model, as well as a
high-energy tail of dd excitaitons, as indicated schematically
by the dashed green line. (c-e) RIXS spectra at different
dopings and detunings, with experimental (theoretical) data
denoted by symbols (full lines). Elastic contributions and d-
d excitations are not taken into account in the theoretical
curves. [Parameters and scattering geometry are identical to
the ones in Fig. 1 (a), however, outgoing polarizations are
mixed.]
from the spin selective screening of the core hole by the
photoexcited electron, as was shown in Ref. 23.
Fig. 1 compares our theoretical calculations to the
polarization resolved experimental data of Ref. 36
for a highly overdoped doped YBCO + Ca sample
(Y0.85Ca0.15Ba2Cu3O6+x, doping level p ∼ 0.21). The
spectra were taken at the resonance of the x-ray absorp-
tion spectrum approximated as,13,25
XAS(ω) =
∫ ∞
−∞
d∆ω I (∆ω, ω, q = 0) , (5)
at the Cu-L3 edge. This, and all further measurements
were taken at a momentum transfer q‖ = 2pi (0.37, 0).
In order to investigate non-spin-flip (NSF) and spin-flip
(SF) channels separately, the geometries of the incom-
ing and scattered photons were chosen such that the
RIXS signal is dominated by the NSF (SF) channel, with
|χSF|2/(|χNSF|2 + |χSF|2) = 3% (68%) for the right (left)
figure. This led to a more pronounced separation of the
NSF and SF channels than in Refs. 34 and 35. Besides
the quasi-elastic peak near zero energy loss in the σσ′
(NSF) channel, corresponding to phonons and sample im-
perfections,13 we see pronounced inelastic peaks near 550
(400) meV in the NSF (SF) channel. Although Ref. 36
interpreted the inelastic contributions in the SF chan-
nels as originating from collective magnetic modes, we
find that the spectrum can be well described within our
band structure model. As both the experimental data
and the theoretical curves show, the NSF intensity is
shifted to higher energy losses than the peak in the SF
channel. This effect arises from the spin-selective screen-
ing of the core hole within the quasi-particle model, as
was explained in Ref. 23.
Ref. 36 also performed a detailed RIXS study of sev-
eral YBCO6+x samples from the underdoped to the over-
doped regime, with pi incoming and mixed outgoing po-
larization. Using the same geometry as in Fig. 1 (b), led
to dominantly SF scattering. In order to investigate the
effect of the incoming photon energy on the RIXS signal,
ω was tuned (0, 125, 250, 375) meV away from the XAS
maximum, shown in Fig. 2 (a). Similarly to Fig. 1 (b),
we find a quasi-elastic peak near zero energy, and a sec-
ondary peak near 350 meV, as well as a tail of high-
energy dd transitions,13 not taken into account by our
model, see Fig. 2 (b). Up to an overall normalization
factor, theoretical spectra (full lines) fit the experimen-
tal data reliably, as shown in Figs. 2 (d-f). Both the
peak positions and the widths are reproduced for a large
range of detunings: underdoped YBCO6.79 (p ∼ 0.142),
optimally doped YBCO6.99 (p ∼ 0.189) and overdoped
and YBCO + Ca (p ∼ 0.21). On the other side of the
phase diagram, where the quasi-particle description is no
longer valid, our model fails to reproduce the sharp RIXS
signal found in the antiferromagnetic sample YBCO6.10,
which expected to arise from collective magnetic excita-
tions (see Appendix A). Furthermore, the quasi-particle
model overestimates the peak widths in the strongly
underdoped sample YBCO6.55 (p ∼ 0.114) either (see
Fig. 2 (c)). This agrees with our expectations, that quasi-
particle theory should be most reliable on the overdoped
side, and should not be applicable in the strongly un-
derdoped phase, due to strong interactions between elec-
tronic and magnetic excitations.41,42
Although we do find a minor shift in the peak positions
in terms of detuning, which is also visible in the exper-
imental data, the shifts are rather insiginficant as com-
pared to those found in Bi-2212.23,34 These shifts come
from the subtle interplay between the incoming photon
energy ω and the energy loss ∆ω, and the underlying
mechanism is most easily seen by considering the core
hole free case (U0 = 0).
14 Neglecting elastic contribu-
tions, the RIXS intensity can be written in this case as
I0 ∝
∑
k
nF (ξk)(1− nF (ξk+q))
(ξk+q − ω)2 + Γ2 δ(ξk+q−ξk−∆ω), (6)
4FIG. 3. (Color online.) Theoretical RIXS plots of the
YBCO + Ca sample in terms of incoming photon energy and
energy loss with pi (a) and σ (b) incoming polarization. [Pa-
rameters and scattering geometry are identical to the ones in
Fig. 2 (f).]
for both the SF and NSF channels.23 Here nF denotes
the Fermi function, and ξk stands for the quasi-particle
energies measured from the Fermi surface. The above
simple form suggests that the significant contributions
to RIXS come from dynamically nested regions of filled
electron states with empty states, shifted by a momen-
tum q and an energy ∆ω.14–16,43,44 Varying the incoming
photon energy, changes the phase space available for the
excitations, which modifies the contributions of different
nesting regions, leading to shifts of the RIXS peaks23
(see Appendix B). This effect is incorporated in the de-
nominator of Eq. (6). Since the typical peaks reside at
300− 500 meV energy, the RIXS response sensitively de-
pends on the band structure in this energy range.14–17
The quasi-particle spectrum of YBCO and that of Bi-
2212 in Ref. 23 differ significantly here (see Appendix C),
making the peak shifts due to detuning predicted by
Ref. 23 for Bi-2212 larger than the ones observed by Mi-
nola et al.36 for YBCO.
For further comparison, we plotted the RIXS intensi-
ties of the YBCO + Ca sample over a large range of de-
tunings in Fig. 3, for both σ (97 % NSF) and pi (68 % SF)
incoming polarizations. Taken into account the quasi-
elastic peak and the high-energy tail of dd transitions, our
results agree well with experimental data in Figs. 4 (c,d)
of Ref. 36. We find that the peaks move only mildly with
ω in both channels, whereas their intensities diminish
towards higher detunings, as expected. Although the ex-
perimentally observed peak in the σ (∼NSF) channel has
been claimed to shift significantly with ω, our simulations
suggest that this effect is rather due to the superposition
of the RIXS peak with the strong dd background in the
experimental data in Ref. 36.
The sensitivity of RIXS on dynamical nesting makes
it an unparalleled probe of high energy band structure.
We use this opportunity to distinguish between differ-
ent tight binding models of YBCO, shown in Table I,
by comparing their RIXS responses to the experimental
data. In contrast to ARPES, which is a direct probe of
the band structure, RIXS measurements need to be com-
pared to theoretical calculations that incorporate the ef-
TABLE I. ARPES-based tight binding models of YBCO from
Refs. 5–7.
Hopping (meV) BS16 BS27 BS35
t10 -105 -274 -558
t11 29 140 273
t20 -25 -19 -137
t21 4 -13
t22 17
FIG. 4. (Color online.) Comparison of YBCO band struc-
tures, shown in Table. I. (a) Whereas the models agree well
near the Fermi surface (inset), they are significantly different
at higher energies. This leads to markedly different RIXS re-
sponses (b), with full (dashed) lines denoting theoretical RIXS
spectra at incoming photon energy 0 (250) meV detuned from
the XAS maximum. [Parameters and scattering geometry are
identical to the ones in Fig. 1 (a). Lattice size: 22 × 22 for
BS1 and BS2, and 35× 35 for BS3.]
fects of the core hole on the Fermi sea dynamics, in order
to test different band structure models.15,16,23 The band
structure used in earlier figures is denoted by BS1. These
models were obtained from fits to ARPES measurements
near the Fermi energy, and show similar dispersions in
this energy range. In contrast, due to the insensitivity
of ARPES to higher lying excitations, they exhibit al-
most an order of magnitude differences near the top of
the band, as shown in Fig. 4 (a). As a result, their RIXS
responses, shown in Fig. 4 (b), are also significantly dif-
ferent. Whereas the band structures BS1 and BS2 pro-
duce similar results at resonant incoming energies, their
peak widths and energy shifts are rather different at non-
zero detunings. Band structure BS3 on the other hand
produces additional peaks at higher energies, that are in-
compatible with the experimental data. Comparing our
simulations to the experiment at all doping levels and
at all detunings, we found, that band structure BS1 of
Ref. 6 agrees most accurately with the experimental data
(see Fig. 2 and Appendix D). Thus, most likely, this band
structure provides the most accurate picture of high en-
ergy electronic excitations of YBCO, among the models
listed in Table I.
In conclusion, we studied the recent RIXS experimen-
5tal results of Minola et al., Ref. 36 in a quasi-particle
theory,23 over a wide range of dopings and detunings
of the incoming photon energy, and found good agree-
ment between theory and experiment. We could thus ex-
plain the observed experimental features, originally at-
tributed to collective magnetic excitations, in terms of
band structure theory. We showed a natural physical
picture of how the changes in incoming photon energy
leads to shifts in the RIXS peaks, due to the changing
phase space of dynamical nesting regions, several hun-
dred meV above the Fermi surface. This makes RIXS a
sensitive and versatile probe of the high energy excita-
tions, as we demonstrated by comparing RIXS responses
of three ARPES-based tight binding models of YBCO.
Importantly, the high energy part of the band structure
had been inaccessible to traditional band structure mea-
surement methods, such as ARPES. Whereas ARPES re-
produces the low energy band structure very accurately,
combining it with momentum and incoming energy re-
solved RIXS measurements and calculations should pro-
vide a much more accurate description of the overall band
structure.13–18 Given the technical advantages of RIXS,
such as its insensitivity to surface effects, and its abil-
ity to probe sub-millimeter crystals and even films, it
provides an unique opportunity to extend our knowledge
of the electronic structure of high-temperature supercon-
ductors as well as other materials.43–45
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FIG. A1. (Color online.) RIXS spectra of the antiferromag-
netic sample YBCO6.10 at pi incoming polarization, and at
detunings δ = (0, 125, 250, 375) meV. The experimental data
shows pronounced peaks near 300 meV, together with elastic
peaks near zero energy. The positions of the experimental
peaks do not change with detuning, in contrast to the the-
oretical curves, demonstrating that the quasi-particle theory
cannot be valid in the antiferromagnetic phase. [Parameters
and scattering geometry are identical to the ones in Fig. 1 (a).]
Appendix A: Breakdown of quasi-particle theory in
the antiferromagnetic phase
As we noted in the main text, the quasi-particle the-
ory is expected to work best in the overdoped regime,
and to break down near the antiferromagnetic phase, in
the absence of electronic quasi-particles. This is demon-
strated in Fig. A1, where we compare theory with exper-
iment on the almost undoped antiferromagnetic sample,
YBCO6.10. The experimental data exhibits significantly
narrower peaks than predicted by theory. Moreover, the
centers of the peaks stay fixed near 300 meV, as incom-
ing photon energy is detuned from the XAS maximum,
in contrast to the theoretical predictions.
Appendix B: Dynamical nesting
In order to understand how the interplay between in-
coming photon energy ω and energy loss ∆ω affects the
RIXS spectrum, it is worthwhile to consider the case of
zero core hole potential, U0 = 0. In this case, the RIXS
intensity is given by Eq. (6). As denoted schematically in
Fig. A2 (a), the important contributions to the RIXS sig-
nal come from dynamical nesting regions, where occupied
electronic states (solid orange line) intersect with empty
states shifted by a momentum q and an energy ∆ω (solid
blue line). The nesting regions are shown in Figs. A2 (c-
d) in case of the band structure BS1. As ω is tuned, the
phase space of these excitations changes, and the nesting
regions get different weights through the denominator of
Eq. (6). This is demonstrated in Figs. A2 (e-f), showing
the integrand of Eq. (6) in k-space.
6FIG. A2. (Color online.) Dynamical nesting regions con-
tributing to the RIXS signal in case of zero core hole potential.
(a) Important contributions to RIXS come from regions where
filled electron states (solid orange line) intersect with empty
states, shifted by an energy ∆ω and momentum q (solid blue
line). (c, d) Dynamical nesting regions of the band structure
BS1 (shown in (b)), at an incoming photon energy δ = 0 and
250 meV detuned from the XAS maximum for (c) and (d) re-
spectively. ∆ω is chosen at maximum RIXS intensity. (e, f)
Corresponding integrand of Eq. (6) in k-space. [Parameters
and scattering geometry in (c-f) are identical to the ones in
Fig. 1 (a), except for the core hole potential U0 = 0 eV.]
Appendix C: Comparison with Bi-2212
Fig. A3 (a,b) compare the band structure of Bi-2212
used by Ref. 23 to BS1 of YBCO (see Table I). Whereas
the two band structures are very similar near the Fermi
surface, they differ significantly near the top of the band
at 400 − 500 meV. As we pointed out in the main text,
since the RIXS peaks reside typically in this energy range,
dynamical nesting at these energies is largely responsible
for the shape and position of the RIXS peak. Fig. A2 (c-
f) and Fig. A3 (c-f) exhibit the dynamical nesting regions
and the momentum space contributions to the RIXS in-
tensity at different detunings in case of YBCO and Bi-
2212, respectively, showing apparent differences in the
shapes of the nesting regions. Since the top of the band
for the Bi-2212 band structure is higher, phase space is
FIG. A3. (Color online.) (a) Comparison of the band ener-
gies BS1 for YBCO (blue) and that of Bi-2212 (orange) [18]
along the k ‖ (1, 1) direction. (b) Fermi surface (solid lines)
and and equienergetic surfaces 450 meV above the Fermi level
(dashed lines), with orange (blue) corresponding to Bi-2212
(YBCO). (c, d) Dynamical nesting regions for Bi-2212 at an
incoming photon energy δ = 0 and 250 meV detuned from the
XAS maximum for (c) and (d) re- spectively. ∆ω is chosen at
maximum RIXS intensity. (e, f) Corresponding integrand of
Eq. (6) in k-space. [Parameters: q‖ = 2pi (0, 0.37) as shown
in (b), U0 = 0 eV, Γ = 250 meV, energy resolution 95 meV
HWHM.]
available for excitations of higher energy than those of
the typical RIXS process in YBCO. This generally leads
to broader peaks and more significant shifts in peak po-
sition as the incoming energy is detuned, in accordance
with the findings of Ref. 23.
Appendix D: Comparison of YBCO band structures
In Fig. A4, we present further theoretical RIXS curves
to compare band structures BS1 and BS2, shown in Ta-
ble I. The peaks have been rescaled by an overall fac-
tor for comparison. Both for underdoped YBCO6.55 and
the optimally doped YBCO6.99, BS1 produces narrower
peaks, that are also at somewhat lower energies at zero
detuning. This gives a better fit to experimental data,
shown in Fig. 2.
7FIG. A4. (Color online.) Comparison of band structures BS1
and BS2 in case of underdoped YBCO6.55 and the optimally
doped YBCO6.99. Full (dashed) lines show RIXS spectra at
δ = 0 (250) meV detunings. [Parameters and scattering ge-
ometry are identical to the ones in Fig. 1 (a).]
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