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2 ． 準備 
本節では，時間オートマトンの定義とその意味，そし
て一般的な CEGAR のアルゴリズムについて述べる． 
 
2 .1 時間オートマトン 
定義 2.1(C上の差分不等式)．クロックの有限集合C
上の差分不等式 E の構文と意味を以下のように与える．
,~|~:: axayxE 　 ここで aCyx ,,  は実数定






集合 )(Cc とする．ある要素 1in と 2in が )(Cc の要素
であるとき， 21 inin  も同様に )(Cc の要素である． 
 
定義 2.3(時間オートマトン)．時間オートマトン Α は 
 
 
図 1 一般的な CEGAR アルゴリズム 
Fig.1  General CEGAR Algorithm 
 
),,,,,( 0 TIClLA という以下の 6 個の要素からなる 
 A：アクションの有限集合 
 L：ロケーションの有限集合 
 0l ：初期ロケーション 
 C ：クロックの有限集合 
  )(CcLI 　 ：クロック制約式をロケーション
に写像したもので，ロケーションインバリアントと呼ば
れる 






),,,,,( 0 TIClLAΑ に対して Α の状態集合を
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図 2 並列環境を利用した CEGAR アルゴリズム 
Fig. 2 Our CEGAR Algorithm 
 
定義 2.5(時間オートマトンの意味モデル)．時間オートマ
トン ),,,,,( 0 TIClLAΑ について，初期状態から開
始するモデルである Α の意味に従って，無限の遷移を
持ったシステムであると定義される．
),,()( 0  sSΑT は Α の意味上のモデルであること
を示す． 
 本論文では，あるロケーション l上の状態とは， lの
インバリアントを満たす vの任意の意味上の状態 ),( vl
を意味する． 


















































定義 3.1 (抽象化関数 h )．時間オートマトン Α とその意
味上のモデル ),,()( 0  sSΑT について，抽象化を行
う関数 SSh ˆ:  を以下のように定義する． 
 
         .)),(( lvlh   
 
その逆関数
SSh 2ˆ:1  は hを用いて以下のように定義







)Α TIClL(A ,,,,, 0 から求められる抽象モデル
)ˆ,ˆ,ˆ(ˆ 0  sSM とその意味上のモデル
),,()( 0  sSΑT は以下のように定義される． 
 ・ ,ˆ LS   
 ・ ),(ˆ 00 shs   
 ・ )}.|)(,),({(ˆ 2121 ssshash
a









)ˆ,ˆ,ˆ(ˆ 0  sSM 上の反例は Sˆ の連続する状態と遷移の












































ある反例の集合 ˆに対して，順にアルゴリズム 1 を実行
する．その結果を時間オートマトン Α に反映する．もし
仮に，反例の badstate を解消できない場合は，アルゴリ





まず，反例の重複について，定義 3.4 で与える． 
 
定義 3.4 (反例の重複)．ある反例 1ˆ と 2ˆ が重複してい




定義 3.5 (badstate)．ある反例 ˆ に含まれる遷移におい
て，時間制約を満たさない最初の抽象モデル上の状態の
ことを badstate とする． 
 
 
図 3 アルゴリズム 1：洗練アルゴリズム 
Fig.3  Algorithm 1 : Refinement Algorithm 
 
定義 3.6．ある抽象モデル Mˆ と，与えられた反例の集合
ˆに対して，大域的に正しい洗練M ˆ とは， ˆが 1ˆ ，
2ˆ に分割でき， 1ˆ に含まれる反例に対しては badstate

























図 4  アルゴリズム 1'：洗練アルゴリズム（複数パス） 






  CPU：Intel(R) CoreTM 2 Duo CPU L7700 1.80GHz 
  メモリ：2.00GB  OS：Ubuntu 10.0.4 
 
 ワーカ計算機（14 台） 
  CPU：Dual Core AMD OpteronTM  
                                    Processor 2210 HE 1.80GHz 
  メモリ：6.00GB  OS：CentOS 5.4 









め，出力を均一化するために 1 つの事象につき 5 回ずつ
実験を行い，その平均を実験結果として用いる． 
4.3 対象とした例題 
Fischer の相互排除プロトコル[9]と Gear Controller[14]
をそれぞれ利用する． 
4.3.1 Fischer の相互排除プロトコル 







































Fischer : Shortest Trace
Fischer : Fastest Trace
 
図 5 ループ回数：Fischer 























Gear Controller : Shortest Trace
Gear Controller : Fastest Trace
 
図 6 ループ回数：Gear Controller 







された反例を返す Fastest Trace と，発見された反例の中
























Fischer : Shortest Trace
Fischer : Fastest Trace
 
図 7 実行時間：Fischer 















Gear Controller : Shortest Trace
Gear Controller : Fastest Trace
 
図 8 実行時間：Gear Controller 
Fig.8  Excute time : Gear Controller 
 





 図 7，8 では，実行時間に対する台数効果を表している．
Fi-scher の相互排除プロトコルはどちらも途中から実行時
間が横ばいになる傾向が見られた．一方，Gear Controll-





























Fischer : Shortest Trace
Fischer : Fastest Trace
 
図 9 状態生成数：Fischer 
























Gear Controller : Shortest Trace
Gear Controller : Fastest Trace
 
図 10 状態生成数：Gear Controller 
Fig. 10  Number of States : Gear Controller 
 
図 9，10 から，Fischer の相互排除プロトコルや Gear 
Controller の Fastest Trace では緩やかな増加傾向が見ら











次に，Gear Controller についてであるがこちらは Faste-
st Trace と Shortest Trace で結果が大きく異なった．Fa-
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