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Abstract--The weather is the state of the air at a certain point and to a particular region a relatively 
narrow and in a short time frame. Weather reports in general often called weather forecasting is the 
use of science and technology to estimate the atmosphere of the earth in the will come to a particular 
place. The data used to research obtained from world weather online, is a the site that providing data 
and information on weather conditions daily. Data used having intervals time every three hours 
starting from August 12, 2016 at 01.00 up to August 20, 2016 at 10 pm. Research aims to get pattern 
classifications weather with data mining algorithm classifications namely c4.5 algorithm. The results 
of testing algorithm c4.5 use 10-fold cross validation and provable to the creation of application web 
for testing so as to produce value accuracy of 88.89 %. 
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Abstrak--Cuaca adalah keadaan udara pada saat tertentu dan pada wilayah tertentu yang relatif sempit 
dan pada jangka waktu yang singkat. Prakiraan cuaca pada umumnya sering disebut peramalan cuaca 
yang merupakan penggunaan ilmu dan teknologi untuk memperkirakan atmosfer bumi pada masa akan 
datang untuk suatu tempat tertentu. Data yang digunakan pada penelitian didapat dari World Weather 
Online, merupakan sebuah situs yang memberikan data dan informasi mengenai kondisi cuaca sehari-
hari. Data yang dipakai memiliki interval waktu setiap 3 jam terhitung mulai tanggal 12 Agustus 2016 
pukul 01.00 hingga tanggal 20 Agustus 2016 pukul 22.00. Penelitian bertujuan untuk mendapatkan pola 
klasifikasi cuaca dengan menggunakan algoritma klasifikasi data mining yaitu algoritma C4.5. Hasil 
pengujian algoritma C4.5 menggunakan 10-fold cross validation dan dibuktikan dengan pembuatan 
aplikasi web untuk pengujian sehingga menghasilkan nilai akurasi sebesar 88.89%.  




Cuaca adalah keadaan udara pada saat tertentu dan pada wilayah tertentu yang relatif sempit dan pada 
jangka waktu yang singkat. Menurut World Climate Conference, cuaca adalah keadaan atmosfer secara 
menyeluruh termasuk perubahan, perkembangan, dan menghlangnya suatu fenomena. 
Banyaknya parameter dalam menentukan suatu cuaca menyebabkan ketepatan dan kecepatan dalam 
memprediksikan cuaca kurang terpenuhi. Metode klasifikasi data mining merupakan sebuah teknik yang 
dilakukan untuk memprediksi class atau properti dari data itu sendiri. Adapun metode klasifikasi data mining 
memiliki beberapa algoritma salah satunya yaitu algoritma C4.5.  
Penelitian ini bertujuan untuk mendapatkan pola klasifikasi cuaca yang terjadi dengan jumlah interval 
selama 3 jam sekali, sehingga nantinya dapat digunakan untuk memprediksi cuaca pada keesokan harinya atau 
dalam periode waktu tertentu. 
 
2 STUDI LITERATUR 
2.1 Penelitian Sebelumnya 
Proses prakiraan cuaca memerlukan banyak komponen data cuaca, jumlah data yang besar serta 
kemampuan prakirawan. Hal tersebut menyebabkan ketepatan dan kecepatan prakiraan kurang terpenuhi. Untuk 
memecahkan masalah tersebut, dilakukan penelitian model prediksi menggunakan beberapa teknik data mining 
yaitu Association rule, C4.5, Classification dan Random Forest. Penelitian menghasilkan bahwa model prediksi 
C4.5 memiliki tingkat akurasi 68.5% [1]. 
Peramalan cuaca merupakan suatu proses memprediksikan bagaimana kondisi atmosfir berubah. Untuk 
memprediksi suatu cuaca digunakan algoritma decision tree untuk mengklasifikasikan parameter cuaca seperti 
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temperatur maksimum, temperatur minimum, curah hujan, penguapan, dan kecepatan angin dengan 
menggunakan data dari situs cuaca wonderground mulai dari tahun 2001 sampai 2013. Hasilnya didapat bahwa 
parameter tersebut mempunyai pengaruh yang berarti [2]. 
Peramalan cuaca adalah aplikasi yang paling penting dalam meteorologi dan telah menjadi salah satu yang 
paling ilmiah dan menjadi pemasalahan teknologi yang menantang. Algoritma klasifikasi pohon keputusan C5 
digunakan untuk menghasilkan pohon keputusan dan aturan klasifikasi parameter cuaca pada data yang didapat 
dari stasiun meteorologi Ibadan dari tahun 2000 sampai 2009, Artificial Neural Networks (ANN) dapat 
mendeteksi hubungan antara variabel inpu dan menghasilkan output berdasarkan pola observasi data [3]. 
Algoritma FP Growth digunakan untuk menghasilkan pohon keputusan. Data yang digunakan didapat 
dari departemen cuaca Nagpur periode 2010 sampai dengan 2014. Algoritma FP growth dengan evaluasi MAE, 
MSE, dan SD menampilkan hasil yang lebih akurat dibandingkan dengan algoritma Neural Net (NN), dimana FP 
Growth menghasilkan prediksi curah hujan yang benar setiap bulannya [4].  
 
2.2 Data Mining 
Data mining adalah proses penting dimana metode kecerdasan diaplikasikan untuk mengekstrak pola data 
[5]. 
Data mining adalah analisis observasional sekumpulan data untuk menemukan hubungan tidak terduga 
dan untuk meringkas data dengan cara baru yang dapat dipahami dan berguna bagi pemilik data [6]. 
 
2.3 Klasifikasi 
Klasifikasi merupakan suatu proses menemukan kumpulan pola atau fungsi yang mendeskripsikan serta 
memisahkan kelas data yang satu dengan yang lainnya untuk menyatakan objek tersebut masuk pada kategori 
tertentu yang sudah ditentukan. 
Klasifikasi adalah bentuk analisis data yang mengekstrak model yang menggambarkan kelas data [5]. 
 
2.4 Algoritma C4.5 
Algoritma C4.5 adalah ekstensi Quinlan untuk algoritma ID3 untuk menghasilkan pohon keputusan, 
algoritma C4.5 rekursif mengunjungi setiap node keputusan, memilih split optimal sampai tidak ada perpecahan 
lanjut yang memungkinkan [7]. 
Pada dasarnya konsep dari algoritma C4.5 adalahmengubah data menjadi pohon keputusan dan aturan-
aturan keputusan (rule). C4.5 adalah algoritma yang cocok untuk masalah klasifikasi dan data mining. C4.5 
memetakan nilai atribut menjadi kelas yang dapat diterapkan untuk klasifikasi baru [8]. 
Ada beberapa tahapan dalam membangun sebuah pohon keputusan dengan algoritma C4.5 yaitu [9]. 
1. Menyiapkan data training. Data training biasanya diambil dari data histori yang pernah terjadi 
sebelumnya dan sudah dikelompokkan ke dalam kelas-kelas tertentu. 
2. Menentukan akar dari pohon. Akar akan diambil dari atribut yang terpilih, dengan cara 
menghitung nilai gain dari masing-masing atribut, nilai gain yang paling tinggi yang akan menjadi akar 
pertama.  
3. Sebelum menghitung nilai gain dari atribut, hitung dahulu nilai entropi. Untuk menghitung 
nilai entropi digunakan rumus: 
 
           (1) 
 
Di mana: 
S = Himpunan Kasus 
n = Jumlah partisi S 
Pi = Proporsi Si terhadap S 
 
4. Kemudian hitung nilai gain yang menggunakan rumus: 
 




S = Himpunan Kasus 
A = Fitur 
n = Jumlah Partisi Atribut A 
|Si| = Proporsi Si terhadap S 
|S| = Jumlah Kasus dalam S 
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5. Ulangi langkah ke-2 hingga semua record terpartisi. 
6. Proses partisi pohon keputusan akan berhenti saat: 
a. Semua record dalam simpul N mendapat kelas yang sama. 
b. Tidak ada atribut di dalam record yang dipartisi lagi. 
c. Tidak ada record di dalam cabang yang kosong. 
 
2.5 Model Validasi 
Peneliti menggunakan stratified 10-fold cross-validation untuk melakukan pengetesan terhadap dataset. 
Peneliti melakukan 10 kali pengetesan terhadap data untuk melihat performa dari masing-masing algoritma 
klasifikasi yang digunakan. Adapun bentuk model stratified 10 fold cross validation dapat dilihat pada Tabel 1. 
 
Tabel 1. Stratified 10 Fold Cross Validation [10]. 
 
n-validation Dataset’s Partiiton 
1           
2           
3           
4           
5           
6           
7           
8           
9           
10           
 
2.6 Model Evaluasi 
Model evaluasi yang digunakan oleh peneliti yaitu Confusion Matrix yang menghasilkan nilai akurasi dari 
validasi algoritma terhadap dataset yang ada. Confusion Matrix adalah alat visualisasi yang biasa digunakan 
pada supervised learning. Tiap kolom pada matriks adalah contoh kelas prediksi, sedangkan tiap baris mewakili 
kejadian di kelas yang sebenarnya [11]. 
Hasil dari proses perhitungan confusion matrix yaitu 4 keluaran diantaranya recall, precision, accuracy, 
dan error rate. Dapat dilihat pada Tabel 2. 
 
Tabel 2. Confusion Matrix 
 
  Prediksi 
Aktual 
Negatif A C 
Positif B D 
 
Keterangan: 
1. A = jumlah prediksi yang tepat bersifat negatif. 
2. B = jumlah prediksi yang salah bersifat positif. 
3. C= jumlah prediksi yang salah bersifat negatif. 
4. D = Jumlah prediksi yang tepat bersifat positif. 
 
Beberapa persyaratan yang telah didefinisikan untuk matrik klasifikasi di antaranya sebagai berikut: 
1. Accuracy merupakan proporsi jumlah prediksi benar. Rumus akurasi adalah: 
AC = (A +D) / A + B + C + D           (3) 
2. Recall atau tingkat positif benar (TP) adalah proporsi kasus positif yang diidentifikasi dengan benar, 
yang dapat dihitung dengan persamaan: 
TP = D / C +D             (4) 
3. Tingkat positif salah (FP) adalah proporsi kasus negatif yang salah diklasifikasikan sebagai positif, yang 
dapat dihitung dengan menggunakan persamaan: 
FP = B / A+B             (5) 
4. Tingkat negatif sejati (TN) didefinisikan sebagai proporsi kasus negatif yang diklasifikasikan dengan 
benar, dapat dihitung dengan menggunakan persamaan:  
TN = A / A+B             (6) 
5. Tingkat negatif palsu (FN) adalah proporsi kasus positif yang salah diklasifikasikan sebagai negatif, 
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yang dihitung dengan menggunakan persamaan: 
FN = C / C +D             (7) 
6. Precision (P) adalah proporsi prediksi kasus positif yang benar, yang dihitung dengan menggunakan 
persamaan: 
P = D / B + D             (8) 
 
2.7 Kerangka Pemikiran 
Masalah yang dihadapi yaitu membuat pola pohon keputusan (decision tree) untuk memodelkan proses 
klasifikasi cuaca berdasarkan banyaknya atribut yang digunakan. Pembentukan pola pohon keputusan didasarkan 

















Gambar 1. Kerangka pemikiran 
 
2.8 CRISP-DM 
Penelitian menggunakan metode CRISP-DM dengan fase-fase tahapan data mining yang dapat dilihat 
pada gambar 2.  
 
 
Gambar 2. CRISP-DM 
 
Enam fase CRISP-DM (Cross Industry Standard Process for Data mining) [6] sebagai berikut: 
1. Fase Pemahaman Bisnis (Business Understanding Phase) 
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b. Menerjemahkan tujuan dan batasan menjadi formula dari permasalahan data mining. 
c. Menyiapkan strategi awal untuk mencapai tujuan. 
2. Fase Pemahaman Data (Data Understanding Phase) 
a. Mengumpulkan data. 
b. Menggunakan analisis penyelidikan data untuk mengenali lebih lanjut data dan pencarian 
pengetahuan awal. 
c. Mengevaluasi kualitas data. 
d. Jika diinginkan, pilih sebagian kecil kelompok data yang mungkin mengandung pola dari 
permasalahan. 
3. Fase Pengolahan Data (Data Preparation Phase) 
a. Siapkan dari data awal, kumpulan data yang akan digunakan untuk keseluruhan fase berikutnya. 
Fase ini merupakan pekerjaan berat yang perlu dilaksanakan secara intensif. 
b. Pilih kasus dan variabel yang ingin dianalisis dan yang sesuai analisis akan dilakukan. 
c. Lakukan perubahan pada beberapa variabel jika dibutuhkan. 
d. Siapkan data awal sehingga siap untuk perangkat pemodelan. 
4. Fase Pemodelan (Modelling Phase) 
a. Pilih dan aplikasikan teknik pemodelan yang sesuai. 
b. Kalibrasi aturan model untuk mengoptimalkan hasil. 
c. Perlu diperhatikan bahwa beberapa teknik mungkin untuk digunakan pada permasalahan data 
mining yang sama. 
d. Jika diperlukan, proses dapat kembali ke fase pengolahan data untuk menjadikan data ke dalam 
bentuk yang sesuai dengan spesifikasi kebutuhan teknik data mining tertentu. 
5. Fase Evaluasi (Evaluation Phase) 
a. Mengevaluasi satu atau lebih model yang digunakan dalam fase pemodelan untuk mendapatkan 
kualitas dan efektivitas sebelum disebarkan untuk digunakan. 
b. Menetapkan apakah terdapat model yang memenuhi tujuan pada fase awal. 
c. Menentukan apakah terdapat permasalahan penting dari bisnis atau penelitian yang tidak tertangani 
dengan baik. 
d. Mengambil keputusan berkaitan dengan penggunaan hasil dari data mining. 
6. Fase Penyebaran (Deployment Phase) 
a. Menggunakan model yang dihasilkan. Terbentuknya model tidak menandakan telah terselesaikannya 
proyek. 
b. Contoh sederhana penyebaran: Pembuatan laporan. 
c. Contoh kompleks penyebaran: Penerapan proses data mining secara paralel pada departemen lain. 
Informasi lebih lanjut mengenai CRISP-DM dapat dilihat di buku Step-by-step Data mining Guide 
[12]. 
 
3 HASIL PENELITIAN 
 
3.1 Pemahaman Bisnis 
Pada tahap ini ditentukan tujuan dan kebutuhan penelitian secara keseluruhan sehingga ditemukan 
pemasalahan yang akan diselesaikan dengan formula data mining.  Obyek penelitian ini adalah sebuah situs 
prakiraan cuaca yaitu World Weather Online yang secara langsung menangani peramalan cuaca secara global. 
Website tersebut memprediksikan cuaca untuk tiga juta kota seluruh dunia yang memberikan informasi 
mengenai prakiraan cuaca harian yang selalu diperbarui. Website tersebut sampai saat ini mengoperasikan dua 
teknologi tertinggi untuk pusat data cuaca yaitu di Denmark dan Jerman. Website tersebut juga membangun 
model peramalan cuaca tersendiri yang sifatnya handal dan akurat terhadap informasi untuk setiap titik di dunia. 
Model tersebut berjalan bersama dengan model lainnya seperti European Centre for Medium-Range Weather 
Forecasts¸ Meteorogical Organization, NASA Weather Satellite Imagery, model NOAA GFS2, dan model JMA. 
 
3.2 Pemahaman Data & Pengolahan Data 
Pada tahap ini yaitu memahami Dataset yang diciptakan untuk penelitian diambil dari situs World 
Weather Online dengan kurun waktu periode mulai dari 12 Agustus 2016 sampai dengan 20 Agustus 2016. 
Ditentukan tipe data untuk setiap atribut sesuai dengan isi data yang ada, seperti atribut apa saja yang memiliki 
tipe date_time, integer, polynomial, numeric dan lainnya. Dataset yang digunakan pada penelitian ini dapat 
dilihat pada Gambar 3. 
 
 





Gambar 3. Dataset 
 
Tahap berikutnya yaitu mempersiapkan data sebelum akhirnya digunakan untuk diuji. Proses persiapan data 
terkait penentuan atribut kelas (label), penentuan tipe data atribut dari data yang akan digunakan dalam proses 
data mining (lihat Tabel 1).  
TABEL 1.  
STRUKTUR DATASET 
No Atribut Tipe Data Keterangan 
1 Date Polynomial Berisi tanggal, bulan, dan  
tahun 
2 Time Integer Berisi waktu dalam 
bentuk bilangan bulat 
3 Desc Polynomial Berisi deskripsi dari 
waktu. 
4 Weather Polynomial Berisi mengenai kondisi 
cuaca yang terjadi 




6 Rain Real  Ukuran curah hujan dalam 
satuan millimeter (mm) 
7 Wind Integer Ukuran kecepatan angin 
dalam satuan meter per 
hour (mph) 
8 Dir Polynomial Menentukan arah angin  
9 Cloud Integer Ukuran jumlah awan dalam 
satuan persen (%) 
10 Humidity Integer Ukurang tingkat 
kelembaban dalam satuan 
persen (%) 
11 Pressure Integer Ukuran tingkat tekanan 
udara dalam satuan milibar 
(mb)  
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Dataset dibuat oleh peneliti berdasarkan informasi yang ditampilkan pada situs World Weather Online. Dataset 
memiliki beberapa atribut diantaranya yaitu Date, Time, Desc, Weather, Temp (Celcius), Rain (mm), Wind 
(mph), Dir, Cloud (%), Humidity (%), dan Pressure (mdb). Atribut yang menjadi class atau label pada dataset 
yaitu atribut weather. 
 
3.3 Pemodelan Proses 
Bentuk pemodelan proses yang digunakan pada penelitian menggunakan software Rapid Miner Studio 
dimana model proses dapat dilihat pada Gambar 4. 
 
 
Gambar 4.  Pemodelan proses. 
 
Berdasarkan Gambar 4 dapat dijelaskan dengan menggunakan software Rapid Miner, dataset yang digunakan 
diuji dengan menggunakan operator X-Validation dimana tipe sampling yaitu stratified dengan jumlah validasi 
yang dilakukan terhadap dataset sebanyak 10 kali. 
 
3.4 Pemodelan Pola Pohon Keputusan 
Setelah melewati proses pengujian, maka dihasilkan sebuah pola yang berbentuk pohon keputusan 
(decision tree) dikarenakan algoritma C4.5 termasuk ke dalam algoritma decision tree. Pohon keputusan yang 



































Gambar 5. Pohon keputusan. 
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Berdasarkan Gambar 5 dapat diketahui bahwa atribut-atribut apa saja yang dapat memberikan pengaruh dalam 
melakukan proses pengklasifikasian dataset sehingga menyebabkan terbentuknya pola pengetahuan yang dapat 
digunakan sebagai acuan dalam memprediksikan cuaca yang akan datang. Atribut tersebut adalah Rain, Cloud, 
Humidity, dan Temp. Aturan pohon keputusan yang dihasilkan adalah: 
 
Rain > 2.500 : heavy rain shower 
Rain <= 2.500 : 
 Cloud > 82 : overcast 
 Cloud <= 82: 
  Cloud > 57.500 : light rain shower 
  Cloud <= 57.500 : 
   Cloud > 24.500 : 
    Rain > 0.050 : 
     Temp > 31 : patchy rain nearby 
     Temp <= 31 : partly cloudy 
    Rain <= 0.050 : partly cloudy 
   Cloud <= 24.500 : 
    Humidity > 78.500 : 
     Rain > 0.050 : 
      Cloud > 13.500 : patchy rain nearby 
      Cloud <= 13.500 : clear 
     Rain <= 0.050 : clear 
    Humidity <= 78.500 : 
     Rain > 0.200 : patchy rain nearby 
     Rain <= 0.200 : sunny 
    
3.5 Penyebaran 
Setelah mendapatkan pola pengetahuan klasifikasi cuaca, penelitian dibuktikan dalam bentuk aplikasi 
berbasis web menggunakan bahasa pemrograman PHP. Aplikasi web tersebut terdiri dari 2 konten halaman yaitu 
halaman single record test dan halaman multi record test. Halaman single record test digunakan untuk 
membandingkan klasifikasi cuaca user dengan klasifikasi cuaca hasil dari algoritma C4.5 dengan hanya 
menggunaka satu record data yang dapat dilihat pada gambar 6. 
Berdasarkan Gambar 6, terdapat 4 input data yang dimasukkan oleh user. Sebagai contoh, user menginput 
nilai atibut rain sebesar 3.0, dan atibut lainnya dengan nilai null. Sesuai dengan pola pengetahuan yang 

























Gambar 6. Single record test 
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Gambar 7. Multi record test 
 
Berdasarkan Gambar 7, user dapat memasukkan sebuah file bertipe CSV yang di dalamnya terdiri dari banyak 
record data, di mana data tersebut nantinya akan diuji dengan algoritma yang ada dan didapatkan nilai 
akurasinya. 
4 KESIMPULAN DAN SARAN 
 
Penelitian menggunakan dataset yang dibentuk dari informasi yang dihasilkan pada situs peramalan cuaca 
yaitu World Weather Online terhitung sejak tanggal 12 Agustus 2016 pukul 01:00 sampai dengan 20 Agustus 
2016 pukul 22:00. Akurasi dari algoritma klasifikasi C4.5 menghasilkan nilai sebesar 88.89% yang telah 
dibuktikan melalui program yang dibuat. 
Pengembangan pekerjaan yang akan datang dapat mempertimbangkan tidak hanya nilai accuracy dan 
kappa dari algoritma tersebut, tetapi memperhatikan nilai AUC yang dihasilkan. Untuk meningkatkan accuracy 
maka dapat digunakan metode optimasi salah satunya dengan menggunakan metode PSO (Particle Swarn 
Optimization) agar hasil yang didapat lebih akurat.  
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