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A BASIS THEOREM FOR THE AFFINE KAUFFMANN CATEGORY AND ITS
CYCLOTOMIC QUOTIENTS
MENGMENG GAO, HEBING RUI, LINLIANG SONG
Abstract. The affine Kauffmann category is a strict monoidal category and can be considered as
a q-analogue of the affine Brauer category in (Rui et al. in Math. Zeit. 293, 503-550, 2019). In this
paper, we prove a basis theorem for the morphism spaces in the affine Kauffmann category. The
cyclotomic Kauffmann category is a quotient category of the affine Kauffmann category. We also
prove that any morphism space in this category is free over an integral domain K with maximal rank
if and only if the u-admissible condition holds in the sense of Definition 1.13.
1. Introduction
In the last several decades, one of important developments in representation theory is a categorifi-
cation of modules of Lie algebras or quantum groups. For example, Ariki’s categorification theorem [1]
establishes relationships between various important stories (blocks, irreducible modules, projective in-
decomposable modules, etc) in the representation theory of cyclotomic Hecke algebras and important
invariants (weight spaces, dual canonical basis, canonical basis, etc) of certain irreducible modules
of Lie algebras sl∞ or ŝlp. In [8], Brundan et. al introduced the affine oriented Brauer category and
the cyclotomic oriented Brauer category. A special case of the cyclotomic oriented Brauer category is
the oriented Brauer category. Associated to it, there is a locally unital and locally finite dimensional
algebra. Reynolds [30] constructed a categorical action of the Lie algebra sl∞ or ŝlp on the Grothen-
dick group of certain module category for this locally unital and locally finite dimensional algebra.
Since oriented Brauer category is the category version of the walled Brauer algebra [21], Reynolds’
result can be considered as a categorification related to the walled Brauer algebra. See also [7] for the
oriented skein category which is the category version of the quantized walled Brauer algebra [22].
The paper is a part of our project for studying categorifications related to finite dimensional algebras
arising from Schur-Weyl dualities in types B,C and D. In [32], two of authors introduced the affine
Brauer category and the cyclotomic Brauer category. The affine Nazarov-Wenzl algebras [27] and the
cyclotomic Nazarov-Wenzl algebras [2] appear as endomorphism algebras of objects in these categories,
respectively. Furthermore, they establish a higher Schur-Weyl duality between cyclotomic Brauer
categories and BGG parabolic category O in types B,C and D. This enables them to compute
decomposition matrices of the cyclotomic Nazarov-Wenzl algebra over the complex field C. A special
case of the cyclotomic Brauer category is the Brauer category [23](whose additive Karoubi envelope is
the Deligne category Rep Oω0 [13, 14]). For the Brauer category, further results have been obtained.
More explicitly, using the representation theory of Brauer category, they [34] gave a categorification
related to the Brauer algebra in [6]. In this picture, certain modules of coideal algebras in [3] come
into picture. Thanks to certain exact truncation functors, representations of Brauer algebras can be
reflected in the representations of the Brauer category.
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Throughout this paper, K is an integral domain. We are going to introduce the affine Kauffmann
category AK. It is a K-linear strict monoidal category generated by a single object . The category AK
comes equipped with infinitely many algebraically independent parameters ∆1,∆2, . . .. On evaluating
these parameters at scalars in K, we obtain specialization AK(ω) and introduce the cyclotomic Kauff-
mann category CKf associated to a monic polynomial f(t) ∈ K[t]. After we establish relationships
between AK (resp., CKf ) and the category of endofunctors of the module category (resp., parabolic
BGG category O) associated to the quantum symplectic groups and quantum orthogonal groups, we
are able to prove that any morphism space in AK is free over K and the affine Birman-Murakami-
Wenzl algebra [18] appears as an endomorphism algebra EndAK(ω)(
⊗r
) for some positive integer r.
We also prove that any morphism space in CKf is free over K with maximal rank if and only if the
u-admissible condition holds in the sense of Definition 1.13. In this case, the cyclotomic Birman-
Murakami-Wenzl algebra [4, 28] appears as an endomorphism algebra EndCKf (
⊗r
) for some positive
integer r.
In a subsequent work, we will investigate the representations of the cyclotomic Kauffmann category
and the cyclotomic Brauer category. Based on previous observations, we believe that representations
of the cyclotomic Birman-Murakami-Wenzl algebra (resp., cyclotomic Nazarov-Wenzl algebra) can be
reflected in the representation theory of cyclotomic Kauffmann category (resp., cyclotomic Brauer
category).
In the remaining part of this section, we are going to introduce these categories and formulate our
main results precisely.
We start by recalling the definition of the category FT of framed tangles. It is the K-linear strict
monoidal category generated by a single object (see e.g., [35]). Thus, the set of objects in FT is
{m | m ∈ N}, where m represents ⊗m, and 0 represents the unit object. For any objects m and s,
morphisms f : m→ s are isotropy classes of framed tangles in [0, 1]× [0, 1]× R in 3-dimensional real
space R3 with boundary{
(1−
i
m+ 1
, 0, 0) | i = 1, 2, . . . ,m
}
∪
{
(1−
j
s+ 1
, 1, 0) | j = 1, 2, . . . , s
}
.
Such tangles will be drawn by projecting them onto the xy-plane, and there are neither triple inter-
sections nor tangencies. Further, any crossing of a tangle will be recorded as either over crossing or
under crossing. The resulting diagrams are called (m, s)-tangle diagrams. Isotropy translates into the
equivalence relation on diagrams generated by planar isotropy fixing the boundary together with the
Reidemeister Moves of types (RI)-(RIII) as follows:
=
(RI)
, =
(RII)
= , =
(RIII)
.
Tensor product of morphisms is given by horizontal concatenation and composition of morphisms is
given by vertical stacking (in a strict monoidal category). For example,
g ◦ h =
g
h
, g ⊗ h = g h .
Suppose K contains δ, δ−1, z, ω0. In this paper, we always assume
δ − δ−1 = z(ω0 − 1). (1.1)
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Let I be the tensor ideal of FT , which is uniquely determined by Kauffmann skein relation (S),
twisting relation (T) and free loop relation (L) as follows:
− =
(S)
z( − ), =
(T)
δ , =
(L)
ω010 .
The Kauffmann category K is the quotient category FT /I [35]. In order to simplify notation,
, , and will be denoted by U,A, T and T−1, respectively. The following result gives
the presentation of the Kauffmann category K.
Theorem 1.1. [35] The Kauffmann category K is the strict K-linear monoidal category generated by
a single object and four elementary morphisms U,A, T and T−1 subject to the relations as follows:
(1) (11 ⊗A) ◦ (T ⊗ 11) ◦ (11 ⊗ U) ◦ (11 ⊗A) ◦ (T−1 ⊗ 11) ◦ (11 ⊗ U) = 11,
(2) T ◦ T−1 = T−1 ◦ T = 12,
(3) (T ⊗ 11) ◦ (11 ⊗ T ) ◦ (11 ⊗ T ) = (11 ⊗ T ) ◦ (11 ⊗ T ) ◦ (T ⊗ 11),
(4) T − T−1 = z(12 − U ◦A),
(5) (11 ⊗A) ◦ (T ⊗ 11) ◦ (11 ⊗ U) = δ11,
(6) A ◦ U = ω010,
(7) (11 ⊗A) ◦ (U ⊗ 11) = 11 = (A⊗ 11) ◦ (11 ⊗ U),
(8) T = (A⊗ 12) ◦ (11 ⊗ T−1 ⊗ 11) ◦ (12 ⊗ U),
(9) T−1 = (A⊗ 12) ◦ (11 ⊗ T ⊗ 11) ◦ (12 ⊗ U).
Theorem 1.1(1)-(3) correspond to (RI)-(RIII), and Theorem 1.1(4)-(6) correspond to (S)-(L). Fur-
ther, Theorem 1.1(7)-(9) are depicted as (1.2)-(1.4) as follows:
= = , (1.2)
= , (1.3)
= . (1.4)
We are going to state Turaev’s result [35] on bases of morphism spaces in K. Suppose m + s is
even. Following [18], endpoints at bottom (resp., top) row of an (m, s)-tangle diagram d are labelled
by 1, 2, . . . ,m (resp., 1, 2, . . . , s) from left to right. Then d decomposes {1, 2, . . . ,m, s, . . . , 2, 1} into
m+s
2 pairs conn(d) = {(ik, jk) | 1 ≤ k ≤
m+s
2 }, called the (m, s)-connector of d. Let conn(m, s) be the
set of all (m, s)-connectors. Later on, we always assume that i < i + 1 < j < j − 1 for all admissible
i and j, and ik < jk and ik < il whenever k < l. A strand connecting a pair on different rows (resp.,
the same row) is called a vertical (resp., horizontal) strand. Moreover, a horizontal strand connecting
a pair on the top (resp., bottom) row is also called a cup (resp., cap). For example, U is a cup and A
is a cap.
Motivated by [18, Definition 5.4], an (m, s)-tangle diagram is said to be totally descending if it can
be traversed successively such that (ik, jk) passes over (il, jl) whenever k < l and (ik, jk) crosses (il, jl)
and if neither a strand crosses itself nor there is a loop. It is well-known (e.g. [18, Proposition 5.7])
that
d = e as morphisms in FT , if d, e are totally descending and conn(d) = conn(e). (1.5)
An (m, s)-totally descending tangle diagram is said to be reduced, if two strands cross each other
at most once. Any (m, s)-connector determines many reduced totally descending tangle diagrams.
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Thanks to (1.5), it is reasonable to denote one of such reduced totally descending tangle diagrams by
Dc for any connector c.
Theorem 1.2. [35] Suppose m, s ∈ N.
(1) If m+ s is odd, then HomK(m, s) = 0.
(2) If m+ s is even, then HomK(m, s) has K-basis given by {Dc | c ∈ conn(m, s)}. In particular,
HomK(m, s) is of rank (m+ s− 1)!!.
Motivated by Theorem 1.2 and our previous work on affine Brauer category in [32], we introduce
affine Kauffmann category whose objects are same as those of K. This is one of main objects in this
paper.
Definition 1.3. The affine Kauffmann category AK is the K-linear strict monoidal category gener-
ated by a single object 1 and six elementary morphisms U,A, T, T−1, and X±1 : 1 → 1 subject to
Theorem 1.1(1)-(9) together with the following relations:
(1) X ◦X−1 = 11 = X−1 ◦X ,
(2) T ◦ (X ⊗ 11) ◦ T = 11 ⊗X ,
(3) A ◦ (X ⊗ 11) = A ◦ (11 ⊗X−1) and (X ⊗ 11) ◦ U = (11 ⊗X−1) ◦ U .
In this paper, X and X−1 are drawn as • and ◦ , respectively. So, Definition 1.3(1)-(3) can be
depicted as (1.6)-(1.8) as follows:
•
◦ = =
◦
• , (1.6)
• = • , (1.7)
• = ◦ , • = ◦ . (1.8)
Lemma 1.4. Suppose AK is the affine Kauffmann category.
(1) There is a K-linear monoidal contravariant functor σ : AK → AK switching A and U and
fixing T, T−1, X,X−1.
(2) There is a monoidal functor from K to AK sending the generators of K to the generators of
AK with the same names.
Proof. Easy exercise. 
Thanks to Lemma 1.4(2), any tangle diagram can be interpreted as a morphism in AK.
Lemma 1.5. As morphisms in AK, we have:
(1) = δ , = δ−1 ,
(2) = δ , = δ−1 ,
(3) ◦ = • , ◦ = • .
Proof. We have
= ◦ = ◦ = = δ−1 .
One can prove the first equation in (1) similarly. Thanks to (1.2) and (1.8), we have
• =
◦
= ◦ .
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So far, we have proved (1) and the first equation in (3). Applying the contravariant functor σ in
Lemma 1.4 on these equations yields (2) and the second equation in (3). 
A point on a strand of a tangle diagram is called a critical point if it is either an endpoint or a
point such that the tangent line at it is horizontal. A segment of a tangle diagram is defined to be a
connected component of the diagram obtained when all crossings and critical points are deleted. A
dotted (m,s)-tangle diagram d is an (m, s)-tangle diagram such that there are finitely many •’s or ◦’s
on each segment of d. Both • and ◦ are called dots later on. If there are h •’s (resp., ◦’s) on a segment,
then such •’s (resp., ◦’s) can be viewed as • ◦ . . . ◦ • (resp,. ◦ ◦ . . . ◦ ◦ ), and will be denoted by •h
(resp., ◦h). In order to simplify notation, we say that h “•” is the same as −h “◦” if h < 0. In other
words,
•h = ◦−h and ◦h = •−h if h < 0.
For example,
•
•
= ◦ • ◦ • =
•2
=
◦−2
.
Let Tm,s be the set of all dotted (m, s)-tangle diagram. By arguments similar to those in [32], any
d in Tm,s can be interpreted as a morphism in HomAK(m, s). Conversely, if a diagram d is obtained by
tensor product and composition of U,A, T, T−1, X,X−1 together with such that there are m (resp.,
s) endpoints on the bottom (resp., top) row, then d ∈ Tm,s. So, HomAK(m, s) is spanned by Tm,s.
For any i ∈ Z, let
∆i = •i . (1.9)
Then ∆i ∈ EndAK(0) and ∆0 = ω010. By [16, Proposition 2.2.10], EndAK(0) is commutative and
∆i ◦∆j = ∆i ⊗∆j for all admissible i, j.
Lemma 1.6. For any positive integer j, ∆−j = δ
−2∆j + δ
−1z
∑j−1
i=1 (∆2i−j −∆i∆i−j).
Proof. Thanks to Lemma 1.5(1), we have
◦j = δ−1
◦
j
(1.8)
= δ−1
•
j = δ
−1
••j − 1
(1.7)
= δ−1 •
•j − 1
(S)
= δ−1 •
•j − 1
+ δ−1z •• j − 1 − δ−1z • •j − 1
(1.8)
= δ−1 •
•j − 1
+ δ−1z ◦
j − 2
− δ−1z • ◦
j − 1
= δ−1
••
•
j − 2
+ δ−1z ◦
j − 2
− δ−1z • ◦
j − 1
= · · ·
= δ−1 •
j
+ δ−1z
j−1∑
i=1
◦
j − 2i
− δ−1z
j−1∑
i=1
• ◦i
j − i
= δ−2 •j + δ−1z
j−1∑
i=1
◦
j − 2i
− δ−1z
j−1∑
i=1
• ◦i
j − i
, by Lemma 1.5(2).

Suppose d ∈ Tm,s. Throughout this paper, dˆ is always the tangle diagram obtained from d by
removing all loops and all dots on it.
6 MENGMENG GAO, HEBING RUI, LINLIANG SONG
Definition 1.7. Suppose d ∈ Tm,s. d is said to be normally ordered if
(a) all of its loops are crossing-free, and there are no other strands shielding any of them from the
leftmost edge of the picture,
(b) there is no on d,
(c) there is no ◦ on each loop. All bullets on each loop will be at the leftmost boundary of it. For
example, • 2 is allowed but non of • 2 , ◦ 2 and • • are allowed,
(d) dˆ is a reduced totally descending tangle diagram,
(e) whenever a dot (• or ◦) appears on a vertical strand, it is on the boundary of the bottom row,
(f) whenever a dot (• or ◦) appears on a cap (resp., cup), it is on the leftmost boundary of the
cap (resp., the rightmost boundary of a cup),
(g) • and ◦ can not occur on the same strand.
For any m, s ∈ N, let NTm,s = {d ∈ Tm,s | d is normally ordered}. The following tangle diagrams
represent two morphisms in HomAK(5, 5). The left one is in NT5,5 whereas the right one is not.
◦
•
◦
•
•
4 ,
•
◦
••
•
4 .
Definition 1.8. For any d, d′ ∈ NTm,s, write d ∼ d′ if
• they have the same number of •i , for any i ∈ N \ 0,
• conn(dˆ) = conn(dˆ′),
• there are same number of • or ◦ on their corresponding strands.
We have dˆ = dˆ′ as morphisms in K and hence in AK if d, d′ ∈ NTm,s and d ∼ d′. So d = d′
as morphisms in AK. We will identify each equivalence class of NTm,s with any element in it. The
following is the first main result of this paper.
Theorem 1.9. Suppose m, s ∈ N.
(1) If m+ s is odd, then HomAK(m, s) = 0.
(2) If m+s is even, then HomAK(m, s) has K-basis given by NTm,s/ ∼. In particular, HomAK(m, s)
is of infinite rank.
Definition 1.10. [33, Definition 2.19] Suppose u1, . . . , ua are units in K and ωi ∈ K, i ∈ Z. Let
ω = {ωi | i ∈ Z} and u = {u1, u2, . . . , ua}. Then ω is called admissible if
(1) ω−i = δ
−2ωi + δ
−1z
∑i−1
l=1(ω2l−i − ωlωl−i), for any positive integer i,
(2) ωi = −
∑a
j=1 ba−jωi−j if i ≥ a, where bj = (−1)
a−jea−j(u) and ei(u) is the ith elementary
symmetric function on u1, u2, . . . , ua.
Definition 1.11. Suppose f(t) =
∏a
i=1(t− ui), where u1, . . . , ua are units in K. For any admissible
ω, define CKf = AK/I where I is the right tensor ideal generated by f( • ) together with ∆i − ωi10
for all i ∈ Z \ {0}.
We call CKf the cyclotomic Kauffmann category. It is available only if ω is admissible in the sense
of Definition 1.10. In fact, Definition 1.10(1) follows from Lemma 1.6 and Definition 1.10(2) follows
from the equation
A ◦ (X i−a ⊗ 1) ◦ (f(X)⊗ 1) ◦ U = 0
in CKf for any i ≥ a.
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Assumption 1.12. Let K be an integral domain containing units q, q − q−1, u1, . . . , ua. We always
assume
δ = α
a∏
i=1
ui, and ω0 = 1 + z
−1(δ − δ−1),
where z = q − q−1 and α ∈ {1,−1} if a is odd and α ∈ {−q, q−1} if a is even.
We always keep the Assumption 1.12 when we talk about CKf over K. Later on, we denote q− q−1
by zq.
Definition 1.13. [33, Lemma 2.28] Suppose u is an indeterminate. Then ω is called u-admissible if∑
i≥0
ωi
ui
=
u2
u2 − 1
− (zqδ)
−1 +
(
(zqδ)
−1
a∏
i=1
ui +
uga(u)
u2 − 1
)
a∏
i=1
ui
a∏
i=1
u− u−1i
u− ui
,
∑
i≥1
ω−i
ui
=
1
u2 − 1
+ (zqδ)
−1 −
(
(zqδ)
−1
a∏
i=1
ui −
u
ga(u)(u2 − 1)
)
a∏
i=1
u−1i
a∏
i=1
u− ui
u− u−1i
,
where ga(u) = 1 (resp., −u) if a is odd (resp., even).
Recall that ⌊ℓ⌋ is the maximal integer such that ⌊ℓ⌋ ≤ ℓ, where ℓ is a real number.
Definition 1.14. For any m, s ∈ N, let NTm,s be the set of all d ∈ NTm,s such that there is no •i
on d, ∀i ∈ N. For any positive integer ℓ, let NT
ℓ
m,s be the subset of all d ∈ NTm,s such that
−i, j ∈
{
⌊
ℓ− 1
2
⌋, ⌊
ℓ− 1
2
⌋ − 1, . . . ,−⌊
ℓ
2
⌋
}
if there are i (resp., j) •’s near each endpoint at top (resp., bottom) row of d.
The equivalence relation ∼ in Definition 1.8 induces equivalence relations ∼ on both NTm,s and
NT
a
m,s. We have d = d
′ as morphisms in AK and hence in CKf if d, d′ ∈ NT
a
m,s and d ∼ d
′. So, each
equivalence class in NT
a
m,s can be identified with any element in it. Theorem 1.15 is the second main
result of this paper.
Theorem 1.15. Keep the Assumption 1.12. Suppose m, s ∈ N.
(1) If m+ s is odd, then HomCKf (m, s) = 0.
(2) If m + s is even, then HomCKf (m, s) has K-basis given by NT
a
m,s/ ∼ if and only if ω is u-
admissible. In this case, HomCKf (m, s) is of rank a
m+s
2 (m+ s− 1)!!.
2. Connections to quantum symplectic and orthogonal groups
We follow the conventions in [5]. In this paper, g is always either a complex symplectic Lie algebra
sp2n or orthogonal Lie algebras so2n, so2n+1. LetR be the root system associated to g with fixed simple
roots Π = {α1, . . . , αn} such that αi = εi − εi+1, 1 ≤ i ≤ n− 1 and αn = εn (resp., 2εn, εn−1 + εn) if
g = so2n+1 (resp., sp2n, so2n). Then the set of positive roots
R+ = {εi ± εj | 1 ≤ i < j ≤ n} ∪ Zg (2.1)
where Zso2n+1 = {εi | 1 ≤ i ≤ n}, Zsp2n = {2εi | 1 ≤ i ≤ n}, and Zso2n = ∅. From here onwards, we
always assume
N = 2n+ 1, (resp., 2n) if g = so2n+1 (resp., g ∈ {so2n, sp2n}), (2.2)
and i′ = N+ 1− i, 1 ≤ i ≤ N. Then the half sum of positive roots
̺ =
n∑
i=1
̺iεi, (2.3)
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where ̺i =
1
2N − i + bg and bspN = 1 and bsoN = 0. Later on, we assume ̺i′ = −̺i 1 ≤ i ≤ n and
̺n+1 = 0 if g = so2n+1.
On the real vector space spanned by R, there is an inner product ( | ) such that (εi | εj) = 2δi,j
(resp., δi,j) if g = so2n+1 (resp., otherwise). So,
(2̺ | αi) = (αi | αi) for any simple root αi. (2.4)
The fundamental weights ̟1, . . . , ̟n satisfy (̟i | αj) = δijdi, where di =
1
2 (αi | αi). The integral
weight lattice P = ⊕ni=1Z̟i and the set of dominant integral weights P
+ = ⊕ni=1N̟i.
If g = so2n, let F = C(q
1/4) where q1/4 is an indeterminate. Otherwise, let F = C(q1/2). Later on,
v = q1/2 if g = so2n+1, and v = q if g = sp2n, so2n. (2.5)
The quantum group Uv(g) of simply connected type is the F-algebra generated by
{x±i , kλ | 1 ≤ i ≤ n, λ ∈ P} subject to the relations in [25, §3.1.1]. Let Uv(h) be the subalgebra
generated by {kλ | λ ∈ P}. The quantum group Uv(g) of adjoint type is the F-algebra generated
by {x±i , kλ | λ ∈ Q}, where Q is the root lattice associated to g. Later on, we denote by Q
+ the
positive root lattice. It is known that Uv(g) is a Hopf algebra and the comultiplication ∆, counit ε
and antipode S satisfy
∆(x+i ) = x
+
i ⊗ 1 + kαi ⊗ x
+
i , ε(x
+
i ) = 0, S(x
+
i ) = −k−αix
+
i ,
∆(x−i ) = x
−
i ⊗ k−αi + 1⊗ x
−
i , ε(x
−
i ) = 0, S(x
−
i ) = −x
−
i kαi ,
∆(kµ) = kµ ⊗ kµ, ε(kµ) = 1, S(kµ) = k−µ.
(2.6)
For all u ∈ Uv(g), let
∆(u) = (−⊗−) ◦∆(u), (2.7)
where is the C-linear automorphism of Uv(g) such that x
±
i = xi
±, kµ = k−µ and q
1/4 = q−1/4 (resp.,
q1/2 = q−1/2) if g = so2n (resp., otherwise). Then
∆(x+i ) = x
+
i ⊗ 1 + k−αi ⊗ x
+
i , ∆(x
−
i ) = x
−
i ⊗ kαi + 1⊗ x
−
i , ∆(kµ) = kµ ⊗ kµ, (2.8)
for all admissible i and µ.
In this paper, a Uv(g)-module M is always a left module. It is called a weight module if
M = ⊕λ∈PMλ,
where Mλ = {m ∈ M | kµm = v(λ|µ)m, for any µ ∈ P}, called the λ-weight space of M . Write
wt(m) = λ if m ∈ Mλ. It is easy to check that a weight Uv(g)-module is always a weight Uv(g)-
module and vice versa. Further, a Uv(g)-homomorphism between two weight modules is always
a Uv(g)-homomorphism and vice versa. This enables us to use previous results on Uv(g) in [31],
directly.
Let W be the Weyl group corresponding to R. It is a Coxeter group generated by {si | 1 ≤ i ≤ n},
where si is the simple reflection sαi . For any 1 ≤ i ≤ n, let
Ti = T
′′
i,+1,
the braid group generator defined by Lusztig in [25, §37.1.3]. In general, Tw = Ti1 · · ·Tik if si1 · · · sik
is a reduced expression of w.
Throughout this paper, w0 is always the longest element in W . Let ℓ( ) be the length function
on W . Fix a reduced expression ~
∏ℓ(w0)
j=1 sij of w0 and define β1 = αi1 , βj = si1si2 · · · sij−1 (αij ) and
dβj =
1
2 (βj |βj), 1 ≤ j ≤ ℓ(w0). Then
R+ = {βj | 1 ≤ j ≤ ℓ(w0)}
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such that there is a convex ordering on R+ [29] satisfying βj < βk whenever j < k and βi + βj = βk
for some k, i < k < j if βi + βj ∈ R+. Motivated by [26], we consider root elements
x±βj = Ti1Ti2 · · ·Tij−1(x
±
ij
)
for all admissible j. For any r ∈ Nℓ(w0), let
x+r =
~∏ℓ(w0)
i=1
(x+βi)
ri and x−r =
~∏1
i=ℓ(w0)
(x−βi)
ri . (2.9)
Then {x−r kµx
+
s | r, s ∈ N
ℓ(w0), µ ∈ P} forms a PBW-like basis of Uv(g). Let U+v (g) (resp., U
−
v (g)) be
the subalgebra ofUv(g) with basis {x+r | r ∈ N
ℓ(w0)} (resp., {x−r | r ∈ N
ℓ(w0)}). The Borel subalgebras
Uv(b) = Uv(h)⊗F U+v (g) (resp., Uv(b
−) = U−v (g)⊗F Uv(h)).
In [11, 24, 26] etc, root elements are defined via braid generators
Ti = T
′′
i,−1
in [25, §37.1.3]. Let xˆ±βj ’s be the corresponding root elements. Checking their actions on generators
yields
T
′′
i,+1 = τ
′T
′′
i,−1τ
′, 1 ≤ i ≤ n, (2.10)
where τ ′ is the F-linear automorphism of Uv(g) such that τ
′(x±i ) = −x
±
i and τ
′(kµ) = kµ for all
admissible µ and i. So,
x±βj = −τ
′(xˆ±βj ). (2.11)
Thanks to [11, Theorem 9.5], xˆ±αi = x
±
i for any simple root αi. So
x±αi = −τ
′(xˆ±αi) = x
±
i .
Let τ be the F-linear anti-automorphism of Uv(g) such that
τ(x+i ) = x
−
i , τ(x
−
i ) = x
+
i and τ(kµ) = kµ
for all admissible i and µ. Let τ := −◦τ where is the C-linear automorphism of Uv(g) in (2.7). Then
τ is a C-linear anti-automorphism of Uv(g). Checking the actions on generators yields τTi = Tiτ . So,
τ (x±βi) = x
∓
βi
, for any βi ∈ R
+. (2.12)
Definition 2.1. For any i ∈ Z, define Ai = {x ∈ C(q1/2) | ev(x) ≥ i} where ev : C(q1/2) → Z such
that ev(0) =∞ and ev(x) = j if 0 6= x = (q1/2− 1)jg/h and g, h ∈ C[q1/2] such that (g, q1/2− 1) = 1,
(h, q1/2 − 1) = 1.
Obviously, Ai ⊂ Ai−1 for any i ∈ Z and Ai is a subring of C(q1/2) if i ∈ N.
Lemma 2.2. Suppose 1 ≤ i < j ≤ ℓ(w0). Then
(1) x−βix
−
βj
− v(βi|βj)x−βjx
−
βi
=
∑
r∈Nℓ(w0) c
−
r x
−
r ,
(2) x+βjx
+
βi
− v−(βi|βj)x+βix
+
βj
=
∑
r∈Nℓ(w0) c
+
r x
+
r ,
such that c±r ∈ A0 and
∑ℓ(w0)
l=1 rlβl = βi+βj. Moreover, c
±
r = 0 unless rl = 0 for all l such that either
l ≤ i or l ≥ j.
Proof. By [24, Proposition 5.5.2],
xˆ+βj xˆ
+
βi
− v−(βi|βj)xˆ+βi xˆ
+
βj
=
∑
r∈Nℓ(w0)
cˆr
~∏ℓ(w0)
i=1
(xˆ+βi)
ri , (2.13)
where cˆr = 0 unless rl = 0 for all l such that l ≤ i or l ≥ j, and
∑ℓ(w0)
l=1 rlβl = βi + βj . Recall τ
′ in
(2.10). Acting τ ′ on both sides of (2.13) and using (2.11) yield the commuting relation about x+βjx
+
βi
.
In this case, c+r = cˆr up to a sign. In order to prove (2), we need to verify c
+
r ∈ A0.
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Thank to [26, Theorem 6.7(ii)], cˆr = g(v)
∏ℓ(w0)
j=1 ([rj ]
!
dβj
)−1 for some g(v) ∈ Z[v, v−1], where
[i]d =
vdi − v−di
vd − v−d
and [k]!d =
k∏
i=1
[i]d.
So, cˆr ∈ A0, and hence c+r ∈ A0. Note that τ (A0) ⊆ A0. Acting τ on both sides of the equation in
(2) and using (2.12) yield (1). 
For any ordered sequence of positive roots I, we say that I is of length (resp., weight) j (resp.,∑j
l=1 βil) and write ℓ(I) = j (resp., wt(I) =
∑j
l=1 βil) if I = (βi1 , βi2 , . . . , βij ). In this case, define
x±I =
~∏j
l=1x
±
βil
. If j = 0, write x±I = 1.
Corollary 2.3. Suppose I = (βi1 , βi2 , . . . , βij ). Then x
−
I can be written as an A0-linear combination
of x−r , r ∈ N
ℓ(w0).
Proof. The result follows from Lemma 2.2, immediately. 
Suppose ν, γ ∈ R+ such that ν > γ with respect to a fixed convex order <. Following [9], (ν, γ) is
called a minimal pair of β if β = ν + γ ∈ R+ and if there is no ν′, γ′ ∈ R+ such that ν′ + γ′ = β and
ν > ν′ > β > γ′ > γ. Let Υβ be the set of minimal pairs of β, β ∈ R
+.
Suppose (ν, γ) is a minimal pair of β. Following [9], define
pν,γ = 1, (resp., 0) if (dν , dβ , dγ) = (1, 2, 1) (resp., otherwise). (2.14)
Later on, we simply denote [i]1 by [i].
Lemma 2.4. ( [9, (4.4)]) If (ν, γ) ∈ Υβ, β ∈ R+, then
(1) x+γ x
+
ν − v
(ν|γ)x+ν x
+
γ = [pν,γ + 1]x
+
β ,
(2) x−ν x
−
γ − v
−(ν|γ)x−γ x
−
ν = [pν,γ + 1]x
−
β .
Proof. (1) follows from [9, (4.4)] and the positive embedding in [9, p 1365]. Acting τ on (1) and using
(2.12) yield (2). Finally, we remark that the current v is q−1 in [9]. 
So far, results in this section are available for any reduced expression of w0. From here to the end
of this section, we choose a reduced expression of w0 as follows. If g ∈ {sp2n, so2n+1},
w0 =
~∏n
i=1
si,nsnsn,i (2.15)
where si,j = sisi+1,j if i < j and si,i = 1 and si,j = si,j+1sj if i > j. If g = so2n,
w0 =
~∏n−1
i=1
si,nsnsn−1,i, (resp.,
~∏n−2
i=1
si,nsnsn−1,i · snsn−1) if 2 | n (resp., 2 ∤ n). (2.16)
Then the corresponding convex orders on R+ are given as follows:
εi − εj < εi − εj+1 < εi + εk < εi + εk−1 < εi+1 − εi+2, if g = so2n,
εi − εj < εi − εj+1 < εi < εi + εk < εi + εk−1 < εi+1 − εi+2, if g = so2n+1,
εi − εj < εi − εj+1 < 2εi < εi + εk < εi + εk−1 < εi+1 − εi+2, if g = sp2n,
(2.17)
for all admissible positive integers i, j, k such that i < j if εi + εj appears in (2.17). In this case, we
have root elements {x±βj | 1 ≤ j ≤ ℓ(w0)} with respect to braid group generators T
′′
i,+1.
From here to the end of this paper, we keep using these βj ’s and x
±
βj
’s. Unless otherwise specified,
the convex order < is always the one in (2.17).
Corollary 2.5. Suppose i < j and 1 ≤ l ≤ n− 1. Then
(1) Υ2εl = {(εl + εn, εl − εn)} if g = sp2n,
(2) Υεl = {(εk, εl − εk) | l < k ≤ n} if g = so2n+1,
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(3) Υεi−εj = {(εm − εj , εi − εm) | i < m < j},
(4) Υεi+εj = {(εj − εj+1, εi + εj+1)} ∪ {(εl + εj , εi − εl) | i < l < j},
(5) Υεl+εn = {(εk + εn, εl− εk) | 1 ≤ l < k < n}∪B, where B = {(εn, εl)} (resp., {(2εn, εl− εn)},
∅) if g = so2n+1 (resp., sp2n, so2n).
Proof. (1)-(5) can be verified directly via (2.17). 
Proposition 2.6. For any r = (ri) ∈ N
ℓ(w0), let c±r be given in Lemma 2.2. Then c
±
r ∈ A|r|−1, where
|r| =
∑
i ri.
Since we verify Proposition 2.6 case by case and could not find a conceptual proof, we will give
details in Appendix A. We also give a proof of Proposition 2.7 in Appendix B. It involves tedious
computation.
Proposition 2.7. Suppose β ∈ R+. We have
(1) ∆(x−β ) = x
−
β ⊗ k−β + 1⊗ x
−
β +
∑
K,H hK,Hx
−
K ⊗ k−wt(K)x
−
H ,
(2) ∆(x−β ) = x
−
β ⊗ kβ + 1⊗ x
−
β +
∑
K,H gK,Hx
−
K ⊗ kwt(K)x
−
H ,
where K,H range over non-empty sequences of positive roots such that wt(K) + wt(H) = β, and
hK,H , gK,H ∈ Amax{ℓ(K),ℓ(H)}.
Throughout this paper, V is always the naturalUv(g)-module and {vi | i ∈ N} is always a basis of V
such that wt(vi) = −wt(vi′ ) = εi, 1 ≤ i ≤ n and wt(vn+1) = 0 if g = so2n+1, where N = {1, 2, . . . ,N}.
The following result is well-known.
Lemma 2.8. As homomorphisms in End(V ), we have
(1) x+i = Ei,i+1 − E(i+1)′,i′ , and x
−
i = Ei+1,i − Ei′,(i+1)′ if i 6= n, where Ei,j’s are matrix units
with respect to {vi | i ∈ N},
(2) kµ = δg,so2n+1En+1,n+1 +
∑
1≤j≤n(v
(µ|εj)Ej,j + v
−(µ|εj)Ej′,j′) for all admissible µ,
(3) x+n = En,n+1 − v
−1En+1,n′ , x
−
n = [2]En+1,n − v
−1[2]En′,n+1, if g = so2n+1,
(4) x+n = En,n′ , x
−
n = En′,n, if g = sp2n,
(5) x+n = En−1,n′ − En,(n−1)′ , x
−
n = En′,n−1 − E(n−1)′,n, if g = so2n.
We are going to give formulae on x±β and τ(x
±
β ) as endomorphisms of V in Lemmas 2.9–2.12. The
idea is to use minimal pairs in Corollary 2.5 and Lemma 2.4 so as to use the corresponding formulae
for simple roots in Lemma 2.8. The computations are straightforward, hence we omit details.
Lemma 2.9. For all admissible i < j,
(1) x+εi−εj = Ei,j − q
i−j+1Ej′,i′ , τ(x
+
εi−εj ) = Ej,i − q
i−j+1Ei′,j′ ,
(2) x−εi−εj = Ej,i − q
j−i−1Ei′,j′ , τ(x
−
εi−εj ) = Ei,j − q
j−i−1Ej′,i′ .
Lemma 2.10. Suppose g = so2n+1. For all admissible i < j and admissible k, we have
(1) x+εk = −q
k−n− 12En+1,k′ + Ek,n+1, τ(x
+
εk
) = −qk−n+
1
2 [2]Ek′,n+1 + [2]En+1,k,
(2) x−εk = −q
n−k+ 12 [2]Ek′,n+1 + [2]En+1,k, τ(x
−
εk ) = −q
n−k− 12En+1,k′ + Ek,n+1,
(3) x+εi+εj = (−1)
n−j−1q−
1
2 [2]−1Ei,j′ + (−1)n−jqi+j−2n−
1
2 [2]−1Ej,i′ ,
(4) τ(x+εi+εj ) = (−1)
n−j−1[2]q
1
2Ej′,i + (−1)
n−j [2]qi+j−2n+
1
2Ei′,j,
(5) x−εi+εj = (−1)
n−j−1[2]q
1
2Ej′,i + (−1)n−j [2]q2n−i−j+
1
2Ei′,j,
(6) τ(x−εi+εj ) = (−1)
n−j−1q−
1
2 [2]−1Ei,j′ + (−1)n−jq2n−i−j−
1
2 [2]−1Ej,i′ .
Lemma 2.11. Suppose g = sp2n. For all admissible i < j and admissible k, we have
(1) x+2εk = [2]
−1(qk−n−1 + qk−n+1)Ek,k′ , τ(x
+
2εk
) = [2]−1(qk−n−1 + qk−n+1)Ek′,k,
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(2) x−2εk = [2]
−1(qn−k+1 + qn−k−1)Ek′,k, τ(x
−
2εk
) = [2]−1(qn−k+1 + qn−k−1)Ek,k′ ,
(3) x+εi+εj = (−1)
n−j(Ei,j′ + q
i−j′Ej,i′ ), τ(x
+
εi+εj ) = (−1)
n−j(Ej′,i + q
i−j′Ei′,j),
(4) x−εi+εj = (−1)
n−j(Ej′,i + q
j′−iEi′,j), τ(x
−
εi+εj ) = (−1)
n−j(Ei,j′ + q
j′−iEj,i′ ).
Lemma 2.12. Suppose g = so2n. For all admissible i < j, we have
(1) x+εi+εj = (−1)
n−jEi,j′ + (−1)n−j−1qi−j
′+2Ej,i′ ,
(2) τ(x+εi+εj ) = (−1)
n−jEj′,i + (−1)n−j+1qi−j
′+2Ei′,j,
(3) x−εi+εj = (−1)
n−jEj′,i + (−1)n−j+1qj
′−i−2Ei′,j,
(4) τ(x−εi+εj ) = (−1)
n−jEi,j′ + (−1)n−j−1qj
′−i−2Ej,i′ .
The quasi-R-matrix Θ of Uv(g) [25, §4.1] and its inverse Θ are
Θ =
~∏1
j=ℓ(w0)
expv−1βj
[(1 − v2βj )x
−
βj
⊗ x+βj ], Θ =
~∏ℓ(w0)
i=1
expvβi
[(1 − v−2βi )x
−
βi
⊗ x+βi ], (2.18)
where vβj = v
dβj and expv±1βj
(x) =
∑∞
k=0 v
± 12k(k+1)
βj
xk
[k]!dβj
. Thanks to [25, Theorem 4.1.2(a)], Θ is
uniquely determined by (2.19) as follows:
Θ0 = 1⊗ 1, and ∆(u)Θ = Θ∆(u) (2.19)
for all u ∈ Uv(g). Write
Θ =
∑
β∈Q+
Θβ and Θ =
∑
β∈Q+
Θβ ,
where both Θβ and Θβ are in U
−
v (g)−β ⊗U
+
v (g)β and U
±
v (g)±β is the subspace of U
±
v (g) spanned by
{x±I |wt(I) = β}. Thanks to [20, 7.1(2)–(3)],
(ι ⊗ ι)(Θβ) = Θβ, († ⊗ †)(Θβ) = P (Θβ)
for any β ∈ Q+, where P is the tensor flip and, ι (resp., †) is the anti-automorphism (resp., automor-
phism) of Uv(g) fixing x
±
i (resp., switching x
+
i and x
−
i ) and sending kµ to k−µ. Since τ = † ◦ ι,
(τ ⊗ τ)(Θβ) = P (Θβ).
Noting that ΘΘ = ΘΘ = 1⊗ 1, we have (τ ⊗ τ)(Θβ) = P (Θβ). So,
Θβ = P ◦ (τ ⊗ τ)(Θβ). (2.20)
Proposition 2.13. Let M be a Uv(g)-module. For any 0 6= m ∈M ,
Θ(m⊗ vj) =

[1⊗ 1 + zq
∑
i<j τ(x
+
εi−εj )⊗ τ(x
−
εi−εj )](m⊗ vj), if 1 ≤ j ≤ n,
[1⊗ 1 + zq1/2
∑
1≤i≤n τ(x
+
εi )⊗ τ(x
−
εi )](m⊗ vn+1), if (g, j) = (so2n+1, n+ 1),
[1⊗ 1 + cj ](m⊗ vj), if n′ ≤ j ≤ 1′,
where
cj =zq
∑
i<j′
τ(x+εi+εj′ )⊗ τ(x
−
εi+εj′
) +
∑
i>j′
(x−εj′+εi ⊗ x
+
εj′+εi
+ x−εj′−εi ⊗ x
+
εj′−εi
)

+ z2q
∑
i>j′
x−εj′−εix
−
εj′+εi
⊗ x+εj′−εix
+
εj′+εi
+ δg,sp2nzq2x
−
2εj′
⊗ x+2εj′
+ δg,so2n+1 [q
1
2 z2q1/2 [2]
−1
(x−εj′ )
2 ⊗ (x+εj′ )
2 + zq1/2x
−
εj′
⊗ x+εj′ ].
In any case, the formulae on Θ(vj′⊗m) are obtained by using vj′⊗m instead of m⊗vj in the previous
formulae.
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Proof. If 1 ≤ j ≤ n, then wt(vj) = εj. So Θβ acts on m ⊗ vj non-trivially only if either β = 0 or
β = εi − εj for some i, 1 ≤ i < j. Thanks to (2.18), Θ0 = 1⊗ 1 and
Θεk−εl − zqx
−
εk−εl
⊗ x+εk−εl =
∑
r≥2
∑
I
zrqx
−
I ⊗ x
+
I , for all 1 ≤ k < l ≤ n, (2.21)
where I ranges over all sequences of positive roots (εi0 − εi1 , . . . , εir−1 − εir ) such that i0 = k
and ir = l. In particular, we have (2.21) for Θεi−εj . Obviously, τ(x
−
εi0−εi1
)vj = 0. Otherwise
wt(τ(x−εi0−εi1 )vj) = εi0 − εi1 + εj , and i0 < i1 < j, a contradiction. So, P ◦ (τ ⊗ τ)(RHS of (2.21))
acts on m⊗ vj as zero. By (2.20), we have the required formula on Θ(m⊗ vj) under the assumption
1 ≤ j ≤ n.
Now, we assume g = so2n+1 and j = n + 1. So, wt(vj) = 0. In this case, Θβ acts on m ⊗ vn+1
non-trivially only if either β = 0 or β = εl, 1 ≤ l ≤ n. Thanks to (2.18),
Θεl − zq1/2x
−
εl ⊗ x
+
εl =
∑
s>l
∑
wt(J)=εs
as,Jx
−
εl−εsx
−
J ⊗ x
+
εl−εsx
+
J , for some as,J ∈ F. (2.22)
Note that τ(x−εl−εs)vn+1 = 0. So, P ◦ (τ ⊗ τ)(RHS of (2.22)) acts on m⊗ vn+1 as zero. Using (2.20)
again, one immediately has the required formula on Θ(m⊗ vn+1).
Suppose n′ ≤ j ≤ 1′. Since wt(vj) = −εj′ , Θβ acts on m⊗ vj non-trivially only if β and g satisfy
one of conditions as follows:
• β ∈ {0, εd + εj′ , εj′ − εt | 1 ≤ d ≤ n, j′ < t ≤ n}, and g 6= so2n+1,
• β ∈ {0, εd + εj′ , εj′ − εt | 1 ≤ d ≤ n, j′ < t ≤ n} ∪ {εj′}, and g = so2n+1.
We have (2.21) for Θεj′−εt . Since x
+
εir−1−εir
vj = 0, the RHS of (2.21) acts on m⊗ vj as zero. So,
Θεj′−εt(m⊗ vj) = zqx
−
εj′−εt
⊗ x+εj′−εt(m⊗ vj).
Thanks to (2.18), we have
Θ2εc = z
2
q
∑
k>c
x−εc−εkx
−
εc+εk ⊗ x
+
εc−εkx
+
εc+εk + δg,so2n+1q
1
2 [2]
−1
z2q1/2(x
−
εc)
2 ⊗ (x+εc)
2
+
∑
c<l<k
∑
wt(J)=εl−εk
al,k,Jx
−
εc−εl
x−εc+εkx
−
J ⊗ x
+
εc−εl
x+εc+εkx
+
J + δg,sp2nzq2x
−
2εc
⊗ x+2εc
+
∑
c<l<k
∑
wt(J)=εl+εk
bl,k,Jx
−
εc−εlx
−
εc−εkx
−
J ⊗ x
+
εc−εlx
+
εc−εkx
+
J ,
(2.23)
for any c, 1 ≤ c ≤ n, where al,k,J ’s and bl,k,J ’s are in F. Using (2.18) again, we have
Θεr+εp = zqx
−
εr+εp ⊗ x
+
εr+εp +
∑
k>p
∑
wt(I)=εp−εk
ak,Ix
−
εr+εk
x−I ⊗ x
+
εr+εk
x+I
+
∑
k>r
∑
wt(I)=εk+εp
bk,Ix
−
εr−εk
x−I ⊗ x
+
εr−εk
x+I + δg,so2n+1
∑
wt(I)=εp
cIx
−
εrx
−
I ⊗ x
+
εrx
+
I ,
(2.24)
for all admissible 1 ≤ r < p ≤ n, where ak,I ’s, bk,I ’s and cI ’s are in F. Note that (2.23)-(2.24)
give formulae on Θεd+εj′ in any case. Acting P ◦ (τ ⊗ τ) on both sides of (2.22)-(2.24) and using
(2.20) yields another two formulae on Θεj′ and Θεd+εj′ . The orders in the ordered products of these
formulae are reversed with each other. This makes us to choose a suitable forms of Θεd+εj′ and Θεj′
so as to prove that the terms with respect to I and J act on m⊗ vj as zero. Therefore, the formula
for n′ ≤ j ≤ 1′ can be checked directly. Finally, one can check the formulae on Θ(vj ⊗m) similarly. 
Given two finite-dimensional weight modules M and N , Lusztig defines
RM,N = Θ ◦ π ◦ P :M ⊗N → N ⊗M, (2.25)
where π :M ⊗N →M ⊗N such that
π(m⊗ n) = v−(λ|µ)m⊗ n,
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for all (m,n) ∈Mλ ×Nµ. He proves that RM,N is a Uv(g)-isomorphism and
R−1M,N = P ◦ π
−1 ◦Θ : N ⊗M →M ⊗N. (2.26)
The current RM,N is Lusztig’s fRN,M in [25, Theorem 32.1.5], where f is the function such that
f(λ, µ) = −(λ|µ) [25, §31.1.3]. When one of M,N is a finite-dimensional weight module, we still have
the Uv(g)-homomorphism Θ ◦ π ◦ P such that π :M ⊗N →M ⊗N with
π(m⊗ n) =
{
k−λm⊗ n, if n ∈ Nλ,
m⊗ k−λn, if m ∈Mλ.
(2.27)
Moreover, by arguments similar to those in [10, §5], Θ ◦ π ◦ P is also an isomorphism and (2.26) is
still available in this case. In fact, the proof of this result reduces to the case that both M and N
are finite-dimensional weight modules by using the fact that the intersection of annihilators of all
finite-dimensional weight modules is zero (see e.g. [20, Proposition 5.11]).
For finite-dimensional weight modules M1,M2,M3,
RM1,M2⊗M3 = (1⊗RM1,M3) ◦ (RM1,M2 ⊗ 1), RM1⊗M2,M3 = (RM1,M3 ⊗ 1) ◦ (1 ⊗RM3,M2), (2.28)
which is called the Hexagon property in [25, Proposition 32.2.2]. So,
(RM2,M3 ⊗ 1) ◦ (1⊗RM1,M3) ◦ (RM1,M2 ⊗ 1) = (1 ⊗RM1,M2) ◦ (RM1,M3 ⊗ 1) ◦ (1⊗RM2,M3). (2.29)
Similarly, (2.28)-(2.29) are still available if two of M1,M2,M3 are finite-dimensional weight modules.
By Proposition 2.13 and (2.27), one can check that:
π−1 ◦Θ |V ⊗2=
∑
i6=i′
(qEi,i ⊗ Ei,i + q
−1Ei,i ⊗ Ei′,i′) +
∑
i6=j,j′
Ej,j ⊗ Ei,i
+ zq
∑
i<j
(Ej,i ⊗ Ei,j − q
̺j−̺iςiςjEi′,j′ ⊗ Ei,j) + δg,so2n+1En+1,n+1 ⊗ En+1,n+1,
(2.30)
where ςi = 1 unless g = sp2n and n + 1 ≤ i ≤ 2n. In the later case, ςi = −1. The following result
follows from (2.30) directly.
Lemma 2.14. Let E : V ⊗2 → V ⊗2 be such that E(vk ⊗ vl) = δk,l′
∑N
i=1 q
̺i′−̺k ςi′ςkvi ⊗ vi′ for all
admissible k and l.
(1) If either g 6= so2n+1 or g = so2n+1 and (k, l) 6= (n+ 1, n+ 1), then
R−1V,V (vk ⊗ vl) =

qvk ⊗ vk, if k = l,
vl ⊗ vk, if k > l and k 6= l
′,
q−1vl ⊗ vk − zq
∑
i>k q
̺i−̺k ςiςkvi′ ⊗ vi, if k > l and k = l′,
vl ⊗ vk + zqvk ⊗ vl, if k < l and k 6= l′,
q−1vl ⊗ vk + zq(vk ⊗ vl −
∑
i>k q
̺i−̺kςiςkvi′ ⊗ vi), if k < l and k = l′.
(2) If g = so2n+1, then R
−1
V,V (vn+1 ⊗ vn+1) = vn+1 ⊗ vn+1 − zq
∑
i>n+1 q
̺ivi′ ⊗ vi.
In any case, R−1V,V −RV,V = zq(1− E).
In fact, the left action of R−1V,V on V
⊗2 is the same as the right action of Rˇ on V ⊗2 in [31, Lemma 2.4].
This makes us to use results in [31], freely.
Lemma 2.15. Let α : V ⊗2 → F and β : F→ V ⊗2 be two linear maps such that α(vk⊗vl) = δk,l′q−̺kςk
for all admissible k and l, and β(1) =
∑N
i=1 q
̺i′ ςi′vi ⊗ vi′ . Then both α and β are Uv(g)-
homomorphisms, where F is considered as the trivial Uv(g)-module given by the counit.
Proof. We have explained that a weightUv(g)-module is a weightUv(g)-module and vice versa. Since
both V ⊗2 and F are weight Uv(g)-module, we can use corresponding results in [31].
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Thanks to [31, Coro. 2.3], β is a Uv(g)-homomorphism and Imβ ∼= F as Uv(g)-modules. The
corresponding isomorphism is denoted by β′. Let  be the embedding Imβ →֒ V ⊗2. Then β =  ◦ β′.
Recall E in Lemma 2.14. It is proved in [31] that E is a Uv(g)-homomorphism and hence a Uv(g)-
homomorphism. Further, E = β ◦ α =  ◦ β′ ◦ α. So β′ ◦ α is a Uv(g)-homomorphism, forcing α to be
a Uv(g)-homomorphism, too. 
In Propositions 2.16-2.17, we assume K and AK are defined over F with defining parameters δ, z
and ω0 such that z = zq and
δ = εgq
N−εg (2.31)
where εg = −1 if g = sp2n and 1, otherwise. Since zq is invertible in F, ω0 is uniquely determined by
(1.1).
Proposition 2.16. Let Uv(g)-mod be the category of all Uv(g)-modules. There is a monoidal functor
Φ : K → Uv(g)-mod such that
(1) Φ(0) = F and Φ(1) = V ,
(2) Φ(A) = α, Φ(U) = β, Φ(T ) = R−1V,V and Φ(T
−1) = RV,V ,
where α and β are given in Lemma 2.15.
Proof. When g = sp2n, this result was given in [37]. We need to deal with so2n and so2n+1 so
as to study the dualities between cyclotomic Birman-Murakami-Wenzl algebras and parabolic BGG
category O in types B,C and D in the future. For this reason, we give a sketch of proof.
Thanks to results on Schur-Weyl duality between Uv(g) and Birman-Murakami-Wenzl algebras
in [31], we need only to verify relations given in Theorem 1.1(1),(5)-(9). In [31], two of us verified
(IdV ⊗ E) ◦ (R
∓1
V,V ⊗ IdV ) ◦ (IdV ⊗ E) = δ
±1(IdV ⊗ E) and (IdV ⊗ E)
2 = ω0(IdV ⊗ E) (2.32)
as Uv(g)-homomorphism. So, for any 1 ≤ j ≤ N, we have
(IdV ⊗ E) ◦ (R
∓1
V,V ⊗ IdV ) ◦ (IdV ⊗ E)(vj ⊗ v1 ⊗ v1′) = δ
±1(IdV ⊗ E)(vj ⊗ v1 ⊗ v1′).
Since E = β ◦ α and β is injective, we have
(IdV ⊗ α) ◦ (R
∓1
V,V ⊗ IdV ) ◦ (IdV ⊗ β)(vj ⊗ 1) = δ
±1(vj ⊗ 1), 1 ≤ j ≤ N.
This verified Theorem 1.1(1),(5). Similarly, Theorem 1.1(6) can be verified via the second equation
in (2.32). It is not difficult to verify
(IdV ⊗ α)(β ⊗ IdV )(vj) = vj = (α⊗ IdV )(IdV ⊗ β)(vj), 1 ≤ j ≤ N.
This implies Theorem 1.1(7). Thanks to Lemma 2.14, we can check that
(α⊗ IdV ) ◦ (IdV ⊗RV,V ) = (IdV ⊗ α) ◦ (R
−1
V,V ⊗ IdV ) (2.33)
as operators acting on V ⊗3. For example, when k = l′ = j and k 6= l, we have
(α⊗ IdV ) ◦ (IdV ⊗RV,V )(vj ⊗ vk ⊗ vl) = (IdV ⊗ α) ◦ (R
−1
V,V ⊗ IdV )(vj ⊗ vk ⊗ vl) = q
1−̺j ςjvk.
Now, Theorem 1.1(8) follows from Theorem 1.1(7) and (2.33). Finally, one can verify Theorem 1.1(9)
in a similar way. 
Proposition 2.17. Let End(Uv(g)-mod) be the category of endofunctors of Uv(g)-mod. Then there
is a strict monoidal functor Ψ : AK → End(Uv(g)-mod) such that
(1) Ψ(0) = Id and Ψ(1) = −⊗ V ,
(2) Ψ(Y )M = IdM ⊗ Φ(Y ), Ψ(X)M = δR
−1
M,VR
−1
V,M , Ψ(X
−1)M = δ
−1RV,MRM,V for all
Y ∈ {A,U, T, T−1} and any Uv(g)-module M , where Φ is given in Proposition 2.16 and δ
is given in (2.31).
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Proof. Thanks to Proposition 2.16, it is enough to verify Definition 1.3(1)-(3). First of all, Defini-
tion 1.3(1) follows since
Ψ(X)MΨ(X
−1)M = Ψ(X
−1)MΨ(X)M = IdM .
By (2.28), and RM,NR
−1
M,N = IdN⊗M , we have
R−1M⊗V,VR
−1
V,M⊗V = (IdM ⊗R
−1
V,V ) ◦ (R
−1
M,V ⊗ IdV ) ◦ (R
−1
V,M ⊗ IdV ) ◦ (IdM ⊗R
−1
V,V ).
Therefore,
Ψ(11 ⊗X)M = Ψ(T ◦ (X ⊗ 11) ◦ T )M , (2.34)
proving Definition 1.3(2).
Let L(µ) be the irreducible highest weight Uv(g)-module with highest weight µ. Then V ∼= L(ε1),
F ∼= L(0) and V ⊗ V ∼= L(0)⊕ L(2ε1)⊕ L(ε1 + ε2). Note that α : V ⊗2 ։ L(0) is the projection. So,
Ψ(A ◦ (X ⊗ 11) ◦ (11 ⊗X))M = (Ψ(A) ◦Ψ(X ⊗ 11) ◦Ψ(11 ⊗X))M
=(Ψ(A) ◦Ψ(X ⊗ 11) ◦Ψ(T ) ◦Ψ(X ⊗ 11) ◦Ψ(T ))M , by (2.34)
=(Ψ(A) ◦Ψ(T ) ◦Ψ(X ⊗ 11) ◦Ψ(T ) ◦Ψ(X ⊗ 11))M , by (2.28)–(2.29)
=δ−1(Ψ(A) ◦Ψ(X ⊗ 11) ◦Ψ(T ) ◦Ψ(X ⊗ 11))M , by Lemma 1.5(1) and Proposition 2.16
=δ(IdM ⊗ α) ◦ (R
−1
M,VR
−1
V,M ⊗ IdV ) ◦ (IdM ⊗R
−1
V,V ) ◦ (R
−1
M,VR
−1
V,M ⊗ IdV )M⊗V ⊗2
=δ(IdM ⊗ α) ◦ (R
−1
V,V ⊗ IdM ) ◦ (R
−1
M,V ⊗ IdV ) ◦ (IdV ⊗R
−1
M,V ) ◦ (IdV ⊗R
−1
V,M )
◦ (R−1V,M ⊗ IdV )M⊗V ⊗2 , by (2.29)
=δ((IdM ⊗ α) ◦ (R
−1
V,V ⊗ IdM ) ◦R
−1
M,V ⊗2R
−1
V ⊗2,M )M⊗V ⊗2 , by (2.28)
=((IdM ⊗ α) ◦R
−1
M,V ⊗2R
−1
V ⊗2,M )M⊗V ⊗2 , by Lemma 1.5(1) and Proposition 2.16
=(IdM ⊗ α)M⊗V ⊗2 , since φ stabilizes M ⊗ L(η) and acts on M ⊗ L(0) as scalar 1,
=Ψ(A)M ,
where φ = R−1M,V ⊗2R
−1
V ⊗2,M and η ∈ {0, 2ε1, ε1+ε2}. This proves the first equation in Definition 1.3(3).
Finally, one can check the second equation in Definition 1.3(3) in a similar way. 
3. Connections to category O
We consider O, the subcategory of Uv(g)-mod whose objects M satisfy the following conditions:
(1) M = ⊕µ∈PMµ and dimMµ <∞,
(2) there are finitely many weights λ1, λ2, . . . , λt ∈ P such that µ ∈ λi − Q+ for some i if µ is a
weight of M .
Obviously, O is closed under tensor product.
Recall that Φ =
∑
β∈Q+ Φβ , where Φ ∈ {Θ,Θ} and Φβ ∈ U
−
v (g)−β ⊗ U
+
v (g)β . Thanks to
ΘΘ = ΘΘ = 1⊗ 1 and (2.19),
Θ∆(u) = ∆(u)Θ (3.1)
for all u ∈ Uv(g). By (2.18),
Θ =
∑
β∈Q+
∑
wt(J)=β
zℓ(J)v gJx
−
J ⊗ x
+
J , Θ =
∑
β∈Q+
∑
wt(J′)=β
zℓ(J
′)
v hJ′x
−
J′ ⊗ x
+
J′ , (3.2)
where J(resp., J ′) ranges over weakly increasing (resp., decreasing) sequences of positive roots and
gJ , hJ′ ∈ A0 \ A1 (see Definition 2.1). In particular, gJ = hJ′ = 1 when wt(J) = wt(J
′) = 0.
Let m be the multiplication map of Uv(g). For any J in (3.2), let bJ = z
ℓ(J)
v gJ . We keep using
bJ ’s in Lemmas 3.1-3.3 as follows.
Lemma 3.1. Suppose M ∈ O.
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(1) For any m ∈Mλ, define σM (m) = v−(λ|λ+2̺)m(Id⊗S)(Θ)m, where S is the antipode of Uv(g)
in (2.6) and ̺ is given in (2.3). Then σM :M →M is a Uv(g)-homomorphism.
(2) σM = v
−(λ|λ+2̺)IdM if M is a highest weight Uv(g)-module with the highest weight λ.
Proof. Since Θ∆(x±i ) = ∆(x
±
i )Θ, we have m(Id ⊗ S)(Θ∆(x
±
i )) = m(Id ⊗ S)(∆(x
±
i )Θ). Thanks to
(2.6) and (3.2), it is routine to check m(Id⊗ S)(Θ∆(x±i )) = 0. Using this fact and (2.8) yields∑
ν∈Q+
∑
wt(J)=ν
bJx
+
i x
−
J S(x
+
J ) =
∑
ν∈Q+
∑
wt(J)=ν
bJx
−
J S(x
+
J )k−2αix
+
i ,∑
ν∈Q+
∑
wt(J)=ν
bJx
−
i x
−
J S(x
+
J ) =
∑
ν∈Q+
∑
wt(J)=ν
bJx
−
J S(x
+
J )k2αix
−
i .
(3.3)
Suppose m ∈Mλ. By (2.4) and (3.3), we have
x+i σM (m) = v
−(λ|λ+2̺)x+i m(Id⊗ S)(Θ)m = v
−(λ|λ+2̺)
∑
ν∈Q+
∑
wt(J)=ν
bJx
−
J S(x
+
J )k−2αix
+
i m
= v−(λ|λ+2̺)v−(2αi|λ+αi)m(Id⊗ S)(Θ)x+i m
= v−(λ+αi|λ+αi+2̺)m(Id⊗ S)(Θ)x+i m = σM (x
+
i m).
Similarly, one can verify x−i σM (m) = σM (x
−
i m). Finally, kησM (m) = σM (kηm) for any η ∈ P since
kηm(Id⊗ S)(Θ) = m(Id ⊗ S)(Θ)kη. This completes the proof of (1). Under the assumption in (2),
σM is a scalar map. Since
σM (mλ) = v
−(λ|λ+2̺)
∑
ν∈Q+
∑
wt(J)=ν
bJx
−
J S(x
+
J )mλ = v
−(λ|λ+2̺)mλ,
where mλ is the maximal vector of M , we have (2).

Suppose u =
∑
x ⊗ y ∈ Uv(g)⊗2. For all 1 ≤ i < j ≤ r, define uj,ir = P (u)
i,j
r where
ui,jr =
∑
1⊗i−1 ⊗ x ⊗ 1j−i−1 ⊗ y ⊗ 1r−j. Later on, we use ui,j(resp., uj,i) to replace ui,jr (resp.,
uj,ir ) if we know r from the context.
Lemma 3.2. Suppose ν ∈ Q+.
(1) (∆⊗ Id)(Θν) =
∑
ν′+ν′′=ν Θ
2,3
ν′ (1 ⊗ kν′′ ⊗ 1)Θ
1,3
ν′′ , where ν
′, ν′′ ∈ Q+.
(2) (Id⊗∆)(Θν) =
∑
ν′+ν′′=ν Θ
1,2
ν′ (1 ⊗ k−ν′′ ⊗ 1)Θ
1,3
ν′′ , where ν
′, ν′′ ∈ Q+.
(3) (Id⊗∆)(Θν) =
∑
ν′+ν′′=ν Θ
1,3
ν′ (1 ⊗ kν′ ⊗ 1)Θ
1,2
ν′′ , where ν
′, ν′′ ∈ Q+.
(4)
∑
ν′+ν′′=ν(∆⊗ Id)(Θν′)Θ
1,2
ν′′ =
∑
ν′+ν′′=ν(Id⊗∆)(Θν′)Θ
2,3
ν′′ , where ν
′, ν′′ ∈ Q+.
(5)
∑
µ,η∈Q+
∑
J,H bJbHx
−
J x
−
H ⊗ kµx
+
HS(x
+
J ) = 1⊗ 1 for all possible J,H such that wt(J) = µ and
wt(H) = η.
(6) ∆(u) =
∑
µ∈Q+
∑
wt(J)=µ bJ∆(x
−
J )(S ⊗ S)∆
op(x+J ), where u = m(Id ⊗ S)(Θ) and
∆op(x) = (∆(x))2,1 for all x ∈ Uv(g).
Proof. Acting (− ⊗ − ⊗ −) on both sides of equations in [25, Proposition 4.2.2-4.2.4] yields (1)-(4).
By (3),
LHS of (5) = (Id⊗m)(Id⊗2 ⊗ S)(Id⊗∆)(Θ) = (Id⊗ ε)(Θ) = 1⊗ 1,
where ε is the counit of Uv(g). Finally,
RHS of (6) =
∑
µ∈Q+
∑
wt(J)=µ
bJ∆(x
−
J )∆(S(x
+
J )) = ∆(u),
where the first equality follows from the well-known equality ∆ ◦ S = (S ⊗ S) ◦∆op. 
The following is the counterpart of [15, (3.4)]. The proof is motivated by Drinfeld’s arguments.
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Lemma 3.3. Suppose M,N are two objects in O. As morphisms in End(M ⊗N),
PπΘπ−1PΘ∆(m(Id⊗ S)(Θ)) =m(Id⊗ S)(Θ)⊗m(Id⊗ S)(Θ).
Proof. Suppose y1, . . . , y6 ∈ Uv(g). Motivated by Drinfeld’s formula in [15, line -4, Page 34], we define
(y1 ⊗ y2 ⊗ y3 ⊗ y4)× (y5 ⊗ y6) = y1y5S(y3)⊗ y2y6S(y4).
It is routine to check that
(z1⊗ z2⊗ z3 ⊗ z4)× [(y1 ⊗ y2⊗ y3 ⊗ y4)× (x1 ⊗ x2)] = (z1y1⊗ z2y2⊗ z3y3⊗ z4y4)× (x1 ⊗ x2), (3.4)
for any xi, yj , zk ∈ Uv(g) for all admissible i, j, k.
Suppose u = m(Id ⊗ S)(Θ) and Θ1 =
∑
ν∈Q+(1 ⊗ kν)Θν(k−ν ⊗ 1). It is routine to check
PΘ1P = Θ
2,1
1 in End(M ⊗N). By (2.27), Θ1 = πΘπ
−1 in End(M ⊗N). So,
PπΘπ−1PΘ∆(u) =Θ
2,1
1
∑
ν∈Q+
∑
wt(J)=ν
bJ(Θ∆(x
−
J ))(S ⊗ S)∆
op(x+J ), by Lemma 3.2(6)
=Θ
2,1
1
∑
ν∈Q+
∑
wt(J)=ν
bJ∆(x
−
J )Θ(S ⊗ S)∆
op(x+J ), by (3.1)
=[Θ
2,1
1 (∆⊗∆
op)(Θ)]×Θ.
So, we need to verify [Θ
2,1
1 (∆⊗∆
op)(Θ)]×Θ = u⊗ u in End(M ⊗N). This is the case since
[Θ
2,1
1 (∆⊗∆
op)(Θ)]×Θ
=[Θ
2,1
1
∑
λ,λ′,η,η′
Θ
2,3
η (1 ⊗ kη′ ⊗ 1
⊗2)Θ
1,3
η′ (1
⊗3 ⊗ kη+η′ )Θ
2,4
λ (1⊗ kλ′ ⊗ 1
⊗2)Θ
1,4
λ′ ]×Θ
=[Θ
2,1
1
∑
λ,η,η′
Θ
2,3
η (1⊗ kη′ ⊗ 1
⊗2)Θ
1,3
η′ (1
⊗3 ⊗ kη+η′)Θ
2,4
λ ]× (1⊗ 1), by (3.4), Lemma 3.2(5)
=[Θ
2,1
1
∑
η,η′
Θ
2,3
η (1⊗ kη′ ⊗ 1
⊗2)Θ
1,3
η′ (1
⊗3 ⊗ kη+η′)]× (1⊗ u), by (3.4)
=
∑
β,η,η′
∑
wt(J1)=β
∑
wt(J2)=η
∑
wt(J3)=η′
bJ1bJ2bJ3kβx
+
J1
x−J3S(x
+
J2
x+J3)⊗ x
−
J1
k−βx
−
J2
kη′uS(kη+η′)
=
∑
β,η,η′
∑
wt(J1)=β
∑
wt(J2)=η
∑
wt(J3)=η′
bJ1bJ2bJ3kβx
+
J1
x−J3S(x
+
J3
)S(x+J2)⊗ x
−
J1
k−βx
−
J2
k−ηu
=π
∑
β,η,η′
∑
wt(J1)=β
∑
wt(J2)=η
∑
wt(J3)=η′
bJ1bJ2bJ3x
+
J1
k−ηx
−
J3
S(x+J3)S(x
+
J2
)⊗ x−J1x
−
J2
u
π−1
=π
[∑
β,η,η′
Θ
2,1
β (k−η ⊗ 1⊗ 1)Θ
2,3
η Θ
1,3
η′ ]× (1 ⊗ u)
π−1
=π
[∑
β,η,η′
Θ
1,3
η′ (kβ ⊗ 1⊗ 1)Θ
2,3
β Θ
2,1
η ]× (1⊗ u)
π−1, by Lemma 3.2(1)–(2),(4)
=π
∑
η′
Θ
1,3
η′ × (
∑
β,η
∑
wt(J1)=β
∑
wt(J2)=η
bJ1bJ2kβx
+
J2
S(x+J1)⊗ x
−
J1
x−J2u)
π−1
=π
∑
η′
Θ
1,3
η′ × (1⊗ u)
π−1, by Lemma 3.2(5)
=π (u⊗ u)π−1 = u⊗ u, since u stabilizes any weight space.
We remark that the first equality follows from Lemma 3.2(1),(3), and the fifth equality follows from
the equation kνu = ukν for any ν ∈ P , and the sixth equality can be checked by direct calculation. 
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Proposition 3.4. For any two objects M and N in O, σM⊗N = (ΘπP )2σM ⊗ σN .
Proof. Suppose (m,n) ∈ (Mλ, Nµ) and u = m(Id ⊗ S)(Θ). Note that Pπ = πP in End(M ⊗ N).
Using Lemma 3.1 and (2.27), we have
(ΘπP )2σM (m)⊗ σN (n) = ΘπPΘPv
−(λ|µ)v−(λ|λ+2̺)v−(µ|µ+2̺)um⊗ un
=v−(λ+µ|λ+µ+2̺)ΘπPΘPπ−1um⊗ un = v−(λ+µ|λ+µ+2̺)∆(u)(m⊗ n)
=σM⊗N (m⊗ n),
where the third equality follows from Lemma 3.3 and ΘΘ = 1⊗ 1. 
Recall that Π is the set of simple roots and R is the root system. Fix positive integers q1, . . . , qk
such that
∑k
i=1 qi = n. Define
I1 = Π \ {αp1 , αp2 , . . . , αpk}, and I2 = I1 ∪ {αn} (3.5)
where pi =
∑i
j=1 qj for all admissible i.
For each I ∈ {I1, I2}, there is a subroot system RI = R ∩ ZI. The corresponding positive roots
R+I = R
+ ∩ ZI. Let w0,I be the longest element in the standard parabolic subgroup WI of W with
respect to I. Then w0 = w0,Iy where y is a distinguished right coset representative in WI\W .
As in [19], we fix reduced expressions of w0,I and y so as to get a corresponding reduced expression
of w0. We have the corresponding convex order of R+. To distinguish from the convex order in
(2.17), we denote it by βˇ1 < βˇ2 < ... < βˇℓ(w0). In this case, we also denote the root elements which
are defined via braid generators Ti = T
′′
i,−1 in [25, §37.1.3] by xˇβˇj ’s. The parabolic subalgebra Uv(pI)
is generated by {x−i | αi ∈ I} ∪ {x
+
i , kµ | αi ∈ Π, µ ∈ P}, and the corresponding Levi subalgebra
Uv(lI) is generated by {x
±
i | αi ∈ I} ∪ {kµ | µ ∈ P}. Let Uv(u
+
I ) be the subalgebra generated by
{xˇ+
βˇj
| j > ℓ(w0,I)}. Similarly, let Uv(u
−
I ) be the subalgebra generated by {xˇ
−
βˇj
| j > ℓ(w0,I)}. It is
known that Uv(g) = Uv(u
−
I )⊗F Uv(pI) and Uv(pI) = Uv(lI)⊗F Uv(u
+
I ).
Let ΛpI = {λ ∈ P | 2(λ|αj)(αj |αj) ∈ N, ∀αj ∈ I}. Then Λ
pI is the set of all lI -dominant integral weights.
We have
v(λ|µ) = q(λ,µ),
where ( , ) is the symmetric bilinear form such that (εi, εj) = δi,j . We will keep using q
(λ,µ) later on.
It is known that the irreducible Uv(lI)-module LI(λ) with highest weight λ is of finite dimensional if
and only if λ ∈ ΛpI . By inflation, LI(λ) can be considered as a Uv(pI)-module. For any λ ∈ ΛpI , the
parabolic Verma module with highest weight λ is
MpI (λ) := Uv(g)⊗Uv(pI) LI(λ), λ ∈ Λ
pI .
As vector spaces, MpI (λ) ∼= Uv(u
−
I ) ⊗ LI(λ). Given a c = (c1, c2, . . . , ck) ∈ Z
k such that ck = 0 if
I = I2, we define
λI,c =
k∑
j=1
cj(εpj−1+1 + εpj−1+2 + . . .+ εpj ), (3.6)
where p0 = 0, and pj’s are given in (3.5). One can check λI,c ∈ ΛpI and dimFLI(λI,c) = 1.
In the remaining part of this paper, we denote by mI the highest weight vector of LI(λI,c) for any
I ∈ {I1, I2}. Then LI(λI,c) = FmI . Suppose
R+ \ R+I = {βtj | 1 ≤ j ≤ ℓ(w
−1
0,Iw0)} (3.7)
and βtj < βtl in the sense of (2.17) whenever j < l. So, tj < tl if and only if j < l.
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Lemma 3.5. Suppose r ∈ N. Let
SI,r =
{
~∏1
j=ℓ(w−10,Iw0)
(x−βtj
)ijmI ⊗ vj | ij ∈ N, j ∈ N
r
}
, (3.8)
where vj = vj1 ⊗ vj2 ⊗ . . .⊗ vjr . Then SI,r is a basis of M
pI (λI,c)⊗ V ⊗r.
Proof. It is enough to prove that SI,0 is a basis of MpI (λI,c). Suppose M = MpI (λI,c). We have
M ∼= Uv(u
−
I )⊗F LI(λI,c), and S is a basis of M , where
S =
{
~∏ℓ(w0,I )+1
j=ℓ(w0)
(xˇ−
βˇj
)rj ⊗mI | rj ∈ N, ℓ(w0,I) + 1 ≤ j ≤ ℓ(w0)
}
.
Note that M = ⊕ηMη where η ∈ λI,c − Q+. For all admissible η, define (SI,0)η = SI,0 ∩Mη and
Sη = S ∩Mη. Then
♯Sη = ♯
r ∈ Nℓ(w−10,Iw0)|
ℓ(w0)∑
j=ℓ(w0,I )+1
rj−ℓ(w0,I )βˇj = λI,c − η

and dimMη = ♯Sη <∞. Since {βˇj|ℓ(w0,I) + 1 ≤ j ≤ ℓ(w0)} = R+ \ R
+
I and
♯(SI,0)η = ♯
r ∈ Nℓ(w−10,Iw0)|
ℓ(w−10,Iw0)∑
j=1
rjβtj = λI,c − η
 = ♯Sη,
it is enough to verity that SI,0 spans M .
If the result were false, we can find a non-zero element x−r ⊗ mI which is not a linear combina-
tion of elements in SI,0. Take the maximal integer j such that rj 6= 0 and βj ∈ R
+
I . If j = 1,
then x−r ⊗ mI =
~∏2
j=ℓ(w0)
(x−βj )
rj ⊗ (x−β1)
r1mI = 0, a contradiction. The general case follows from
Lemma 2.2(1) together with arguments for induction on j. 
In the remaining part of this section, c is always the one in (3.6). If g = so2n+1, we define
bj =

2(cj − pj−1) + N− εg, if 1 ≤ j ≤ k,
0, if j = k + 1,
−2c2k−j+2 + 2p2k−j+2 −N+ εg, if k + 2 ≤ j ≤ 2k + 1.
(3.9)
Otherwise, define
bj =
{
2(cj − pj−1) + N− εg, if 1 ≤ j ≤ k,
−2c2k−j+1 + 2p2k−j+1 −N+ εg, if k + 1 ≤ j ≤ 2k,
(3.10)
where εg is given in (2.31).
Definition 3.6. Define fI(t) =
∏
j∈JI
(t− uj) and fI(t) =
∏
j∈JI
(t− u−1j ), where
• JI1 = {1, 2, . . . , 2k} and JI2 = JI1 \ {k + 1} if g 6= so2n+1,
• JI1 = {1, 2, . . . , 2k + 1} and JI2 = JI1 \ {k + 1, k + 2} if g = so2n+1,
• uj = εgqbj for any j ∈ JI and bj ’s are in (3.9)-(3.10).
Definition 3.7. Define VI,j = {vl | pj−1 + 1 ≤ l ≤ pj} if either I = I1 and 1 ≤ j ≤ k or I = I2 and
1 ≤ j ≤ k − 1, and
VI,j =

{vl′ | p2k−j+1 ≤ l ≤ p2k−j + 1}, k + 1 ≤ j ≤ 2k and I = I1;
{vl′ | p2k−j−1 + 1 ≤ l ≤ p2k−j}, k + 1 ≤ j ≤ 2k − 1 and I = I2;
{vl, vl′ | pk−1 + 1 ≤ l ≤ pk} ∪ {δg,so2n+1vn+1}, j = k and I = I2.
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Recall the functor Ψ in Proposition 2.17. Let ΨM : AK → Uv(g)-mod be the functor obtained by
the composition of Ψ followed by evaluation at M ∈ Uv(g)-mod. Thanks to Proposition 2.17, for any
d1 ∈ HomAK(m, s) and d2 ∈ HomAK(h, t), m, s, h, t ∈ N, we have
ΨM (d1 ⊗ d2) = Ψ(d2)M⊗V ⊗s ◦ (Ψ(d1)M ⊗ IdV ⊗h). (3.11)
Obviously both MpI (λI,c) and finite dimensional weightUv(g)-modules are in O. Since O is closed
under tensor product, the image of ΨMpI (λI,c) is in O. Thus, we have a functor ΨMpI (λI,c) : AK → O.
In the following, we denote ΨMpI (λI,c)(d) by d for any morphism d in AK.
Lemma 3.8. If g ∈ {so2n, sp2n}, then M
pI (λI,c) ⊗ V has a parabolic Verma flag
0 = N0 ⊆ N1 ⊆ . . . ⊆ N2k =MpI (λI,c)⊗ V such that
Nj/Nj−1 ∼=

MpI (λI,c + εpj−1+1), if 1 ≤ j ≤ k,
MpI (λI,c − εpk), if I = I1 and j = k + 1,
0, if I = I2 and j = k + 1,
MpI (λI,c − εp2k+1−j ), if k + 2 ≤ j ≤ 2k.
(3.12)
Moreover, X preserves previous flag and fI(X) acts on M
pI (λI,c)⊗ V trivially, where fI(t) is given
in Definition 3.6.
Proof. Keep the notation in Definition 3.7. By arguments similar to those in [32, Lemma 4.11], we
have the required flag where Nj is the left Uv(g)-module generated by mI ⊗ u’s and
(1) u ∈ ∪jl=1VI,l if I = I1 or I = I2 and 1 ≤ j ≤ k,
(2) u ∈ ∪kl=1VI,l if I = I2 and j = k + 1,
(3) u ∈ ∪j−1l=1 VI,l if I = I2 and k + 2 ≤ j ≤ 2k.
Note that Θ =
∑
β∈Q+ Θβ and Θβ ∈ U
−
v (g)−β ⊗U
+
v (g)β . Since U
+
v (g)βmI = 0 for any β 6= 0, we
have
X−1(mI ⊗ vj) = δ
−1ΘπPΘπP (mI ⊗ vj) = δ
−1q−2(λI,c,wt(vj))Θ(mI ⊗ vj),
where δ is given in (2.31). So, X−1 preserves the required flag. Let MI = M
pI (λI,c). Thanks to
Lemma 3.1(2),
σMI ⊗ σV = q
−[(λI,c,λI,c+2̺)+(ε1,ε1+2̺)]IdMI⊗V , σNj/Nj−1 = q
−(ν,ν+2̺)IdNj/Nj−1
if Nj/Nj−1 ∼= MpI (ν). By Proposition 3.4, σMI⊗V = (ΘπP )
2σMI ⊗ σV . Since X
−1 acts on MI ⊗ V
as δ−1(ΘπP )2,
X−1|Nj/Nj−1 = q
−(ν,ν+2̺)q(λI,c,λI,c+2̺)q(ε1,ε1+2̺)εgq
−N+εgIdNj/Nj−1 = εgq
−bjIdNj/Nj−1 ,
where bj ’s are given in (3.10). So, f I(X
−1) acts on MI⊗V trivially, where f I(t) is given in Definition
3.6. Now, the corresponding result on X follows immediately. 
Lemma 3.9. If g = so2n+1, then M
pI (λI,c) ⊗ V has a parabolic Verma flag
0 = N0 ⊆ N1 ⊆ . . . ⊆ N2k+1 =MpI (λI,c)⊗ V such that
Nj/Nj−1 ∼=

MpI (λI,c + εpj−1+1), if 1 ≤ j ≤ k,
MpI (λI,c), if I = I1 and j = k + 1,
MpI (λI,c − εpk), if I = I1 and j = k + 2,
0, if I = I2 and j = k + 1, k + 2,
MpI (λI,c − εp2k+1−j ), if k + 3 ≤ j ≤ 2k + 1.
Moreover, X preserves previous flag and fI(X) acts on M
pI (λI,c)⊗ V trivially, where fI(t) is given
in Definition 3.6.
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Proof. The result can be verified by arguments similar to those in the proof of Lemma 3.8. We give
the explicit construction of Nj ’s and leave others to the reader. Recall VI,l’s in Definition 3.7. Then
Nj is the left Uv(g)-module generated by mI ⊗ u, where
(1) u ∈ ∪jl=1VI,l if 1 ≤ j ≤ k,
(2) u ∈ ∪kl=1VI,l if I = I2 and k + 1 ≤ j ≤ k + 2,
(3) u ∈ ∪j−2l=1 VI,l if I = I2 and k + 3 ≤ j ≤ 2k + 1,
(4) u ∈ ∪kl=1VI,l ∪ {vn+1} if I = I1 and j = k + 1,
(5) u ∈ ∪j−1l=1 VI,l ∪ {vn+1} if I = I1 and k + 2 ≤ j ≤ 2k + 1.

The following definition is motivated by [12, (2.24)].
Definition 3.10. Suppose M is a Uv(g)-module and N is a finite dimensional weight Uv(g)-module.
For any ψ ∈ EndUv(g)(M ⊗N), define Id⊗ qtrN (ψ) : M →M such that
Id⊗ qtrN (ψ) = (Id⊗ trN )((1 ⊗ K˜) ◦ ψ),
where 1⊗ K˜(m⊗ nλ) = q−(λ,2̺)m⊗ nλ for any (m,nλ) ∈ (M,Nλ).
It is well known that the natural transformations between the identity functor and itself in
Uv(g)-mod form an algebra which can be identified with the center Z(Uv(g)) of Uv(g). Let
zj = Ψ(∆j)Uv(g)(1), (3.13)
where ∆j is given in (1.9). Then zj ∈ Z(Uv(g)), for any j ∈ Z. Let γ = Pπ−1ΘPπ−1Θ. Thanks to
Proposition 2.17,
zj = (IdUv(g) ⊗ α) ◦ ((δγ)
j ⊗ IdV )(IdUv(g) ⊗
∑
i∈N
q̺i′ ςi′(vi ⊗ vi′)) = εg(Id⊗ qtrV )((δγ)
j).
Write z+(u) =
∑
l≥0 zlu
−l and z−(u) =
∑
l≥1 z−lu
−l, where u is an indeterminate. By arguments
similar to those in the proof of [12, Theorem 3.5], we have
π0(z
+(u) +
δ−1
q − q−1
−
u2
u2 − 1
) = σ̺(
δ(u2 − q2εg)
(q − q−1)(u2 − 1)
∏
j∈N
1− k2wt(vj)q
−1(εgu)
−1
1− k2wt(vj)q(εgu)
−1
),
π0(z
−(u)−
δ−1
q − q−1
−
1
u2 − 1
) = σ̺(−
δ−1(u2 − q−2εg)
(q − q−1)(u2 − 1)
∏
j∈N
1− k2wt(vj)q(εgu)
−1
1− k2wt(vj)q
−1(εgu)−1
),
(3.14)
where π0 is Harish-Chandra homomorphism and σ̺(kµ) = q
(̺,µ)kµ, and ̺ is given in (2.3). Our
z+(u)(resp., z−(u)) is Z+V (u)(resp., Z
−
V (u) − z0) in [12, Theorem 3.5]. The difference is that we deal
with the quantum group Uv(g) whereas they deal with Uh(g). So, we have to use Pπ
−1Θ to replace
their R.
Lemma 3.11. Suppose j ∈ Z. Then Ψ(∆j)MpI (λI,c) = ωjIdMpI (λI,c) for some ωj ∈ F, where ∆j is
given in (1.9). Further, ω is u-admissible in the sense of Definition 1.13, where u = {uj | j ∈ JI},
and uj’s and JI are given in Definition 3.6.
Proof. Recall zj in (3.13). Suppose ωj = zj |MpI (λI,c), ∀j ∈ Z. Obviously, there is a Uv(g)-
homomorphism φ : Uv(g)→MpI (λI,c) such that φ(1) = mI . So,
Ψ(∆j)MpI (λI,c)mI = Ψ(∆j)MpI (λI,c)φ(1)
= φ(zj) = zjφ(1)
= ωjmI ,
and Ψ(∆j)MpI (λI,c) = ωjIdMpI (λI,c). This proves the first assertion.
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Let a = ♯JI . It is routine to check that δ, u1, . . . , ua satisfy Assumption 1.12 where δ is in (2.31)
and uk+1 = 1 (resp., q
εg) if g = so2n+1 (resp., I = I2 and g ∈ {so2n, sp2n}) and uk+2 = 1 if I = I2
and g = so2n+1. In fact, when a is odd, δ = α
∏
j∈JI
uj , where α = 1 (resp., −1) if g ∈ {so2n, so2n+1}
(resp., g = sp2n). When a is even, we still have δ = α
∏
j∈JI
uj, where α = −q (resp., q−1) if g = sp2n
(resp., so2n). We omit details since one can verify them by straightforward computation.
Define ug =
u−q−1
u−q (resp., 1) if g = so2n+1 (resp., otherwise). Let z = zq. By (3.14), we have the
following equalities in End(MpI (λI,c)):∑
j≥0
ωju
−j +
δ−1
q − q−1
−
u2
u2 − 1
=σ̺
 δ
z
u2 − q2εg
u2 − 1
∏
j∈N
1− εgq−1u−1k2wt(vj)
1− εgqu−1k2wt(vj)

=
δ
z
u2 − q2εg
u2 − 1
k∏
j=1
(1 − εgu−1q
(2̺,εpj )−1k2wt(vpj )
)(1− εgu−1q
−(2̺,εpj−1+1)−1k2−wt(vpj−1+1)
)
(1 − εgu−1q
−(2̺,εpj )+1k2−wt(vpj )
)(1− εgu−1q
(2̺,εpj−1+1)+1k2wt(vpj−1+1)
)
ug
=
δ
z
u2 − q2εg
u2 − 1
k∏
j=1
(1− εgu
−1qN−εg−2pj+2cj )(1− εgu
−1qεg−N+2pj−1−2cj )
(1 − εgu−1q−(N−εg−2pj+2cj))(1− εgu−1q−(εg−N+2pj−1−2cj))
ug
=
δ
z
u2 − q2εg
u2 − 1
∏
j∈JI1
1− u−1j u
−1
1− u′ju
−1
ug =
δ
z
u2 − q2εg
u2 − 1
∏
j∈JI1
u− uj−1
u− uj
ug
=
z−1δ−1 ∏
j∈JI
uj +
uga(u)
u2 − 1
 ∏
j∈JI
uj
∏
j∈JI
u− uj−1
u− uj
,
where ga(u) is defined in Definition 1.13, and∑
j≥1
ω−ju
−j −
δ−1
q − q−1
−
1
u2 − 1
=σ̺
−δ−1
z
u2 − q−2εg
u2 − 1
∏
j∈N
1− εgqu−1k2wt(vj)
1− εgq−1u−1k2wt(vj)

=−
δ−1
zug
u2 − q−2εg
u2 − 1
k∏
j=1
(1− εgu−1q
−(2̺,εpj )+1k2−wt(vpj )
)(1 − εgu−1q
(2̺,εpj−1+1)+1k2wt(vpj−1+1)
)
(1− εgu−1q
(2̺,εpj )−1k2wt(vpj )
)(1 − εgu−1q
−(2̺,εpj−1+1)−1k2−wt(vpj−1+1)
)
=−
δ−1
zug
u2 − q−2εg
u2 − 1
k∏
j=1
(1− εgu−1q−(N−εg−2pj+2cj))(1 − εgu−1q−(εg−N+2pj−1−2cj))
(1− εgu−1qN−εg−2pj+2cj )(1 − εgu−1qεg−N+2pj−1−2cj )
=−
δ−1
zug
u2 − q−2εg
u2 − 1
∏
j∈JI1
1− uju−1
1− u−1j u
−1
= −
δ−1
zug
u2 − q−2εg
u2 − 1
∏
j∈JI1
u− uj
u− u−1j
=−
z−1δ−1 ∏
j∈JI
uj −
u
ga(u)(u2 − 1)
 ∏
j∈JI
u−1j
∏
j∈JI
u− uj
u− u−1j
.
So, ω is u-admissible in the sense of Definition 1.13. 
It is proved in [33, Corollary 2.29] that ω is admissible if it is u-admissible. So, we have CKfI (see
Definition 1.11), where fI(t) is given in Definition 3.6.
Theorem 3.12. ΨMpI (λI,c) factors through CK
fI , where fI(t) is given in Definition 3.6.
Proof. Thanks to Lemmas 3.8-3.9 and 3.11,
ΨMpI (λI,c)(fI(X)) = 0 and ΨMpI (λI,c)(∆j − ωj10) = 0, ∀j ∈ Z.
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Recall that a right tensor ideal B of a K-linear strict monoidal category C is the collection of K-
submodules {B(a, b) | B(a, b) ⊂ HomC(a, b), ∀a, b ∈ C}, such that
h3 ◦ h2 ◦ h1 ∈ B(a, d), and h2 ⊗ 1d ∈ B(b⊗ d, c⊗ d) (3.15)
whenever (h1, h2, h3) ∈ HomC(a, b) × B(b, c) × HomC(c, d) for all objects a, b, c, d in C. By (3.11),
ΨMpI (λI,c)(B(m, s)) = 0, for all m, s ∈ N, where B is the right ideal of AK generated by fI(X) and
∆j − ωj10, j ∈ Z. So ΨMpI (λI,c) factors through CK
fI . 
4. A basis theorem for affine Kauffmann category
The aim of this section is to prove Theorem 1.9, which says that any morphism space in AK is free
over K with infinite rank.
Lemma 4.1. For any positive integer m, define
ηm =
· · · · · ·
m m
and γm = · · · · · ·
m m
. (4.1)
Then (1m ⊗ γm) ◦ (ηm ⊗ 1m) = (γm ⊗ 1m) ◦ (1m ⊗ ηm) = 1m in AK and CK
f .
Proof. We have explained that d = d′ as morphisms in AK if d, d′ ∈ NTm,s such that d ∼ d′. So,
d = d′ as morphisms in CKf . The required equalities follow from this observation. 
Lemma 4.2. Suppose m, s ∈ N such that m 6= 0 and 2 | m+ s. Let
ηm : HomAK(m, s)→ HomAK(0,m+ s), γm : HomAK(0,m+ s)→ HomAK(m, s)
be two linear maps such that ηm(d) = (d⊗ 1m) ◦ ηm and γm(d) = γm ◦ (d⊗ 1m). Then
(1) HomC(m, s) ∼= HomC(0,m+ s) where C ∈ {AK, CK
f},
(2) ηm gives a bijection between NTm,s/ ∼ and NT0,m+s/ ∼, and its inverse is γm,
(3) ηm induces a bijection between NT
a
m,s/ ∼ and NT
a
0,m+s/ ∼ and its inverse is γm.
Proof. Thanks to Lemma 4.1, ηm and γm are mutually inverse to each other. So, we have the required
isomorphism when C = AK.
By (3.15), it is easy to see that ηm(I(m, s)) ⊂ I(0,m+ s) and γm(I(0,m+ s)) ⊂ I(m, s) for any right
tensor ideal I of AK. So, both η
m
and γ
m
induce required K-isomorphisms in CKf .
Thanks to (1.8) and Lemma 1.5(3), for any b ∈ NTm,s/ ∼, there is a unique b′ ∈ NT0,2r/ ∼
such that η
m
(b) = b′ as morphisms in AK. So, η
m
(NTm,s/ ∼) ⊆ NT0,2r/ ∼. Similarly, we have
γm(NT0,2r/ ∼) ⊆ NTm,s/ ∼. Since γm is the inverse of ηm, (2) holds. (3) can be proved similarly. 
Lemma 4.3. In AK, we have
(1)
•
=
•
−z • +z
◦
,
•
=
•
−z • +z
◦
,
(2)
◦
=
◦
+z ◦ −z
•
,
◦
=
◦
+z ◦ −z
•
,
(3)
•
=
•
+z • −z
•
,
•
=
•
+z • −z
•
,
(4)
◦
=
◦
−z ◦ +z
◦
,
◦
=
◦
−z ◦ +z
◦
.
Proof. (1)-(4) can be checked via (1.6)-(1.8), Lemma 1.5(3), (S) and (RII), directly. 
Definition 4.4. Let Tˆm,s be the subset of Tm,s such that each dotted tangle diagram in Tˆm,s satisfies
the following conditions:
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(1) neither a strand crosses itself nor two strands cross each other more than once,
(2) Definition 1.7(a)-(c),
(3) whenever a dot appears on a stand, it is near the endpoints of the strand,
(4) Definition 1.7(d).
Lemma 4.5. Any d in Tm,s can be written as a linear combination of elements in Tˆm,s.
Proof. For any d ∈ Tm,s which does not satisfies Definition 4.4(1), either there is a strand crossing
itself or there are two strands crossing each other more than once. Thanks to Lemma 4.3(1)-(4), one
can slide dots (•’s or ◦’s) along each crossing in d modulo diagrams with fewer crossings. By (1.8)
and Lemma 1.5(3), one can also slide dots (•’s or ◦’s) along each cup and each cap. By induction on
the number of crossings, we can assume that there is no dots in the local area on which either there
is a self-crossing strand or there are two strands crossing each other more than once. Using Theorem
1.2 and the monoidal functor in Lemma 1.4(2), we see that d can be written as a linear combination
of dotted tangle diagrams which satisfy Definition 4.4(1).
Now, we assume that d ∈ Tm,s satisfying Definition 4.4(1). Then all loops of d are crossing free.
Otherwise, there is a crossing which appears on a loop such that either there is a strand crossing itself
or there are two strands crossing each other more than once. Thanks to (1.8), (L) and Lemma 1.6,
we can assume all loops of d satisfy Definition 1.7(b)-(c). In order to write d as a linear combination
of dotted tangle diagrams satisfying Definition 4.4(1)-(2), it is enough to move a loop containing k
• to the left of a vertical line, where k is a positive integer. In fact, applying Lemma 4.3 repeatedly
together with (1.8) and Lemma 1.5(3) yields the following equations:
•
k
=
•k
= •k + z
k∑
i=1
 •i •k−i −
◦
k−i
•i

= •k + z
k∑
i=1
 •i
•k−i
+ z
k−i∑
j=1
 • j•k−j − •k−2j


− z

◦
k−i
•i
+ z
i∑
j=1
 • i−j ◦k+j−i − •2i−2j−k


= •k + z
k∑
i=1
δ •k + z k−i∑
j=1
 • j•k−j − •k−2j


− z
k∑
i=1
δ−1 •2i−k + z i∑
j=1
 • i−j ◦k+j−i − •2i−2j−k

 ,
(4.2)
where the last equation follows from Lemma 1.5(1), (T), (RII) and
= , = . (4.3)
We remark that (4.3) follows from (1.2)-(1.4). Now, any d can be written as a linear combination of
dotted tangle diagrams satisfying Definition 4.4(1)–(2) since no new crossing appears when we move
a loop with k • to the left of a vertical line.
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Now, we assume that d ∈ Tm,s satisfying Definition 4.4(1)-(2). Using Lemmas 4.3,1.5(3), (1.8)
together with induction on the number of crossings, we see that d can be written as a linear combination
of dotted tangle diagrams satisfying Definition 4.4(1)-(3) since neither new loops nor crossing occurs
when we apply the previous results to move dots along a strand.
Finally, we can assume that d satisfies Definition 4.4(1)-(3). Thanks to Theorem 1.2 and the functor
in Lemma 1.4(2), d can be written as a linear combination of dotted tangle diagrams in Tˆm,s. 
Proposition 4.6. The K-module HomAK(m, s) is spanned by NTm,s/ ∼.
Proof. Thanks to Lemma 4.5, it is enough to verify that any d ∈ Tˆm,s is a linear combination of
elements in NTm,s. If d has no crossing, then the result follows from (1.6),(1.8) and Lemma 1.5(3).
Suppose that there are some crossings on d. Thanks to Lemmas 4.3, 1.5(3), (1.8), and (1.6), there
is a d1 ∈ NTm,s such that dˆ = dˆ1 and d = d1 up to some dotted tangle diagrams in Tˆm,s with fewer
crossings than that of d. Now the result follows from induction on the number of crossings. 
Lemma 4.7. Suppose r is a positive integer. For all admissible i, j, define
Xi1r = 1i−1 ⊗X ⊗ 1r−i, 1rUj = 1j−1 ⊗ U ⊗ 1r−j−1 and Zj1r = 1j−1 ⊗ Z ⊗ 1r−j−1,
where Z ∈ {A, T, T−1}. Then Xi1r = Ti−11rXi−11rTi−11r, 2 ≤ i ≤ r. Further, Xi1rXj1r = Xj1rXi1r
for all admissible i and j.
Proof. The first assertion follows from (1.7) and the last follows from the interchange law. 
Suppose d ∈ NTm,s andm+s is even. In section 1, we have labelled the endpoints of dˆ at the bottom
(resp., top) row as 1, 2, . . . ,m (resp., 1, 2, . . . , s) from the left to the right and i < i+1 < j < j − 1 for
all admissible i and j. We also have conn(dˆ) = {(il, jl)|1 ≤ l ≤
m+s
2 } such that il < jl and ik < ik+1
and for all admissible k, l.
Definition 4.8. For any d ∈ NTm,s such that conn(dˆ) = {(il, jl)|1 ≤ l ≤
m+s
2 } and any
i ∈ {1, 2, . . . ,m, 1, 2, . . . , s}, define bd,i = j if there are j “•” near the ith endpoint.
Note that bd,i ∈ Z. Thanks to Definition 1.7, bd,jl = 0 for all admissible l. Later on, we simply
denote Xi1r by Xi etc if we know r from the context. Then any d ∈ NTm,s is of form
d =
∞∏
j=1
∆j
ij ·
1∏
l=s
Yl
bd,l · dˆ ·
1∏
j=m
Xj
bd,j (4.4)
where Yl is Xl ∈ EndAK(s, s) and ij’s ∈ N such that only finite number of ij ’s are non-zero.
For any positive integer b ≥ 2, let Sb be the symmetric group on b letters 1, 2, . . . , b. Then Sb is
generated by basic transpositions ri = (i, i+1), 1 ≤ i ≤ b−1. Now, Sb acts on the right of Nb via place
permutation. More explicitly, iσ = (iσ(1), iσ(2), . . . , iσ(b)) for all σ ∈ Sb and i = (i1, i2, . . . , ib) ∈ N
b.
Define rk,l = rkrk+1 · · · rl−1 if k < l and rk,k = 1 and rk,l = rk−1rk−2 . . . rl if k > l. If ri1ri2 · · · rik is
a reduced expression of w ∈ Sb, define
Tw = Ti1 · · ·Tik , and T
inv
w = T
−1
i1
· · ·T−1ik (4.5)
in EndAK(b), where Tj is given in Lemma 4.7. It is well-known that both Tw and T
inv
w are independent
of a reduced expression of w. We denote Trk,l(resp., T
inv
rk,l ) by Tk,l (resp., T
inv
k,l ). Let Bb be the
subgroup of S2b generated by {r2b−2i+2r2b−2i+1r2b−2i+3r2b−2i+2 | 2 < i < b} and {r2b−1}. Define
Db,2b =
{
r1,i1r2,j1 · · · r2b−1,ibr2b,jb
∣∣∣∣ 1 ≤ i1 < . . . < ir ≤ 2b1 ≤ ik < jk ≤ 2k; 1 ≤ k ≤ b
}
. (4.6)
Thanks to [33, Lemma 4.3], Db,2b is a complete set of right coset representatives for Bb in S2b and
♯Db,2b = (2b− 1)!!.
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Proposition 4.9. Suppose d ∈ NT
1
2s,0/ ∼ and conn(d) = {(il, jl)|1 ≤ l ≤ s}. As morphisms in AK,
d = ⊗sT invw , where w =
~∏s
t=1r2t−1,itr2t,kt ∈ Ds,2s for some admissible kt’s.
Proof. Suppose d0 = d. Define d1 = d0Tjs,2sTis,2s−1 and write conn(d1) = {(i
1
l , j
1
l )|1 ≤ l ≤ s}. Obvi-
ously, i1t = it if t < s and (i
1
s, j
1
s ) = (2s−1, 2s). In general, write conn(dt−1) = {(i
t−1
l , j
t−1
l )|1 ≤ l ≤ s}
and define
dt = dt−1Tjt−1s−t+1,2(s−t+1)
Tit−1s−t+1,2(s−t)+1
,
1 ≤ t ≤ s. Then conn(dt) = {(ik, jtk), (2l + 1, 2l + 2)|1 ≤ k ≤ s − t, s − t ≤ l < s}. In particular
it < j
s−t
t ≤ 2t for any 1 ≤ t ≤ s. So, both ds and
⊗s are totally descending tangle diagrams with
the same connector. By (1.5), ds =
⊗s as morphisms in FT and hence in K. Using the functor in
Lemma 1.4(2), we see that ds =
⊗s as morphisms in AK. For example:
d0 = d = , d1 = , d2 =
(1.5)
= ⊗3.
Let w = ~
∏s
t=1r2t−1,itr2t,js−tt
. Then w ∈ Ds,2s and ⊗sT invw = ds
~∏s
t=1T
inv
2t−1,itT
inv
2t,js−tt
= d as
morphisms in AK. 
Consider Uv(h) as a Uv(b)-module such that x
+
i acts as zero for all admissible i, and define
Mgen := Uv(g)⊗Uv(b) Uv(h). (4.7)
Later on, Mgen is called the generic Verma module. Then Mgen is a right Uv(h)-module with basis
{x−s ⊗ 1 | s ∈ N
ℓ(w0)}, where x−s is defined in (2.9). Recall that V is the natural Uv(g)-module
and dimV = N. Then Mgen ⊗ V ⊗r has F-basis {x−s ⊗ kµ ⊗ vi | s ∈ N
ℓ(w0), i ∈ Nr, µ ∈ P}, where
vi = vi1 ⊗ . . .⊗ vir .
From here to the end of this section, we assume g = so2n. So, N = 2n, and v = q.
Definition 4.10. For any r ∈ N and j ∈ {0, 1}, let M jr be the free A0-module with basis
{zjvx
−
s ⊗ kµ ⊗ vi | s ∈ N
ℓ(w0), i ∈ Nr, µ ∈ P}, where A0 is given in Definition 2.1.
Obviously, M11 ⊂M
0
1 and zvM
0
1 =M
1
1 .
Lemma 4.11. Suppose H,K are sequences of positive roots and j ∈ {0, 1}. Then
(1) x−K ⊗ x
−
H stabilizes M
j
1 ,
(2) x−K ⊗ x
+
H stabilizes M
j
1 .
Proof. For any basis element vl ∈ V , by Lemmas 2.9, 2.12, x
+
Hvl = g1vk1 (resp., x
−
Hvl = g2vk2) for
some g1, g2 ∈ A0 \ A1 and some vk1 , vk2 ∈ V if x
+
Hvl 6= 0 (resp., x
−
Hvl 6= 0). Then (1)-(2) follow from
Corollary 2.3. 
Lemma 4.12. Suppose s ∈ Nℓ(w0) and µ ∈ P. For any i ∈ N, and any Ψ ∈ {Θ,Θ},
(1) Ψ((x−s ⊗ kµ)⊗ vi) ≡ x
−
s ⊗ kµ ⊗ vi (mod M
1
1 ),
(2) PΨP ((x−s ⊗ kµ)⊗ vi) ∈M
0
1 ,
(3) Ψ(M11 ) ⊆M
1
1 and PΨP (M
1
1 ) ⊆M
1
1 .
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Proof. Recall the terms z
ℓ(J)
v gJx
−
J ⊗ x
+
J ’s in (3.2). If ℓ(J) = 0, then z
ℓ(J)
v gJx
−
J ⊗ x
+
J = 1 ⊗ 1
and hence z
ℓ(J)
v gJx
−
J ⊗ x
+
J ((x
−
s ⊗ kµ) ⊗ vi) = x
−
s ⊗ kµ ⊗ vi. If ℓ(J) > 0, by Lemma 4.11(2),
z
ℓ(J)
v gJx
−
J ⊗ x
+
J ((x
−
s ⊗ kµ)⊗ vi) ∈M
1
1 . Thanks to (3.2),
Θ((x−s ⊗ kµ)⊗ vi) ≡ x
−
s ⊗ kµ ⊗ vi (mod M
1
1 ).
The corresponding result for Θ can be proved similarly. This proves (1). Note that
x+β (1⊗ kµ) = 1⊗ x
+
β kµ = 0 for any β ∈ R
+. By (3.2),
PΘP ((1 ⊗ kµ)⊗ vi) = 1⊗ kµ ⊗ vi. (4.8)
This proves (2) when
∑
i siβi = 0 and Ψ = Θ. In general, let j = max{t | st 6= 0}. Suppose
yΨ = PΨP ((x
−
s ⊗ kµ)⊗ vi)
and c ∈ Nℓ(w0) such that ck = sk for any k 6= j and cj = sj − 1. Then
yΘ − PΘ∆(x
−
βj
)(vi ⊗ (x
−
c ⊗ kµ))
=− PΘ(
∑
K,H
hK,Hx
−
Kvi ⊗ k−wt(K)x
−
H(x
−
c ⊗ kµ)), by Proposition 2.7(1)
=− PΘP (
∑
K,H
hK,Hk−wt(K)x
−
H ⊗ x
−
K((x
−
c ⊗ kµ)⊗ vi))
∈M01 , by Lemma 4.11(1) and induction assumption on
∑
i
siβi − wt(K),
(4.9)
where K,H are sequences of positive roots such that wt(K) + wt(H) = βj , K 6= ∅ and hK,H ∈ A0.
In particular, hK,H = 1 when (K,H) = (βj , ∅). For any Uv(g)-modules M,N and any a, b ∈ Uv(g),
it is easy to see P (a⊗ b)P = b⊗ a in End(M ⊗N). So,
PΘ∆(x−βj )(vi ⊗ (x
−
c ⊗ kµ)) = P∆(x
−
βj
)Θ(vi ⊗ (x
−
c ⊗ kµ)), by (3.1)
=P∆(x−βj )PPΘP ((x
−
c ⊗ kµ)⊗ vi)
∈P∆(x−βj )P (M
0
1 ), by induction assumption on
∑
i
siβi − βj
∈M01 , by Proposition 2.7(2) and Lemma 4.11(1).
(4.10)
Combining (4.9)–(4.10) yields yΘ ∈M
0
1 . The corresponding result for yΘ can be checked by arguments
similar to those above. The only difference is that one has to replace (3.1) by (2.19). This proves (2).
Finally, (3) follows from (1)-(2). 
To simplify the notation, we use d to replace ΨMgen(d). Let εˆi = wt(vi), 1 ≤ i ≤ N. So, εˆi = εi if
1 ≤ i ≤ n, and εˆi = −εi′ if n′ ≤ i ≤ 1′.
Lemma 4.13. For any 1 ≤ i ≤ N and any µ ∈ P,
X±((1⊗ kµ)⊗ vi) ≡ v
±(2n−1)(1⊗ kµ±2εˆi ⊗ vi) (mod M
1
1 ).
Further, X±M11 ⊆M
1
1 .
Proof. Thanks to (2.27), Pπ = πP and π−1(M11 ) ⊆M
1
1 . Then
X((1⊗ kµ)⊗ vi) =v
2n−1Pπ−1ΘPπ−1Θ((1⊗ kµ)⊗ vi), by Proposition 2.17
≡v2n−1Pπ−1ΘP ((1⊗ kεˆi+µ)⊗ vi) (mod M
1
1 ), by Lemma 4.12 and (2.27)
≡v2n−1π−1(1 ⊗ kεˆi+µ)⊗ vi) (mod M
1
1 ), by (4.8)
≡v2n−1(1⊗ k2εˆi+µ ⊗ vi) (mod M
1
1 ), by (2.27).
So, XM11 ⊆M
1
1 . Finally, one can verify the result for X
−1 by arguments similar to those above. The
only difference is that one has to use the result on Θ to replace that for Θ in Lemma 4.12. 
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From here to the end of this section, we assume n > r.
Definition 4.14. For any d ∈ NT2r,0, define η(d) ∈ N
2r such that η(d)il = l and η(d)jl = l
′, 1 ≤ l ≤ r,
where conn(dˆ) = {(i1, j1), . . . , (ir, jr)}.
Since we are assuming that n > r, η(d1) = η(d2) for any d1, d2 ∈ NT2r,0 if and only if
conn(dˆ1) = conn(dˆ2).
Lemma 4.15. Suppose d, e ∈ NT2r,0 such that conn(dˆ) = {(i1, j1), . . . , (ir, jr)}. For any µ ∈ P, there
is a c ∈ Z such that
d((1 ⊗ kµ)⊗ vη(e)) ≡ δη(d),η(e)v
c(1⊗ kβ) (mod M
1
0 ),
where β =
∑r
t=1 2bd,itεt + µ and bd,it ’s are given in Definition 4.8.
Proof. By Proposition 4.9, dˆ = drT
inv
w as morphisms, where w =
~∏r
t=1r2t−1,itr2t,ct ∈ S2r for some
ct’s and dr =
⊗r. Then η(dˆ) = η(dr)w. For any k ∈ N
2r, define δk = 1 if k2l−1 = k
′
2l for all
1 ≤ l ≤ r and δk = 0 otherwise. Since A acts on V ⊗2 via α (see Lemma 2.15), we have
dr(M
1
2r) ⊆M
1
0 and dr((1⊗ kη)⊗ vk) = v
bδk(1⊗ kη), for ∀η ∈ P , (4.11)
where b ∈ Z. Note that T−1j acts on M
gen ⊗ V ⊗2r via IdMgen ⊗ Id
⊗j−1
V ⊗ RV,V ⊗ Id
⊗2r−j−1
V . By
Lemma 2.14, T−1j stabilizes M
1
2r and
T−1j ((1 ⊗ kη)⊗ vk) ≡ v
(wt(vkj )|wt(vkj+1 ))(1⊗ kη)⊗ vkrj (mod M
1
2r) (4.12)
for any η ∈ P .
Suppose s = η(e) and βs = µ+ 2
∑2r
j=1 bd,j εˆsj . Then there exist c, a1, a2 ∈ Z and x, x1 ∈M
1
2r such
that
d((1 ⊗ kµ)⊗ vs) = drT
inv
w X
bd,2r
2r ◦ . . . ◦X
bd,1
1 ((1 ⊗ kµ)⊗ vs), by (4.4),
= va1drT
inv
w ((1 ⊗ kβs)⊗ vs + x), by Lemma 4.13 and (4.12)
= va2dr((1 ⊗ kβs)⊗ vsw−1 + x1), by (4.12)
≡ vcδsw−1(1 ⊗ kβs) (mod M
1
0 ), by (4.11).
(4.13)
Let c = sw−1 = (sw−1(1), . . . , sw−1(2r)). Then c is an arrangement of 1, 1
′, . . . , r, r′. Note that δc = 1
if and only if c2l−1 = c
′
2l if and only if sw−1(2l−1) = s
′
w−1(2l) for all 1 ≤ l ≤ r. So, δc = 1 if and only
if {{w−1(2l − 1), w−1(2l)} | 1 ≤ l ≤ r} is the set of all caps in e. On the other hand, η(d) = η(dr)w.
So {{w−1(2l − 1), w−1(2l)} | 1 ≤ l ≤ r} is the set of all caps in d. Thus, δc = 1 if and only if
conn(eˆ) = conn(dˆ), proving δc = δη(d),η(e). 
Lemma 4.16. For any positive integer i and any µ ∈ P, we have
(1) ∆iM
1
0 ⊆M
1
0 ,
(2) ∆i(1⊗ kµ) ≡
∑2n
j=1 v
2̺j′ (1⊗ k2iεˆj+µ) (mod M
1
0 ).
Proof. Thanks to Lemma 2.15, U(M10 ) ⊆ M
1
2 and A(M
1
2 ) ⊆ M
1
0 . By Lemma 4.13, we have
∆iM
1
0 = A ◦ (X
i ⊗ IdV ) ◦ U(M10 ) ⊆M
1
0 and
∆i(1⊗ kµ) = (IdMgen ⊗ α) ◦ (X
i ⊗ IdV )((1 ⊗ kµ)⊗
2n∑
j=1
v̺j′ vj ⊗ vj′ )
≡ (IdMgen ⊗ α)(
2n∑
j=1
v̺j′ ((1⊗ k2iεˆj+µ)⊗ vj ⊗ vj′ )) (mod M
1
0 )
≡
2n∑
j=1
v2̺j′ (1⊗ k2iεˆj+µ) (mod M
1
0 ).
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
The proof of Theorem 4.17 depends on quantum group Uv(so2n) over C(v
1/4). Since we consider
generic Verma module and natural module of Uv(so2n), it is enough use C(v
1/2) instead of C(v1/4).
Theorem 4.17. Suppose K = C(v1/2). If (δ, z) = (v2n−1, zv) and ω0 is uniquely determined by (1.1),
then HomAK(2r, 0) has K-basis given by NT2r,0/ ∼.
Proof. Recall that any e ∈ NT2r,0/ ∼ is of form in (4.4). By Proposition 4.6, it is enough to prove
pd = 0 for all d if ∑
d∈B
pd(∆1,∆2, . . .)d = 0, (4.14)
where B is a finite subset of NT2r,0 and pd ∈ K[t1, t2, . . .]. If it were false, we assume all previous pd’s
are non-zero and choose a j such that all previous pd ∈ K[t1, t2, . . . , tj]. In this case, write
pd(∆1,∆2, . . .) =
∑
s∈Nj
fds (v
1/2)∆s, (4.15)
where fds (v
1/2) ∈ K and ∆s = ∆s11 ∆
s2
2 · · ·∆
sj
j . Without loss of any generality, we can assume
that fds (v
1/2) ∈ A0 for all previous pairs (d, s) and moreover, there is a pair (d1, s˜) such that
fd1s˜ (v
1/2) ∈ A0 \ A1. Suppose conn(dˆ1) = {(il, jl)|1 ≤ l ≤ r} and B1 = {d ∈ B | η(d) = η(d1)}.
Since we are assuming that n > r, η(d) = η(d1) if and only if conn(dˆ) = conn(dˆ1). Recall bd,i’s in
Definition 4.8. Thanks to Lemmas 4.15–4.16, there are some c(d) ∈ Z depending on d such that∑
d∈B
pd(∆1,∆2, . . .)d((1 ⊗ 1)⊗ vη(d1)) ≡
∑
d∈B1
pd(∆1,∆2, . . .)d((1 ⊗ 1)⊗ vη(d1)) (mod M
1
0 )
≡
∑
d∈B1
vc(d)pd(
2n∑
l=1
v2̺l′ (1 ⊗ k2εˆl),
2n∑
l=1
v2̺l′ (1⊗ k4εˆl), . . .)(1 ⊗ k
∑
r
t=1 2bd,itεt
) (mod M10 ).
Thanks to (4.14)-(4.15),∑
d∈B1
vc(d)
∑
s∈Nj
fds (v
1/2)
j∏
i=1
(
2n∑
l=1
1⊗ k2iεˆl)
si(1⊗ k∑r
t=1 2bd,itεt
) ≡ 0 (mod M10 ). (4.16)
Now, define deg(k±εi ) = ±1 for all admissible i. Considering the terms in the LHS of (4.16) with the
highest degree yields∑
d∈B1
∑
s∈Nj
vc(d)fds (v
1/2)
j∏
i=1
(
n∑
l=1
1⊗ k2iεl )
si(1⊗ k∑r
t=1 2bd,itεt
) ≡ 0 (mod M10 ) (4.17)
Note that (4.17) is something like [32, (3.27)]. Using arguments on the leading monomials at the end
of the proof of [32, Proposition 3.12], we have vc(d)fds (v
1/2) ∈ A1 for all pairs (d, s) such that d ∈ B1.
In particular, vc(d1)fd1s˜ (v
1/2) ∈ A1, a contradiction since f
d1
s˜ (v
1/2) ∈ A0 \ A1. 
Proof of Theorem 1.9. If m+s is odd, then HomAK(m, s) = 0. So, we assume m+s = 2r for some
r ∈ N. Thanks to Lemma 4.2(2), both η
m
and γ
m
give bijections between NTm,s/ ∼ and NT0,2r/ ∼
(as morphisms in AK). Thanks to Proposition 4.6, it is enough to verify that NT2r,0/ ∼ is linear
independent over K.
We consider AK over the quotient ring C[δ, δ−1, z, ω0]/I and I is the ideal generated by
δ − δ−1 − z(ω0 − 1). Since δ − δ
−1 − z(ω0 − 1) is irreducible, C[δ, δ
−1, z, ω0]/I is a domain. Suppose∑
d∈B
fdd = 0,
where B is a finite set of NT2r,0/ ∼ and fd ∈ C[δ, δ−1, z, ω0]/I.
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We claim that fd = 0 for all d ∈ B. Since C[δ, δ−1, z, ω0]/I is a domain, fd = 0 if and only if
zaδbfd = 0 for any a ∈ N, b ∈ Z. So, we can assume each monomial of fd has neither δ−1 nor ω0 as its
factor when we prove the claim. Thanks to Theorem 4.17, we have fd = 0 for all δ = v
2n−1, z = v−v−1
whenever n > r. Now the claim follows from the fundamental theorem of algebra. So, NT2r,0/ ∼ is
linear independent over C[δ, δ−1, z, ω0]/I and hence over Z = Z[δ, δ−1, z, ω0]/J , where J is the ideal
generated by δ − δ−1 − z(ω0 − 1).
Consider the affine Kauffmann category AKZ (resp., AKK) over Z (resp., K). By base change
property, HomK⊗ZAKZ (2r, 0) has basis given by NT2r,0/ ∼. Then Theorem 1.9 follows from the fact
that there is an obvious functor from AKK to K ⊗Z AKZ , which sends the required basis element of
HomAKK(2r, 0) to the corresponding basis element in HomK⊗ZAKZ (2r, 0). 
5. Affine Birman-Murakami-Wenzl algebras
Thanks to Theorem 1.9, AK can be considered as K[∆1,∆2, . . .]-linear category. Suppose ω satisfies
Definition 1.10(1). Consider K as the right K[∆1,∆2, . . .]-module on which ∆i acts on K via ωi for
any positive integer i. Define
AK(ω) = K⊗K[∆1,∆2,...] AK.
Let K′ be the subcategory of AK(ω) generated by 1 and four elementary morphisms A,U, T and T−1.
Thanks to Theorem 1.9, we have the following result, immediately. This shows that K is a subcategory
of AK(ω).
Corollary 5.1. Suppose m, s ∈ N. If ω satisfies Definition 1.10(1), then
(1) HomAK(ω)(m, s) has K-basis given by NTm,s/ ∼,
(2) K′ ≃ K.
Definition 5.2. [18] The affine Birman-Murakami-Wenzl algebra W affr,K is the K-algebra generated
by x±11 , g
±1
i and ei(1 ≤ i ≤ r − 1) subject to the following relations:
(1) gig
−1
i = g
−1
i gi = 1,
(2) x1x
−1
1 = x
−1
1 x1 = 1,
(3) e2i = ω0ei,
(4) gigi+1gi = gi+1gigi+1,
(5) gi − g
−1
i = z(1− ei),
(6) x1g1x1g1 = g1x1g1x1,
(7) yizj = zjyi, if |i− j| ≥ 2,
(8) x1yj = yjx1 if j ≥ 2,
(9) eiei±1ei = ei,
(10) gigi±1ei = ei±1ei and eigi±1gi = eiei±1,
(11) e1x
s
1e1 = ωse1, for any s ≥ 1,
(12) giei = eigi = δ
−1ei,
(13) e1x1g1x1 = δe1 = x1g1x1e1,
where yi, zi ∈ {ei, gi}, 1 ≤ i ≤ r − 1.
Note that the current z in Definition 5.2 is −z in [18].
Theorem 5.3. As K-algebras, EndAK(ω)(r) ∼=W
aff
r,K.
Proof. The required algebra homomorphism γ : W affr,K → EndAK(ω)(r) satisfies γ(ei) = Ei,
γ(x±11 ) = X
±1
1 and γ(g
±1
i ) = T
±1
i for all admissible i, where
Ei = Ui ◦Ai. (5.1)
In order to verify that γ is an algebra homomorphism, we need to check that the images of x±1 , g
±
i
and ei satisfy Definition 5.2(1)-(12). Later on, we say Definition 5.2(1) holds if the images of x
±
1 , g
±
i
and ei satisfy Definition 5.2(1).
By (RII)-(RIII),(1.6), (L) and (S), we see that Definition 5.2(1)–(5) hold. Thanks to the definition
of AK(ω), Definition 5.2(11) holds. For 1 ≤ i ≤ r, let xi = gi−1...g1x1g1...gi−1. Then γ(x
±1
i ) = X
±1
i .
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Now, Definition 5.2(6) follows from Lemma 4.7. Definition 5.2(7)-(8) follows from the interchange law.
Note that both sides of each equation in Definition 5.2(9)-(10) are totally descending tangle diagrams
with the same connector. Thanks to (1.5) and the monoidal functor in Lemma 1.4(2), Definition 5.2(9)-
(10) hold. Definition 5.2 (12) follows from Lemma 1.5(1)-(2). Thanks to Lemma 1.5(1)(3), we have
E1X1T1X1 = δE1T1X1T1X1 = δE1X2X1 = δE1X
−1
1 X1 = δE1.
One can verify X1T1X1E1 = δE1 similarly. So, Definition 5.2(13) holds. This verifies that γ is an
algebra homomorphism.
LetWr,K be the subalgebra ofW
aff
r,K generated by g
±1
i and ei, 1 ≤ i ≤ r−1. Thanks to [18, Theorem
5.41] and Corollary 5.1(2), γ |Wr,K : Wr,K → EndK′(r) is a K-algebra isomorphism. Let γ0 = γ |Wr,K .
Thanks to [18, Propotion 6.12(1)], W affr,K have basis {x
tγ−10 (d)x
s} where d ∈ NT
1
r,r/ ∼, t, s ∈ Z
r,
and xt = xt11 · · ·x
tr
r and x
s = xs11 · · ·x
sr
r such that γ(x
tγ−10 (d)x
s) ∈ NTr,r/ ∼. By Corollary 5.1(1),
NTr,r/ ∼ is a basis of EndAK(ω)(r). Via (4.4), one can check that γ gives a bijective map between
{xtγ−10 (d)x
s} and NTr,r/ ∼. So, γ has to be a K-linear isomorphism, and hence an algebra isomor-
phism. 
6. A basis theorem of cyclotomic Kauffmann category
The aim of this section is to prove Theorem 1.15 under the Assumption 1.12. We always assume
that ω is admissible. So, both AK(ω) and CKf are available. Thanks to Definition 1.11, there is a
functor from AK(ω) to CKf . It results in an epimorphism
ξ : EndAK(ω)(r)։ EndCKf (r).
Let γ˜ = ξ ◦ γ, where γ is the K-algebra isomorphism in Theorem 5.3. Then
γ˜ :W affr,K ։ EndCKf (r)
is an epimorphism such that γ˜(f(x1)) = f(X) ⊗ 1r−1 = 0. So, γ˜ factors through the cyclotomic
Birman-Wenzl-Murakami algebra Wa,r = W
aff
r,K/J , where J is the two sided ideal of W
aff
r,K generated
by f(x1) =
∏a
i=1(x1 − ui). The induced epimorphism is denoted by γ : Wa,r ։ EndCKf (r). The
current Wa,r is the same as Bar (q, δ
−1, ωi,−bi) in [38, Definition 1.1], where bi is the coefficient of xi1
in f(x1).
For all p ∈ Z and all admissible positive integers i, j, l such that i ≤ j ≤ l, Yu [38] defined
αpi,j,l = x
p
i gi,jej,l+1 ∈Wa,r
where gi,j = gigi+1 · · · gj−1 and ej,l+1 = ejej+1 · · · el. Note that gi,j = 1 if i = j. For any r ∈ N\ 0, let
B2r,2r = K-span
{
~∏1
l=r
αslil,jl,2l−1 | i1 < i2 < ... < ir,−⌊
a− 1
2
⌋ ≤ sl ≤ ⌊
a
2
⌋
}
. (6.1)
Then B2r,2r ⊆Wa,2r. Recall Ei in (5.1). Mimicking Yu’s construction, we define
γpi,j,ℓ = X
p
i T
inv
i,j Ej,ℓUℓ ∈ HomCKf (ℓ − 1, ℓ+ 1)
for any p ∈ Z and all positive integers i, j, ℓ such that i ≤ j ≤ ℓ, where T invi,j = T
−1
i T
−1
i+1 · · ·T
−1
j−1 and
Ej,ℓ = EjEj+1 · · ·Eℓ−1. For any positive integer r, let
B0,2r = K-span
{
~∏1
l=r
γslil,jl,2l−1 | i1 < i2 < ... < ir,−⌊
a
2
⌋ ≤ sl ≤ ⌊
a− 1
2
⌋
}
. (6.2)
Then B0,2r ∈ HomCKf (0, 2r). Recall the contravariant functor σ in Lemma 1.4(1). Since σ stabilizes
the right tensor ideal of AK generated by f( • ) together with ∆k − ωk for all k ∈ Z, it induces a
contravariant functor σ : CKf → CKf .
Lemma 6.1. For any positive integer r, HomCKf (2r, 0) = σ(B0,2r).
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Proof. Obviously, σ(B0,2r) ⊆ HomCKf (2r, 0). Suppose d ∈ NT2r,0/ ∼. Thanks to (4.4) and Proposi-
tion 4.9, d ∈ dr EndCKf (2r), where
dr =
⊗r = σ(
~∏1
k=r
γ02k−1,2k−1,2k−1) ∈ σ(B0,2r).
So, d ∈ σ(B0,2r) EndCKf (2r).
In [38, Lemmas 2.6,2.7], Yu proved that B2r,2r is a left Wa,2r-module, where B2r,2r is given in (6.1).
Mimicking arguments there, one can verify EndC(2r)B0,2r ⊆ B0,2r without any difficulty. Note that
σ2 = Id and σ(EndC(2r)) = EndC(2r). So, σ(B0,2r) EndC(2r) ⊆ σ(B0,2r), forcing d ∈ σ(B0,2r). By
Proposition 4.6, we have σ(B0,2r) ⊇ HomCKf (2r, 0). 
Proposition 6.2. As K-module, HomCKf (2r, 0) is spanned by NT
a
2r,0/ ∼.
Proof. Suppose ~
∏r
k=1γ
sk
ik,jk,2k−1
∈ B0,2r (see (6.2)). We claim that there is a d ∈ NT
a
2r,0 such that
d = ~
∏r
k=1σ(γ
sk
ik,jk,2k−1
) as morphisms in CKf . If so, by Lemma 6.1, we immediately have the result.
In order to simplify notation, let Ei,i = 1 and Ei,j = Ei−1Ei−2 · · ·Ej if i > j. Thanks to (1.5)
and the functor in Lemma 1.4(2), Ak = AkEk−1TkTk−1 for all k > 1 in AK and hence in CK
f . So,
AkT
inv
k−1,k+1 = AkEk−1. Using it together with braid relations yields
AlEl,jT
inv
j,i = AlT
inv
l,i T
inv
l+1,j+1, for all possible i ≤ j ≤ l.
Obviously, i1 = j1 = 1. So,
~∏r
ℓ=1
σ(γsℓiℓ,jℓ,2ℓ−1) =
~∏r
ℓ=1
A2ℓ−1E2ℓ−1,jℓT
inv
jℓ,iℓ
Xsℓiℓ =
~∏r
ℓ=1
A2ℓ−1T
inv
2ℓ−1,iℓ
T inv2ℓ,jℓ+1
r∏
k=1
Xskik
= A1A3 · · ·A2r−1
~∏r
ℓ=1
T inv2ℓ−1,iℓT
inv
2ℓ,jℓ+1
r∏
k=1
Xskik =
⊗r ~
∏r
ℓ=1
T inv2ℓ−1,iℓT
inv
2ℓ,jℓ+1
r∏
k=1
Xskik .
Define B = { ⊗rT invw | w ∈ Dr,2r}, where Dr,2r is given in (4.6). By Proposition 4.9, as sets
of morphisms in AK, B ⊇ NT
1
2r,0/ ∼. Thanks to Theorem 1.9, the number of morphisms in
NT
1
2r,0/ ∼ is ♯Dr,2r = (2r − 1)!!. Since ♯B ≤ ♯Dr,2r, B = NT
1
2r,0/ ∼ in AK. So, Proposition 4.9
gives an explicit bijection between NT
1
2r,0/ ∼ and B. Moreover, there is a d1 ∈ NT
1
2r,0 such that
d1 =
⊗r ~
∏r
ℓ=1T
inv
2l−1,il
T inv2l,jl+1 and any iℓ is a left endpoint of a cap in d1. Then the claim follows if
we assume d = d1 ◦
∏r
k=1X
sk
ik
. 
Assumption 6.3. Until the end of Proposition 6.20, we assume 2r ≤ min{q1, q2, . . . , qk}. We also
keep the setting for parabolic quantum groups in section 3. Fix I ∈ {I1, I2} in (3.5) such that
g 6= so2n+1 when I = I1. Moreover, a is always degfI(t) and k = ⌊(a− 1)/2⌋+1, where fI(t) is given
in Definition 3.6.
Suppose d ∈ NT
a
2r,0/ ∼ such that conn(dˆ) = {(il, jl) | 1 ≤ l ≤ r}. For any c ∈ Z and 0 ≤ c ≤ a− 1,
define
ail,c =

pc + l, if 0 ≤ c ≤ k − 1,
p2k−c − l + 1, if I = I1 and k ≤ c ≤ a− 1,
p2k−c−1 − l + 1, if I = I2 and k ≤ c ≤ a− 1,
where p0 = 0 and pj =
∑j
i=1 qi. Since we are assuming qj ≥ 2r for all admissible j, we have the
following Lemma, immediately.
Lemma 6.4. Suppose b, c ∈ {0, 1, . . . .a− 1} and 1 ≤ l ≤ r. We have
(1) pc < ail,c ≤ pc + r ≤ pc+1 − r if 0 ≤ c ≤ k − 1,
(2) p2k−c−1 + r ≤ p2k−c − r < ail,c ≤ p2k−c if I = I1 and k ≤ c ≤ a− 1,
(3) p2k−c−2 + r ≤ p2k−c−1 − r < ail,c ≤ p2k−c−1 if I = I2 and k ≤ c ≤ a− 1,
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(4) aij ,b = ail,c if and only if (j, b) = (l, c),
(5) aij ,b = l if and only if (j, b) = (l, 0).
Lemma 6.5. Suppose 1 ≤ l ≤ r. Then βl,c ∈ R+\R
+
I , and βl,c < βl,c+1 if 1 ≤ c < k and βl,c+1 < βl,c
if k ≤ c < a− 1, where
βl,c =

εail,c−1 − εail,c , if 1 ≤ c ≤ k − 1,
εail,k + εail,k−1 , if c = k ,
εail,c − εail,c−1 , if k < c ≤ a− 1.
(6.3)
Proof. The result follows from Lemma 6.4 and (2.17). 
Example 6.6. Suppose (k, q1, q2) = (2, 4, 9) in (3.5). Let (r, d) = (2, γ2), where γ2 is given in (4.1).
Then conn(d) = {(1, 4), (2, 3)}. If (I, a) = (I1, 4), then
• a1,0 = 1, a1,1 = 5, a1,2 = 13, a1,3 = 4,
• a2,0 = 2, a2,1 = 6, a2,2 = 12, a2,3 = 3,
• β1,1 = ε1 − ε5, β1,2 = ε5 + ε13, β1,3 = ε4 − ε13, and β1,1 < β1,3 < β1,2, where < is the convex
order in (2.17).
• β2,1 = ε2 − ε6, β2,2 = ε6 + ε12, β2,3 = ε3 − ε12, and β2,1 < β2,3 < β2,2.
Definition 6.7. Suppose d ∈ NT
a
2r,0/ ∼ and conn(dˆ) = {(il, jl) | 1 ≤ l ≤ r}. For 1 ≤ l ≤ r and
1 ≤ c ≤ a− 1, define x±(d)il,c =
~∏c
j=1x
±
βl,j
and x±(d)il,0 = 1, where βl,j is given in (6.3).
Given two sequences of positive roots K,H , we write x−K ∼ x
−
H and x
+
K ∼ x
+
H if K can be obtained
from H by place permutation. Recall V is the natural Uv(g)-module with basis {v1, v2, ..., vN} and
j′ = N+ 1− j for all 1 ≤ j ≤ N. For any positive root β, we have already described the action of x+β
on V in Lemmas 2.9-2.12. We will freely use those results in the proof of Lemma 6.8.
Lemma 6.8. Keep the notations in Definition 6.7. Suppose x+H ∼ x
+(d)il,c. Assume h = ail,c if
0 ≤ c ≤ k − 1 and h = a′il,c otherwise. Then x
+(d)il,cvh = yvl for some y ∈ A0 \ A1, and x
+
Hvh 6= 0
if and only if x+H = x
+(d)il,c.
Proof. If c = 0 there is nothing to prove. Via Lemma 6.4 and (6.3), x+βl,jvh 6= 0 if and only if j = c.
Further,
x+βl,cvh =

y1vail,c−1 , if 1 ≤ c ≤ k − 1,
y2vail,k−1 , if c = k ,
y3va′il,c−1
, if k < c ≤ a− 1.
for some y1, y2, y3 ∈ A0 \ A1. Note that ail,0 = l. The result follows from induction on c. 
Recall SI,l in (3.8) for any l ∈ N and R+ = {βj |1 ≤ j ≤ ℓ(w0)} such that βi < βj in the sense of
(2.17) if i < j. To simplify the notation, we write
x−i =
~∏1
j=ℓ(w−10,Iw0)
(x−βtj
)ij
for any i ∈ Nℓ(w
−1
0,Iw0), then SI,l =
{
x−i mI ⊗ vj | i ∈ N
ℓ(w−10,Iw0), j ∈ N
l
}
. We say x−i is of degree
|i| =
∑ℓ(w−10,Iw0)
j=1 ij. In this case, we also say x
−
i mI ⊗ vj is of degree |i|.
Definition 6.9. For any l, j ∈ N, let M jI,l be the free A0-module with basis given by
{z
deg(y)+j
v y | y ∈ SI,l}, where A0 is given in Definition 2.1.
Obviously, M1I,l ⊂M
0
I,l and zvM
0
I,l =M
1
I,l.
Lemma 6.10. Suppose i ∈ Nℓ(w
−1
0,Iw0).
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(1) If β ∈ R+I , then z
|i|+1
v x
−
β x
−
i mI ≡ 0 (mod M
1
I,0).
(2) If β ∈ R+ \ R+I (see (3.7)), then z
|i|+1
v x
−
β x
−
i mI ≡ z
|i|+1
v vcx−s mI (mod M
1
I,0) for some c ∈ Z
and s ∈ Nℓ(w
−1
0,Iw0) such that x−s ∼ x
−
β x
−
i .
Proof. Obviously, (1)-(2) hold if x−i = 1. We assume x
−
i 6= 1 and hence |i| ≥ 1. Suppose x
−
c ∼ x
−
β x
−
i
and R+I = {βjl | 1 ≤ l ≤ ℓ(w0,I)} such that ja < jb for all admissible a < b. Thanks to Lemma 2.2
and Proposition 2.6, for any x−H such that x
−
H ∼ x
−
β x
−
i , we have
z|i|+1v (x
−
H − v
bx−c ) =
∑
r∈Nℓ(w0)
arz
|r|+1
v x
−
r (6.4)
for some b ∈ Z and some ar ∈ A0. First of all, we assume x
−
β x
−
i = x
−
c . By Lemma 2.2, ar = 0 if
rt 6= 0 for some t such that βt ≥ β.
If β 6∈ R+I , then x
−
c = x
−
c˜ , where c˜ ∈ N
ℓ(w−10,Iw0) such that c˜j = ctj for all admissible j. In this
case, (2) automatically holds. Otherwise, β ∈ R+I and β = βjl for some jl > tℓ(w−10,Iw0)
. Suppose
x−H = x
−
i x
−
βjl
in (6.4). Note that x−i x
−
βjl
mI = 0. We claim the RHS of (6.4) acts on mI is in M
1
I,0. If
so, we have (1), immediately.
We prove our claim by induction on l. If l = 1 and β = βj1 , any term in the RHS of (6.4) acts
on mI is in M
1
I,0, and the claim follows. Suppose l > 1. Any monomial x
−
s in RHS of (6.4) satisfies
sj = 0 unless βj < βjl . If
∑ℓ(w0,I)
l=1 sjl = 0, then z
|s|+1
v x−s mI ∈ M
1
I,0, and there is nothing to prove.
Otherwise, let t be the minimal number such that sjt 6= 0, then jt < jl (i.e. t < l). By induction
assumption on t and Lemma 2.2,
z
∑jt−1
ℓ=1 sℓ+1
v x
−
βjt
~∏1
i=jt−1
(x−βi)
simI =
 ∑
r∈N
ℓ(w
−1
0,I
w0)
brz
|r|+1
v xr
mI
where br ∈ A0 and br = 0 unless rl = 0 for all 1 ≤ l ≤ ℓ(w
−1
0,Iw0) such that tl > jt. So,
z|s|v x
−
s mI = z
∑ℓ(w0)
ℓ=jt
sℓ−1
v
~∏jt+1
i=ℓ(w0)
x−βi(x
−
βjt
)sjt−1
 ∑
r∈N
ℓ(w
−1
0,I
w0)
brz
|r|+1
v xr
mI .
By induction assumption on
∑ℓ(w0,I )
l=1 sjl − 1, we have z
|s|+1
v x−s mI ∈M
1
I,0, proving the claim.
We have proved (1)-(2) when x−β x
−
i = x
−
c . In general, we assume x
−
H = x
−
β x
−
i . Using (6.4), we see
that the general case follows from those when x−β x
−
i = x
−
c . 
Corollary 6.11. Suppose H,K are sequences of positive roots and j ∈ {0, 1}. Then
(1) z
ℓ(K)
v x
−
K ⊗ x
−
H stabilizes M
j
I,1,
(2) z
ℓ(K)
v x
−
K ⊗ x
+
H stabilizes M
j
I,1.
Proof. For any basis element vl ∈ V , by Lemmas 2.9–2.12, x
+
Hvl = g1vk1 (resp., x
−
Hvl = g2vk2) for
some g1, g2 ∈ A0 \ A1 and some vk1 , vk2 ∈ V if x
+
Hvl 6= 0 (resp., x
−
Hvl 6= 0). Then the (1)-(2) follow
from Lemma 6.10. 
Lemma 6.12. Suppose Φ ∈ {Θ,Θ}. For any s ∈ Nℓ(w
−1
0,Iw0) and any basis element vl of V , we have
(1) z
|s|
v PΦP (x−s mI ⊗ vl) ≡ z
|s|
v x
−
s mI ⊗ vl (mod M
1
I,1),
(2) PΦP (M jI,1) ⊆M
j
I,1, j = 0, 1.
Proof. We prove (1) by induction on
∑ℓ(w−10,Iw0)
j=1 sjβtj . Since x
+
βmI = 0 for any positive root β, by
(3.2),
PΦP (mI ⊗ vl) = mI ⊗ vl.
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This proves (1) when
∑ℓ(w−10,Iw0)
j=1 sjβtj = 0. Otherwise, we pick ℓ, the maximal number such that
sℓ 6= 0. Let yΦ = z
|s|
v PΦP (x−s mI ⊗ vl) and c ∈ N
ℓ(w−10,Iw0) such that ck = sk for any k 6= ℓ and
cℓ = sℓ − 1. Then,
yΘ − z
|s|
v PΘ(∆(x
−
βtℓ
)(vl ⊗ x
−
c mI))
=− z|s|v PΘ(
∑
K,H
gK,Hz
ℓ(H)
v x
−
Kvl ⊗ kwt(K)x
−
Hx
−
c mI), by Proposition 2.7(2)
=− zvPΘP (
∑
K,H
gK,Hz
ℓ(H)+|c|
v kwt(K)x
−
H ⊗ x
−
K)(x
−
c mI ⊗ vl)
∈M1I,1, by Corollary 6.11(1) and induction assumption on
ℓ(w−10,Iw0)∑
j=1
sjβtj − wt(K),
where K,H are sequences of positive roots such that wt(K) + wt(H) = βtℓ , K 6= ∅ and gK,H ∈ A0.
In particular, gK,H = 1 when (K,H) = (βtℓ , ∅). We have
z|s|v PΘ(∆(x
−
βtℓ
)(vl ⊗ x
−
c mI)) = z
|s|
v P∆(x
−
βtℓ
)Θ(vl ⊗ x
−
c mI), by (2.19)
=zvP∆(x
−
βtℓ
)PPΘP (z|c|v x
−
c mI ⊗ vl)
=zvP∆(x
−
βtℓ
)P (z|c|v x
−
c mI ⊗ vl + x), by induction assumption on
ℓ(w−10,Iw0)∑
j=1
cjβtj ,
where x ∈M1I,1. By Proposition 2.7(1), as operators in End(M
pI (λI,c)⊗ V ), we have
zvP∆(x
−
βtℓ
)P − zvx
−
βtℓ
⊗ 1 = zvk−βtℓ ⊗ x
−
βtℓ
+
∑
K1,H1
zℓ(H1)+1v hK1,H1k−wt(K1)x
−
H1
⊗ x−K1 , (6.5)
where K1, H1 are non-empty sequences of positive roots such that wt(K1) + wt(H1) = βtℓ and
hK1,H1 ∈ A0. Thanks to Corollary 6.11(1), the RHS of (6.5) sends M
0
I,1 to M
1
I,1 and zvx
−
βtℓ
⊗ 1
fixes M1I,1. Therefore,
yΘ ≡ (zvx
−
βtℓ
⊗ 1)(z|c|v x
−
c mI ⊗ vl) (mod M
1
I,1) ≡ z
|s|
v x
−
s mI ⊗ vl (mod M
1
I,1).
This proves (1) for Θ. Using (3.1) instead of (2.19), one can check the result on yΘ similarly. Finally,
the last assertion follows from previous result on yΦ. 
Lemma 6.13. Keep the setting above.
(a) z
−(|s|+c)
v c(s,h),(r,l)(X
t) ∈ A1 if one of conditions holds: (1) 0 ≤ −t < c < k, (2) k ≤ c ≤ a− 1,
and −k < t ≤ c− k,
(b) z
−(|s|+c)
v c(s,h),(r,l)(X
t) ∈ A0 \ A1 if and only if one of conditions holds: (1) h = ail,c provided
that t = −c and 0 < c < k, (2) h = a′il,c provided that either t = c − k + 1 and k ≤ c ≤ a− 1
or a is even and (t, c) = (−k, a− 1).
Proof. First, we discuss the actions of Θt and Θ
t
on MpI (λI,c)⊗ V . By Lemmas 2.9-2.12, (x
±
β )
3 = 0
in End(V ) for any β ∈ R+. Thanks to (3.2), for any positive j ≥ 1, we have
Θ
j
=
∑
H
gH,jz
ℓ(H)
v x
−
H ⊗ x
+
H , Θ
j =
∑
H′
hH′,jz
ℓ(H′)
v x
−
H′ ⊗ x
+
H′ , (6.6)
where H(resp., H ′) ranges over all sequences of positive roots such that ℓ(H) < ∞ (resp.,
ℓ(H ′) < ∞ ) and gH,j, hH′,j ∈ A0. In order to divide such H,H ′ into different classes, we define
ψ(H) = #{s | βℓs > βℓs+1 , 1 ≤ s ≤ b − 1} and φ(H) = #{s | βℓs < βℓs+1 , 1 ≤ s ≤ b − 1}, where
H = (βℓ1 , ..., βℓb). Thanks to (3.2), ψ(H) ≤ j − 1 and φ(H
′) ≤ j − 1 if H and H ′ are those in (6.6)
and gH,j ∈ A0 \ A1 (resp., hH′,j ∈ A0 \ A1) if ψ(H) = j − 1 (resp., φ(H ′) = j − 1).
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Thanks to Corollary 6.11(2) and (2.27),
Φ(M jI,1) ⊆M
j
I,1, if j ∈ {0, 1} and Φ ∈ {Θ,Θ, π, π
−1}. (6.7)
It is easy to see Pπ = πP . Now, we use Lemma 6.12 to obtain:
(Pπ−1ΘPπ−1Θ)±b(z|s|v x
−
s mI ⊗ vh) ≡ z
|s|
v (π
−2Θ)±b(x−s mI ⊗ vh) (mod M
1
I,1) (6.8)
for b ≥ 0 where x−s and vh are given before this lemma. If c(s,h),(r,l)(X
t) 6= 0, then
wt(x−s mI ⊗ vh) = wt(x
−
r mI ⊗ vl), and hence
wt(vh) =
{
εail,c , if 0 ≤ c ≤ k − 1,
−εail,c , if k ≤ c ≤ a− 1.
(6.9)
In other words,
h =
{
ail,c, if 0 ≤ c ≤ k − 1,
a′il,c, if k ≤ c ≤ a− 1.
(6.10)
In the following, we always assume that (6.9) holds. Otherwise, c(s,h),(r,l)(X
t) = 0, and there is
nothing to prove.
For any sequence J of positive roots with ℓ(J) <∞, let c(s,h),(r,l)(J) be the coefficient of x
−
r mI⊗vl
in the expression of z
|s|+ℓ(J)
v x
−
J ⊗ x
+
J (x
−
s mI ⊗ vh). Let J0 be the sequence of positive roots such that
x±J0 = x
±(d)il,c. Then ℓ(J0) = c. Thanks to Lemma 6.10,
z−(c+|s|)v c(s,h),(r,l)(J) ∈ A1, if x
−
J ≁ x
−
J0
. (6.11)
By Lemma 6.8, we have
x+J1vh = 0, for any J1 such that x
+
J1
∼ x+J0 and J1 6= J0, (6.12)
and x+J0vh = fvl for some f ∈ A0 \ A1. By Lemma 6.10,
z(c+|s|)v x
−
J0
x−s mI ≡ z
(c+|s|)
v v
px−r mI (mod M
1
I,0)
for some p ∈ Z. Therefore,
z−(c+|s|)v c(s,h),(r,l)(J0) ∈ A0 \ A1. (6.13)
For any t ∈ {⌊a−12 ⌋, ⌊
a−1
2 ⌋ − 1, . . . ,−⌊
a
2 ⌋}, let c(s,h),(r,l)(Θ
t
) be the coefficient of x−r mI ⊗ vl in the
expression of z
|s|
v Θ
t
(x−s mI ⊗ vh). Thanks to Lemma 6.5,
ψ(J0) =
{
0, if 1 ≤ c ≤ k
c− k, if k < c ≤ a− 1
and φ(J0) =
{
c− 1, if 1 ≤ c ≤ k
k − 1, if k < c ≤ a− 1
. (6.14)
So,
• ψ(J0) ≥ t if k ≤ c ≤ a− 1, 0 ≤ t ≤ c− k,
• φ(J0) ≥ −t if 0 < c < k, −c < t ≤ 0 or k ≤ c ≤ a− 1, −c < t ≤ 0,
• ψ(J0) = t− 1 if k ≤ c ≤ a− 1, t = c− k + 1,
• φ(J0) = −t− 1 if 0 < c < k, t = −c or 2|a and (c, t) = (a− 1,−k).
Suppose t is given in (a). If t ≤ 0, then φ(J0) ≥ −t. Thanks to (6.6), x
−
J0
⊗ x+J0 can not appear in the
expression of Θ−t. By (6.11)-(6.12), z
−(|s|+c)
v c(s,h),(r,l)(Θ
−t) ∈ A1. If t > 0. Then ψ(J0) ≥ t. Thanks
to (6.6), x−J0⊗x
+
J0
can not appear in the expression of Θ
t
. By (6.11)-(6.12), z
−(|s|+c)
v c(s,h),(r,l)(Θ
t
) ∈ A1.
In any case,
z−(|s|+c)v c(s,h),(r,l)(Θ
t
) ∈ A1. (6.15)
If t is given in (b)(1) or 2|a and (c, t) = (a−1,−k) in (b)(2), then t < 0 and φ(J0) = −t−1. Thanks
to (6.6), x−J0 ⊗ x
+
J0
do appear in Θ−t with coefficient zcvhJ0,t, where hJ0,t ∈ A0 \ A1. By (6.11)-(6.13),
z
−(|s|+c)
v c(s,h),(r,l)(Θ
−t) ∈ A0 \ A1. If t is given in (b)(2) and t > 0, then ψ(J0) = t − 1. Thanks
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to (6.6), x−J0 ⊗ x
+
J0
appears in Θ
t
with coefficient zcvgJ0,t, where gJ0,t ∈ A0 \ A1. By (6.11)-(6.13),
z
−(|s|+c)
v c(s,h),(r,l)(Θ
t
) ∈ A0 \ A1. In any case,
z−(|s|+c)v c(s,h),(r,l)(Θ
t
) ∈ A0 \ A1. (6.16)
We have ΨMpI (λI,c)(X
t) = (δPπ−1ΘPπ−1Θ)t, where δ is given in (2.31). So both (a) and (b)
follow from (6.8) and (2.27), immediately. 
Assume Na = {0, 1, 2, ..., a− 1}. Let φ : {⌊
a−1
2 ⌋, ⌊
a−1
2 ⌋ − 1, . . . ,−⌊
a
2 ⌋} → Na be the map such that
φ(j) =
{
−j, if −k < j ≤ 0,
k + j − 1, if 0 < j ≤ k − 1,
(6.17)
and φ(−k) = a− 1, which is available only if a = 2k.
Corollary 6.14. Suppose Y ∈ {X,Θ} and c ∈ Na.
(1) If φ(t) < c, then z
−(|s|+c)
v c(s,h),(r,l)(Y
t) ∈ A1.
(2) Suppose φ(t) = c. Then z
−(|s|+c)
v c(s,h),(r,l)(Y
t) ∈ A0 \ A1 if and only if h is given in (6.10).
Proof. Note that conditions in (1) (resp., (2)) is equivalent to the conditions in Lemma 6.13(a) (resp.,
(b)). So, the current results follow from Lemma 6.13 when Y = X . If Y = Θ, the results follows from
(6.15) and (6.16). 
For any 1 ≤ i ≤ 2r − 1, define
R˜i = IdMpI (λI,c) ⊗ Id
⊗i−1
V ⊗ R˜⊗ Id
⊗2r−i−1
V ,
where R˜ ∈ End(V ⊗2) such that R˜(vj ⊗ vl) = v(wt(vj)|wt(vl))vj ⊗ vl for any vj , vl ∈ V . Define
X˜±1j = R˜j−1X˜
±1
j−1R˜j−1, 2 ≤ j ≤ 2r, (6.18)
where X˜±11 = (δπ
−2Θ)±1 ⊗ Id⊗2r−1V , and δ is given in (2.31). For any ψ, ψ1 ∈ End(M
0
I,2r), we write
ψ ≈ ψ1 if ψ(y) ≡ ψ1(y) (mod M
1
I,2r) for any y ∈M
0
I,2r.
As mentioned before, we use d to denote ΨMpI (λI,c)(d) for any admissible d. The following results
follow immediately from Lemma 2.14 and (6.8).
Lemma 6.15. As morphisms in End(M0I,2r), we have
(1) T±1j ≈ R˜j for all 1 ≤ j ≤ 2r − 1,
(2) X±11 ≈ X˜
±
1 .
Lemma 6.16. If d ∈ {T1, . . . , T2r−1} ∪ {X1, . . . , X2r}, and j ∈ {0, 1}, then d±1M
j
I,2r ⊆M
j
I,2r.
Proof. Since T±1ℓ acts on MI,2r via IdMpI (λI,c) ⊗ Id
⊗ℓ−1
V ⊗ R
±1
V,V ⊗ Id
⊗2r−ℓ−1
V , by Lemma 2.14, we
have the result when d ∈ {T1, . . . , T2r−1}. Let Φ ∈ {Θ,Θ}. Thanks to Lemma 6.12, M
j
I,2r is fixed by
PΦP . By (6.7), M jI,2r is fixed by Θ,Θ and π
±1. Note that ΨMpI (λI,c)(X
±1) = (δPπ−1ΘPπ−1Θ)±1.
So we have the result when d = X1. The general case follows from the equation Xj = Tj−1Xj−1Tj−1.

Definition 6.17. Suppose d ∈ NT
a
2r,0/ ∼ and conn(dˆ) = {(il, jl)|1 ≤ i ≤ r}. For any e ∈ N
r
a, define
(1) x˜−(d)e = x
−
s such that x
−
s ∼ ~Π
r
l=1x
−(d)il,el , where x
−(d)il,el is given in Definition 6.7,
(2) v(d)e = vb1 ⊗ . . .⊗ vb2r ∈ V
⊗2r such that bjl = l
′ and bil = ail,el (resp., a
′
il,el
) if 0 ≤ el ≤ k− 1
(resp., k ≤ el ≤ a− 1).
Example 6.18. Keep the notations in Example 6.6. We have
• β1,1 < β2,1 < β2,3 < β1,3 < β1,2 < β2,2
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• v(d)e = v1 ⊗ v2 ⊗ v2′ ⊗ v1′ and x˜−(d)e = 1 if e = (0, 0),
• v(d)e = v4′ ⊗ v3′ ⊗ v2′ ⊗ v1′ and x˜−(d)e = x
−
β2,2
x−β1,2x
−
β1,3
x−β2,3x
−
β2,1
x−β1,1 , if e = (3, 3).
Suppose d, d′ ∈ NT
a
2r,0/ ∼ and e ∈ N
r
a. Let cd,d′ be the coefficient of x˜
−(d′)emI in d(mI ⊗ v(d
′)e).
It is reasonable since d(mI ⊗ v(d′)e) can be expressed as a linear combination of elements in
SI,0 and x˜
−(d′)emI ∈ SI,0 (see Lemma 3.5). Thanks to (4.4), d = dˆ
∏2r
l=1 ◦X
bd,l
l . Suppose
conn(dˆ) = {(il, jl) | 1 ≤ l ≤ r}. Then, bd,jl = 0, 1 ≤ l ≤ r. Define e(d) = (φ(bd,i1), . . . , φ(bd,ir )),
where φ is given in (6.17). For any t, s ∈ Nra, we say t < s if tl ≥ sl, 1 ≤ l ≤ r.
Lemma 6.19. Suppose e ∈ Nra and d, d
′ ∈ NT
a
2r,0/ ∼ such that d = dˆ
∏2r
l=1X
bd,l
l . We have
(1) z
−|e|
v cd,d′ ∈ A1 if either e(d) 6< e or e(d) = e and η(d) 6= η(d′), where |e| =
∑r
i=1 ei and η(d)
is given in Definition 4.14.
(2) z
−|e|
v cd,d′ ∈ A0 \ A1 if e(d) = e and η(d) = η(d′).
Proof. For all 0 ≤ b < c ≤ 2r, let φb,c : Uv(g)⊗2 → Uv(g)⊗(2r+1) be the linear map such that
φb,c(x⊗ y) = 1
⊗b ⊗
b+1th
x ⊗ 1⊗(c−b−1) ⊗
c+1th
y ⊗ 1⊗(2r−c),
for all x ⊗ y ∈ U(g)⊗2. Given an mI ⊗ v(d′)e ∈ SI,2r, where v(d′)e is defined in Definition 6.17, we
claim
(d− vsdˆ
~∏2r
l=1
φ0,l(Θ)
bd,l)(mI ⊗ v(d
′)e) ∈M
1
I,0
for some s ∈ Z depending on mI ⊗ v(d
′)e.
In fact, by Lemmas 6.15-6.16, we have
∏2r
l=1X
bd,l
l ≈
~∏2r
l=1X˜
bd,l
l . Thanks to (2.27) and (6.18)
~∏2r
l=1
X˜
bd,j
l (mI ⊗ v(d
′)e) = v
t ~
∏2r
l=1
φ0,l(Θ)
bd,l(mI ⊗ v(d
′)e) (6.19)
for some t ∈ Z depending on mI ⊗ v(d′)e. By Proposition 4.9, dˆ = drT invw for some w ∈ Dr,2r, where
dr =
⊗r ∈ NT2r,0. By Lemmas 2.15, 6.16, drM
j
I,2r ⊆ M
j
I,0 and dˆM
j
I,2r ⊆ M
j
I,0 if j ∈ {0, 1}.
Combining these results yields our claim.
We write the RHS of (6.19) as a linear combination of SI,2r in Lemma 3.5. For any
vi = vi1 ⊗ vi2 ⊗ ... ⊗ vi2r ∈ V
⊗2r, let ad,d′,i be the coefficient of x˜
−(d′)emI ⊗ vi in this expres-
sion. Thanks to Corollary 6.14, z
−|e|
v ad,d′,i ∈ A1 if e(d) 6< e. Since dˆM
1
I,2r ⊆ M
1
I,0, we immediately
have z
−|e|
v cd,d′ ∈ A1 in this case. This is the first assertion in (1).
Now, we assume e = e(d). By Corollary 6.14 again, z
−|e|
v ad,d′,i ∈ A0 \ A1 if and only if i = η(d′),
where η(d′) is given in Definition 4.14.
Let bd,d′,i be the coefficient of x˜
−(d′)emI in dˆ(z
|e|
v x˜−(d′)emI ⊗ vi). We have z
−|e|
v bd,d′,i ∈ A0 since
z
|e|
v x˜−(d′)emI ⊗ vi ∈M0I,2r and dˆM
0
I,2r ⊆M
0
I,0.
Thanks to (4.13), we have z
−|e|
v bd,d′,i ∈ A1 if i 6= η(d) and z
−|e|
v bd,d′,i ∈ A0 \ A1 if i = η(d). So,
z
−|e|
v cd,d′ ∈ A1 if η(d) 6= η(d′) and z
−|e|
v cd,d′ ∈ A0 \A1 if η(d) = η(d′). This proves (2) and the second
assertion in (1). 
By (2.5), v = q if g ∈ {sp2n, so2n} and v = q
1/2 if g = so2n+1. In Proposition 6.20, we assume (1)
K = C(q1/2), (2) z = zq, (3) δ is given in (2.31), (4) ω0 is determined by (1.1), (5) ω is u-admissible
and (6) fI(t) is given in Definition 3.6 where I ∈ {I1, I2}.
Proposition 6.20. HomCKfI (2r, 0) has K-basis given by NT
a
2r,0/ ∼.
Proof. By Proposition 6.2, it is enough to prove fd(q
1/2) = 0 for all d if∑
d∈B
fd(q
1/2)d = 0,
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where B is a finite subset of NT
a
2r,0/ ∼ and fd(q
1/2) ∈ K.
If it were false, we assume all previous fd(q
1/2)’s are non-zero. Without loss of any generality, we
can assume that fd(q
1/2) ∈ A0 for all previous d and moreover, there is at least one d′ such that
fd′(q
1/2) ∈ A0 \A1. Let B1 = {d ∈ B | fd(q1/2) 6∈ A1} and B2 = {d ∈ B1 | |e(d)| is maximal }, where
e(d) is given before Lemma 6.19. Obviously B2 6= ∅.
Keep the notation in Definition 6.17. Thanks to Lemma 6.19, the coefficient of x˜−(d1)e(d1)mI
in
∑
d∈B fd(q
1/2)d(mI ⊗ ve(d1)) is fd1(q
1/2)z
|e(d1)|
v (g(q1/2) + h(q1/2)) for any d1 ∈ B2, where
g(q1/2) ∈ A0 \ A1 and h(q1/2) ∈ A1. Then fd1(q
1/2) = 0 ∈ A1, a contradiction since d1 ∈ B1.

In Theorem 6.21, we keep the following assumptions:
• Z = Z[qˆ±1, (qˆ − qˆ−1)−1, uˆ±11 , . . . , uˆ
±1
a ], where qˆ and qˆ − qˆ
−1, uˆ1, . . . , uˆa are indeterminates.
• fˆ(t) =
∏a
j=1(t− uˆj) ∈ Z[t],
• z = zqˆ, δ = α
∏a
i=1 uˆi where α ∈ {1,−1} if a is odd and α ∈ {−qˆ, qˆ
−1} if a is even,
• δ, ω0, z satisfy (1.1),
• {ω˜j | j ∈ Z} is uˆ-admissible in the sense of Definition 1.13 and ω˜0 = ω0.
Theorem 6.21. The Z-module Hom
CKfˆ
(2r, 0) has basis given by NT
a
2r,0/ ∼.
Proof. We assume g = so2n (resp., sp2n) if α ∈ {qˆ
−1, 1} (resp., α ∈ {−qˆ,−1}), where n =
∑k
j=1 qj
such that 2r ≤ min{q1, q2, . . . , qk} and k = ⌊
a−1
2 ⌋+ 1. We also assume I = I1 if a = 2k and I = I2 if
a = 2k − 1, where I1, I2 is given in (3.5). This enables us to use freely previous results in section 3
and those in this section. In any case, v = q, where v is the defining parameter for Uv(g) over F. For
any s ≥ 1 and any sequence i = (i1, i2, . . . , is) ∈ Zs, let
qi = (qi1 , qi2 , . . . , qis).
For any a ∈ {2k, 2k−1}, we specialize (qˆ, uˆ1, . . . , uˆa) at (q, εgqba) where b2k = (b1, . . . , b2k) and b2k−1
is obtained from b2k by removing bk+1. In any case, bj’s are given in (3.10) and fˆ(t) is specialized
to fI(t) in Definition 3.6, respectively. Since {ω˜j | j ∈ Z} is uˆ-admissible, such ω˜j’s are uniquely
determined by uˆj ’s. So, ω˜ is specialized to ω in Lemma 3.11 for g ∈ {sp2n, so2n} with respect to α.
Since C(q1/2) is a Z-module on which qˆ, uˆ1, . . . , uˆa act via q and εgqba in an obvious way, there
is a Z-linear monoidal functor F : AKZ → AKC(q1/2) sending generators to generators with the
same names. Let JI be the right tensor ideal of AKC(q1/2) generated by fI(X), ∆j − ωj10, j ∈ Z.
Since F(∆j − ω˜j10) = ∆j − ωj10 for all j ∈ Z, and F(fˆ(X)) = fI(X), F induces a Z-linear functor
F˜ : CKfˆZ → CK
fI
C(q1/2)
, where CKfI
C(q1/2)
= AKC(q1/2)/J
I .
Now, we prove
∑
d∈NT
a
2r,0/∼
gdd = 0 only if gd = 0 for all d, where gd ∈ Z. In fact, we have∑
d∈NT
a
2r,0/∼
gd(q, εgq
ba)d = 0 where gd(q, εgq
ba) = F˜(gd). By Proposition 6.20, gd(q, εgq
ba) = 0 for
all d ∈ NT
a
2r,0/ ∼. Thanks to (3.10),
bj =
{
2(cj +
∑
j≤l≤k ql)− εg, if 1 ≤ j ≤ k
2(−c2k−j+1 −
∑
k+2≤l≤j q2k−l+2) + εg, if k + 1 ≤ j ≤ 2k.
(6.20)
So, we can view bj ’s as polynomials of qj ’s and cl’s, where 1 ≤ j ≤ k and 1 ≤ l ≤ k (resp., 1 ≤ l ≤ k−1)
if a = 2k (resp., a = 2k − 1). Let
va =
{
(b1, . . . , bk, b2k, . . . , ba−k+1), if a = 2k,
(b1, . . . , bk, b2k, . . . , ba−k+3), if a = 2k − 1.
(6.21)
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Let φa : C
a → Ca be the morphism such that φa(q1, . . . , qk, c1, . . . , ca−k) = va. Thanks to (6.20), the
Jacobi matrix Jφa of φa satisfies
Jφ2k =
(
Hk 2E
−Hk + 2E −2E
)
,
where E is the k×k identity matrix and Hk is the upper-triangular matrix such that the (l, j)th entry
is 2 for all admissible j ≥ l. The Jacobi matrix Jφ2k−1 is obtained from Jφ2k by deleting its 2kth row
and 2kth column. It is routine to check that
detJφ2k = (−1)
k4k and detJφ2k−1 = (−1)
k−122k−1.
So, φa is always dominant. Define
Oa = {(q1, . . . , qk, c1, . . . , ca−k) | ct, qj ∈ Z and qj ≥ 2r, 1 ≤ j ≤ k, 1 ≤ t ≤ a− k}.
Then Oa is Zariski dense in C
a. Since φa is dominant, φa(Oa) is Zariski dense in C
a. For any
a ∈ {2k, 2k − 1} define φ(Oa)q = {εgq
va | va ∈ φa(Oa)}. Suppose 0 6= q
∗ ∈ C such that q∗ is not
a root of 1. Specializing q at q∗ yields a bijection between φa(Oa)q∗ and φa(Oa). This shows that
φa(Oa)q∗ is Zariski dense in C
a. This observation together with gd(q, εgq
ba) = 0 yield gd = 0. So,
NT
a
2r,0/ ∼ is Z-linear independent. Now, the result follows immediately from Proposition 6.2. 
Proof of Theorem 1.15. If m + s is odd , then HomCKf (m, s) = 0. So, we assume m+ s = 2r for
some r ∈ N.
“⇐=”: By Theorem 6.21, Hom
CKfˆ
(2r, 0) has Z-basis given by NT2r,0. By arguments on base change
(see, e.g in [32]), we see that NT
a
2r,0/ ∼ is linear independent over K. Thanks to Proposition 6.2,
Hom
CKfˆ
(2r, 0) has K-basis given by NT
a
2r,0/ ∼. In general, the result follows from Lemma 4.2(3).
“ =⇒ ” : At the beginning of this section, we have explained that there is an algebra epimor-
phism γ :Wa,r → EndCKf (r), where Wa,r is the cyclotomic Birman-Wenzl-Murakami algebra. Good-
man [17] has proved that Wa,r is always free over K with rank c
r((2r − 1)!! − r!) + arr!, where c is
the minimal positive integer such that e1f(x1) = 0 and c = degf(x1) ≤ a. Since γ is an epimor-
phism and rank(EndCKf (r)) = a
r(2r − 1)!!, we have c = a. This shows that e1, e1x1, . . . , e1x
a−1
1
is K-linear independent. Otherwise, we can find a f(x) such that c = degf(x1) < a, and
rank(Wa,r) = c
r((2r − 1)!! − r!) + arr! < ar(2r − 1)!!, a contradiction. So, Wa,r is admissible in
the sense of [36, Corollary 4.5]. Goodman [17] proved that Wa,r is admissible if and only if ω is
u-admissible in our sense. This completes the proof. 
The following result follows immediately from arguments above.
Corollary 6.22. Keep the Assumption 1.12. Suppose ω is u-admissible in the sense of Definition 1.13.
Then Wa,r ∼= EndCKf (r) as K-algebras.
Appendix A. Proof of Proposition 2.6
The aim of this section is to prove Proposition 2.6. More explicitly, we need to prove c±r ∈ A|r|−1,
where c±r are given in Lemma 2.2. Via the C-linear anti-automorphism τ of Uv(g) and (2.12), it is
enough for us to deal with c−r . So, we compute [x
−
ν , x
−
α ]v = x
−
ν x
−
α − v
(ν|α)x−αx
−
ν for any positive roots
α, ν ∈ R+ such that ν < α. Our arguments depend on minimal pairs in Corollary 2.5 with respect to
the convex order in (2.17). For such a pair α and ν, there are four cases we have to consider:
(1) α+ ν ∈ R+ and (α, ν) is a minimal pair.
(2) α+ ν ∈ R+ and {α, ν} is not a minimal pair.
(3) α+ ν /∈ R+ and there are β, γ ∈ R+ such that α > β ≥ γ > ν and α+ ν = β + γ.
(4) α+ ν /∈ R+ and there are no β, γ ∈ R+ such that α > β ≥ γ > ν and α+ ν = β + γ.
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In case (1), (α, ν) is one of minimal pairs in Corollary 2.5. In Lemma A.1-Lemma A.3, We give
detailed information on {α, ν} which appears in (2)-(4).
Lemma A.1. Suppose α, β, γ, ν ∈ R+ such that α > β > γ > ν and α + ν = β + γ ∈ R+. Then
α+ ν ∈ {εi + εj , 2εk | i < j, k < n− 1}. Further,
(1) If α+ ν = εi + εj, then α ∈ {εj − εk, εj + εl, εj , 2εj | k > j + 1, l > j}. In this case,
a) β = εj − εt, j < t < k, if α = εj − εk,
b) β = εj − εf , j < f ≤ n, if α = εj , 2εj,
c) β ∈ {εj + εs, εj − εt, εj | s > l, t > j}, if α = εj + εl.
(2) If α+ ν = 2εi, then α ∈ {εi + εj | i < j < n}. In this case, β = εi + εk, where j < k ≤ n.
Proof. We decompose a positive root µ into a summation of two positive roots as follows. If
µ ∈ {εi − εj , εi + εj} and i < j, we have
• εi − εj = (εm − εj) + (εi − εm), i < m < j,
• εi + εj = (εj − εk) + (εi + εk) = (εj + εl) + (εi − εl) = (εi) + (εj) = (2εj) + (εi − εj), j < k,
i < l 6= j.
Suppose µ ∈ {εi, 2εi}. Then εi = (εk) + (εi − εk) and 2εi = (εi + εk) + (εi − εk). Thanks to (2.17),
α+ ν /∈ {εi − εj , εk} for all admissible i, j, k. Now, (1)-(2) follow from (2.17). 
Lemma A.2. Suppose α, β, γ, ν ∈ R+ such that α > β ≥ γ > ν and α+ ν = β + γ 6∈ R+. Then one
of (a)-(j) holds:
(a) (α, ν, β, γ) = (εk − εl, εi − εj , εk − εj, εi − εl), i < k < j < l,
(b) (α, ν, β, γ) = (εk + εj , εi + εl, εk + εl, εi + εj), i < k < j < l,
(c) (α, ν, β, γ) = (εk + εj , εi − εl, εk − εl, εi + εj), i < k < j, i < k < l and j 6= l,
(d) (α, ν, β, γ) = (εk, εi − εj , εk − εj , εi), i < k < j,
(e) (α, ν, β, γ) = (εk + εj , εi, εk, εi + εj), i < k < j,
(f) (α, ν, β, γ) = (2εk, εi − εj , εk − εj , εi + εk), i < k < j,
(g) (α, ν, β, γ) = (εk + εj , 2εi, εi + εk, εi + εj), i < k < j,
(h) (α, ν, β, γ) = (2εk, 2εi, εi + εk, εi + εk), i < k,
(i) (α, ν, β, γ) = (εi + εj , εi − εj , εi + εk, εi − εk), i < j < k. In this case, g ∈ {so2n, so2n+1}.
(j) (α, ν, β, γ) = (εi + εj , εi − εj , εi, εi). In this case, g = so2n+1.
Proof. We write α+ ν =
∑n
l=1 blεl since we are assuming α, ν ∈ R
+. Note that α+ ν 6∈ R+. By (2.1)
α+ ν ∈ I1 ∪ I2, where
I1 = {3εi ± εk, 2εi − εk − εj, εi + εk − 2εj, 2εi ± εl}
and
I2 = {εk + εi − εl − εj, εk + εi + εl − εj, εk + εi + εl + εj ,
2εi + εk + εj , 2εi + εk − εj , 2εk + 2εi, εk + εi + εj , εk + εi − εl, 2εi}.
Since any element in I1 can be uniquely decomposed into the summation of two positive roots,
α + ν /∈ I1. When α + ν ∈ I2, one can check (a)-(j) via (2.17) directly. For example, if
α + ν = εk + εi − εl − εj, we can assume α = εk − εl and ν = εi − εj without loss of any gen-
erality. In this case, if α + ν = β + γ satisfying α > β ≥ γ > ν, then β = εk − εj, γ = εi − εj . and
i < k < j < l. This verifies (a). Since (b)-(j) can be checked in a similar way, we omit details. 
Lemma A.3. Suppose α, ν ∈ R+ and α > ν. If α+ ν =
∑j
i=1 γi, for some j ≥ 3 and γi ∈ R
+, such
that α > γi > ν, then {α, ν} is one of pairs in Lemma A.2(f)-(h). In this case, g = sp2n.
THE AFFINE KAUFFMANN CATEGORY AND THE CYCLOTOMIC KAUFFMANN CATEGORY 43
Proof. At moment, let R+g be the set of positive roots with respect to g. Thanks to (2.1) and (2.17),
R+so2n ⊂ R
+
sp2n
and α > ν in R+sp2n if α > ν in R
+
so2n
. So, it is enough to consider g ∈ {so2n+1, sp2n}.
Suppose
α+ ν =
j∑
i=1
γi =
n∑
l=1
blεl (A.1)
where γi’s are required positive roots. By (2.1),
∑n
l=1 |bl| ≤ 4. Let A = {γ1, γ2, . . . , γj}.
Suppose g = sp2n. Since j ≥ 3 and
∑j
i=1 γi =
∑n
l=1 blεl, there is a t such that {εk− εt, x+ εt} ⊂ A
for some k < t and some x ∈ {±εs | 1 ≤ s ≤ n, x + εt ∈ R
+
sp2n
}. Otherwise,
∑n
l=1 |bl| ≥ 6, a
contradiction.
Without loss of any generality, we assume {γ1, γ2} = {εk − εt, x+ εt} ⊂ R
+
sp2n
as sets and γ1 < γ2.
So, x 6= −εk and hence γ′1 = γ1+γ2 = εk+x ∈ Rsp2n . However, x+εk is a summation of two positive
roots, it can not be a negative root. So, γ′1 ∈ R
+
sp2n
and γ1 < γ
′
1 < γ2. So, α + ν is a summation of
j− 1’s positive roots and all of them are between α and ν. Using the above arguments repeatedly, we
have
λ1 + λ2 + λ3 = α+ ν (A.2)
where α > λi > ν and λ1+λ2 = β ∈ R
+
sp2n
. Without loss of any generality, we can assume λ1 < β < λ2
and (λ2, λ1) is a minimal pair of β. Since β + λ3 = α+ ν and α > λ3 > ν and α > β > ν, {α, ν} has
to be one of pairs in Lemmas A.1-A.2. Since
(2εk) + (εi − εj) = (εk − εn) + (εk − εj) + (εi + εn),
(εk + εj) + 2εi = (εi − εj) + (εk + εj) + (εi + εj),
(2εk) + (2εi) = (εk − εj) + (εi + εj) + (εi + εk),
{α, ν} can be one of pairs in Lemmas A.2(f)-(h). Otherwise, we know the exact information on β. We
use Corollary 2.5 to conclude that there is no required minimal pair (λ2, λ1) of β such that ν < λi < α.
This contradicts to (A.2). We give an example as follows. One can check other cases in a similar way.
If {α, ν} is the pair in Lemma A.2(a), then {β, λ3} = {εk − εj , εi − εl}, i < k < j < l. In this case,
εi−εj < εk−εm < εk−εl < εm−εj for each minimal pair (εm−εj, εk−εm) of εk−εj in Corollary 2.5
and either εi − εm ≤ εi − εj or εm − εl > εk − εl for each minimal pair (εm − εl, εi − εm) of εi − εl in
Corollary 2.5. We can not find the required minimal pair (λ2, λ1) of β. This is a contradiction.
Suppose g = so2n+1. Thanks to (2.1) and (A.1), bl ≤ 2 for all 1 ≤ l ≤ n. We will get a contradiction
in any case. First, we assume bs = 2 for some 1 ≤ s ≤ n. By (2.1), α, ν ∈ {εs, εs±εj, εl+εs | l < s < j}.
Suppose ν ∈ {εs, εs ± εj | s < j}. Since α > ν, we have α 6= εl + εs if l < s. Thanks to (2.17),
the coefficient of εs in the expression of γi is 1 for α > γi > ν. Since j ≥ 3 and
∑j
i=1 γi =
∑n
l=1 blεl,
bs ≥ 3, a contradiction.
Suppose ν = εl + εs for some l < s. Then α ∈ {εk + εs, εs, εs − εj} and either k > s or k < s.
Firstly, if α = εs, then α + ν =
∑j
i=1 γi = εl + 2εs and either εs + εt ∈ A or εs − εf ∈ A for some t
and f . Otherwise, bs 6= 2.
(a) Suppose εs+εt ∈ A. Since ν < εs+εt < α, by (2.17), l < t < s. Further, εk0 −εt ∈ A for some
k0 < t. Otherwise, bt 6= 0. If k0 ≤ l, by (2.17) εk0 − εt < εl + εs, a contradiction. Suppose
t > k0 > l. Since bk0 = 0, there is a k1 such that εk1−εk0 ∈ A. If k1 < l, we get a contradiction
via (2.17). Otherwise, we repeat above arguments so that we can assume k1 < l. This leads to
a contradiction, too.
(b) Suppose εs − εf ∈ A for some f > s. Since bf = 0 and α > γi > ν, εj + εf ∈ A for some
l < j < s. Further, bj = 0 and εj0 − εj ∈ A for some j0 < j. If j0 ≤ l, by (2.17), εj0 − εj < ν,
a contradiction. If j0 > l, this also leads to a contradiction by using arguments in (a).
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Secondly, if α = εs−εj , then α+ν = εl+2εs−εj, l < s < j. So, bl = 1. Note that γi > ν = εl+εs.
We have εl + εt ∈ A for some l < t < s. Consequently, bt = 0 and εf − εt ∈ A for some f < t. Now,
comparing f and l and using arguments in (a) repeatedly leads to a contradiction.
Finally, if α = εk + εs, then α+ ν = εk +2εs+ εl with l < s. Suppose k < s. Since α > ν, we have
l < k < s . Note that bs = 2 and ν < γi < α. By (2.17), εt + εs ∈ A for some l < t < k. So, bt = 0
and εj − εt ∈ A for some j < t. Now, comparing f and l and using arguments in (a) repeatedly leads
to a contradiction. When k > s, bk = 1. One can get a contradiction by arguments on the case k < s.
We have proved that bs 6= 2 for any admissible s. It remains to deal with the case bs < 2 for all
1 ≤ s ≤ n. We claim that one of the following cases has to happen:
(1) εf , εg ∈ A for some f 6= g,
(2) εk − εt, x+ εt ∈ A for some x ∈ {±εs, 0 | 1 ≤ s ≤ n, x+ εt ∈ R+so2n+1} and 1 ≤ k < t ≤ n.
It is enough to prove that (1) happens if we assume (2) does not happen. In fact, since j ≥ 3, there
is a pair {γi, γt} such that γi = εf and γt = εg, for some f and g. Otherwise,
∑n
i=1 |bi| ≥ 5, a
contradiction. Suppose f = g. Since we are assuming bf < 2, εk − εf ∈ A and {εk − εf , εf} ⊂ A.
This shows that (2) happens, a contradiction. So, f 6= g and (1) happens.
In the first case, we have εf + εg ∈ R+so2n+1 since f 6= g. In the second case, if x 6= εk, we
have εk − εt + x + εt = x + εk ∈ R
+
so2n+1
. If x = εk. Since bk < 2, εl − εk ∈ A for some l and
εl − εk + εk − εt = εl − εt ∈ R+so2n+1 . In any of these cases, we can assume that
γ′1 = γ1 + γ2 ∈ R
+
so2n+1
, and γ′1 +
j∑
i=3
γi = α+ ν,
ν < γ1 < γ
′
1 < γ2 < α. By induction on j, we need to deal with the case λ1 + λ2 + λ3 = α + ν and
λ1+λ2 ∈ R+so2n+1 . Via Corollary 2.5, one can check that this will never happen by arguments similar
to those for the case g = sp2n. 
Corollary A.4. Suppose α, ν ∈ R+ such that α > ν and α+ ν /∈ R+. If there are no β, γ ∈ R+ such
that α > β ≥ γ > ν and α+ ν = β + γ, then x−ν x
−
α = v
(α|ν)x−αx
−
ν .
Proof. By assumption and Lemma A.3, α + ν 6=
∑j
i=1 γi, where α > γi > ν, γi ∈ R
+ and j ≥ 2.
Since α+ ν /∈ R+, by Lemma 2.2, we have x−ν x
−
α = v
(α|ν)x−αx
−
ν . 
Thanks to (2.5), q = v2 if g = so2n+1 and q = v if g ∈ {so2n, sp2n}. Recall that [k] =
vk−v−k
v−v−1 and
zq = q − q−1. We are going to deal with pairs {α, ν} in (2)-(3). First, we list some equalities which
follow from Lemma 2.4. Recall that Υβ is the set of minimal pairs of β ∈ R+.
Corollary A.5. Suppose g ∈ {so2n+1, so2n, sp2n}.
(1) [x−εi−εk , x
−
εk−εj
]v = −q−1x
−
εi−εj , if 1 ≤ i < k < j ≤ n,
(2) [x−εi+εj+1 , x
−
εj−εj+1 ]v = −q
−1x−εi+εj , if 1 ≤ i < j < n,
(3) [x−εi , x
−
εn ]v = −[2]x
−
εi+εn , if 1 ≤ i < n and g = so2n+1,
(4) [x−εi−εk , x
−
εk ]v = −q
−1x−εi , if 1 ≤ i < k ≤ n and g = so2n+1,
(5) [x−εi−εk , x
−
εk+εj
]v = −q−1x
−
εi+εj , if 1 ≤ i < k < j ≤ n,
(6) [x−εi−εn , x
−
2εn
]v = −q−2x
−
εi+εn , if 1 ≤ i < n and g = sp2n,
(7) [x−εi−εn , x
−
εi+εn ]v = −[2]x
−
2εi
, if 1 ≤ i < n and g = sp2n.
Proof. In (1)-(7), we compute [x−ν , x
−
α ]ν for some admissible α, ν ∈ R
+. Thanks to Corollary 2.5, such
(α, ν)’s are minimal pairs. So, (1)-(7) follow from Lemma 2.4, immediately. 
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Lemma A.6. For all admissible i < j < k, let ak = [x
−
εi+εk , x
−
εj−εk ]v. Then
ak = (−q)
j−kx−εi+εj − zq
k−1∑
t=j+1
(−q)t−kx−εj−εtx
−
εi+εt .
Proof. The required formula for aj+1 follows from Corollary A.5(2). Suppose k > j + 1. Then
aj = −qx
−
εi+εk [x
−
εj−εk−1 , x
−
εk−1−εk ]v − q
−1x−εj−εkx
−
εi+εk , by Corollary A.5(1)
=
1
q
(zqx
−
εj−εk−1x
−
εi+εk−1 − [x
−
εi+εk−1 , x
−
εj−εk−1 ]v − x
−
εj−εkx
−
εi+εk)− [x
−
εj−εk−1 , x
−
εk−1−εk ]vx
−
εi+εk
= −q−1ak−1 + q
−1zqx
−
εj−εk−1x
−
εi+εk−1 , by Corollary A.5(1)
= (−q)j+1−kaj+1 −
k−1∑
t=j+1
(−q)t−kzqx
−
εj−εtx
−
εi+εt , by induction assumption on k,
= (−q)j−kx−εi+εj − zq
k−1∑
t=j+1
(−q)t−kx−εj−εtx
−
εi+εt , by Corollary A.5(2),
where the second and third equalities follow from [x−εi+εk , x
−
εj−εk−1 ]v = 0 (see Corollary A.4) and
Corollary A.5(2). So, we have the required formula on ak in general. 
Lemma A.7. For any j, i < j ≤ n, let aj = [x
−
εi−εj , x
−
εi+εj ]v. Then
aj −
n∑
t=j+1
(−q)1+j−tzqx
−
εi+εtx
−
εi−εt =

0, if g = so2n,
−(−q)j−n[2]x−2εi , if g = sp2n,
(−q)j−n[2]−1(1 − q−1)(x−εi )
2, if g = so2n+1.
Proof. Suppose j < n.
aj = −qx
−
εi−εj [x
−
εi+εj+1 , x
−
εj−εj+1 ]v − x
−
εi+εjx
−
εi−εj , by Corollary A.5(2)
=
1
q
(x−εj−εj+1x
−
εi−εj − x
−
εi−εj+1)x
−
εi+εj+1 − qx
−
εi+εj+1(x
−
εj−εj+1x
−
εi−εj − x
−
εi−εj+1)− x
−
εi+εjx
−
εi−εj
= −q[x−εi+εj+1 , x
−
εj−εj+1 ]vx
−
εi−εj − q
−1[x−εi−εj+1 , x
−
εi+εj+1 ]v + zqx
−
εi+εj+1x
−
εi−εj+1 − x
−
εi+εjx
−
εi−εj
= −q−1aj+1 + zqx
−
εi+εj+1x
−
εi−εj+1 , by Corollary A.5(2)
= (−q)j−nan +
n∑
t=j+1
(−q)1+j−tzqx
−
εi+εtx
−
εi−εt , by induction on n− j,
where the second and third equalities follow from [x−εi−εj , x
−
εi+εj+1 ]v = 0 (see Corollary A.4) and
Corollary A.5(1). Therefore, the result follows from the corresponding result on an.
When g ∈ {so2n, sp2n}, the required formulae on an follow from Corollary A.4 and Corollary A.5
(7), respectively. If g = so2n+1, then
an = −[2]
−1x−εi−εn [x
−
εi , x
−
εn ]v − x
−
εi+εnx
−
εi−εn , by Corollary A.5(3)
= [2]−1(q−1(x−εnx
−
εi−εn − x
−
εi)x
−
εi − x
−
εi(x
−
εnx
−
εi−εn − x
−
εi))− x
−
εi+εnx
−
εi−εn
= [2]−1(−[x−εi , x
−
εn ]vx
−
εi−εn − q
−1(x−εi)
2 + (x−εi )
2)− x−εi+εnx
−
εi−εn
= [2]−1(1 − q−1)(x−εi )
2, by Corollary A.5(3),
where the second and third equalities follow from [x−εi−εn , x
−
εi ]v = 0 (see Corollary A.4) and Corol-
lary A.5(4). 
Lemma A.8. Suppose g = so2n+1. For all admissible i < j < n, we have
[x−εi , x
−
εj ]v = −[2](−q)
j−nx−εi+εj + [2]
n∑
t=j+1
(−q)t−nzqx
−
εj−εtx
−
εi+εt .
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Proof. We have
[x−εi , x
−
εj ]v = −qx
−
εi [x
−
εj−εn , x
−
εn ]v − x
−
εjx
−
εi , by Corollary A.5(4)
= (x−εnx
−
εi − [2]x
−
εi+εn)x
−
εj−εn − qx
−
εj−εn(x
−
εnx
−
εi − [2]x
−
εi+εn)− x
−
εjx
−
εi
= −q[x−εj−εn , x
−
εn ]vx
−
εi − [2][x
−
εi+εn , x
−
εj−εn ]v + [2]zqx
−
εj−εnx
−
εi+εn − x
−
εjx
−
εi
= −[2][x−εi+εn , x
−
εj−εn ]v + [2]zqx
−
εj−εnx
−
εi+εn , by Corollary A.5(4),
= −[2](−q)j−nx−εi+εj + [2]
n∑
t=j+1
(−q)t−nzqx
−
εj−εtx
−
εi+εt , by Lemma A.6,
where the second and third equalities follow from [x−εi , x
−
εj−εn ]v = 0 (see Corollary A.4) and Corol-
lary A.5(3). 
Lemma A.9. If (α, ν, β, γ) is one of pairs in Lemma A.2(a)-(e). Then [x−ν , x
−
α ]v = zqx
−
β x
−
γ .
Proof. Suppose (α, ν, β, γ) is given in Lemma A.2(a). Then
[x−εi−εj , x
−
εk−εl ]v = −qx
−
εi−εj [x
−
εk−εj , x
−
εj−εl ]v − x
−
εk−εlx
−
εi−εj , by Corollary A.5(1)
=q−1(x−εj−εlx
−
εi−εj − x
−
εi−εl
)x−εk−εj − qx
−
εk−εj
(x−εj−εlx
−
εi−εj − x
−
εi−εl
)− x−εk−εlx
−
εi−εj
=− q[x−εk−εj , x
−
εj−εl ]vx
−
εi−εj + qx
−
εk−εjx
−
εi−εl − q
−1x−εi−εlx
−
εk−εj − x
−
εk−εlx
−
εi−εj
=zqx
−
εk−εj
x−εi−εl , by Corollary A.5(1),
where the second and third equalities follow from [x−εi−εj , x
−
εk−εj
]v = 0, [x
−
εi−εl
, x−εk−εj ]v = 0 (see
Corollary A.4) and Corollary A.5(1).
Suppose (α, ν, β, γ) is given in Lemma A.2(b). Then
[x−εi+εl , x
−
εk+εj ]v = −q[x
−
εi−εk , x
−
εk+εl ]vx
−
εk+εj − x
−
εk+εjx
−
εi+εl , by Corollary A.5(5)
=− q(x−εk+εjx
−
εi−εk
− x−εi+εj )x
−
εk+εl
+ q−1x−εk+εl(x
−
εk+εj
x−εi−εk − x
−
εi+εj )− x
−
εk+εj
x−εi+εl
=− qx−εk+εj [x
−
εi−εk , x
−
εk+εl ]v + qx
−
εi+εjx
−
εk+εl − q
−1x−εk+εlx
−
εi+εj − x
−
εk+εjx
−
εi+εl
=zqx
−
εk+εl
x−εi+εj , by Corollary A.5(5),
(A.3)
where the second and third equalities follow from [x−εk+εl , x
−
εh+εj
]v = 0, if h ∈ {i, k} (see Corollary A.4)
and Corollary A.5(5).
Suppose (α, ν, β, γ) is given in Lemma A.2(c). So (α, ν, β, γ) = (εk + εj, εi − εl, εk − εl, εi + εj),
i < k < j, i < k < l and j 6= l. If j > l, then
[x−εi−εl , x
−
εk+εj ]v = −qx
−
εi−εl [x
−
εk−εl , x
−
εl+εj ]v − x
−
εk+εjx
−
εi−εl , by Corollary A.5(5)
= q−1(x−εl+εjx
−
εi−εl
− x−εi+εj )x
−
εk−εl
− qx−εk−εl(x
−
εl+εj
x−εi−εl − x
−
εi+εj )− x
−
εk+εj
x−εi−εl
= −q[x−εk−εl , x
−
εl+εj
]vx
−
εi−εl
+ qx−εk−εlx
−
εi+εj − q
−1x−εi+εjx
−
εk−εl
− x−εk+εjx
−
εi−εl
= zqx
−
εk−εl
x−εi+εj , by Corollary A.5(5),
(A.4)
where the second and third equalities follow from [x−εi−εl , x
−
εk−εl
]v = 0, [x
−
εi+εj , x
−
εk−εl
]v = 0 (see
Corollary A.4) and Corollary A.5(5). If j < l, then
[x−εi−εl , x
−
εk+εj
]v = −q[x
−
εi−εk
, x−εk−εl ]vx
−
εk+εj
− x−εk+εjx
−
εi−εl
, by Corollary A.5(1)
= q−1x−εk−εl(x
−
εk+εj
x−εi−εk − x
−
εi+εj )− q(x
−
εk+εj
x−εi−εk − x
−
εi+εj )x
−
εk−εl
− x−εk+εjx
−
εi−εl
= −qx−εk+εj [x
−
εi−εk
, x−εk−εl ]v − q
−1x−εk−εlx
−
εi+εj + qx
−
εi+εjx
−
εk−εl
− x−εk+εjx
−
εi−εl
= zqx
−
εk−εl
x−εi+εj , by Corollary A.5(1),
(A.5)
where the second and third equalities follow from [x−εk−εl , x
−
εk+εj ]v = 0, [x
−
εi+εj , x
−
εk−εl ]v = 0 (see
Corollary A.4) and Corollary A.5(5).
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Suppose (α, ν, β, γ) is given in Lemma A.2(d). Then
[x−εi−εj , x
−
εk ]v = −q[x
−
εi−εk , x
−
εk−εj ]vx
−
εk − x
−
εkx
−
εi−εj , by Corollary A.5(1)
= −q(x−εkx
−
εi−εk
− x−εi)x
−
εk−εj
+ q−1x−εk−εj (x
−
εk
x−εi−εk − x
−
εi)− x
−
εk
x−εi−εj
= −qx−εk [x
−
εi−εk , x
−
εk−εj ]v + qx
−
εix
−
εk−εj − q
−1x−εk−εjx
−
εi − x
−
εkx
−
εi−εj
= zqx
−
εk−εj
x−εi , by Corollary A.5(1),
(A.6)
where the second and third equalities follow from [x−εk−εj , x
−
εk ]v = 0, [x
−
εi , x
−
εk−εj ]v = 0 (see Corol-
lary A.4) and Corollary A.5(4).
Finally, suppose (α, ν, β, γ) is given in Lemma A.2(e). We have
[x−εi , x
−
εk+εj ]v = −q[x
−
εi−εk , x
−
εk ]vx
−
εk+εj − x
−
εk+εjx
−
εi , by Corollary A.5(4)
= −q(x−εk+εjx
−
εi−εk
− x−εi+εj )x
−
εk
+ q−1x−εk(x
−
εk+εj
x−εi−εk − x
−
εi+εj )− x
−
εk+εj
x−εi
= −qx−εk+εj [x
−
εi−εk , x
−
εk ]v + qx
−
εi+εjx
−
εk − q
−1x−εkx
−
εi+εj − x
−
εk+εjx
−
εi
= zqx
−
εk
x−εi+εj , by Corollary A.5(4),
where the second and third equalities follow from [x−εk , x
−
εk+εj
]v = 0, [x
−
εi+εj , x
−
εk
]v = 0 (see Corol-
lary A.4) and Corollary A.5(5). 
Lemma A.10. Suppose 1 ≤ i < j < n. For any k, j < k ≤ n, let ak = [x
−
εi−εk
, x−εj+εk ]v. Then
ak +
n∑
t=k+1
(−q)k−tzqx
−
εj+εtx
−
εi−εt − zqx
−
εj−εk
x−εi+εk + zq(−q)
k−nx−εj−εnx
−
εi+εn
=

(−q)k−n{zqx
−
εj−εnx
−
εi+εn + [2]
−1q−1(zqx
−
εjx
−
εi − [x
−
εi , x
−
εj ]v)}, if g = so2n+1,
(−q)k−n[x−εi+εn , x
−
εj−εn ]v, if g = so2n,
(−q)k−n{(1 + q−2)zqx
−
εj−εnx
−
εi+εn − q
−2[x−εi+εn , x
−
εj−εn ]v}, if g = sp2n.
Moreover, [x−εi+εn , x
−
εj−εn ]v and [x
−
εi , x
−
εj ]v have been computed in Lemma A.6 and Lemma A.8, re-
spectively.
Proof. Suppose k < n. Then
ak = −qx
−
εi−εk [x
−
εj+εk+1 , x
−
εk−εk+1 ]v, by Corollary A.5(2)
= q−1(x−εk−εk+1x
−
εi−εk
− x−εi−εk+1)x
−
εj+εk+1
− q−1x−εj+εkx
−
εi−εk
− q(x−εj+εk+1x
−
εi−εk
+ zqx
−
εj−εk
x−εi+εk+1)x
−
εk−εk+1
= q−1x−εk−εk+1(x
−
εj+εk+1
x−εi−εk + zqx
−
εj−εk
x−εi+εk+1)− q
−1x−εi−εk+1x
−
εj+εk+1
− x−εj+εk+1(x
−
εk−εk+1
x−εi−εk − x
−
εi−εk+1
)− qzqx
−
εj−εk
x−εi+εk+1x
−
εk−εk+1
− q−1x−εj+εkx
−
εi−εk
= −[x−εj+εk+1 , x
−
εk−εk+1 ]vx
−
εi−εk + q
−1zqx
−
εk−εk+1x
−
εj−εkx
−
εi+εk+1 − q
−1[x−εi−εk+1 , x
−
εj+εk+1 ]v
+ (1− q−2)x−εj+εk+1x
−
εi−εk+1
− qzqx
−
εj−εk
x−εi+εk+1x
−
εk−εk+1
− q−1x−εj+εkx
−
εi−εk
=
zq
q
(x−εj+εk+1x
−
εi−εk+1
+ x−εj−εk+1x
−
εi+εk+1
+ qx−εj−εkx
−
εi+εk
)−
1
q
ak+1, by Corollary A.5(1)(2)
= (−q)k−nan − zq
n∑
t=k+1
(−q)k−tx−εj+εtx
−
εi−εt + zqx
−
εj−εkx
−
εi+εk − zq(−q)
k−nx−εj−εnx
−
εi+εn ,
where the second and third equalities follow from (A.4) and Corollary A.5(1) and, the last equality
follows from induction assumption on n− k. In order to complete the proof, it remain to show that
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an has the required formula. If g = so2n, then
an = −q[x
−
εi−εj , x
−
εj−εn ]vx
−
εj+εn − q
−1x−εj+εnx
−
εi−εn , by Corollary A.5(1)
= q−1x−εj−εn(x
−
εj+εnx
−
εi−εj − x
−
εi+εn)− (x
−
εj+εnx
−
εi−εj − x
−
εi+εn)x
−
εj−εn − q
−1x−εj+εnx
−
εi−εn
= −x−εj+εn [x
−
εi−εj , x
−
εj−εn ]v + x
−
εi+εnx
−
εj−εn − q
−1x−εj−εnx
−
εi+εn − q
−1x−εj+εnx
−
εi−εn
= [x−εi+εn , x
−
εj−εn ]v, by Corollary A.5(1),
where the second and third equalities follow from [x−εj−εn , x
−
εj+εn ]v = 0 (see Corollary A.4) and
Corollary A.5(5). If g = so2n+1, then
an =
1
[2]
(
1
q
(x−εnx
−
εi−εn − x
−
εi )x
−
εj − (x
−
εjx
−
εi−εn + zqx
−
εj−εnx
−
εi)x
−
εn)−
1
q
x−εj+εnx
−
εi−εn , by (A.6)
= [2]−1(q−1x−εn(x
−
εjx
−
εi−εn + zqx
−
εj−εnx
−
εi )− q
−1x−εix
−
εj − q
−1x−εj (x
−
εnx
−
εi−εn − x
−
εi))
− zq[2]
−1x−εj−εnx
−
εix
−
εn − q
−1x−εj+εnx
−
εi−εn , by Corollary A.5(4),
=
1
q[2]
(zqx
−
εnx
−
εj−εnx
−
εi − [x
−
εj , x
−
εn ]vx
−
εi−εn − [x
−
εi , x
−
εj ]v − zqqx
−
εj−εnx
−
εix
−
εn)−
1
q
x−εj+εnx
−
εi−εn
= −
1
q[2]
([x−εi , x
−
εj ]v − zqx
−
εnx
−
εj−εnx
−
εi)− zq
1
q[2]
(x−εnx
−
εj−εn − x
−
εj )x
−
εi + zqx
−
εj−εnx
−
εi+εn
= −q−1[2]−1[x−εi , x
−
εj ]v + zqx
−
εj−εnx
−
εi+εn + q
−1[2]−1zqx
−
εjx
−
εi ,
where the fourth equality follows from Corollary A.5(3)-(4). If g = sp2n, then
an = −q
2x−εi−εn [x
−
εj−εn , x
−
2εn
]v − q
−1x−εj+εnx
−
εi−εn , by Corollary A.5(6)
= q−2(x−2εnx
−
εi−εn − x
−
εi+εn)x
−
εj−εn − qx
−
εj−εn(x
−
2εn
x−εi−εn − x
−
εi+εn)− q
−1x−εj+εnx
−
εi−εn
= −q[x−εj−εn , x
−
2εn
]vx
−
εi−εn − q
−2[x−εi+εn , x
−
εj−εn ]v + q
−1([2]zqx
−
εj−εnx
−
εi+εn − x
−
εj+εnx
−
εi−εn)
= −q−2[x−εi+εn , x
−
εj−εn ]v + q
−1[2]zqx
−
εj−εnx
−
εi+εn , by Corollary A.5(6),
where the second and third equalities follow from [x−εi−εn , x
−
εj−εn ]v = 0 (see Corollary A.4) and
Corollary A.5(6). 
Lemma A.11. Suppose g = sp2n and i < j < n. We have
[x−εi−εj , x
−
2εj
]v = −(−q)
j−n−2x−εi+εj + zq
n∑
t=j+1
(−q)t−n−2x−εj−εtx
−
εi+εt .
Proof. We have
[x−εi−εj , x
−
2εj
]v = [2]
−1(−x−εi−εj [x
−
εj−εn , x
−
εj+εn ]v)− q
−2x−2εjx
−
εi−εj , by Corollary A.5(7)
=[2]−1q−1((x−εj+εnx
−
εi−εj − x
−
εi+εn)x
−
εj−εn − (x
−
εj−εnx
−
εi−εj − x
−
εi−εn)x
−
εj+εn)− q
−2x−2εjx
−
εi−εj
=[2]−1(q−2x−εj+εn(x
−
εj−εnx
−
εi−εj − x
−
εi−εn)− q
−1x−εi+εnx
−
εj−εn)− q
−2[2]−1x−εj−εn×
(x−εj+εnx
−
εi−εj − x
−
εi+εn) + [2]
−1q−1x−εi−εnx
−
εj+εn − q
−2x−2εjx
−
εi−εj , by Corollary A.5(1),(5)
=[2]−1q−1([x−εi−εn , x
−
εj+εn ]v − q
−1[x−εj−εn , x
−
εj+εn ]vx
−
εi−εj − [x
−
εi+εn , x
−
εj−εn ]v)− q
−2x−2εjx
−
εi−εj
=[2]−1(q−1[x−εi−εn , x
−
εj+εn ]v − q
−1[x−εi+εn , x
−
εj−εn ]v), by Corollary A.5(7)
=[2]−1(q−1(−q−2[x−εi+εn , x
−
εj−εn ]v + (1 + q
−2)zqx
−
εj−εnx
−
εi+εn))− [2]
−1q−1[x−εi+εn , x
−
εj−εn ]v,
=− q−2[x−εi+εn , x
−
εj−εn ]v + q
−2zqx
−
εj−εnx
−
εi+εn ,
where the second equality follows from Corollary A.5(1),(5) and the sixth equality follows from the
formula on [x−εi−εn , x
−
εj+εn ]v in Lemma A.10. 
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Lemma A.12. For all admissible i < l < j, we have
[x−εi−εj , x
−
2εl
]v = −(−q)
l−n−1zqx
−
εl−εj
x−εi+εl − z
2
q
n∑
t=j+1
(−q)t−nx−εl−εtx
−
εl−εj
x−εi+εt
+ z2q(−q)
j−n−1(x−εl−εj )
2x−εi+εj + z
2
q
j−1∑
t=l+1
(−q)t−n−1x−εl−εjx
−
εl−εt
x−εi+εt .
Proof. We have
[x−εi−εj , x
−
2εl
]v = −q[x
−
εi−εl
, x−εl−εj ]vx
−
2εl
− x−2εlx
−
εi−εj , by Corollary A.5(1)
=x−εl−εj (q
−2x−2εlx
−
εi−εl + [x
−
εi−εl , x
−
2εl
]v)− (qx
−
2εl
x−εi−εl + q
3[x−εi−εl , x
−
2εl
]v)x
−
εl−εj − x
−
2εl
x−εi−εj
=− qx−2εl [x
−
εi−εl
, x−εl−εj ]v + x
−
εl−εj
[x−εi−εl , x
−
2εl
]v − q
3[x−εi−εl , x
−
2εl
]vx
−
εl−εj
− x−2εlx
−
εi−εj
=x−εl−εj [x
−
εi−εl
, x−2εl ]v − q
3[x−εi−εl , x
−
2εl
]vx
−
εl−εj
, by Corollary A.5(1)
=(−q)l−n−1(x−εl−εjx
−
εi+εl
− q3x−εi+εlx
−
εl−εj
) + zq
∑
l+1≤t≤n,t6=j
(−q)t−n+1x−εl−εtx
−
εi+εtx
−
εl−εj
+ zq
n∑
t=l+1
(−q)t−n−2x−εl−εjx
−
εl−εtx
−
εi+εt + zq(−q)
j−n+1x−εl−εj ([x
−
εi+εj , x
−
εl−εj ]v
+ q−1x−εl−εjx
−
εi+εj ), by Lemma A.11
=(−q)l−n−2(q4 − 1)x−εl−εjx
−
εi+εl
− z2q
n∑
t=j+1
(−q)t−nx−εl−εtx
−
εl−εj
x−εi+εt
+ zq
j−1∑
t=l+1
(−q)t−n−2(1 − q4)x−εl−εjx
−
εl−εt
x−εi+εt + zq(−q)
j−n−2(x−εl−εj )
2x−εi+εj
− zq(−q)
j−nx−εl−εj (x
−
εl−εj
x−εi+εj − (−q)
l+1−jx−εi+εl − qzq
j−1∑
t=l+1
(−q)t−jx−εl−εtx
−
εi+εt)
=− (−q)l−n−1zqx
−
εl−εj
x−εi+εl − z
2
q
n∑
t=j+1
(−q)t−nx−εl−εtx
−
εl−εj
x−εi+εt
+ z2q(−q)
j−n−1(x−εl−εj )
2x−εi+εj + z
2
q
j−1∑
t=l+1
(−q)t−n−1x−εl−εjx
−
εl−εtx
−
εi+εt .
The second and the third equalities follow from [x−εl−εj , x
−
2εl
]v = 0 (see Corollary A.4). The sixth
equality follows from Lemma A.6 and [x−εi+εt1 , x
−
εl−εj ]v = 0, [x
−
εl−εt2
, x−εl−εt3 ]v = 0 where l ≤ t1 ≤ n,
t1 6= j and l < t2 < t3 ≤ n. Such formulae follows from Corollary A.4. 
Lemma A.13. Suppose g = sp2n. For all admissible i < k < j, let aj = [x
−
2εi
, x−εk+εj ]v. Then
aj = −(−q)
k−n−1zqx
−
εi+εkx
−
εi+εj + z
2
q
j∑
t=k+1
(−q)t−n−1x−εk−εtx
−
εi+εtx
−
εi+εj
− z2q
n∑
t=j+1
(−q)t−nx−εk−εtx
−
εi+εjx
−
εi+εt .
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Proof. We have
an =− [2]
−1[x−εi−εn , x
−
εi+εn ]vx
−
εk+εn − x
−
εk+εnx
−
2εi
, by Corollary A.5(7)
=[2]−1x−εi+εn([x
−
εi−εn , x
−
εk+εn
]v + q
−1x−εk+εnx
−
εi−εn)− x
−
εk+εn
x−2εi
− [2]−1q([x−εi−εn , x
−
εk+εn ]v + q
−1x−εk+εnx
−
εi−εn)x
−
εi+εn
=[2]−1(x−εi+εn [x
−
εi−εn , x
−
εk+εn
]v − q[x
−
εi−εn , x
−
εk+εn
]vx
−
εi+εn)
=q−1zqx
−
εi+εnx
−
εk−εn
x−εi+εn − zqx
−
εk−εn
(x−εi+εn)
2
=q−1zq[x
−
εi+εn , x
−
εk−εn
]vx
−
εi+εn − q
−1z2qx
−
εk−εn
(x−εi+εn)
2.
The third equality follows from [x−εi+εn , x
−
εk+εn
]v = 0 (see Corollary A.4) and Corollary A.5(7). The
fourth equality follow from Lemma A.10 and [x−εi+εn , x
−
εi+εh
]v = 0, [x
−
εi+εn , x
−
εk−εt
]v = 0, k < t < n,
k ≤ h < n. Such formulae follow from Corollary A.4. Thanks to the formula of [x−εi+εn , x
−
εk−εn ]v in
Lemma A.6, an has the required formula. Suppose j < n. Then
aj =− [2]
−1[x−εi−εn , x
−
εi+εn ]vx
−
εk+εj
− x−εk+εjx
−
2εi
, by Corollary A.5(7)
=[2]−1x−εi+εn(x
−
εk+εj
x−εi−εn + zqx
−
εk−εn
x−εi+εj )− x
−
εk+εj
x−2εi
−[2]−1x−εi−εn(x
−
εk+εj
x−εi+εn + zqx
−
εk+εn
x−εi+εj ), by (A.3), (A.5)
=[2]−1((x−εk+εjx
−
εi+εn + zqx
−
εk+εn
x−εi+εj )x
−
εi−εn + zqx
−
εi+εnx
−
εk−εn
x−εi+εj )− x
−
εk+εj
x−2εi
−[2]−1((x−εk+εjx
−
εi−εn + zqx
−
εk−εnx
−
εi+εj )x
−
εi+εn + zqx
−
εi−εnx
−
εk+εnx
−
εi+εj ), by (A.3), (A.5)
=
1
[2]
(zq([x
−
εi+εn , x
−
εk−εn ]v − [x
−
εi−εn , x
−
εk+εn ]v)x
−
εi+εj − x
−
εk+εj [x
−
εi−εn , x
−
εi+εn ]v)− x
−
εk+εjx
−
2εi
=[2]−1zq([x
−
εi+εn , x
−
εk−εn
]v − [x
−
εi−εn , x
−
εk+εn
]v)x
−
εi+εj , by Corollary A.5(7)
=
n−1∑
t=k+1
(−q)t−n−1z2qx
−
εk−εt
x−εi+εtx
−
εi+εj − z
2
qx
−
εk−εn
x−εi+εjx
−
εi+εn − zq(−q)
k−n−1x−εi+εkx
−
εi+εj
=z2q
j∑
t=k+1
(−q)t−n−1x−εk−εtx
−
εi+εtx
−
εi+εj − (−q)
k−n−1zqx
−
εi+εk
x−εi+εj
− z2q
n∑
t=j+1
(−q)t−nx−εk−εtx
−
εi+εjx
−
εi+εt .
The fourth equality follows from [x−εi±εn , x
−
εi+εj ]v = 0 (see Corollary A.4). The sixth equality follows
from Lemmas A.6, A.10 and the last equality follows from [x−εi±εt , x
−
εi+εj ]v = 0 if j < t < n (see
Corollary A.4). 
Lemma A.14. Suppose g = sp2n. For all admissible i < j, let aj = [x
−
2εi
, x−2εj ]v. Then
aj = −[2]
−1(−q)2j−2n−1zq(x
−
εi+εj )
2 − z3q
n−1∑
t=j+1
(−q)t−n−1x−εj−εnx
−
εj−εtx
−
εi+εtx
−
εi+εn
+ z2q
n∑
t=j+1
(−q)j+t−2n−1x−εj−εtx
−
εi+εjx
−
εi+εt + [2]
−1z3q
n∑
t=j+1
(−q)2t−2n−2(x−εj−εt)
2(x−εi+εt)
2
− z3q
n−1∑
t=j+1
n−1∑
s=t+1
(−q)s+t−2n−1x−εj−εsx
−
εj−εtx
−
εi+εtx
−
εi+εs .
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Proof. Suppose j = n. Then
an = −[2]
−1[x−εi−εn , x
−
εi+εn ]vx
−
2εn
− x−2εnx
−
2εi
, by Corollary A.5(7)
= [2]−1(q−2x−εi+εn(x
−
2εn
x−εi−εn − x
−
εi+εn)− (x
−
2εn
x−εi−εn − x
−
εi+εn)x
−
εi+εn)− x
−
2εn
x−2εi
= [2]−1(−x−2εn [x
−
εi−εn , x
−
εi+εn ]v + (1− q
−2)(x−εi+εn)
2)− x−2εnx
−
2εi
, by Corollary A.5(6)
= q−1[2]−1zq(x
−
εi+εn)
2, by Corollary A.5(7),
where the second equality follows from [x−εi+εn , x
−
2εn
]v = 0 (see Corollary A.4). So, we have the
required formula for j = n follows.
If j < n, then
aj = −[2]
−1x−2εi [x
−
εj−εn , x
−
εj+εn ]v − x
−
2εj
x−2εi , by Corollary A.5(7)
= [2]−1([x−2εi , x
−
εj+εn ]vx
−
εj−εn − x
−
εj−εn [x
−
2εi
, x−εj+εn ]v),
(A.7)
where the last equation follows from [x−2εi , x
−
εj−εn ]v = 0 (see Corollary A.4) and Corollary A.5(7). We
use Lemma A.13 to rewrite [x−2εi , x
−
εj+εn ]vx
−
εj−εn as follows:
[x−2εi , x
−
εj+εn ]vx
−
εj−εn = −(−q)
j−n−1zqx
−
εi+εj (q
−1x−εj−εnx
−
εi+εn + [x
−
εi+εn , x
−
εj−εn ]v)
+ z2q
n∑
t=j+1
(−q)t−n−1x−εj−εtx
−
εi+εt(q
−1x−εj−εnx
−
εi+εn + [x
−
εi+εn , x
−
εj−εn ]v)
= −(−q)j−n−1zq(x
−
εj−εnx
−
εi+εjx
−
εi+εn + x
−
εi+εj [x
−
εi+εn , x
−
εj−εn ]v)
+ z2q
n−1∑
t=j+1
(−q)t−n−1(x−εj−εnx
−
εj−εtx
−
εi+εtx
−
εi+εn + x
−
εj−εtx
−
εi+εt [x
−
εi+εn , x
−
εj−εn ]v)
− q−1z2qx
−
εj−εn
(
x−εi+εn [x
−
εi+εn , x
−
εj−εn ]v + (q
−2x−εj−εnx
−
εi+εn + q
−1[x−εi+εn .x
−
εj−εn ]v)x
−
εi+εn
)
.
The last equality follows from [x−εi+εj , x
−
εj−εn ]v = 0, [x
−
εj−εk
, x−εj−εn ]v = 0, and [x
−
εi+εk
, x−εj−εn ] = 0
where j < k < n. Such equalities follows from Corollary A.4. We also use Lemma A.13 to rewrite
x−εj−εn [x
−
2εi
, x−εj+εn ]v in (A.7). So,
[x−2εi , x
−
2εj
]v = [2]
−1(−(−q)j−n−1zqx
−
εi+εj + z
2
q
n∑
t=j+1
(−q)t−n−1x−εj−εtx
−
εi+εt)[x
−
εi+εn , x
−
εj−εn ]v
+ [2]−1q−2z3q (x
−
εj−εn)
2(x−εi+εn)
2 − [2]−1q−2z2qx
−
εj−εn [x
−
εi+εn , x
−
εj−εn ]vx
−
εi+εn .
In the following, we compute x−εi+εj [x
−
εi+εn , x
−
εj−εn ]v, and x
−
εj−εtx
−
εi+εt [x
−
εi+εn , x
−
εj−εn ]v, j < t ≤ n,
and x−εj−εn [x
−
εi+εn , x
−
εj−εn ]vx
−
εi+εn . In any case, we rewrite [x
−
εi+εn , x
−
εj−εn ] via Lemma A.6. So, we
have the formula on x−εj−εn [x
−
εi+εn , x
−
εj−εn ]vx
−
εi+εn directly. In other cases, we need extra commutative
relations as follows:
(a) [x−εi+εj , x
−
εj−εh ]v = 0, if j < h ≤ n,
(b) [x−εi+εn , x
−
εi+εs ]v = 0, [x
−
εi+εn , x
−
εj−εh
]v = 0, if i < s < n, j < h < n,
(c) [x−εi+εh3 , x
−
εj−εh4
]v = 0, [x
−
εi+εh2
, x−εi+εh1 ]v = 0, [x
−
εj−εh1
, x−εj−εh2 ]v = 0, if h1 < h2 and hi > j
for all 1 ≤ i ≤ 4.
All equalities in (a)-(c) follow from Corollary A.4. So,
x−εi+εj [x
−
εi+εn , x
−
εj−εn ]v
(a)
= (−q)j−n(x−εi+εj )
2 + zq
n−1∑
t=j+1
(−q)t−n+1x−εj−εtx
−
εi+εjx
−
εi+εt ,
x−εj−εnx
−
εi+εn [x
−
εi+εn , x
−
εj−εn ]v
(b)
= (−q)j−nx−εj−εn(x
−
εi+εj + zq
n−1∑
t=j+1
(−q)t−j+1x−εj−εtx
−
εi+εt)x
−
εi+εn .
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Finally, we simplify x−εj−εtx
−
εi+εt [x
−
εi+εn , x
−
εj−εn ]v for any j < t < n.
x−εj−εtx
−
εi+εt [x
−
εi+εn , x
−
εj−εn ]v
=− (−q)j−n+1x−εj−εtx
−
εi+εjx
−
εi+εt + zq
t−1∑
s=j+1
(−q)s−n+1x−εj−εtx
−
εj−εsx
−
εi+εsx
−
εi+εt
+ zq
n−1∑
s=t+1
(−q)s−n+1x−εj−εsx
−
εj−εtx
−
εi+εtx
−
εi+εs − (−q)
t−nzqx
−
εj−εtx
−
εi+εtx
−
εj−εtx
−
εi+εt , by (c)
=− (−q)j−n+1x−εj−εtx
−
εi+εjx
−
εi+εt + zq
t−1∑
s=j+1
(−q)s−n+1x−εj−εtx
−
εj−εsx
−
εi+εsx
−
εi+εt
+ zq
n−1∑
s=t+1
(−q)s−n+1x−εj−εsx
−
εj−εtx
−
εi+εtx
−
εi+εs + (−q)
t−n−1zq(x
−
εj−εt)
2(x−εi+εt)
2
− zq(−q)
j−nx−εj−εtx
−
εi+εjx
−
εi+εt + z
2
q
t−1∑
s=j+1
(−q)s−nx−εj−εtx
−
εj−εsx
−
εi+εsx
−
εi+εt .
We remark that the last equality can be checked directly by rewriting x−εi+εtx
−
εj−εt via Lemma A.6
and (c). Now, we rewrite [x−2εi , x
−
2εj
]v via (A.7). We have
aj = −(−q)
2j−2n−1[2]−1zq(x
−
εi+εj )
2 − z3q
n−1∑
t=j+1
(−q)t−n−1x−εj−εnx
−
εj−εtx
−
εi+εtx
−
εi+εn
+ z2q
n∑
t=j+1
(−q)j+t−2n−1x−εj−εtx
−
εi+εjx
−
εi+εt + [2]
−1z3q
n∑
t=j+1
(−q)2t−2n−2(x−εj−εt)
2(x−εi+εt)
2
+ [2]−1z3q
n−1∑
t=j+1
n−1∑
s=t+1
(−q)s+t−2nx−εj−εsx
−
εj−εtx
−
εi+εtx
−
εi+εs
+ [2]−1z3q
n−1∑
t=j+1
t−1∑
s=j+1
(−q)s+t−2n−2x−εj−εtx
−
εj−εsx
−
εi+εsx
−
εi+εt
= −[2]−1(−q)2j−2n−1zq(x
−
εi+εj )
2 − z3q
n−1∑
t=j+1
(−q)t−n−1x−εj−εnx
−
εj−εtx
−
εi+εtx
−
εi+εn
+ z2q
n∑
t=j+1
(−q)j+t−2n−1x−εj−εtx
−
εi+εjx
−
εi+εt + [2]
−1z3q
n∑
t=j+1
(−q)2t−2n−2(x−εj−εt)
2(x−εi+εt)
2
− z3q
n−1∑
t=j+1
n−1∑
s=t+1
(−q)s+t−2n−1x−εj−εsx
−
εj−εtx
−
εi+εtx
−
εi+εs ,
proving the required formula about aj . 
“Proof of Proposition 2.6” We have described explicitly possible pairs {α, ν} in (1)-(4). Thanks
to Lemma 2.4, c−r ∈ A|r|−1 if it appears in Lemma 2.2(1) for the expression of x
−
ν x
−
α −v
(ν|α)x−αx
−
ν such
that {α, ν} appears in (1). If {α, ν} appears in (4), the corresponding result follows from Corollary A.4.
If {α, ν} appears in (2), the corresponding result follows from Lemmas A.6, A.8, A.10–A.11 and those
for g = sp2n in Lemma A.7. Finally, if {α, ν} appears in (3), the corresponding result follows from
Lemmas A.9, A.12–A.14 and those for g ∈ {so2n, so2n+1} in Lemma A.7. This completes the proof of
Proposition 2.6 for c−r . Applying τ yields the results on c
+
r .
Appendix B. Proof of Proposition 2.7
Later on, we will freely use kλx
−
ν = v
−(λ|ν)x−ν kλ, ∀(ν, λ) ∈ R
+ × P .
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Lemma B.1. Suppose that g ∈ {so2n, sp2n, so2n+1} and 1 ≤ i < j ≤ n. Then
(1) ∆(x−εi−εj ) = x
−
εi−εj ⊗ k−(εi−εj) + 1⊗ x
−
εi−εj − qzq
∑
i<t<j x
−
εt−εj ⊗ k−(εt−εj)x
−
εi−εt ,
(2) ∆(x−εi−εj ) = x
−
εi−εj ⊗ kεi−εj + 1⊗ x
−
εi−εj − zq
∑
i<t<j x
−
εi−εt ⊗ kεi−εtx
−
εt−εj .
Proof. If j − i = 1, then x−εi−εj = x
−
i . By (2.6)-(2.8), we immediately have (1) and (2). In general,
by Corollary A.5(1),
Ψ(x−εi−εj ) = Ψ(x
−
εj−1−εj )Ψ(x
−
εi−εj−1 )− qΨ(x
−
εi−εj−1)Ψ(x
−
εj−1−εj ),
Ψ ∈ {∆,∆}. Rewriting Ψ(x−εi−εj−1) by induction assumption on j − 1 − i and using
x−εi−εtx
−
εj−1−εj = x
−
εj−1−εjx
−
εi−εt if i < t < j − 1 (see Corollary A.4) yield the following two equations:
∆(x−εi−εj ) =x
−
εi−εj ⊗ k−(εi−εj) + 1⊗ x
−
εi−εj − qzqx
−
εj−1−εj ⊗ k−(εj−1−εj)x
−
εi−εj−1
+ q2zq
∑
i<t<j−1
[x−εt−εj−1 , x
−
εj−1−εj ]v ⊗ k−(εt−εj)x
−
εi−εt ,
∆(x−εi−εj ) =x
−
εi−εj ⊗ kεi−εj + 1⊗ x
−
εi−εj − zq
∑
i<t<j−1
x−εi−εt ⊗ kεi−εtx
−
εj−1−εjx
−
εt−εj−1
+ qzq
∑
i<t<j−1
x−εi−εt ⊗ kεi−εt [x
−
εt−εj−1 , x
−
εj−1−εj ]v.
Using Corollary A.5(1) to simplify [x−εt−εj−1 , x
−
εj−1−εj ]v above, we immediately have (1)-(2). 
Lemma B.2. Suppose that g = so2n+1 and 1 ≤ j ≤ n. Then
(1) ∆(x−εj ) = x
−
εj ⊗ k−εj + 1⊗ x
−
εj − qzq
∑
j<t≤n x
−
εt ⊗ k−εtx
−
εj−εt ,
(2) ∆(x−εj ) = x
−
εj ⊗ kεj + 1⊗ x
−
εj − zq
∑
j<t≤n x
−
εj−εt ⊗ kεj−εtx
−
εt .
Proof. If n − j = 0, x−εj = x
−
n . By (2.6) and (2.8), we have (1)-(2). Suppose n − j > 0. By
Corollary A.5(4),
Ψ(x−εj ) = Ψ(x
−
εn)Ψ(x
−
εj−εn)− qΨ(x
−
εj−εn)Ψ(x
−
εn),
Ψ ∈ {∆,∆}. Rewriting Ψ(x−εj−εn) via Lemma B.1 and using x
−
εj−εtx
−
εn = x
−
εnx
−
εj−εt if j < t < n (see
Corollary A.4) yield the following two equations:
∆(x−εj ) = x
−
εj ⊗ k−εj + 1⊗ x
−
εj − qzqx
−
εn ⊗ k−εnx
−
εj−εn + q
2zq
∑
j<t<n
[x−εt−εn , x
−
εn ]v ⊗ k−εtx
−
εj−εt ,
∆(x−εj ) = x
−
εj ⊗ kεj + 1⊗ x
−
εj − zqx
−
εj−εn ⊗ kεj−εnx
−
εn + qzq
∑
j<t<n
x−εj−εt ⊗ kεj−εt [x
−
εt−εn , x
−
εn ]v.
Finally, we have (1) and (2) after we use Corollary A.5(4) to simplify [x−εt−εn , x
−
εn ]v above. 
Suppose 1 ≤ h < l ≤ n. Define
Dεh+εl =
{
{εh − εj , εh, εh + εt | h < j ≤ n, l < t ≤ n}, if g = so2n+1,
{εh − εj , εh + εt | h < j ≤ n, l < t ≤ n}, if g ∈ {so2n, sp2n}.
Lemma B.3. Suppose that g ∈ {so2n, sp2n, so2n+1} and 1 ≤ h < l ≤ n. Then
(1) ∆(x−εh+εl) = x
−
εh+εl
⊗ k−(εh+εl) + 1⊗ x
−
εh+εl
+
∑
I,γ hI,γx
−
I ⊗ k−wt(I)x
−
γ ,
(2) ∆(x−εh+εl) = x
−
εh+εl ⊗ kεh+εl + 1⊗ x
−
εh+εl +
∑
I,γ gI,γx
−
γ ⊗ kγx
−
I ,
where I ranges over non-empty sequence of positive roots and γ ∈ Dεh+εl such that wt(I)+γ = εh+εl
and, both hI,γ and gI,γ are in Aℓ(I).
Proof. Let l = n. First, we assume g = sp2n. By Corollary A.5(6),
Ψ(x−εh+εn) = Ψ(x
−
2εn
)Ψ(x−εh−εn)− q
2Ψ(x−εh−εn)Ψ(x
−
2εn
),Ψ ∈ {∆,∆}.
By Corollary A.4, we have
x−εh−εtx
−
2εn
= x−2εnx
−
εh−εt
, if h < t < n. (B.1)
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Rewriting Ψ(x−εh−εn) and Ψ(x
−
2εn
) via Lemma B.1, (2.6)-(2.8) and using (B.1) yield the following two
equations:
∆(x−εh+εn) = x
−
εh+εn
⊗ k−(εh+εn) + 1⊗ x
−
εh+εn
+ (1− q4)x−2εn ⊗ k−2εnx
−
εh−εn
+ q3zq
∑
h<t<n
[x−εt−εn , x
−
2εn
]v ⊗ k−(εt+εn)x
−
εh−εt
,
∆(x−εh+εn) = x
−
εh+εn
⊗ kεh+εn + 1⊗ x
−
εh+εn
+ (q−2 − q2)x−εh−εn ⊗ kεh−εnx
−
2εn
+ q2zq
∑
h<t<n
x−εh−εt ⊗ kεh−εt [x
−
εt−εn , x
−
2εn
]v
Using Corollary A.5(6) to simplify [x−εt−εn , x
−
2εn
]v above, we have
∆(x−εh+εn) =x
−
εh+εn
⊗ k−(εh+εn) + 1⊗ x
−
εh+εn
− zqq
2[2]x−2εn ⊗ k−2εnx
−
εh−εn
− qzq
∑
h<t<n
x−εt+εn ⊗ k−(εt+εn)x
−
εh−εt ,
(B.2)
∆(x−εh+εn) = x
−
εh+εn
⊗ kεh+εn + 1⊗ x
−
εh+εn
− zq[2]x
−
εh−εn
⊗ kεh−εnx
−
2εn
− zq
∑
h<t<n
x−εh−εt ⊗ kεh−εtx
−
εt+εn .
(B.3)
Secondly, we assume g = so2n. If h = n − 1, then x
−
εh+εl
= x−n . In this case, (1) and (2) follow
from (2.6)–(2.8). In general, by Corollary A.5(5),
Ψ(x−εh+εn) = Ψ(x
−
εn−1+εn)Ψ(x
−
εh−εn−1
)− qΨ(x−εh−εn−1)Ψ(x
−
εn−1+εn), Ψ ∈ {∆,∆}.
By Corollary A.4), we have
x−εh−εtx
−
εn−1+εn = x
−
εn−1+εnx
−
εh−εt , if h < t < n− 1. (B.4)
Rewriting Ψ(x−εh−εn) and Ψ(x
−
εn−1+εn) via Lemma B.1 and (2.6)-(2.8) and using (B.4), we have the
following two equations:
∆(x−εh+εn) = x
−
εh+εn
⊗ k−εh−εn + 1⊗ x
−
εh+εn
− qzqx
−
εn−1+εn ⊗ k−εn−1−εnx
−
εh−εn−1
+ q2zq
∑
h<t<n−1
[x−εt−εn−1 , x
−
εn−1+εn ]v ⊗ k−εt−εnx
−
εh−εt
,
∆(x−εh+εn) = x
−
εh+εn
⊗ kεh+εn + 1⊗ x
−
εh+εn
− zqx
−
εh−εn−1
⊗ kεh−εn−1x
−
εn−1+εn
+ qzq
∑
h<t<n−1
x−εh−εt ⊗ kεh−εt [x
−
εt−εn−1 , x
−
εn−1+εn ]v.
Finally, we have
∆(x−εh+εn) =x
−
εh+εn
⊗ k−εh−εn + 1⊗ x
−
εh+εn
− qzq
∑
h<t≤n−1
x−εt+εn ⊗ k−εt−εnx
−
εh−εt
,
∆(x−εh+εn) = x
−
εh+εn
⊗ kεh+εn + 1⊗ x
−
εh+εn
− zq
∑
h<t≤n−1
x−εh−εt ⊗ kεh−εtx
−
εt+εn .
after we use Corollary A.5(5) to simplify [x−εt−εn−1 , x
−
εn−1+εn ]v above.
Suppose g = so2n+1. Thanks to Corollary A.5(3),
Ψ(x−εh+εn) = [2]
−1
Ψ(x−εn)Ψ(x
−
εh )− [2]
−1
Ψ(x−εh )Ψ(x
−
εn), Ψ ∈ {∆,∆}.
By Corollary A.4, we have
x−εh−εtx
−
εn = x
−
εnx
−
εh−εt
, if h < t < n. (B.5)
Rewriting Ψ(x−εh) and Ψ(x
−
εn) via Lemma B.2 and (2.6)-(2.8) and using (B.5) yield the following two
equations:
∆(x−εh+εn) = x
−
εh+εn ⊗ k−(εh+εn) + 1⊗ x
−
εh+εn + [2]
−1qzqx
−
εn ⊗ k−εn [x
−
εh−εn , x
−
εn ]v
+ [2]−1qzq
∑
h<t<n
[x−εt , x
−
εn ]v ⊗ k−εtx
−
εh−εt
k−εn − [2]
−1qzq(1− q)(x
−
εn)
2 ⊗ k−2εnx
−
εh−εn
,
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∆(x−εh+εn) = x
−
εh+εn
⊗ kεh+εn + 1⊗ x
−
εh+εn
+ [2]−1qzq[x
−
εh−εn
, x−εn ]v ⊗ kεhx
−
εn
+ [2]−1zq(1− q
−1)x−εh−εn ⊗ kεh−εn(x
−
εn)
2 + [2]−1zq
∑
h<t<n
x−εh−εt ⊗ kεh−εt [x
−
εt , x
−
εn ]v.
After we use Corollary A.5(3)-(4) to simplify both [x−εt , x
−
εn ]v and [x
−
εh−εn
, x−εn ]v above, we have
∆(x−εh+εn) =x
−
εh+εn
⊗ k−(εh+εn) + 1⊗ x
−
εh+εn
− [2]−1zqx
−
εn ⊗ k−εnx
−
εh
− [2]−1qzq(1− q)(x
−
εn)
2 ⊗ k−2εnx
−
εh−εn − qzq
∑
h<t<n
x−εt+εn ⊗ k−(εt+εn)x
−
εh−εt ,
∆(x−εh+εn) =x
−
εh+εn
⊗ kεh+εn + 1⊗ x
−
εh+εn
+ [2]−1zq(1− q
−1)x−εh−εn ⊗ kεh−εn(x
−
εn)
2
− [2]−1zqx
−
εh ⊗ kεhx
−
εn − zq
∑
h<t<n
x−εh−εt ⊗ kεh−εtx
−
εt+εn .
So far, we have verified (1)–(2) when l = n. Suppose n−l > 0. By Corollary A.5(2), for Ψ ∈ {∆,∆},
Ψ(x−εh+εl) = Ψ(x
−
εl−εl+1
)Ψ(x−εh+εl+1)− qΨ(x
−
εh+εl+1
)Ψ(x−εl−εl+1).
Note that Ψ(x−εl−εl+1) can be computed by via (2.6)-(2.8), and Ψ(x
−
εh+εl+1
) can be computed by
induction assumption on n− (l + 1). We have
∆(x−εh+εl+1) = x
−
εh+εl+1
⊗ k−(εh+εl+1) + 1⊗ x
−
εh+εl+1
+
∑
I1,γ1
hI1,γ1x
−
I1
⊗ k−wt(I1)x
−
γ1 ,
∆(x−εh+εl+1) = x
−
εh+εl+1
⊗ kεh+εl+1 + 1⊗ x
−
εh+εl+1
+
∑
I1,γ1
gI1,γ1x
−
γ1 ⊗ kγ1x
−
I1
,
where I1 ranges over non-empty sequence of positive roots and γ1 ∈ Dεh+εl+1 such that
wt(I1) + γ1 = εh + εl+1 and hI1,γ1 , gI1,γ1 ∈ Aℓ(I1). Suppose l + 1 < t ≤ n, h < j < l or l + 1 < j ≤ n.
By Corollary A.4, we have
x−εh+εtx
−
εl−εl+1
= x−εl−εl+1x
−
εh+εt
, x−εh−εjx
−
εl−εl+1
= x−εl−εl+1x
−
εh−εj
,
x−εhx
−
εl−εl+1 = x
−
εl−εl+1x
−
εh , x
−
εh−εl+1x
−
εl−εl+1 = qx
−
εl−εl+1x
−
εh−εl+1 .
(B.6)
Using (B.6) to simplify two equations above, we have
∆(x−εh+εl)− x
−
εh+εl
⊗ k−(εh+εl) − 1⊗ x
−
εh+εl
+ qzqx
−
εl−εl+1
⊗ k−(εl−εl+1)x
−
εh+εl+1
+ q
∑
I1
hI1,εh−εlx
−
I1
⊗ k−wt(I1)[x
−
εh−εl
, x−εl−εl+1 ]v
=
∑
I1,γ1
hI1,γ1(x
−
εl−εl+1
x−I1 − q
1−(γ1,εl−εl+1)x−I1x
−
εl−εl+1
)⊗ k−wt(I1)−(εl−εl+1)x
−
γ1
(B.7)
and
∆(x−εh+εl)− x
−
εh+εl
⊗ kεh+εl − 1⊗ x
−
εh+εl
+ zqx
−
εh+εl+1
⊗ kεh+εl+1x
−
εl−εl+1
+ q
∑
I1
gI1,εh−εl [x
−
εh−εl
, x−εl−εl+1 ]v ⊗ kεh−εl+1x
−
I1
= q(γ1,εl−εl+1)
∑
I1,γ1
gI1,γ1x
−
γ1 ⊗ kγ1(x
−
εl−εl+1
x−I1 − q
1−(γ1,εl−εl+1)x−I1x
−
εl−εl+1
).
(B.8)
Thanks to Corollary A.5(1), we replace [x−εh−εl , x
−
εl−εl+1 ]v by −q
−1x−εh−εl+1 in those two equations. So,
we only need to deal with the (RHS) of (B.7)–(B.8). Since hI1,γ1 , gI1,γ1 ∈ Aℓ(I1), by Proposition 2.6(1),
for each pair {I1, γ1} there exists c ∈ Z such that:
D(x−εl−εl+1x
−
I1
− q1−(γ1,εl−εl+1)x−I1x
−
εl−εl+1
) = D(1 − qc)x−εl−εl+1x
−
I1
+
∑
J
cJx
−
J , D ∈ {hI1,γ1 , gI1,γ1},
where J is non-empty sequence of positive roots such that wt(J) = wt(I1) and cJ ∈ Aℓ(J). We rewrite
the (RHS) of (B.7)–(B.8) via the above equation. Now, (1)–(2) follow, since (1− qc)D ∈ Aℓ(I1)+1, no
mater whether c = 0 or not and, x−I = x
−
εl−εl+1x
−
I1
where I = (I1, εl − εl+1), ℓ(I) = ℓ(I1) + 1. 
Lemma B.4. Suppose that g = sp2n and 1 ≤ h ≤ n. Then
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(1) ∆(x−2εh ) = x
−
2εh
⊗ k−2εh + 1⊗ x
−
2εh
+
∑
I,J hI,Jx
−
I ⊗ k−wt(I)x
−
J ,
(2) ∆(x−2εh ) = x
−
2εh
⊗ k2εh + 1⊗ x
−
2εh
+
∑
I,J gI,Jx
−
I ⊗ kwt(I)x
−
J ,
where I, J are non-empty sequences of positive roots such that wt(I) + wt(J) = 2εh and, both hI,J
and gI,J are in Amax{ℓ(I),ℓ(J)}.
Proof. If h = n, then x−2εh = x
−
2n. In this case, (1)-(2) follow from (2.6)–(2.8). Suppose h < n. By
Corollary A.5(7),
Ψ(x−2εh ) = [2]
−1Ψ(x−εh+εn)Ψ(x
−
εh−εn)− [2]
−1Ψ(x−εh−εn)Ψ(x
−
εh+εn),
Ψ ∈ {∆,∆}. By Corollary A.4,
x−εh−εtx
−
εh±εn
= qx−εh±εnx
−
εh−εt
, if h < t < n. (B.9)
Rewriting Ψ(x−εh−εn) and Ψ(x
−
εh+εn
) via Lemma B.1 and (B.2)-(B.3) and using (B.9), we have
∆(x−2εh ) = x
−
2εh
⊗ k−12εh + 1⊗ x
−
2εh
+ q3z2qx
−
2εn
⊗ k−2εn(x
−
εh−εn)
2 − zqx
−
εh+εn ⊗ k−(εh+εn)x
−
εh−εn
+ q2z2q
∑
h<t<n
(x−2εnx
−
εt−εn ⊗ k−(εt+εn)x
−
εh−εn
x−εh−εt − qx
−
εt−εnx
−
2εn
⊗ k−(εt+εn)x
−
εh−εt
x−εh−εn)
+ [2]−1q2z2q
∑
h<s<n,h<t<n
q(εs,εt)(x−εs+εnx
−
εt−εn − x
−
εs−εnx
−
εt+εn)⊗ k−(εs+εt)x
−
εh−εs
x−εh−εt
− q[2]−1zq
∑
h<s<n
([x−εh−εn , x
−
εs+εn ]v − [x
−
εh+εn , x
−
εs−εn ]v)⊗ k−(εh+εs)x
−
εh−εs ,
and
∆(x−2εh ) = x
−
2εh
⊗ k2εh + 1⊗ x
−
2εh
+
1
q
z2q (x
−
εh−εn
)2 ⊗ k2εh−2εnx
−
2εn
− zqx
−
εh−εn
⊗ kεh−εnx
−
εh+εn
+ z2q
∑
h<t<n
(x−εh−εnx
−
εh−εt ⊗ k2εh−εn−εtx
−
2εn
x−εt−εn − qx
−
εh−εtx
−
εh−εn ⊗ k2εh−εn−εtx
−
εt−εnx
−
2εn
)
+ [2]−1z2q
∑
h<s<n,h<t<n
q−(εs,εt)x−εh−εsx
−
εh−εt ⊗ k2εh−εs−εt(x
−
εs+εnx
−
εt−εn − x
−
εs−εnx
−
εt+εn)
− [2]−1qzq
∑
h<t<n
x−εh−εt ⊗ kεh−εt([x
−
εh−εn
, x−εs+εn ]v − [x
−
εh+εn
, x−εt−εn ]v).
Then (1)-(2) can be verified by rewriting [x−εh−εn , x
−
εs+εn ]v and [x
−
εh+εn
, x−εt−εn ]v via Lemmas A.6,
A.10, respectively. 
“Proof of Proposition 2.7” Thanks to (2.1), any positive root β is one of those in Lemmas B.1–
B.4. So, Proposition 2.7 follows from Lemmas B.1–B.4. 
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