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In this paper we consider a measure of multivariate association between two
vectors which generalizes the multiple correlation coefficient and obtain its exact
distribution when the parent population is multivariate normal. A test is proposed
for the hypothesis that several such measures are zero. This test is an exact test and
an explicit expression for its power is obtained. Moreover numerical results are
obtained concerning the power of this test in some particular cases.  2001 Academic
Press
AMS 1991 subject classifications: 62H15; 62E15; 62H20.
Key words and phrases: redundancy; inference; exact power.
1. INTRODUCTION
Many authors have considered different measures of association between
two random vectors, two sets of variables, or two data matrices. See, for
example, Hotelling [9], Masuyama [19, 20], Roseboom [27], Stewart and
Love [31], Kshirsagar [14], Escoufier [5], Coxhead [1], Cramer [2],
Lingoes and Scho nemann [18], Shaffer and Gillo [29], Robert and
Escoufier [26], Cramer and Nicewander [3], Stephens [30], and Ramsay
et al. [24]. These measures have been categorized into two classes:
redundancy measurements which are related to the predictability of one
set of variables by another and measures of multivariate association or
correlation which generalize the concept of a correlation coefficient to two
sets of variables. They have been studied and compared in Cramer and
Nicewander [3] and Lazraq and Cle roux [15].
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In this paper we are concerned with the redundancy index introduced by
Stewart and Love [31] and later generalized by Gleason [7]. It is a
measure of the quality of the predictability of X (1) : p_1 by X (2) : q_1
either expressed in terms of the multivariate linear regression model, in
which case the redundancy index generalizes the multiple correlation coef-
ficient, or in terms of the redundancy analysis model which is an alternative
to canonical correlation analysis and is often used in psychometric research
(see, for example, van den Wollenberg [32]), or finally in terms of the
partial least squares multivariate regression model which is used in
chemometric research (see, for example, Wold [33]). In fact the redun-
dancy index can be used to assess the quality of these models at any step
in a sequential procedure of variable selection or factor derivation. The
problem considered here is that of testing that several redundancy indices
are equal to zero. We obtain an exact test for the null hypothesis together
with an exact expression for its power. We also obtain an approximation
for the power of the test which is more suitable for practical computations.
This approximate power is then compared to the empirical power in some
particular cases in order to validate the approximation. In the case of
simple correlation, Donner and Rosner [4] considered the problems of
estimating a common coefficient from k2 independent populations and
testing that this common value is zero. However, the power of their test is
obtained by simulation. Rao [25] considered comparing two multiple
correlation coefficients from independent populations. He does not either
obtain an explicit expression for the power of his test.
In many practical situations we are led to make a statistical integration
of the results (not of individual observations) of independent experiments.
This is the case, for example, of meta-analysis or multi-center experiments
in biomedical sciences. Suppose that the redundancy indices between a set
of blood chemistry measurements and a set of physical measurements have
been obtained in several medical centers in order to study the predictability
of one set by the other. Then the question of testing the equality to zero
of all the population redundancy indices is a legitimate question. The
problem considered here fits in this general framework. Section 6 provides
another context in which the test developed in this paper can be applied.
The paper is organized as follows. In Section 2 we recall the redundancy
index RI and its properties. In Section 3 we obtain the exact distribution of
RI(1&RI ) when the vector ( X(1)X(2)) is multivariate normal. Section 4 is con-
cerned with testing the hypothesis that several redundancy indices are zero.
The test obtained is an exact test and an explicit expression is obtained for
its power in Section 5. An example is given in Section 6. In Section 7 we
consider the particular case of multiple correlation and numerical results
are obtained concerning the power of the test. A conclusion follows in
Section 8 and the proof of a particular result is given in the Appendix.
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2. THE REDUNDANCY INDEX
Let X (1) : p_1 and X (2) : q_1 be two random vectors with means
E(X (i ))=+ (i ) and covariance matrices 7ij=E(X (i )&+(i ))(X ( j )&+ ( j ))$ for
i=1, 2 and j=1, 2. Write
X=\X
(1)
X (2)+ , +=\
+(1)
+(2)+ , 7=\
711 712
721 722+
and suppose that 7 is positive definite. Let
X:=\X
(1)
:
X (2): + , :=1, 2, ..., n
be a random sample from X and let X (i )= 1n 
n
:=1 X
(i )
: and Sij=
1
n&1 
n
:=1 (X
(i )
: &X
(i ))(X ( j ): &X
( j ))$ for i=1, 2 and j=1, 2. Finally, write
X =\X
 (1)
X (2)+ and S=\
S11 S12
S21 S22+ .
As usual, the unknown parameters + and 7 are estimated by X and S,
respectively.
The redundancy index, introduced by Stewart and Love [31] and
generalized by Gleason [7], is related to the prediction of X (1) by X (2). Let
us consider the multivariate linear regression model
X(1)=X(2) B+E, (2.1)
where X(1) is the n_p matrix of observations from X (1), X(2) is the n_q
matrix of observations from X (2), B is the q_p regression matrix and E is
the n_p matrix of residuals. We assume that the means of the columns of
X(1) and of X(2) are zero, that these matrices are of full column rank and
that pq.
Then the covariance matrices can be written as S11= 1n&1 X$(1) X(1) ,
S22= 1n&1 X$(2) X(2) , S12=
1
n&1 X$(1) X(2) and minimizing tr(E$E ), where tr( } )
is the trace operator, one gets B =S &122 S21 and X (1)=X(2) B .
Let S*11= 1n&1 X $(1) X (1)=S12S
&1
22 S21 , S11(i ) be the i th diagonal element of
S11 and S*11(i ) be that of S*11 . The multiple correlation coefficient squared
between X (1)i , the i th component of X
(1), and X (2) is given by
R21(i ) } x1(2), ..., xq(2)=
S*11(i )
S11(i )
. (2.2)
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Finally let \^ 21 , \^
2
2 , ... , \^
2
p be the sample canonical correlations squared
between X (1) and X (2), define =diag( \^21 , \^
2
2 , ..., \^
2
p) and let U be the p_p
matrix such that its i th column is the canonical vector corresponding to \^i .
If D=U&1, we can write S11=D$D and S*11=D$ D.
The redundancy index is defined as
RI=
tr(S*11)
tr(S11)
=
tr(S12 S &122 S21)
tr(S11)
=
tr(D$ D)
tr(D$D)
. (2.3)
It is the fraction of the variance of X (1) which is explained by X (2) in the
multivariate regression model. It can also be written as
RI=
 pi=1 s
2
1(i )R
2
1(i ) } x1
(2), ..., xq
(2)
 pi=1 s
2
1(i )
, (2.4)
where s21(i )=S11(i ) is the variance of the i th component of X
(1). The
redundancy index is thus a weighted average of the squared multiple
correlation coefficients between the components of X (1) and X (2).
It is easily seen that 0RI1, that RI becomes identical with r2, the
simple correlation coefficient squared, when p=q=1 and that it reduces to
R2, the multiple correlation coefficient squared, when p=1 and q>1. It
has been used to build a stepwise variable selection algorithm in multi-
variate linear regression in Lazraq and Cle roux [16], to generalize canoni-
cal correlation analysis in Lazraq et al. [17], to obtain principal variables
in McCabe [21] and it has been related to the problem of optimality of
principal components in Okamoto [23]. Finally, van den Wollenberg [32]
also used the redundancy index to develop an alternative to canonical
correlation which he called redundancy analysis.
At the population level, the redundancy index will be denoted by
\I=
tr(712 7&122 721)
tr(711)
. (2.5)
Let us note in passing that if A is a p_p matrix such that A$A=kI
where k is a non-null scalar and if B is a q_q non singular matrix, then
RI and \I remain invariant under the transformations X (1)  AX (1) and
X (2)  BX (2).
3. DISTRIBUTION OF RI(1&RI )
We now suppose that X=( X (1)X (2)) is multivariate normal with covariance
matrix 7. Then the matrix A=(n&1) S=( A11 A12A21 A22) has the Wishart dis-
tribution with parameters 7 and n&1, and we write AtWp+q(7, n&1).
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From (2.3) we can write
RI=
tr(A12A&122 A21)
tr(A11.2)+tr(A12 A&122 A21)
, (3.1)
where A11.2=A11&A12A&122 A21 and also
RI
1&RI
=
tr(A12 A&122 A21)
tr(A11.2)
. (3.2)
We first find the distribution of tr(A12A&122 A21) by conditioning on
A22 and then eliminating the condition. A similar approach is used in
Muirhead [22, Sect. 5.2.3]. We can write
Q=tr(A12 A&122 A21)=vec$(A21)(Ip A
&1
22 ) vec(A21), (3.3)
where vec( } ) is the vector obtained by stacking the columns of a matrix
and where  denotes the Kronecker product of matrices. By Theorem
3.2.10 in Muirhead [22], the conditional distribution of A21 "A22 is
N(A227&122 721 , A22 711.2), where 711.2=711&7127
&1
22 721 , so that
the conditional distribution of vec(A21)"A22 is N(vec(A227&122 721),
711.2 A22). Write 711.2 A22=(71211.2 A
12
22 ) (7
12
11.2 A
12
22 ) and define
Y=(7&1211.2 A&1222 ) vec(A21). We can easily show that E(Y"A22)=
(7&1211.2 A
&12
22 ) vec(A227
&1
22 721)=+, var(Y"A22)=Ipq and that Y"A22 t
N(+, Ipq). The quadradic form (3.3) becomes
Q=Y$(71211.2A
12
22 ) (IpA
&1
22 ) (7
12
11.2 A
12
22 ) Y=Y$(711.2 Iq) Y. (3.4)
Let 1 2 1 $ be the spectral decomposition of 711.2 Iq and V V$ be that
of 711.2 with V=(v1 , v2 , ..., vp) where v j is the normalized eigenvector
of 711.2 corresponding to the j th eigenvalue * j . We have 711.2 Iq=
(VIq)(Iq)(VIq)$ that is 2=Iq and the pq eigenvalues of
711.2 Iq are the p eigenvalues of 711.2 , each having multiplicity q. Also
1=VIq and the part of 1 $ associated with *j is v$j Iq . By letting
Z=1 $Y we get that the conditional distribution of Z"A22 is N(1 $+, Ipq)
and that Q=(1 $Y)$ 2(1 $Y )=Z$ 2Z.
Thus the conditional distribution of Q"A22 is that of  pj=1 *j 
q
i=1 /
2
ij ($ij)
where the chi-square random variables are independent with one degree of
freedom and with non-centrality parameters $ij , i=1, 2, ..., q; j=1, 2, ..., p,
equal to the squares of the components of the vector E(Z"A22)=1 $+. This
last distribution is equivalent to  pj=1 *j /
2
q($j) where $ j=
q
i=1 $ij is the
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non-centrality parameter of the j th term in the sum. To obtain $j we must
compute
(v$j Iq) +=(v$j Iq)(7&1211.2 A
&12
22 ) vec(A227
&1
22 721).
Using formula vec(ABC)=(C$A) vec(B) we obtain
(v$j Iq) vec(A1222 7
&1
22 7217
&12
11.2 ) (3.5)
and using the same formula again, (3.5) becomes equal to
vec(A1222 7
&1
22 7217
&12
11.2 vj) and finally to A
12
22 7
&1
22 7217
&12
11.2 v j . The param-
eter $j is the square length of this last vector, that is,
$j=v$j 7&1211.2 712 7
&1
22 A227
&1
22 7217
&12
11.2 vj (3.6)
and since v$j7&1211.2 =(7
&12
11.2 vj)$=*
&12
j v$j , (3.6) becomes
$j=
1
*j
v$j712 7&122 A22 7
&1
22 721vj . (3.7)
We now eliminate the condition on A22 .
Since A22 tWq(722 , n&1), the distribution of *j$j is W1(v$j7127&122 721vj ,
n&1) and the distribution of
,j=
v$j712 7&122 A227
&1
22 721 vj
v$j7127&122 721vj
(3.8)
is /2n&1 . Let
3j=
1
*j
v$j7127&122 721vj (3.9)
so that $j=3j ,j , j=1, 2, ..., p. In order to obtain the unconditional dis-
tribution of Q=tr(A12 A&122 A21) one has to multiply the conditional density
of Q"A22 by those of ,1 , ,2 , ..., ,p to first get the joint density of
Q, ,1 , ,2 , ..., ,p and integrate out ,1 , ,2 , ..., ,p , from 0 to  for each
j=1, 2, ..., p. A simpler way is to show that in the distribution of Q"A22
which is  pj=1 *j/
2
q ($ j), for each j, the /
2
q ($j) random variable becomes,
unconditionally, a random variable Wj with distribution
p(Wjx)= :

h=0
cjhp(/2q+2hx), (3.10)
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where the cjh ’s are constants. The proof of this result is given in the
Appendix where we find that cjh has the form of a negative binomial
probability, that is,
cjh=(&1)h \&
n&1
2
h + (1&wj) (n&1)2 whj , (3.11)
where wj=3j (3j+1), j=1, 2, ..., p. Thus, unconditionally, Q has the
same distribution as  pj=1 *j Wj where the Wj ’s are independent and
distributed according to (3.10). This distribution is not easy to use for
computational purposes and one naturally looks for an approximation.
The distribution given in (3.10) can be approximated by aj/2bj where
aj=
(n&1) 3j (3j+2)+q
(n&1) 3j+q
, bj=
((n&1) 3j+q)2
(n&1) 3j (3j+2)+q
. (3.12)
According to Gurland [8] this is a very good approximation. Thus an
approximate unconditional distribution for Q is  pj=1 *j aj/
2
bj .
We now need the distribution of tr(A11.2), the denominator of (3.2). By
Theorem 3.2.10 in Muirhead [22], A11.2 has the Wp (711.2 , n&1&q) dis-
tribution and is independent of A12 and of A22 . Thus tr(A11.2) is distributed
like  pj=1 *j/
2
n&1&q ( j ) where the /
2
n&1&q ( j )’s are central and independent
chi-square random variables and where the *j ’s are the eigenvalues of 711.2 .
We therefore have shown the following theorems giving the exact and an
approximate distributions for RI1&RI .
Theorem 1. If ( X (1)X (2)) is multivariate normal with covariance matrix 7=
( 711 712721 722) then p[
RI
1&RIr]= p[
p
j=1 *jWj&
p
j=1 r* j/
2
n&1&q ( j )0] where
the Wj ’s and the /2n&1&q ( j )’s are independent random variables, the distribu-
tion of Wj is given by (3.10), the /2n&1&q ( j )’s are central chi-square, and the
*j ’s are the eigenvalues of 711.2 .
Theorem 2. If ( X (1)X (2)) is multivariate normal with covariance matrix
7=( 711 712721 722) then p[
RI
1&RIr]&p[
p
j=1 *jaj /
2
bj&
p
j=1 r*j/
2
n&1&q ( j )0]
where the /2bj ’s and the /
2
n&1&q ( j )’s are central and independent chi-square
random variables, the *j ’s are the eigenvalues of 711.2 , and the aj ’s and the
bj ’s are given in (3.12) and (3.9).
Let us examine two particular cases.
Case 1. 712=0. In this case we have 3j=0, $j=0, aj=1, and bj=q
for all j and 711.2=711 . Moreover, the distribution of Q"A22 becomes that
of  pj=1 *j /
2
q ( j ) where the /
2
q ( j )’s are independent and central chi-square
random variables with q degress of freedom. It does not depend on A22
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anymore. It is then easily seen that the exact distribution of Theorem 1 and
the approximate distribution of Theorem 2 both reduce to the exact
distribution of Theorem 3.
Theorem 3. If ( X (1)X (2)) is multivariate normal with covariance matrix
7=( 7110
0
722) then p[
RI
1&RIr]= p[U0] where the distribution of U is
 p(n&1)i=1 *iU
2
i where the U i ’s are iid N(0, 1) and where *1 , *2 , ..., *p(n&1) are
the p eigenvalues of 711 taken q times each and the p eigenvalues of &r711
taken n&1&q times each.
Case 2. p=1. When p=1, RI reduces to R2, the multiple correlation
coefficient squared. Here we have vj=1, *j=_11.2 , 3j=_12 7&122 _21 _11.2 ,
aj=a and bj=b for all j. The approximate distribution of Theorem 2
reduces to
p _ RI1&RIr&&p _
a/2b
/2n&1&q
r&
which is the approximate distribution found in Muirhead [22, p. 177].
4. EXACT TEST THAT SEVERAL \I ’S ARE ZERO
Consider k2 independent and multivariate normal populations. For
the j th population, the covariance matrix is
7j=\7
( j )
11
7 ( j )21
7 ( j )12
7 ( j )22 + ,
where 7 ( j )11 : pj_pj and 7
( j )
22 : qj_qj . By analogy to (2.5), the redundancy
index for the j th population is given by
\I ( j )=
tr(7 ( j )12 7
&1( j )
22 7
( j )
21 )
tr(7 ( j )11 )
. (4.1)
In this section we find an exact test for the hypothesis H0 : \I (1)=\I (2)=
} } } =\I (k)=0 against H1 : non H0 and obtain an explicit expression for its
power.
From the j th population we choose a random sample of size nj and
compute (i) the covariance matrix
S ( j )=\S
( j )
11 S
( j )
12
S ( j )21 S
( j )
22 + ,
78 LAZRAQ AND CLE ROUX
where S ( j )11 : pj _pj and S
( j )
22 : q j_qj ; (ii) the variance of X
(1)
j which is
explained linearly by X (2)j , that is, V
( j )
1 =tr(S
( j )
12 (S
( j )
22 )
&1 S ( j )21 ); (iii) the
total variance of X (1)j , that is, V
( j )
2 =tr(S
( j )
11 ), and (iv) the residual variance
V ( j )3 =tr(S
( j )
11.2)=V
( j )
2 &V
( j )
1 .
By analogy to (2.3) we can write RI ( j )=V ( j )1 V
( j )
2 , the portion of the
variance of X (1)j explained linearly by X
(2)
j . Let N=
k
j=1 (nj&1), A=
1
N 
k
j=1 (n j&1) V
( j )
1 , and B=
1
N 
k
j=1 (nj&1) V
( j )
2 . Then A is a weighted
average of the explained variances and B is a weighted average of the total
variances. Clearly \I@=AB is a natural test statistic for H0 . It is easily seen
that 0\I@1 and \I@=0 if and only if RI ( j )=0 for j=1, 2, ..., k. Note also
that \I@ can be written as
\I@=
kj=1 tr(S
( j )
11 ) RI
( j )
kj=1 tr(S
( j )
11 )
(4.2)
and similarly to (2.4), \I@ is a weighted average of the redundancy indices
between X (1)j and X
(2)
j .
We will be interested in
\I@
1&\I@
=
kj=1 (nj&1) V
( j )
1
kj=1 (nj&1) V
( j )
3
(4.3)
and the test will reject H0 whenever this quantity exceeds a constant c:
which depends on the level : of the test.
Now we have
p _ \I@1&\I@r&= p _ :
k
j=1
(nj&1) V ( j )1 &r :
k
j=1
(nj&1) V ( j )3 0&
= p _ :
k
j=1
(nj&1)(V ( j )1 &rV
( j )
3 )0& . (4.4)
By Theorem 3 the distribution of (nj&1)(V ( j )1 &rV
( j )
3 ) is that of
 pj (nj&1)i=1 *
( j )
i U
2
ij where the Uij ’s are iid N(0, 1) and where the *
( j )
i ’s are
the pj eigenvalues of 7 ( j )11 each taken qj times and the pj eigenvalues of
&r7 ( j )11 each taken nj&1& pj times. Since the k populations are inde-
pendent then the distribution of U=kj=1 (nj&1)(V
( j )
1 &rV
( j )
3 ) is that of
kj=1 
pj (nj&1)
i=1 *
( j )
i U
2
ij .
We have thus shown the following theorem.
Theorem 4. If the k populations are multivariate normal and independent
then under H0 : \I (1)=\I (2)= } } } =\I (k)=0 we have p[\I@(1&\I@)r]=
p[U0] where U is distributed like kj=1 
pj (nj&1)
i=1 *
( j )
i U
2
ij where the U ij ’s
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are iid N(0, 1) and where * ( j )1 , *
( j )
2 , ..., *
( j )
pj(nj&1) are the pj eigenvalues of 7
( j )
11
each taken qj times and the pj eigenvalues of &r7 ( j )11 each taken nj&1&qj
times.
The hypothesis H0 is rejected whenever \I@(1&\I@)>c: where the con-
stant c: depends on the level : of the test and is obtained from Theorem 4
using the Imhof [11] algorithm for which a description and a code are
found in Koerts and Abrahamse [13]. This code is the one used in the
numerical examples that follow. The distribution of Theorem 4 involves
some parameters that are unknown. The eigenvalues used in the computa-
tions are obtained taking S ( j )11 in place of 7
( j )
11 for j=1, 2, ..., k. Since the
estimators obtained are consistent one can show that the significance level
corresponding to the critical value used converges in probability to the
nominal significance level. See Roy and Cle roux [28, Lemma 1] for a proof
of this result.
5. DISTRIBUTION OF \I@(1&\I@) UNDER H1
We return to (4.4) and now work under H1 : non H0 . From Theorem 1,
the distribution of (nj&1)(V ( j )1 &rV
( j )
3 ) is that of 
pj
i=1 *
( j )
i W
( j )
i &
 pji=1 r*
( j )
i /
2
nj&1&qj (i ) where the W
( j )
i ’s and the /
2
nj&1&qj (i )’s are inde-
pendent, the /2nj&1&qj (i )’s are central chi-square random variables, the dis-
tribution of W ( j )i is given by
p[W ( j )i x]= :

h=0
c ( j )ih p(/
2
qj+2hx) (5.1)
with
c ( j )ih =(&1)
h \&
n j&1
2
h + (1&w ( j )i ) (nj&1)2 (w ( j )i )h (5.2)
and
w ( j )i =
3 ( j )i
3 ( j )i +1
, 3 ( j )i =
1
* ( j )i
v ( j )i 7
( j )
12 (7
( j )
22 )
&1 7( j )21 v
( j )
i , (5.3)
where the *( j )i ’s are the eigenvalues of 7
( j )
11.2 associated with the normalized
eigenvectors v ( j )i .
Since the k populations are independent we have the following Theorem.
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Theorem 5. If the k populations are independent and multivariate nor-
mal, then under H1 : non H0 we have p[\I@(1&\I@)r]= p[Z0] where
Z is distributed like kj=1 
pj
i=1 *
( j )
i W
( j )
i &
k
j=1 
pj
i=1 r*
( j )
i /
2
nj&1&qj (i )
where all the random variables W ( j )i and /
2
nj&1&qj (i ) are independent, the
/2nj&1&qj (i ) are central chi-square, the distribution of W
( j )
i is given by (5.1)
and where the * ( j )i ’s are the eigenvalues of 7
( j )
11.2 for all j=1, 2, ..., k.
Theorem 5 leads to the exact power of the test of H0 . As before we will
look for an approximate power which will be easier to compute.
Let
a ( j )i =
(nj&1) 3 ( j )i (3
( j )
i +2)+qj
(nj&1) 3 ( j )i +qj
, b ( j )i =
((nj&1) 3 ( j )i +qj)
2
(n j&1) 3 ( j )i (3
( j )
i +2)+q j
.
(5.4)
From Theorem 2, the distribution of (nj&1)(V ( j )1 &rV
( j )
3 ) is approxi-
mately that of  pji=1 *
( j )
i a
( j )
i /
2
bi ( j )&
pj
i=1 r*
( j )
i /
2
nj&1&qj (i ) where the /
2
bi ( j )’s
and the /2nj&1&qj (i )’s are independent central chi-square variables, the *
( j )
i ’s
are the eigenvalues of 7( j )11.2 associated with the normalized eigenvectors v
( j )
i .
Since the k populations are independent, we have the following theorem.
Theorem 6. If the k populations are independent and multivariate nor-
mal, then under H1 : non H0 we have p[\I@(1&\I@)r]&p[Z0] where Z
is distributed like kj=1 
pj
i=1 *
( j )
i a
( j )
i /
2
bi ( j )&
k
j=1 
pj
i=1 r*
( j )
i /
2
nj&1&qj (i )
where all the /2 variables are independent and central chi-squares, where the
*( j )i ’s are the eigenvalues of 7
( j )
11.2 associated with the normalized eigenvectors
and where the a ( j )i ’s and the b
( j )
i ’s are defined in (5.4) and (5.3).
Note that the distribution of Theorem 6 reduces exactly to that of
Theorem 4 when H0 is true. Theorem 6 allows us to compute an
approximate power of the test for each set of fixed parameters. Again the
Imhof algorithm is used to this effect.
6. AN EXAMPLE
Consider the crude-oil data obtained by Gerrild and Lantz [6] and
which can be found in Johnson and Wichern [12, pp. 568 and 569]. They
consist of five variables measured on crude-oil samples from three different
zones of sandstones in Elk Hills Oil Field, California. These variables are
Y1=vanadium in percent ash, Y2=iron in percent ash, Y3=berylium in
percent ash, Y4=saturated hydrocarbons in percent area and Y5=
aromatic hydrocarbons in percent area. In accordance with Johnson and
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Wichern (ex. 11.14) we work with the transformed data X1=Y1 , X2=
- Y2 , X3=- Y3 , X4=1Y4 and X5=Y5 . Since the first three variables are
trace elements and the last two are measures of hydrocarbons, we consider
the two random vectors X (1)$=(X1 , X2 , X3) and X (2)$=(X4 , X5). We wish
to test H0 : \I (1)=\I (2)=\I (3)=0.
Here we have k=3 samples, pj=3 and qj=2 for j=1, 2, 3, n1=7,
n2=11, and n3=38. Using (3.1) we easily compute
RI (1)=0.32, RI (2)=0.24, RI (3)=0.32.
From (4.2) we obtain \I@=0.30 and from Theorem 4, using the Imhof algo-
rithm, when the unknown parameters are replaced by their consistent
estimators, we obtain c0.05=0.18 since pH0(\I@0.18)=0.05. The p-value of
this text is pH0(\I@>0.30)=8.66_10
&4 and H0 is rejected. The approximate
power of the test is estimated using Theorem 6 and replacing the unknown
parameters by their estimates. We compute PH1(\I@>c0.05)=0.98.
7. THE CASE OF MULTIPLE CORRELATION
In the case of multiple correlation we have pj=1, X (1)j =X1j is a
univariate random variable,
7( j )=\ _
2
1j
_ ( j )21
_ ( j )12
7 ( j )22 + ,
where _ ( j )12 : 1_qj , 7
( j )
22 : qj _qj and \I
( j )=R 2j , the square of the multiple
correlation coefficent, j=1, 2, ..., k.
In the context of Theorem 4, the eigenvalues * ( j )1 , *
( j )
2 , ..., *
( j )
pj (nj&1) are _
2
1j
with multiplicity qj and &r_21j with multiplicity nj&1&qj . Thus the dis-
tribution of (nj&1)(V ( j )1 &rV
( j )
3 ) is that of _
2
1j/
2
qj&r_
2
1j/
2
nj&1&qj and the
distribution of U=kj=1 (nj&1)(V
( j )
1 &rV
( j )
3 ) is that of 
k
j=1 _
2
1j/
2
qj&
r kj=1 _
2
1j/
2
nj&1&qj where the chi-square random variables are independent
and central.
For the sake of simplicity in the computations that follow, let us assume
furthermore that the variances _21j are all equal, that is _
2
1j=_
2
1 for
j=1, 2, ..., k. Then U is distributed like _21 /
2
Q&r_
2
1 /
2
N&Q where Q=
k
j=1 q j
and N=kj=1 (n j&1) and where the two chi-square random variables are
independent. It is easy to show that p(U0)= p[FQ, N&Q
r(N&Q)
Q ] where
FQ, N&Q is an F random variable with Q and N&Q degrees of freedom.
In order to assess the power of the test some simulations have been made
assuming nj=n, qj=q, R j=R and _21j=_
2
1 for j=1, 2, ..., k. Without loss
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of generality (see Muirhead [22, pp. 180181]) we also assume _ ( j )12 =
(R , 0, 0, ..., 0), 7 ( j )22 =Iq for all j and _
2
1=1.
For each combination of (R , n, k, q) with R =0, 0.1, 0.3, 0.5, 0.7; n=
10, 25, 50, 75, 100; k=2, 3 and q=2, 3 a sample of size n from a multi-
variate normal distribution with
7=\ _
2
1j
_ ( j )21
_ ( j )12
7 ( j )22 +
has been obtained by simulation and the test of H0 : R =0 against
H1 : R >0 has been performed at level :=0.05. Each test has been
simulated 1000 times to obtain its empirical power Pe . We also computed
its approximate theoritical power Pt from Theorem 6 in order to validate
Gurland’s approximation used in (3.10). The results are given in Table I.
It is seen that for k=2 and q=2 or 3 the power of the test is high when
R 0.5 and n25 or when R 0.3 and n75. The same comment can be
made for k=3 and q=2 or 3 when R 0.5 and n25 or when R =0.3 and
n50. For R =0.1, however, the sample size n=100 is not big enough to
garantee a reasonable power. It is seen also that Gurland’ approximation
is indeed a good approximation since it has no serious effect on the power
of the test.
Finally, let us note in passing that when k=2, the test of this section
reduces to that introduced by Rao [25, pp. 237239] for comparing two
multiple correlation coefficients from independent populations. Rao does
not however give an explicit expression for the power of the test.
8. CONCLUSION
The redundancy index plays in multivariate linear regression the role
played by the multiple correlation coefficient in multiple linear regression.
It also plays a role in the generalization of canonical analysis to many
populations and in other multivariate statistical methods as well. In this
paper we introduced an exact test for the nullity of several redundancy
indices between k independent and multivariate normal populations.
Moreover, an explicit expression has been obtained for the power of the
test. In an example we showed that the numerical algorithms suggested to
perform the test and make power calculations work well. Finally, since the
redundancy index is a generalization of the multiple correlation coefficient,
the procedures above have been adapted to the case of multiple correlation
and some numerical comparisons have been made concerning the power of
the test.
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APPENDIX: PROOF OF (3.10)
We have to show that the /2q ($j) distribution, which is conditioned on
A22 becomes, unconditionally, a random variable Wj with distribution
p[Wjx]=h=0 chp[/
2
q+2hx]. Since this /
2
q ($j) distribution depends
on A22 only through $j=3j,j , where 3j and , j are given by (3.8) and
(3.9), this is done by multiplying the density of /2q ($j) by that of ,j and
integrating out ,j from 0 to .
Without loss of generality we omit index j. The density of /2q ($) is given
by
f (z)=e&$2 0F1 \q2 ,
$z
4 +
1
2q21(q2)
e&z2zq2&1, z>0,
where 0F1 is the generalized hypergeometric function (see, for example,
Muirhead [22, p. 20]).
The density of ,, which is /2n&1 , is
g(v)=
1
2(n&1)2 1((n&1)2)
e&v2v((n&1)2)&1, v>0.
The joint density is given by (with $=3v)
h(z, v)=h1(z, v) h2(z),
where h1(z, v)=12(n&1)2 1((n&1)2)) e&v2v(n&1)2&1 0F1 (
q
2 ,
3vz
4 ) e
&3v2 and
h2(z)=(e&z2zq2&1)(2q21(q2)) does not depend on v.
Integrating v out of h1 (z, v) gives
|

0
h1(z, v) dv=
1
1((n&1)2) |

0
e&v2(3+1)
v(n&1)2&1
2(n&1)2&1
_0F1\q2 ,
3vz
4 + d \
v
2+ .
Letting u= v2 this becomes
=
1
1((n&1)2) |

0
e&u(3+1)u(n&1)2&1 0F1\q2 ,
3zu
2 + du
=(3+1)&(n&1)2 1F1\n&12 ,
q
2
,
3z
2(3+1)+
using Lemma 1.3.3 in Muirhead [22, p. 22].
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Thus we get
|

0
h(z, v) dv=(3+1)&(n&1)2 1F1 \n&12 ,
q
2
,
3z
2(3+1)+
_
1
2q21(q2)
e&z2zq2&1
with
1F1 \n&12 ,
q
2
,
3z
2(3+1)+= :

h=0
((n&1)2)h
(q2)h
1
h! \
3z
2(3+1)+
h
,
where (a)h=a(a+1) } } } (a+h&1) for any a.
The preceding integral becomes, after some simple algebra,
|

0
h(z, v) dv
=(3+1)&(n&1)2 :

h=0
(3(3+1))h ((n&1)2)h 2(2h+q)21((2h+q)2)
(q2)h 2hh!2q21(q2)
_
e&z2z(2h+q)2&1
2(2h+q)21((2h+q)2)
= :

h=0
chg2h+q(z),
where g2h+q(z) is the density function of a central /22h+q random variable
and where ch can be written as
ch=
((n&1)2)h (3(3+1))h (3+1)&(n&12) 1((2h+q)2)
(q2)h 1(q2) h!
.
Using formulas (a)h 1(a)=1(a+h) and ( r2)h=(
&(r2)
h )(&1)
h h! (see
Muirhead [22, p. 176]) we have 1( 2h+q2 )=1(
q
2+h)=(
q
2)h 1(
q
2) and (
n&1
2 )h=
( &(n&1)2h )(&1)
h h! and after some simplifications, ch becomes
ch=(&1)h \&
n&1
2
h + (1&w)(n&1)2 wh,
where w= 33+1 .
The proof of (3.10) is complete.
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