Abstract: This paper deals with the dynamical behavior of switched systems, formed by a finite number of linear vector fields. In particular, we review and present in a systematic way some definitions and some results, representing useful tools for the investigation of the stability properties. We also provide a thoughtful comparison among the notions of loss and gain of stability, and asymptotic controllability at the origin and at the infinity. Finally we examine a number of new examples.
Introduction
The recent, intensive engineering literature about switched systems is mainly concerned with stability analysis. To some extent, it has been motivated by the discovery that switching among different asymptotically stable dynamical systems, sometime it is possible to generate divergent trajectories. As a matter of fact, this phenomenon was already known to mathematicians since many decades (see for instance [23] and the studies about the so-called joint spectral radius in the theory of discrete time dynamical systems). The books [16] and [21] , together with the survey papers [13, 17, 27] , provide a wide overview of the present state of the art on this topic.
In this paper we focus on switched systems whose components are linear vector fields. In spite of their apparent simplicity, the possibility of switching gives rise to a variety of very complex dynamic behaviors. In particular, we will realize that divergent [convergent] trajectories of systems with stable [unstable] components can be generated in several different ways. One of the purpose of this paper is to propose a number of new definitions, in order to distinguish and classify various typologies of switched systems according to their stability features, and with special attention to convergent or divergent trajectories generated by periodic switching signals. This 
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A. Bacciotti will be done in Section 3, while Section 2 is devoted to an exposition of notation and terminology. The new definitions introduced in Section 3 allow us to review and collect in a systematic framework some known results, which constitute helpful tools for the analysis of stability of switched systems. In some case, the proofs given in this paper are simpler than the ones available in the existing literature. In Section 4 we introduce an additional new notion, called asymptotic controllability at the infinity; the relationships between asymptotic controllability at the origin and asymptotic controllability at the infinity are studied for the first time.
In Section 5 we report a catalogue of examples, most of which are original. They provide an almost complete picture of the logic relationships among the different stability notions.
Notation
For reader's convenience, we shortly recall some usual notation and terminology: for more details, we refer to [1] , [6] .
• N denotes a finite set of indices {1, . . . , N }, endowed with the discrete topology (N ≥ 2).
• U pc denotes the set of all the piecewise constant, right continuous functions σ : [0, +∞) → N . The elements of U pc are called switching signals.
• For a given switching signal σ, I σ denotes the set whose elements are 0 ∈ R, and all the points t > 0 where σ is discontinuous. The elements of I σ are called switching times and they are indexed in such a way that 0 = t 0 < t 1 < t 2 < . . .. If I σ is infinite, then clearly lim i→+∞ t i = +∞. If I σ is finite and max I σ = t i * , then we set t i * +1 = +∞. The quantities θ i = t i − t i−1 ∈ (0, +∞] (i = 1, 2, . . .) are called durations.
• A switching signal σ is said to be periodic of period T if there exist real numbers τ 1 , . . . , τ H (where H is an integer, H ≥ 1) and indices n 1 , . . . , n H ∈ N such that: 0 = τ 0 < τ 1 < · · · < τ H = T ; σ(t) = n h for t ∈ [τ h−1 , τ h ), for each h = 1, . . . , H; and σ(t) = σ(t − T ) for t ≥ T . The points τ h + mT , with h = 1, . . . , H, and m = 0, 1, . . . coincide with the switching times, provided that H > 1 and n 1 = n 2 , n 2 = n 3 , . . . , n H = n 1 . Note that σ is constant when H = 1.
• F denotes a finite family of real d × d matrices {A n } n∈N (d ≥ 1). For each n ∈ N , the matrix A n defines a linear vector field f n (x) = A n x of R d . The trajectory of f n issued from a pointx ∈ R d is the curve t → ϕ n (t,x) = e tAnx . It is a solution of the differential systemẋ = A n x, and satisfies ϕ n (0,x) =x. The pointx is called the initial state.
• The switched trajectory of F issued from the initial statex and corresponding to a switching signal σ is the continuous, piecewise differentiable curve t → ϕ F (t,x, σ) :
We emphasize that the map x → Φ(t, σ)x = ϕ F (t, x, σ) is linear and nonsingular for each t ≥ 0. In particular, for each t i ∈ I σ we have
where n j = σ(t j−1 ) for j = 1, . . . , i. Of course, the expression (2.1) simplifies when all or some of the matrices A n 1 , . . . , A n i commute, but in general, in this paper we do not make this assumption. Note also that here, switching signals and switched trajectories are defined only for t ≥ 0. This is sufficient for our purposes, but the definitions could be easily extended to the whole real line.
• A switched trajectory can be interpreted as a solution of the differential inclusioṅ
but in general not all the solution of (2.2) are switched trajectory 1 .
• A map Σ : R d → U pc assigning a switching signal Σx ∈ U pc to each pointx ∈ R d (regarded as initial state) is called a (time-dependent) switching map.
• A (linear) switched system is defined by a family F = {A n } n∈N , together with a time-dependent switching map Σ. A switched system is denoted by (F, Σ). A switched system (F, Σ) for which Σ is constant (i.e., the same switching signal σ is applied for each initial statex) will be simply denoted by (F, σ). A periodic switched system is a pair (F, σ) such that σ is periodic. A switched system (F, σ) can be equivalently viewed as a particular case of a system of linear time-varying differential equationṡ
where A(t) = A σ(t i ) for t ∈ [t i , t i+1 ) (t i ∈ I σ ) is piecewise constant and takes a finite number of values. A switched trajectory ϕ F (t,x, σ) coincides with the solution of (2.3) such that x(0) =x, but not all the solutions of (2.3) can be thought of as a switched solution of F corresponding to σ (switched trajectories corresponding to σ are generated only when the initial time is set to zero). The matrix A(t) turns out to be periodic, if σ is periodic.
• Alternatively, some information about the switched trajectories of a periodic switched system (F, σ) can be inferred by looking at a suitable discrete time dynamical system. Let T be the period of σ. With the notation introduced above, let
The discrete time dynamical system associated to (F, σ) is defined by the recursive relation
is called a state-dependent switching map if the family of pairwise disjoint sets D n = k −1 (n) possesses the following properties: (1) for each n ∈ N , the interior of D n is nonempty; (2)
• A matrix M is said to be: (1) Hurwitz when all its eigenvalues have negative real part; (2) Schur when all its eigenvalues lie in the unit open disc. In addition, we agree to call anti-Hurwitz a matrix M such that −M is Hurwitz.
• If F is formed by the matrices A 1 , . . . , A N , we denote by −F the family formed by the matrices −A 1 , . . . , −A N . It is also called the reversed time version of F.
Asymptotic controllability at the origin
In this section we give some definitions, concerning the asymptotic behavior of trajectories of switched systems. We also review some simple and well known, but useful, results. In what follows, by |x| we denote any norm of a vector x ∈ R d .
Stability
The following definition provides the natural extension to switched systems of the classical stability notions.
Definition 3.1. The origin of R d is stable for a switched system (F, Σ) if for each ε > 0 there exists δ > 0 such that:
The origin of R d is (globally) attractive for a switched system (F, Σ) if
Periodic asymptotic controllability
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The origin of R d is (globally) asymptotically stable for a switched system (F, Σ) if it is stable for (F, Σ) and, in addition, attractive.
In this paper, we will aim in particular to analyze the stability properties of periodic switched systems. To this end, next proposition provides a basic tool. Proposition 3.2. ( [25] p. 113; see also [22] , [21] p. 65) Let F be a family of matrices. Let σ be a periodic switching signal of period T = θ 1 + . . . + θ H , and such that
The following statements are equivalent.
(i) The periodic switched system (F, σ) is asymptotically stable at the origin.
(ii) The associated discrete dynamical system (2.5) is asymptotically stable at the origin.
(iii) The matrix Φ(T, σ) in (2.4) is Schur.
Loss and gain of stability
As already pointed out in the Introduction, there exist families F formed by pairs of Hurwitz matrices A 1 , A 2 such that for some switching map Σ, the switched system (F, Σ) is not asymptotically stable. Informally, in these cases we might say that F is "stability losing". However, the definition of global asymptotic stability encompasses several aspects (stability, attraction, forward boundedness of trajectories), and so it can be violated in many ways (see for instance Example 5.1 of this paper). Therefore, the term "loss of stability" needs to be made precise. In this paper, loss of stability is identified with the following property.
Definition 3.3. We say that F is stability losing if A is Hurwitz for each A ∈ F, and there exist σ andx (x = 0) such that
Reciprocally, when F is formed by anti-Hurwitz matrices and it is possible to construct switched trajectories converging to the origin, we may say that the system is "stability gaining". More precisely, the term "gain of stability" will be used here with the following meaning.
Definition 3.4. We say that F is stability gaining if A is anti-Hurwitz for each A ∈ F, and there exist σ andx such that
Remark 3.5. A family of matrices F is said to be asymptotically stable under arbitrary switching if (F, Σ) is asymptotically stable at the origin for each switching map Σ. An obvious necessary condition for asymptotic stability under arbitrary switching is that all the matrices of F are Hurwitz. Of course, if F is asymptotically stable under arbitrary switching than it cannot be stability losing. In particular, loss of stability is excluded if there exists a common strict Lyapunov function for F ( [16] ). In fact, in order to exclude loss of stability, it is sufficient the existence of a weak common Lyapunov function. For d = N = 2, a complete classification of the families of matrices which are asymptotically stable under arbitrary switching has been given in the papers [11, 9, 10, 18] .
For a family of Hurwitz matrices, another way to avoid loss of stability is to restrict the class of switching maps, by imposing that the durations between two consecutive switching times are all greater than someT > 0 ( [19] , Lemma 2). Remark 3.6. A notion related to gain of stability is regional stabilizability, studied in [15] for the case d = N = 2. The family F is regionally stabilizable if there is an open set Ω ⊆ R d such that for each pointx ∈ Ω there exists a switching signal σ for which (3.1) holds. Definition 3.7. We say that F is normally stability losing if A is Hurwitz for each A ∈ F, and there exist a pointx = 0, a switching signal σ, a positive time T , and a real number µ with |µ| > 1, such that ϕ F (T,x, σ) = µx. The latter condition is equivalent to say that there exist positive numbers θ 1 , . . . , θ H , and indices n 1 , . . . , n H ∈ N such that the matrix e θ H An H · . . . · e θ 1 An 1 has a real eigenvalue µ with |µ| > 1.
If F is normally stability losing, then it is easy to construct a periodic switching signal ρ (of period T = θ 1 +. . .+θ H ) such that for somex, lim t→+∞ ϕ F (t,x, ρ) = ∞, by simply iterating the same sequence of indices and durations. Thus, normal loss of stability implies loss of stability.
Definition 3.8. We say that F is normally stability gaining if A is anti-Hurwitz for each A ∈ F, and there exist positive numbers θ 1 , . . . , θ H , and indices n 1 , . . . , n H ∈ N such that the matrix e θ H An H · . . . · e θ 1 An 1 has a real eigenvalue λ with |λ| < 1.
0-Asymptotic controllability
Asymptotic controllability is a fundamental property in system theory, since it is a necessary condition for any reasonable notion of stabilization. Here, we adapt the classical definition ( [20] , p. 150) to the case of switched systems.
Definition 3.9. The family of matrices F is 0-asymptotically controllable (in short, 0-AC) if there exists a switching map Σ such that the origin is asymptotically stable for (F, Σ).
Remark 3.10. If at least one of the members of F is Hurwitz, then F is trivially 0-AC. Indeed, in this case asymptotic stability can be achieved by means of a constant switching signal. However, it may happen that all the members of F are anti-Hurwitz and nevertheless, F is 0-AC (not only stability losing). This is shown for instance by the following Example 5.3, where the matrices have complex conjugate eigenvalues, or by Example 5.6, where the matrices have real eigenvalues.
Remark 3.11. At a first glance, the definition of asymptotic controllability given in [6] may appear weaker than the previous one. Actually, by exploiting the linearity of the vector fields of F, it is possible to prove that if there exists a switching map Σ such that the origin is attractive for (F, Σ), then there exists also a switching map Σ (possibly different from Σ) such that the origin is asymptotically stable for (F,Σ) (Proposition 1 in [6] ). Hence, in order to ascertain asymptotic controllability, it is sufficient to check the attraction property for some switching map Σ.
0-AC is poorly informative, since it says nothing about the form of the switching signals, and their dependence on the initial state. Hence, if a family of matrices F is 0-AC, it is natural to ask whether the same property can be achieved by means of a switching map with some nicer features.
Uniform and periodic 0-asymptotic controllability
The main notions we are interested in are illustrated in the present subsection.
Definition 3.12. The family of matrices F is 0-uniformly asymptotically controllable (in short, 0-UAC) if there exists a switching signal σ such that the origin is asymptotically stable for (F, σ). Definition 3.13. The family F is 0-periodically asymptotically controllable (in short, 0-PAC) if there exists a switching map Σ such that Σx(t) is periodic for eachx ∈ R d , and such that the origin is asymptotically stable for (F, Σ).
Definition 3.14. The family F is 0-uniformly periodically asymptotically controllable (in short, 0-UPAC) if there exists a periodic switching signal σ such that the origin is asymptotically stable for (F, σ).
The 0-UAC and 0-UPAC properties were introduced and studied in [21] , with the name of consistent stabilizability and periodic stabilizability, respectively. In particular, in [21] (p. 58) the authors show by a two-dimensional example, that the 0-AC property is really more general than the 0-UAC property. To the same end, many other examples can be exhibited: see the following Examples 5.3, 5.6, 5.8 and 5.9, or Example 2 of [7] .
Obviously, 0-UPAC =⇒ 0-UAC =⇒ 0-AC, and 0-UPAC =⇒ 0-PAC =⇒ 0-AC. Next proposition allows us to simplify the logical relationships among these properties. Proof. We just need to prove that 0-UAC implies 0-UPAC. Given any switching signal σ such that (F, σ) is asymptotically stable, we will show how to construct a periodic switching signal ρ such that (F, ρ) is still asymptotically stable.
Without loss of generality, we may assume that (F, σ) is equi-asymptotically stable ( [26] , p. 29). Hence, for some r > 0, there exists T > 0 such that
for each x with |x| = r and each t ≥ T . Moreover, by Lemma 1 of [6] there exists a constant C > 0 such that
for each t ∈ [0, T ]. Let us define ρ(t) as the restriction to [0, +∞) of the function f (t) periodic of period T , and such that f (t) = σ(t) when t ∈ [0, T ). Since the map x → ϕ F (t, x, ρ) is homogeneous for each t ≥ 0, using iteratively (3.2) and (3.3) we clearly obtain
for each x with |x| = r. This last restriction can be finally removed by exploiting again the homogeneity of the map x → ϕ F (t, x, ρ). The previous reasoning shows that the origin is attractive for the switched system (F, ρ) and, in fact, equi-attractive. According to [8] (p. 97), the origin is also stable for (F, ρ). The statement is proved.
The following statement is just a reformulation of Proposition 3.2. It provides a useful characterization of the 0-UPAC property. On the base of (3.4), some useful implications can be easily established. Recall that the determinant of a matrix coincides with the product of its eigenvalues. The condition stated in Corollary 3.18 is far from being sufficient, in general. Nevertheless, often Corollary 3.18 is useful in order to exclude that a family of matrices F is 0-UPAC. Corollary 3.18 implies in turn that if all the matrices A ∈ F are anti-Hurwitz, then F cannot be 0-UPAC. More precisely, we have: Corollary 3.19. Let F be a families of matrices. If all the members of F are Hurwitz [resp., anti-Hurwitz], then for each choice of the durations θ 1 . . . , θ H , and the indices n 1 , . . . , n H , Φ(T, σ) has at least one eigenvalue λ (real or complex) such that |λ| < 1 [resp., |λ| > 1].
Finally, we recall a sufficient condition for the existence of (fast switching) periodic switching signals providing the 0-UPAC property. 
is Schur for each positive T ≤ T 0 .
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Normal 0-asymptotic controllability
Having in mind the definition of normal gain of stability, it is natural to introduce a further definition.
Definition 3.21. We say that the family F is 0-normally asymptotically controllable (in short, 0-NAC) if for eachx = 0 there exist a switching signal σ, a positive number T > 0 and a real number λ such that |λ| < 1, and
We say that the family F is 0-uniformly normally asymptotically controllable (in short, 0-UNAC) if there exist a switching signal σ, a positive number T > 0 and a real number λ such that |λ| < 1, and (3.6) holds for eachx = 0.
When (3.6) is satisfied for some σ and T , one can easily construct a periodic switching signal ρ of period T , such that the points ϕ F (kT,x, ρ) lie on the same line for k = 0, 1, 2, . . .. More precisely, we have ϕ F (kT,x, ρ) = λ kx .
The difference between 0-NAC and 0-UNAC is that in the former case, σ and T are allowed to depend onx. Obviously, 0-NAC =⇒ 0-PAC and 0-UNAC =⇒ 0-UPAC.
Clearly, F is 0-UNAC if and only if for some T , σ and λ with |λ| < 1, one has Φ(T, σ) = λId, where Id is the identity matrix.
Radial controllability
Let us recall the definition of radial controllability, a notion appeared for the first time in [12] (p. 170) where, in the context of geometric control theory, it is used to obtain an elegant necessary and sufficient condition for global controllability of nonlinear systems. The intuitive meaning of Definition 3.22 is that the family of (d − 1)-dimensional (nonlinear) vector fields obtained by radial projection of the vector fields of F on the unit sphere, is globally controllable.
Remark 3.23. The radial controllability assumption makes simpler to check the 0-AC and the 0-NAC property. The following statements will be used later.
(i) If F is radially controllable and lim t→+∞ ϕ F (t,x, σ) = 0 for somex and some σ (this happens in particular if F is stability gaining), then F is 0-AC.
(ii) If F is radially controllable and there existx = 0, σ, T > 0, λ ∈ R such that |λ| < 1 and (3.6) holds (which happens in particular if F is normally stability gaining), then F is 0-NAC.
In other words, if F is radially controllable, it is sufficient to check the property of interest for only one initial state.
We also find convenient the following proposition.
Proposition 3.24. If F is radially controllable, and for some n there exists at least one real eigenvalue ν of A n with ν < 0, then F is 0-NAC.
In addition, under the radial controllability assumption, the variety of the possible instances of asymptotic controllability is further reduced. The following theorem is the main result of [6] .
Theorem 3.25. Let F be radially controllable and 0-AC. Then, F is 0-NAC.
It is natural to ask whether (3.6) can be guaranteed, at least in some case and for some initial state, without need of the radial controllability assumption. The following result is a partial answer. At a first glance, ∞-AC may appear as the reversed time version of 0-AC, but this is not exact. For instance, Example 5.5 of the following section points out that there exist families of matrices F with the ∞-AC property, such that −F is not 0-AC. Again, the scenario simplifies under the radial controllability assumption. First of all, if F is radially controllable and lim t→+∞ |ϕ F (t,x, σ)| = ∞ for some σ andx, then F is clearly ∞-AC (this is the natural counterpart of Remark 3.23 (i)). Moreover, using Theorem 3.25 and its time reversed version (see [3] ), the following results can be obtained. Then, F is ∞-AC.
Proof. By assumption, the operator Φ = e θ 2 A 2 e θ 1 A 1 has a real eigenvalue µ with |µ| > 1 and corresponding real eigenvectorx. On the other hand, A 1 and A 2 being Hurwitz, by Corollary 3.19 Φ must also have a (necessarily real) eigenvalue ν with |ν| < 1, corresponding to some real eigenvector v. It follows that the discrete dynamical system of R 2
has a saddle point at the origin. The solutions of (4.1) can be though of as a discretization of switched trajectories of F corresponding to the periodic switching signal
We conclude that the condition
holds, for allx ∈ R 2 \ {0}, except possibly the pointsx ∈ ℓ(v) = {cv, c ∈ R}. So, to complete the proof, it is sufficient to show that ℓ(v) is not an invariant set for the switched trajectories of F. We can do it by contradiction. But first, we note that if the eigenvalues at least one between A 1 and A 2 have nonzero imaginary part, then F is radially controllable, so in that case there is nothing to prove. We can therefore limit ourselves to cases where A 1 and A 2 both have real (negative) eigenvalues (that is the case where f 1 (x) = A 1 x, f 2 (x) = A 2 x both have a stable node at the origin).
Thus, if ℓ(v) is invariant for the switched trajectories of F, then ℓ(v) must be invariant in particular for the trajectories of both f 1 and f 2 , and hence it must be Periodic asymptotic controllability 35 a common eigenvector of A 1 and A 2 . By a suitable linear change of coordinates, we can therefore rewrite A 1 and A 2 in the form
where the numbers p 1 , p 2 , q 1 , q 2 are negative, and a 1 , a 2 ∈ R. We are now able to show that in this case, there exists a common Lyapunov function for F. This in turn will imply that F is asymptotically stable under arbitrary switching (see [16] ), and hence contradicts the assumption.
In the new coordinates (z 1 , z 2 ), the common Lyapunov function simply is
2 ) for sufficiently large M > 0. Indeed, given any vector field of the form
with p < 0, q < 0, we havė
which is negative definite, whenever M > a 2 /4pq. The proof is complete.
The assumption of Proposition 4.3 is lightly stronger than normal loss of stability (the required property can be achieved with H = 2). Proposition 4.3 is false if d = 3: an example can be constructed by starting with the matrices A 1 , A 2 of the following Example 5.5 and adding a third stable component.
Finally, we can extend, for the two-dimensional case, statement (II) of Proposition 4.2. Proof. Since F is 0-AC, according to Proposition 3.26 for somex, θ 1 , θ 2 and λ ∈ R we can write
(λ = 0, |λ| < 1). This means that −F satisfies the assumption of Proposition 4.3, with µ = 1/λ. The conclusion is straightforward.
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Remark 4.5. Let again d = N = 2. If both F and −F are 0-AC, then according to Proposition 3.26 there exist θ 1 , θ 2 > 0 such that e θ 2 A 2 e θ 1 A 1 has a real eigenvalue λ with |λ| < 1 and there exist τ 1 , τ 2 > 0 such that e τ 2 A 2 e τ 1 A 1 has a real eigenvalue µ with |µ| > 1. However, in general we cannot take θ 1 = τ 1 and θ 2 = τ 2 (an example can be found in [2] ).
A catalogue of examples
In this section we report a number of examples (some of them are taken from the literature, some other are new) with the aim of illustrating, even with the aid of numerical simulations, the properties introduces so far and their relationship.
Example 5.1. The family F formed by the pair of Hurwitz matrices
is not asymptotically stable under arbitrary switching. Indeed, it satisfies none of the conditions listed in [11] . However, the origin is stable for F, since it admits V (x 1 , x 2 ) = x 2 1 + x 2 2 as a common weak Lyapunov function. In other words, it is possible to construct switching maps Σ in such a way that all the trajectories of (F, Σ) are bounded but the origin is not attractive.
This example is due to [14] ; see also [5] for further details.
In order to illustrate loss and gain of stability, the most frequently cited example in the literature consists of a pair of planar linear vector fields whose trajectories are (flattened) spirals running in the same direction ( [16] , p. 19). This example can be proposed in several versions. We report here one of them for sake of completeness.
Example 5.2. Let F be formed by the pair of Hurwitz matrices
with ω = 0 (in fact, without loss of generality, we may take ω > 0). The family F is radially controllable, and it is not difficult to see that every convex combination of A 1 , A 2 is Hurwitz. Hence, the matrix e θ 2 A 2 e θ 1 A 1 is Schur provided that θ 1 and θ 2 are sufficiently small or sufficiently large. Moreover, there exist pairs of numbers ω 1 , ω 2 such that F is asymptotically stable under arbitrary switching if ω ∈ (ω 1 , ω 2 ): for instance, it is easy to check that V (x 1 , x 2 ) = x 2 1 + x 2 2 is a common strict Lyapunov function for F if ω ∈ ( 3 − 2 √ 2, 3 + 2 √ 2). However, for θ 1 = θ 2 = t, a numerical computation of the eigenvalues (based on the Schur-Cohn criterium) shows that there exists larger intervals (ω 1 , ω 2 ) such that e tA 2 e tA 1 is Schur for any ω ∈ (ω 1 , ω 2 ). On the other hand, for sufficiently small and sufficiently large values of ω there exist numbers t 1 , t 2 > 0 (possibly dependent on ω), such that e tA 2 e tA 1 is not Schur for t 1 < t < t 2 . In this case divergent trajectories can be constructed (see Figure 1 ). Example 5.3. The family F formed by the pair of anti-Hurwitz matrices
can be considered, for ω < 0, the reversed time version of the family F in the previous example. For certain values of ω, this family exhibits gain of stability and it is, in fact, 0-AC (see [6] , where the example is studied in detail).
Example 5.4. Consider the family F whose members are the anti-Hurwitz matrices A 1 and A 2 :
The vector fields f 1 (x) = A 1 x and f 2 (x) = A 2 x both have an improper node configuration. For simplicity (but, in this case, without loss of generality), we consider the operator (2.4) with H = 2, n 1 = 1, n 2 = 2, θ 1 = θ 2 = t:
Its eigenvalues are real for each t, and they have the expression
While λ 2 > 1 for each t > 0, there exists T 0 such that 0 < λ 1 < 1 for each t < T 0 . Approximately, 2.1 < T 0 < 2.2. Corresponding to λ 1 , there are switched trajectories converging to the origin (see Figure 2 , for t = 1). However, such a trajectory can be found only in the first and third quadrant. Indeed, the second and fourth quadrants are positively invariant for the switched trajectories of F. We conclude that F is stability gaining (actually, regionally stabilizable), but not 0-AC. Namely, convergent to zero switched trajectories can be found for some, but not for each, initial state.
Example 5.5. Consider now the family F of linear vector fields defined by the Hurwitz matrices
It is the reversed time version of the family considered in the previous example. Again, the eigenvalues of
are real. They are given by
2)
They are in fact the reciprocal of λ 1 , λ 2 in (5.1). We have 0 < λ 1 < 1 for each each t > 0, while λ 2 > 1 as far as t is not too big (this is consistent with Lemma 2 of [19] ). Thus F is stability losing. Divergent switched trajectories generate in the first and third quadrant. The system is not radially controllable, but the first and third quadrant can be now reached from any nonzero point of R 2 (see Figure 2) . Thus, F is actually ∞-AC.
More details about Examples 5.4 and 5.5 can be found in [3] .
Example 5.6. The same approach used in the examples above can be applied also to the family F formed by the anti-Hurwitz matrices
This time we have
whose eigenvalues are
3)
When t < 1/2, they are complex conjugate, and |λ 1 | = |λ 2 | > 1. When t > 1/2 they are real and both negative. Moreover, λ 1 < −1 for each t > 1/2. On the contrary, there exist two numbers 1/2 < T 1 < T 0 such that λ 2 < −1 for 1/2 < t < T 1 and t > T 0 , while −1 < λ 2 < 0 for T 1 < t < T 0 . Switched trajectories converging to zero can be constructed. Since F is radially controllable, now F is 0-AC. More precisely, F is actually 0-NAC (see Figure 3) .
Example 5.7. The reversed time version of the previous example, where F is formed by the Hurwitz matrices
is stability losing and in fact ∞-AC (see again Figure 3 ). More precisely, one can see that there exists two numbers 1/2 < T 1 < T 0 such that:
• e tA 2 e tA 1 is Schur with complex eigenvalues if t < 1/2;
• e tA 2 e tA 1 is Schur with real negative eigenvalues if 1/2 < t < T 1 and if t > T 0 ;
• e tA 2 e tA 1 has a negative eigenvalue out of the unit disk if T 1 < t < T 0 .
Previous Example 5.6 is an example of a family F satisfying the 0-NAC (and hence also the 0-PAC and the 0-AC) property, but not the 0-UAC (and hence, not even the 0-UNAC and the 0-UPAC) one. Other examples of the same type are given below.
Example 5.8. This is a simplified version of the already mentioned example in [21] p. 58. Let F be formed by the pair of 2 × 2 matrices
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F is not 0-UPAC, since it does not met the condition of Corollary 3.18. The vector fields f 1 (x) = A 1 x and f 2 (x) = A 2 x present at the origin a saddle and, respectively, a source configuration. Thus, we also recognize that the radial controllability condition holds. According to (ii) of Remark 3.23, F is actually 0-NAC (and hence 0-PAC).
Example 5.9. Let F be formed by the matrices
The family F does not satisfy the necessary condition of Corollary 3.18; thus, it cannot be 0-UAC. Let σ be the periodic switching signal with period θ 1 + θ 2 such that
Then,
The condition required by (ii) of Remark 3.23 is fulfilled, taking for instance
Since it is clear that F is radially controllable, we conclude that F is 0-NAC. It is interesting to note that, using a switching signal like (5.4), if the components ofx have opposite sign, the condition (ii) of Remark 3.23 is met for no values of θ 1 and θ 2 . Instead, in this case the switching signal
works. Finally, ifx belongs to one of the coordinate axes, one needs a switching signal with at least two switches in the periodicity interval (see Figure 4) . To this respect, we emphasize that in general for a family formed by two matrices and possessing the 0-NAC property, we cannot hope that a periodic asymptotic steering to the origin, always corresponds to the iterate application of an operator of the form e θn 2 An 2 e θn 1 An 1 .
We can also give the example of a 0-UPAC family which is not 0-NAC. A 1 is Hurwitz, so that F is trivially 0-UPAC. To prove that F is not 0-NAC, we first notice that A 1 and A 2 commute. Hence, it is sufficient to examine the case where H = 2. Now, it is easy to check that e θ 2 A 2 e θ 1 A 1 = e θ 1 −θ 2 0 0 e θ 1 −2θ 2 .
The relation e θ 2 A 2 e θ 1 A 1 v = λv with |λ| < 1 can be verified only if at least one component of v is zero. In conclusion, F is 0-UPAC but not 0-NAC.
Finally, we give an example of a family with the 0-UNAC property (another example can be found in [6] ).
Example 5.11. Let F be formed by the pair of matrices
Note that A 1 , A 2 commute. We can immediately compute e tA 2 e tA 1 = e t(A 1 +A 2 ) = e −t 0 0 e −t which is of the form λId with |λ| < 1 for each t > 0. Hence, F is 0-UNAC. Note that F is not radially controllable. Note also that in this example, we can actually construct a switching signal σ of arbitrary period such that (F, σ) is asymptotically stable at the origin.
Concluding remarks
By combining Example 5.9 and Example 5.10, we may obtain a family of four 4 × 4 matrices with the 0-PAC property, which is neither 0-UPAC nor 0-NAC. To complete the description of the relationship among the various notions of asymptotic controllability studied in this paper, it remains to prove (or disprove) the following conjecture: for any family of matrices F, 0-AC implies 0-PAC. It would be also interesting to find examples, if any, of families F which are stability losing but not normally stability losing.
We may notice the following difference between Examples 5.4 and 5.6. While in the former case there are fast switching trajectories converging to the origin (correspondent to a positive eigenvalue of the discrete time associated operator), in the latter trajectories converging to the origin require a sufficiently long dwell time (and they correspond to a negative eigenvalue of the discrete time associated operator).
Finally, we emphasize that the family of matrices considered in this paper have finitely many components; this is essential for most of the results.
