A ULV decomposition of a matrix A of order n is a decomposition of the form A = ULV H , where U and V are orthogonal matrices and L is a lower triangular matrix. When A is approximately of rank k, the decomposition is rank revealing if the last n ? k rows of L are small. This paper presents algorithms for updating a rank-revealing ULV decomposition. The algorithms run in O(n 2 ) time, and can be implemented on a linear array of processors to run in O(n) time. 
Introduction
Let A be a matrix of order n. A rank-revealing URV decomposition of A is a reduction of A by unitary transformations to a triangular matrix of the form U H AV = R H 0 E ! :
(1:1)
The decomposition is rank revealing in the sense that the matrices H and E are smaller than some prespeci ed tolerance, and the smallest singular value of R is greater than that tolerance. Such decompositions | they are not unique | are useful in solving rank de cient systems. Moreover, if V = (V 1 V 2 ) is partitioned conformally, then in the spectral norm kAV 2 k = H E ! (1:2) so that the columns of V 2 form an orthonormal basis for an approximate null space of A, something required in signal processing applications like direction of arrival estimation. The advantage of the URV decomposition over the more familiar singular value decomposition is that it can be updated when a row is added to A. The updating procedure, which is described in 6], requires O(n 2 ) operations and preserves the rank-revealing character of the decomposition. Moreover, it can be implemented on a linear array of n processors to run in O(n) time.
Although the URV decomposition is fully satisfactory for applications like recursive least-squares, it is less satisfactory for applications in which an approximate null space is needed. The reason is the presence of H in (1.2) . To see that it should not be there, let (U 1 U 2 ) be a partition of U conformal with (1.1). Then it is easily seen that kU H 2 Ak = kEk. Consequently the last n ? k singular values of A are less than or equal to kEk, and the corresponding left singular vectors form an approximate null space whose residual has norm less than or equal to kEk.
Thus V 2 is not the best available approximate null space.
In 6] this problem was circumvented by including a re nement step that reduces the size of H. The properties of this re nement have been analyzed in 7] .
In experiments with the MUSIC algorithm for direction of arrival estimation, the re nement was found to improve the results 1]. However, it adds extra work, and aesthetically it has the appearance of a stopgap. The purpose of this paper is to present an alternative.
Speci cally, we will describe how to update a lower triangular decomposition of the form
where U, and V are orthogonal, L is well conditioned, and H and E are small. We will call such a decomposition a rank-revealing ULV decomposition. The updating algorithm consists of two parts: an algorithm to bring a lower triangular matrix into rank-revealing URV form and the updating algorithm proper. We will present the former in the next section and the latter in x3. The paper concludes with some general observations on the algorithms.
De ation
Although adding a row to a matrix cannot decrease its rank, in many applications the matrix is rst multiplied by a constant less than one to damp out old information. Under such circumstances, it is possible for the matrix L in (1.3)
to become e ectively rank de cient. Here we present an algorithm to calculate a rank-revealing ULV decomposition of a lower triangular matrix L.
The rst step is to determine a vector w of norm one such that ! = kw H Lk approximates the smallest singular value of L. This can be done by using any of a number of reliable condition estimators 4]. If ! is greater than a prescribed tolerance, then there is nothing to be done. Otherwise, we must modify L by unitary transformations so that its last row becomes small. We will use plane We begin by reducing w the nth unit vector e n . The reduction is illustrated in Figure 2 .1. The two arrows represent the plane of the rotation, and it annihilates the component of w with a check over it. Denote the product of rotations by P = P 1 P 2 P n?1 :
Next we apply the rotations P i to L from the left, as is shown in Figure 2 .2. The application of P i produces a nonzero element in the (i; i + 1)-element of L. This element is removed by postmultiplying by a plane rotation Q i . Let Q = Q 1 Q 2 Q n?1 be the product of these rotation.
The appearance of h's and e in the last matrix of Figure Thus the last row of PLQ has norm !.
If the (n ? 1) (n ? 1) leading principle submatrix of L is su ciently well conditioned, we have our rank revealing ULV decomposition. If not, we can repeat the de ation procedure until a su ciently well condition matrix is found in the upper right hand corner.
Updating
We now turn to the updating step. Speci cally, we suppose that we are given an additional row z H and wish to determine a rank-revealing ULV decomposition of A z It is worth noting that if the y's in the tower are small compared with the diagonal elements of L, the y's along the last column will actually be of order kyk 2 . If only an approximate decomposition is required, it may be possible to neglect them.
Comments
We mentioned in the introduction that a ULV decomposition can be expected to give a higher quality approximate null space than a URV decomposition. However, there are trade-o s. It costs more to de ate the URV decomposition if we insist on re nement steps. On the other hand the updating algorithm for the URV decomposition is much simpler. In fact, when there is no change of rank, it amounts to the usual LINPACK updating algorithm SCHUD 2] . Only experience with real-life problems will tell us under what circumstances one decomposition is to be preferred to the other.
Both sets of algorithms are stable and reliable. They are stable because they use orthogonal transformations straightforwardly with no additional implicit relations. They are as reliable as their underlying condition estimators.
In 6] we showed that the algorithms for the URV decomposition could, in principle, be parallelized on a linear array of processors. The same is true of the algorithms for updating a ULV decomposition. Since the techniques to show that the algorithms have parallel implementations are the same for both decompositions, we do not give the details here.
