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ABSTRACT 
 
Ultra-Wideband sensing provides new and 
interesting options for testing and inspection in many 
different fields. The article deals with a wide spread 
of different applications. The advantage of UWB-
sensing results from the good penetration of the 
sounding waves through the material under test and 
its high spatial resolution. A flexible UWB-sensor 
conception will be discussed. Its working principle is 
based on pseudo-random sounding waves. The 
examples considered shall indicate the device 
performance for quite different sensor tasks. 
 
Index Terms – ultra wideband sensor, ultra 
wideband radar, PN-code, non-destructive testing, 
trough wall imaging, cancer detection  
1. INTRODUCTION 
The exploitation of the interaction of electromagnetic 
waves with matter provides interesting options to gain 
information from a great deal of different scenarios. 
To mention only a few, it enables to assess the state of 
building materials and constructions, to investigate 
biological tissue, to detect persons buried by rubble 
after an earthquake or unauthorised people hidden 
behind walls and many more. The advantage of such 
methods consists in their non-destructive and 
continuously running measurement procedure which 
may work at high speed and in contactless fashion.  
Recently, new developments in RF-electronics and 
the availability of powerful numerical processors at 
reasonable prices make this sensing approach more 
and more attractive also for volume applications 
outside the laboratory.  
Depending on the actual tasks, the requirements on 
the sensing system may be quite different, such as the 
optimum operational frequency band, measurement 
speed, sensitivity, system costs, reliability, etc. Also 
the hard- and software of the sensor devices may be 
quite different depending on the application.  
Sensors applying electromagnetic interactions with 
the test object have been in use for a long time. But 
most of such sensors are restricted to a relative narrow 
bandwidth and consequently they can provide only a 
small amount of information about the test object. 
Ultra-wideband sensors may be able to provide more 
information and by such reduce ambiguities which are 
inherently part of indirect measurement methods such 
as electromagnetic sensing. 
The article deals with a flexible sensor conception, 
some performance-figures of UWB-devices and a 
couple of measurement examples from different fields 
of application.  
2. FLEXIBLE SENSOR CONCEPTION 
The idea behind an UWB-sensor is quite different 
compared with the classical sensor approach where 
the sensor/transducer simply transforms a given 
physical value into another value which can easily be 
captured (e.g. a voltage). In contrast to that, the basic 
functioning of an UWB-sensor can be divided into 
two steps: 
1. Capturing the interaction of the target (test object 
or scenario under test) with an electromagnetic 
field of a large bandwidth. 
2. Extracting the wanted information about the 
target hidden in the measured data. 
This conception leads to a generic structure of UWB-
sensor devices as depicted in Figure 1. The applicator 
provides the electromagnetic interface to the test 
object and fixes size and shape of the volume of 
interaction. There are various applicators in use: 
- Open coaxial line touching a material under test: 
It leads to a small point-shaped test volume 
- (unshielded) probe cable covered by the material 
under test: It results in a line-shaped test volume. 
- Antenna: It causes a cone-shaped or omni-
directional test volume depending on antenna 
radiation characteristics.  
- Applicator array: If a larger or a complex 
scenario must be observed, spatially distributed 
sensors can be beneficial. Such an arrangement 
requires multi-channel electronics. 
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Figure 1: Generic structure of a PN-sequence 
multi-channel UWB-sensor system 
 
 
The RF-electronics provide the stimulus signal and 
capture the target response, which is digitally pre-
processed by the following stages. Their basic task 
and functioning is largely independent from the type 
of applicator and from the specific application.  
Finally, the wanted information is gained by more or 
less complicated main signal processing. Only in 
some cases, the processing is so simple that it can be 
performed by the basic unit itself. The data processing 
covers mostly application specific tasks of an UWB-
sensor. Its complexity largely depends on the actual 
measurement task and the wanted results (e.g. 
processing in the time or frequency domain; providing 
measurement curves or 2D/3D images; feature 
extraction; object recognition etc.), the user interface, 
the required refresh rate of the measurements, the 
control mechanisms of larger sensor arrays, and many 
things more. Due to its high specificity, we will not 
consider this aspect in this paper.  
3. BASIC FUNCTION PRINCIPLE  
 
Figure2: Basic concept of the PN-sensor. Note, the 
measured impulse response function g(t) results from 
the behaviour of the antennas, of the target and the 
propagation path. 
 
The basic principle of function of the ultra-wideband 
PN-sequence approach was introduced in [1]. Figure 
2 illustrates the key components. The general idea is 
to stimulate the scenario under test by a wideband 
signal which distributes its energy over a large time. 
This avoids voltages peaks which prevent the 
electronics and sensible targets from saturation or 
even damage.  
This stimulus signal is provided by a digital shift 
register. Such a register consists of n high speed flip-
flops and it is pushed by a stable RF-clock of 
frequency fc. Depending on the internal feedbacks, a 
PN-sequence is periodically generated. One period of 
such a signal consists of N = 2n-1 randomly 
distributed elementary pulses (or chips). Here, we 
only consider the so called M-sequence. But the 
approach is not restricted to that specific PN-code. 
Gold-codes, Kasami-codes or any other code is also 
applicable as long as it covers 2n-1 (or 2n+1) chips per 
period. The output of the shift register is directly used 
as stimulus for an antenna/applicator or other 
measurement object.  
The receive signal which represents the response of 
the test object with respect to the PN-sequence 
stimulation is immediately sampled via a wideband 
T&H- or S&H-circuit and converted into the 
numerical domain by a video-ADC. The signal 
recording works in a sub-sampling mode in order to 
reduce the sampling rate. It is controlled by a binary 
divider.  
The acquired data are processed according the actual 
needs by a FPGA, DSP or by a PC.  
In order to gain time resolution for e.g. radar 
measurements, the measurement signal must be 
compressed in the receiver which may be carried out 
by correlation. This finally leads to the wanted 
impulse response function of the scenario under test. 
The correlation is executed numerically so that the 
resulting correlation peaks do not stress analog 
electronic components. 
In the case that the frequency response function is 
wanted as measurement result, the captured data has 
to be subjected to a Fourier transform and subsequent 
processing in the frequency domain.  
In all of our applications so far, the PN sounding 
signal was an M-sequence since it provides the best 
range resolution as well as a flat stimulus spectrum 
and it leads to the fastest signal processing. Figure 3 
summarises some properties of M-sequences. For 
reasons of space, only a short sequence is 
demonstrated. The period length T0 depends from the 
shift register length n and the clock rate fc. The auto-
correlation function represents a comb of sharp 
triangular spikes. Their base width is identical with 
the length of two chips. Range resolution and 
ambiguity range of a radar sensor results from the 
properties of the auto-correlation function (see 
below). The power spectrum of the M-sequence is a 
line spectrum having a sinc²-shaped envelope. 
Theoretically the M-sequence has an infinite wide 
spectrum. However about 80 % of signal power is 
concentrated between DC and fc/2. Hence, cutting the 
spectrum at fc/2 will not drastically degrade the signal 
properties. In contrary, the band limitation will cut-
out a spectral band in which noise and interference 
increasingly dominate over the signal. This is the  
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Figure 3: Time shape, spectrum (linear scaled 
magnitude) and auto-correlation function of a 4th 
order M-sequence. 
 
reason for the low-pass filter at the receiver input in 
Figure 2. 
A second aspect – a point of central importance – of 
that band limitation relates to the Nyquist-theorem. If 
the stimulus bandwidth is limited to fc/2, the lowest 
possible sampling rate equals the clock rate fc of the 
shift register.This has two consequences. 
First, the amount of data per measured impulse or 
frequency response function corresponds to the 
theoretical minimum. The data throughput of the 
ultra-wideband sensor may be enormous. Therefore, 
any redundancy should be avoided during the data 
capturing. The visualisation of such an impulse 
response is not always friendly for the human eyes 
due to the big steps between adjacent data samples. If 
so, interpolation (preferably by a FFT-approach) 
improves the appearance of the measurement curves. 
Second, sampling with the clock rate fc means that 
one has to take one data sample from every chip of 
the M-sequence. Since the M-sequence is periodic, 
one can distribute the data gathering over several 
periods which leads to relaxed speed requirements for 
the data capturing system. This is a usual approach for 
RF-signal capturing which is called sub-sampling or 
stroboscopic sampling.  
 
 
Figure 4: Sub-sampling (stroboscopic sampling) 
control by binary divider.  
 
The particularity in this case is that the sub-sampling 
can be controlled by a binary divider due to the fact 
that the M-sequence (or another PN-code) has a 
length which is always one less than a power of two 
2 1nN = − . Figure 4 demonstrates why. Let us 
suppose a sampling rate of half the clock rate
2s cf f= . Therefore only every second chip is 
sampled. Within the first signal period these are the 
samples with an odd number and during the second 
period the samples with the even numbers are 
captured. The next period will be again the turn for 
the odd sample numbers and then the even sample 
numbers will follow and so forth. So after two 
periods, all data samples are captured without 
violation of the Nyquist theorem. The same holds for 
a dividing factor of 4, 8, etc. requiring 4, 8, etc. 
periods to capture the complete data set for one 
impulse or frequency response function. 
Compared to the usual sampling control in sampling 
scopes (slow and fast voltage ramps), this method is 
extremely stable. The divider has to run through all 
his states before he releases a new sampling event. 
Thus, differences in the behaviour of the flip-flops in 
the divider cannot cause variations of the sampling 
interval. An equidistant and known sampling interval 
is an important prerequisite to perform a distortion 
free Fourier-transform.  
Furthermore, in order to define trigger events (as e.g. 
the release of a voltage sample), usually a reference 
waveform crosses a threshold as depicted in Figure 5. 
Unfortunately, neither reference signal nor threshold 
are ideal. They are affected by noise and drift leading 
to random (jitter) and slow (drift) fluctuations of the 
trigger point. Obviously these perturbations have less 
impact as shorter the rise time tr of the reference 
waveform becomes smaller. In our case, for the 
principle demonstrated in Figure 2, the rise time is 
given by the switching time of the flip-flops which is 
in the order of 20 ps. Hence, drift and jitter are orders 
below that of classical sub-sampling devices. A drift 
free data capturing is important for the application of 
calibration techniques, since the calibration cannot be  
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repeated very often. A jitter free gathering of data 
results in a high sensitivity to detect small variations 
within a test scenario. 
In order to present the measurement data in a useful 
form, some processing must be undertaken. 
Depending on the application, either a frequency 
response or an impulse response function is of 
interest. The frequency response is gained via a 
Fourier transform and the determination of the 
impulse response requires a time compression of the 
data. In what follows, we will concentrate on the last 
point since it is more unusual as the Fourier transform 
and hence it needs further explanations. 
The wanted impulse response function g(t) relates to 
the input and output signals by 
 
( ) ( ) ( )ym mmgψ τ τ ψ τ= ∗  
in which ψmm(τ) is the auto-correlation of the transmit 
signal, ψym(τ) is the cross correlation between receive 
and transmit signal and ∗ symbolises convolution. If 
the bandwidth of the test signal is large compared to 
that of the scenario under test, ψmm(τ) is short versus 
any variations in g(τ) and the equation may be 
simplified to ψym(τ) ~ g(τ) for ψmm(τ) ≈ δ(τ). Hence, 
the input-output-correlation gives the wanted 
characteristic function of the measurement scenario. 
The cross-correlation is defined by  
 
( ) ( ) ( )dym y t m t tψ τ τ= ⋅ +∫ . 
For sampled data [ ]1 2 3 TNm m m m=m "  and 
[ ]1 2 3 TNy y y y=y " , it can be expressed by 
a matrix equation as long as the settling time of the 
scenario is shorter than the period length of the PN-
code: 
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This equation represents a cyclic correlation in which 
the (NxN) matrix M is built from shifted versions of 
the digitised transmitter signal m. g is the digitised 
version of the wanted impulse response function. 
Up to now, m may represent one period of any 
wideband signal. It must not be a PN-sequence. 
However, if the transmit signal is an M-sequence, the 
matrix M can be decomposed in a Hadamard-matrix 
= ⋅ ⋅M P H Q  [2]. Thus, the correlation is expressed 
as 
ym = ⋅ ⋅ ⋅ψ P H Q y . 
Here, H is the [(N+1)x(N+1)] Hadamard matrix, P 
and Q are permutation matrices of order [Nx(N+1)] 
respectively[(N+1)xN)]. The permutation matrices 
have in maximum only one 1 per row and column. 
The remaining elements are zeros. Hence, the product 
of a permutation matrix with a vector represents 
simply a restructuring of the element order in that 
vector. Numerically, this is a simple and fast 
algorithm. Consequently, the correlation consists of 
three steps: 
- Permute the elements of the measured data y 
corresponding to Q. 
- Perform the product with the Hadamard matrix. 
- Permute the elements of the matrix product 
corresponding to P. 
A matrix multiplication is usually a numerical 
expensive procedure. But it is not true for the 
Hadamard matrix. Here, the matrix product is reduced 
to n2n summations which can be calculated in a very 
fast way which is also referred as Fast Hadamard 
Transform (FHT). This is depicted in Figure 6 for two 
simple examples. 
In summary, the options to pre-process the 
measurement data are: 
- Subject the captured data to an FFT. This results 
in a complex spectrum roughly proportional to 
the frequency behaviour of the transmission path.  
- Subject the captured data to an FHT. This leads 
to the impulse response which is based on the 
assumption of system stimulation by an ideal M-
sequence. 
- Measure both, stimulus and system reaction, and 
calculate the actual cyclic cross-correlation. This 
leads to the impulse response of the object under 
test. 
Trigger signal perturbed 
by additive noise
Noise band
Thresholdσ tj V0
tr
Trigger point
DC-offset ΔV
Time drift Δt
0j rt t Vσ≈
0rt t V VΔ ≈ Δrms-jitter:
drift:
- Measure both, stimulus and system reaction, and 
calculate the complex cross-spectrum via FFT. 
The result is the frequency response function of 
the tested system. 
 
 
 
 
Figure 6: The Hadamard-butterfly which leads to the 
Fast Hadamard-Transform (FHT)  
 
4. KEY FIGURES 
Ambiguity function:  The wideband ambiguity 
function is given by [3]: 
 
( ) ( ) ( )( ), d
with
obs
WB
T
r
r
s s m t y s t t
c v
s
c v
χ τ τ= −
−= +
∫
. 
Here, s is a scaling factor which describes the 
compression or expansion of the scattered waveform 
by a moving target. For positive radial speed vr (the 
target moves away from the antennas), the scaling 
factor is smaller than one and it is bigger than one if 
the target approaches. c is the speed of light. 
Figure 7 depicts the central peak of the ambiguity 
function for a short M-sequence which was observed 
over 128 periods. The ambiguity function is periodic 
along the range direction restricting the unambiguous 
range to 10 2 2
n
c cR c f N t
−≅ = . Within the area 
limited by the -3dB level, the radar is not able to 
distinguish close targets and the waveform is not 
sensible to Doppler. The width of this area in range 
direction denotes the range resolution 
02 2r c cc t c f R Nδ ≈ = = , which can be illustrated 
by the simple model in Figure 7 (bottom). The 
drawing depicts the limiting case where the 
compressed waveforms scattered by two targets melt 
into each other. Note that this simple model refers to 
the ideal auto-correlation function of the M-sequence 
which does not respect the frequency cutting at fc/2. 
Furthermore, the scattered field of a point target is 
proportional to the second derivation of the incident 
wave. This is also not included here. 
 
Figure 7: Central peak of the wideband ambiguity 
function (above) and simplified model to estimate 
range resolution (bottom).  
 
 
The speed interval ±vr,max in which the return signal is 
not affected by Doppler is given by 
,max 2r c obs r obsv c t T Tδ≈ = . That is, the target 
displacement during the measurement time Tobs must 
be less than the range resolution. The observation 
time is always the multiple of the M-sequence period 
0obsT P T= ⋅ . For the shortest possible measurement 
time Tobs = T0, the maximum “Doppler free” target 
speed is ,max 2rv c N≈ . 
Accuracy: The capability of the radar to register small 
displacements of the target we call accuracy. The 
flank of the correlation function will be somewhat 
shifted if the target moves a bit. But typically only 
one or a few data samples are located on the flank. 
Hence, the movement of the flank can only be 
registered by the voltage variation of these samples. 
The smallest detectable voltage variation is limited by 
the noise on the flank. Its variance can be estimated 
by ( )22 2 ,maxflank ym j ct tσ σ ψ≈ + ⋅ (σ2– variance of ψym, 
tj – jitter). This finally results in an accuracy of 
2c flank my,maxr c t σ ψΔ ≈ which leads to 
rr SNRδΔ ≈  if the jitter is negligible as in the 
case of the considered PN-radar (SNR – signal to 
noise ratio). 
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correlation function) of an idealised wideband 
transmission path corrupted by several perturbation 
effects. The level diagram depicts the behaviour of the 
perturbations in dependence from the input level of 
the receiver. A0 – wanted main peak; Adc – peak of 
device internal clutter; As – spurious signals caused 
by non-linearity; σ – rms-value of noise.  
 
Dynamic range: The dynamic range is limited by 
several effects such as noise, device internal clutter 
and spurious signal peaks caused by the non-linear 
behaviour of the receiver. Here, we will only discuss 
their effect in the time domain i.e. onto the impulse 
response function. Figure 8 illustrates a short 
triangular impulse response affected by these 
perturbations and their dependence from the receiver 
input level. From that different dynamic ranges can be 
defined: 
Clutter free dynamic range Ddc: It is limited by device 
internal imperfections (reflections, band limitations 
etc.) and by the deviation of the actual transmitted M-
sequence from the ideal one. It can be largely 
removed by an appropriate calibration [4],[5]. After 
calibration, Ddc is mainly limited by the quality of the 
calibration standards and the stability of the 
measurement device over time. The clutter free 
dynamic range Ddc dominates the device performance 
to detect static objects. 
Spurious free dynamic range Dopt and optimal point of 
operation OPO: Non-linear distortions of the received 
signal cause additional spikes in the correlation 
function [6]. It has been seen from measurements that 
the third order non-linearity dominates this effect. The 
spurious free dynamic range Dopt also limits the 
device performance to detect static objects. 
Maximum signal to noise ratio Dmax: It is given by the 
relation between maximum signal level (usually the 
1 dB compression point) and the noise level. Note, 
that the value of Dmax depends on the observation time 
Tobs: max max 0p obs cD SNR E N SNR T fη η= = ⋅ = ⋅ ⋅ . 
Herein are: E the signal energy provided by the 
measurement object during the observation time Tobs, 
Np the noise power spectral density, η the receiver 
efficiency (in our case η = 2-m); SNR0 the signal to 
noise ratio of the captured signal. If SNR0 is expressed 
in effective number of bits ENOB, Dmax can be 
estimated to (assuming an ideal M-sequence) 
 
[ ] ( )max dB 4.77 6 3 10 lg
with 2 , 1, 2,3,m
D ENOB n m p
p i i
≈ + ⋅ + − +
= ⋅ = "
 
n and m are the orders of the shift register and binary 
divider and p is the number of signal periods over 
which the measurement was done, i.e. 
0 02
m
obsT p T i T= ⋅ = ⋅ ⋅ . The value of i indicates the 
number of synchronous averaging. Dmax mainly limits 
the sensibility to detect weak moving targets since the 
mostly static device internal clutter and the spurious 
signals may be removed by appropriate low pass 
filtering. 
System performance Dsys: It indicates the weakest 
propagation path which can be observed by the radar. 
It results from Dmax and the attenuation of the 
strongest signal path Lmin (usually antenna cross-talk).  
 
5. SOME VARIATIONS OF SYSTEM 
CONCEPTS 
As seen from the previous paragraph, the key figures 
of the radar system may be flexibly matched to 
different requirements by selecting fc, n, m and p. 
Additional degrees of freedom are given by varying 
the code of the sounding signal and the type of data 
processing. Since all fundamental system components 
are based on digital circuits, a switching between 
several modes is in principle also possible during 
operation. The structure of the system may be adapted 
to many different requirements. Figure 9 summarises 
some variants which can also be combined. 
- MIMO-System; UWB-array: In principle an 
arbitrary number of transmitter and receiver 
channels can be combined. The receivers are 
usually all working in parallel. The operational 
mode of the transmitters must respect the 
orthogonality of the sounding signals. 
- Increased equivalent sampling rate: The idea is 
to capture more than one sample per chip. 
Therefore, the low-pass filter at the receiver input 
can be dropped since the band limitation will be 
carried out inherently by the electronic  
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Figure 9: Some of the possible variations of PN-radar 
device structures. 
 
components. Digital signal processing will then 
partially take over the noise suppression of that 
filter. This approach is useful if the clock rate 
must be changed during operation or to extend 
the operational frequency band (using a larger 
bandwidth of the stimulus supposed) [7]-[9]. 
- Up-down-conversion: The operational band can 
be shifted to an arbitrary band. The up-
conversion of the first IF-stage works by a xor-
gate and the IQ-down-conversion works 
sequentially in order to assure identical I- and Q-
channels over a huge bandwidth ([9]-[11]). 
- Feedback sampling: The data variations from 
measurement to measurement are almost quite 
small due to the fast measurement speed. This 
can be used to predict the next expected value 
and to capture only the difference. Hence, the 
dynamic range will be increased by avoiding 
T&H saturation and the load of the digital system 
is reduced since only low bit values have to be 
handled. 
6. EXAMPLES OF TECHNICAL 
IMPLEMENTATIONS 
 
Figure 10: Some basic subcomponents and examples 
of PN-short range radar system implementations and 
a new 1Tx-2 Rx single chip radar which is just under 
investigation. 
 
The technical implementation of the radar device is 
divided in an RF-part and a digital part. The key-
components of the RF-part are custom-made SiGe:C-
circuits which can be individually combined to a 
specific RF-head. Figure 10 gives some examples. 
The custom ICs are emphasised by the red boxes in 
the block schematics (Figure 2 and Figure 9). The 
shift-register lengths used up to now were 9 and 12. 
The maximum clock rate of the shift register is more 
than 20 GHz. The analogue band width of the T&H is 
also about 20 GHz and their maximum sampling rate 
is about 3 GHz. New developments are directed to 
completely integrate the RF-part as to be seen in 
Figure 10 bottom. Currently, the digital part consists 
of video-ADCs which operate in the 20 MHz-range 
(depending on the RF-clock rate and the binary 
divider), a FPGA for data pre-processing and a DSP.  
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7. APPLICATIONS 
So far, the implemented systems and investigated 
applications were focused on high resolution short 
range sensing. The following compilation gives a few 
examples in order to underline the flexibility of the 
ultra-wideband PN-radar sensor. The table of 
references lists further research topics in which PN-
sensors were involved. 
 
Through wall tracking of people  
The penetration of electromagnetic waves through 
building material is reasonable if their frequency is 
below 2...3 GHz. This opens up the opportunity to 
detect reflective targets hidden behind walls. Since 
nearly all objects reflect electromagnetic waves, the 
returning waves superimpose to a complicated 
mixture of signals. The simplest way to extract 
meaningful signal components from this tangle of 
waves is to consider only non stationary objects such 
as e.g. walking people and to extract their roundtrip 
time. The target localisation is based on an 
interferometric radar approach and tri-lateration as 
illustrated in Figure 11. 
 
Figure 11: Principle of localisation of moving target 
by tri-lateration and illustration of sensor use. 
 
The visualisation of large stationary targets behind a 
wall is possible too. But it requires scanning and 
sophisticated radar imaging [19]–[22]. For further 
examples of ultra-wideband localisation and tracking, 
the reader is conducted to [23]-[25]. 
Breathing detection through rubble 
The rescue of buried people which are still alive after 
an earth quake is a crucial task. The most demanding 
issue relates to a fast detection of the victims. But 
since many of the victims are trapped or unconscious, 
they are not able to attract attention to themselves. 
Here, a sensor which is able to register breathing 
people may save valuable time. Ultra-wideband 
sensors can do this job by registering the small 
movement of the human chest due to breathing.  
The rubble is often mixed with reinforced concrete. It 
provides huge clutter signals from which the weak 
“breathing signals” must be extracted by a 
sophisticated signal processing [26]. Figure 12 
illustrates an example. It indicates the detection of a 
victim having a breathing interval of a bit less than 3 
seconds. The time scale on the vertical axis relates to 
the roundtrip time of the sounding waves. Using more 
than one antenna, such measurements can be used to 
localise the target.  
 
 
 
Figure 12: Search for a buried people by ultra-
wideband radar and visualisation of processed data. 
 
Medical applications  
In the environment of medical engineering, the use of 
ultra-wideband sensor can address several fields of 
applications as e.g. remote sensing of vital data [27] 
or the fusion of multi-modal sensor arrangements 
[28], [29]. Here, we will discuss a further use which is 
based on moisture sensing. Water is one of the most 
important substances of life. The water molecule 
shows a specific behaviour in the electric field [30]. It 
has a very high permittivity at frequencies below 1 
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GHz and shows relaxation phenomena in the lower 
microwave rage. This behaviour makes water very 
interesting for ultra-wideband sensing. 
Because the state of biological tissue largely depends 
on its water content, ultra wideband sensing of tissue 
may be an interesting alternative to existing methods 
in the future. So, e.g., the water quantity is enhanced 
in many types of cancerous tissues compared to 
healthy human cells. This opens up the opportunity to 
search for cancer by harmless electromagnetic 
sensing. Figure 13 represents an example of a 
cancerous lunge which was scanned by a coaxial 
probe in order to gain its frequency dependent 
complex permittivity. From that the water content was 
calculated via an appropriate model [31 ], [32]. As the 
investigation shows, the water content of the tissue 
clearly rises by approaching the cancerous regions.  
 
 
 
Figure 13: Screening of a cancerous lung by 
dielectric spectroscopy using a coaxial probe. The 
measurements were performed with an M-sequence 
device of 4 GHz bandwidth (Courtesy Universitätsklinikum 
Heidelberg, Experimentelle Chirurgie).  
 
High resolution radar imaging  
The short pulse width respectively the short coherence 
length of ultra-wideband signals is the prerequisite to 
calculate high resolution radar images from captured 
signals. Since the sounding waves can penetrate many 
substances, these images may also map hidden 
objects.  
Radar imaging requires data capturing from different 
aspect angles referred to the object of interest. Three 
basic approaches are in use for that purpose [33]: 
- A great deal of radar sensors is spread over a 
large area. The arrangement of the sensors may 
be regular or arbitrary as well as dense or sparse 
(it is called physical array - PAR) 
- A single sensor is moved across an area of 
interest while the radar data are coherently 
captured (this is called synthetic array- SAR) 
- A stationary single sensor captures the radar 
returns from a moving object (this is called 
inverse synthetic aperture – ISAR). 
 
 
Figure 14: Radar image of a hand gun gained from 
migration imaging of SAR-data. The operational 
frequency of the radar device covers the band 1 to 
3.5 GHz. 
 
Principle of scanning 
    
Figure 15: 3D-breast surface reconstruction of a 
body surrogate aimed at medical purposes. The 
imaging is based on Inverse Boundary Scattering 
Transform using M-sequence radar (1-13 GHz 
frequency band) for data collection.  
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The processing of the captured data is usually 
performed by migration [22]. The corresponding 
algorithms are either based on space-time procedures 
(e.g. Kirchhoff migration) or they are dealing with 
Fourier transformed data i.e. frequency-wave number 
procedures (e.g. Stolt migration [34]). Newer 
approaches apply Inverse Boundary Scattering 
Transform [35]- [38]. They provide better results as 
the migration. However, the surfaces of the objects 
should be sufficiently smooth and it should be 
possible to extract the fronts of the scattered wave 
from the captured signals. The figures above show 
examples of a migrated radar image and the 3D-
reconstruction of a body surrogate which is intended 
as an intermediate state of breast cancer detection. 
 
Non-destructive testing in civil engineering  
Non-destructive testing in civil engineering covers a 
wide field of different applications which are spanned 
from investigations for underground and mine work to 
tests in structural engineering as well as for material 
and pavement characterisation. The following figures 
illustrate some corresponding examples.  
 
Figure 16: Radar tube crawler intended for quality 
assurance of waste tube embedding. The radar 
image shows a foreign body close the tube cladding 
which may be the cause of long term damages.  
 
Figure 16 refers to investigations of the embedding 
zone of waste water tubes. The quality and state of 
that zone largely determines the live time of the tubes 
[39], [40]. 
The damage of the crystalline structure of salt rock in 
mines is shown in Figure.17. It is visualised from the  
 
 
Visualisation of structural defects 
Figure 17: Salt mine inspection with ultra-wideband 
radar. The lower image emphasizes the sources of 
back scattering which are caused by the structural 
defects in the salt. 
 
 
Figure 18: Detection of wooden worms due to their 
feed movement. 
 
weak back scattering of very wideband waves (1...13 
GHz) due to these structure defects [4], [5]. For 
deeper details on the examples from Figure 16 and 17, 
the reader is addressed to [41] which are to be found 
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in this proceeding too. Finally, Figure 18 
demonstrates the use of ultra-wideband sensors for the 
detection of wood-destructible insects [42]. The 
marginal movement of the larvae provide evidence of 
their existence. A larva contains more water than the 
surrounding wood. Hence, it provokes a weak 
reflection of electromagnetic waves which can be 
distinguished from other reflection if the larva slightly 
moves. 
 
8. SUMMARY 
Ultra-wideband sensing represents an interesting and 
innovative sensing tool with a large area of 
applications. It is based on the interaction of harmless 
low-power microwaves with the objects of interest. 
This sensing method permits the continuous, 
contactless and non-destructive characterisation of the 
measurement objects. The article has shown some 
application examples from different areas. Further 
examples can be found in the proceedings of the 
biannual GPR conferences. 
The functioning of ultra-wideband sensors may be 
based on different approaches. Here, we considered 
the use of very wideband pseudo-noise signals. It 
promotes a very stable and hence sensible sensor 
electronics which can be monolithically integrated in 
a low-cost RF-technology. 
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