Disturbance noises are always bounded in a practical system, while fusion estimation is to best utilize multiple sensor data containing noises for the purpose of estimating a quantity-a parameter or process. However, few results are focused on the information fusion estimation problem under bounded noises. In this paper, we study the distributed fusion estimation problem for linear time-varying systems and nonlinear systems with bounded noises, where the addressed noises do not provide any statistical information, and is unknown but bounded. When considering linear time-varying fusion systems with bounded noises, a new local Kalman-like estimator is designed such that the square error of the estimator is bounded as time goes to ∞. A novel constructive method is proposed to find an upper bound of fusion estimation error, then a convex optimization problem on the design of an optimal weighting fusion criterion is established in terms of linear matrix inequalities, which can be solved by standard software packages. Furthermore, according to the design method of linear timevarying fusion systems, each local nonlinear estimator is derived for nonlinear systems with bounded noises by using Taylor series expansion, and a corresponding distributed fusion criterion is obtained by solving a convex optimization problem. Moreover, a stability condition is also derived for the designed nonlinear estimator. Finally, target tracking system and localization of a mobile robot are given to show the advantages and effectiveness of the proposed methods.
I. INTRODUCTION
Multi-sensor fusion estimation has been one of the most important focuses in the area of information fusion during the past two decades. Since estimation performance and reliability can be improved by the redundant information from multiple sensors, different fusion estimation methods have been found in many application fields such as target tracking and localization, guidance and navigation [1] , fault detection [2] , sensor networks [3] and cyber-physical systems [4] . Generally, there exist two kinds of fusion estimation structures: centralized fusion structure and distributed fusion structure. Under the centralized fusion structure, all measurement data from different sensors are communicated to the fusion center (FC), and the design of centralized fusion estimator is equivalent to that of state estimator with single sensor. Though fusion estimation can provide optimal estimation performance, it has poor robustness and reliability when there are faulty sensors and FC. Under the distributed fusion structure, the measurements are first used to derive the local estimates at each sensor, and then these local estimates are sent to the FC to yield optimal or suboptimal state estimate by designing certain fusion criteria. Compared with the centralized fusion structure, the distributed fusion structure is generally more robust, reliable, and fault tolerant [5] . Therefore, most of existing works are focused on how to design the distributed fusion estimation algorithms.
Generally, the physical processes are modeled by linear or nonlinear dynamical systems, while the disturbance noises in multi-sensor fusion systems are considered as Gaussian or non-Gaussian disturbances. When considering the Gaussian white noise with known covariances, there mainly exist three different distributed fusion estimation methods: i) Optimal distributed fusion estimation strategies [6] - [8] ; ii) Suboptimal distributed weighted fusion estimation methods [9] - [11] ; iii) Suboptimal distributed covariance intersection fusion estimation methods [12] - [15] . Notice that the assumption of Gaussian white noises may not be satisfied in practical systems, particularly, the accurate covariances may not be obtained in practical applications. To overcome this drawback, the energybounded noises, which do not require any statistical property of noises, have been considered for multi-sensor fusion systems, and different distributed H ∞ fusion estimation methods were developed in [16] - [18] . Subsequently, when simultaneously considering the energy-bounded noises and Gaussian white noises with unknown covariances, the distributed mixed H 2 /H ∞ fusion estimation algorithms have been developed in [19] , [20] for a class of networked fusion systems. Though the conditions of disturbance noises have been relaxed in [16] - [20] , the addressed fusion systems in [16] - [20] were time-invariant. Moreover, the energy-bounded noise w(t) in the H ∞ fusion framework must satisfy lim t→∞ w(t) = 0, which may not be true in some practical systems (e.g., sensor's measurement noise generated from the external environment always exists). To make up for these shortages, the networked fusion estimation method was presented in [21] to deal with the bounded noises from the external disturbances and quantization errors, where a basic idea on constructing an upper bound of estimation error was proposed in [21] . Though the fusion estimation method in [21] can be applicable to bounded noises, there is still conservatism from the estimator structure and constructing method of an upper bound.
It should be pointed out that the works in [6]- [21] were concerned with the fusion estimation problem of linear sys-tems. When considering the nonlinear systems with Gaussian white noises, the distributed fusion estimation algorithm was developed in [24] by using the extended Kalman filter (EKF) [25] , while the unscented information fusion filtering algorithm was derived in [26] by using the unscented Kalman filter (UKF) [27] , [28] . Meanwhile, the fifth-degree ensemble iterated cubature square-root information filter was introduced in [29] to design nonlinear fusion estimation algorithm, while the support vector regression methodology was proposed in [30] to design nonlinear fusion strategy. Recently, different sequential fusion estimation methods for nonlinear systems were presented in [31] , [32] based on the UKF. Notice that the fusion estimation methods in [24] , [26] , [29] - [32] assumed that the system disturbances must be Gaussian white noises with known covariance, but this assumption is not always satisfied in practical applications. On the other hand, when considering non-Gaussian noises in nonlinear fusion estimation framework, the consensus and Rao-Blackwellized fusion particle filtering algorithms were designed in [33] , [34] , where the probability density function was required to be known in advance. Although the particle filtering method can solve the problem of nonlinear fusion estimation, the corresponding computational cost is high, and the estimation performance is very sensitive to the initial values. Furthermore, when considering the bounded noises in nonlinear fusion systems, the above methods are not applicable to this case. As mentioned before, the disturbance noises in practical systems are always bounded, however, few results are focused on the distributed fusion estimation problem for nonlinear systems with bounded noises. Motivated by the above analysis, we shall study the distributed fusion estimation problem for linear time-varying systems and nonlinear systems with bounded noises. The main contributions of this paper are summarized as follows:
• For the linear time-varying systems, a new stable local Kalman-like estimator, which is different from the estimator structure in [21] , is obtained by solving an convex optimization problem at each time step. Subsequently, by constructing a new upper bound of fusion estimation error, an optimal distributed fusion criterion is designed by solving a class of convex optimization problems.
• Linearizing the nonlinear function using Taylor series expansion, the general nonlinear system reduces to linear time-varying systems, and the linearized errors can be viewed as bounded noises. Under this case, according to the design method of linear time-varying fusion systems, each local nonlinear estimator and a distributed fusion criterion are designed by establishing different convex optimization problems. Moreover, a stability condition is derived such that the square error of the designed local nonlinear estimator is bounded as time goes to ∞;
• The proposed fusion estimation method in this paper does not require any statistical information of disturbance noises as compared with the classical Kalman fusion estimation methods, and can be applicable to linear timevarying systems and nonlinear systems as compared with the existing H ∞ fusion estimation methods.
Notice that the solutions to the convex optimization problems in this paper can be directly obtained by the standard software packages. Finally, target tracking system and localization of a mobile robot are used to demonstrate the effectiveness of proposed methods. Moreover, the advantages of the linear estimation method in this paper are shown by comparing with the state estimator in [21] , the Kalman filter [22] , and the H ∞ filter in [23] , while the advantages of the nonlinear estimation method in this paper are shown by comparing with the classical EKF [25] and UKF [27] , [28] . Notations: The superscript "T" represents the transpose, while "I" represents the identity matrix with appropriate dimension. X > (<)0 denotes a positive-definite (negativedefinite) matrix, and diag{·} stands for a block diagonal matrix. λ max (·) means the maximum eigenvalue of the corresponding matrix, while ||A|| 2 is the 2-norm of matrix A. The symmetric terms in a symmetric matrix are denoted by " * ", and col{a 1 , · · · , a n } means a column vector whose elements are a 1 , · · · , a n . II. PROBLEM STATEMENT Consider a nonlinear system described by the following state-space model:
where x(t) ∈ R n is the system state, y i (t) ∈ R qi is the measured output from sensor i, and L is the number of sensors. f(x(t)) ∈ R n×1 and g i (x(t)) ∈ R qi×1 are nonlinear vector functions that are assumed to be continuously differentiable, while B(t) and B i (t)(i = 1, 2, · · · , L) are time-varying bounded matrices with appropriate dimensions. w(t) and v i (t) are bounded noises, i.e.,
where δ w and δ vi are unknown. At each sensor, based on the measurements {y i (1), y i (2), · · · , y i (t)}, the local state estimate (LSE)x i (t) for nonlinear systems (1-2) is given by:
wherex p i (t) denotes one-step prediction, and an optimal K N i (t) is to be designed in Section III. When the nonlinear systems (1-2) are reduced to the following linear discrete time-varying systems:
where A(t) and C i (t) are time-varying matrices with appropriate dimensions. Then, each LSEx i (t) for linear systems (5-6) is given by the Kalman-like structure:
where an optimal estimator gain K L i (t) will be designed in Section III.
Subsequently, based on the LSEs (4) or (7) , the distributed fusion estimate (DFE) of x(t) is given by:
where L i=1 Ω i (t) = I, and optimal weighting matrices Ω 1 (t), · · · , Ω L (t) will be designed in Section III. Consequently, the problems to be solved in this paper are described as follows:
• The first aim is to design optimal gains K N i (t) in (4) and K L i (t) in (7) such that an upper bound of the square error (SE) of the corresponding LSEx i (t) is minimal at each time, and the SE ofx i (t) is bounded as t goes to ∞;
• The second aim is to design optimal weighting matrices Ω 1 (t), · · · , Ω L (t) in (8) such that an upper bound of the SE of the DFEx(t) is minimum at each time. Remark 1. When considering the linear time-varying systems with bounded noises, the LSE in [21] was given bŷ
Notice that the main difference between the LSE (7) and the LSE (9) is that the LSE (9) in [21] was designed based on the measurements {y i (1), · · · , y i (t − 1)}, while the LSE (4) is designed based on the measurements {y i (1), · · · , y i (t − 1), y i (t)}. In this sense, the estimation performance of the LSE (7) can be improved as compared with the LSE in [21] , because more available information is used to design the estimator in this paper.
Remark 2. Compared with the Kalman fusion estimation algorithms in [4] - [15] , [24] , [26] , [29] - [32] , the proposed fusion estimation algorithm in this paper does not require any statistical information of the disturbance noises. Since the Gaussian white noises are always bounded in a practical system, the fusion estimation algorithm in this paper is applicable to the case of Gaussian white noises.
Remark 3. Compared with the H ∞ fusion estimation algorithms in [16] - [20] , the proposed fusion estimation algorithm in this paper does not require that the noise w(t) (or v i (t)) is energy-bounded (i.e., lim t→∞ w(t) = 0), and is applicable to time-varying systems and nonlinear systems. Notice that the energy-bounded noise can be viewed as a special case of bounded noises. Moreover, the nonlinear fusion estimation methods based on Taylor series expansion cannot be obtained from the similar ideas in [16] - [20] , because the fusion estimation method [16] - [20] only dealt with linear time-invariant systems, but the linearized systems must be time-varying.
III. MAIN RESULTS
In this section, how to design the LSEs and DFEs for linear systems (5-6) and nonlinear systems (1-2) will be solved in Subsections A-B.
A. DFE Design for Linear Time-Varying Systems
In this subsection, an optimal local estimator gain K L i (t) in (7) and optimal weighting matrices Ω 1 (t), · · · , Ω L (t) in (8) for linear systems (5-6) will be presented in Theorem 1. Before deriving the result of Theorem 1, let us define
Theorem 1: An optimal estimator gain K L i (t) in (7) can be obtained by solving the following convex optimization problem:
where G L Ki (t) and B L fi (t) are defined in (10) . Under this case, the SE ofx i (t) will be bounded, i.e., there must exist a positive scalar p i > 0 such that
Moreover, a group of optimal weighting matrices Ω 1 (t), · · · , Ω L (t) in (8) for linear systems (5-6) can be obtained by solving the following convex optimization problem:
where Ω(t)
Then, the estimation error e i (t) for the LSE (7) is given by: (10) . Next, the following performance index is introduced:
where P i (t) > 0 and Θ i (t) > 0. Then, it follows from (14) that
where
According to the Schur complement lemma [35] , the first inequality in (11) is equivalent to Z i (t) < 0. This means that J i (t) < 0 under the first inequality in (11) , and thus one has
When the inequalities P i (t) − ϑ i (t)I < 0 in (11) holds, one has λ max (P i (t)) < ϑ i (t). Then, combining (18) yields that
Thus, it is derived from (19) that
When the condition "ϑ i (t) < 1" in (11) holds, it can be obtained that
In this case, the right term of (22) can be viewed as an upper bound of e T i (t)e i (t) at each time step. Though the estimation error e i (t) is generated from the the initial error e i (0) and the bounded noises ξ(0), · · · , ξ(t − 1), it is concluded from (19) and (20) that when the third condition in (11) holds, the estimation error is independent of the initial value. Based on the above consideration, min Tr{Θ i (t)} is proposed to be the optimization object when minimizing this upper bound at each time step.
Define e 0 (t)
Then, the fusion estimation error is calculated by:
where e i (t) is determined by (14) . To design a group of optimal weighting matrices in (8), the following fusion system is constructed from the estimation error (14) and the fusion estimation error (23):
where e F (t)
and Ω(t) are defined in (10) and (13), respectively. Defineξ(t) ∆ = col{e F (t), ξ(t)}, then we introduce three matrices Υ(t), P (t) > 0 and Θ(t) > 0 such that
To guarantee that the right term in (25) is an upper bound of e T 0 (t)e 0 (t), the following inequality must be satisfied:
Under this case, the first inequality in (13) is equivalent to Λ(t) < 0 according to the Schur complement lemma. Notice that Tr P (t) Υ(t) * Θ(t) = Tr{P (t) + Θ(t)}, and thus it follows from (25) that
Sinceξ(t − 1) cannot be changed by the fusion system (24), min Tr{P (t)+Θ(t)} can be chosen as the optimization object when designing optimal weighting matrices. This completes the proof. Based on Theorem 1, the computation procedures for the DFEx(t) of linear systems (5) (6) are summarized as follows: Algorithm 1 1: Determine the local estimator gains K L i (t)(i = 1, · · · , L) by solving the optimization problem (11); 2: Determine the optimal weighting matrices Ω i (t)(i = 1, · · · , L) by solving the optimization problem (13); 3: Calculate linear LSEsx i (t)(i = 1, · · · , L) by (7); 4: Calculate the DFEx(t) by (8); 5: Return to Step 1 and implement Steps 1-4 for calculatinĝ
x(t + 1).
Remark 4. Different from the constructing method of the upper bounds in [21] , the matrices Θ i (t) in (15) , Υ(t) and Θ(t) in (25) are introduced to construct the upper bounds of the SEs of the LSEs and DFE in this paper. Notice that the estimation performance of the LSEs and DFE is strongly dependent on the constructed upper bounds. When establishing the convex optimization problems in Theorem 1, these introduced matrices can increase the search space. In this sense, the conservatism of the constructed upper bounds can be reduced due to these new matrices. Moreover, according to the further analysis in the proof of Theorem 1, the optimization objects for the designs of the LSEs and DFE, which are also different from [21] , can be simplified as the current forms.
B. DFE Design for Nonlinear Systems
Based on the DFE design method of linear systems in Subsection A, an optimal nonlinear estimator gain K N i (t) in (4) and optimal weighting matrices Ω 1 (t), · · · , Ω L (t) in (8) for nonlinear systems (1-2) will be presented in Theorem 2.
For a given ζ i (> 0), an optimal estimator gain K N i (t) in (4) can be obtained by solving the following convex optimization problem:
Then, a group of optimal weighting matrices Ω 1 (t), · · · , Ω L (t) in (8) for nonlinear systems (1-2) can be obtained by solving the following convex optimization problem:
and X i3 (t) has been defined by (31) . Furthermore, the SEs of the LSE (4) will be bounded as t goes to ∞, if the following three conditions are satisfied:
S.i) The nonlinear functions f(·) and g i (·) are twice continuously differentiable;
S.ii) The initial estimation errorx i (0)
S.iii) When ζ i = 1, the optimization problem is solvable at each time.
Proof: Define
Then, it follows from (4) that
Meanwhile, by expanding f(x(t − 1)) and g i (x(t)) in Taylor series about "x i (t − 1) " and "x p i (t)", respectively, one has
where A Ji (t − 1) and C Ji (t) are defined by (29), while ∆ f (x 2 i (t−1)) and ∆ gi ([x p i (t)] 2 ) represent the high-order terms of the Taylor series expansion.
According to (34) and (36), the nonlinear estimation error system (35) is equivalent to:
where G N Ki (t) is defined by (31) . Notice that ∆ f (x 2 i (t − 1)) and ∆ gi ([x p i (t)] 2 ) in (37) are unknown noises, while w(t − 1) and v i (t) are also unknown noises. Under this case, the terms B(t − 1)w i (t − 1) and B i (t)ṽ i (t) are introduced to model the affection factors caused by unknown noises. Then, (33) can be written as:
x
Since the form of (38) is the same as that of (14), the optimization problems (30) and (32) in Theorem 2 can be obtained by the similar proof in Theorem 1, and the detailed derivation is omitted here. On the other hand, when the nonlinear functions f(·) and g i (·) are twice continuously differentiable, it is concluded from [36] that the linearized errors ∆ f (x 2 i (t− 1)) and ∆ gi ([x p i (t)] 2 ) in (33) must be bounded at time t − 1 whenx i (t − 1) is bounded. This means that whenx i (t − 1) is bounded at time t − 1, ∆ f (x 2 i (t − 1)) and ∆ gi ([x p i (t)] 2 ) in (33) can be viewed as unknown but bounded noises for the estimation errorx i (t). Moreover, it is derived from (37) that
Meanwhile, if the optimization problem (30) is solvable for ζ i = 1 at each time, there will be:
and G N Ki (t), K N i (t) are bounded matrices. Then, when the initial estimation errorx i (0) ∆ = x(0) −x i (0) is bounded, it can be concluded from (3) and the above result that ψ i (t) in (39) can be viewed as a bounded noise at time t. Furthermore, it is derived from (39) and (40) that
According to the inequalities (40) and (41), ||x i (t)|| 2 must be bounded as t goes to ∞. This completes the proof.
Based on Theorem 2, the computation procedures for the DFEx(t) of nonlinear systems (1-2) are summarized as follows:
Algorithm 2 For the given ζ i (i = 1, 2, · · · , L). 1: Calculate the matrices A Ji (t − 1) and C Ji (t) by (29); 2: Determine the local estimator gains K N i (t)(i = 1, · · · , L) by solving the optimization problem (30); 3: Determine the optimal weighting matrices Ω i (t)(i = 1, · · · , L) by solving the optimization problem (32); 4: Calculate nonlinear LSEsx i (t)(i = 1, · · · , L) by (4); 5: Calculate the nonlinear DFEx(t) by (8); 6: Return to Step 1 and implement Steps 1-5 for calculatinĝ
Remark 5. The optimization problems (11), (13) , (30) and (32) are established in terms of linear matrix inequalities, and thus they can be directly solved by the function "mincx" of Matalb LMI Toolbox [35] . On the other hand, it can be concluded from (23) that: i) When each linear LSE is designed by (11) , the SE of the DFE for the linear time-varying systems (5-6) must be bounded at each time; ii) When each nonlinear LSE designed by (30) satisfies the conditions (S.i-S.iii) in Theorem 2, the SE of the DFE for the nonlinear systems must be bounded at each time.
Remark 6. It is well known that the estimation performance of EKF and UKF is dependent on the initial estimation error covariance matrix and the initial estimated value (i.e.,x i (0)). Particularly, the nonlinear estimator gain is directly affected from the initial estimation error covariance matrix when using EKF or UKF, but how to set a better initial error covariance may be difficult for a practical nonlinear system. Different form the EKF and UKF, the nonlinear estimator designed by Theorem 2 does not need the initial estimation error covariance matrix, and only depends on the initial estimated value. Moreover, it turns out in Theorem 2 that the bounded initial estimation error (see (S.ii)) is one of the stability conditions, and the condition (S.ii) can be easily satisfied for a practical system.
IV. SIMULATION EXAMPLES
In this section, two illustrative examples are given to demonstrate the advantages and effectiveness of the proposed fusion estimation methods.
A. Target Tracking System
Consider a maneuvering target which is monitored by two sensors, and define the state vector x(t) by x(t) ∆ = col{s(t),ṡ(t)}, where s(t) is the target's position, andṡ(t) is the target's velocity. Then, the dynamical process of the target's position and velocity can be modeled by [1] :
where f (t) is the time-varying sampling period, and w(t) is the process noise. Then, each sensor's measurement is modeled by
where v(t) is the measurement noise, and
In the simulation, three types of disturbance noises w(t) and v(t) in (42) and (43) will be considered:
• Type I: When f (t) = 0.5, w(t) and v(t) are the energybounded noises given by w(t) = (2 + 0.2 cos(t)) exp(−t/9) v(t) = 0.8 sin(t) exp(−t/6)
• Type II: When f (t) = 0.5 + 0.2 sin(t), w(t) and v(t) are the uncorrected Gaussian white noises with covariances Q w = 1.8 and Q v = 0.5;
• Type III: When f (t) = 0.5 + 0.2 sin(t), w(t) and v(t) are the bounded noises given by
Notice that, for the system (42-43), each LSE can be obtained by the H ∞ filter in [23] under Type I, the well-known Kalman filtering method (see [22] ) can be used to design each LSE under Type II, and each LSE can be obtained by Theorem 1 in [21] under Type III. To demonstrate the advantages of the designed estimation algorithm, the estimation performances of the first LSEs are shown in Fig.1 by using different estimation methods. Since energy-bounded noise is a class of bounded noises, the LSE under Type I can be also obtained by Theorem 1 in this paper. It is seen from Fig.1(a) that the estimation precision of the LSE in this paper is higher than that of the H ∞ filtering in [23] . Meanwhile, the Gaussian white noise is always bounded in a practical system, thus it can be viewed as a class of bounded noises. Under this case, the designed LSE in this paper can be applicable to Type II. Then, it is seen from Fig.1(b) that the estimation precision of the LSE given by Theorem 1 is close to that of the Kalman filter [22] . Due to the random noises, the estimation performance of the LSE is assessed by its mean square error (MSE), and the Monte Carlo method is used to approach the theory MSE. Then, the practical MSEs (PMSEs) of the LSE in this paper and the Kalman filter with accurate/inaccurate covariances are shown in Fig.1(c) . It is seen from this figure that when the covariances are known, the estimation performance of Kalman filter is better than that of the LSE in this paper. This is because the Kalman filter is designed in the linear minimum variance sense at each time step. On the other hand, when the covariances are unknown or inaccurately known, the estimation precision of the LSE in this paper is higher than that of the Kalman filter. This is because the Kalman filter is required to know the covariance. In contrast, the LSE designed by this paper is not required to know the statistical information of noises. The above discussion implies that the designed LSE in this paper is more robust, and is applicable to a more general case. Furthermore, when considering the bounded noises, Fig.1(d) shows that the estimation performance of the LSE in this paper is better than that of the LSE in [21] . This is because more available information is used to design estimator under Kalman-like structure (see Remark 1), and an upper bound constructed in Theorem 1 can reduce the conservatism (see Remark 4) . Moreover, when considering the second measurement equation (i.e., C 2 = [1 0]), the optimization problem in Theorem 1 of [21] is unsolvable. To demonstrate the effectiveness of the proposed method, by using Algorithm 1 under Type III, the trajectories of x(t) andx(t) are plotted in Fig.2(a-b) , which show that the designed DFE can track the target well in the presence of noise disturbances. Meanwhile, the SEs of the DFE and LSEs are shown in Fig.2 (c) . It is seen from this figure that the estimation precision of the DFE is higher than that of each LSE, which is as expected for the fusion estimation methods.
B. Mobile Robot Localization
Consider the localization of an unicycle mobile robot operating in planar environments. The robot's pose comprises its two-dimensional planar coordinates relative to an external coordinate frame, along with its angular orientation. This is illustrated in Fig.3 . Let p r (t) ∆ = col{s x (t), s y (t)} denote the robot's position, while θ(t) is to define the angular orientation. Then, the motion model of the robot is given by [37] : ( , )
x y s s Fig. 3 . Robot pose is shown in a global coordinate system [37] , and four fixed markers are used to achieve the robot localization.
where T 0 is sampling period, w θ (t) is the additional rotational noise; u p is the motion command to control the translational velocity, while u r is the motion command to control the rotational velocity. As pointed out in [37] , robot motion is subject to noise in reality, i.e., the motion commands u p and u r may be changed by the unpredictable disturbances. Then, the true velocity control inputû p (orû r ) equals the commanded velocity plus some small, additive noise w p (t) (or w r (t)). Notice that the motion commands u p and u r are constant and known for the robot model (46), and thus the model (46) can be written as: 
In X-Y plan, it is considered that four known points, denoted as (s xi , s yi )(i = 1, 2, 3, 4), are chosen as the markers (see Fig.3 ). Then, the distance from the robot's planner Cartesian coordinates (s x (t), s y (t)) to each marker (s xi , s yi ) can be expressed as follows:
The azimuth ϕ i (t) at time t can be related to the current system state variables s x (t), s y (t) and θ(t) as follows:
Both the distance d i (t) and ϕ i (t) are treated as the measurement. Furthermore, when considering the unpredicted disturbances, the measurement equations for the robotic system (46) can be written as follows:
where v 1 (t), v 2 (t) and v 3 (t) are the measurement noises, and    g i (x(t)) = col{d i (t), ϕ i (t)}(i = 1, 2, 3, 4)
Then, based on the sensor measurements (51), the localization of this mobile robot can be realized by using different nonlinear estimation methods. On the other hand, by using Taylor series expansions, the linearized matrices A Ji (t) and C Ji (t) for the nonlinear vector functions f(x(t)) in (47) and g i (x(t)) in (51) near the point x * ∈ R 3 can be expressed as follows:
In the simulation, the parameters T 0 , u p and u r are taken as T 0 = 1, u p = 0.075 and u r = 0.025, while four markers' positions in Fig.3 are (s x1 , s y1 ) = (5, 10), (s x2 , s y2 ) = (10, 10), (s x3 , s y3 ) = (10, 5) and (s x4 , s y4 ) = (5, 5) . Notice that each marker in Fig.3 is always placed on the edge, and the robot cannot reach this position, i.e., s x (t) = s xi , s y (t) = s yi (∀t). Under this case, f(x(t)) in (48) and g i (x(t)) in (51) are twice continuously differentiable, which means that the condition (S.i) in Theorem 2 holds. Meanwhile, it is reasonably considered that the initial robot's pose is known in advance, hence the initial estimation errorsx 1 (0) andx 2 (0) can be given bỹ x 1 (0) =x 2 (0) = 0, which also means that the condition (S.ii) in Theorem 2 holds. On the other hand, two types of disturbance noises w p (t), w r (t), w θ (t) and v i (t) (i = 1, 2, 3) in (46) and (47) will be considered:
are the uncorrected Gaussian white noises with the covariances Q wp = 0.002, Q wr = 0.002, Q w θ = 0.001, Q v1 = diag{0.05, 0.01}, Q v2 = diag{0.02, 0.05} and Q v3 = diag{0.05, 0.03}. Under this case, w(t) in (47) is also the Gaussian white noise.
• Type V: w p (t), w r (t), w θ (t) and v i (t) (i = 1, 2, 3) are the bounded noises given by
and ρ vi (t)(∈ [0, 1]) (i = 1, 2, 3, 4, 5, 6) are random variables that can be generated by the function "rand" of MATLAB. Under this case, w(t) in (47) is also the bounded noise. Though w(t) and v i (t) given by Type IV are Gaussian white noises, they can also be viewed as the bounded noises in practical applications. Therefore, the distributed fusion estimation method in this paper are all applicable under Type IV and Type V. To demonstrate the effectiveness, by implementing Algorithm 2 when ζ 1 = ζ 2 = 1, the actual robot trajectory in the X-Y plan and its position estimation are plotted in Fig.4(a) and Fig.5(a) under Type IV and Type V, respectively. It is seen from these figures that the mobile robot can get its position well by using the nonlinear fusion estimation algorithm in this paper. Meanwhile, the SEs of the DFE and LSEs are depicted in Fig.6 under Type IV and Type V, which show that the estimation performance of the DFE is better than that of each LSE. This is as expected for the fusion estimation methods. On the other hand, when ζ 1 = ζ 2 = 1, the optimization problem (30) is solvable at each time, which means that the condition (S.iii) in Theorem 2 holds for this example. Under this case, there must be J di (t) (40)), which has been illustrated by Fig.4(b) and Fig.5(b) . Moreover, it is known from the above analysis that the conditions (S.i), (S.ii) and (S.iii) in Theorem 2 are simultaneously satisfied for this example, and thus the SEs of each LSE must be bounded according to Theorem 2. This result has also been illustrated by Fig.6 . To demonstrate the advantages of the developed nonlinear estimation method in this paper, it will be compared with The first LSE using nonlinear estimation method in this paper The first LSE using EKF [25] The first LSE using nonlinear estimation method in this paper The first LSE using UKF [27] Fig. 7 .
Under Type IV, the comparison of the first LSE's estimation performance by using the estimation method of this paper, EKF method [25] and UKF method [27] , respectively. the classical extended kalman filter (EKF) method [25] and unscented kalman filter (UKF) method [27] , [28] , where EKF and UKF method are all applicable to nonlinear systems with Gaussian white noises. Here, the performance of the first LSE is used to show the advantages of the proposed method. Due to the random noises in Type IV and Type V, the estimation performance of the LSE is assessed by the practical mean square errors (PMSEs) that are calculated by Monte Carlo method [1] with an average of 500 runs.
When w(t) in (47) is determined by w p (t), w r (t) and w θ (t) for the mobile robot model (46), the process noise w(t) is the multiplicative noise (i.e., state-dependent noise). This means that though the covariances Q wp , Q wr and Q w θ in Type IV are given in advance, the covariance "Q w " of w(t) cannot be known accurately. Under this case, the UKF can be still applicable to Type IV by using augmentation method [27] , where the covariances Q wp , Q wr and Q w θ are directly used to design an optimal UKF. However, the EKF method needs to know the covariance Q w . Then, the PMSEs of the first LSE using different methods are plotted in Fig.7 under Type IV. It is seen from Fig.7(a) that the estimation precision of the proposed method is higher than that of EKF. This is because the EKF is designed based on the inaccurate covariance Q w , while the proposed method in this paper does not need the noise covariance. On the other hand, Fig.7(b) shows the estimation precision of the LSE designed by Theorem 2 is higher than that of the UKF in [25] for t < 100. This is because the estimator gain of UKF is dependent on the initial estimation error covariance, i.e., when the given initial covariance is not appropriate, the estimation performance may be thus degraded. However, a good initial covariance is difficult to be determined in a practical system. In contrast, the estimator gain of the LSE in this paper does not need the initial estimation error covariance, and the corresponding estimator gain at each time is independently obtained by solving an optimization problem. Meanwhile, Fig.7 (b) also shows the estimation precision of the UKF in [25] is slightly higher than that of the LSE designed by Theorem 2 for t > 100. This is because the UKF algorithm has been convergent when t > 100, and thus the influence of the initial covariance become much smaller for the stability of the UKF. Under this case, the performance of UKF is mainly dependent on the statistical information of noises that are completely known for this example, but the LSE designed by Theorem 2 does not utilize these information.
Furthermore, when considering the bounded noises in Type V, the PMSEs of the first LSE using different methods are plotted in Fig.8 . It is seen from this figure that the estimation precision of the proposed method is higher than that of EKF or UKF method; Particularly, the estimation error of the UKF is much larger than that of the LSE given by Theorem 2. This is because: i) The disturbance noises in Type V are the bounded noises, and no statistical information is available, but the EKF and UKF are all used to deal with the case of Gaussian white noises with known covariances; ii) The UKF method based on unscented transformation technique is seriously dependent on the statistical information of the Gaussian distribution. Notice that, as compared with Gaussian white noise with known covariance, the condition "bounded disturbance noise "  60  80  100  120  140  160  180  200  1   2   3   4 x 10 The first LSE using the nonlinear estimation method in this paper The first LSE using EKF [25] The first LSE using the nonlinear estimation method in this paper The first LSE using UKF [27] Fig. 8 .
Under Type IV, the comparison of the first LSE's estimation performance by using the estimation method of this paper, EKF method [25] and UKF method [27] , respectively. is easier to be satisfied in a practical system. In a word, Fig.7 (dealing with multiplicative noise) and Fig.8 (dealing with bounded noises) implies that developed nonlinear estimation method in this paper can provide a satisfactory estimation performance for a nonlinear system, and is more robust as compared with the classic EKF and UKF methods.
V. CONCLUSIONS
In this paper, a new method to distributed fusion estimation problem has been developed for linear time-varying systems and nonlinear systems with bounded noises. When considering linear time-varying fusion systems, each local Kalman-like estimator with time-varying gains was designed such that the SE of each LSE must be bounded as time goes to ∞, and a novel distributed fusion estimation criterion was designed by establishing a convex optimization problem. Furthermore, the general nonlinear systems were transformed to linear timevarying systems by using Taylor series expansion, and the linearized errors could be viewed as unknown but bounded noises. Under this case, different convex optimization problems on the designs of the nonlinear estimator and distributed fusion criterion were established in terms of linear matrix inequalities for nonlinear fusion systems with bounded noises. Moreover, a stability condition was given for the designed nonlinear estimator, and the solutions to the convex optimization problems in this paper can be directly obtained by using the Matlab LMI Toolbox. Finally, two illustrative examples were exploited to demonstrate the advantages and effectiveness of the proposed fusion estimation methods.
More recently, a great deal of attention has focused on the networked multi-sensor fusion estimation problem, where the sensor messages are transmitted to the fusion center through communication networks [3] , [4] , [19] , [21] . Therefore, when considering the communication uncertainties including bandwidth constraints, transmission delays and packet dropouts, one of our future works will focus on how to design the networked nonlinear fusion estimation algorithms based on the developed fusion estimation method in this paper.
