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This paper is concerned with the existence of exact analytic solutions to the Shabat
equation
f ′(z) + q2 f ′(qz) + f 2(z) − q2 f 2(qz) = μ, z ∈ C,
where μ and q are complex parameters. This equation is the simplest self-similar reduction
of so-called dressing chain for constructing and analyzing exactly solvable Schrödinger
equation. It is so relevant to the study of the q-oscillator algebra in quantum mechanics.
The main aim of this paper is to investigate whether the Shabat equation with |q| = 1 has
a non-trivial analytic solution f (z) under the Brjuno condition.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Consider the Shabat equation
f ′(z) + q2 f ′(qz) + f 2(z) − q2 f 2(qz) = μ, z ∈ C, f (0) = f0, (1.1)
where q and μ are two complex parameters and f0 ∈ C is an initial value. The above equation is called a functional
Riccati equation in [1]. Actually, from point of view of functional differential equation, Eq. (1.1) is a neutral delay differential
equation with proportional delays. This equation is ﬁrst derived by Shabat [2] as the simplest self-similar reduction of the
so-called dressing chain for constructing and analyzing exactly solvable Schrödinger equations. It is also used by Skorik and
Spiridonov [4] and [8] to study the q-deformed Heisenberg–Weyl algebra. The existence of analytic solutions for Eq. (1.1) is
closely related to the position of the parameter q in the complex plane. For technical reasons, in [4] only the situation of q
off the unit circle in C and the situation q being a root of unity are discussed. Recently, by using the method of functional
analysis, E.N. Petropoulou [10] investigates the existence and uniqueness of analytic solutions of the Shabat equation (1.1)
under the case |q| = 1. When q is on the unit circle but not a root of unity, one has to deal with the problem of estimating
terms of the form qn+1 + 1 (the so-called small divisors problem), which can make the prediction of the existence of a
convergent solution of Eq. (1.1) very diﬃcult. In [9], Y. Liu investigates the existence of analytic solutions of Eq. (1.1) in the
case where q is on the unit circle but not a root of unity and satisﬁes the Diophantine conditions:∣∣qn+1 + 1∣∣> (2n)−ν, ∣∣qn − 1∣∣> (2n)−ν, n = 1,2, . . .
for some positive constant ν depending on q only. In the present paper, we will replace the Diophantine condition by a
weaker condition, the Brjuno condition
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ν0
q−1ν logω(qν+1)−1 < ∞, (1.2)
where
ω(m) = min
2nm
{∣∣1+ qn+1∣∣, ∣∣1− qn∣∣}, m 2,
and {qν}∞ν=0 is a sequence of integers with 1 = q0 < q1 < · · · . This condition is weaker than the Diophantine condition. One
can ﬁnd an example in [6]. For completeness, we also discuss the case of q off the unit circle. More precisely, we distinguish
three different cases for q:
(H1) |q| = 1;
(H2) q = e2π iα , α ∈ R\Q, i.e., q is on the unit circle but not a root of unity, and q satisﬁes the Brjuno condition (1.2);
(H3) q = e2π il/p for some integer p, l ∈ Z\{0}, l = 2m + 1, p = 2n, m,n ∈ Z with p  2 and (l, p) = 1 and q = e2π iξ/v for all
1 v  p − 2 with ξ ∈ Z\{0} being an odd number, v being an even number and (ξ, v) = 1.
The rest of the paper is organized as follows. In Section 2, we will show the existence of analytic solutions of Eq. (1.1). In
Section 3, we will give a Davie-like lemma and ﬁnd a new arithmetical condition which is weaker than the Brjuno condition
and apply it to show the existence of Gevrey-like classes solutions of Eq. (1.1).
2. The analytic solutions of Eq. (1.1)
2.1. Analytic solutions of Eq. (1.1) in the case of (H1)
Lemma 2.1. Eq. (1.1) has a formal solution of the form
f (z) = f0 + γ z +
∞∑
n=2
anz
n, (2.1)
where f (0) = f0 is a constant and γ = μ−(1−q
2) f 20
1+q2 .
Proof. Consider a solution f (x) of Eq. (1.1) in the formal power series
f (z) =
∞∑
n=0
anz
n. (2.2)
Substituting series (2.2) into (1.1) we have
∞∑
n=0
(n + 1)an+1zn + q2
∞∑
n=0
(n + 1)an+1qnzn +
∞∑
n=0
n∑
m=0
aman−mzn − q2
∞∑
n=0
n∑
m=0
aman−mqnzn = μ.
Comparing coeﬃcients we obtain⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a0 = f0,(
1+ q2)a1 + (1− q2)a20 = μ,
an+1 = (q
n+2 − 1)∑nm=0 aman−m
(n + 1)(1+ qn+2) , n = 2,3, . . . .
(2.3)
This shows that Eq. (1.1) has a formal power series solution of the form (2.2). 
If the formal power series (2.2) is able to be an actual solution to Eq. (1.1), we need to prove the convergence of (2.2).
We have the following
Theorem 2.1. Suppose (H1) holds. Then Eq. (1.1) has an analytic solution of the form (2.1) in a neighborhood of the origin.
Proof. From (H1), we have
lim
n→∞
(qn+2 − 1)
n+2 = 0.(n + 1)(1+ q )
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∣∣∣∣ M, ∀n 2.
Thus if we deﬁne a sequence {Dn}∞n=0 by D0 = | f0|, D1 = |a1| = |γ |, and
Dn+1 = M
n∑
m=0
DmDn−m, n = 2,3, . . . , (2.4)
then by induction,
|an| Dn, n = 0,1,2, . . . .
Now, if we deﬁne
G(z, D0, γ ,M) =
∞∑
n=0
Dnz
n, (2.5)
then
G2(z, D0, γ ,M) =
(
D0 +
∞∑
n=1
Dnz
n
)( ∞∑
n=0
Dnz
n
)
= D0G(z, D0, γ ,M) +
∞∑
n=0
Dn+1zn+1
∞∑
n=0
Dnz
n
= D0G(z, D0, γ ,M) +
∞∑
n=1
n∑
m=0
DmDn−mzn −
∞∑
n=1
D0Dnz
n
= D0G(z, D0, γ ,M) + 1
M
∞∑
n=1
Dn+1zn − D0
∞∑
n=1
Dnz
n
= D0G(z, D0, γ ,M) + 1
Mz
(
G(z, D0, γ ,M) − D0 − D1z
)− D0(G(z, D0, γ ,M) − D0),
that is
MG2(z, D0, γ ,M)z − G(z, D0, γ ,M) +
(|γ | − D20M)z + D0 = 0. (2.6)
Let
R(z,ω, D0, γ ,M) = Mω2z − ω +
(|γ | − D20M)z + D0 (2.7)
for (z,ω) from a neighborhood of (0, D0). Since R(0, D0, γ ,M) = 0, R ′ω(0, D0, γ ,M) = −1 = 0, there exists a unique func-
tion ω(z, D0, γ ,M), analytic in a neighborhood of zero, such that
ω(0, D0, γ ,M) = | f0|, ω′z(0, D0, γ ,M) = −
R ′z(0, D0, γ ,M)
R ′ω(0, D0, γ ,M)
= |γ |
and satisfying the equality R(z,ω(z, D0, γ ,M), D0, γ ,M) = 0. According to (2.6) and (2.7), we have G(z, D0, γ ,M) =
ω(z, D0, γ ,M). It follows that the power series G(z, D0, γ ,M) converges in a neighborhood of the origin. Then the power
series (2.2) also converges in a neighborhood of the origin. The proof is completed. 
2.2. Analytic solutions of Eq. (1.1) in the case of (H2)
Next we devote to the existence of analytic solutions of Eq. (1.1) under the Brjuno condition (1.2). We have the following
Theorem 2.2. Suppose (H2) holds. Then Eq. (1.1) has an analytic solution of the form (2.1) in a neighborhood of the origin.
Proof. As in the proof of Theorem 2.1, we seek a power series solution of the form (2.2). Set a0 = f0 and a1 = γ =
μ−(1−q2) f 20
2 . Then we let εn = |1+ qn+1| and deﬁne1+q
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ε1b1 = |μ| + 2b20,
(n + 1)εn+1bn+1 = 2
n∑
m=0
bmbn−m, n 1.
It is easy to see that
|an| bn, n 0. (2.8)
In order to estimate bn , we consider the initial value problem
σ ′(z) = |μ| + 2σ 2(z), σ (0) = |a0|. (2.9)
Let
σ(z) =
∞∑
n=0
σnz
n (2.10)
be a formal series solution of (2.9). Replacing (2.10) into (2.9), we obtain σ0 = |a0| and
σ1 = |μ| + 2σ 20 ,
(n + 1)σn+1 = 2
n∑
m=0
σmσn−m, n 1.
Moreover, from Cauchy’s existence and uniqueness theorem for analytic differential equation, we know that the power series
(2.10) is convergent in a neighborhood of the origin. Hence, we have
sup
n
1
n
logσn < ∞.
Let δ0 = 1 and deﬁne
δn+1 = ε−1n+1 max0mn δmδn−m, n 0. (2.11)
Then by induction, we have
bn  δnσn, n 0. (2.12)
To prove the convergence of the power series (2.1) we need good estimates of δn , n  0. To this end we decompose
n = n1 + · · · + nν and obtain the maximum in the expression of δn . We can then express δn j in terms of ε−1n j and δn j′ with
n j′ < n j . Proceeding like this, we ﬁnally arrive at the following decomposition
δn = ε−1l0 ε−1l1 · · · · · ε−1lη , n 2,
where l0 = n, n > l1, . . . , lη  1. Denote by Nm(n) the number of factors ε−1l j in δn with εl j < 12ω(m), where
ω(m) = min
2nm
{∣∣1+ qn+1∣∣, ∣∣1− qn∣∣}, m 2.
Note that ω(m) is non-increasing with respect to m and we are interested in the case where ω(m) goes to zero as m goes
to inﬁnity. Following [3], we have the key estimate.
Lemma 2.2 (Brjuno). For m 1, then
Nm(n) =
{
0, nm,
2n
m − 1, n >m.
Proof. The proof is done by induction. Since m is constant throughout the whole lemma, we can write N for Nm .
For nm, it follows that
εn ω(n)ω(m) >
1
2
ω(m).
Hence N(n) = 0.
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δn = ε−1n δn1 · · · δnν , n = n1 + · · · + nν, ν  2
with n > n1  · · · nν . We consider the following different cases.
Case 1: εn  12ω(m). Then
N(n) = N(n1) + · · · + N(nν).
Applying the induction hypotheses to each term, we get N(n) 2nm − 1 easily.
Case 2: εn < 12ω(m). Then
N(n) = 1+ N(n1) + · · · + N(nν).
Again, there are three different cases.
Case 2.1: n1 m. Then
N(n) = 1 < 2n
m
− 1.
Case 2.2: n1  n2 >m. Then there exists 2μ ν such that nμ >m nμ+1. Therefore
N(n) = 1+ N(n1) + · · · + N(nμ) 1+ 2n
m
− μ 2n
m
− 1.
Case 2.3: n1 >m n2. Then
N(n) = 1+ N(n1).
Again, we have to distinguish two cases.
Case 2.3.1: n1  n −m. Then
N(n) 1+ 2n −m
m
− 1 < 2n
m
− 1.
Case 2.3.2: n1 > n −m. The crucial observation is that ε−1n1 does not contribute to N(n1), which is the content of Siegel’s
lemma.
Lemma 2.3 (Siegel). If n > n1 , and
εn <
1
2
ω(m), and εn1 <
1
2
ω(m),
then n − n1 m.
Proof. By the assumption and the deﬁnition of εn , it follows that
ω(m) > εn + εn1
= ∣∣qn+1 + 1∣∣+ ∣∣qn1+1 + 1∣∣

∣∣qn+1 − qn1+1∣∣
= ∣∣qn−n1 − 1∣∣
ω(n − n1 + 1).
By the monotonicity of ω(m) we have n − n1 m, which proves Siegel’s lemma. 
Therefore, case 1 applies to δn1 and we have
N(n) = 1+ N(n11) + · · · + N(n1ν′ ),
where n > n1  · · · n1ν′ , and n1 = n11 + · · · + n1ν′ . We can now repeat the analysis of case 2 for this decomposition, and
we are ﬁnished, unless we run into case 2.3.2 again. However, this loop can happen at most m times and ﬁnally we have to
run into a different case. This completes the induction and the proof of Brjuno’s lemma. 
By the assumption of Theorem 2.2, there exists a strictly increasing sequence {qν}ν0 of integers with q0 = 1 such that∑
q−1ν logω(qν+1)−1 < ∞.ν0
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1
n
log δn =
η∑
μ=0
1
n
logε−1nμ .
By Lemma 2.2,
card
{
0μ η: 1
2
ω(qν+1) εnμ <
1
2
ω(qν)
}
 2 n
qν
for ν  1. From the deﬁnition of δn , it is easy to see that the number of factors εnμ is bounded by 2n − 1. Hence,
1
n
log δn  2n
∑
ν0
q−1ν log2ω(qν+1)−1  2n
(∑
ν0
q−1ν logω(qν+1)−1 + log2
∑
ν0
q−1ν
)
. (2.13)
Since ω(m) tends to zero monotonically as m goes to inﬁnity, we can chose some m˜ such that 1 > ω(m) for all m > m˜, and
we get∑
νν0
q−1ν 
1
logω(m˜)−1
∑
νν0
q−1ν logω(qν+1)−1,
where ν0 veriﬁes the inequalities qν0−1  m˜ < qν0 . Thus both series in the right hand of (2.13) are convergent thanks to the
Brjuno condition. This implies
sup
n
1
n
log δn < ∞. (2.14)
Thus, from (2.8), (2.12) and (2.14) it follows that the power series (2.1) converges in a neighborhood of the origin, and the
proof is completed. 
2.3. Analytic solutions of Eq. (1.1) in the case of (H3)
In the case (H3), q is not only on the unit circle S1, but also satisﬁes qd = −1, for some d ∈ Z. In fact, d = υp2 with υ
being an odd integer. In such a resonant case, both Diophantine condition and Brjuno condition are not satisﬁed.
Let {Dn}∞n=0 be a sequence deﬁned by D0 = | f0|, D1 = |a1| = |γ |, and
Dn+1 = 2Γ
n∑
m=0
DmDn−m, n = 1,2, . . . , (2.15)
where Γ = max{1, |1+ qi |−1, |1− qi |−1: i = 1,2, . . . , p2 − 1}.
Theorem 2.3. Suppose that (H3) holds, p is an even integer. Let {an}∞n=0 be determined recursively by a0 = f0 , a1 = γ and
(1+ n)(1+ qn+2)an+1 = Θ(n,q), n = 1,2, . . . , (2.16)
where
Θ(n,q) = (qn+2 − 1) n∑
m=0
aman−m.
If Θ(υp2 − 2,q) = 0 for all υ ∈ Z, then Eq. (1.1) has an analytic solution of the form
f (z) = a0 + a1z +
∑
n= υp2 −2,υ∈N
ςn+1zn+1 +
∑
n = υp2 −2,υ∈M
an+1zn+1, N = {1,3,5, . . .}, M = {1,2,3, . . .},
in a neighborhood of the origin, where all ς ′n+1s are arbitrary constants satisfying the inequality |ςυp2 −1| D υp2 −1 and the sequence
{Dn}∞n=0 is deﬁned in (2.15). Otherwise, if Θ(υp2 − 2,q) = 0 for some υ ∈ Z, then Eq. (1.1) has no analytic solutions in any neighbor-
hood of the origin.
Proof. We seek a power series solution of Eq. (1.1) of the form (2.1) as in the proof of Theorem 2.1, where the equality
(2.3) or (2.16) is satisﬁed. If Θ(υp2 − 2,q) = 0 for some υ ∈ Z, then υ = 2k+ 1, k ∈ Z, otherwise, Θ(υp2 − 2,q) = 0. Then the
equality (2.16) does not hold for n = υp − 2, since 1+ q υp2 = 0. In such a circumstance Eq. (1.1) has no formal solution.2
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2 −1 in (2.16) has inﬁnitely many choices
in C, that is, the formal series (2.1) deﬁnes a family of solutions with inﬁnitely many parameters. Choose a υp
2 −1 = ςυp2 −1
arbitrarily such that
|ςυp
2 −1| D υp2 −1, υ = 1,3,5, . . . ,
where D υp
2 −1 is deﬁned by (2.15). If υ = 2k, k ∈ Z, then the corresponding a υp2 −1 = 0. Next we will show that the formal
series solution (2.1) converges in a neighborhood of the origin. Observe that |1 + qn+2|−1  Γ for n + 2 = υp2 . It follows
from (2.16) that
|an+1| 2Γ
n∑
m=0
|am||an−m|, (2.17)
for all n + 2 = υp2 , υ = 1,2, . . . .
Let
W (z, D0, γ ,2Γ ) =
∞∑
n=0
Dnz
n, D0 = | f0|, D1 = |a1| = |γ |. (2.18)
It is easy to check that (2.18) satisﬁes the implicit functional equation
R(z, φ, D0, γ ,2Γ ) = 0,
where R is deﬁned in (2.6). Moreover, similarly to the proof of Theorem 2.1, we can prove that φ(0, D0, γ ,2Γ ) = D0 and
φ′z(0, D0, γ ,2Γ ) = |γ |. We also have φ(z, D0, γ ,2Γ ) = W (z, D0, γ ,2Γ ), thus (2.18) converges in a neighborhood of the
origin. Moreover, it is easy to show that, by induction,
|an| Dn, n = 1,2, . . . .
Therefore, the series (2.1) converges in a neighborhood of the origin. This completes the proof. 
3. The existence of Gevrey-like solutions of Eq. (1.1) under the new arithmetical condition
In this section, we will show the existence of Gevrey-like classes solutions of Eq. (1.1) under the new arithmetical
condition, which is weaker than the Brjuno condition. We give the following facts (see [5] and [7]):
Let (Mn)n1 be a sequence of positive real numbers such that:
(0) infn1 M
1
n
n > 0;
(1) there exists C1 > 0 such that Mn+1  Cn+11 Mn for all n 1;
(2) the sequence (Mn)n1 is logarithmically convex;
(3) MnMm  Mn+m−1 for all m,n 1.
Remark 3.1. The role of the above assumption on the sequence (Mn)n1 is the following: 0. assures that zC{z} ⊂ zCz
(C{z} is the ring of convergent power series); 1. implies that zCz(Mn) is stable for derivation; 2. means that logMn is con-
vex, i.e. that the sequence (Mn+1/Mn) is increasing; it implies that zCz(Mn)n1 is an algebra, i.e. stable by multiplication;
3. implies that this algebra is closed for composition: if f , g ∈ zCz(Mn) then f · g ∈ zCz(Mn) .
Deﬁnition 3.1. Let f = ∑n0 fnzn ∈ zCz (the ring of formal power series); f belongs to the subalgebra zCz(Mn) of
zCz if there exist two positive constants c1, c2 such that
| fn| c1cn2Mn
for all n 1. Then f is called a Gevrey-like series.
Deﬁnition 3.2 (Gevrey-s series). For series F (z) =∑n0 fnzn , we say F is a Gevrey-s series, s > 0, if there exist c1, c2 > 0,
such that | fn| c1cn2(n!)s , for all n 0.
Remark 3.2. Gevrey-s series is a special case of Gevrey-like classes when we choose Mn = (n!)s , s > 0.
Let q = exp(2π iα), α ∈ R\Q and (qn)n∈N be the sequence of partial denominators of the Gauss’ continued fraction for α.
As in Appendix C of [6], let
Ak =
{
n 0
∣∣∣ ‖nα‖ 1 }, Ek = max
(
qk,
qk+1
)
, ηk = qk .8qk 4 Ek
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and qk divides j − j1. For any integer n 0, deﬁne
lk(n) = max
{
(1+ ηk) nqk − 2, (mnηk + n)
1
qk
− 1
}
,
where mn = max{ j | 0 j  n, j ∈ Ak}. We then deﬁne function hk : N → R+ as follows:
hk(n)
{ mn+ηkn
qk − 1, ifmn + qk ∈ Ak,
lk(n), ifmn + qk /∈ Ak.
Let gk(n) := max{hk(n), [ nqk ]}, and deﬁne k(n) by the condition qk(n)  n  qk(n)+1. Clearly, k(n) is non-decreasing. Then we
are able to state the following result.
Lemma 3.1 (The Davie-like Lemma). (See [6].) G(n) = n log2+∑k(n)k=0 gk(n) log(2qk+1). Then
1. G(0) = 0.
2. G(n − 1) G(n), for all n 1.
3. G(n1) + G(n2) G(n1 + n2), for all n1,n2 ∈ N.
4. There exists an universal constant γ > 0 such that for all n ∈ Z+ the following inequality holds
G(n) n
( k(n)∑
i=0
logqi+1
qi
+ γ
)
.
5. − log |1+ qn| G(n) − G(n − 1).
Proof. Since q = exp(2π iα), α ∈ R\Q, we assume that m2 , m = 2k + 1, k ∈ Z, is the closest number to nα, and deﬁne the
norm ‖nα‖ = min{|nα − m2 |: m = 2k + 1, k ∈ Z}.
Since nα is irrational, by an elementary computation we get
∣∣1+ qn∣∣= ∣∣eπ inα + e−π inα∣∣= ∣∣2cosπ(nα)∣∣= 2∣∣∣∣sinπ
(
nα − m
2
)∣∣∣∣,
m = 2k + 1, k ∈ Z. By the hypothesis and the inequality |sin(y)| 2|y|π on [−π2 , π2 ], we have
∣∣1+ qn∣∣= 2∣∣∣∣sin
(
π
(
nα − m
2
))∣∣∣∣ 4π
∣∣∣∣π
(
nα − m
2
)∣∣∣∣= 4
∣∣∣∣nα − m2
∣∣∣∣
m = 2k + 1, k ∈ Z. Besides the norm we have deﬁned is different from the norm in Appendix C of [6], the rest of the proof
is the same as in [6], we omit it here. 
Next, we will show the existence of Gevrey-like classes solutions for Eq. (1.1) if α veriﬁes a new arithmetic condi-
tion (3.1).
Theorem 3.1. If α veriﬁes
limsup
n→+∞
(
n + 1
n
k(n+1)∑
i=0
(
logqi+1
qi
+ γ
)
+ 1
n
logMn
)
< +∞, (3.1)
where k(n) is deﬁned by the condition qk(n)  n < qk(n)+1 , and the sequence (Mn)n1 veriﬁes (0)–(3). Then Eq. (1.1) has a Gevrey-like
classes solution f (z) =∑n0 anzn.
Proof. We recall (2.3) in Section 2, we have a0 = f0 = f (0), a1 = γ = μ−(1−q
2) f 20
1+q2 and
an = (q
n+1 − 1)∑n−1m=0 aman−m
n(1+ qn+1) , n = 1,2, . . . .
Assume that when n1 < n, there exist two positive constants λ1, λ2 such that |an1 |  λ1λn12 Mn1 , we can immediately
check an+1. By Davie-like lemma and the proof of Theorem 2.1, one has
J. Si, X. Li / J. Math. Anal. Appl. 367 (2010) 287–295 295|an+1| 2
∑n
m=0 |am||an−m|
|(1+ qn+2)|

|2∑nm=0 b1bm2 Mmc1cn−m2 Mn−m|
|(1+ qn+2)|
 2eG(n+2)
n∑
m=0
b1b
m
2 Mmc1c
n−m
2 Mn−m
 2neG(n+2)d21dn2Mn+1
 2eG(n+2)d21dn2M2n+1,
where b1, c1,b1, c1 are suitable positive constants and d1 = max{b1, c1}, d2 = max{b2, c2}.
So
1
n + 1 log
|an+1|
Mn+1
 c + 1
n + 1 logMn+1 +
n + 2
n + 1
k(n+2)∑
i=0
(
logqi+1
qi
+ γ
)
for some suitable constant c > 0. The proof is completed. 
Remark 3.3. The condition (3.1) is generally weaker than the Brjuno condition, one can read [7] for the detail.
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