We present a retrieval of tropospheric nitrogen dioxide (NO 2 ) columns from the Global Ozone Monitoring Experiment (GOME) instrument that is improved in several ways over previous retrievals, especially in the accounting of Rayleigh and cloud scattering. Slant columns, which are directly fitted without low-pass filtering or spectral smoothing, are corrected daily for an artificial offset likely induced by spectral structure on the diffuser plate of the GOME instrument. The stratospheric column is determined from NO 2 columns over the remote Pacific Ocean to minimize contamination from tropospheric NO 2 . The air mass factor (AMF) used to convert slant columns to vertical columns is calculated from the integral of the relative vertical NO 2 distribution from a global 3-D model of tropospheric chemistry driven by assimilated meteorological data (GEOS-CHEM) weighted by altitude-dependent scattering weights computed with a radiative transfer model (LIDORT). The AMF calculation accounts for cloud scattering using cloud fraction, cloud top pressure, and cloud optical thickness from a cloud retrieval algorithm (GOMECAT). Clouds enhance the sensitivity of GOME to NO 2 columns over ocean, increasing the AMF by up to 30% with respect to clear-sky. Over continental regions with high surface emissions, the AMF is typically 20-30% relative to clear-sky due to the obscuration of boundary layer NO 2 by clouds. GOME is about twice as sensitive to tropospheric NO 2 columns over ocean than over land. Comparison of the retrieved tropospheric NO 2 columns for July 1996 with GEOS-CHEM values offers a test of the retrieval and a test of the NO x emissions inventories used in GEOS-CHEM. Retrieved NO 2 columns over the US, where NO x emissions are particularly well known, are 25% higher than GEOS-CHEM and strongly spatially correlated before (r=0.77) and after (r=0.82) application of the AMF. Retrieved columns tend to be higher than GEOS-CHEM over industrial regions, but are lower over Houston, India, eastern Asia, and the biomass burning region of central Africa, possibly because of biases from absorbing aerosols.
Introduction
Nitrogen oxide radicals ( 2 x NO NO NO + ≡ ) originating from combustion, lightning, and soils largely control tropospheric ozone production [Kasibhatla et al., 1991; Penner et al., 1991; Murphy et al., 1993; Jacob et al., 1996] . Considerable uncertainty exists in the magnitude and distribution of NO x emissions [Emmons et al., 1997; Lee et al., 1997] . Global mapping of NO 2 atmospheric concentrations from space could provide critical information for constraining NO x emissions and more generally improve our understanding of tropospheric chemistry [National Research Council, 2001 ].
The GOME instrument [Burrows et al., 1993; ESA, 1995] fraction [Kurosu et al., 1999] . Leue et al. [2001] and Velders et al. [2001] have previously demonstrated the usefulness of NO 2 measurements from GOME for mapping surface emissions of NO x . Over NO x source regions the tropospheric component of the NO 2 column is comparable in magnitude to the stratospheric component (originating from N 2 O oxidation in the middle stratosphere). The tropospheric NO 2 column tracks surface NO x emissions on a regional scale since NO 2 typically accounts for ~80%
of NO x in the boundary layer and the lifetime of NO x against oxidation in the boundary layer is typically less than a day.
Four major challenges are involved in quantifying tropospheric NO 2 columns from GOME. The first is determining the total NO 2 slant column from the backscattered intensity and solar irradiance measurements. The second is removing a daily varying artificial offset in the NO 2 slant columns thought to be introduced by the diffuser plate on the GOME instrument. The third is removing the stratospheric column to obtain the tropospheric residual. The fourth challenge is to convert the tropospheric slant columns to vertical columns with a proper air mass factor (AMF) that accounts for atmospheric scattering, including the effect of clouds [Velders et al., 2001] .
Previous retrievals of tropospheric NO 2 by Leue et al. [2001] and Velders et al. [2001] employed differential optical absorption spectroscopy [e.g., Platt, 1994] to determine the NO 2 slant column. Neither study addressed the diffuser plate artifact. The separation of tropospheric and stratospheric columns differed slightly between the two studies. Both used GOME observations over marine regions at least 200 km from shore to determine a stratospheric background. Velders et al. [2001] used cloudy scenes for this purpose while Leue et al. [2001] used clear-sky scenes. Both infer the global stratospheric distribution using a 2-dimensional interpolation algorithm. In the radiative transfer calculation used to derive the AMF, both studies assumed the tropospheric NO 2 column to be confined below about 1.5 km and evenly distributed there. Leue et al. [2001] employed land albedos of about 10-20% and ocean albedos of about 5-10% while Velders et al. [2001] assumed average surface albedos of 5%. Velders et al. [2001] multiplied their tropospheric columns by a correction factor of about 4 over non-desert regions, assuming that clouds obscure the NO 2 column. They estimated an uncertainty of 50% from their assumption of a fixed NO 2 profile in the AMF calculation and an uncertainty of 100% from their cloud correction.
The present work improves on these retrievals in several aspects. Backscattered intensity spectra are directly fitted without high-pass filtering or spectral smoothing following Chance [1998] and Chance et al. [2000] . The fit is performed using NO 2 absorption spectra at 293 K, appropriate for boundary layer NO 2 . Correction for spectral undersampling by the GOME instrument, wavelength calibration with a Fraunhofer reference spectrum [Chance and Spurr, 1997] , treatment of the Ring effect, and inclusion of a common mode spectrum follow Chance [1998] and Chance et al. [2000] . We determine the stratospheric column and the diffuser plate artifact from GOME over Pacific regions with minimal tropospheric NO 2 , correct the latitudinally varying bias introduced by this approach, and estimate the error from the assumption of zonal invariance using limb observations of stratospheric NO 2 from the Halogen Occultation Experiment (HALOE) instrument [Russell et al., 1993] . The AMF calculation applies a radiative transfer model to vertical shape factors of NO 2 locally determined from a global 3-D model of tropospheric chemistry, following the formulation of Palmer et al. [2001] . We extend that formulation to account for scattering by clouds using local cloud fraction, cloud top pressure, and cloud optical thickness information from the GOME Cloud retrieval AlgoriThm (GOMECAT) [Kurosu et al., 1999] . In the GOMECAT algorithm, cloud fraction is determined from the PMDs while cloud top pressure and cloud optical thickness are obtained from GOME intensities in and around the O 2 A band.
We provide below a description of the method and apply it to a retrieval study for July 1996. Section 2 describes the atmospheric chemistry model used in the retrieval. In section 3 we present the AMF formulation to account for scattering by clouds. The fitting of total slant columns is described in section 4. We remove the non-tropospheric column in section 5.
Tropospheric slant and vertical columns are presented in section 6. Section 7 discusses the errors in the retrieval. Conclusions are in section 8.
Atmospheric Chemistry Model Used in the Retrieval
Retrieving tropospheric NO 2 columns from GOME requires some assumptions regarding the tropospheric distribution of NO 2 . A global 3-D model of tropospheric chemistry is the best source for that information considering the sparseness of NO 2 in-situ observations. We use the GEOS-CHEM model , which is driven by assimilated meteorological observations for 1996, updated every 3-6 hours, from the Global Earth Observing System (GEOS) of the NASA Data Assimilation Office (DAO) [Schubert et al., 1993] . The model version used here has 26 vertical levels on a sigma coordinate (surface to 0.1 hPa), and a horizontal resolution [Jacobson and Turco, 1994] and transports 24 tracers. Photolysis rates are computed using the Fast-J radiative transfer algorithm [Wild et al., 2000] [ 2001] . The most important for the present application are monthly-averaged UV surface reflectivity fields , Mie scattering by mineral dust, heterogeneous chemistry on mineral dust aerosols, improved biomass burning and biofuel emission inventories, and improved seasonal variation in biomass burning emissions as summarized below. emissions are from the Global Emission Inventory Activity (GEIA) [Benkovitz et al., 1996] partitioned among individual countries and scaled to 1996 levels as described in Bey et al. [2001] .
Emissions of NO x from lightning are linked to deep convection following the parameterization of Price and Rind [1992] as implemented by Wang et al. [1998] with vertical profiles from Pickering et al. [1998] . Soil NO x emissions are computed locally using a modified version of the Yienger and Levy [1995] algorithm, as described in Wang et al. [1998] and Bey et al. [2001] . New emission inventories are used for biofuels and biomass burning [J.
Logan and R. Yevich, personal communication, 2001] , and vegetation specific emission factors are mostly from the review of Andreae and Merlet [2001] . Seasonal variation in biomass burning emissions is determined from satellite observations [Duncan et al., 2001] . Ship emissions of NO x are from GEIA (0.2 Tg N yr -1
). Corbett et al. [1999] have proposed that ship emissions may be much higher (3.0 Tg N yr -1
), but this would result in a large model overestimate of NO x over the North Atlantic [Kasibhatla et al., 2000; Li et al., 2001] .
Of particular interest here is the ability of the model to provide a realistic simulation of the tropospheric NO 2 relative vertical distribution (shape factor) for the AMF calculation. Few in-situ observations of NO 2 exist, but a large body of aircraft observations for NO is available [Emmons et al., 1997; Thakur et al., 1999] . Considering that the NO 2 /NO ratio from photochemical steady state in the model is known to match observations closely [Bradshaw et al., 1999] observed vertical profiles of NO provide a good surrogate for NO 2 evaluation. Detailed evaluations of the GEOS-CHEM NO fields with observations are presented in several papers Fiore et al., 2001; Kondo et al., 2001; Li et al., 2001] . They show that the model generally captures the spatial and temporal variability in NO profiles, reproducing observed NO concentrations within a factor of 2. The largest discrepancies are that modeled NO concentrations can be up to a factor of 2 higher than observations over the Pacific , and the model underestimates higher values over the southeastern US where aircraft encountered power plant and urban plumes not resolved by the model . ocean region downwind of a major source region, and (bottom right) source region during summer. The corresponding NO 2 profiles would be skewed toward the lower troposphere since the daytime NO 2 /NO ratio typically decreases by a factor of 25 from the surface to the upper troposphere [Bradshaw et al., 1999] , largely due to the temperature dependence of the NO+O 3 à NO 2 + O 2 reaction, which is an order of magnitude faster at 300K than 200K [DeMore et al., 1997] . As shown in Figure 1 , the shape of the vertical profile shows large variability depending on the region, and the model largely captures this variability. The model underestimates the high upper tropospheric NO concentrations over the tropical South Atlantic from biomass burning and lightning [Jacob et al., 1996; Pickering et al., 1996] by up to 50%. Over the Pacific, the model overestimates lower tropospheric NO concentrations by up to 50%. Over the North Atlantic, the model well reproduces the observed vertical profile and high spatial variability. Over Tennessee the model exhibits the observed boundary layer enhancement but underestimates its magnitude.
The profile shape over source regions is largely determined by the local boundary layer depth.
The model simulation of boundary layer depths is discussed in section 7.
Air Mass Factor Calculation
The AMF is defined here as the ratio of the fitted ("slant") to the vertical tropospheric column of NO 2 . The stratospheric component of the slant column is subtracted prior to the application of the AMF as described in section 5. Due to Rayleigh scattering, and Mie scattering by clouds, the AMF is sensitive to the relative vertical distribution of NO 2 . Backscattered intensities measured by GOME can be strongly influenced by clouds, even if clouds constitute only a small fraction of a GOME scene [Velders et al., 2001 ]. An important feature of our AMF formulation is that it enables quantitative retrieval for partly cloudy scenes, which represent the general case for GOME because of the large scene size (40x320 km 2 ). The method is described here for NO 2 and for a single cloud layer in each scene, but can be applied to any optically thin absorber and to multiple cloud or aerosol layers. A scattering aerosol layer in an otherwise clearsky would be diagnosed as a cloud of small optical thickness in the GOMECAT algorithm.
General AMF Formulation
We apply the general AMF formulation of Palmer et al. [2001] to tropospheric NO 2 from GOME. This formulation decouples the vertical dependence of the GOME sensitivity to the atmospheric species of interest (calculated with a radiative transfer model) from the shape of the vertical profile of concentrations (calculated with an atmospheric chemistry model).
Dimensionless shape factors S(σ) over the sigma (σ) vertical coordinate are determined from the GEOS-CHEM model for each individual observation scene
where Ω air and Ω are the tropospheric vertical columns of air and NO 2 , and C(σ) is the NO 2 mixing ratio. Pressure P is related to σ by P = σ(P s -P u )+P u , where P u and P s respectively represent the pressures at the model upper boundary and surface. Scattering weights w(σ) describe the sensitivity of the backscattered intensity I B observed by GOME to the abundance of The AMF is then given by [Palmer et al., 2001] 
where the integral is taken here from the model tropopause σ T to the surface. In the absence of scattering, the AMF reduces to AMF G .
Treatment of partly cloudy scenes
Although the AMF formulation described in equations (1)-(4) is applicable to any scattering atmosphere, Palmer et al. [2001] calculated the scattering weights, w(σ), solely for a clear-sky Rayleigh scattering atmosphere. We extend the AMF formulation to partly cloudy scenes, as typically observed by GOME. The GOMECAT algorithm provides cloud fraction, cloud top pressure, and cloud optical thickness for each scene. The measurement of cloud optical thickness eliminates the need to include a "ghost column" (an assumed value for the column below the cloud) used in other retrievals [e.g., McPeters et al., 1998] . A radiative transfer model, including Mie scattering by clouds, can be used to calculate scattering weights for both the clearsky (w o ) and cloudy (w c ) fractions of the scene throughout the troposphere:
In this manner, AMFs can be calculated for the clear-sky and cloudy fractions of the scene assuming a uniform shape factor over the GOME scene
We decompose the backscattered intensity I B observed by GOME for the entire scene into the contributions from the clear-sky and cloudy fractions: Values of R o and R c can be obtained from a radiative transfer model as described below.
Substitution of (7) and (8) into (2) shows that the actual scattering weights w(σ) for the partly cloudy scene are the sums of w o (σ) and w c (σ) weighted by the contribution of each sub-scene to the backscattered intensity observed by the satellite
Substituting (9) into (4) 
Application to retrievals of NO 2 from GOME
We calculate scattering weights (w o ,w c ) and scene reflectivities (R o , R c ) using the Linearized Discrete Ordinate Radiative Transfer (LIDORT) model ]. The LIDORT model solves the radiative transfer equation in a multi-layer atmosphere with multiple scattering using the discrete ordinate method [Chandrasekhar, 1960] . We calculate the scattering weights on an altitude coordinate with 0.5 km vertical resolution below 18 km and coarser resolution from 18 km to the top of the atmosphere (65 km). We then map the results onto the GEOS-CHEM σ-coordinate. Rayleigh scattering cross-sections are calculated as in Chance and Spurr [1997] . Vertical profiles of temperature, pressure, and O 3 are from a mid-latitude summer US Standard Atmosphere [1976] . Air mass factors calculated using profiles from tropical or winter atmospheres are within 0.2% of the values presented here.
The surface albedo is treated as Lambertian. We use the distribution of surface albedos measured by at 380 nm wavelength on a 1 o x1 o grid . Surface albedo at 437 nm (the center of the NO 2 fitting wavelength) is about 1.5 times the albedo at 380 nm, except over snow and ice surfaces which have relatively constant albedo between 380 and 437 nm [R. Guzzi, private communication, 1993; Feister and Grewe, 1995] . Therefore we multiply the 380 nm albedos from by 1.5 over non-frozen surfaces. Except for surfaces covered by snow and ice, the surface albedos are less than 15%. Cloud top pressure and cloud optical thickness are obtained from GOMECAT. We estimate cloud base by assuming a cloud optical thickness increment of 8 for each 100 hPa of cloud [Hansen et al., 1983] . In the LIDORT model, we use the cloud droplet phase function provided in Fast-J [Wild et al., 2000] for a gamma distribution of cloud droplet sizes with mode radius of 8 µm and single scattering albedo of 1.
Both R o and w o are dependent on wavelength λ, surface pressure P s , surface albedo A, and effective solar zenith angle θ E (sec θ E = secθ o + secθ -1) [Palmer et al., 2001] . observed by GOME in clear-sky conditions are mostly determined by NO 2 in the middle and upper troposphere over remote oceans (bottom right), and by NO 2 in the boundary layer over continental source regions (top right). For clear-sky conditions in both cases, AMF o is less than AMF G signifying the decrease in sensitivity toward the surface. For cloudy conditions, the slant columns observed by GOME are primarily from NO 2 within and above the cloud. As a result AMF c can be larger than AMF o if little NO 2 is below the cloud (bottom right) or can be smaller than AMF o if the cloud obscures boundary layer NO 2 (top right). A remarkable result for cloudy conditions is that GOME can still exhibit sensitivity to NO 2 below the cloud. We calculate the AMF for each individual GOME observation scene in July 1996 as a function of P s , A, θ E , f, τ c , and P c , using tabulated values of w and R as described above together with equations (6) 
Generally when f is greater than 25%, over 50% of I B is from the cloudy sub-scene due to the high cloud reflectivity. Variability in cloud optical thickness and surface albedo induces scatter in the relationship. especially over regions where I B is largely from clouds. As illustrated in Figure 2 , low stratus decks over oceans enhance the sensitivity of GOME to the NO 2 column. Over continental regions with high surface emissions such as the northeastern US and northern Europe, the actual AMF is 20-30% lower over land than AMF o reflecting the obscuration of boundary layer NO 2 below clouds. Clouds have a smaller effect over other continental regions. The coefficient of variation of the actual AMF for July 1996 is generally less than 10% and always less than 20%; temporal variability in cloud cover over the month has a relatively small effect on the AMF calculation.
Comparison with Previous Retrievals
The AMF calculation presented here is notably different from previous NO 2 retrievals [Leue et al., 2001; Velders et al., 2001] . Both previous retrievals used a globally uniform NO 2 vertical profile in their AMF calculation. As illustrated in Leue et al. [2001] used albedos calculated over 295-745nm, resulting in land albedos of about 3 times the values used here. Velders et al. [2001] used a globally uniform surface albedo of about 5%, closer to the values used here, but overestimated (underestimated) NO 2 columns over regions of high (low) surface albedo. We find that a 50% error in the surface albedo over the Pennsylvania scene (0.04 ± 0.02) yields a corresponding AMF error of up to 28%. Surface albedo is particularly important in determining the sensitivity of GOME to boundary layer NO 2 .
Leue et al. [2001] did not correct for clouds. Velders et al. [2001] corrected for scattering by clouds by assuming a uniform cloud reflectivity of about 0.8 and a cloud fraction of 0.5, a correction that increased their tropospheric values by about 4. However cloud reflectivity is highly sensitive to optical thickness and solar zenith angle (Figure 3) . We find that R c is less than 0.5 for cloud optical thickness less than 10 (Figure 3, bottom right) . Cloud fraction is also highly variable. Figure 4 illustrates the high spatial variability in the cloud correction. We find that the actual cloud correction is much smaller than that used by Velders et al. [2001] and even variable in sign, increasing tropospheric values by 1.25 over cloudy land regions and decreasing them by 0.75 over cloudy ocean regions (where most of the NO 2 is often located above the cloud).
Slant Column Fitting
We determine slant columns of NO 2 for July 1996 by directly fitting backscattered intensity spectra observed by GOME, as described in Chance [1998] . No high-pass filtering or smoothing is applied. A nonlinear least-squares inversion based on the Levenberg-Marquardt method [Press et al., 1986] retrieves slant column amounts that minimize the χ 2 error between observed and calculated backscattered intensity over the wavelength region 423.08-451.23 nm.
Backscattered intensities are calculated from solar irradiance spectra, the Ring effect, the H 2 O Ring effect, and reference spectra for the interfering species O 3 [Burrows et al., 1999] , NO 2 [Burrows et al., 1998 ], the O 2 -O 2 collision complex [P. Simon, personal communication, 1993] , and H 2 O [Rothman et al., 1998 ]. The Ring effect is determined as described in Chance and Spurr [Walrafen, 1967; Kattawar and Xu, 1992] , was calculated by convolving Raman cross sections with a high resolution Fraunhofer spectrum following Chance and Spurr [1997] . Ozone is first fitted separately between 324.93-335.09 nm and held at this fitted value for the NO 2 fitting step.
Wavelength calibration of the GOME backscattered intensity and solar irradiance spectra is improved using cross-correlation with the Fraunhofer reference spectrum [Caspar and Chance, 1997] . The aliasing introduced from severe spectral undersampling of the GOME instrument and differences between the instrument transfer functions for backscattered intensity and solar irradiance are largely corrected with an undersampling spectrum generated from the high resolution Fraunhofer reference spectrum [Chance, 1998 ]. The remaining common mode residual, determined as an average fitting residual over a complete orbit, apparently arises from instrumental artifacts (including an imperfect undersampling correction). The common mode residual is included in the inversion, improving the fitting precision by roughly a factor of 3. Slant columns fitted with and without the common mode residual differ by roughly ±5x10 (1σ uncertainties are used throughout). The slant columns are within 30% of the operational data product [Thomas et al., 1998 ]. The poleward increase arises from the stratospheric NO 2 column. Tropospheric signals are manifest over the northeastern US, Europe, central Africa, South Africa, and other regions. The NO 2 spectra are available at available at temperatures of 221 K, 241 K, 273 K, and 293 K [Burrows et al., 1998 ]. The magnitude of the spectral features in the 293 K NO 2 spectrum are about 80% of those in 221 K NO 2 spectrum.
Slant columns determined with a 221 K NO 2 spectrum (appropriate for stratospheric NO 2 ) are about 80% of the values in Figure 6 with a fitting precision of 8x10
14
. We use the 293 K NO 2 spectrum more appropriate for tropospheric NO 2 , which is mostly in the continental boundary layer; the resulting stratospheric NO 2 amounts are systematically about 20% high, but are subtracted from the total column as described below so the error is of no consequence. As described in section 3.1, the temperature dependent cross section α(σ) is included for in the tropospheric AMF calculation.
The diffuser plate in the GOME instrument, used to attenuate solar radiation and enable the same detector to view both the sun and the earth, introduces small spectral features into the irradiance spectra. Richter and Wagner [personal communication, 2001 ] independently reached the same conclusion. These features are not constant and appear to vary with solar azimuth angle.
These induced spectral features move in and out of phase with the NO 2 spectral features, introducing into the NO 2 retrieval a time dependent error equivalent to 2x10 15 molecules cm -2 , roughly 100% of tropical NO 2 . Figure 7 shows the NO 2 error for 2 years. The features have no periodicity within 1 year but are remarkably reproducible from year to year. We believe the error is in the irradiance spectra because we have fitted series of solar spectra for NO 2 using Jan 1, 1998 as the input solar spectra (I 0 ). The normalized solar NO 2 is plotted as the crosses on Figure 7 .
There is no known NO 2 in the sun and the solar NO 2 variation matches the equatorial NO 2 variation. Other potential sources of this artifact that were considered and discarded are GOME optical bench temperature, cooler instrument warming cycles, and time-dependent level 1 calibration adjustments. Measurements of neighboring orbit tracks vary in magnitude larger than the fitting precision due to temporal variation in the diffuser plate artifact and observation of adjacent orbits by GOME on different days. Solar spectra are observed daily; the removal of the diffuser plate artifact should be performed on the same timescale.
Removal of the Stratospheric Column and Diffuser Plate Artifact
We define the "non-tropospheric" column of NO 2 as the sum of the stratospheric column and instrument biases such as the diffuser plate artifact. We remove this column in a two step process. First we determine its amount using GOME observations over Pacific regions where tropospheric NO 2 is particularly low (but not zero; we subsequently correct the resulting bias).
Second we assume the stratospheric column to be longitudinally invariant and subtract it from the total columns in the corresponding latitude band. Errors associated with each step are discussed.
Determination of the non-tropospheric column
We determine the latitude-dependent non-tropospheric column from GOME data over the Pacific where tropospheric NO 2 is in general minimum. We use the GEOS-CHEM model to identify favorable regions. where n is the number of observations. Determining the non-tropospheric column over a narrower longitudinal or latitudinal region decreases the precision but does not significantly change the accuracy.
Although tropospheric NO 2 slant columns over the Pacific are about an order of magnitude less than total slant columns, a latitudinally varying bias is introduced by the assumption of zero tropospheric NO 2 over the Pacific. An even larger bias would result from the assumption over other oceanic regions such as the North Atlantic; negative values of tropospheric NO 2 columns over oceans in retrievals that made such an assumption [Leue et al., 2001; Velders et al., 2001] reflect this problem. Stratus decks over the oceans contribute to the bias by increasing the sensitivity of GOME to tropospheric NO 2 .
We correct for the bias introduced by the assumption of zero tropospheric NO 2 over the Pacific using GEOS-CHEM slant columns specific to the daily local GOME viewing geometry (section 3). We calculate mean slant columns over the Pacific region used to determine the nontropospheric slant columns from GOME (Figure 8, top) . Figure 8 (bottom) illustrates the latitudinal variability in this correction. We subtract this correction from the non-tropospheric slant columns. However the NO concentrations simulated by GEOS-CHEM are generally high (up to a factor of 2) compared with aircraft profiles over the Pacific (e.g. Figure 1 ). The error introduced by the correction is discussed in section 7.
Zonal Invariance Assumption
We subtract the non-tropospheric column from each latitude for each scan angle on a daily time scale determined by each new GOME solar observation. We assume this column value to be zonally invariant. The assumption of zonal invariance introduces much less error with NO 2 than with ozone because most of the NO 2 column is in the middle stratosphere [Gordley et al., 1996] , whereas ozone is in the lower stratosphere and therefore more affected by zonal variability in the column and the tropopause.
We quantify the error associated with the assumption of zonally invariant stratospheric columns using NO 2 measurements from HALOE data [Russell et al., 1993] Our analysis therefore includes observations from the end of June and the beginning of August.
Years prior to 1996 are not included to reduce measurement uncertainty associated with enhanced aerosol concentrations from Mount Pinatubo [Gordley et al., 1996] . Data with uncertainties greater than 1x10 8 molecules cm -3 are excluded, largely removing unreal increases near the bottom of profiles [Gordley et al., 1996] . Number densities of NO 2 peak between 5 and 40 hPa; the resulting underestimate in stratospheric NO 2 columns from the removal of high-uncertainty lowerstratospheric values should be less than a few percent. at all latitudes. It is less than the GOME vertical column fitting precision, calculated as the slant column fitting precision divided by AMF G . Stratospheric columns of NO 2 at the time of GOME overpass (~10:30AM) are about half the sunrise/sunset values [Wennberg et al., 1994] ; the comparison is even more favorable than apparent in the Figure   10 . We find no systematic zonal pattern in the HALOE stratospheric NO 2 columns for latitudes with respect to the zonal mean (not shown).
Retrieved Tropospheric Columns of NO 2

Slant Columns
Figure 11 (top) shows the monthly mean tropospheric residual slant column of NO 2 for July 1996. The tropospheric residual exhibits low background NO 2 columns over oceans with clear regional enhancements over continents. The clearest tropospheric enhancement is seen over the Congo Basin, where considerable biomass burning takes place in July [Scholes et al., 1996] .
Over the northeastern US, California, Mexico City, and industrial regions of Europe, tropospheric enhancements are about 50% of the stratospheric column. clouds because most NO 2 over oceans is in the free troposphere [Bradshaw et al., 1999] and its detection is enhanced by reflectivity from low stratus clouds. Over the South Pacific, cloud fraction explains approximately 25% of the variance in NO 2 tropospheric slant columns (r=0.48, n=40377, p<0.005). This effect is particularly obvious over the South Atlantic downwind of the Congo Basin, where biomass burning outflow is transported above a persistent stratus deck [Bachmeier and Fuelberg, 1996] . A similar effect was noted in ozone retrievals from TOMS downwind of the Congo Basin and off the west coast of Peru [Thompson et al., 1993] . Over both regions, NO 2 enhancements are evident (Figure 11 ) that decrease after filtering for clouds.
Vertical Columns
We regrid the GOME slant columns onto the GEOS-CHEM model grid of 2 o latitude by 2.5 o longitude, and calculate vertical columns by dividing each tropospheric slant column by the locally derived AMF (section 3). Figure 12 (top) shows the resulting monthly mean tropospheric vertical columns. The spatial distribution is similar to that of the tropospheric slant columns (Figure 11 , top). The NO 2 enhancements off the west coasts of the Congo Basin and Peru, where persistent stratus decks make GOME particularly sensitive to NO 2 transported above the clouds, have largely disappeared. The AMF conversion from slant to vertical columns generally enhances columns over land with respect to those over oceans as discussed previously. It also enhances mid-latitude columns with respect to tropical columns due to the higher solar zenith angles and shallower boundary layers at mid-latitudes.
Aircraft corridors or regions of intense lightning activity exhibit no NO 2 enhancement, presumably because daytime upper tropospheric NO x is mostly NO. To examine the sensitivity of GOME to lightning, we performed a simulation with 6 Tg NO x from lightning, twice the magnitude of the standard simulation (Table 1 ). The resultant GEOS-CHEM NO 2 columns increased by less than 3x10 14 molecules cm -2
, with the largest increase southwest of the Himalayas. Such a small signal will be difficult for GOME to detect.
A critical test of the accuracy of the GOME tropospheric NO 2 column is its consistency with the GEOS-CHEM model results over the United States (Figure 12 , middle). The US NO x emission inventory used in GEOS-CHEM is from the Environmental Protection Agency [EPA, 1997] , and is believed to be accurate to within 20% [Logan, 1983; Pierson et al., 1990; ]. Simulation of the NO x /NO y concentration ratio at US sites Liang et al., 1998 ] suggests that the lifetime of NO x in the model is accurate to within 30%.
Therefore we expect agreement between the GOME and GEOS-CHEM NO 2 columns to within a combined accuracy of 35%. The July mean GOME column in our retrieval over the US is 25%
higher than the corresponding value from GEOS-CHEM, i.e., within the estimated uncertainty.
The GOME vertical columns capture 67% of the spatial variance in the GEOS-CHEM columns over the US (r=0.82, n=240, p<0.005). These results lend confidence to the interpretation of the GOME NO 2 retrieval as a proxy for surface NO x emissions. The correlation between the GEOS-CHEM model and GOME observations is remarkable over the rest of the world (r=0.77, n=7170, p<0.005). Table 2 summarizes the relationship between GEOS-CHEM and GOME vertical columns for each retrieval step.
Despite the use of shape factors from the GEOS-CHEM model in the retrieval, comparison between modeled and observed vertical columns is still insightful for two reasons [Palmer et al., 2001] . First the shape of the NO 2 profile and the NO 2 tropospheric column are two separate pieces of information. Second calculating the AMF using shape factors from an atmospheric chemistry model ensures consistency for subsequent evaluation of the model with the retrieved vertical columns. Figure 13 shows the relationship between the AMF and modeled NO 2 columns. over high-reflectivity scenes such as deserts and regions with persistent clouds. A similar effect has been noted in the TOMS retrieval in July over northern Africa . Its origin is unclear.
The spatial distribution of GOME tropospheric NO 2 vertical columns presented by Velders et al. [2001] for July 1997 exhibits similar enhancements over industrial regions of Europe, the eastern US, eastern Asia, and over the biomass burning region of central Africa, but their NO 2 columns over each region are about twice the magnitude of the NO 2 columns presented here for July 1996. As discussed in section 3.4, their approach in accounting for scattering by clouds in the AMF calculation contributes to this difference. Another difference is that over oceans the NO 2 columns presented here are larger, reflecting their assumption of zero tropospheric NO 2 over oceanic scenes which we argue leads to a significant bias (section 5.1). Comparison between NO 2 columns presented here with those presented by Leue et al. [2001] is more difficult since they only provide results for a full year and NO 2 columns in January are about twice the magnitude of NO 2 columns in July [Velders et al., 2001] . Nevertheless the spatial structure between the two exhibit some consistency over land. The enhancement observed over desert regions in our retrieval is not apparent in either the Leue et al. [2001] or Velders et al. [2001] retrieval.
Error Analysis
In the previous sections we assessed the errors introduced at different steps of the retrieval.
Here we synthesize this information to estimate the total error and identify the dominant contributions. We express the total tropospheric vertical column error ε as the quadrature sum of: the slant column fitting error ε f , the error ε s associated with the determination of the nontropospheric slant column, the error ε b in the bias correction for tropospheric NO 2 over the Pacific, the error ε σ due to uncertainty in the NO 2 absorption cross section, the error ε v from zonal variability in the stratospheric column, and the error ε a in the AMF calculation
where the slant column errors in the first three terms are normalized by the tropospheric AMF and the last two are normalized by the tropospheric vertical column Ω. Table 3 summarizes the error estimates. The tropospheric AMF is approximated as over land and two over ocean (Figure 4, bottom) . The slant column fitting precision ε f is typically at sunrise and sunset. At the time of the GOME overpass (~10:30 AM), ε v is about half the sunrise/sunset values, small compared with ε f . The error in the NO 2 cross section is 4% [Burrows et al., 1998 ], negligible over both land and ocean.
We calculate ε a separately over ocean and land. and the relative error in the AMF is more important. The AMF calculation is most sensitive to the surface albedo, the NO 2 shape factor, and cloud information. A 50% error in the surface albedo over the Pennsylvania scene (0.04 ± 0.02) yields a corresponding error ε a of up to 28%. Surface albedo is particularly important in determining the sensitivity of GOME to boundary layer NO 2 .
As illustrated in Figure 2 (top), most NO 2 over land is in the boundary layer and the shape of the NO 2 profile is largely determined by boundary layer depth. As shown by Fiore et al.
[2001], July mean boundary layer depths used in the GEOS-CHEM model reasonably represent the spatial variability over North America. Temporal variability is more difficult to evaluate given the limited number of observations. Inland observations over the northeastern US indicate that daily variability in the July boundary layer depth is less than 100 hPa [Berman et al., 1999] . We calculate the error in the AMF calculation if temporal variability in boundary layer depths are not captured in GEOS-CHEM. For the Pennsylvania case (Figure 2 ), we find that AMFs calculated for boundary layer depths of 700 and 900 differ by 15% from the value at 800 hPa.
Of the three cloud parameters, cloud optical thickness τ c makes the largest contribution to the AMF error. We find that cloud top pressures have little effect on the AMF over land since they are nearly always above the boundary layer. Both f and τ c affect the fraction of I B from the cloudy sub-scene in the AMF calculation (equation 10), but of the two τ c is a more uncertain product. The error in the τ c measurement increases with decreasing f. We make a conservative estimate of the error in the AMF calculation by assuming factors of 10, 5, and 2 errors in τ c for the
Pennsylvania scene for f of 0.1, 0.2, and 0.5 respectively, yielding corresponding errors of up to 16%, 28%, and 27%. The error in the AMF decreases with f in spite of the increased error in τ c .
In fact the errors on f and τ c derived by GOMECAT are negatively correlated because of the constraint from the observed reflectivity; therefore error from the AMF is probably less than estimated above. .
As shown in Table 3 , the total error on the NO 2 tropospheric column retrieval is dominated by the fitting precision over ocean and land regions with low NO 2 columns. Over major continental source regions, the AMF calculation can be a more important contributor to the total error, due mostly to errors in surface albedo and τ c . On average about 2. over land. In practice, the errors likely include some systematic biases.
Conclusions and Recommendations for Further Work
We have presented a retrieval that is improved in several ways over previous retrievals of tropospheric NO 2 vertical columns from GOME, especially in the AMF formulation used to convert slant columns to vertical columns. For each GOME observation, we calculate an AMF from the integral of the relative vertical NO 2 distribution from a 3-D global model of tropospheric chemistry (GEOS-CHEM) weighted by altitude-dependent scattering weights computed with a radiative transfer model (LIDORT). The AMF calculation accounts for cloud scattering using cloud fraction, cloud top pressure, and cloud optical thickness from a cloud retrieval algorithm (GOMECAT). We found that clouds generally increase the sensitivity of GOME to NO 2 columns over ocean by up to 30%, and decrease the sensitivity of GOME to NO 2 columns over continental source regions by 20-30%. In general GOME is about twice as sensitive to NO 2 columns over ocean than over land due to the shape of the NO 2 profile and scattering by molecules and cloud droplets.
Several additional algorithm improvements were presented. Slant columns, which are directly fitted without low-pass filtering or spectral smoothing, are corrected daily for an artificial offset likely induced by spectral structure on the diffuser plate of the GOME instrument. We determine the stratospheric column and the magnitude of the diffuser plate artifact over the central Pacific Ocean to minimize the bias introduced by tropospheric NO 2 over other oceanic regions.
We use the GEOS-CHEM model to correct for the bias introduced by tropospheric NO 2 over the Pacific.
Retrieved vertical columns from GOME for July 1996 exhibit a high degree of consistency with simulated columns from GEOS-CHEM. Over the US, where NO x emissions are particularly well known, retrieved columns are 25% higher than GEOS-CHEM and strongly spatially correlated before (r=0.77) and after (r=0.82) application of the AMF. Retrieved columns are higher than simulated columns over many industrial regions and are lower than modeled columns over Houston, the biomass burning region of central Africa, northern India, and eastern Asia. [Raper et al., 2001] (top right) the tropical South Atlantic in September 1992 [Fishman et al., 1996b] (bottom left) the North Atlantic off the east coast of Nova Scotia on 8 September 1997 [Ryerson et al., 1999] (bottom right) Tennessee on 7 July 1995 [Hübler et al., 1998 ]. For Easter Island and the tropical South Atlantic the observations are means and standard deviations from several flights in the region ; model results are monthly means for (top left) 1997 and (top right) 1996, i.e., not the same years as the observations. For the North Atlantic and Tennessee, the model results are for the specific day of the flight and the different lines represent the ensemble of grid squares sampled by the flight tracks Li et al., 2001] . Monthly mean slant columns of NO 2 determined from GOME for July 1996. The white area over central Asia results from the absence of observations during the transmission of GOME data to Earth.
Figure 7:
The solid line is the normalized error in atmospheric NO 2 slant columns determined from GOME for 1998 and 1999. The crosses are "Solar NO 2 " fitted using solar spectra for January 1, 1998 as a reference. 
