Abstract. We describe a family of half-line continuum Schrödinger operators with purely singular continuous spectrum on (0, ∞), exhibiting asymptotic strong level repulsion (known as clock behavior). This follows from the convergence of the renormalized continuum Christoffel-Darboux kernel to the sine kernel.
Introduction
The problem of understanding the asymptotics of finite-volume level spacings for Schrödinger operators has been receiving a considerable amount of attention in recent years ( [1, 2, 3, 5, 6, 10, 11, 14, 16, 17, 19, 20, 21, 22, 23, 24, 25, 26, 27, 29, 30, 32, 33 ] is a small subset of relevant references). While results in the multidimensional setting were obtained predominantly for random operators, in the one-dimensional case both deterministic and random operators were studied.
Particularly interesting in this context is the problem of understanding how the asymptotics of level spacings are connected to continuity properties of the spectral measures. Known results indicate a certain rough correspondence between asymptotic repulsion and continuity of the spectral measures. Perhaps the most studied case is that of the localized regime in the Anderson model, where it has been shown under various conditions that the rescaled finite-volume eigenvalue process converges to a Poisson process on the line (see, e.g., [14, 25, 26] ). Results for one-dimensional operators with random decaying potentials [6, 16, 17, 27] seem to indicate a pattern whereby greater continuity of the spectral measure corresponds to greater repulsion. Deterministic results establishing asymptotic regular spacing for absolutely continuous measures [2, 10, 19, 20, 21, 22, 23, 24, 29, 30, 32] work in the same vein.
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Our aim in the present paper is to show that the situation is more subtle than what may be thought in light of the discussion above. We shall present a family of half-line Schrödinger operators with purely singular continuous spectrum on the positive half-line, whose finitevolume eigenvalues display clock asymptotic behavior (see Definition 1.1 below), which is a very strong form of repulsion. This shows that strong repulsion should not be associated only with absolutely continuous spectrum.
For discrete Schrödinger operators, an analogous result was obtained by one of us [5] in the context of studying conditions on measures guaranteeing universal behavior of the associated Christoffel-Darboux (CD) kernel. In particular, in [5] clock spacing is a consequence of the convergence of the CD kernel to the sine kernel. We shall obtain our result here by exploiting the analogy between the discrete and continuous case.
To fix terminology and notation, a Schrödinger operator acting on R + is an operator of the form
dx 2 denotes the Laplacian, and the operator defined by multiplication by V (x) is the potential (we shall soon specify conditions on V ). We will assume Neumann boundary conditions throughout, i.e.
By the spectral theorem there exists a unique measure, µ, for which H is unitarily equivalent to the operator of multiplication by x on L 2 (R, dµ (x)). We call µ the spectral measure associated with the operator H.
Given H as above, we can restrict it to intervals [0, L] and consider the operator
acting on L 2 (0, L), this time with Neumann boundary conditions at L as well as at 0, i.e., with the additional condition
The spectrum of H L is a discrete set of eigenvalues ξ L j . We are interested in the connection between properties of µ and asymptotic properties (as L → ∞) of the spacings between the ξ L j 's. The asymptotic density of these eigenvalues is measured by the density of states measure, ν, defined as the weak limit (if it exists) of the normalized eigenvalue counting measure. Namely, letting
. Assuming ν exists and is absolutely continuous w.r.t. Lebesgue measure, we write dν(ξ) = ρ(ξ)dξ. We call ρ the density of states. For the free Schrödinger operator (H 0 = ∆)
(see Example 8.1 in Section 2.8 of [4] ).
Definition 1.1. Let I ⊆ R + be a closed interval, and let ξ * ∈ I. For each L > 0, reenumerate the eigenvalues {ξ L j } around ξ * as follows:
Following [2] , we say there is strong clock behavior at ξ * , if the density of states exists and for each fixed n,
We say there is uniform clock behavior on the interval I ⊆ R + , if the above limit is uniform on I for each fixed n. Remark 1.1. Originally, the concept was defined for operators arising in the theory of orthogonal polynomials on the unit circle [29] . On the unit circle, the equally-spaced eigenvalues appear as marks on a clock -hence the name.
is the unique solution of the equation
with Neumann boundary conditions, the continuous Christoffel-
This object, introduced in [23] , is the continuous analog of the classical CD kernel. The CD kernel arises naturally in the study of orthogonal polynomials and has a wide range of applications (see [31] for a survey). In particular, the phenomenon of universality in random matrix theory is intimately connected with the fact that in many cases the rescaled CD kernel converges to the sine kernel ( [9] ).
The significance of this, in our case, lies in the fact that if 
, and the small-scale behavior of the ξ L j 's around ξ, as L −→ ∞. We shall prove uniform clock behavior for the operators under consideration by showing that the associated CD kernel satisfies
uniformly for ξ in compact subsets of R + and a, b in compact subsets of the strip |Imz| ≤ 1. The fact that this, together with existence of the density of states (which needs to be established separately), implies uniform clock behavior in the discrete case is known as the Freud-Levin Theorem [12, 20, 31] . The proof given in [31, Section 23] translates directly to the continuum case and so
, assume that (1.6) holds uniformly for ξ in compact subsets of R + and a, b in compact subsets of the strip |Imz| ≤ 1. Assume moreover that the density of states for H exists and is absolutely continuous with respect to Lebesgue measure. Then uniform clock behavior follows on any compact interval I ⊆ (0, ∞).
In the case of discrete CD kernels (1.6) has been proven under a wide range of conditions. However, except for [5] (and this work), it was always assumed that the spectral measure was absolutely continuous in a neighborhood of the point under consideration. That (1.6) implies clock behavior in the discrete case was discovered by Freud [12] , and rediscovered by Levin and Lubinsky [20] . Additional results were obtained by Lubinsky in [21, 22] , and in greater generality, by Simon, [30] , Findley [10] , and Totik [32] . Avila, Last and Simon, in [2] , proved (1.6) and clock behavior for ergodic Jacobi matrices with a.c. spectrum.
To the best of our knowledge, Maltsev's paper [23] is the only prior work dealing with (1.6) in the continuous case, where it was used to prove clock asymptotics for eigenvalues of perturbed periodic Schrödinger operators.
We are now ready to take a closer look at the potentials we consider in this work. Given a sequence of real numbers, {λ n } ∞ n=1 such that λ n −→ 0, a sequence of positive numbers {N n } ∞ n=1 such that
−→ 0, and a bounded, non-negative, compactly supported function W (x) (which we think of as a recurring perturbation of varying amplitude, where the amplitudes are determined by the λ n ), we define a so-called Pearson potential (see [15] ),
Thus, if we fix boundary conditions as above, there is an associated self-adjoint Schrödinger operator,
Sparse potentials were first introduced by Pearson in [28] in 1978, in the construction of the first explicit examples of Schrödinger operators exhibiting purely singular continuous spectrum. The following theorem of Kiselev, Last and Simon extends the original Pearson result:
, the spectrum of the operator ∆ + V is purely absolutely continuous on R + (resp. purely singular continuous), for any boundary condition at 0.
We are now ready to state our main result. Theorem 1.5. Let W (x) be a smooth, non-negative function which is supported on [0, 1], and let {λ n } ∞ n=1 be a sequence such that λ n → 0. If the sequence {N n } ∞ n=1 is sufficiently sparse, then for the operator H = ∆ + V , with V as defined in (1.7), and with Neumann boundary conditions, (1.6) holds uniformly for ξ in compact subsets of R + and a, b in compact subsets of the strip |Imz| ≤ 1.
is sufficiently sparse' we mean that N k+1 has to be chosen sufficiently large, as a function of N 1 , N 2 , . . . , N k . In other words, for every k ≥ 1, there exists a function
. In particular, we require that Proof. Since V (x) → 0 as x → ∞, it is not difficult to show that the density of states for the Pearson operators considered here exists and is equal to the free density of states (e.g., by imitating the proof of [13] ). This, together with Proposition 1.3 implies the conclusion.
In rough terms, the strategy of our proof is as follows. Given H, we define a sequence of operators by truncating the potential at increasing points. We refer to them as the truncated operators. Like the original operator, H, they act on L 2 (R + ). Let
These operators are defined using the same boundary conditions as H (and should not be confused with the restricted operators, H L ). Denote by u (ℓ) (ξ, x) the unique solution of the associated eigenfunction equation
The associated CD kernel is
Our strategy will be to show that since (1.6) holds for any H (ℓ) , if we place the perturbations sparsely enough (i.e. the sequence {N n } ∞ n=1 ), then for sufficiently small λ the renormalized CD kernel remains close enough to its sine kernel limit. Since we want to construct the sequence {N n } ∞ n=1 such that (1.6) holds for all ξ ∈ R + (and not only in a compact interval), the main challenge will be to control the constants as we increase the size of the interval that we study. After obtaining some preliminary results in Section 2, we prove Theorem 1.5 in Section 3.
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Preliminaries
We denote by Φ (ξ, x) the solution to
with Dirichlet boundary conditions, namely Φ (ξ, 0) = 0 and Φ ′ (ξ, 0) = 1. Similarly, we denote by Ψ (ξ, x) the Neumann solution, Ψ (ξ, 0) = 1 and Ψ ′ (ξ, 0) = 0. We define the transfer matrix by
is some solution to (2.1) then
Given a Pearson potential as in (1.7) with W smooth, nonnegative, and with support ⊆ [0, 1], recall that u(ξ, x) is the unique solution of (1.4) with Neumann boundary conditions. Using the Dirichlet solution, we may define analogously the transfer matrix for H to get
Our analysis will rely on variation of parameters. Namely we define the functions A 1 (ξ, x) and A 2 (ξ, x) through
Analogously, for the truncated operators, H (ℓ) , and the associated generalized eigenfunctions, u (ℓ) , defined in (1.9) and (1.10), we define the associated transfer matrix T (ℓ)
The functions A
1 and A (ℓ) 2 are also defined through
Note that for x ≥ N ℓ + 1, the functions A
are constant in x. For later reference we note that, by [8, Chapter 1, Theorem 8.4], for any x the functions u(ξ, x), u (ℓ) (ξ, x) and therefore also 
Thus, for any interval I m
We need to extend this bound slightly to the complex plain, so that it holds on strips around R + .
Lemma 2.2. For any closed interval I = [a, b] ⊆ R + , there exists a constant M I ∈ R, such that for any ξ ∈ I, 0 < x and t ∈ R with |t| ≤ 1,
Remark 2.1. We consider the principal branch of the square root defined on C \ (−∞, 0]. This is not a problem since we only consider ξ > 0.
Proof. We need to uniformly bound the entries of the matrix
By developing the square root in a Taylor series around ξ, it is not hard to see that the entries are bounded at x → ∞. As for the limit x → 0, we only need to estimate ξ + it x sin ξ + it x
x (bounds for the other entries are obvious by continuity and the fact that the argument goes to zero). Writing series around x = 0,
we see that
and we are done.
For the intervals I m , we denote the constants above simply as M m = M Im . From (2.5) we conclude that for any ξ ∈ I m , and for any t ∈ [−1, 1]
We assume from now on also that, for any m, M m ≥ 1.
The following is known as the continuous Christoffel-Darboux formula.
and for the diagonal case,
Proof. This is easily proved using integration by parts; see Lemma 3.4 of [23] .
Recall the CD kernels, S (ℓ)
Lemma 2.4. For any ℓ ∈ N and ξ ∈ R + :
is the derivative of the density of states of ∆. Moreover, for any m and C > 0, the convergence is uniform in ξ ∈ I m and in |a|, |b| ≤ C. That is, for any m, C > 0 and any ε > 0, there exists N(ε, m) so that for any x ≥ N(ε, m), any ξ ∈ I m , and any |a|, |b| ≤ C
Proof. We first prove uniform convergence for |a|, |b| ≤ C, |a − b| ≥ δ for any δ > 0. For any ξ ′ and j = 1, 2 we let
is constant in x for x ≥ N ℓ+1 the limit clearly exists), and we note that for any a
Fix ξ ∈ (0, ∞). In order to streamline the computations below, let
Now apply Lemma 2.3 to S and use (2.5) to get
since lim x→∞ α x = lim x→∞ β x = ξ.
For the first term, write
A similar computation shows that
Recalling that A j (ℓ) (ξ, x) = A j (ℓ) (ξ) for any x ≥ N ℓ+1 , and that
, it follows that we have uniform convergence for |a|, |b| ≤ C and |a − b| ≥ δ for any δ > 0. Now, since
is also an analytic function of b. Therefore, by using the Cauchy formula, uniform convergence of f ℓ x (b) to f (b) in the annulus δ ≤ |a − b| ≤ 1, implies uniform convergence on the disk |a − b| < δ. This then implies uniform convergence on the disk |a − b| ≤ 1. Thus we have uniform convergence for |a|, |b| ≤ C and we are done.
The lemma above shows that for any H (ℓ) the CD kernel is close to the desired limit for sufficiently large x. As a first step towards understanding H we want to understand the effect of the addition of λ (ℓ+1) W (x − N ℓ+1 ) to the potential of H (ℓ) (i.e., going to H (ℓ+1) ). The lemma below serves this purpose.
Lemma 2.5. Let A, B : R → M 2 (C) be the solutions to the following matrix initial value problems
with the initial condition
where W (x) is a smooth, nonnegative function with suppW ⊆ [0, 1], and ξ ∈ R. Then
where C(ξ, W ) is a constant depending on ξ and W (x).
Proof. Recall the free transfer matrix, T x,0 (ξ), defined in (2.2). It is straightforward to verify that
x,0 (ξ). Thus, A(x) is bounded in x and invertible by (2.3). Denote
By differentiating B (x) and by (2.12),
So that by (2.11),
and upon rearranging,
This is a linear ODE so clearly (e.g. by the method of successive approximations [7] ), for any x ∈ [0, 1]
where C depends on sup x T (0)
x,0 (ξ) and on W ∞ . Thus writing
we immediately see that for x ∈ [0, 1]
since suppW ⊆ [0, 1] and so, from (2.14) we see that 
where the constants C, C depend only on the function W . Similarly,
and
x,x 0 (ξ) be the associated transfer matrices from x 0 to x. It is a simple computation to check that for x 0 < x
Lemma 2.5 implies that
so the first inequality follows with C = sup x T −1 x,x 0 C ′ . The second inequality follows from the fact that λ n → 0, so for large enough values of ℓ, CM m |λ ℓ+1 | < . By the triangle inequality,
so for such values of ℓ 1 2
and we can take C = 2C. 
for any ξ ∈ I ℓ , and a, b ∈ C with |a|, |b| ≤ ℓ. From now on, we shall only consider a, b ∈ C with Ima, Imb ≤ 1. By taking N ℓ large enough we may also assume that Re ξ + ∈ I m ℓ+1 for ξ ∈ I ℓ , x ≥ N ℓ . We may also assume that for such values of the parameters
We will show that, as long as we pick N ℓ+1 ≥ N ℓ inductively,
uniformly for ξ in closed intervals of R + and a, b in compact subsets of the strip |Imz| ≤ 1. Our strategy will be to first prove that
uniformly for complex |a|, |b| ≤ C with |Ima|, |Imb| ≤ 1 and |a − b| > δ > 0 and then deduce (3.4) from analyticity.
We claim that it is enough to show that
as ℓ −→ ∞. This is because, assuming (3.6), given ε > 0 we may choose L so that for any ℓ > L both the quantity in (3.6) and the left hand side of (3.2) are smaller than ε/2. Now, for any x > N L+1 it follows that N ℓ+1 ≤ x ≤ N ℓ+2 for some ℓ > L so that (where D is some universal constant) so that by (3.1), we are done with the first term.
As for the second term, 
By (2.18), the definition of A (ℓ) , and (2.6)
and the same bound applies to A 2 (ℓ+1) − A 2 (ℓ) . Therefore,
for ℓ sufficiently large ((2.19) and (2.5) are used). By (3.1) we are done with the second term as well. We have shown (3.5) uniformly for ξ in compact subsets of R + and a, b complex with |Ima|, |Imb| ≤ 1, |a|, |b| ≤ C for any C > 0, and |a − b| > δ for some δ > 0. We now repeat the argument at the end of the proof of Lemma 2.4. Since for fixed a, all functions involved are analytic in b (note that κ ℓ x > 0 for all x, ξ), the Cauchy formula implies uniform convergence also for |a − b| ≤ δ. This implies (3.5) uniformly without the restriction |a − b| > δ. Since the limit for a = b = 0 is 1, this implies (3.4) uniformly for ξ in compact subsets of R + and a, b in compact subsets of R and finishes the proof.
