The influence exerted by the method used for computing the dam breach hydrograph on the simulated maximum water levels throughout the downstream valley is essential for selecting a specific computing module to be implemented in the numerical codes used by practitioners. This module should be able to balance the need for a reasonable physical description of the phenomenon and, at the same time, limit as much as possible the maximum number of parameters. In order to feed a debate on this field, in this paper the performances of some parametric models used for the dam breach module implemented in the popular HEC-RAS software, and a simplified but physically based model have been analysed. The performances of the dam breach models have been assessed with reference to the historical event of the Big Bay dam, using both one-dimensional and two-dimensional (1-D and 2-D) flood propagation modelling. The results show that the physically based model considered here, without any operations of ad hoc calibration, has provided the best results in predicting computation of that event. Therefore, it may be proposed as a valid alternative to parametric models, which need the estimation of some parameters that can add further uncertainties in studies like these. Key words | 1-D and 2-D flood propagation, dam breach, environmental software, physically based model play an important role because their piers might provoke significant backwater effects. These effects may present significant variations in water elevation on the cross section, together with a transversal regime transition within the cross section, even in straight reaches of rivers (Costabile
INTRODUCTION
Flooding events are among the most catastrophic natural disasters that might provoke significant damage in properties downstream and even loss of lives. For a reliable flood risk assessment, there is a need of suitable numerical codes in order to carry out accurate computations, extended to wide areas, aimed at flood mapping and, consequently, at the implementation of defensive measures. Accurate simulations of these situations involve several key aspects ranging from the choice of the mathematical model and numerical schemes to be used in the flow propagation to the characterization of the topography and representation of the constructions that might interact with the flow patterns. In urbanized areas, it is important to describe the influence of buildings on the flow behaviour (see, for instance, Vojinovic et al. () ). More generally, it is necessary to analyse the interaction of the flow with other manmade or natural elements. Among the first ones, bridges et al. , b) . Moreover, the bridges are often obstructed by sediment or wood materials (Ruiz-Villanueva et al. ) and other floating materials that cannot resist the flow impacts. As regards the natural elements, often there is the need to deal with river reaches that receive significant distributed or localized lateral inflows. All the above issues require a suitable representation of the river model (Costabile & Macchione ; Costabile et al. a) . In this context, an important aspect is the availability of LIDAR (Light Detection and Ranging) data, adequately filtered, in order to automatically recognize structures that can interact with the flow propagation (Abdullah et al. ) . However, the use of high-performance integrated hydrodynamic modelling systems seems to be necessary in order to exploit all the topographic information offered by LIDAR data (Liang & Smith ) . For floods due to storm events, other specific issues have to be faced. In these situations, it is crucial to assess the role of the drainage system and this requires a correct evaluation of the hydraulic efficiency of the drainage network's inlets (Gómez et al. ; Russo et al. ) . In all cases, it is extremely important to assess the risk to people caused by flooding (see, for instance, Russo et al. Several models have been proposed in the literature to simulate these kinds of situations. For example, in the last few years, rather complex models, based on shallow water equations (SWE) over a mobile bed, have been developed by Froehlich (), Wang & Bowles () , Faeh () and Cao et al. () . Generally, these approaches include also a sudden removal of blocks or side collapses caused by undermining, and geotechnical or geometrical relationships are used for assessing the stability of breach sides.
However, it is important to underline that no exhaustive theory about breach morphology and breach enlargement process, based on fluid-mechanics and soil-mechanics considerations, has been proposed yet. Moreover, they have a complex mathematical structure, describing physical processes characterized by several physical parameters, and require high computational times.
For this reason, several propagation software programs include specific modules for dam breaching based on the so-called parametric models (Wahl ) . This is the case of widely used software such as HEC-RAS or NWS FLDWAV. In the parametric models, the hydrograph is considered several of these methods and quantified their prediction uncertainties.
One of the most important drawbacks of the parametric model is that the downcutting rate is not related to the hydraulic flow variables but, instead, is assumed a priori similarly to the failure time. Therefore, the stopping of breach developing is generally arbitrary, because it is not at all in relationship with the physical characteristics of the flow through the breach. For this reason, the use of physically based models would be better.
However, as noted above, more complicated models need several parameters and, therefore, should be used carefully only by experts. For example, in the technical manual of NWS FLDWAV () it is reported: 'The BREACH model has not been directly incorporated into FLDWAV to discourage its indiscriminate use, since it should be used judiciously and with caution.'
In order to avoid the drawbacks associated with the use of more complex physically based models and the physical inconsistencies of the parametric models, a possible alternative choice is the application of simplified physically based models. In general, they take into account the eroding flow capacity ( Independently from the complexity of the mathematical model used for the generation of dam breach hydrograph, it is important to observe that the model validation is usually carried out by reproducing historical observed data of discharge peak values and typical breach features (top width, side slope and so on). All the mentioned works on the dam breach analysis focused on what has been observed at the dam site. However, a major challenge in flood mapping due to dam breaching events is understanding the influence exerted by the method used for computing the dam breach hydrograph on the flood hazard and, in particular, on the simulated maximum water levels along the valley. This paper deals with this latter issue. Therefore, this paper is based on the evaluation of dam breach models by considering the effects that the computed hydrographs induce on the maximum water levels simulated downstream, shifting the interest from the dam site to the downstream areas. This issue does not seem to be unimportant because the relevant elements for civil protection and flood risk activities are represented by the consequences induced by the flood propagation on the areas downstream, such as maximum water levels and maximum extent of flood-prone areas, flow velocity, front arrival times, etc.
In the authors' opinion, it is necessary to feed a debate on this field not only for scientific purposes but also for selecting a specific computing module, to be implemented in the technical propagation software. In particular, our intention here is to propose a method able to balance the need for a reasonable physical description of the phenomenon and, at the same time, limiting as much as possible the maximum number of parameters that the user should estimate to run the model. In particular, this last issue gained importance in the context of the reduction of the entire modelling uncertainty, ranging from the generation to the propagation of flood events.
The lack of specific studies aimed at clarifying the issues described above is somewhat expected because it is quite unusual to have well-documented historical events for both the breach generation and the water marks downstream. In particular, the breach information is quite limited to its final dimensions and, sometimes, to an estimation of the evolution time. The water surface data are almost never linked to the reservoir emptying, which can be important information for the estimation of discharge coming from the breach. Moreover, it is quite unusual to have records on the flood marks signs or other effects induced on the river bed, or on the man-made structures, downstream. The numerical simulation of the event has been carried out using the available observed data concerning, essentially, the observed breach, the total volume that came out from the breach and the reservoir emptying time. This observation has been described in the previous section and is reported in Table 1 . Using the data related to the observed breach, three discharge hydrographs have been obtained using the Macchione model. Since the dam failure was induced by erosion at the base of the embankment, an initial triangular breach with height equal to dam height has been assumed for all the simulations.
INFORMATION RELATED TO BIG BAY DAM FAILURE
The Macchione () model has been used here both in a 'predictive' and a 'calibrated' way. As already noted, the Macchione model has only one parameter v e , for which the author, in his original paper, has suggested a specific value (v e ¼ 0.07 m/s) and, furthermore, the side slope value tanβ is assumed equal to 0.2.
Therefore, the first configuration considered in the paper, and hereafter named M1, refers to the Macchione model used in its predictive mode, that is, v e ¼ 0.07 m/s and tanβ ¼ 0.2.
The temporal evolution of the mean breach width (b average ) is shown in Figure 1 . Moreover, since we are considering a well-documented dam breach event, it is particularly interesting to compute also the hydrographs that can be obtained removing the assumption related to side slope in the predictive version of the Macchione model, setting its value equal to the mean value observed for the aerial picture, that is, 0.995, keeping v e ¼ 0.07 m/s. This configuration will be identified as M2 (see Figure 2 ). Finally, in order to explore all the possible situations, we have assumed again tanβ ¼ 0.2 but we have considered the parameter v e as a calibration parameter, setting it to v e ¼ 0.09 m/s, that is, that value for which the simulated mean value of the final breach is equal to that estimated from the aerial photography. This is the hydrograph M3. The results are shown in Figure 3 .
Since M2 and M3 are based on observed data, they can be considered as two historical reconstructions of the event.
M1 instead represents the results of the Macchione model used in a predictive mode, since it is based on the standard value suggested by Macchione () for the parameter v e .
The most important results of the hydrographs are summarized in Table 2 .
HEC-RAS dam breach computation
Besides the hydrographs computed using the Macchione () model, in this paper the hydrographs computed by were obtained using the parameters provided using the formulas proposed by Froehlich (a, b) and
MacDonald & Langridge-Monopolis (), respectively.
The main characteristics of the hydrographs are summarized in Table 3 . Table 4 while, in Table 5 , the associated performances ranking is reported.
1-D FLOOD PROPAGATION

Discussion on the 1-D simulation
Nowadays, the use of 1-D modelling might appear as an obsolete approach, since the increasing understanding of the hydraulic phenomena, the developing of more and more robust and reliable numerical models, the increasing availability of high-resolution topographic data and the advance in computing technology allow scientists and engineers to use 2-D or even, for limited areas, threedimensional (3-D) models. Despite the limitations of 1-D The errors reported in In order to evaluate the accuracy of the results throughout the downstream valley, the errors have been computed subdividing the domain into two parts. In particular, the HWM data set has been split into two parts, dividing by two the total number of HWM, so that we separated the points belonging to the upstream and downstream areas of the domain. The results are reported in Tables 6 and 7 . Upstream, the best result has been provided by the HR hydrograph, in terms of absolute error, and by the M3 in terms of mean error. Therefore, the analysis of HWM upstream confirmed the ranking of the total data set discussed above. Downstream, the best results have been obtained using M2, M1 and M3, followed 
Discussion on the bridge effects
As is well known, bridges might influence the water surface profile in a river during a flood event. In fact, the presence of bridges, with piers in the river bed, represents an alteration of the natural geometry of the river cross section because they can induce significant obstacles to the river flow. The effects on the flow dynamics can be considerable. In particular, a major effect consists in an increase of water surface elevation upstream of the bridge structure (backwater effect), above the normal water surface profile that would occur without the bridge. Moreover, it has been recently observed that they can induce 2-D effects even in a straight reach along which the suitability of 1-D approaches is generally accepted (Costabile et al. , b) . In this study, the bridge effects have been analysed using the same HEC-RAS project, but removing the bridges previously considered (see Table 8 ). This evaluation has been carried out using only the All in all, according to HEC-RAS computation, it seems that the bridges had a limited influence on the flood flow, probably due to the limited narrowing induced by piers located in the riverbed. In fact, the ratio between the total width of the piers and transversal length of the bridge ranges from 2% (Chaney Church Roadway Bridge) to 7% (Columbia-Purvis Roadway Bridge).
2-D FLOOD PROPAGATION
A first study related to the 2-D flood propagation was pre- The mathematical model is based on the 2-D SWE that can be expressed in the following form: For the numerical integration of system (1), in this paper the finite volume methodology has been used. We have used this methodology because it is a well-consolidated approach in flood propagation studies (for a general review, see for seems to be essential for the scope of this paper.
The numerical results obtained using 2-D modelling are summarized in Table 9 . First of all, it should be observed that some HWM elevations are lower than the bed elevations (see HWM number 33, 34, 10 and 11). This fact might be induced by an uncertainty in the high marks measurements or in the DEM used.
Neglecting those water marks for which the simulations have predicted a dry bed, the errors range from À1.6 m to This effect might be induced by the roughness coefficient assumed in the computations and, for this reason, another run of the HR hydrograph has been performed. In particular, the roughness value has been set to 0.07 m À1/3 s from 0.05 m À1/3 s. The results, reported in Table 11 , show that the increase in the roughness values only lead to a slight reduction of the mean error and the SD.
Moreover, the effect of the bridges that have not been considered in the above-presented computations should be checked. The bridge influence has been taken into account only by the insertion of the bridge abutments, because the obstruction induced by piers is very limited. The results Tables 13 and   14 . For both the data sets, the best result has been achieved Upstream HWM (21, 17, 22, 20, 18, 23-25, 28, 29, 27, 26, 16, 41, 42, 40, 39, 33, 32) Error ( (37, 38, 36, 35, 34, 10, 9, 11, 8, 14, 13, 7, 6, 4, 5 by the M3 hydrograph, followed by M2, M1, HR, ML and FR. Therefore, the ranking discussed above has been confirmed also by this kind of analysis.
The maximum water levels simulated by the 2-D model based on the M1 hydrograph are shown in Figure 4 while, in Figure 5 , the evolution of flood propagation is depicted.
CONCLUSION
The aim of this paper is to provide a contribution for select- To overcome the drawbacks arising from the use of the above parametric approaches, the use of the Macchione () model has been proposed for its remarkable predictive ability and its ease of use.
Regarding the flood propagation modelling, this research has been carried out using HEC-RAS as a 1-D approach and a finite volume method based on an unstruc- The comparison between the simulated maximum water levels and the observed HWM shows a substantial similitude among the results obtained using the different hydrographs.
Despite the uncertainties due to the topography used for the generation of the DEM, the absolute errors in terms of simulated maximum water levels, obtained using all the hydrographs, are quite limited if compared with the high water depths that characterize the event.
For the 1-D calculations, the lowest absolute error has been obtained using the HR hydrograph, while the lowest mean value has been obtained using the M3 hydrograph.
However, it should be observed that the HR hydrograph has been computed inserting the historical observed data and the M3 has been obtained by setting ad hoc one par- It may be important to underline that the hydrographs have shown different peak values. For example, the use of HR and M3 hydrographs has provided similar results in terms of simulated water levels, but they are characterized by different values of peak discharge, 4,160 m 3 /s and 3,733 m 3 /s, respectively. It is interesting to note that although the HR hydrograph simulated a higher peak value than the M3 hydrograph (a difference up to 427 m 3 /s), the latter seems to provide less underestimation of the maximum water levels than the HR hydrograph.
As for the 2-D modelling results, the best numerical reconstruction of the event has been provided by the M3 hydrograph while the most accurate prediction has been obtained by the M1 hydrograph. The simulation results based on the M1 hydrograph have been even better than those obtained using the HR hydrograph, despite the fact that, as already mentioned, historical data have been inserted as input for the computation of the HR hydrograph.
For this reason, the results presented here allow one to underline an important conclusion. In its predictive mode (the M1 hydrograph), that means no calibration parameter has to be tuned because the suggested values are used, the Macchione () model has provided reliable and similar, at least or even better, results to those that can be simulated using the parametric models, which need the estimation of some parameters that can add further uncertainties in studies like these.
Therefore, the analysis carried out in this work suggests that the Macchione () model, whose numerical code written in Matlab is reported in the Appendix (available with the online version of this paper), can be effectively nested in the flood propagation software, to support or substitute those currently used, for three reasons at least: its predictive ability, the absence of calibration parameter to be set ad hoc and the ease of use.
The conclusions of this work are relevant and provide an important contribution to practical guidance on flood hazard resulting from dam breaches but are somewhat limited by the single case that is available in the literature.
Moreover, it would have been interesting to extend this analysis in a situation for which the flow produces significant morphological variations to the river bed. From this point of view, further developments of this work are necessarily linked to the availability of well-documented test cases.
