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A convenient setting for studying multiscale techniques in vari-
ous areas of applications is usually based on a sequence of nested
closed subspaces of some function space F which is often re-
ferred to as multiresolution analysis. The concept of wavelets is
a prominent example where the practical use of such a multireso-
lution analysis relies on explicit representations of the orthogonal
dierence between any two subsequent spaces. However, many
applications prohibit the employment of a multiresolution analy-
sis based on translation invariant spaces on all of Rs, say. It is
then usually dicult to compute orthogonal complements explic-
itly. Moreover, certain applications suggest using other types of
complements, in particular, those corresponding to biorthogonal
wavelets. The main objective of this paper is therefore to study
possibly nonorthogonal but in a certain sense stable and even lo-
cal decompositions of nested spaces and to develop tools which
are not necessarily conned to the translation invariant setting.
A convenient way of parametrizing such decompositions is to
reformulate them in terms of matrix relations. This allows one
to characterize all stable or local decompositions by identifying
unique matrix transformations that carry one given decomposi-
tion into another one. It will be indicated how such a mechanism
may help realizing several desirable features of multiscale decom-
positions and constructing stable multiscale bases with favorable
properties. In particular, we apply these results to the identication
of decompositions induced by local linear projectors. The impor-
tance of this particular application with regard to the construction
of multiscale Riesz bases will be pointed out. Furthermore, we
indicate possible specializations to orthogonal decompositions of
spline spaces relative to nonuniform knot sequences, piecewise
linear nite elements and principal shift invariant spaces. The
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common ground of all these examples as well as other situations
of practical and theoretical interest is that some initial multiscale
basis is available. The techniques developed here can then be used
to generate from such an initial decomposition other ones with
desirable properties pertaining to moment conditions or stability
properties. c© 1996 Academic Press, Inc.
1. INTRODUCTION
During the past few years multiscale techniques have be-
come indispensable tools in several areas of mathematical
applications. The perhaps best known representatives are
multigrid and multilevel methods for the numerical solution
of operator equations and the concept of wavelet expan-
sions. The latter play an important role in certain areas of
pure analysis [27] as well as in applications like signal pro-
cessing, image and sound analysis [28, 23]. One way of
viewing these concepts is to note that many tasks such as
data tting in geometric modeling, or data compression in
signal and image analysis as well as the numerical treatment
of operator equations can be formulated as the problem of
approximating an (implicitly) given element f in some in-
nite dimensional Banach function space F by functions
of some subspace Sj. But no matter how ne the level of
discretization corresponding to Sj is chosen one such single
scale of discretization will generally not be able to express
the intrinsic properties of the searched element f reflecting
the features of the underlying innite dimensional space F
which could be, for instance, a Sobolev or Besov space.
Much more information is often available through studying
representations of elements of F which, of course, also
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provide approximations as a by-product. Representations
usually involve the interaction of all scales of discretiza-
tion which often allows one to recapture asymptotic in-
formation. When S denotes a sequence of nested closed
subspaces Sj of F
S0  S1      Sj      F (1:1)
such that ⋃
j2N0
Sj = F; (1:2)
such representations of f can, for instance, be obtained by
f =
1∑
j=0
(Qj −Qj−1)f; (1:3)
where Q−1 = 0 and Q = fQjgj2N0 is a sequence of uni-
formly bounded projectors Qj from F onto Sj. It is clear
that then the expansion (1.3) converges strongly in F and
(Qj − Qj−1)f may be viewed as the detail of f needed to
update information on f when passing to higher scales of
discretization. To keep these updates possibly independent
one needs at least that
QjQm = Qj for all j à m; (1:4)
holds (for a more detailed discussion of related issues see
[12, 13]). This condition is equivalent to the fact that these
dierences Qj−Qj−1 are projectors as well so that the detail
(Qj −Qj−1)f lies in the particular complement
Wj−1 = (Qj −Qj−1) F = (Qj −Qj−1) Sj (1:5)
of Sj−1 in Sj. One possible way of making practical use of
the representation (1.3) is to determine appropriate bases for
the complements Wj. Specically, when the Sj are closed
shift-invariant nested subspaces of F = L2(Rs) generated
by the dilates and translates of a single scaling function one
arrives at the classical notion of multiresolution analysis
(cf. e.g. [5, 6, 23, 25, 28, 27]). Choosing then Qj to be
orthogonal projectors, gives rise to wavelets in the classical
sense as basis functions for the orthogonal complements
Wj of Sj in Sj+1.
The realization of such decompositions is therefore of
central importance in wavelet analysis. It is this theme
which will be addressed in this paper again, however, from
a somewhat more general point of view in that we will
neither insist on orthogonal decompositions nor on trans-
lation invariant spaces dened on all of Rs. In fact, while
in many applications it is of predominant importance to
work with basis functions of compact support, it is known
that the construction of genuinely multivariate orthonor-
mal wavelets with compact support is a very dicult prob-
lem. This is even more so when the presence of bound-
ary conditions relative to complicated domain geometries
excludes the employment of the stationary translation in-
variant setting. Moreover, certain applications, for instance,
the fast solution of dierential, integral or, more generally,
pseudodierential equations [14, 19, 20] suggest consider-
ing certain other decompositions of nested shift-invariant
spaces which are induced by local quasi-interpolants or col-
location projectors like cardinal interpolation.
1.1. Background Information and Motivation
We proceed outlining briefly two such applications that
have recently been studied e.g. in [14, 19, 20]. These in-
vestigations are concerned with the numerical solution of a
linear operator equation
Au = f; (1:6)
along with appropriate side conditions. Here A is typically
some pseudodierential operator belonging to a suciently
wide class of interest and is supposed to take some Sobolev
space Ht into Ht−r where r is the order of A. Specically,
suppose A is elliptic in the sense that
a(u; v) := (Au; v); (1:7)
where (, ) denotes the inner product in the underlying
L2-space, induces a norm which is equivalent to the cor-
responding Sobolev norm, i.e.,
a(u; u)  kuk2r=2; u 2 Hr=2:
Here and in the following  will always mean that the
quantities on either side can be estimated by each other up
to constants which are independent of the parameters these
quantities may depend on. A common approach would be
to use a Galerkin method based on appropriate nite di-
mensional spaces Sj of increasing dimension. In particular,
when A is a partial dierential operator of integral order
r = 2k and j is a basis of Sj consisting of compactly
supported functions, this gives rise to a usually very large
but sparse stiness matrix Aj . To preserve sparseness one
typically has to resort to iterative solvers. Unfortunately, the
spectral condition number (Aj ) behaves like h−2kj , where
hj is the current "meshsize" which quickly renders classical
relaxation schemes prohibitively inecient. One precondi-
tioning strategy that has been attracting considerable atten-
tion during the past few years is to consider trial spaces
Sj which as above arise through successive renements of
coarser spaces S0  S1      Sj    . Let the nite
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dimensional operators Cj be dened by
(C−1j u; v) = (Q0u;Q0v)+
j∑
l=1
2jr((Ql−Ql−1) u; (Ql−Ql−1) v);
where as above the Ql are bounded linear projectors from
L2 onto Sl. Under mild conditions on the spaces Sj which
can be expressed in terms of classical Bernstein and Jack-
son estimates, this gives rise to optimal preconditioners in
the sense that the spectral condition number (C1=2j AjC1=2j )
remains even uniformly bounded in j. Here Aj is the nite
dimensional operator induced by (1.7) through restriction
on Sj. This suggests studying direct sum decompositions of
the form
Sj = S0
j−1⊕
l=0
Wl; Wl−1 := (Ql−Ql−1) Sl; Q−1 = 0; (1:8)
which corresponds to the telescopic expansion
v =
j∑
l=0
(Ql −Ql−1) v
whenever (1.4) holds. The explicit computation of Cj can
be based on representations of the form
(Qj+1 −Qj) v =
∑
k2rj
dj;k(v) j;k; (1:9)
where
Ψj = f j;k : k 2 rjg
is a basis of Wj [14].
The second example concerns the analysis of a general
class of PetrovGalerkin schemes for (1.6) when A belongs
to a certain class of pseudodierential operators on the s-
dimensional torus. The trial spaces can then be generated
by periodizing appropriate shift invariant spaces generated
by the shifts and dilates of a single function ’. Likewise the
test functionals can then be generated by shifts and scales of
a single functional . This setting covers classical Galerkin
as well as collocation schemes. The nite dimensional oper-
ator which corresponds to such discretizations has the form
Aj := QjAPj;
where Pj denotes the orthogonal projector onto the trial
space Sj, and Qj is a linear projector induced by  onto
a possibly dierent nite dimensional space Yj that is to
be chosen appropriately. Since for the operators under con-
sideration the corresponding matrix representations of Aj
are generally not sparse, an issue of crucial importance for
providing ecient numerical schemes, is to approximate
Aj by a sparse operator while still controlling consistency,
stability and convergence of the perturbed schemes. Such
compression techniques can be based on the decomposition
Aj =
j∑
l;l0=0
(Ql −Ql−1)A(Pl0 − Pl0−1); Q−1 = P−1 = 0;
(cf. [2, 21, 20]). Again this leads to studying decompo-
sitions of the type (1.8) for possibly nonorthogonal oper-
ators Qj.
1.2. Objectives and Contents
The objective of this paper is therefore to explore possi-
bly general classes of direct sum decompositions of nested
spaces. Our reason for keeping the whole setting as general
as possible is to extract relevant information for a possibly
wide range of cases of practical interest covering, for in-
stance, multiresolution on bounded domains or manifolds.
The idea is then to characterize the interrelation of dierent
such decompositions in order to develop general mecha-
nisms for identifying decompositions with certain desirable
features.
The paper consists of two main parts. The rst one is
comprised of Sections 1, 2, and 3 which are devoted to a
selfcontained general study of multiresolution and multi-
scale decompositions. The second part of the paper is to
indicate some applications and discusses various specica-
tions in some detail.
The rst part is organized as follows. In Section 2 we set
up and describe a general framework of multiresolution.
After collecting some preparatory facts, which are needed,
for instance, to discuss issues like stability, we reformulate
space decompositions of the above type in terms of matrix
relations and list some simple consequences in the spirit
of our introductory remarks. In particular, we investigate
several notions of stability and especially stability over all
levels, looking for ways of constructing multiscale bases
which are actually Riesz bases justifying the terminology
wavelet bases.
We then make use of this parametrization of decompo-
sitions in terms of matrices in order to characterize all de-
compositions which are in some sense stable or local. This
is done by showing that any decomposition can be obtained
from any other specic one by means of certain matrix
operations (see [11] for the shift-invariant case). The use-
fulness of these observations lies in the following facts. In
many cases of interest (see part 2 of the paper) certain ini-
tial decompositions are easy to obtain. A typical example
are hierarchical bases for nodal nite elements [31]. The
results from Sections 2 and 3 can then be used to con-
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struct new multiscale bases and corresponding decomposi-
tions with particular desirable properties. For instance, this
might concern raising the order of vanishing moments of
the basis functions  j;k in (1.9) which is important in con-
nection with matrix compression [2, 20, 21]. Another ex-
ample is to identify a basis for complements of the form
(1.5) when the Qj are given. This will be seen to be of cru-
cial importance with regard to the above mentioned issue
of constructing multiscale bases which are actually Riesz
bases and therefore give rise to well conditioned multiscale
transformations [12]. We comment also on the construction
of orthogonal complements for the general setting.
The remaining part of the paper, Section 4, will be con-
cerned with specializations of these concepts. In particu-
lar, we will point out how to obtain an initial decompo-
sition in various cases and identify some concrete modi-
cations. Specically, Section 4.1 is concerned with decom-
positions induced by quasiinterpolants for univariate spline
spaces with arbitrary knot sequences as well as with the
construction of orthogonal decompositions and prewavelets
with compact support in this case. Section 4.2 deals with
decompositions of classical finite element spaces. Finally,
in Section 4.3 we consider nested principal shift-invariant
spaces which corresponds to the classical wavelet setting.
Again decompositions induced by local projectors will be
identied as specic locally nite ones.
Other applications concerning the construction of multi-
grid ingredients are given in [10]. Raising the order of mo-
ment conditions in connection with matrix compression and
boundary integral equations has been used in [21]. In [22]
the results of Section 4 will be employed to construct stable
wavelet or multiscale bases on two dimensional manifolds
in R3 which give rise to optimal convergence and compres-
sion rates for multiscale Galerkin schemes for a wide range
of boundary integral equations.
2. MULTIRESOLUTION
Depending on the type of application multiresolution
concepts may have to be adapted to dierent kinds of
domains or norms. To be able to extract as many essen-
tial common features as possible we choose the following
general framework. As before F will be some xed Ba-
nach space endowed with a norm k  kF. Typical exam-
ples are F = Lp(Ω) where (Ω; ) is some measure space
and kfkLp(Ω) = (
∫
Ω jf(x)jpd(x))1=p; 1 à p à 1 with the
usual interpretation for p = 1. In particular, one is in-
terested in those cases where Ω is a bounded domain or a
closed manifold. As before S will always stand for a dense
nested sequence of closed subspaces of F (see (1.6), (1.7)).
In most practical situations the spaces Sj are nite dimen-
sional. From a conceptual point of view we nd it, however,
desirable to cover the model case of classical multiresolu-
tion on Rs, i.e., to admit also innite dimensional spaces
Sj in S. Aside from this conceptual uniformity this ap-
pears to be an appropriate framework for dealing with the
asymptotics of the whole multiresolution sequence S when
it comes to discussing issues like stability.
2.1. Some Prerequisites and Stability
For any (countable) collection  = f’k : k 2 g we will
denote by
S() := closF(span )
the closure of the linear span of  in F. It will be conve-
nient to abbreviate expansions in  as
Tc :=
∑
k2
ck’k: (2:1)
To describe quantitative properties of the generating sets
 and to explain how the sum on the right hand side of
(2.1) is to be understood we will employ a discrete norm
k kl() which will always assumed to be monotone. By this
we mean that
kckl() à kc˜kl(); (2:2)
whenever jckj à j ckj; k 2 . The space of those c =
fckgk2 for which kckl() is nite is denoted by l(). Thus
in particular, ek := fk;k0gk02 2 l(). Moroever, mono-
tonicity implies that k  kl( ) and hence l( ) is well-dened
for any   . Typical examples are l() = lp() where
for 1 à p < 1
kcklp() :=
(∑
k2
jckjp
)1=p
; kckl1() := sup
k2
jckj;
or weighted versions of these norms.
We say that  is (l;F)-stable if there exist positive con-
stants γ;Γ such that
γkckl() à kTckF à Γkckl(); c 2 l(): (2:3)
Whenever the choice of l and F is clear from the context
we will briefly say that  is stable. In this case the right
hand side of (2.1) is well-dened in F whenever c 2 l()
and
S() = fTc : c 2 l()g: (2:4)
We will sometimes call  generator basis. Given normed
linear spacesX;Y, we denote by [X;Y] the set of all bounded
linear operators from X into Y. As usual we dene for A 2
[X;Y]
kAk[X;Y] := sup
kxkXà1
kAxkY:
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When X;Y are clear from the context we will often omit the
subscript from the operator norm. The adjoint of A 2 [X;Y]
will be denoted by A.
Remark 2.1. While for finite  (2.3) is equivalent with
the linear independence of  in general (2.3) means that
the mapping
F : c ! Tc
is an isomorphism, i.e.,
F 2 [l(); S()]; F−1 2 [S(); l()];
and
kFk[l();S()] = inffΓ : Γ satises (2:3)g;
(2.5)kF−1 k−1[S();l()] = supfγ : γ satises (2:3)g:
2.2. Change of Bases
A central theme in subsequent considerations is to change
bases. The only point to be made here is that under the as-
sumption of stability things work essentially as in the nite
dimensional case. In the course of the following discussion
we list some simple observations. Nevertheless, we believe
that their combination will help bring some useful and rel-
evant facts into focus.
To be specic, let us consider several collections  =
f’k : k 2 g and  = fk : k 2 g.
Remark 2.2. If  and  are stable and S()  S(),
then there exists A 2 [l(); l()] such that
Tc = TAc; c 2 l(): (2:6)
For any numbering of  and  A is represented by a ma-
trix (am;k)m2;k2 (henceforth also denoted by A) whose
columns belong to l(). Moreover, the sums
∑
k2 am;kck
converge absolutely for all c 2 l(). In particular, this
justifies interchanging the order of summation when deal-
ing with multiple sums in this context.
Proof. By assumption, there exists for every c 2 l()
some b 2 l() such that Fc = Fb, i.e., b = F−1 Fc.
By the above remarks, stability of  and  implies that
A := F−1 F 2 [l(); l()] (2:7)
which conrms (2.6). Choosing c = ek 2 l() and setting
(am;k)m2 := Aek for k 2 , gives, on account of (2.6),
’k =
∑
m2
am;km;
and, again by stability, (am;k)m2 2 l(). Moreover, con-
sidering for any c 2 l(); m 2  xed, any sequence
c˜ with ck = 0 or j ckj = jckj such that am;k ck = jam;k ckj,
monotonicity of the norm k  kl() ensures that c˜ 2 l()
whence the rest of the assertion follows.
Since we will make use of the following simple fact sev-
eral times it is worth recording.
Remark 2.3. If  is stable and S() = S() then 
is stable if and only if there exists an isomorphism T 2
[l(); l()] such that
TTb = Tb; b 2 l(): (2:8)
If  is stable analogous statements as in Remark 2.2 hold
for the matrix representation of T. Moreover, T satisfies for
all c = Tb the estimates
kT−1k−1kbkl() à kckl() à kTkkbkl(); (2:9)
and
kT−1k−1kF−1 k−1kbkl()
à kFckl() à kTkkFkkbkl(); (2.10)
where we have omitted for notational simplicity the sub-
scripts in the operator norms which are here clear from the
context.
Proof. Since S() = S() we can nd for every c 2
l() some b 2 l() such that Fc = Fb provided that
 is stable. Thus c = F−1 Fb and T := F
−1

F satises
(2.8) and is clearly an isomorphism in [l(); l()]. Con-
versely, if (2.8) holds and T is an isomorphism, F = FT
is boundedly invertible which conrms stability of . The
estimates (2.9), (2.10) are trivial consequences of (2.8).
2.3. Refinement Relations
The sequences S of nested closed subspaces Sj of F are
supposed to have the form
Sj = S(j); j 2 N0;
where the generators
j = f’j;k : k 2 jg
will be at most countable sets. We say fg is uniformly
stable if there exist positive constants γ;Γ such that
γkckl(j) à kTj ckF à Γkckl(j);
c 2 l(j); j 2 N0; (2.11)
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where now the best uniform bounds are, in view of (2.5),
given by
γ−1 = sup
j2N0
kF−1j k[S(j);l(j)];
Γ = sup
j2N0
kFjk[l(j);S(j)] < 1: (2.12)
Applying Remark 2.2 with  = j and  =
j+1, we infer the existence of refinement matrices Aj;0 =
(a
j
m;k)m2j+1;k2j such that
’j;k =
∑
m2j+1
a
j
m;k’j+1;m; k 2 j:
In accordance with (2.6) we can express this briefly as
Tj = 
T
j+1Aj;0: (2:13)
Moreover, we conclude from Remark 2.2 and (2.12) that
the columns of the Aj;0 are uniformly bounded in l(j+1)
and that
kAj;0k[l(j);l(j+1)] à Γ=γ: (2:14)
2.4. Stable Completions
Without loss of generality we may assume that j 
j+1 so that we can write
j+1 = j
⋃
rj; j
⋂
rj = ;:
Our objective is then to nd complement bases Ψj =
f j;k : k 2 rjg such that
S(j+1) = S(j)
⊕
S(Ψj); (2:15)
and that the collections j
⋃
Ψj; j 2 N0, are also uniformly
stable. By the monotonicity of the discrete norms, this latter
requirement implies, in particular, that the collections Ψj be
uniformly stable. Employing Remark 2.2 with  = j+1
and  = Ψj the Ψj must therefore have the form
ΨTj = 
T
j+1Aj;1; (2:16)
where the matrices Aj;1 = (a
j
q;k)q2j+1;k2rj satisfy
(a
j
m;k)m2j+1 2 l(j+1); k 2 j; (2:17)
and
Aj;1 2 [l(rj); l(j+1)];
kAj;1k[l(rj);l(j+1)] = O(1); j 2 N0: (2.18)
Although l(j+1) can be identied with l(j
⋃rj) we use
(cd) 2 l(j
⋃rj) to indicate the reference of the portions
c;d to j;rj, respectively. Monotonicity of the discrete
norms implies, in particular, that c 2 l(j) and d 2 l(rj).
Accordingly, we dene the operator Aj : l(j
⋃rj) !
l(j+1) by
Aj
(
c
d
)
:= Aj;0c + Aj;1d
and write briefly Aj = (Aj;0;Aj;1). On account of (2.14) and
(2.18), we have
kAjk[l(j[rj);l(j+1)] = O(1); j 2 N0; (2:19)
provided that fΨjg is uniformly stable. We may now sum-
marize the above observations as follows.
Proposition 2.1. Suppose that j;j+1 and Ψj are in-
terrelated by (2.13) and (2.16). The collections j+1 and
j
⋃
Ψj are stable bases for S(j+1) if and only if A
−1
j 2
[l(j+1); l(j
⋃rj)], i.e., there exists Bj 2 [l(j+1); l(j⋃ rj)] such that
AjBj = BjAj = I; (2:20)
and
kBjk−1kF−1j+1k−1k
(
c
d
)
kl(j⋃rj) à kTj c + ΨTj dkF
à kAjkkFj+1kk
(
c
d
)
kl(j[rj): (2.21)
Here we have again omitted the subscripts of the operator
norms. Moreover, Bj can be blocked as Bj =
(
Bj;0
Bj;1
)
where
Bj;0 2 [l(j+1); l(j)];Bj;1 2 [l(j+1); l(rj)] and
Tj+1 = 
T
j Bj;0 + 
T
j Bj;1: (2:22)
Proof. Applying Remark 2.3 with  = +1; = j⋃
Ψj, stability of j
⋃
Ψj is seen to be equivalent to the
existence of some isomorphism Tj 2 [l(j
⋃rj); l(j+1)]
such that
Tj+1Tj
(
c
d
)
= Tj c + Ψ
T
j d: (2:23)
Inserting (2.13) and (2.16) on the right hand side of (2.23)
and using stability of j+1, shows that
Tj = Aj = (Aj;0;Aj;1):
Setting T−1j := Bj 2 [l(j+1); l(j
⋃rj)], the estimate
(2.21) is an immediate consequence of Remark 2.3 (2.10)
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and we obtain
(b
j
m;k)m2j[rj := Bje
j+1;k 2 l(j [ rj);
k 2 j+1: (2.24)
The submatrices (b
j
m;k)m2j;k2j+1 ; (b
j
m;k)m2rj;k2j+1 corre-
spond to the blocking Bj =
(
Bj;0
Bj;1
)
, where the mono-
tonicity of the norm k  kl(j) implies that Bj;0 2
[l(j+1); l(j)];Bj;1 2 [l(j+1); l(rj)]. Inserting c˜ := Tj (cd),
i.e., (cd) = Bjc˜ into (2.23), yields (2.22) or equivalently
’j+1;k :=
∑
m2j
b
j
m;k’j;m+
∑
m2rj
b
j
m;k j;m; k 2 j+1; (2:25)
noting that, in view of (2.24), the right hand side of (2.25) is
well dened. Inserting (2.13) and (2.16) into the right hand
side of (2.22) and using stability of j+1, gives
Aj;0Bj;0 + Aj;1Bj;1 = I; (2:26)
which is AjBj = I. Multiplying both sides of (2.22) by Aj;0
and Aj;1, using stability of j [ Ψj as well as (2.13) and
(2.16), respectively, yields
Bj;iAj;i0 = i;i0I; i; i0 2 f0; 1g; (2:27)
which means BjAj = I and hence (2.20).
Note that, by Remarks 2.2 and 2.3, the product (2.20) is
well dened for any matrix representations of Aj;Bj rel-
ative to any xed numbering of the elements in the index
sets. Since, on account of these observations, stability per-
mits us to treat these matrices formally as nite ones we
will in the following identify always operator and its (xed
yet unspecied) matrix representation and perform corre-
sponding operations like matrix multiplication without fur-
ther comment.
Corollary 2.1. Suppose that fjg is uniformly sta-
ble and that j;Ψj satisfy (2.13), (2.16), respectively. Then
fj
⋃
Ψjg is uniformly stable for S if and only if
kAjk = O(1); kBjk = O(1); j ! 1; (2:28)
where the Bj satisfy (2.20) and hence (2.22).
Given the Aj;0 any Aj;1 such that
Aj 2 [l(j
⋃
rj); l(j+1)];
A−1j 2 [l(j+1); l(j
⋃
rj)] (2.29)
is called stable completion of Aj;0. A case of particular prac-
tical importance arises when the Aj are (uniformly) banded
by which we mean that the rows and columns of Aj con-
tain only a uniformly bounded nite number of nonzero
entries and that the supports of only a uniformly bounded
nite number of columns have nonempty intersection. This
is typically in correspondence with the ’j;k and  j;k hav-
ing compact support whose size shrinks with increasing j
so that locally only a uniformly bounded nite number of
functions is dierent from zero. More precisely, the com-
pletions Aj;1 of Aj;0 are called local if the Aj and Bj are
both banded. In analogy to the discrete case we call the j
locally finite if there exists some N 2 N which is indepen-
dent of j and x such that
#fk 2 j : ’j;k(x) ≠ 0g à N: (2:30)
This property is of predominant importance in many appli-
cations. For locally nite j it makes also sense to consider
arbitrary linear combinations of the basis functions in j.
Accordingly, with a slight abuse of terminology when j
has innite cardinality, the concept of linear independence
is well-dened. The functions ’j;k are said to be linearly
independent if the mappings Fj are injective on the space
of all sequences c : j ! C (see also [1, 32]).
When dealing with local completions, the uniform sta-
bility of fj
⋃
Ψjg is particularly easy to check. In fact,
the uniform boundedness of the operator norms of the Aj
and Bj follows e.g. for standard lp-norms already from the
uniform boundedness of the entries of the respective matrix
representations.
As a simple example take Sj as the space of piecewise
linear continuous functions on [0, 1] relative to some set
j of knots in [0, 1]. Let j+1 be obtained by adding one
additional knot between any two knots in j, i.e., rj is
comprised of the new knots between the old ones in j.
Here the ’j;k; ’j+1;k are the classical Courant hat func-
tions on j;j+1, respectively. In this case one simply has
Ψj;k = ’j+1;k for k 2 rj, i.e., ajm;k = m;k; k 2 rj; m 2
j+1; a
j
m;k = ’j;k(m); k 2 j; m 2 j+1; bjm;k = m;k; k 2
rj; m 2 j+1; and bjm;k = k;m−’j;k(m); k 2 j; m 2 j+1.
Here we have ignored for the moment a proper normaliza-
tion of the hat functions which depends on the given norms.
The bivariate analog will be discussed in more detail in Sec-
tion 5 below.
Another important class of examples is encountered in
connection with principal shift-invariant spaces. To be more
specic, let Sj be the L2-closure of the linear span of the
translates ’(2j  −k); k 2 Zs, where ’ 2 L2(Rs) is refinable,
i.e., there exists a mask fakgk2Zs such that
’(x) =
∑
k2Zs
ak’(2x− k) (2:31)
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holds for almost every x 2 Rs. Writing ’(2jx − k) as
’(2j(x− k=2j)) we see that here
j = 2−jZs;
i.e.,
1 =0  E; E := f0; 1gs: (2:32)
E is a set of representers of Zs=2Zs. Moreover, one has in
this case
a
j
k;l = ak−2l: (2:33)
This gives rise to a Hurwitz-type matrix which was referred
to as a slanted matrix in [17]. Section 4.3 is devoted to a
more detailed discussion of this setting.
2.5. Multiscale Transformations
So far we have established simple criteria under which
the collection
Ψj := 0
⋃j−1⋃
l=0
Ψl
 (2:34)
forms also a basis for Sj = S(j). Ψj will be referred to
as a multiscale basis for Sj. We will assume throughout the
remainder of this section that fj
⋃
Ψjg is uniformly stable.
The transformation Tj that takes the multiscale coeffi-
cients d(j) = (c0;d0; : : : ;dj−1) in the multiscale representa-
tion
fj =
j−1∑
l=−1
∑
k2rl
dl;k l;k
of some fj 2 Sj relative to Ψj into the single scale coe-
cients cj in
fj =
∑
k2j
cj;k’j;k;
i.e.,
cj = Tjd(j); (2:35)
can be realized, of course, by pyramid schemes as they arise
in the wavelet transform (cf. [23, 28]). In fact, when
fj = 
T
j cj = 
T
j−1cj−1 + Ψ
T
j−1dj−1;
one easily concludes from (2.13), (2.16), and (2.22) that
cj = Aj−1;0cj−1 + Aj−1;1dj−1 (2:36)
cj−1 = Bj−1;0cj; dj−1 = Bj−1;1cj: (2:37)
Iteration shows that the execution of Tj is equivalent to the
scheme
A0;0 A1;0 Aj−1;0
c0 ! c1 ! c2 !    ! cj
A0;1 A1;1 Aj−1;1
% % %    %
d0 d1 d2 dj−1
(2:38)
Similarly, the inverse procedure has the form
Bj−1;0 Bj−2;0 B0;0
cj ! cj−1 ! cj−2 !    ! c0
Bj−1;1 Bj−2;1 B0;1
& & &    &
dj−1 dj−2 d0
(2:39)
Alternatively, setting
Aˆl :=
(
Al 0
0 I
)
;
where I is the identity matrix corresponding to the space
Wl
⊕   ⊕Wj−1, we obtain
Tj = Aˆj−1    Aˆ0: (2:40)
Note that in typical data compression applications both
transformations Tj and T
−1
j are needed. However, in con-
nection with the numerical treatment of operator equations
(1.6) only Tj is needed. In fact, denoting for instance by
Aj ;AΨj the stiness matrices of A relative to the bases
j;Ψj, respectively, the system
Ajcj = fj
is equivalent to
AΨjd(j) = Tj fj;
where AΨj = Tj AjTj and cj = Tjd(j).
An ecient application of multiscale techniques in any
of these applications is only possible if the execution of Tj
or T−1j requires only an order of floating point operations
which is proportional to dim Sj = #j. In typical applica-
tions one has #j=#j+1 à  < 1. In this case one infers
for instance from (2.40) that Tj is ecient in the above
sense if the Aj are banded.
2.6. Stability over All Levels
For the remainder of this section we will conne the dis-
cussion to the case that F is a Hilbert space with inner
product h; i and that l(j) = l2(j). Aside from eciency
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aspects it is important that the multiscale transformations
Tj are well conditioned, by which we mean that
kTjk;kT−1j k = O(1); j ! 1: (2:41)
Condition (2.41) is intimately connected with norm equiv-
alences for Hilbert spaces, in particular, for certain ranges
of Sobolev spaces. It is also known to be crucial for the
construction of optimal multilevel preconditioners for lin-
ear systems arising from Galerkin discretizations of elliptic
operator equations [21]. A more detailed discussion of this
issue can be found in [13]. We briefly recall a few facts
which are relevant in this context.
Remark 2.4. It is not difficult to see that (2.41) is equiv-
alent to the fact that
Ψ :=
1⋃
j=−1
Ψj; Ψ−1 := 0;
is a Riesz-basis and that there exists a biorthogonal Riesz
basis Ψ = f Ψj;k : (j; k) 2 rg;r := (f0g  0)
⋃
j2N0 (fjg rj) i.e.,
h j;k;  j0;k0 i = (j;k);(j0;k0); (j; k); (j0; k0) 2 r; (2:42)
and every f 2 F admits a unique expansion
f =
∑
(j;k)2r
ff;  j;kg j;k
such that
kfkF 
 ∑
(j;k)2r
jhf;  j;kij2
1=2 ; f 2 F: (2:43)
Remark 2.4 reveals that the choices of complement bases
Ψj which are appropriate in the sense of (2.41) are seriously
constrained. In particular, (2.41) is a signicantly stronger
condition than the uniform stability of fj
⋃
Ψjgj2N0 where
stability is always referred to each individual level j with
uniform Riesz bounds. By contrast, loosely speaking, (2.43)
means stability over all levels. So called hierarchical bases
for bivariate piecewise linear nite element spaces are an
important example for multiscale bases Ψ which are not sta-
ble over all levels but where fj
⋃
Ψjg is uniformly stable.
A detailed discussion of this example is given in Section
4.2 below.
2.7. How to Ensure Stability over All Levels
Unfortunately, the characterization in Remark 2.4 does
not tell us how to construct stable multiscale bases Ψ. It
does tell us though that biorthogonality is a necessary in-
gredient. Let us briefly indicate now a principal strategy for
constructing stable multiscale bases, i.e., multiscale bases
which are stable over all levels. To this end, suppose rst
that Ψ is a Riesz basis and consider the truncation opera-
tors
Qjf :=
j−1∑
l=−1
∑
k2rl
hf;  l;ki l;k;
Qj f :=
j−1∑
l=−1
∑
k2rl
hf;  l;ki  l:k: (2.44)
They are, in view of (2.42) and (2.43), obviously uniformly
bounded linear projectors which are adjoints of each other.
Moreover
Sj = S(j) = ran Qj; Sj = ran Q

j ;
where
Sj :=
j−1⊕
l=−1
S( Ψl):
The two sequences S; S correspond to the two biorthog-
onal multiresolution sequences appearing in the context of
biorthogonal wavelets for L2(R) [8].
Next observe that the Qj dened by (2.44) satisfy
QlQj = Ql for l à j; (2:45)
which is a way of expressing biorthogonality without spec-
ifying the complement bases (see [13] for further com-
ments). Note also that for uniformly stable fΨjg (2.43) is
equivalent to
kfkF 
 1∑
j=0
k(Qj −Qj−1)fk2F
1=2 : (2:46)
This suggests the following two-step procedure:
(i) Given fjg, construct uniformly F-bounded projec-
tors Qj : F ! S(j); j 2 N0, satisfying (2.45) such that
(2.46) holds.
(ii) Identify uniformly stable bases fΨjg of the particular
complement bases
Wj := (Qj+1 −Qj)S(j+1): (2:47)
Condition (2.45) ensures that actually Wj = (Qj+1−
Qj)F [13].
In general, (2.45) does not suce to ensure (2.46). How-
ever, the point is that there exist criteria for the validity of
(2.46) which do not require any knowledge of Ψ or Ψ be-
forehand. In fact, it is shown in [13] that if S and S have
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certain (very weak) approximation and regularity proper-
ties stated in terms of direct and inverse estimates and if
the Qj satisfy (2.45) then (2.46) holds. We will therefore
not address this point here any further but focus instead on
(ii).
To this end, it is clear that candidates Qj of suitable pro-
jectors, dened in terms of the j have the form
Qjf =
∑
k2j
hf; ’j;ki’j;k; (2:48)
where the collection j = f ’j;k : k 2 jg  F is biorthog-
onal to j, i.e.,
h’j;k; ’j;k0 i = k;k0 ; k; k0 2 j: (2:49)
Let us point out next how to interpret condition (2.45) when
the projectors Qj are given in the form (2.48).
Proposition 2.2. Suppose that for uniformly stable
fjg the Qj defined by (2.48) are uniformly bounded in F.
Then the biorthogonal collections f jgj2N0 are uniformly
stable as well. Moreover, fQjgj2N0 satisfies (2.45) if and
only if the j are also refinable, i.e., there exists A˜j;0 =
( a
j
m;k)m2j+1;k2j 2 [l2(j); l2(j+1)] such that
’j;k =
∑
m2j+1
a
j
m;k ’j+1;m; k 2 j; (2:50)
where
A˜j;0Aj:0 = I; (2:51)
and
a
j
m;k = h’j+1;m; ’j;ki: (2:52)
Proof. By uniform stability of fjg and biorthogonality
(2.49), one has
k Tj c˜kF = sup
f2F
hf; Tj c˜i
kfkF Æ supfj2Sj
hfj; Tj c˜i
kfjkF
Æ sup
c2l2(j)
j∑k2j ck ckj
kFjkkckl2(j)
= kFjk−1kc˜kl2(j):
Conversely, since for fj := 
T
j c˜ one has hf; fji = hQjf; fji
the uniform boundedness of the Qj yields
k fjkF = sup
f2F
jhQjf; fjij
kfkF . supf2F
jhQjf; fjij
kQjfkF :
Here a.b means that a can be bounded by a constant mul-
tiple of b where the constant is independent of any param-
eters a and b may depend on. Since, on account of (2.49),
hQjf; fji =
∑
k2j
hf; ’j;ki ck;
again uniform stability of fjg yields
k fjk. sup
c2l2(j)
j∑k2j ck ckj
kckl2(j)
= kc˜kl2(j);
which conrms the uniform stability of f jg.
Next it is easy to see that the condition (2.45) is equiva-
lent to the fact that the spaces
Sj := ran Q

j = S( j)
are also nested. Since f jg is uniformly stable we can in-
voke Remark 2.2 again to conrm the existence of A˜j;0 2
[l2(j); l2(j+1)] satisfying (2.50). To identify A˜j;0 note
that, since the Qj are projectors and the Sj are nested,
’j;k = Q

j+1 ’j;k =
∑
m2j+1
h ’j;k; ’j+1;mi ’j+1;m
=
∑
m2j+1
h’j+1;m; ’j;ki ’j+1;m;
which gives (2.52). Moreover, by Remark 2.2 and the fact
that A˜j;0 2 [l2(j); l2(j+1)], the product A˜j;0Aj;0 is well-
dened. By (2.49) and absolute convergence asserted by
Remark 2.2, one has now
k;k0 = h’j;k; ’j;k0 i
=
〈 ∑
m2j+1
a
j
m;k’j+1;m;
∑
m02j+1
a
j
m0;k0 ’j+1;m0
〉
=
∑
m;m02j+1
a
j
m;k a
j
m0;k0 h’j+1;m; ’j+1;m0 i =
∑
m2j+1
a
j
m;k a
j
m;k0 ;
which conrms (2.51) and nishes the proof.
A few comments on the hypotheses in Proposition 2.2
are in order. If j and j are biorthogonal, locally nite
and if k’j;kkl2(j);k ’j;kkl2(j) = O(1); j 2 N0 then fjg and
f jg are uniformly stable and the Qj (and hence the Qj ) are
uniformly bounded. Similarly uniform stability of fjg and
uniform boundedness of the k ’j;kkl2(j) implies the uniform
boundedness of the Qj.
So far Proposition 2.48 reduces the construction of suit-
able projectors Qj in step (i) above to the construction of
biorthogonal renable collections j. When dealing with
the classical case of multiresolution on R induced by the
integer translates and dilates of a single generator such
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biorthogonal collections have been constructed through
limit processes (see e.g., [8]). These biorthogonal systems
in turn can be also adapted to intervals or more generally to
bounded domains by means of suitable modications near
the boundary so that for a certain range of situations pairs
of biorthogonal generator bases j; j are indeed available.
But even in situations not covered by the above cases the
construction of biorthogonal bases can, in principle, still
be based on a limit process. A possible strategy can be
outlined as follows. Given the renement operators Aj;0,
one rst tries to nd left inverses A˜j;0 satisfying (2.51). Of
course, the A˜j;0 are by no means unique. The central task is
to nd such left inverses that certain limit procedures often
termed subdivision schemes converge. The limits of these
schemes form the biorthogonal collections (see also Remark
3.3 below). Further details with regard to the present general
setting can be found in [12].
Now let us suppose that pairs of uniformly stable
biorthogonal collections fjg; f jg are known and hence
the projectors Qj dened by (2.48). It still remains to iden-
tify stable bases Ψj for the complements Wj dened by
(2.47). Using the same sort of arguments as above, one de-
rives the following fact.
Remark 2.5. Suppose that the j; j are stable and
biorthogonal to each other (2.49), with refinement matrices
Aj;0; A˜j;0 satisfying (2.51). The additional collections Ψj; Ψj
of functions
ΨTj = 
T
j+1Aj;1 Ψ
T
j = 
T
j+1A˜j;1 (2:53)
satisfy
h j;k;  j0;k0 i = j;j0k;k0 ; (j; k); (j0; k0) 2 r; (2:54)
if and only if the matrices Aj;1; A˜j;1 are chosen such that
Aj = (Aj;0;Aj;1); A˜j = (A˜j;0; A˜j;1) satisfy
AjA˜

j = A˜

j Aj = I: (2:55)
In analogy to (2.26) and (2.27), this can be expressed in
terms of the block operations
Aj;iA˜j;i0 = i;i0I; i; i0 2 f0; 1g; (2:56)
and
A˜j;0A

j;0 + A˜j;1A

j;1 = I: (2:57)
Thus, biorthogonality is formally governed by the same
type of algebraic relations as any stable completion, namely
by (2.55) where, however, the inverses Bj now have to co-
incide with the adjoints A˜j of a dual stable completion.
Given Aj;0; A˜j;0 it is generally quite dicult to nd the
right completions Aj;1; A˜j;1 such that (2.56) and (2.57) hold.
It will be one of the main applications of the subsequent
results to facilitate the construction of such completions
under certain circumstances.
3. A GENERAL STUDY OF STABLE COMPLETIONS
We return to the general situation considered in Section
2.1, i.e., F is some Banach space with norm k  kF and S
is a dense sequence of closed nested subspaces generated
by a uniformly (l;F)-stable sequence fjg. We are inter-
ested in nding suitable multiscale bases  =
⋃1
j=−1 Ψj
where "suitable" has to be made concrete in each particular
context. According to Proposition 2.1, a decomposition
S(j+1) = S(j)
⊕
S(Ψj) (3:1)
such that fj
⋃
Ψjg is also uniformly stable boils down to
nding a stable completion of the corresponding renement
operator Aj;0. For each xed numbering of the index sets j
these operators are represented by (possibly innite) matri-
ces
Aj;0 = (a
j
m;k)m2j+1;k2j : (3:2)
We recall that uniform stability of fΨjg or fj
⋃
Ψjg
expresses a quality of Ψj, which only refers to the single
scale j or better just to two successive scales j; j+1. Uni-
form only means that the stability constants for the scale
j are uniform in j. Since stability over all levels and hence
asymptotics in j have been discussed above and since this
property has been seen to be closely related to the fact that
the corresponding complements S(Ψj) should be the im-
age of the dierence of two successive projectors satisfying
(2.45)again a property involving two successive scales
we will drop the scale index in the following subsection
to simplify notation. So we will write A0;A1;A = (A0;A1)
and similarly for B. Whenever the distinction between the
coarse level j and the ne level j + 1 matters j and j + 1
will be replaced by C and F, respectively.
We will proceed in two steps. First we will characterize
for a given renement matrix A0 all stable completions A1.
In particular, we will show that given some initial stable
completion of A0 all others can be parametrized by cer-
tain pairs of matrices. In a second step we will exploit
this parametrization to identify specific stable completions
which give rise to decompositions (3.1) with favorable prop-
erties. Among them will be decompositions of the form
(2.47) induced by projectors.
3.1. Characterization of Stable Completions
The objective of this section is to characterize the class
of stable or local completions A1 of a given xed matrix
A0 (2.55). As a rst step we will identify operations which
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leave such classes invariant. To this end, we will always
denote by L;K matrices of the type
L = (Lk;m)k2C;m2r; K = (Kk;m)k;m2r:
Such matrices will be referred to as satisfying conditions
(CL) and (CK), respectively, when L denes a bounded map
from l(r) into l(C) and when K is a bounded map from
l(r) into itself possessing a bounded (right and left) inverse
K−1.
Proposition 3.1. Suppose A˘1 is some stable completion
of A0 and B˘ = A˘−1, where A˘ = (A0; A˘1). Let L;K satisfy
(CL); (CK), respectively. Then A1 defined by
A1 := A0L + A˘1K (3:3)
also forms a stable completion of A0 and the corresponding
B is given by
B0 = B˘0 − LK−1B˘1 (3:4)
B1 = K−1B˘1: (3:5)
Proof. It is convenient to reinterpret (3.3), (3.4), and
(3.5) as follows. Consider the mapping HL;K : l(F) !
l(F) whose block matrix representation is given by
HL;K =
(
I L
0 K
)
; (3:6)
where here I is the identity on l(C). Clearly HL;K has an
l-inverse if and only if K has that property and
H−1L;K = H−LK−1;K−1 : (3:7)
In these terms (3.3), (3.4), and (3.5) may be rephrased as
A = A˘HL;K; B = H−LK−1;K−1B˘: (3:8)
Thus (3.7) readily assures that
BA = AB = I;
whence the assertion follows in view of the conditions (CL),
(CK), and Proposition 2.1.
Our next observation states that all stable completions
are of the above form.
Theorem 3.1. Suppose A1; A˘1 are any two stable com-
pletions of A0 with respective inverses B and B˘. Then there
exist L;K satisfying (CL); (CK), respectively, such that
A = A˘HL;K; B = H−LK−1;K−1B˘: (3:9)
Proof. Let H := B˘A. By (2.55), one has
B˘ABA˘ = I = BA˘B˘A; (3:10)
so that
H−1 = BA˘: (3:11)
Furthermore, observe that, again by (2.55),
A˘H = A˘B˘A = A; (3:12)
and
H−1B˘ = BA˘B˘ = B: (3:13)
Next note that
H =
(
B˘0
B˘1
)
(A0;A1) =
(
B˘0A0 B˘0A1
B˘1A0 B˘1A1
)
:
Since A˘0 = A0 we conclude from (2.27) that B˘0A0 = I and
B˘1A0 = 0. Thus setting
L := B˘A1; K := B˘1A1; (3:14)
and noting that, in view of an analogous representation for
H−1, we have K−1 = BA˘ and we readily see that L and K
satisfy (CL) and (CK), respectively. This shows that H =
HL;K with L;K dened in (3.14), nishing the proof.
Clearly, the set H of all mappings HL;K, where L and K
satisfy (CL); (CK), respectively, is a group. Thus
SC(A0) = f(A˘H)1 : H 2 Hg (3:15)
parametrizes for any xed stable completion A˘1 of A0 the
set of all stable completions of A0.
In particular, we are interested in local completions A1
of A0 where both A and B are banded.
In this context, we say that L;K satisfy (CL0); (CK0),
respectively, if L as well as K and K−1 are banded. The
set Hf  H consisting of those HL;K where L;K satisfy
(CL0); (CK0) forms a subgroup of H. Identical arguments
as those used above yield
Theorem 3.2. The set of all local completions of A0 is
given by
f(A˘H)1 : H 2 Hfg;
where A˘ = (A0; A˘1) and A˘1 is any fixed local completion
of A0.
Remark 3.1. Keeping K = I fixed and varying only L,
traces through a subclass of stable completions. According
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to (3.3), the new complement bases Ψj have the form
ΨTj = 
T
j+1A0L + 
T
j+1A˘1 = 
T
j L + Ψ˘
T
j : (3:16)
Thus, the initial complement bases Ψ˘j are modified by
adding a linear combination of the coarse scale generator
j, i.e., for L = (lm;k)m2j;k2rj one has
 j;k =
∑
m2j
lm;k’j;m +  ˘j;k: (3:17)
Throughout the remainder of this section we will assume
that A˘j;1 is a xed stable completion of some given rene-
ment matrix Aj;0 for the jth scale and that B˘j is again the
inverse of A˘j = (Aj;0; A˘j;1) (see (2.55)). Our goal is to gener-
ate from such a completion other completions with certain
desirable features. To this end, recall the basic two-scale
relations (2.13) and (2.16) as
j = A
T
j;0j+1; Ψj = A
T
j;1j+1: (3:18)
Similarly we (formally) dene for any two vectors  2
F; 2 (F)r the matrix
h;i := (hk; mi)k2;m2r;
where h; i denotes the dual form on FF. At this point
we depart from the usual convention of viewing h; i as a
bilinear form on F  F. Here we prefer to treat h; i
as a sesquilinear form when dealing with spaces over the
complex eld. The reason is to achieve as much formal con-
sistency as possible with the important special case that F
is a Hilbert space. Since we will be switching between these
dierent levels of generality several times our convention
saves us repeatedly making corresponding distinctions with
regard to complex conjugation when dealing with adjoint
or conjugate operators. One easily veries now that for any
0   matrix A and any r0  r matrix B
hA;i = Ah;i; h;Bi = h;iB¯T: (3:19)
For the matrices appearing in the present context these op-
erations are well-dened.
3.2. Decompositions from Projectors
Assume that the collections j = fj;k : k 2 jg  F
are biorthogonal to j, i.e., in the present terms (2.49) can
be rewritten as
hj;ji = I: (3:20)
At this point we do not require yet that j be also renable
but we will assume that
khf;jikl(j).kfkF; f 2 F; (3:21)
which is, on account of the stability of j, equivalent to
saying that the mapping
Qj(f) =
∑
k2j
hf; j;ki’jk = hf;jij (3:22)
denes a bounded projector on F with range Sj. An exam-
ple of this type will be discussed below in Section 4.2. For
our purposes it would actually suce to require that (3.21)
holds only for f 2 S(j+1).
A rst important application of the results in the previous
section is to identify for such given projectors the particular
complement
W
Q
j := (Qj+1 −Qj)Sj+1 (3:23)
for the decomposition
Sj+1 = Sj
⊕
W
Q
j : (3:24)
Theorem 3.3. Let fjg be refinable (2.13) and stable
and let j be biorthogonal collections satisfying (3.21). As-
sume that A˘j;1 is some stable completion of Aj;0 and that
Kj is any matrix satisfying (CK). Define
Aj;1 := (I − Aj;0hj+1;jiT)A˘j;1Kj; (3:25)
and
Bj;0 := B˘j;0 + hj+1;jiTA˘j;1B˘j;1 Bj;1 := K−1j B˘j;1: (3:26)
Then Aj;1 is also a stable completion of Aj;0. The collection
of functions
ΨTj := 
T
j+1Aj;1 (3:27)
satisfies
Tj+1 = 
T
j Bj;0 + Ψ
T
j Bj;1 (3:28)
and forms a stable basis of W
Q
j = (Qj+1 − Qj)Sj+1. More-
over, the functionals Ψj, defined by
hf; Ψji := hf; B¯j;1j+1i = hf;j+1iBTj;1 (3:29)
are biorthogonal to Ψj, i.e.,
hΨj; Ψji = I: (3:30)
Thus the mapping Qj+1−Qj agrees on Sj+1 with a projector,
represented there by
(Qj+1 −Qj)f = hf; ΨjiΨj =
∑
k2rj
hf;  j;ki j;k: (3:31)
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Proof. By our assumptions on A˘j;1;Kj;j, the mapping
L := −hj+1;jiTA˘j;1Kj (3:32)
satises (CL). In fact, for d 2 l(rj) one has c := A˘j;1Kjd 2
l(j+1) with kckl(j+1) à kA˘j;1kkKjkkdkl(rj) and
kLdkl(j) = khcTj+1;jikl(j).kTj+1ckF
.kckl(j+1).kdkl(rj);
where we have used (3.21) and the boundedness of Fj+1
which in turn follows from stability. One readily infers now
from (3.25) and (3.32) that
Aj = A˘1HL;Kj : (3:33)
Since by (3.32),
hj+1;jiTA˘j;1 = −LK−1j ;
(3.26) just means that
Bj = H−LK−1j ;K−1j B˘j
so that the rst part of the assertion follows from Proposi-
tion 3.1, Theorem 3.1, and Proposition 2.1.
As for the remaining part of the claim, let Qj(Ψj) =
fQj( j;k) : k 2 rjg. We will show next that Qj(Ψj) = 0.
From (2.16), (3.27), and (3.19) one derives
Qj(Ψj) = hΨj;jij = hATj;1j+1;jij
= ATj;1hj+1;jij: (3.34)
Now (3.18) and (3.20) yield
hj+1;jiTAj;0 = (ATj;0hj+1;ji)T
= hj;jiT = I: (3.35)
Therefore (3.25) provides
hj+1;jiTAj;1 = hj+1;jiT(I − Aj;0hj+1;jiT)A˘j;1Kj
= (hj+1;jiT − hj+1;jiT)A˘j;1Kj = 0:
(3.36)
Thus we infer from (3.34) that Qj(Ψj) = 0 so that
(Qj+1 −Qj) j;k =  j;k; k 2 rj: (3:37)
Hence, by Proposition 2.1, Ψj is a stable basis for W
Q
j .
Finally, by (3.19), (3.18), and (3.20),
hΨj; Ψji = hATj;1j+1; B¯j;1j+1i = ATj;1hj+1;j+1iBTj;1
= ATj;1B
T
j;1 = (Bj;1Aj;1)
T = I;
where we have used (2.55) in the last step. This completes
the proof.
Again one may immediately formulate an analogous re-
sult for local decompositions and local completions.
Theorem 3.4. In addition to the hypotheses of Theorem
3.3 j and j are locally finite and linearly independent.
Assume that A˘j;1 is a local completion (i.e., A˘j; B˘j are both
banded). Then the assertion of Theorem 3.3 remains valid
and for Kj = I the completion Aj;1 given by (3.25) is also
local. Accordingly, Ψj and Ψj are also locally finite.
Remark 3.2. The set of functionals j defined by
hf;ji := hf; B¯j;0j+1i = hf;j+1iBTj;0; (3:38)
where Bj is defined by (3.26), agrees with j on Sj because
by (3.38), (3.18), (3.19), and (3.20),
hj;ji = ATj;0hj+1;j+1iBTj;0 = I:
Replacing j by j in the definition of Qj would assure that
the relation (1.4) QjQj+1 = Qj for the fixed j is valid not
only on Sj+1 but on all of F. In this case one also has, of
course,
hj+1;ji = hj+1;j+1iBTj;0 = BTj;0:
This latter observation can be carried further. Fixing n 2
N, dene for j à n
nj := B¯j;0    B¯n;0n+1: (3:39)
The nj are renable up to the level n, i.e., by construction,
one has for n > j
nj = B¯j;0
n
j+1:
Moreover, for j à n the nj are still biorthogonal to the j.
In fact,
hj;nj i = hATj;0    ATn;0n+1; B¯j;0    B¯n;0n+1i = I;
where we have used (2.27) and (3.20). As an immediate
consequence we have
Remark 3.3. If there exists a collection j such that
for any c 2 l(j)
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lim
n!1 kc
T j − cTnjkF = 0;
then one has
hj; ji = I; j = B¯j;0 j+1 (3:40)
(see also Remark 2.5 and the preceding comments).
As pointed out in Section 2.7, to construct multiscale
bases which are stable over all levels it is important to
identify the complements in (3.23) when j = j satis-
es (3.40).
Corollary 3.1. Let j be stable and refinable with
refinement matrices Aj;0 (cf . (3.18)). Assume that A˘j;1 is
some stable completion of Aj;0 and that B˘j is the inverse of
A˘j. Moreover, let j be biorthogonal to j (see (3.20) or
(2.49)) and also refinable with refinement matrix A˜j;0. Then
for any matrix Kj, satisfying (CK), there exists a stable
completion Aj;1 of Aj;0 given by
Aj;1 := (I − Aj;0A˜j;0)A˘j;1Kj; (3:41)
such that the inverse of Aj is given by
Bj =
 A˜j;0
K−1j B˘j;1
 : (3:42)
The collections
Ψj := A
T
j;1j+1; Ψj := B¯j;1 j+1
form biorthogonal systems (see (2.54))
hΨj; Ψji = I; hΨj; ji = hj; Ψji = 0;
so that
hΨj; Ψj0 i = j;j0I; j; j0 2 N0:
Proof. Since by renability of j, (3.19), and (3.20),
hj+1; jiT = A˜j;0hj+1; j+1iT = A˜j;0;
(3.41) follows from (3.25). Similarly, upon using (2.27) and
(2.26), (3.26) gives
B˘j;0 + hj+1; jiTA˘j;1B˘j;1 = B˘j;0 + A˜j;0A˘j;1B˘j;1
= B˘j;0 + A˜

j;0(I − A˘j;0B˘j;0)
= A˜j;0:
The rest is an immediate consequence of (3.26) and Theo-
rem 3.3.
The main point to be stressed here is that given
 locally nite biorthogonal generators j; j which are
both renable and
 some initial banded stable completion A˘j;1 of Aj;0,
one can explicitly construct new stable completions
Aj;1 = (I − Aj;0A˜j;0)A˘j;1
which are still banded and give rise to biorthogonal bases
Ψ; Ψ consisting of compactly supported function(al)s. The
new complement bases Ψj are of the form shown in Remark
3.1 where K = I and
L = −A˜j;0A˘j;1
is banded so that the modications (3.17) only require the
application of local masks to the coarse generators.
3.3. Orthogonal Decompositions
Throughout the remainder of this section we will assume
that F = F. The issue of stability of multiscale decom-
positions (2.43) over all levels trivially reduces to studying
(uniform) stability with respect to single scales when Wj is
chosen as the orthogonal complement of Sj in Sj+1. There-
fore we will comment next on the question how to generate
from some stable completion A˘j;1 of the renement matrix
Aj;0 another completion which induces orthogonal decom-
positions.
One possible strategy is to apply Theorem 3.3. Since by
(3.19) one has hj; ji = I for j := Gjj if and only if
Gj = hj;ji−1; (3:43)
the orthogonal projector onto Sj has the form hf;jiGj j.
Combining Theorem 3.3 (3.25) with a straightforward com-
putation shows that
Aj;1 := (I − (Aj;0GjAj;0)hj+1;j+1i)A˘j;1Kj (3:44)
is for any Kj satisfying (CK) a stable completion which
gives rise to an orthogonal decomposition of Sj+1.
If the initial completion is even local so that, due to
the compact support of the basis functions, the Gramian
hj+1;j+1i is banded the question arises whether the com-
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pletion (3.44) is also local. Since in general Gj will not
be banded one may have to choose Kj judiciously. In the
present generality it does not seem to be possible to decide
whether such a Kj, which also would have to be banded,
exists.
Alternatively, one could employ Proposition 3.1 directly.
Then the objective is to choose L;K, satisfying (CL); (CK),
respectively, such that
Ψj := A
T
j;1j+1
with
Aj;1 := Aj;0L + A˘j;1K (3:45)
satises
0 = hj;Ψji = ATj;0hj+1;j+1iAj;1:
Observing that hj;ji = ATj;0hj+1;j+1iAj;0 and substi-
tuting (3.45), yields after some straightforward calculations
0 = hj;jiL¯ + ATj;0hj+1;j+1iA˘j;1K:
Choosing
K := B˘j;1R; (3:46)
this nally becomes
hj;ji(L − B˘j;0R) = −Aj;0hj+1;j+1i R: (3:47)
Thus one could try to nd R taking l2(rj) into l2(j+1)
such that B˘j;1R has a bounded inverse and
Aj;0hj+1;j+1iR = 0: (3:48)
One could then set
L := B˘j;0R (3:49)
to obtain with (3.45) a completion inducing orthogonal de-
compositions. Recalling (3.46) and (3.16), the relation (3.45)
readily yields as expected
Aj;1 = R: (3:50)
As for locality R would have to be banded. Then assuming
that the initial completion A˘j;1 is local, L dened by (3.49)
is automatically banded. Whether it is possible to nd such
a R will again depend on the special case at hand.
We will present below in Section 4.1 an example where
this strategy can be employed successfully. In fact, we will
identify such banded matrices R for the construction of or-
thogonal complements of univariate spline spaces on arbi-
trary knot sequences and of corresponding compactly sup-
ported basis functions.
3.4. Further Developments
Several applications of the above results have already
evolved. An important property of multiscale bases are van-
ishing moments. They play an important role in connection
with matrix compression and fast solvers for linear systems
arising from discretizations of boundary integral equations.
To be specic, the elements of Ψ should satisfy∫
Ω
 j;k(x)(x)dx = 0;  2 ;
where  is some nite dimensional linear space which has
good local approximation properties.  typically stands for
a space of polynomials. More generally, when Ω is a para-
metrically dened surface  contains functions of the form
 = Pγ−1 where P is a polynomial and Ω consists of unions
of parametric patches of the form γ(); being some refer-
ence parameter domain. Given some initial multiscale basis
Ψ corresponding to stable completions Aj;1 with insucient
order of vanishing moments it was pointed out in [21] that
choosing again K = I one has to determine Lj in (3.3) such
that
Lj gj;r + Aj;1gj+1;r = 0; r = 1; : : : N;
where
gj;r = (gj;r;k)k2j ; gj;r;k :=
∫
Ω
r(x)’j;k(x)dx; k 2 j;
and fr : r = 1; : : : Ng is a basis of . When the Aj;1 are
banded one can usually nd solutions Lj which are also
banded.
In [22] Corollary 3.1 serves as the main tool for con-
structing a family of biorthogonal multiscale bases Ψ; Ψ on
two dimensional manifolds in R3 which are stable over all
levels and where for any d 2 N the basis Ψ can be arranged
to have vanishing moments of degree d.
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4. SOME APPLICATIONS AND SPECIAL CASES
The remainder of the paper is devoted to some applica-
tions and specializations of the above general results. We
exhibit several cases where initial completions can be iden-
tied. First we will consider univariate splines on nonuni-
form knot sequences and construct among other things
compactly supported pre-wavelets, i.e., basis functions for
orthogonal complements. Then we briefly discuss piecewise
linear bivariate nite elements on nested triangulations. We
conclude with revisiting wavelets on Rs. Most of the lat-
ter results on wavelets are known in essence but we nd it
quite instructive to revisit them from the point of view of
the above concepts.
4.1. Univariate Splines and Quasiinterpolants
Our rst application of the above results concerns nested
univariate spline spaces on biinnite irregular knot se-
quences. The need for dealing with stable decomposi-
tions of spline spaces with irregular knot sequences arises,
for instance, in connection with multilevel preconditioning
schemes for elliptic boundary value problems when the
boundary conditions are not incorporated in the trial spaces
but are appended by Lagrange multipliers [26]. This fa-
cilitates the use of shift-invariant trial spaces. However,
when these trial functions are generated by translates of
box splines, say, their traces on polygonal boundaries are in
general univariate splines with nonuniform knot sequences.
To be more specic, let X = fxigi2Z;W = fwigi2Z be
strictly increasing knot sequences such that xi < wi <
xi+1; i 2 Z, and let T := ftigi2Z = X
⋃
W, i.e., t2i =
xi; t2i+1 = wi; i 2 Z. Denoting by [xi; : : : ; xi+m]f the m+
1st order divided dierence of f at xi; : : : ; xi+1+m, we de-
ne the B-splines on the coarse and ne knot sequence
Nk;m;X(x) := (xk+m+1 − xk)[xk; : : : ; xk+1+m]( − x)m+
Nk;m;T(x) := (tk+1+m − tk)[tk; : : : ; tm+k+1]( − x)m+;
respectively, where xl+ = (maxf0; xg)l. Thus dening SY :=
span Y where Y = fNk;m;Y : k 2 Zg; Y 2 fX;Tg (Here
span is to be viewed as the set of any (innite) linear
combinations of the Nk;m;X; k 2 Z), we may put here C =
X;F = T;’X;k = Nk;m;X; ’T;k = Nk;m;T. Thus the case
(2.32) with E = f0; 1g applies here.
It is well known that there exist coecients a0;i;j such
that
’X;k(x) = Nk;m;X(x) =
∑
l2Z
a0;l;kNl;m;T
and
a0;l;k = 0; l < 2k; l > 2k+m+ 1;
so that clearly SX  ST. The transpose of the matrix
A0 = (a0;l;k)l;k2Z
was called two-slanted in [17]. The following result was
proved in [17].
Theorem 4.1. There exists a local completion A1 of
A0, i.e., the matrices A1, and B =
(
B0
B1
)
are all banded.
Moreover, the biinfinite matrix A defined by interlacing the
columns of A0 and A1 is totally positive. Thus the splines
 k(x) :=
∑
l2Z
a1;l;kNl;m;T(x) (4:1)
satisfy
Nl;m;T(x) =
∑
k2Z
b0;k;lNk;m;X(x) +
∑
k2Z
b1;k;l k(x); (4:2)
providing a local decomposition of ST.
In [17] the matrices A1;B0;B1 were constructed explic-
itly by means of a certain factorization of A0. This result
was applied in [17] to the construction of compactly sup-
ported biorthogonal splines in ST. We will indicate now
rst that these results combined with the techniques of the
previous section also lead to orthogonal decompositions
spanned by compactly supported splines. To this end, we
recall briefly the above mentioned factorizations. For any
biinnite matrix C the two-banded block-diagonal matrices
Mr(C) = (m
(r)
p;q(C))p;q2Z are dened for r = 1; 2; : : : by
m
(r)
p;q =

1; p = q;
−c
(r−1)
i;2i+j−1
c
(r−1)
i;2i+j
; (p; q) = (2i + j; 2i + j − 1);
0; otherwise;
where C(0) := C;C(r) := CM1(C)    Mr(C). Note that the
Mr(C) are invertible and the inverses are two-banded with
the same block-diagonal structure. In addition it is conve-
nient to introduce the elementary slanted matrices
I(m) := (q;2l+m)l;q2Z; E(m)(C) := (c
(m)
l;2l+mq;2l+m)l;q2Z;
and
Eˆ(m)(C) := ((c(m)l;2l+m)
−1q;2l+m)l;q2Z:
One easily conrms that
E(m)(C)(I(m+1))T = 0; E(m)(C)(Eˆ(m)(C))T = I: (4:3)
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It has been shown in [17] that
Mm+1(A0)T    M1(A0)TA0 = (E(m+1)(A0))T; (4:4)
and that a local completion is given by
A˘1 := (M1(A0)T)−1    (Mm+1(A0)T)−1(I(m+2))T; (4:5)
while
B˘0 = Eˆ(m+1)(A0)Mm+1(A0)T    M1(A0)T;
B˘1 = I(m+2)Mm+1(A0)T    M1(A0)T: (4.6)
We are now in a position to apply the results from Section
3.3. To this end, let
G := AT0 hT;Ti = hX;Ti:
Corollary 4.1. The matrices Mr(G) are well defined
and
R := M1(G)    M3m+1(G)(I(3m+1))T (4:7)
satisfies
AT0 hT;Ti R = 0: (4:8)
A1 := R is a local completion of A0 giving rise to a local
orthogonal decomposition of ST.
Proof. As pointed out in [17], G satises
GM1(G)    M3m+1(G) = E(3m+1)(G); (4:9)
so that by (4.3), the matrix R, dened by (4.7), satises
(4.8). Since again by (4.3),
M3m+1(G)−1    M1(G)−1I(3m+2)R = I
the observations in Section 4.2 imply that A1 := R is a com-
pletion of A0 giving rise to an orthogonal decomposition of
ST. By construction, R is banded so that the orthogonal
complement of SX in ST is indeed spanned by compactly
supported splines.
The corresponding matrix B can now be determined, for
instance, from (3.4), (3.5) and (3.46), (3.16).
Next we are interested in deriving from (4.1) another lo-
cal decomposition of ST which is induced by an important
type of projector which plays a pivotal role in theory and
applications of spline spaces, namely quasi-interpolants.
Dening for some xed k 2 (xk+1; xm+k)
hf; k;Xi = k;X(f) :=
m∑
i=0
(−1)m−i(m−i)k;m (k)f(i)(k);
where
k;m(x) =
(x− xk+1)    (x− xm+k)
m!
:
It is well known that k;X(Nl;m;X) = k;l which gives rise to
the quasi-interpolant
Qm;X(f) :=
∑
k2Z
k;X(f)Nk;m;X
(cf. [3]). Now we use (3.25) with K = I and dene
a1;p;q = a1;p;q −
∑
l2Z
∑
r2Z
a0;p;rgr;la1;l;q;
where a1;p;q are the coecients from (4.1) and gk;l =
l;X(Nk;m;T) (cf. (3.25)).
Obviously, the functions
 k :=
∑
l2Z
a1;l;kNl;m;T
are compactly supported and, on account of Theorem 3.3,
satisfy Qm;X  k = 0; (Qm;T − Qm;X)  k =  k; k 2 Z, i.e., they
span (Qm;T − Qm;X)ST. The corresponding dual functionals
can be constructed as described by Theorem 3.3.
It is interesting to note that for cubic splines the above
decomposition induced by quasi-interpolants actually turns
out to agree with the initial decomposition described above
which is based on factorizations of the renement matrix
A0. Details will be reported elsewhere.
4.2. Bivariate Finite Elements
Second order elliptic boundary value problems on poly-
gonal domains Ω  R2 are often discretized with the aid of
piecewise linear continuous nite elements. More speci-
cally, let T0 be a triangulation of Ω, i.e., a collection of
triangles such that
(i) meas (
⋂
0) = 0; ; 0 2 T0;  ≠ 0;
(ii)
⋃f :  2 T0g = Ω;
(iii) 
⋂
0 either a common vertex, or a common edge
of  and 0, or empty.
Given a triangulation Ti, a renement Ti+1 is obtained
by subdividing each triangle  2 Ti into four congruent
subtriangles. Accordingly, we denote by i;Ei the set of
vertices and edges in Ti respectively.
With each Ti one may canonically associate the space
Si of continuous functions on Ω whose restriction to any
triangle in Ti is a polynomial of degree at most one. Ob-
viously, one has Si  Si+1. Let us denote by ’j;k the
unique piecewise linear continuous function in Sj satisfy-
ing ’j;k(k0) = 2jk;k0 and set j = f’j;k : k 2 jg. Thus
Sj = S(j) and it is not hard to conrm that fg is uni-
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formly (l2(j); L2(Ω))-stable [14]. Since clearly
’j;k =
∑
m2fkg
⋃
Nj+1;k
2−j−1’j;k(m)’j+1;m; (4:10)
where Nj;k := fm 2 j : [k;m] 2 Ejg denotes the star of k
in j consisting of the neighbors of k in j. Hence,
(Aj;0)m;k = a
j
m;k =

1
2 ; m = k;
1
4 ; m 2 Nj+1;k;
0; else,
(4:11)
so that the renement matrices Aj;0 are obviously uniformly
banded.
So-called hierarchical bases (see [31]) span a particularly
simple type of complement space. Let rj denote the set of
midpoints of the edges in Ej so that
j+1 = j
⋃
rj; j
⋂
rj = ;: (4:12)
Dening now for k 2 rj
 ˘j;k := ’j+1;k; k 2 rj; (4:13)
one has
(A˘j;1)m;k = m;k; m 2 j+1; k 2 rj: (4:14)
On the other hand, since for m 2 j one has Nj+1;m  rj,
(4.10), (4.13) say
’j+1;m = 2’j;m −
∑
k2Nj+1;m
1
2
 ˘j;k: (4:15)
Therefore, one has in this case
(B˘j;0)k;m = 2k;m; m 2 j+1; k 2 j; (4:16)
while
(B˘j;1)k;m =

− 12 ; m 2 j; k 2 Nj+1;m;
k;m; k; m 2 rj;
0; else.
(4:17)
Obviously one has
kAjk;kB˘jk = O(1); j 2 N0: (4:18)
Thus, setting Ψ˘j = f j;k : k 2 rjg, Corollary 2.1 ensures
that fj
⋃
Ψ˘jg is also uniformly stable.
The underlying local decomposition
Sj+1 = Sj
⊕
Wj; Wj = S(Ψ˘j) (4:19)
of Sj+1 corresponds to the so called hierarchical basis [31]
which was introduced in [31] for the purpose of precon-
ditioning stiness matrices arising from nite element dis-
cretizations of second order elliptic boundary value prob-
lems. Obviously, one has Wj = (Ij+1 − Ij)Sj+1 where
Ijf = 2−j
∑
k2j
f(k)’j;k:
Although fj
⋃
Ψ˘jg is uniformly stable, Ψ˘ is not stable over
all levels, i.e., does not form a Riesz basis for L2(Ω). In
particular, these interpolation projectors are, of course, not
bounded in L2. This accounts for the fact that this sort of
decomposition does ultimately not lead to optimal precon-
ditioners for second order elliptic problems.
Therefore the following type of projectors was consid-
ered in [14]. Consider rst an arbitrary triangulation T with
vertex set . As before let ’k; k 2  denote the piecewise
linear hat functions with respect to T. Thus for any trian-
gle  = [k;m; p] 2 T the restriction of the hat functions
’q; q 2 fk;m; pg, to  are just the barycentric coordinates
with respect to  and therefore linearly independent ane
functions. Let q; q 2 fk;m; pg denote the unique ane
functions satisfying∫

’q(x)

q0 (x)dx = q;q0 ; q; q
0 2 fk;m; pg: (4:20)
Let nk denote the number of triangles sharing k as a vertex
and let
T;k(x) :=

1
nk
k(x); x 2 
0; x =2 supp ’k:
(4:21)
Specically, dening for Tj as above
hf; j;ki :=
∫
Ω
f(x)Tj;k(x)dx; k 2 j; (4:22)
one obviously has
h’j;m; j;ki = k;m; (4:23)
so that the corresponding mappings Qj, dened by (3.22)
relative to j = fj;k : k 2 jg, are projectors onto Sj.
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Since the functions dened by (4.21) have compact sup-
port, the matrices
Gj := hj+1; ji = (h’j+1;k; j;mi)k2j+1;m2j
are in this case uniformly banded. Therefore, by Theorem
3.3,
Aj;1 = (I − Aj;0GTj )A˘j;1; Bj = H−GTj A˘j;1;IB˘j (4:24)
gives rise to the local decompositions
S(j+1) = S(j)
⊕
S(Ψj);
with uniformly stable fj
⋃
Ψjg where Ψj are the new com-
plement bases induced by the completions Aj;1 above.
Since the biorthogonal collections j are not renable the
projectors Qj do not satisfy (2.45) (see Proposition 2.2).
Thus one cannot expect Ψ to be a Riesz basis for L2(Ω).
However, since j  L2(Ω) we can consider the modi-
cations nj dened in (3.39). It would be interesting to see
whether the limit of the nj as n ! 1 exists in the sense
of Remark 3.3.
4.3. Shift Invariant Spaces
In this section we will be concerned with a setting
which houses classical multiresolution and wavelets, i.e.,
F = L2(Rs). Up to the construction of local biorthogonal
projectors which could again be used for an iteration of the
form (3.39) in Remark 3.3 most of the material to be dis-
cussed below is essentially known. Nevertheless, it should
be instructive to review these facts from the point of view
taken above and, in doing so, nd perhaps a new angle to
attack open questions concerning the construction of con-
crete biorthogonal wavelets.
To this end, let M be throughout the remainder of the
paper a xed s s matrix with integer entries whose eigen-
values have modulus strictly larger than one. Such a matrix
will be called expanding. Moreover, ’ =  0 will always
denote some function in L2(Rs) which is (a;M)-refinable,
i.e., for which there exists a sequence a = fag2Zs , called
mask, such that
 0(x) =
∑
2Zs
a 0(Mx− ); x 2 Rs; a:e: (4:25)
Of course, the most familiar example is M = 2I, where here
I denotes the ss identity matrix, but other interesting cases
are
M =
(
1 1
1 −1
)
; M =
(
1 −1
1 1
)
;
see e.g., [7, 6, 24, 9].
Setting for m := jdet Mj,
j = fmj=2’(Mj  −) :  2 Zsg
uniform (l2(Zs); L2(Rs)-stability is equivalent to
kckl2(Zs)  k
∑
2Zs
c’( − )k2: (4:26)
We will briefly say that ’ is stable. Dening as usual the
Fourier transform of f 2 L1(Rs) by
f(y) =
∫
Rs
f(x)e−ixy dx;
(4.26) is known to be equivalent to∑
2Zs
j’(y + 2)j2 > 0; x 2 [−; ]s (4:27)
(cf. [28, 25]) whenever
’ 2 L2 := ff 2 L2(Rs) :
∑
2Zs
jf( − )j 2 L2([0; 1]s)g:
For ’ to be a nontrivial solution of the renement equa-
tion (4.25) one must have ’(0) ≠ 0 so that we may assume
without loss of generality in the sequel that
’(0) = 1: (4:28)
On account of (4.25), (4.26), the S(j) are closed nested
subspaces of L2(Rs) and it is not hard to derive from (4.28)
that, when M is expanding,⋃
j2Z
S(j) = L2(Rs)
(cf. e.g. [4, 25]), where the closure is taken, of course, with
respect to L2(Rs).
To see how this ts into the general setting considered
before, let
E := Zs
⋂
fMx : x 2 [0; 1)sg; E = E n f0g; (4:29)
and recall (cf. [16]), that
m := j detMj = #E; (4:30)
as well as
Zs =
⋃
e2E
(e+MZs); (4:31)
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i.e., E is set of representers for Zs=MZs. Thus we may put
here
j = M−jZs;rj =
⋃
e2E
M−j(M−1e+ Zs): (4:32)
In our previous language we would have then k = (e; ).
However, since clearly, j and rj are isomorphic to Zs or
f0g  Zs and E Zs which will mostly employ a stationary
and in this case more convenient indexing. Therefore the
renement matrices now take the stationary form
Aj;0 = A0 = (a−M);2Zs :
Initial Stable Completions. We proceed collecting a few
quantitative versions of the general facts stated in Section
2.3. The same arguments as those used in Theorem 3.4 of
[25] yield (see also [6])
Remark 4.1. When  0 is stable, (a;M)-refinable and
decays exponentially, then the mask coefficients a must also
decay exponentially as kk increases where kk is any norm
on Rs.
When ’ has compact support, we may work with the
concept of linear independence. Recall that the shifts ’( −
);  2 Zs, are called (algebraically) linearly independent,
if the mapping F0
c ,
∑
2Zs
c’( − )
is injective for all sequences c on Zs (cf. Section 2.4).
Remark 4.2. Let ’ have compact support so that its
Fourier Transform extends to an entire function on all of
Cs. Then linear independence of the shifts ’(−) is known
to be equivalent to the fact that there exists no z 2 Cs
such that ’(z + 2) = 0 for all  2 Zs (cf. [15, 30]).
In particular, linear independence implies therefore stabil-
ity. Moreover, linear independence implies the existence of
compactly supported biorthogonal functionals [1, 32]. This,
in turn, can be used to show that the corresponding mask
must thus be finitely supported.
We are now ready to formulate simple conditions that
ensure the existence of stable or even local decompositions
of the spaces S(j).
Theorem 4.2. Suppose  0 := ’ 2 L2(Rs) decays ex-
ponentially, is (a0;M)-refinable and stable. Then there exist
exponentially decaying masks ae;be; e 2 E, such that the
functions
 e(x) :=
∑
2Zs
ae 0(Mx− ); e 2 E; (4:33)
satisfy
 0(Mx− e) =
∑
e02E
∑
2Zs
be
0
e−M e0 (x− ); e 2 E: (4:34)
Moreover, setting Ψj :=
⋃
e2E Ψe;j;Ψ0;j = j;Ψe;j =
fmj=2 e(Mj  −) :  2 Zsg, the sequence f
⋃
e2E Ψe;jg is
uniformly stable and
S(j+1) =
⊕
e2E
S(Ψe;j) (4:35)
form stable decompositions. If in addition ’ =  0 has com-
pact support and linearly independent shifts the masks ae;be
can be chosen to be all finitely supported so that the decom-
position (4.35) is even local.
Although these facts are known in essence (see e.g. [6,
25]) we will sketch some steps of the proof since their in-
gredients will be needed anyway. To this end, it is conve-
nient to identify with any sequence c 2 l1(Zs) the (formal)
Laurent series
c(z) =
∑
2Zs
cz
:
Furthermore, let ce(z) =
∑
2Zs ce+Mz so that
c(z) =
∑
e2E
zece(zM); (4:36)
where zm = (zM1 ; : : : ; zMi )T and Mi denotes the ith column
of M.
A key role is played by the following observation.
Lemma 4.1. Let  0 2 L2(Rs) be (a0;M) refinable. Sup-
pose  0 has compact support and stable integer translates,
then the Laurent polynomials a0e (z); e 2 E, have no common
zero on the torus Ts := fz 2 Cs : jzij = 1; i = 1; : : : ; sg. If
 0 has linearly independent integer translates, the a0e (z); e 2
E, have no common zero in (C n f0g)s.
The above assumptions may be weakened. For instance,
in the rst part of the assertion it would suce to assume
 0 2 L2. The idea of the proof is the same as in the case
M = 2I (see e.g. [25]). The result may also be viewed as a
special case of a corresponding result in [18].
The proof of Theorem 4.2 relies now on the following
consequence of Lemma 4.1.
Proposition 4.1. Let  0 satisfy the hypotheses of
Lemma 4.1 with finitely supported a0. Then there exist ad-
ditional finitely supported masks ae; e 2 E such that the
matrix
A(z) := (ae
0
e (z))e;e02E (4:37)
is invertible on Ts when  0 has stable integer translates and
satisfies det A(z) = 1; z 2 (C n f0g)s, when  0 has linearly
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independent integer translates. Thus the matrix
B(z) := (be
0
e (z))e0;e2E; (4:38)
defined by
B(z−1) = A(z)−1 (4:39)
defines exponentially decaying masks be
0
; e0 2 E, when  0
has stable integer translates and even finitely supported
masks, when  0 has linearly independent integer translates.
In view of Lemma 4.1, the proof follows exactly the lines
of [25] ensuring extensibility of a0 in the case of stability
and using the QuillenSuslin Theorem in the case of linear
independence.
It only remains now to reinterpret these facts in terms of
the setting considered in Sections 2, 3. To this end, let
Ae := (a
e
−M);2Zs ; Be := (b
e
−M);2Zs ; (4:40)
which may be viewed as mappings from l2(Zs) into
l2(M−1Zs) and l2(M−1Zs) into l2(Zs), respectively. Again
one may assemble such matrices to a single one by den-
ing the operators A : l2(
⋃
e2E(M−1e+Zs)) ! l2(M−1Zs) and
B : l2(M−1Zs) ! l2(
⋃
e2E(M−1e+ Zs)) by
Ac :=
∑
e2E
Aece; (Bc)e+M = (Bec); e 2 E;  2 Zs; (4:41)
where ce := fce+Mg2Zs . It is now easy to verify that (2.20)
or in the present terms
AB = BA = I (4:42)
is equivalent to
A(z)B(z−1) = I: (4:43)
In fact, the validity of the relations∑
e02E
∑
2Zs
ae
0
e00+M(−)b
e0
e−M = 0;e;e00 ;
 2 Zs; e; e00 2 E; (4.44)
which are, in view of Proposition 4.1, well dened, is equiv-
alent to∑
e02E
ae
0
e00 (z)b
e0
e00 (z)b
e0
e (z−1) = e;e00 ;
e; e00 2 E; z 2 Ts: (4.45)
This can be seen by multiplying both sides of (4.44) by
z and summing over  2 Zs. Now (4.44) corresponds to
(4.42) while (4.45) is just (4.43). But since A(z) is a nite
matrix, (4.39) is equivalent to (4.43).
Taking Lemma 4.1 into account, the above observations
combined with Proposition 2.1 may be summarized as fol-
lows.
Proposition 4.2. Let  0 2 L2(Rs) be (a0;M)-refinable
and suppose  0 decays exponentially and has stable shifts
(has compact support and linearly independent shifts). Then
the following statements are equivalent:
(i) The functions  e; e 2 E , defined by (4.33) relative
to exponentially decaying (finitely supported) masks ae; e 2
E , satisfy (4.34) relative to masks b
e; e 2 E, with the same
properties and are stable (linearly independent).
(ii) A(z)B(z−1) = I; z 2 Ts(z 2 (C n f0g)s), where
A(z);B(z) are defined by (4.37), (4.38).
The proof of Theorem 4.2 is now an immediate conse-
quence of Proposition 4.2.
We wish to mention another way of generating some ini-
tial completion which is analogous to the situation consid-
ered in Section 5.2 above.
To this end, suppose that  0 2 C(Rs) has compact sup-
port, is (a0;M)-renable and satises
(x) =
∑
2Zs
 0()eix ≠ 0; x 2 Rs; (4:46)
or, equivalently,
(x) =
∑
2Rs
 0(x+ 2) ≠ 0; x 2 Rs: (4:47)
Thus 0 dened by
0(x) =  0(x)=(x) (4:48)
has the form
0(x) =
∑
2Zs
g 0(x− ); (4:49)
where
1
(x)
=
∑
2Zs
ge
−ix;
i.e., by Wiener’s Lemma, the coecients g decay expo-
nentially, and
0() = 0;;  2 Zs: (4:50)
Clearly, 0 is (aˆ0;M)-renable with
a0(e−iu) = a0(e−iu)(M−Tu)=(u)
LOCAL DECOMPOSITION OF SPACES AND WAVELETS 149
and
S(j) = S(f0(Mj  −)g)2Zs : (4:51)
From (4.48) we see that∑
2Zs
j0(u+ 2)j2 = j(u)j−2
∑
2Zs
j  0(u+ 2)j2
so that the shifts 0(−);  2 Zs are, on account of (4.27),
also stable.
Now dene
e(x) := 0(Mx− e); e 2 E ; (4:52)
so that
e() = 0(M− e) = 0;  2 Zs: (4:53)
Moreover,
0(Mx− e) =

e(x); e 2 E
0(x)
−∑e02E ∑2Zs0(+M−1e0)
e0 (x− ); e = 0:
(4:54)
In fact, let
h(x) = 0(x) −
∑
e02E
∑
2Zs
0(+M−1e0)e0 (x− )
and note that, in view of (4.53),
h(0) = 0(0) −
∑
e02E
∑
2Zs
0(+M−1e0)
e0 (−) = 0(0) = 1: (4.55)
Now suppose that  2 Zs;  ≠ 0, and write  = M + e00
for some  2 Zs; e00 2 E. Then by (4.52),
h(M−1) = h(+M−1e00)
= 0(+M−1e00)
−
∑
e02E
∑
2Zs
0(+M−1e0)e0 (+M−1e00 − )
= 0(+M−1e00)
−
∑
e02E
∑
2Zs
0(+M−1e0)
0(M(− ) + e00 − e0):
Since M + e00 = M + e if and only if  = ; e = e00,
(4.50) yields
h(M−1) = 0(+M−1e00) − 0(+M−1e00) = 0: (4:56)
Since the 0(+M−1e0) decay exponentially, it is clear that
h 2 S(f0(M  −)g2Zs ) = S(1). From (4.55) and (4.56)
we infer that h(x) = 0(Mx) which conrms (4.54).
Thus the functions e; e 2 E, satisfy (4.33) and (4.34)
with
ae = ;e; e 2 E ; (4:57)
and, by (4.54),
be
0
e−M =

e;e00;; e 2 E ; e0 2 E;
 2 Zs;
(20;e0 − 1) e = 0; e0 2 E;
0(+M−1e0);  2 Zs:
(4:58)
Since the sequences ae
0
 ; be are either nitely supported or
exponentially decaying, this denes a stable decomposition.
In fact, one has for instance
Ae = (;M+e);2Zs ; e 2 E : (4:59)
We wish to see next what this decomposition means in
terms of the original generator  0. Firstly, by (4.49),
e(x) =
∑
2Zs
g 0(Mx− e− ) =
∑
2Zs
g−e 0(Mx− );
e 2 E ; (4.60)
i.e.
ae = g−e; a 2 Zs; e 2 E : (4:61)
Moreover,
 0(Mx− e) =
∑
2Zs
 0(M(M−1) − e) 0(Mx− )
=
∑
e02E
∑
2Zs
 0(M(M−1(M+ e0)) − e)
0(Mx−M− e0)
=
∑
e02E
∑
2Zs
 0(M(+M−1e0) − e)
0(Mx− e0 −M)
=
∑
e02E
∑
2Zs
 0(M+ e0 − e)e0 (x− ):
Since∑
2Zs
 0(M− e)0(x− )
=
∑
2Zs
∑
2Zs
 0(M− e−M)g
 0(x− );
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we obtain
b0− =
∑
2Zs
 0(−M)g;  2 Zs; (4:62)
and
be
0
− =  0(+ e0); e0 2 E ;  2 Zs: (4:63)
Thus the rows and columns of the matrices Ae;Be; e 2 E,
dened by (4.61), (4.62), and (4.63) are either nitely sup-
ported or exponentially decaying. We immediately infer
from Proposition 4.2 that this establishes a stable decom-
position.
Decompositions Induced by Local L2-Bounded Projec-
tors. Given such initial decompositions one may now ap-
ply the results from Section 4. In this context it is conve-
nient to reinterpret the relevant matrix identities in terms of
symbols. In particular, the matrices L;K should be blocked
appropriately, i.e., for sequences l;ke; e 2 E , we set
Le := (le+M(−));2Zs ;
Ke;e0 := (k
e0
e+M(−));2Zs ; e; e0 2 E :
Moreover set
(K−1)e;e0 := Ne;e0 ; e; e0 2 E ;
and note that, for instance, (3.3) reads now
Aˆe = A0Le +
∑
e02E
Ae0Ke0;e; e 2 E :
Since
(K−1B1)e(z) =
∑
e02E
ne
0
e (z−M)be
0
(z);
one easily veries that the relations (3.3), (3.4), and (3.5)
are equivalent to
aˆe(z) = a0(z)le(zM) +
∑
e02E
ae
0
(z)kee0 (z
M)
bˆ0(z) = b0(z) −
∑
e;e02E
be
0
(z)ne
0
e (zM)le(zM); z 2 Ts
bˆe(z) =
∑
e02E
be
0
(z)ne
0
e (zM); e 2 E ; z 2 Ts: (4.64)
Again possible applications concern local L2-bounded
projectors. We will construct next such projectors with
range S(j) and biorthogonal systems in S(j+1).
Let for f; g 2 L2(Rs)
(f; g) =
∫
Rs
f(x)g(x)dx:
Theorem 4.3. Suppose  0 2 L2(Rs) is (a0;M)-
refinable, has compact support and linearly independent
shifts. Then there exist functions
 e(x) =
∑
2Zs
ae 0(Mx− ); e 2 E ; (4:65)
and
e(x) =
∑
2Zs
de 0(Mx− ); e 2 E; (4:66)
such that
( e; e0 ( − )) = e;e00;; e; e0 2 E;  2 Zs: (4:67)
Moreover, the masks ae; e 2 E ;de; e 2 E, can be chosen
in such a way that either the masks ae; e 2 E , decay expo-
nentially and the masks de; e 2 E, are all finitely supported
or the ae; e 2 E , are finitely supported and the de; e 2 E,
decay exponentially.
Proof. Note that the Gramian h1;1i corresponds now
to the Toeplitz matrix m−1(( 0( − );  0( − )));2Zs . Let
g := ( 0;  0( + )); G := (m−1g−);2Zs ; (4:68)
and note that by (4.66) and (4.25),
( e; e0 ( − )) = m−1
∑
2Zs
∑
2Zs
ae fld
e0
 g−−M;
e; e0 2 E;
=
∑
2Zs
m−1 ∑
2Zs
aeg−
 flde0−M;
e; e0 2 E: (4.69)
Thus
( e; e0 ( − )) = 0;e;e0 ; e; e0 2 E;  2 Zs;
if and only if
De
0
GAe = e;e0I; e; e0 2 E; (4:70)
where as earlier De
0
= ( flde
0
−M);2Zs (cf. (4.39)). Dening
Aˆ := GA and Dˆ := DG, where A and D are dened as in
(4.41), this is equivalent to
DˆA = DAˆ = I: (4:71)
By Proposition 4.1, there exist additional nitely supported
masks ae; e 2 E and nitely supported masks be; e 2 E,
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such that AB = I. Now note that∑
2Zs
ge
−ix =
∑
2Zs
j 0(x+ 2)j2 > 0; x 2 Rs;
by stability of the shifts  0( − ), so that G possesses an
inverse G−1 whose entries decay exponentially. Thus
D := BG−1 (4:72)
satises (4.66), (4.67) and has exponentially decaying en-
tries. Since the masks ae; e 2 E, are nitely supported, the
second part of the assertion follows.
Concerning the rest of the claim, we observe that the
matrix Aˆ0 is again a Hurwitz-type matrix
Aˆ0 = ( a
0
−M);2Zs ; a0 = m−1
∑
2Zs
a0+g:
Moreover, since  0 has compact support and a0 has nite
support the new mask aˆ0 has still nite support. To nish
the proof of Theorem 4.3 we need the following lemma.
Lemma 4.2. The Laurent polynomials a0e (z); e 2 E, have
no common zero in (C n f0g)s.
Proof. Suppose that for some z0 2 (C n f0g)s a0e (z0) =
0; e 2 Zs. Then for  = e+M0; e 2 E,(
 0(M  −);
∑
2Zs
flz−0  0( − )
)
= m−1
∑
2Zs
z−0
∑
2Zs
g−a0−M
=
∑
2Zs
z−0 a
0
−M = z
−0
0 a
0
e (z0) = 0;
contradicting linear independence of the  0(−);  2 Zs.
We are now ready to complete the proof of Theorem
4.3. We argue as in [25] and infer from the Quillen-Suslin
Theorem that there exist additional nitely supported masks
aˆe; e 2 E , such that Aˆ(z) = ( aee0 (z))e;e02E has determinant
one on (C n f0g)s.
Proof. In this case we dene the masks de; e 2 E, by
D(z−1) = Aˆ(z)−1;
which therefore are also nitely supported. Moreover, by
(4.71) we have to set now
Ae = G−1Aˆe; e 2 E ; (4:73)
i.e., the masks ae; e 2 E are merely exponentially decay-
ing. This completes the proof of Theorem 4.3.
For f 2 L2(Rs) let
f
j
 := mj=2f(Mj  −)
and dene for 0 from Theorem 4.3
Qjf :=
∑
2Zs
(f; 
j
0;) 
j
0;; j 2 Z:
Clearly the Qj are projectors onto S(j) with uniformly
bounded L2-norm. Specically, let us assume in the se-
quel that the e have been chosen to have compact support.
Clearly, one has
(Q1 −Q0) 00; = 0; (Q1 −Q0) 0e; =  e;; e 2 E ;  2 Zs;
i.e., the spaces
Wj =
⊕
e2E
S(Ψe;j) (4:74)
are of the form (3.23). But according to Theorem 4.3, either
the functions  e or the dual system e; e 2 E, will lack
compact support.
One way to remedy this is to make use of Theorem 3.3.
To this end, Theorem 4.3 asserts the existence of a nitely
supported mask d0 such that
0(x) =
∑
2Zs
d0 0(Mx− ) (4:75)
is dual to  0, i.e.,
( 0; 0( − )) = 0;;  2 Zs: (4:76)
Furthermore, according to Theorem 4.2, let aˆe; e 2
E ; bˆ
e; e 2 E, be a collection of nitely supported masks
that correspond to a local completion A1 of A0, i.e., the
matrices A;B are both banded.
Theorem 4.4. For  0; 0 as in Theorem 4.3 and Aˆ1; Bˆ
as above let
ae(z) := aˆe(z) − a0(z)
∑
e02E
aˆee0 (z
M)ce0 (z−M); (4:77)
where
c := m−1=2
∑
2Zs
d0g−; (4:78)
and
b0(z) = c(z−1); be(z) = bˆe(z); e 2 E : (4:79)
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Then the functions
 e(x) =
∑
2Zs
ae 0(Mx− ); e 2 E; (4:80)
e(x) =
∑
2Zs
(
m1=2
∑
2Zs
bed
0
−M
)
 0(M2x− ) (4:81)
satisfy
( e; e0 ( − )) = e;e00;; e; e0 2 E;  2 Zs: (4:82)
Proof. The matrix C = (c−M);2Zs = hj+1;ji in
(3.25) takes here the form
m1=2( 0(M  −); 0( − )) = m−1=2
∑
2Zs
d0g+M−
= c−M: (4.83)
Due to the nite support of the sequences d0;h, the se-
quence c is also nitely supported. Thus by Theorem 3.3
with K = I the matrices
Ae := (I− A0CT)Aˆe; e 2 E ; (4:84)
give rise to another local completion A1 of A0. Moreover,
by (3.26), one has
B0 = Bˆ0 +
∑
e2E
CTAˆeBˆe = Bˆ0 − CTA0Bˆ0 + CT;
Be = Bˆe; e 2 E : (4.85)
where we have also used (2.57). However, since by (2.13),
in general hj+1;jiTA0 = I, whenever j and j are dual,
our assumptions on  0 and 0 provide CTA0 = I so that
B0 = CT; Be = Bˆe; e 2 E :
Now (4.64) combined with (4.84) yields (4.77). The rest
of the assertion follows form (3.29) for e(f) = (f; e( −
)); be; = b
e
−M.
Theorem 4.4 shows that by resorting to S(1) and S(2)
one can construct a dual system where all the involved func-
tions have compact support. If one does not insist on the
dual system e; e 2 E, to belong to S(1) or S(2) but in-
stead wants 0 to be also (b0;M)-renable for some nitely
supported mask b0 one would obtain biorthogonal wavelets
(see Proposition 2.2). By Remark 2.5 the corresponding ad-
ditional masks ae; e 2 E , that establish a decomposition
of S( 0) and the masks be; e 2 E, of the dual system are
again determined by the relations (3.42). The above local
biorthogonal systems may be used now as starting point
for the limit processes in (3.39).
Moreover, Theorem 3.1 and Theorem 3.3 oer ways of
modifying A1 and B so as to increase, for instance, the
regularity or degree of exactness of the dual system.
Note added in Proof. After nishing this paper the authors learned
that closely related results were independently obtained by W. Sweldens
in The lifting scheme: A custom-design construction of biorthogonal
wavelets, Technical Report 1994:7 Industrial Mathematics Initiative, De-
partment of Mathematics, University of South Carolina, 1994. The lifting
scheme proposed there corresponds to the special way of modifying some
initial completion taking K = I in Proposition 3.1. In much the same spirit
as in this paper L is chosen to construct new complement bases with de-
sirable properties. While stability issues are not systematically addressed
there more emphasis is put on practical issues and applications.
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