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CHAIˆNES DE MARKOV CONSTRUCTIVES INDEXE´ES PAR Z
By Jean Brossard and Christophe Leuridan
Institut Fourier
Nous e´tudions les chaˆınes de Markov (Xn)n∈Z gouverne´es par une
relation de re´currence de la forme Xn+1 = f(Xn, Vn+1), ou` (Vn)n∈Z
est une suite de variables ale´atoires inde´pendantes et de meˆme loi telle
pour tout n ∈ Z, Vn+1 est inde´pendante de la suite ((Xk, Vk))k≤n.
L’objet de l’article est de donner une condition ne´cessaire et suffisante
pour que les innovations (Vn)n∈Z de´terminent comple`tement la suite
(Xn)n∈Z et de de´crire l’information manquante dans le cas contraire.
Introduction. Dans cet article, nous e´tudions la filtration d’une chaˆıne
de Markov constructive indexe´e par Z. Nous appelons chaˆıne de Markov
constructive (homoge`ne) une suite (Xn)n∈Z de variables ale´atoires a` valeurs
dans un espace d’e´tats (E,E) satisfaisant une relation de re´currence de la
forme Xn+1 = f(Xn, Vn+1), ou` (Vn)n∈Z est une suite de variables ale´atoires
inde´pendantes et de meˆme loi a` valeurs dans un espace (G,G), f est une
application mesurable de (E×G,E⊗G) dans (E,E) et Vn+1 est inde´pendante
de la suite ((Xk, Vk))k≤n pour tout n ∈ Z. Nous appelons innovations les
variables ale´atoires Vn qui fournissent l’information nouvelle (inde´pendante
du passe´) a` chaque instant. Sous ces conditions, la suite (Xn)n∈Z est une
chaˆıne de Markov dans la filtration naturelle de ((Xn, Vn))n∈Z, de noyau de
transition Π ou` Π(x, ·) est la loi de f(x,V1).
Les chaˆınes de Markov constructives fournissent beaucoup d’exemples de
chaˆınes de Markov et apparaissent naturellement en simulation. La donne´e
d’une variable ale´atoire X0 et d’une suite (Vn)n≥1 de variables i.i.d.,
inde´pendante de X0 permet a` construire la suite (Xn)n∈Z ve´rifiant la re-
lation de re´currence Xn+1 = f(Xn, Vn+1). En revanche, pour les chaˆınes de
Markov indexe´es par Z, on ne dispose pas de condition initiale et en ge´ne´ral
la connaissance de X0 et de la suite (Vn)n∈Z ne permet pas de construire la
suite (Xn)n∈Z.
Received July 2005; revised December 2005.
AMS 2000 subject classification. 60J05.
Key words and phrases. Recursive Markov chain, Markov chain indexed by Z, filtra-
tion.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2007, Vol. 35, No. 2, 715–731. This reprint differs from the original in pagination
and typographic detail.
1
2 J. BROSSARD AND C. LEURIDAN
Pour tout entier N (aussi proche de −∞ soit-il), la connaissance de
(Xn)n≤N et de la suite (Vn)n∈Z de´termine comple`tement la suite (Xn)n∈Z
par la relation de re´currence Xn+1 = f(Xn, Vn+1). En notant (F
Y
n )n∈Z la
filtration naturelle (comple´te´e) d’une suite de variables ale´atoires (Yn)n∈Z,




n . Il est tentant de faire tendre




n , comme l’ont
fait Kallianpur et Wiener en 1956 dans un contexte semblable (voir [7] pour










soit stricte et la proprie´te´ d’e´change (de l’intersection de´croissante sur N
avec le supre´mum des tribus) n’a pas lieu en ge´ne´ral. La proprie´te´ d’e´change
a e´te´ e´tudie´e de fac¸on ge´ne´rale par von Weizsa¨cker [12].
Un exemple tre`s simple de ce phe´nome`ne, duˆ a` Vinokourov mais non
publie´, est celui ou` (Xn)n∈Z est une chaˆıne de Markov sur {−1,1} de prob-
abilite´s de transition p(1,1) = p(−1,−1) = p et p(−1,1) = p(1,−1) = q avec
p et q positifs de somme 1. Dans ce cas, on peut e´crire Xn+1 =XnVn+1 ou`
Vn+1 = XnXn+1 est une variable ale´atoire inde´pendante de F
(X,V )
n = FXn
et de loi pδ1 + qδ−1. Bien que la tribu asymptotique F
X
−∞ soit triviale,
l’inclusion triviale FVn ⊂F
(X,V )
n est stricte. En effet, par syme´trie, la variable
ale´atoire Xn est inde´pendante de F
V
n (et meˆme de F
V
+∞), et de loi uniforme
sur {−1,1}. Et on ve´rifie imme´diatement que la variable ale´atoire Xn fournit
exactement l’information manquante, c’est-a`-dire que F
(X,V )
n =FVn ∨σ(Xn).
Au vu de cet exemple, deux proble`mes se posent naturellement. Le pre-
mier est de de´terminer a` quelle condition la suite V = (Vn)n∈Z de´termine
comple`tement la suite X = (Xn)n∈Z. Le second est de de´crire l’information
manquante dans le cas contraire.
Remarquons que si V de´termine X , alors la filtration (FXn )n∈Z est non
seulement incluse, mais aussi immerge´e dans la filtration de type produit
(FVn )n∈Z: elle est donc standard (voir [3] pour la de´finition de ces notions).
Pour que V de´termine X , il est donc ne´cessaire que la filtration (FXn )n∈Z
soit standard, mais cela n’est aucunement suffisant: on ve´rifie facilement que
dans l’exemple de Vinokourov, (FXn )n∈Z est standard.
L’objet de cet article n’est pas d’e´tudier les proprie´te´s de standardite´, mais
plutoˆt les deux proble`mes ci-dessus. L’article est organise´ en trois parties.
Dans la premie`re partie, nous nous plac¸ons dans le cadre d’une chaˆıne
de Markov inhomoge`ne gouverne´e par une relation de re´currence Xn+1 =





sont e´gales et e´tudions de fac¸on ge´ne´rale la loi conditionnelle de X sachant
σ(V )∨FX,V−∞ .
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Dans la deuxie`me partie, nous nous plac¸ons dans le cadre d’une chaˆıne
de Markov homoge`ne sur un espace d’e´tats de´nombrable. Lorsque la chaˆıne
(Xn)n∈Z est irre´ductible ape´riodique et stationnaire, nous donnons une con-
dition ne´cessaire et suffisante pour que les innovations (Vn)n∈Z de´terminent
comple`tement la chaˆıne (Xn)n∈Z. Cette condition ge´ne´ralise et ame´liore la
condition suffisante, mais non ne´cessaire, donne´e par Rosenblatt dans [11].
Dans la troisie`me partie, nous nous plac¸ons dans le cadre d’une chaˆıne
de Markov homoge`ne sur un espace d’e´tats fini et nous de´crivons plus
pre´cise´ment l’information manquante lorsque la suite d’innovations ne de´ter-
mine pas comple`tement la chaˆıne.
1. Chaˆınes de Markov constructives inhomoge`nes. Dans cette partie,
X = (Xn)n∈Z est une chaˆıne de Markov inhomoge`ne gouverne´e par une
suite de variables V = (Vn)n∈Z et une suite d’applications (fn)n∈Z. Plus
pre´cise´ment, pour tout n ∈ Z:
• Xn est une variable ale´atoire a` valeurs dans un espace mesurable (En,En);
• Vn+1 est une variable ale´atoire a` valeurs dans un espace mesurable (Gn+1,
Gn+1), inde´pendante de la suite ((Xk, Vk))k≤n;
• Xn+1 = fn(Xn, Vn+1) ou` fn est une application mesurable de (En×Gn+1,
En ⊗Gn+1) dans (En+1,En+1).
Nous allons e´tudier la loi conditionnelle de X sachant σ(V )∨FX,V−∞ . Mais
voyons d’abord deux re´sultats simples sur la tribu asymptotique FX,V−∞ .
1.1. Tribu asymptotique d’une chaˆıne constructive inhomoge`ne. En sup-
posant que toutes les tribus sont comple´te´es, on a alors:





Proof. Pour montrer l’inclusion non triviale, il suffit de de´montrer que
pour tout A ∈ F
(X,V )
0 , P [A|F
(X,V )
−∞ ] = P [A|F
X
−∞].
Par un argument de classes monotones, il suffit de se limiter au cas ou`
A ∈ σ(((Xk , Vk))N+1≤k≤0) avec N ∈ −N
∗. Mais a` cause de la relation de
re´currence Xn+1 = fn(Xn, Vn+1), un tel e´ve´nement A s’exprime en fonc-
tion de XN , VN+1, . . . , V0. Plus ge´ne´ralement, pour tout n≤N il s’exprime
en fonction de Xn, Vn+1, . . . , V0. Par inde´pendance de (Vn+1, . . . , V0) et de
F
(X,V )
n , P [A|F
(X,V )





n ] est mesurable pour la tribu asymptotique FX−∞. 
Dans la suite, on notera simplement F−∞ cette tribu. Comme cette tribu
joue un roˆle important par la suite, on peut se demander si elle est triviale
(c’est-a`-dire forme´e uniquement d’e´ve´nements de probabilite´ 0 ou 1). La
proposition qui suit donne une condition suffisante pour qu’elle le soit.
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Proposition 2. Si (Xn)n∈N est une chaˆıne de Markov homoge`ne, sta-
tionnaire, irre´ductible et ape´riodique sur un espace d’e´tats de´nombrable,
alors F−∞ est triviale.
Proof. Notons Π le noyau de transition de la chaˆıne et pi la probabilite´
invariante de Π. Il suffit de de´montrer que pour tout N ∈ −N∗ et pour
tout A ∈ σ(XN , . . . ,X0), P [A|F
X
−∞] = P (A). Mais pour un tel e´ve´nement A,
P [A|FXN ] = h(XN ) avec h borne´e de E dans R. Pour tout n≤N , on a donc
P [A|FXn ] = ΠN−nh(Xn). Comme Xn a pour loi pi, on a donc




mais pour tout x ∈E, ΠN−n(x, ·) converge en variation totale vers pi quand
n→−∞, d’ou` ΠN−nh(x)→
∫
E hdpi = E[h(XN )] = P (A). Par convergence
domine´e, on a donc ‖P [A|FXn ]−P (A)‖1 → 0 quand n→−∞, ce qui montre
que P [A|FX−∞] = P (A) par le the´ore`me de convergence des martingales. 
Remarque. La de´monstration et le re´sultat ci-dessus restent valables
pour un espace d’e´tat quelconque a` condition de supposer que la chaˆıne est
re´currente positive au sens de Harris (voir [10]).
Signalons e´galement que la stationnarite´ est essentielle. Pour s’en conva-
incre, il suffit de conside´rer les probabilite´s de transition sur N donne´s par
p(x,x − 1) = 1 pour tout x ∈N∗ et p(0, y) = (12)
y+1 pour tout y ∈N. La
matrice de transition est irre´ductible, ape´riodique et la probabilite´ donne´e
par pi{y}= (12 )
y+1 est invariante. On peut construire une chaˆıne de Markov
indexe´e par Z en prenant une variable ale´atoire L a` valeurs dans N, et
en posant Xn = L− n pour tout n ∈ −N. La variable ale´atoire L est alors
mesurable pour la tribu asymptotique F−∞.
1.2. La loi conditionnelle de X connaissant V . Nous supposons que les
espaces d’e´tats (En,En) sont lusiniens (espaces de Borel suivant la termi-
nologie de Kallenberg [5]). Il en est alors de meˆme pour l’espace
∏
k∈ZEk
muni de la tribu produit, ce qui permet de parler de la loi conditionnelle de
X sachant σ(V )∨F−∞. Nous avons le re´sultat suivant:
The´ore`me 3. Presque suˆrement, la loi de X sachant σ(V ) ∨ F−∞ est
diffuse ou uniforme sur un ensemble fini. De plus, le nombre d’atomes (et
donc leur masse) est une variable ale´atoire F−∞-mesurable.
De ce the´ore`me, on de´duit imme´diatement:
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Corollaire 4. Si la tribu F−∞ est triviale, il existe une variable ale´atoire
U , inde´pendante de V et de loi uniforme sur [0,1] ou sur un ensemble fini,
telle que σ(X) = σ(V )∨ σ(U).
La de´monstration de ces re´sultats utilise fortement des re´sultats classiques
sur les lois conditionnelles que nous rappelons ci-dessous.
Lemme 5. Soient X une variable ale´atoire de´finie sur un espace prob-
abilise´ (Ω,A, P ) et a` valeurs dans un espace de Borel (E,E), F et G deux
sous-tribus de A et (νω)ω∈Ω une version re´gulie`re de la loi de X sachant F .
Alors:
1. Quelle que soit l’application mesurable f de (Ω×E,G ⊗ E) dans R+,
l’application ω 7→
∫
E f(ω,x)νω(dx) est F ∨G-mesurable.
2. Si f est mesurable de (Ω×E,F⊗E) dans R+, la variable ale´atoire ω 7→∫
E f(ω,x)νω(dx) est l’espe´rance conditionnelle de ω 7→ f(ω,X(ω)) sachant
F .
3. Plus ge´ne´ralement, si f est une application mesurable de (Ω×E,F⊗E)
dans un espace mesurable (E′,E ′). Alors les mesures images des mesures νω
par les applications x 7→ f(ω,x) fournissent une version re´gulie`re de la loi
conditionnelle de ω 7→ f(ω,X(ω)) sachant F .
Le point 1 est une application directe du the´ore`me des classes monotones.
Le point 2 fait l’objet du The´ore`me 5.4 de Kallenberg [5]. Le point 3 s’en
de´duit imme´diatement.
Passons maintenant a` la de´monstration du the´ore`me.
Proof of Theorem 3. Soit F = σ(V ) ∨ F−∞ et soit (νω)ω∈Ω une
version re´gulie`re de la loi de X sachant F . Notons A(ω) = νω{X(ω)} =∫
I{X(ω)=x}νω(dx). Le point 1 du Lemme 5 montre que A est une variable
ale´atoire mesurable pour σ(X,V ). Nous allons voir que A est meˆme F−∞-
mesurable.
Pour n ∈Z et ω ∈Ω, notons νn(ω, ·) la mesure image de νω par la projec-





La famille (νn(ω, ·))ω∈Ω est une version re´gulie`re de la loi de Xn] sachant F .
Mais comme X est une fonction de Xn] et de V , disons X = Fn(Xn], V ),
le point 3 du Lemme 5 nous assure que pour presque tout ω ∈ Ω, la loi νω
est l’image de la loi νn(ω, ·) par l’application Fn(·, V (ω)). Par conse´quent,
les atomes de νn(ω, ·) sont les images par pin des atomes de νω et il y a
conservation des masses. Donc pour presque tout ω ∈Ω, A(ω) = νω{X(ω)}=
νn(ω,{Xn](ω)}).
Par inde´pendance de F
(X,V )
n = σ(Xn])∨σ(Vn])∨F−∞ et de V[n+1 = (Vk)k≥n+1,
νn est la loi conditionnelle de Xn] sachant σ(Vn]) ∨F−∞. En particulier νn
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est une mesure ale´atoire F
(X,V )
n -mesurable. Donc A = νn({Xn]}) est une
variable ale´atoire F
(X,V )
n -mesurable pour tout n ∈ Z, ce qui montre que A
est F−∞-mesurable.
Dans l’e´galite´ I[νω{X(ω)}=A(ω)] = 1, prenons les espe´rances conditionnelles
sachant F en appliquant le point 2 du Lemme 5 a` l’espace (E,E) = (
∏
k∈ZEk,⊗
k∈Z Ek) et a` l’application f : (ω,x) 7→ I[νω{x}=A(ω)]. On obtient pour presque
tout ω ∈Ω, ∫
E
I[νω{x}=A(ω)]νω(dx) = 1.
Mais l’inte´grale du membre de gauche vaut A(ω) fois le nombre d’atomes
de masse A(ω) de νω si A(ω)> 0 et est e´gale a` la masse de la partie diffuse
de νω si A(ω) = 0. La mesure νω est donc uniforme sur un ensemble fini de
cardinal 1/A(ω) si A(ω)> 0 et diffuse si A(ω) = 0. 
Remarque. La de´monstration montre e´galement que presque suˆrement,
la loi de Xn] sachant σ(Vn])∨F−∞ est diffuse ou uniforme sur un ensemble
fini, avec un nombre d’atomes qui ne de´pend pas de n.
Pour de´montrer le Corollaire 4 a` partir du The´ore`me 3 on utilise a` nouveau
le point 3 du Lemme 5, en choisissant une application f mesurable de (Ω×
E,F ⊗ E) dans R telle que la mesure image de νω par l’application f(·, ω)
soit la loi uniforme sur [0,1] si νω est diffuse et loi uniforme sur [1, . . . ,N ]
si νω est uniforme sur un ensemble de cardinal N . Si la tribu F−∞ est
triviale, le nombre N d’atomes de νω est presque suˆrement constant. La
variable ale´atoire U :ω 7→ f(X(ω), ω) est alors inde´pendante de F puisque
sa loi conditionnelle sachant F est presque suˆrement constante (e´gale a` la
loi uniforme sur [0,1] si N = 0, sur [1, . . . ,N ] si N ≥ 1).
1.3. Exemple: marche ale´atoire sous l’action d’un groupe compact. Con-
side´rons un groupe compact G agissant continuˆment sur un espace polonais
(E,d) et une probabilite´ µ dont le support n’est contenu dans aucune classe
modulo un sous-groupe distingue´ non trivial.
Soit (Xn)n∈Z une marche ale´atoire a` valeurs dans E gouverne´e par une
suite (Vn)n∈Z de variables ale´atoires inde´pendantes de loi µ sur G, c’est-a`-
dire telle que pour tout n ∈ Z, Xn+1 = Vn+1 ·Xn avec Vn+1 inde´pendante de
la suite ((Xk, Vk))k≤n.
Notons pi la projection canonique de E sur l’espace G\E des orbites sous
l’action de G. Munissons G \E de la tribu quotient, c’est-a`-dire de la plus
grande tribu rendant pi mesurable.
The´ore`me 6. Sous les conditions, pre´ce´dentes:
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• La tribu F−∞ est engendre´e par la variable ale´atoire pi(X0) =G ·X0 (a`
valeurs dans G \E).
• La variable ale´atoire X0 est inde´pendante de V conditionnellement a`
F−∞.
• La de loi X0 sachant F−∞ est la loi uniforme sur G · X0, c’est-a`-dire
l’image de la mesure de Haar sur G par l’application g 7→ g ·X0.
Remarque Pre´liminaire. La variable ale´atoire pi(X0) est F
X
−∞-mesurab-
le car pi(Xn) = pi(X0) pour tout n ∈ Z.
Introduisons une notation: si φ est une application mesurable borne´e de
E dans R, on de´finit une application φ¯ mesurable borne´e de G \E dans R
en prenant la moyenne orbite par orbite. Autrement dit, pour tout x ∈E,




ou` dg est la mesure de Haar sur G. Avec cette notation, nous pouvons
e´noncer le lemme sur lequel repose le the´ore`me:
Lemme 7. Soient φ continue borne´e de E dans R et ψ continue borne´e
de GN+1 dans R. Alors
E[φ(X0)ψ(V0, . . . , V−N )|F
(X,V )
−∞ ] = φ¯(pi(X0))E[ψ(V0, . . . , V−N )].
Proof. Quel que soit n ∈N∗,
X0 = V0 · · ·V−NV−N−1 · · ·V−N−n+1 ·X−N−n.
Par inde´pendance de (V0, . . . , V−N−n+1) et de F
(X,V )
−N−n on a donc
E[φ(X0)ψ(V0, . . . , V−N )|F
X
−N−n] = hn(X−N−n),
ou` hn(x) =E[φ(V0 · · ·V−NV−N−1 · · ·V−N−n+1 ·x)ψ(V0, . . . , V−N )]. D’apre`s les
hypothe`ses faites sur µ, la loi de V−N−1 · · ·V−N−n+1 converge e´troitement
vers la mesure de Haar de G (voir [8], The´ore`me 4.8, ou [4], The´ore`me 2.1.4),
donc pour tout (v0, . . . , v−N ) ∈G
N+1,
E[φ(v0 · · ·v−NV−N−1 · · ·V−N−n+1 · x)]→
∫
G
φ(v0 · · ·v−Ng · x) = φ¯(pi(x)).
En conditionnant l’expression de hn(x) par rapport a` (V0, . . . , V−N ), on en
de´duit que pour tout x ∈E,
hn(x)→ φ¯(pi(x))E[ψ(V0, . . . , V−N )].
Mais par compacite´ de G, la restriction de φ a` chaque orbite est uni-
forme´ment continue. Par conse´quent, la famille des restrictions des hn a`
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chaque orbite est e´quicontinue. Comme la suite (X−N−n)n∈N∗ reste sur
l’orbite pi(X0), on a donc
hn(X−N−n)→ φ¯(pi(X0))E[ψ(V0, . . . , V−N )],
ce qui montre le lemme par application du the´ore`me de convergence des
martingales. 
Passons maintenant a` la de´monstration du The´ore`me 6.
Proof of Theorem 6. Par un argument de classes monotone, le Lemme 5
montre que pour toute variable ale´atoire borne´e Z mesurable pour la tribu
F
(X,V )
0 = σ(X0) ∨ F
V
0 , la variable ale´atoire E[Z|F
(X,V )
−∞ ] est une fonction
mesurable de pi(X0). D’ou` le premier point, compte tenu de la remarque
pre´liminaire.
Le lemme montre e´galement que conditionnellement a` F−∞, X0 et F
V
0
sont inde´pendantes, donc X0 et F
V
∞ sont inde´pendantes, puisque la suite
(Vn)n∈N∗ est inde´pendante de F
(X,V )
0 .
Le dernier point du the´ore`me de´coule du lemme en prenant ψ constante
e´gale a` 1. 
2. Une chaˆıne stationnaire sur un espace de´nombrable est-elle de´termine´e
par ses innovations? Dans cette partie, on se donne un ensemble de´nombrable
E, un espace mesurable (G,G), une application mesurable f de E ×G dans
E et une probabilite´ β sur (G,G). La question qui nous inte´resse ici est de
savoir a` quelle condition une chaˆıne de Markov stationnaire gouverne´e par
la relation de re´currence Xn+1 = f(Xn, Vn+1), avec (Vn)n∈Z inde´pendantes
et de loi β, est de´termine´e par la suite d’innovations (Vn)n∈Z.
2.1. La condition suffisante de Rosenblatt. En introduisant les applica-
tions fv :x 7→ f(x, v) de E dans E, on peut re´e´crire la relation de re´currence
sous la forme Xn+1 = fVn+1(Xn), ce qui donne par re´currence Xn = fVn ◦
· · ·◦fVm+1(Xm) pour tout m≤ n. Cette re´e´criture fournit une condition suff-
isante pour que la suite (Vn)n∈Z de´termine comple`tement la chaˆıne (Xn)n∈Z:
il suffit qu’il existe l ∈N∗ et c ∈ E tels que la probabilite´ que la compose´e
fVl ◦ · · · ◦ fV1 soit constante e´gale a` c avec probabilite´ strictement positive.
Dans ce cas en effet, presque suˆrement, pour tout n ∈Z, on peut trouver
m ≤ n tel que fVm ◦ · · · ◦ fVm−l+1 soit constante e´gale a` c. Mais pour tout
m ≤ n, l’e´ve´nement [fVm ◦ · · · ◦ fVm−l+1 = c] appartient a` F
V
n , et sur cet
e´ve´nement, Xm = c, d’ou` Xn = fVn ◦ · · · ◦ fVm+1(c). On en de´duit que Xn
est (presque suˆrement) une fonction de (Vk)k≤n, autrement dit que Xn est
mesurable pour FVn . On peut remarquer que la stationnarite´ de la chaˆıne
(Xn)n∈Z n’a pas servi dans la de´monstration, mais on ve´rifie facilement que
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la stationnarite´ de´coule de l’hypotye`se que fVl ◦ · · · ◦ fV1 soit constante e´gale
a` c avec probabilite´ strictement positive.
Cette condition est l’ingre´dient essentiel de l’algorithme coupling from the
past de Propp et Wilson [9], permettant une simulation exacte le la loi sta-
tionnaire d’une chaˆıne de Markov re´currente positive. Mais on trouve de´ja`
une condition semblable obtenue de cette fac¸on (dans un cas particulier)
dans un article de Rosenblatt de 1959: dans le Paragraphe 3 de [11], Rosen-
blatt s’inte´resse aux chaˆınes de Markov uniformes sur un espace d’e´tats
de´nombrable, c’est-a`-dire aux chaˆınes de Markov dont les probabilite´s de
transition issues d’un e´tat et range´es par ordre de´croissant ne de´pendent
pas de l’e´tat conside´re´ (autrement dit, les lignes de la matrice de transi-
tion se de´duisent les unes des autres par permutation de leur coefficients).
Cette hypothe`se permet de construire des innovations a` partir de la chaˆıne
(Xn)n∈N, sans apport d’ale´a exte´rieur.
Plus pre´cise´ment, la loi de Xn+1 sachant que Xn = x est atomique et les
masses range´es par ordre de´croissant p1 ≥ p2 ≥ · · · ne de´pendent pas de x.
Des bijetions φx convenables de E dans {1,2, . . .} transforment ces lois en la
loi p1δ1 + p2δ2 + · · · , si bien que la variable ale´atoire ξn+1 = φXn(Xn+1) est
inde´pendante de FXn et de loi p1δ1 + p2δ2 + · · · . De plus, on peut inverser





Dans son The´ore`me 1, Rosenblatt affirme qu’une condition ne´cessaire et
suffisante pour que les innovations (ξn)n∈N de´terminent la chaˆıne (Xn)n∈N
est que le semigroupe engendre´ par les applications fk :x 7→ f(x,k) soit point
collapsing, c’est-a`-dire qu’une compose´e convenable des applications fk soit
constante. En re´alite´, Rosenblatt regarde le semigroupe engendre´ par les
matrices Mk = (I[j=f(i,k)])i,j∈E , mais cela revient au meˆme.
Cependant, Rosenblatt ne de´montre vraiment qu’une implication: si une
compose´e d’applications fk est constante, alors la suite (ξn)n∈Z engendre la
meˆme filtration que la chaˆıne de Markov (Xn)n∈Z. Mais pour la re´ciproque,
l’argument de Rosenblatt revient a` admettre l’ide´e intuitive suivante: si l’on
connaˆıt la suite (ξn)n∈Z, la seule chose qu’on puisse dire de Xn est que Xn
appartient a` l’intersection des images des compose´es fξn ◦fξn−1 ◦ · · · ◦fξn−l+1
pour l ∈N. Cet argument heuristique est juste dans le cas ou` E est fini,
et nous en donnerons un e´nonce´ rigoureux dans le The´ore`me 11. Mais il est
faux lorsque E est infini. Signalons que l’e´quivalence dans le cas ou` E est fini
est de´montre´e par Laurent dans sa the`se de doctorat [6] (Proposition 9.3.3).
La preuve pour le sens difficile utilise un argument de couplage (couplage
de Doeblin) diffe´rent du noˆtre.
Nous allons e´tablir dans le paragraphe suivant une condition ne´cessaire
et suffisante. Ce re´sultat montre que la condition de Rosenblatt est effec-
tivement ne´cessaire lorsque E est fini, mais qu’elle ne l’est plus dans le cas
ge´ne´ral, meˆme pour une chaˆıne uniforme.
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2.2. Une condition ne´cessaire et suffisante. Soit (Vn)n∈Z une suite de
variables ale´atoires inde´pendantes de loi β.
Pour tout x ∈ E, notons Π(x, ·) la loi de f(x,V1). Alors Π est le noyau
de toute chaˆıne de Markov gouverne´e par la relation de re´currence Xn+1 =
f(Xn, Vn+1).
Pour tout (x, y) ∈E2, notons Π2((x, y), ·) la loi de (f(x,V1), f(y,V1)). De
meˆme Π2 est le noyau de toute chaˆıne de Markov sur E
2 gouverne´e par la
relation de re´currence (Xn+1, Yn+1) = (f(Xn, Vn+1), f(Yn, Vn+1)).
Notons D la diagonale de E2 et de´finissons une relation sur E, que nous
appelerons accordabilite´.
De´finition 8. On dit que deux e´tats x et y de E sont accordables si
D est accessible depuis (x, y) pour les chaˆınes de noyau Π2 (autrement dit,
s’il existe l ∈N∗ tel que P [fVl ◦ · · · ◦ fV1(x) = fVl · · · ◦ fV1(y)]> 0).
Remarque. Cette de´finition n’est pas affecte´e si l’on remplace la loi β
par une probabilite´ e´quivalente (ou meˆme par une probabilite´ pour laquelle
la loi de fV1 est change´e en une probabilite´ e´quivalente). Les re´sultats qui
suivent ne de´pendent donc que de la classe d’e´quivalence de la loi β.
E´nonc¸ons un re´sultat pour les chaˆınes re´currentes positives.
The´ore`me 9. Si le noyau Π est irre´ductible et positivement re´current,
les conditions suivantes sont e´quivalentes:
(1) Les points de E sont deux-a`-deux accordables.
(2) Pour toute chaˆıne stationnaire (Xn)n∈Z gouverne´e par f et par une






(3) Toute chaˆıne stationnaire pour le noyau Π2 vit sur la diagonale D.
Proof. Nous montrons les e´quivalences (1)⇔ (3) et (2)⇔ (3).
(1)⇒ (3) Soit (Xn, Yn)n∈Z une chaˆıne stationnaire pour le noyau Π2.
Soient x et y deux points distincts de E. Comme D est un ensemble ab-
sorbant pour Π2 et accessible depuis (x, y), l’e´tat (x, y) est transient. Donc
P [(Xn, Yn) = (x, y)]→ 0 quand n→∞, d’ou` P [(Xn, Yn) = (x, y)] = 0 par
stationnarite´. Cela montre que la chaˆıne (Xn, Yn)n∈Z vit sur D.
Non (1)⇒ non (3). Soit pi la probabilite´ invariante pour Π. Supposons
que a et b sont deux e´tats non accordables de E. Nous allons construire
une probabilite´ invariante pour Π2 porte´e par E
2 \D, ce qui contredira (3).
Pour tout n ∈N, notons νn = δ(a,b)Π
n
2 la loi de la position a` l’instant n d’une
chaˆıne issue de (a, b). Les lois marginales de νn sont δaΠ
n et δbΠ
n, qui sont
majore´es par les mesures finies pi/pi{a} et pi/pi{b}. Pour toute partie finie
F ⊂E, on a donc
νn(E
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Il s’en suit que la suite (νn)n≥0 est tendue, ainsi que la suite de ses moyennes
de Cesa`ro ((ν0+ · · ·+νn−1)/n)n≥1. Un argument classique montre que toute
valeur d’adhe´rence de cette suite est invariante pour Π2. Mais νn(D) = 0
pour tout n ∈N puisque a et b sont non accordables, d’ou` le re´sultat.
(2)⇒ (3) Soit (Xn, Yn)n∈Z est une chaˆıne stationnaire pour le noyau Π2.
Notons α la loi de (X0, Y0).
Montrons d’abord qu’on peut construire, sur un espace probabilise´ con-
venable, une chaˆıne (X ′n, Y
′
n)n∈Z de meˆme loi que (Xn, Yn)n∈Z et gouverne´e
par une suite d’innovations (V ′n)n∈Z de meˆme loi que (Vn)n∈Z. Remarquons




n+1)n∈Z est une chaˆıne
de Markov pour le noyau Π˜ ou` Π˜((x, y, v), ·) = δ(f(x,v),f(y,v)) ⊗β. L’existence
d’un telle chaˆıne de´coule du fait que la loi α⊗β est invariante pour le noyau
Π˜.
Pour alle´ger les notations, on notera simplement (Xn)n∈Z, (Yn)n∈Z et
(Vn)n∈Z les processus ainsi construits. Les processus X et Y sont des chaˆınes
de Markov stationnaires gouverne´es par les relations de re´currence Xn+1 =
f(Xn, Vn+1) Yn+1 = f(Yn, Vn+1). D’apre`s l’hypothe`se, pour tout n ∈ Z, il
existe deux applications F1 et F2 mesurables de G
]−∞,...,n] dans E, telle que
Xn = F1(Vn]) et Yn = F2(Vn]) presque suˆrement.
Pour montrer que Xn = Yn presque suˆrement, il suffit alors de ve´rifier que
(Xn, Vn]) et (Yn, Vn]) ont meˆme loi. Pour cela, on remarque que pour tout
m < n, (Xm, Vm+1, . . . , Vn) et (Ym, Vm+1, . . . , Vn) ont meˆme loi pi ⊗ β
n−m.
Comme Xn = fVn ◦· · ·◦fVm+1(Xm) et Yn = fVn ◦· · ·◦fVm+1(Ym), les variables
ale´atoires (Xn, Vm+1, . . . , Vn) et (Yn, Vm+1, . . . , Vn) ont aussi meˆme loi, ce qui
montre le re´sultat.
(3)⇒ (2) Soient V = (Vn)n∈Z une suite de variables ale´atoires inde´pen-
dantes de loi β et X = (Xn)n∈Z une chaˆıne de Markov gouverne´e par f et par
la suite V . Nous allons montrer que la loi conditionnelle de X connaissant V
est presque suˆrement une masse de Dirac. Pour cela, conside´rons (en agran-
dissant si besoin l’espace probabilise´) une variable ale´atoire Y = (Yn)n∈Z a`
valeurs dans EZ telle que conditionnellement a` V :
• Y est inde´pendante de X ;
• Y a meˆme loi que X .
La suite (Xn, Yn)n∈Z est alors une chaˆıne stationnaire pour le noyau Π2.
Donc, presque suˆrement, X = Y d’ou` P [X = Y |σ(V )] = 1, ce qui montre
que la loi conditionnelle de X connaissant V est une masse de Dirac. On a
donc FX+∞ ⊂F
V




n , il suffit de remarquer que





P [A|FVn ] = P [A|F
V
+∞] = P [A|F
X
+∞] = IA,
car A ∈ FX+∞ ⊂F
V
+∞, d’ou` A ∈ F
V
n . 
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Remarques.




par la condition plus faible FX+∞ ⊂F
V
+∞.
• L’hypothe`se de re´currence positive ne sert qu’a` assurer l’existence de pi
dans la de´monstration de l’implication (3)⇒ (1).
• Les e´nonce´s e´quivalents (1), (2) et (3) entraˆınent que le noyau Π est
ape´riodique.
Le The´ore`me 9 montre que la condition de Rosenblatt est ne´cessaire
lorsque E est fini. En effet, une re´currence imme´diate montre que l’accordabilite´
deux-a`-deux entraˆıne l’existence d’un entier l tel que la compose´e fVl ◦ · · · ◦
fV1 soit constante avec probabilite´ > 0. Mais le The´ore`me 9 permet aussi de
voir que la condition de Rosenblatt n’est pas ne´cessaire lorsque E est infini,
meˆme pour une chaˆıne de Markov uniforme, comme le montre le contre-
exemple ci-dessous.
Contre-exemple. Posons E = N, G = {1,2}, f1(x) = f(x,1) = (x −
1)+ et f2(x) = f(x,2) = x + 1 et prenons une suite (Vn)n∈Z de variables
ale´atoires inde´pendantes de loi 23δ1+
1
3δ2. Notons Π(x, ·) la loi de f(x,V1). Le
noyau Π ainsi de´fini est irre´ductible, ape´riodique et la probabilite´ pi donne´e
par pi{y}= (12 )
y+1 pour tout y ∈N est invariante.
Comme f1 ◦ f2 = idE , une compose´e d’applications f1 et f2 s’e´crit tou-
jours f q2 ◦ f
p
1 , et on voit imme´diatement qu’une telle compose´e n’est jamais
constante. Cependant, pour tout l ∈N∗, la compose´e f l1 vaut 0 sur [0, . . . , l],
ce qui montre que les e´tats sont deux-a`-deux accordables.
2.3. Cas des chaˆınes non stationnaires. Supposons que les e´tats sont
sont deux-a`-deux accordables. Si (Xn)n∈Z est une chaˆıne de Markov gou-





si (Xn)n∈Z n’est pas stationnaire? Nous allons voir que non, meˆme
si le noyau Π est irre´ductible et positivement re´current.
Une premie`re obstruction e´vidente se produit lorsque la tribu asymp-




−∞ n’est pas triviale, comme dans l’exemple du
Paragraphe 1.1. Cependant, ce n’est pas la seule obstruction, et l’exemple




meˆme si F−∞ est triviale.
Exemple. Prenons E =G= Z, soit γ une probabilite´ sur N∗ qui charge
tous les points. Sur un espace probabilise´ convenable, de´finissons deux suites
de variables ale´atoires toutes inde´pendantes: (Wn)n∈Z de loi γ et (εn)n∈Z de
loi 12 (δ−1+δ1). Alors les variables ale´atoires Vn = εn−1εnWn sont inde´pendantes
et de meˆme loi. De plus, leur loi commune β charge tous les points de Z∗.
Soit f :E ×G→E de´finie par f(0, v) = v et f(x, v) = (|x| − 1) sgn(xv) si
x 6= 0. On ve´rifie facilement que la suite (Xn)n∈Z de´finie par Xn = |n|εn si
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n≤ 0 et Xn = fVn ◦ · · · ◦ fV1(0) si n> 0 est une chaˆıne de Markov gouverne´e
par f et par la suite d’innovations (Vn)n∈Z.
La tribu F−∞ est triviale puisque c’est la tribu asymptotique de la suite
(εn)n∈Z. Le noyau Π est irre´ductible, ape´riodique, re´current et meˆme posi-
tivement re´current si E[W1]<+∞. Les e´tats sont accordables deux-a`-deux.
Pourtant, les innovations ne de´terminent pas la chaˆıne puisque X−1 = ε−1
est inde´pendante de (Vn)n∈Z.
3. Description de l’information manquante pour une chaˆıne homoge`ne
sur un espace d’e´tats fini. Dans cette partie, (Xn)n∈Z est une chaˆıne de
Markov sur un espace d’e´tats fini E, gouverne´e par une suite (Vn)n∈Z d’innovations
i.i.d. a` valeurs un espace d’e´tats mesurable (G,G) et par l’application mesurable
f de E×G dansG. On suppose que le noyau Π est irre´ductible et ape´riodique,
ce qui entraˆıne que la chaˆıne (Xn)n∈Z est stationnaire et que la tribu F−∞
est triviale. On note β la loi commune des innovations Vn.
3.1. Description de l’information manquante. Nous allons de´crire l’infor-
mation fournie par la suite d’innovations (Vn)n∈Z, et montrer que l’informa-
tion manquante est lie´e au nombre maximal M d’e´tats deux-a`-deux non
accordables. Le principal outil de la de´monstration est l’e´tude d’une marche
ale´atoire associe´e a` la suite d’applications fVn .
Soit H l’image essentielle de fV1 . Comme l’ensemble des applications de
E dans E est fini, on a simplement H = {h ∈ EE :P [fV1 = h] > 0}. Soit S
le semigroupe engendre´ par H , c’est-a`-dire l’ensemble des compose´es finies
d’e´le´ments de H . Alors deux e´tats x et y sont accordables si et seulement si
il existe s ∈ S tel que s(x) = s(y).
De´finissons une marche ale´atoire (Tn)n∈N sur S par Tn = fV0 ◦· · ·◦fV−n+1 ,
avec la convention T0 = idE . La marche ale´atoire (Tn)n∈N est relie´e a` la
chaˆıne (Xn)n∈Z par la relation X0 = Tn(X−n). Comme la suite des images
(Tn(E))n∈N est une suite de´croissante d’ensemble finis, elle est constante a`





De´montrons un premier re´sultat:
Proposition 10. Soit M le nombre maximum d’e´le´ments de E deux-a`-
deux non accordables. Si r ∈ S est un e´tat re´current pour la marche ale´atoire
(Tn)n∈N, alors r(E) est forme´ de M points deux a` deux non accordables.
Proof. Il est clair que pour tout s ∈ S, s(E) contient au moins M
points: les images de M points de E deux-a`-deux non accordables. Il suffit
donc de montrer que les e´le´ments de r(E) sont deux-a`-deux non accordables.
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Mais si s ∈ S, alors r ◦ s est accessible depuis r, donc communique avec r
(puisque r est re´current). Cela entraˆıne que
Cardr(E) = Card(r ◦ s)(E)≤Cards(E).
Par conse´quent, Card r(E) = mins∈S Cards(E). Si deux points de r(E) e´taient
accordables par une application t, cela entraˆınerait Card(t◦r)(E)<Card r(E),
ce qui contredirait l’e´galite´ pre´ce´dente. 
Remarque. Comme (Tn)n∈N est une chaˆıne de Markov sur un ensemble
fini, elle finit presque suˆrement dans une classe re´currente; La Proposition 10
montre que presque suˆrement, la partie R0 est forme´e de M e´le´ments deux-
a`-deux non accordables.
Venons-en au re´sultat principal:
The´ore`me 11. Presque suˆrement, la loi de X0 sachant V est la loi
uniforme sur R0.
Proof. On utilise les re´sultats et une partie de la de´monstration du
The´ore`me 3. Presque suˆrement, la loi de Xn sachant Vn] = (Vk)k≤n est aussi
la loi de Xn sachant V . Notons Nn le nombre d’atomes de cette loi. Alors Nn
est aussi le nombre d’atomes de la loi de X[n = (Xk)k≥n sachant V (puisque
Xn est une fonction de X[n et puisque X[n est une fonction de Xn et de V ).
Le nombre d’atomes Nn est donc une fonction de´croissante de n, mais sa
loi ne de´pend pas de n, graˆce a` la stationnarite´ du processus (Xn, Vn)n∈Z.
Donc Nn ne de´pend pas de N et est e´gal au nombre d’atomes N de la loi
de X sachant V . D’apre`s le The´ore`me 3, la loi de X sachant V est uniforme
sur un ensemble a` N e´le´ments. Comme la loi de X0 sachant V de de´duit
de la pre´ce´dente et posse`de N atomes, elle est donc aussi uniforme sur un
ensemble a` N e´le´ments. Comme elle est porte´e la partie R0 (de cardinalM ),
il reste a` montrer que N ≥M .
Pour cela, on conside`re (en agrandissant si besoin l’espace probabilise´)
une chaˆıne de Markov stationnaire (X1n, . . . ,X
M
n )n∈Z sur l’ensemble A des
M -uplets d’e´le´ments de E deux-a`-deux non accordables, gouverne´e par la
relation de re´currence Xkn+1 = fVn+1(X
k
n) pour tout k ∈ [1, . . . ,M ] et n ∈ Z.
L’existence d’une telle chaˆıne est assure´e par le fait que A est une partie
absorbante finie, qui contient donc une classe re´currente. Pour tout k ∈
[1, . . . ,M ], le couple (V,Xk) a meˆme loi que le couple (V,X). Comme la loi de
X sachant V est atomique, on en de´duit que presque suˆrement, X1, . . . ,XM
sont des atomes de cette loi, ce qui finit la de´monstration. 
Remarque. Bien entendu, on peut remplacer l’instant 0 par tout autre
instant.
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3.2. Un cas particulier inte´ressant. Dans ce paragraphe, nous faisons
l’hypothe`se supple´mentaire H suivante: il existe une probabilite´ α e´quivalente
a` β (la loi commune des innovations Vn) telle que∫
G
Cardf−1v {y}α(dv) = 1
pour tout y ∈E. Ces e´galite´s signifient que la loi uniforme sur E est invari-
ante pour les chaˆınes gouverne´es par f et par des innovations de loi α. Sous
cette hypothe`se, nous allons montrer (entre autres) que le nombre maximum
d’e´le´ments de E deux-a`-deux non accordables divise le cardinal de E.
Les re´sultats de cette partie ge´ne´ralisent ceux de l’article [2], ou` l’on ra-
menait l’e´tude de certaines transformations du jeu de pile ou face a` celle
d’une chaˆıne de Markov constructive sur E = {−1,1}d gouverne´e par les
applications
fv : (x1, . . . , xd) 7→ (x2, . . . , xd, vφ(x1, . . . , xd))
pour v ∈ {−1,1}, ou` φ est une application fixe´e de {−1,1}d dans {−1,1}.
Mais outre ce cas bien particulier, voyons un exemple simple montrant que
l’hypothe`se H est assez souvent ve´rifie´e et un autre ou` elle ne l’est pas.
Un exemple concret ou` H est ve´rifie´e. Sur un ensemble fini E,
conside´rons un graphe oriente´ dont les areˆtes sont colorie´es par des couleurs
nume´rote´es de 1 a` C et tel que:
• De chaque point part une areˆte et une seule de chaque couleur.
• En chaque point arrive exactement C areˆtes (de couleur quelconque).
De´finissons une marche ale´atoire (Xn)n∈N sur E qui e´volue de la fac¸on
suivante: pour passer de Xn−1 a` Xn, on choisit d’emprunter l’areˆte de
couleur c ∈ [1, . . . ,C] issue de Xn−1 avec une probabilite´ β{c}> 0. La marche
ale´atoire ainsi de´finie est une chaˆıne de Markov constructive gouverne´e par
la suite des couleurs choisies et par les applications (fc)c∈[1,...,C] ou` fc est
l’application dont le graphe est forme´ des areˆtes de couleur c. Dans ce cas,
l’hypothe`se H est ve´rifie´e en prenant α e´gale a` la loi uniforme sur [1, . . . ,C].

Un exemple ou` H n’est pas ve´rifie´e. On prend E = {1,2,3,4},
G= {1,2,3} et H = {f1, f2, f3} avec
f1(1) = 2, f1(2) = 3 et f1(3) = f1(4) = 1;
f2(1) = 2, f2(2) = 4 et f2(3) = f2(4) = 1;
f3(1) = 1, f3(2) = 2 et f3(3) = f3(4) = 3.
On ve´rifie facilement que la chaˆıne de Markov constructive associe´e aux
applications f1, f2 et f3 est irre´ductible et ape´riodique. Comme f
−1
v {4} a
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un cardinal toujours strictement infe´rieur a` f−1v {1}, l’hypothe`se H n’est pas





et les seuls e´tats accordables sont 3 et 4. Le nombre maximum d’e´tats deux-
a`-deux non accordables est 3, et ne divise donc pas le cardinal de E.
Les re´sultats obtenus graˆce a` l’hypothe`se H. Notons S le semi-
groupe engendre´ par H = {g ∈ EE :P [fV1 = h] > 0}. Nous dirons que des
e´tats a1, . . . , am sont simultane´ment accordables s’il existe s ∈ S tel que
s(a1) = · · ·= s(am). Notons N le nombre maximal d’e´le´ments simultane´ment
accordables. Enonc¸ons un premier re´sultat:
Lemme 12. Soit F une partie de E forme´e de N e´le´ments simultane´ment
accordables. Alors toute image re´ciproque de F par une application de S est
forme´e de N e´le´ments simultane´ment accordables.
Proof. Il est clair que l’image re´ciproque de F par une application de
S est forme´e d’e´tats simultane´ment accordables, donc d’au plus N e´tats.




v {y}α(dv) = 1 on obtient∫
GCardf
−1
v (F )α(dv) =N . Mais comme Card(f
−1
v (F )) ≤ N , on a donc
Card(f−1v (F )) =N pour β-presque tout v ∈G. Autrement dit, Card(h
−1(F )) =
N pour h ∈H . Le re´sultat s’e´tend imme´diatement a` toute compose´e d’e´le´ments
de H .
Le Lemme 12 permet de montrer un re´sultat remarquable sur les com-
pose´es re´alisant un accord maximal, c’est-a`-dire les applications s ∈ S telles
que s(E) soit forme´e de M points deux-a`-deux non accordables.
The´ore`me 13. Si s ∈ S, re´alise un accord maximal, alors les images
re´ciproques par s des e´le´ments de s(E) contiennent chacune N e´le´ments
(simultane´ment accordables). On a donc MN =CardE.
En particulier, si CardE est premier, alors:
• Soit tout e´le´ment de H est une bijection de E dans E et pour tout n ∈ Z,
Xn est inde´pendante de la suite V et de loi uniforme sur E.




Proof. Comme les images re´ciproques par s des e´le´ments de s(E) sont
forme´es chacune d’au plus N e´le´ments simultane´ment accordables, il suffit
de montrer l’e´galite´ MN =CardE pour conclure. Il suffit donc de constru-
ire une application pour laquelle le re´sultat du the´ore`me est ve´rifie´. Cette
construction de´coule de l’application re´pe´te´e du lemme ci-dessous. 
CHAINES DE MARKOV CONSTRUCTIVES INDEXE´ES PAR Z 17
Lemme 14. Soient F1, . . . , Fk des parties disjointes de Ed forme´es cha-
cune de N e´tats simultane´ment accordables, et s ∈ S une application con-
stante sur chacune de ces parties. Notons c1, . . . , ck la valeur prise par s sur
les parties F1, . . . , Fk. Alors:
• Les e´le´ments c1, . . . , ck sont deux-a`-deux non accordables, d’ou` k ≤M .
• Si F1 ∪ · · · ∪ Fk 6= E (en particulier, si k <M), on peut construire k + 1
parties disjointes de Ed forme´e chacune de N e´le´ments simultane´ment
accordables, et une application de S constante sur chacune de ces parties.
Proof. Le premier point est imme´diat: s’il existait deux indices i < j
tels que les points ci et cj soient accordables par une compose´e t, alors la
compose´e t ◦ s accorderait les 2M e´le´ments de Fi ∪ Fj . Montrons le second
point: soit donc a ∈Ed \(F1∪· · ·∪Fk) et ck+1 = s(a). Alors ck+1 est diffe´rent
de c1, . . . , ck (sinon, on obtiendrait N + 1 e´le´ments simultane´ment accord-
ables en ajoutant a a` l’une des parties F1, . . . , Fk). Soit t ∈ S une application
envoyant c1 sur a. Les images re´ciproques de c1, . . . , ck, ck+1 par s ◦ t ◦ s sont
forme´es chacune de N e´le´ments simultane´ment accordables. 
4. Addendum: une ge´ne´ralisation d’Aldous et Bandyopadhyay. Depuis
la soumission de cet article, Aldous et Bandyopadhyay ont publie´ dans [1]
un re´sultat tout a` fait similaire et plus ge´ne´ral que notre The´ore`me 9. Ces
auteurs se placent dans le cadre de processus re´cursifs indexe´s par les som-
mets d’un arbre de Galton–Watson, qui ge´ne´ralisent les chaˆınes de Markov
constructives indexe´es par −N.
Ils obtiennent dans ce cadre une e´quivalence (endogeny ⇔ bivariate uni-
queness property) semblable a` l’e´quivalence (2)⇔ (3) de notre The´ore`me 9,
ainsi que l’e´quivalence avec une notion qui peut s’apparenter avec l’accorda-
bilite´, mais sur un espace d’e´tats quelconque (polonais).
Il convient de noter, toutefois, que leur de´monstration de l’implication
bivariate uniqueness property ⇒ endogeny ne´cessite une hypothe`se de con-
tinuite´ dont on peut se passer par une adaptation imme´diate de notre
de´monstration de l’implication (3)⇒ (2), ce qui re´pond a` la question ou-
verte 12 de [1].
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