Let Ω ⊂ R n be a bounded C 1 domain and p > 1. For α > 0, define the quantity
The result was only known for p = 2 or under stronger smoothness assumptions, and our proof is much shorter and is based on completely different and elementary arguments.
Let Ω ⊂ R n be a bounded C 1 domain and p > 1. For α > 0 define Λ(α) := inf
where ds is the hypersurface measure. In this note we prove the following result: A standard argument shows that Λ(α) can be viewed as the lowest eigenvalue of a non-linear problem involving the p-laplacian ∆ p : u → ∇ · |∇u| p−2 ∇u ,
with ν being the outer unit normal, see e.g. [5] . It seems that the asymptotic behavior for large α was first addressed by Lacey, Ockedon and Sabina [6] for the linear situation (p = 2), and C 1 domains represent a borderline case. On one hand, the above asymptotics of Λ(α) is not valid for non-smooth domains [1, 7] . On the other hand, the asymptotics holds for C 1,1 domains even in a more detailed form: see e.g. [5] and a review in [2, Sec. 4.4.2], but the proofs depend heavily on the existence of a tubular neighborhood of the boundary and a regularity of boundary curvatures. Lou and Zhu in [8] established Theorem 1 for the particular case p = 2 using an involved combination of a blow up argument with the non-existence of positive solutions for some linear boundary value problems. We provide a very short elementary proof based on an integration by parts combined with a simple regularization, which is by introducing additional ingredients in the proof of the Sobolev trace theorem in Grisvard's book [4, Sec. 1.5]. This allows one to include all values of p with minimal additional effort. The rest of the text is devoted to the proof of Theorem 1. The upper bound was already obtained in [5, Prop. 6.2] using a minor variation of a construction by Giorgi and Smits in [3, Thm. 2.3]. As the argument is very simple, we repeat it here in order to have a self-contained presentation. Set β := α 1 p−1 and consider the function u : x → e −βx1 and the vector field F : x → (e −pβx1 , 0, . . . , 0), then the divergence theorem gives
For the lower bound we will need a very simple extension result. While it could be easily deduced from a suitable vector-valued version of Tietze extension theorem, we prefer to give an elementary direct proof. • the set V is a hyperparallelepiped, i.e. there exist orthogonal coordinates y = (y 1 , . . . , y n ) and strictly positive numbers a 1 , . . . , a n such that V = y : y ′ ∈ V ′ , y n ∈ (−a n , a n ) with V ′ := (−a 1 , a 1 ) × · · · × (−a n−1 , a n−1 ) and y ′ := (y 1 , . . . , y n−1 ), • there exists a C 1 function ϕ : V ′ → R with |ϕ(y ′ )| ≤ 1 2 a n for all y ′ ∈ V ′ and such that Ω∩V = y ∈ V : y n < ϕ(y ′ ) and ∂Ω∩V = y ∈ V : y n = ϕ(y ′ ) .
The map ν 0 : V ∋ y → 1 + |∇ϕ(y ′ )| 2 − 1 2 − ∂ 1 ϕ(y ′ ), . . . , −∂ n−1 ϕ(y ′ ), 1 ∈ R n is clearly continuous, and for y ∈ ∂Ω∩V , i.e. for y n = ϕ(y ′ ), it coincides with the outer unit normal ν. Hence, the map ν 0 is a continuous extension of ν : R n ∩ V → R n to the whole of V , and it satisfies pointwise |ν 0 | = 1 by construction.
The boundary ∂Ω is compact and can be covered by finitely many open hyperparallelepipeds V 1 , . . . , V m with the above properties, and we denote by ν j continuous maps V j → R n extending ν : ∂Ω ∩ V j → R n and satisfying |ν j | ≤ 1, which exist due to the preceding construction. As Ω, V 1 , . . . , V m form a finite open covering of Ω, one can find a subordinated partition of unity, i.e. continuous functions ψ 0 , . . . , ψ m : R n → [0, 1] with supp ψ 0 ⊂ Ω, supp ψ j ⊂ V j for j = 1, . . . , m, and ψ 0 + · · · + ψ m = 1 in Ω. We define µ : R n → R n by µ := ψ 1 ν 1 + · · · + ψ m ν m , which is continuous as each summand is a continuous function. For x ∈ ∂Ω we have ψ 0 (x) = 0 and (ψ j ν j )(x) = ψ j (x)ν(x) for j = 1, . . . , m, which yields
and shows that µ is an extension of ν. Finally, for any x ∈ Ω we have
Let us proceed with the proof of the lower bound for Λ(α). Let µ be as in Lemma 2. Pick ε ∈ (0, 1), then there exists a C 1 map µ ε : R n → R n such that µ ε (x) − µ(x) ≤ ε for all x ∈ Ω. For any u ∈ C 1 (Ω) the divergence theorem gives
In Ω we estimate pointwise |µ ε | ≤ |µ| + ε ≤ 1 + ε and |∇ · µ ε | ≤ c with a suitable constant c > 0. On ∂Ω we have µ = ν and µ ε · ν = ν · ν + (µ ε − µ) · ν ≥ 1 − ε. Therefore, Eq. (2) yields
Using Young's inequality, for any δ > 0 we estimate
which holds by density for all u ∈ W 1,p (Ω) and can be transformed into
For δ = 1 + ε 1 − ε α As ε ∈ (0, 1) can be taken arbitrarily small, lim inf α→+∞ α − p p−1 Λ(α) ≥ 1 − p. By combining with the upper bound (1) one arrives at the claim of Theorem 1.
