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THE ROUNDING OF THE PHASE TRANSITION FOR DISORDERED
PINNING WITH STRETCHED EXPONENTIAL TAILS
HUBERT LACOIN
Abstract. The presence of frozen-in or quenched disorder in a system can often modify
the nature of its phase transition. A particular instance of this phenomenon is the so-
called rounding effect: it has been shown in many cases that the free-energy curve of
the disordered system at its critical point is smoother than that of the homogenous
one. In particular some disordered systems do not allow first-order transitions. We
study this phenomenon for the pinning of a renewal with stretched-exponential tails on a
defect line (the distribution K of the renewal increments satisfies K(n) ∼ cK exp(−n
ζ),
ζ ∈ (0, 1)) which has a first order transition when disorder is not present. We show that
the critical behavior of the disordered system depends on the value of ζ: when ζ > 1/2
the transition remains of first order, whereas the free-energy diagram is smoothed for
ζ ≤ 1/2. Furthermore we show that the rounding effect is getting stronger when ζ
diminishes.
Keywords: Disordered pinning, Phase transition, Rounding effect, Harris Criterion.
1. Introduction
The effect of a quenched disorder on critical phenomena is a central topic in equilibrium
statistical mechanics. In many cases it is expected that the presence of impurities in a
system rounds or smoothes the phase transition in the following sense: the order parameter
can be continuous at the phase transition for the disordered system whereas it presents a
discontinuity for the pure system (see e.g. the pioneering work of Imri and Ma [26]). An
instance for which this phenomenon is rigorously proved is the magnetization transition
of the two dimensional random field Ising model at low temperature (see [1]).
This phenomenon has been particularly studied for the polymer pinning on a defect
line (introduced by Fisher in [15]). Whereas the model can be defined for a renewal
with a distribution tail which is heavier than exponential (see (1.2)), the case of power-
law tail has focused most of the attention, due to its physical interpretation and its rich
mathematical structure. The interested reader can refer to [18, 19, 25] for reviews on the
subject. The smoothing of the free-energy curve for the pinning model with power-law
tails was proved in [22] (with some restriction on the law of the disorder see [11] for a
recent generalization of the result; see also [7, 28] for related models). This confirmed
predictions by theoretical physicists [14] based on an interpretation of the Harris criterion
[24]. Some other consequences of the introduction of disorder such as critical point shift
were studied in [2, 30, 12, 5, 20, 21, 6].
The present paper aims to study how this phenomenology transposes for renewals with
a much lighter tail, stretched exponential ones. Whereas this issue does not seem to be
discussed much in the literature, it is clear from a mathematical point of view that the type
of argument used in [22] do not extend to that case (see Section 2.2 for a more detailed
discussion). This hints to the fact that when renewal tails gets lighter, Harris predictions
on disorder relevance might not apply (or at least not in a straightforward manner). We
1
2 HUBERT LACOIN
show that this is indeed the case and provide a necessary and sufficient condition on the
return exponent for smoothing of the free-energy curve to hold.
Let us notice finally notice that renewals with stretched exponential tails have recently
been the object of a study by Torri [31] with a different perspective: he focuses on the
issue of the scaling limit of the process when the environment is heavy tailed.
1.1. The disordered pinning model. Let us shortly introduce the model: set τ :=
(τ0, τ1, . . .) to be a renewal process of law P, with inter-arrival law K(·), i.e., τ0 = 0 and
{τi − τi−1}i∈N is a sequence of IID positive integer-valued random variables. Set
K(n) := P[τ1 = n]. (1.1)
We assume that
lim
n→∞n
−1 logK(n) = 0. (1.2)
Note that with a slight abuse of notation, τ can also be considered as a subset of N and we
will write {n ∈ τ} for {∃i, τi = n}. The random potential ω := {ω1, ω2, . . .} is a sequence
of IID centered random variables which have unit variance and exponential moments of
all order
λ(β) := logE[eβω] <∞. (1.3)
Given β > 0 (the inverse temperature) and h ∈ R, we define Pβ,h,ωN a measure whose
Radon-Nikodym derivative w.r.t P is given by
dPβ,h,ωN
dP
(τ) :=
1
Zβ,h,ωN
exp
(
N∑
n=0
(βωn + h)δn
)
δN (1.4)
where δn = 1{n∈τ} and Z
β,h,ω
N is the renormalizing constant which makes P
β,h,ω
N a proba-
bility law:
Zβ,h,ωN := E
[
e
∑N
n=1(βωn+h)δnδN
]
. (1.5)
Remark 1.1. In the definition (1.4) of Pβ,h,ωN , the δN corresponds to constraining the
end point to be pinned. This conditioning is present for technical reasons and makes some
computations easier but is not essential.
By ergodic super-additivity, (see [18, Chap. 4]), the limit
f(β, h) := lim
N→∞
1
N
logZβ,h,ωN (1.6)
exists and is non-random. It is non-negative because of assumption (1.2) and convex in h
as a limit of convex functions. The expectation also converges to the same limit
f(β, h) = lim
N→∞
1
N
E logZβ,h,ωN . (1.7)
The function f is called the free-energy (or sometimes pressure) of the system. Its de-
rivative in h gives the asymptotic contact fraction of the renewal process, i.e. the mean
number of contact per unit length,
∂hf(β, h) = lim
N→∞
1
N
Eβ,h,ω
[
N∑
n=1
δn
]
. (1.8)
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The above convergence holds by convexity as soon as ∂hf(β, h) is defined (i.e. everywhere
except eventually at a countable number of points). If (1.2) holds, the system undergoes
a phase transition from a de-pinned state (f(β, h) ≡ 0) to a pinned one (f(β, h) > 0 and
∂hf(β, h) > 0) when h varies.
We define hc(β), the critical point at which this transition occurs
hc(β) := min {h | f(β, h) > 0} . (1.9)
As the underlying renewal process τ is recurrent, we have hc(0) = 0. From [23, Theorem
2.1], the free energy is infinitely differentiable in h on (hc(β),∞) (so that (1.8) holds
everywhere except maybe at the critical point). The phase transition for the pure system,
that is, for β = 0, is very well understood. The pure model is said to be exactly solvable
and there is a closed expression for f(0, h) in terms of the renewal function K (see [15]).
1.2. Disorder relevance and Harris criterion for power-law renewals. The disor-
dered system (β > 0) is much more complicated to analyze and has given rise to a rich
literature, most of which devoted to the case where when n→∞
K(n) = cKn
−(1+α)(1 + o(1)) (1.10)
for some α > 0. For the pure model, the free-energy vanishes like a power of h at 0+ (see
[18, Theorem 2.1]).
f(0, h) = c′Kh
max(1,α−1)(1 + o(1)), (1.11)
for α 6= 1 (a logarithmic correction is present in the case α = 1). The main question
for the study of disordered pinning model is how this property of the phase transition is
affected by the introduction of disorder. For β > 0, does there exist ν such that at the
vicinity of hc(β)+
f(β, h) ≈ (h− hc(β))ν? (1.12)
If this holds, is ν equal max(1, α−1), like for the pure system? A first partial answer to
that question was given by Giacomin and Toninelli [22] (or in [11] with more generality)
where it was shown that
f(β, h) ≤ C
(
h− hc(β)
β
)2
, (1.13)
meaning that the quenched critical exponent for the free-energy ν, if its exists, satisfies
ν ≥ 2. In particular it cannot be equal to the one of the pure system when α > 1/2.
One the other hand, for small β and α < 1/2, it was shown by Alexander [2] (see [30, 27]
for alternative proofs) that hc(β) = −λ(β) (recall (1.3)) and that when u→ 0+
f(β, u− λ(β)) = f(0, u)(1 + o(1)) (1.14)
meaning that ν exists and is equal to max(1, α−1) as for the pure model.
Another aspect of the relevance of disorder is the shift of the quenched critical point
with respect to the annealed one. The annealed critical point is the one corresponding
to the phase transition of the annealed partition function obtained by averaging over the
environment
hac (β) := inf
{
h | lim
N→∞
1
N
logE
[
Zβ,h,ωN
]
> 0
}
= −λ(β). (1.15)
It follows from Jensen’s inequality that
hc(β) ≥ hac (β). (1.16)
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The question of whether the above inequality is strict was investigated in [12, 5, 20, 21]
yielding the conclusion that hc(β) > −λ(β) for every β > 0 and α ≥ 1/2.
These results were predicted in the Physics literature [14, 16], based on an interpretation
of the Harris criterion [24]: when the specific-heat exponent of the pure system (for the
pinning model, this exponent is equal to 2−max(1, α−1)) is positive, then disorder affects
the critical properties of the system and is said to be relevant, whereas when the specific-
heat exponent is negative disorder is irrelevant for small values of β.
Relevant disorder affects both the location of the critical point which is shifted with
respect to the annealed bound (1.16) [12, 5, 20, 21], and the critical exponent of the free-
energy [22, 11]. Note that the value of ν (and even its existence) when disorder is relevant
is an open question even among physicists; let us mention the recent work [13] where
heuristics in favor ν = ∞ (infinitely derivable free-energy at the critical point) are given
for a toy-model.
In this paper, we choose to look at renewal processes whose tails are stretched expo-
nentials, i.e we assume that there exists ζ ∈ (0, 1) such that
K(n) ≈ exp(−nζ), (1.17)
in some sense. As the increments of τ have finite mean, the transition of the pure model is
of first order, meaning that f(0, h) is not derivable at hc(0) = 0 positive recurrent. More
precisely, from [18, Th. 2.1] one has
f(0, h)
hց0∼ h
E[τ0]
. (1.18)
as for the case α > 1 in (1.10). Hence a standard interpretation of the Harris criterion
would tell us that disorder should be relevant for every β. This is partially true in the
sense that this conclusion is right if one considers only the question of the critical point
shift. The method developed in [12] can be adapted almost in a straightforward manner
to show that
Proposition 1.2. When K(n) has stretched-exponential tails, then for all β > 0,
hc(β) > −λ(β). (1.19)
The more challenging question is the one about the order of the phase transition. Indeed
the smoothing inequality proved in [22] strongly relies of the fact thatK(·) has a power-law
tail.
We are in fact able to find a necessary and sufficient condition on ζ for a smoothing
inequality to hold: we prove that when ζ > 1/2, the transition remains of first order for
the disordered system, while for ζ ≤ 1/2 the transition is rounded. We also give upper
and lower bounds, which do not coincide, on the exponent ν, informally defined in (1.12),
when rounding occurs, in particular we show that for any value of ζ ∈ (0, 1), the disordered
phase transition remains of finite order.
2. Presentation of the results
2.1. Results. We assume here and in what follows that there exist a constant cK and
ζ ∈ (0, 1) which is such that
K(n) = cK(1 + o(1)) exp(−nζ). (2.1)
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The law K(n) as well as the law of ω are considered to be fixed, and constants that are
mentioned throughout the proof can depend on both. Unless it is specified, they will not
depend on β and h.
For our first result, we need to assume that the law of our product environment satisfies
a concentration inequality. We say that F : RN → R is Lipschitz if for some k > 0 if
‖F‖lip = sup
x 6=y∈RN
|F (x)− F (y)|
|x− y| <∞ (2.2)
where |x− y| =
√∑
(xi − yi)2 is the Euclidean norm.
Assumption 2.1. There exist constants C1 and C2 such that for any N and for any
Lipschitz convex function F on RN , one has
P (|F (ω1, . . . , ωN )− E [F (ω1, . . . , ωN )] | ≥ u) ≤ C1e
− u2
C2‖F‖
2
lip (2.3)
A crucial point here is that inequality does not depend of the dimension N . This is the
reason why we use concentration for the Euclidean norm rather than for the L1 norm.
Remark 2.2. The concentration assumption is not very restrictive, it holds for bounded
ω (see [29, Chapter 4]), or when ω satisfies a log-Sobolev inequality (see [29, Chapter 5] in
this case there is no convexity required). This second case includes in particular the case
of Gaussian variables and many other classic laws.
Our first result states that the transition is of first order for the system for ζ > 1/2 (no
smoothing holds). Here and in what follows x+ := max(x, 0) denotes the positive part of
x ∈ R.
Theorem 2.3. Assume that Assumption 2.1 holds.
(i) For ζ > 1/2, there exists a constant c such that for all β and h,
f(β, h) ≥ cmax(1, β−2)(h − hc(β))+. (2.4)
(ii) For ζ ≤ 1/2, there exists a constant c and u0(β) such that for all u ∈ (0, u0)
f(β, hc(β) + u) ≥ c
(
u
β2| log u|
) 1−ζ
ζ
. (2.5)
Our second result shows that smoothing holds for ζ < 1/2. For this result we need to
assume that the environment is Gaussian. The assumption could be partially relaxed but
the exposition of the Gaussian case is much easier. Let us mention that the recent work
[11] gives hopes to extend the proof to general ω.
Theorem 2.4. Let us assume that the environment is Gaussian. Then for all ζ < 1/2
there exists a constant c (which depends on K) such that in a neighborhood of hc(β)
f(β, h) ≤ c
(
h− hc(β)
β
)2(1−ζ)
+
. (2.6)
Finally with an extra assumption on K(·) we are able to state that the transition is
smooth also when ζ = 1/2. We say that K(n) is log convex if logK can be extended to a
convex function on R+; or equivalently if one has
∀n, l ∈ N, n > l > 1⇒ K(n+ 1)K(l − 1) ≥ K(n)K(l). (2.7)
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This assumption is necessary to prove positive correlation, or the FKG inequality (see
[17]) for the disordered renewal.
Theorem 2.5. Assume that logK(n) is a convex function of n. Then for ζ = 1/2 one
has
f(β, h) = o ((h− hc(β))+) . (2.8)
Remark 2.6. The log-convex assumption is not that restrictive and is rather natural as
assumption (1.2) already implies that the derivative of K tends to zero. A particular
instance of log-convex K is the case where τ is the set of return times to zero of a one
dimensional nearest-neighbor random walk on Z. This is related to log-convexity of the
sequence of Catalan numbers (see [10] for a paper on the subject).
2.2. The smoothing for polynomial tails. Let us explain briefly in this section why
the strategy from [22] fails to give any results in the case of stretched exponential renewals
(for more details the reader should refer to the original article). For simplicity we assume
here that the environment is Gaussian and that β = 1.
The main idea in [22] is the following. Let h = hc(β)+u be fixed, and N be chosen very
large. We look at a system at the critical point hc(β) (for which the free energy is zero):
in a typical segment of length N the empirical mean of ω should be of order 0 due to the
law of large number ; however, with probability of order exp(−Nu2/2) the empirical mean
is larger than u. In that case, the system does not locally look critical and the partition
function corresponding to the segment should be of order eNf(β,hc(β)+u), if N is chosen
sufficiently large to avoid finite size effects.
The distance between these segments of length N which give an unusually ”good” con-
tribution to the partition function should be typically huge, that is, of order exp(u2N/2),
and thus the cost for making a huge jump between two consecutive good segments to avoid
bad environment should be of order K(exp(u2N/2)). As the free-energy at criticality is
zero, the strategy consisting in visiting all the ”good” segments and avoiding all the bad
ones should not give an exponentially large contribution to the partition function, hence
the cost of making the large jump should completely compensate for the energy reward
one gets when visiting a good segment. For this reason one must have for sufficiently large
N
K(exp(u2N/2))eNf(β,hc(β)+u) < 1. (2.9)
In the case where K has a power-law tail, this immediately yields a quadratic bound
on the free energy. However, when K has a lighter tail, (2.9) fails to give any interesting
information, as K(exp(u2N/2)) decays super-exponentially.
Some elements of this strategy can somehow be recycled (this is what is done in Section
5) if one has some information about the behavior of finite volume systems (see Lemma
3.1) . However, as will be seen, this fails to give a quadratic bound on the free-energy.
2.3. Comparison with the case of renewals with exponential and sub-exponential
tails. An other instance of pinning model with absence of smoothing has been exhib-
ited in [3]: disordered pinning of transient renewals with exponential tails (the case
K(n) = O(exp(−nb)) for some b > 0). However, let us mention that this is case quite spe-
cial since when the tail of the renewal is exponential Remark 1.1 is not valid anymore. On
the contrary, the behavior of the system crucially depends on the contraint one imposes
at the end point:
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• The free-energy f(β, h) defined by (1.7), which corresponds to a system constrained
to be pinned, is negative for small values of h.
• The free energy of the system with no constraints is obtained by considering the
best of two strategies: either the walk will avoid the wall completely or it will try
to pin the end point. The reward for this is equal to max(0, f(β, h)), which is
easily shown to have a first order transition in h.
Here the mechanism which triggers a first order phase transition is completely different:
one has to perform an analysis of the local fluctuations of the environment to see whether
or not the benefit of a good rare region is sufficient to compensate the cost of a large jump
reaching it. An upper bound on the fluctuations is obtained via concentration. To obtain
a lower-bound, we choose to restrict to the Gaussian model for simplicity, but similar ideas
could in principle be implemented by the use of tilting (like in [11]).
3. Preliminaries
3.1. Notation. The dependence in β and h will frequently be omitted to lighten the
notation. When A is an event for τ we set
ZωN (A) := E
[
e
∑N
n=1(βωn+h)δnδN1A
]
. (3.1)
For k ∈ N, the shift operator θk acting on the sequence ω is defined by
θkωn := ωn+k. (3.2)
For any couple of integers a ≤ b we set
Zω[a,b] = e
(βωa+h)1a>0Zθ
aω
b−a. (3.3)
to be the partition function associated to the segment [a, b] (with the convention that
Zω0 = 1). Note that the environment at the starting point of the interval a is taken into
account only for a > 0 (for technical reasons).
For ε > 0 we define
Aε := {τ | #(τ ∩ (0, N ]) | ≤ εN,N ∈ τ},
Bε := {τ | #(τ ∩ (0, N ]) | > εN,N ∈ τ}, (3.4)
the set of renewals whose contact fraction is smaller, resp. larger, than ε.
3.2. Finite volume bounds for the free energy. The following result allows to esti-
mate the free-energy only knowing the value of 1NE [logZ
ω
N ], for a given N .
Lemma 3.1. There exists a constant c such that for every N , β and h,
1
N
E [logZωN ] ≤ f(β, h),
1
N
E [logZωN ] ≥ f(β, h) −
N ζ−1
1− 2ζ−1 −
2(λ(β) + h)+ + c
N
(3.5)
Proof. The first inequality is a consequence of following super-multiplicativity property
ZωN+M ≥ ZωN × Zθ
Nω
M (3.6)
(see e.g. the proof of [18, Proposition 4.2]). For the second one the proof is similar to [23,
Proposition 2.7], one has
Zω2N = E
[
e
∑N
n=1(βωn+h)δnδNδ2N
]
+E
[
e
∑N
n=1(βωn+h)δn(1− δN )δ2N
]
. (3.7)
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The first term is equal to ZωNZ
θNω
N . For the second term, by comparing the weight of each
τ to the one of τ ∪ {N} one obtains
E
[
e
∑N
n=1(βωn+h)δn(1− δN )δ2N
]
≤ ZωNZθ
Nω
N e
−βωN−h max
0≤a<N<b≤2N
K(b− a)
K(N − a)K(b−N)
≤ Ce−βωN−hZωNZθ
Nω
N exp(N
ζ), (3.8)
for some constant C > 1. The last line of (3.8) is obtained by observing that for any
choice of 0 ≤ a < N < b ≤ 2N
(N − a)ζ + (b−N)ζ − (b− a)ζ ≤ N ζ .
Hence taking the log and expectation in (3.7) one has
1
2N
E [logZω2N ] ≤
1
N
E [logZωN ] +
1
N
E
[
log
(
1 + Ce−βωN−h exp(N ζ)
)]
≤ 1
N
E [logZωN ] +
1
N
log
(
1 + eλ(−β)−hC exp(N ζ)
)
≤ 1
N
E [logZωN ] +N
ζ−1 +
1
N
log
(
1 + Ceλ(−β)−h
)
,
≤ 1
N
E [logZωN ] +N
ζ−1 +
1
N
[log(2C) + (λ(−β)− h)+] ,
(3.9)
where the first inequality is simply Jensen’s inequality. Then we iterate the inequality and
obtain
f(β, h) ≤ 1
N
E [logZωN ] +
N ζ−1
1− 2ζ−1 +
2
N
[log(2C) + (λ(−β)− h)+] . (3.10)

3.3. The FKG inequality for log-convex renewals. For the proof of Theorem 2.5
(and only then), we need to use the fact that the presence of renewal point are positively
correlated. This is where we need the assumption on the log convexity of the function K.
In this subsection τ denotes a subset of {1, . . . , N} which contains N , and with some
abuse of notation Pβ,h,ωN is considered to be a law on P({1, . . . , N}) (the set of subsets of
{1, . . . , N}).
Now let us introduce some definitions. A function f : P({1, . . . , N})→ R is said to be
increasing if
∀τ, τ ′ ∈ P({1, . . . , N}) τ ⊂ τ ′ ⇒ f(τ) ≤ f(τ ′). (3.11)
Note that the following result was proved in [9] for renewal processes in continuous time.
Our proof is essentially similar and is based on the use of the celebrated FKG criterion
from [17] but we choose to include it for the sake of completeness.
Proposition 3.2. Assume that the function K is log-convex. Then for all β, ω, h and N ,
the Pβ,h,ωN satisfies the FKG inequality. Namely, for all increasing functions f and g
E
β,h,ω
N [f(τ)g(τ)] ≥ Eβ,h,ωN [f(τ)]Eβ,h,ωN [g(τ)]. (3.12)
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Proof. From [17, Proposition 1], it is sufficient to check that for any τ and τ ′ one has
P
β,h,ω
N (τ ∪ τ ′)Pβ,h,ωN (τ ∩ τ ′) ≥ Pβ,h,ωN (τ)Pβ,h,ωN (τ ′). (3.13)
For σ ⊂ {0, . . . , N} whose elements are σ0 = 0 < σ1 < · · · < σm = N , we set
K(σ) =
m∏
i=1
K(σi − σi−1).
The reader can check that after simplification (3.13) is equivalent to
K(τ ∪ τ ′)K(τ ∩ τ ′) ≥ K(τ)K(τ ′). (3.14)
This inequality is obviously true when τ ′ ⊂ τ . Then we proceed by induction and it is
sufficient to check that if a /∈ τ ∪ τ ′ and (3.14) holds for τ and τ ′, then it holds for τ and
τ ′ ∪ {a}. To this purpose we only need to check that for any τ , τ ′ and a /∈ τ ∪ τ ′ we have
K(τ ∪ τ ′ ∪ {a})
K(τ ∪ τ ′) ≥
K(τ ′ ∪ {a})
K(τ ′)
. (3.15)
Let us set
α1 := inf{x < a | x ∈ τ ∪ τ ′}, β1 := inf{x > a | x ∈ τ ∪ τ ′},
α2 := inf{x < a | x ∈ τ ′}, β2 := inf{x > a | x ∈ τ ′}.
(3.16)
We remark that
α2 ≤ α1 < a < β1 ≤ β2.
The inequality (3.15) is equivalent to
K(β1 − a)K(a− α1)
K(β1 − α1) ≥
K(β2 − a)K(a− α2)
K(β2 − α2) . (3.17)
By convexity of logK the function
(α, β) 7→ K(β − a)K(a− α)
K(β − α) (3.18)
is non-increasing in β and non-decreasing in α on the set {(α, β) | α < a < β} . Thus
(3.17) holds. 
4. Proof of Theorem 2.3
4.1. Decomposition of the proof. The key point consists in proving the following upper
bound on ZωN (Aε) (recall (3.4) and (1.5)).
Proposition 4.1. There exist positive constants ε0 and C such that for all ε ≤ ε0 we
have for all h ≤ 1 and β > 0, , almost surely for all N sufficiently large,
1
N
logZωN (Aε) ≤
1
2
f(h, β) + max
l≥ε−1
(
Cβ
√
ε log l
l
− 1
4
lζ−1
)
. (4.1)
The restriction h ≤ 1 is chosen for convenience but does not convey any particular
significance (h < c for some c > 0 would be just as good). The proof of this statement is
postponed to Section 4.2.
Now, we observe that if ε is chosen to be larger than the asymptotic contact fraction
∂hf(β, h), the l.h.s. of (4.1) converges to the the free-energy.
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Lemma 4.2. For every h > hc(β) when ε > ∂hf(β, h) one has.
lim inf
N→∞
P
β,h,ω
N [Aε] > 0. (4.2)
As a consequence
lim sup
N→∞
1
N
logZωN (Aε) = f(β, h). (4.3)
Remark 4.3. Without much more efforts, one can even prove in fact that the limit in
(4.2) is equal to one, but this is not necessary for our purpose.
The idea to prove Theorem 2.3 is to use (4.1) where ε is replaced by 2∂hf(β, h) and
1
N logZ
ω
N (Aε) is replaced by its limit: f(β, h). This gives a differential inequality in h
which once integrated gives the claimed bounds on the free energy. Details follow at the
end of the Section.
Proof of Lemma 4.2. For simplicity (and with no loss in generality) assume that ε =
(1 + δ)∂hf(β, h) for some δ < 1. By (1.8), for N sufficiently large
1
N
E
β,h,ω
N
[
N∑
n=1
δn
]
≤ (1 + δ)(1 − δ/2)∂hf(β, h) = (1− δ/2)ε. (4.4)
As
1
N
E
β,h,ω
N
[
N∑
n=1
δn
]
≥ εPβ,h,ωN [Bε] , (4.5)
this implies
P
β,h,ω
N [Bε] ≤ 1− δ/2. (4.6)

Proof of Theorem 2.3. Let ε0 be such that Proposition 4.1 holds (in the case ζ > 1/2, we
will also require ε0 to satisfy another condition). If h ≤ 1 is such that
εh := 2∂hf(β, h) ≤ ε0, (4.7)
we have
f(β, h) ≤ max
l≥ε−1h
(
2Cβ
√
εh log l
l
− 1
2
lζ−1
)
. (4.8)
Let us start with the case ζ > 1/2. By contradiction, let us assume that,
lim
h→hc(β)+
∂hf(β, h) <
1
2
ε0min(1, β
−2). (4.9)
From a standard convexity argument (see [18, Proposition 5.1]) one has hc(β) ≤ 0. Thus
we can find h ∈ (hc(β), 1] such that
εh ≤ ε0min(1, β−2).
Then for this value of h the right-hand side of (4.8) is smaller than
sup
l≥ε−10
(
2C
√
ε0 log l
l
− 1
2
lζ−1
)
which is equal to zero if ε0 has been chosen sufficiently small. Hence we obtain a contra-
diction as f(β, h) > 0.
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Let us move to the case ζ ≤ 1/2. We can assume that
lim
h→hc(β)+
∂hf(β, h) = 0 (4.10)
as if not, there is nothing to prove.
For h sufficiently close to the critical point we hence have εh ≤ ε0 (and h ≤ 1) and
hence Equation (4.8) holds.
Computing the maximum in the r.h.s. of (4.8) we obtain
f(β, h) ≤
{
C
(
β2εh| log εh|
) 1−ζ
1−2ζ for ζ < 1/2
exp(−c(β2εh)−1) for ζ = 1/2.
(4.11)
When ζ < 1/2, we note that the inverse of the function
f : x→ C (β2x| log x|) 1−ζ1−2ζ
(which is increasing near zero) satisfies
f−1(y) y→0∼ C ′β−2y 1−2ζ1−ζ | log y|−1. (4.12)
Hence composing the inequality (4.11) with f−1 and replacing εh by its value (4.7), we
obtain that in the vicinity of hc(β)+ we have
∂hf ≥ cβ−2f
1−2ζ
1−ζ | log f|−1, (4.13)
and hence
f
2ζ−1
1−ζ | log f|∂hf ≥ cβ−2. (4.14)
It is easy to check that this inequality is valid also in the case ζ = 1/2. Now at the cost
of modifying the constant c (and the neighborhood of hc(β) if necessary) the inequality
implies
∂h
[
f
ζ
1−ζ | log f|
]
≥ cβ−2, (4.15)
which once integrated implies
f(β, hc(β) + u)
ζ
1−ζ | log f(β, hc(β + u)| ≥ cβ−2u. (4.16)
Composing the inequality with the inverse of the function x 7→ x ζ1−ζ | log x| near zero
gives the desired result.
Integrating the above inequality between hc(β) and h yields the result.

4.2. Proof of Proposition 4.1. A key tool in the proof is the following concentration
inequality.
Lemma 4.4. When Assumption 2.1 holds then for any event A ⊂ Aε
P [logZωN (A)− E[logZωN (A)] ≥ t] ≤ C1 exp
(
− t
2
C2β2Nε
)
. (4.17)
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Proof. For any pair of environment ω and ω′ one has
∣∣∣∣log ZωN (A)Zω′N (A)
∣∣∣∣ ≤ β max{
τ⊂[0,N ] | |τ∩[0,N ]|≤εN
}∑
x∈τ
|ωx − ω′x| ≤ β
√
εN
√√√√ N∑
x=1
ω2x. (4.18)
Hence the Lipshitz norm of
ω 7→ logZωN (A)
is smaller than β
√
εN . It is also a convex function, thus the results follows from Assump-
tion 2.1. 
Given τ ∈ Aε, we define L(τ) the set of indices corresponding to the renewal jumps of
length larger than (2ε)−1, and we denote by L(τ) the cardinal of L(τ).
L(τ) := {n | τn ≤ N, (τn − τn−1) ≥ (2ε)−1},
L(τ) := #L(τ). (4.19)
We also set l(τ) = N/L(τ). Due to the definition of Aε one has
∀τ ∈ Aε,
∑
n∈L(τ)
(τn − τn−1) ≥ N
2
. (4.20)
This means in particular than l is roughly the mean length of (τn − τn−1)n∈L(τ) (up to a
factor 2). For a fixed L ∈ N, L ≤ εN , we set
T (L) := {(t′, t) ∈ ([0, N ] ∩ Z)2L ∣∣ ∀i ∈ [1, L], t′i ≥ ti−1, ti ≥ t′i + (2ε)−1}
∩
{
L∑
i=1
(ti − t′i) ≥ N/2
}
, (4.21)
which is the set of possible locations for (τn−1, τn)n∈L(τ). For (t′, t) ∈ T (L) we set
A(t′,t) :=
{
τ
∣∣ {(τn−1, τn)}n∈L(τ) = {(t′i, ti)}Li=1 } ∩ Aε. (4.22)
It is the subset of Aε for which the jumps of τ which are longer than (2ε)−1 exactly span
the segments (t′i, ti)
L
i=1 (see also Figure 1).
PSfrag replacements
0 Nt′1 t
′
2t1 t3t2 = t
′
3
Figure 1. A schematic representation of a set (t′, t) ∈ T (3), and a renewal in τ ∈ A(t′,t)
(in green). The total number of jumps must be smaller than εN and in yellow regions,
the jumps of τ must be shorter than (2ε)−1. As a consequence of these two conditions
the total length of the yellow regions is smaller than N/2.
We have
ZωN (Aε) =
εN∑
L=1
∑
(t′,t)∈T (L)
ZωN (A(t′,t)). (4.23)
In particular
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logZωN (Aε) ≤ logN + max
L∈{1,...,εN}
[
log(#T (L)) + max
(t′,t)∈T (L)
logZωN (A(t′,t))
]
. (4.24)
The idea is then to use Lemma 4.4 to find a good bound on the l.h.s. A first easy step is
to get an estimate on the cardinal of T (L). Recall that here and in what follows l := N/L.
Lemma 4.5. There exists a C such that for all ε ≤ 1/4 for all N sufficiently large
#T (L) ≤ C exp(2L log l). (4.25)
Proof. The set {ti}Li=1 ∪ {t′i + 1}Li=1 is a subset of {1, . . . , N} with 2L elements. Hence
#T (L) ≤
(
N
2L
)
≤ C exp(2L log l), (4.26)
where the last inequality just comes from Stirling formula. 
To use Lemma 4.4 efficiently, we must also know about the expected value of logZωN (A(t′,t))
Lemma 4.6. For any (t′, t) ∈ T (L), one has, for ε sufficiently small (depending only on
K)
1
N
E[logZωN (A(t′,t))] ≤
1
2
(
f(β, h) + l−1 − lζ−1
)
. (4.27)
Proof. One has (recall (3.3))
ZωN (A(t′,t)) ≤
[
L∏
i=1
Z[ti−1,t′i]K(ti − t
′
i)
]
Z[tL,N ], (4.28)
where we take the convention t0 = 0.
Hence
E
[
logZωN (A(t′,t)
] ≤ L∑
i=1
E
[
logZ[ti−1,t′i]
]
+ E
[
logZ[tL,N ]
]
+
L∑
i=1
logK(ti − t′i). (4.29)
One has from Lemma 3.1 for all i > 1
EZ[ti−1,t′i] ≤ (t
′
i − ti−1)f(β, h) + h,
the extra h term is there because the definition of Z[a, b] (??) takes into-account the
environment at the starting point (
and the fact that h ≤ 1, it follows that
L∑
i=1
E
[
logZ[ti−1,t′i]
]
+ E
[
logZ[tL,N ]
]
≤
(
L∑
i=1
(t′i − ti−1) + (N − tL)
)
f+ Lh ≤ Nf/2 + L. (4.30)
is not exactly the partition function (
Regarding the last term in (4.29), using Jensen’s inequality for the function x 7→ xζ , we
have, choosing δ > 0 sufficiently small, for ε sufficiently small
−
L∑
i=1
logK(ti − t′i) ≥ (1− δ)
L∑
i=1
(ti − t′i)ζ ≥ (1− δ)2−ζLlζ ≥
1
2
Llζ , (4.31)
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which ends the proof. 
Lemma 4.7. There exists a constant C such that for N sufficiently large, for all L ∈
{1, . . . , εN},
P
(
max
(t′,t)∈T (L)
(
logZωN (A(t′,t))− E[logZωN (A(t′,t))]
)
≥ CβN
√
ε log l
l
)
≤ 1
N3
. (4.32)
Proof. From Lemma 4.4 and a standard union bounds one has for any u
P
(
max
(t′,t)∈T (L)
(
logZωN (A(t′,t))− E[logZωN (A(t′,t))]
) ≥ u) ≤ (#T )C1 exp
(
− u
2
C2β2Nε
)
(4.33)
Using Lemma 4.5 for the value of u := CβN
√
ε log l
l one can conclude provided that C is
chosen sufficiently large. 
Proof of Proposition 4.1. Using Lemma 4.7 and Lemma 4.6, one has almost surely for all
large N , for all L ≤ εN
1
N
max
(t′,t)∈T (L)
logZωN (A(t′,t)) ≤
1
2
f(β, h) + l−1 + Cβ
√
ε log l
l
− 1
2
lζ−1. (4.34)
Combining this with (4.24) we obtain
1
N
logZωN (Aε) ≤
logN
N
+ max
l≥ε−1
(
log#T (L)
N
+
1
2
f(β, h) + l−1 + Cβ
√
ε log l
l
− 1
2
lζ−1
)
.
(4.35)
The terms logNN and
log#T (L)
N can be neglected if l is sufficiently large (i.e. ε is sufficiently
small) and lζ−1/2 is replaced by lζ−1/4. 
5. Proof of Theorem 2.4: rounding for ζ < 1/2
The idea to find an upper bound on the free-energy is close to the one in [22]. The main
difference is that here, we must combine the argument with the finite volume criterion
given by Lemma 3.1 to get a result. We use the fact that ω is Gaussian in the following
way:
Lemma 5.1. For any N if ω are IID Gaussian variables then the sequence(
ωx − 1
N
N∑
n=1
ωn
)N
x=1
is independent of
∑N
n=1 ωn.
With this observation, we see that changing the value of h by an amount δ is in fact
equivalent to changing the empirical mean of the ω by an amount δβ−1.
In a first step we try to control the expectation of the free-energy for a typical value of∑N
n=1 ωn.
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Proposition 5.2. There exists a constant C such that for all N sufficiently large and all
u,
E
[
logZ
β,hc(β),ω
N
∣∣ N∑
n=1
ωn ≥ u
√
N
]
≤ CN ζ(1 + |u|ζ)eζu2/2 + β2. (5.1)
This will be done using the finite volume criterion of Lemma 3.1: if (5.1) does not hold,
one can find a strategy which gives a positive free-energy for h = hc(β) and hence yields
a contradiction. Then the idea is to integrate this bound over all values of u to obtain
a bound for E
[
logZβ,h,ωN
]
. Of course the bound will be a good one only if N is wisely
chosen. We can finally conclude using the finite volume criterion Lemma 3.1.
Proof of Theorem 2.4. Now for h = hc(β) + v one sets N := β
2v−2 (assuming that we
have chosen v such that N is an integer). One has
E
[
logZβ,h,ωN
]
=
∫
1√
2pi
exp
(−u2/2)E
[
logZβ,h,ωN |
N∑
n=1
ωn = u
√
N
]
du
=
∫
1√
2pi
exp
(
−(u− β
−1v
√
N)2
2
)
E
[
logZ
β,hc(β),ω
N |
N∑
n=1
ωn = u
√
N
]
du.
(5.2)
Using Proposition 5.2 we have the following inequality provided that v is sufficiently
small (in which case the β2 can be neglected)
E
[
logZβ,h,ωN
]
≤ CN ζ
∫
1√
2pi
(1 + |u|ζ) exp
(
ζu2 − (u− 1)2
2
)
du ≤ C ′N ζ . (5.3)
Hence, using Lemma 3.1, we obtain
f(β, h) ≤ C ′′N ζ−1 = C ′′(vβ−1)2(1−ζ). (5.4)

Proof of Proposition 5.2. One can assume u ≥ 1 without loss of generality. Set
M := u exp
(
u2/2
)
.
Let X0 be the smallest integer such that
(X0+1)N∑
n=X0N+1
ωx ≥ u
√
N. (5.5)
Then we obtain a lower bound on ZNM by deciding to visit the stretch [X0N, (X0 +1)N ]
if X0 ≤M − 2 and to do only a long excursion in the other case (recall (3.3)) (see Figure
2):
ZωMN ≥
{
K(X0N)Z
ω
[X0N,(X0+1)N ]
K((M −X0 + 1)N)eβωNM+hc(β), if X0 ≤ (M − 2),
K(MN)eβωNM+hc(β) if X0 ≥M − 2.
(5.6)
Taking the expectation one obtains, by translation invariance
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PSfrag replacements
0
0
NM
NMX0N
X0N
(X0 + 1)N
Figure 2. Here we present our strategy to obtain a lower bound on the partition
function ZNM . The yellow segments are those which are such that the empirical mean of
ω is larger than uN−1/2. By definition [X0N, (X0 + 1)N ] is the first of these segments.
We allow pinning only on the segment [X0N, (X0 + 1)N ] and only if X0 ≤M − 2.
E
[
log
(
K(X0N) logZ
ω
[X0N,(X0+1)N ]
K((M −X0 + 1)N)
)
| X0 ≤ (M − 2)
]
≥ −2(MN)ζ + hc(β) + E
[
logZ
β,hc(β),ω
N |
N∑
n=1
ωx ≥ u
√
N
]
. (5.7)
We also have (as ωMN is independent of the event {X0 ≤M − 2} its conditional mean is
zero)
E
[
log
[
K(MN)eβωNM+hc(β)
]
| X0 ≥M − 2
]
= logK(MN) + hc(β). (5.8)
And hence (recall that hc(β) ≥ −β2/2 for Gaussian environments),
E[logZωMN ] ≥ E
[
logZ
β,hc(β),ω
N |
N∑
n=1
ωx ≥ u
√
N
]
P [X0 ≤M − 2]− 2(MN)ζ − β2. (5.9)
By standard estimates on Gaussian tails, there exists a constant c > 0 such that
∀u > 1, P
[
N∑
n=1
ωx ≥ u
√
N
]
≥ c
u
e−u
2/2,
and hence, using the definition of M we have
P [X0 ≤M − 2] > c′,
for some positive constant c′. This implies (recall Lemma 3.1 and that f(β, hc(β)) = 0)
that there exists c′′ > 0 such that
0 ≥ E[logZωMN ] ≥ c′
(
E
[
logZ
β,hc(β),ω
N |
N∑
n=1
ωx ≥ u
√
N
])
− c′′uζeζu2/2N ζ − β2. (5.10)
The above inequality is in fact only valid if one assumes that
E
[
logZ
β,hc(β),ω
N |
N∑
n=1
ωx ≥ u
√
N
]
≥ 0,
but if this is not the case there is nothing to prove. 
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6. Proof of Theorem 2.5: rounding for ζ = 1/2
The case for ζ = 1/2 is a bit more complicated. Assume that
lim
h→hc(β)+
∂hf(β, h) = c0 > 0, (6.1)
and let us derive a contradiction. Fist, we prove that the contact fraction at the critical
point, if well defined, cannot be equal to c0 as there is always a positive probability for
the polymer to have a very small contact fraction.
Lemma 6.1. The following three statements hold
(i) For all ε > 0, one has
lim sup
N→∞
E
[
P
β,hc(β),ω
N (Bε)
]
< 1. (6.2)
(ii) For any u > c0 one has
lim
N→∞
E
[
P
β,hc(β),ω
N (Bu)
]
= 0. (6.3)
(iii) One has
lim sup
N→∞
1
N
E
[
E
β,hc(β),ω
N
(
N∑
n=1
δN
)]
< c0. (6.4)
Proof. Point (iii) is a simple consequence of the two first point as
1
N
E
[
E
β,hc(β),ω
N
(
N∑
n=1
δN
)]
=
1
N
∫ 1
0
E
[
P
β,hc(β),ω
N (Bu)
]
du. (6.5)
Point (ii) is rather easy to prove: Assume that for u > c0 and for some δ > 0 one has
P
[
P
β,hc(β),ω
N (Bu) > δ
]
> δ, (6.6)
for infinitely many N .
We note that if
P
β,hc(β),ω
N (Bu) > δ,
then
Z
β,hc(β),ω
N (Bu) ≥ δZβ,hc(β),ωN ≥ δK(N)eβωN+hc(β), (6.7)
where the last inequality is just obtained by considering renewal trajectories with only one
contact. Hence, for every h > hc(β) we have
Zβ,h,ωN ≥ Zβ,h,ωN (Bu) ≥ δeNu(h−hc)K(N)eβωN+hc(β). (6.8)
This implies (as we know that the limit exists and is non-random) that for every h > hc(β)
lim
N→∞
1
N
logZβ,h,ωN ≥ u(h− hc(β)) (6.9)
which contradicts assumption (6.1) for small h.
To prove (i) let us assume that
lim
N→∞
E
[
P
β,hc(β),ω
N (Bε)
]
= 1, (6.10)
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(or that it occurs along a subsequence) and derive a contradiction from it. Set
fN(u) := E
[
P
β,hc(β),ω
N (Bε) |
N−1∑
x=1
ωx = u
√
N − 1
]
. (6.11)
We have
E
[
P
β,hc(β),ω
N (Bε)
]
=
∫
1√
2pi
exp
(−u2/2) fN (u) du. (6.12)
As fN (u) is an increasing function of u this implies that for all u ∈ R
lim
N→∞
fN (u) = 1. (6.13)
Fix u = −10ε−1 and let N be sufficiently large so that fN (u) ≥ 3/4. Then necessarily
P
(
P
β,hc(β),ω
N (Bε) ≥ 1/2 |
N−1∑
x=1
ωx = u
√
N − 1
)
≥ 1/2. (6.14)
Note that P
β,hc(β),ω
N (Bε) ≥ 1/2 implies in particular that
Z
β,hc(β),ω
N (Bε) ≥ Zβ,hc(β),ωN ((Bε)c) ≥ K(N)eβωN+hc(β).
And hence (6.14)
P
(
Z
β,hc(β),ω
N (Bε) ≥ K(N)eβωN+hc(β) |
N−1∑
x=1
ωx = u
√
N − 1
)
≥ 1/2. (6.15)
From Lemma 5.1, replacing u by v in the conditioning is equivalent to replacing ωn by
ωn + (v − u)(N − 1)−1/2 for n ∈ {1, . . . , N − 1}. Hence for v ≥ u we have
P
(
Z
β,hc(β),ω
N (Bε) ≥ K(N)eε(v−u)
√
N−1+βωN+hc(β) |
N−1∑
x=1
ωx = v
√
N − 1
)
≥ 1/2. (6.16)
This implies that for any v (this is obvious for v ≤ u)
P
(
Z
β,hc(β),ω
N ≥ K(N)eε(v−u)
√
N−1+βωN+hc(β) |
N−1∑
x=1
ωx = v
√
N − 1
)
≥ 1/2. (6.17)
Hence, using the obvious bound Z
β,hc(β),ω
N ≥ K(N)eβωN+hc(β), one obtains
E
[
logZ
β,hc(β),ω
N |
N−1∑
x=1
ωx = v
√
N − 1
]
≥ logK(N) + hc(β) + 1
2
ε(v − u)
√
N − 1. (6.18)
Hence integrating over v one obtains (recall the value we have chosen for u)
E
[
logZ
β,hc(β),ω
N
]
≥ logK(N) + hc(β) + 1
2
1√
2pi
∫
ε(v − u)√N − 1e− v
2
2 dv
= logK(N) + hc(β)− εu
2
√
N − 1 = logK(N) + hc(β) + 5
√
N − 1 > 0. (6.19)
This contradicts the fact that the free-energy is zero. 
Then we can conclude by exhibiting a finite volume bound similar to those of Lemma
3.1 for the free energy derivative.
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Lemma 6.2. For K log-convex, for any N and h
1
N
E
[
E
β,h,ω
N
(
N∑
n=1
δN
)]
≥ ∂hf(β, h). (6.20)
Proof. This is a simple consequence of the FKG inequality, as the number of contacts is
an increasing function. For M ≥ 1 on has
E
β,h,ω
MN
[
NM∑
n=1
δn
]
≥ Eβ,h,ωMN
[
NM∑
n=1
δn | δiN = 1, ∀i ∈ {1, . . . ,M − 1}
]
=
M−1∑
i=0
E
β,h,θiNω
N
[
N∑
n=1
δn
]
, (6.21)
and hence taking the average
1
NM
E
[
E
β,h,ω
MN
[
NM∑
n=1
δn
]]
≤ 1
N
E
[
E
β,h,ω
N
[
N∑
n=1
δn
]]
. (6.22)
The result follows by taking M to infinity. 
Proof of Theorem 2.5. For a fixed N ,
h 7→ 1
N
E
[
E
β,h,ω
N
[
N∑
n=1
δn
]]
.
is a continuous function. Hence from (6.1) one can find N sufficiently large and h > hc
such that
1
N
E
[
E
β,h,ω
N
[
N∑
n=1
δn
]]
< c0. (6.23)
By Lemma 6.2, this implies that ∂hf(β, h) < c0 which yields a contradiction. Hence one
must have a smooth transition.

Remark 6.3. In fact the proof in this section yields a non trivial result for ζ < 1/2: when
K is log-convex one has
lim
N→∞
1
N
E
[
E
β,hc(β),ω
N
[
N∑
n=1
δn
]]
= lim
h→hc(β)+
∂hf(β, h). (6.24)
In other words the contact fraction at the critical point is equal to the right-derivative of
the free-energy.
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