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Abstract
The aim of this thesis is to study how social robots should interact
with people when these people are teaching them new concepts.
This objective is motivated by the need of having robots operating
in real, unstructured environments where they have to cooperate
or to socialize with humans. From a robot’s point of view, people
have the –almost obsessive– tendency to be unpredictable. This
unpredictability makes the job of programming the robot’s social
behaviours a daunting task, especially if the robot’s programmer
has to take into account all the possible situations that the robot
may encounter during its life cycle. A common solution to this
problem is to let the robot to learn continuously from its environ-
ment and from the people it interacts with. Our inspiration comes
from the way children learn from their teachers, parents, or from
other people. Generally, they ask for the concepts they do not
understand (e.g. unknown objects, places, etc.) to adults. Our ap-
proach is to mix techniques from Supervised Machine Learning and
Human Robot Interaction to enable a natural, interactive learning
where the robot plays the role of a child asking to a human teacher.
To achieve this, we study and apply techniques from Active Learn-
ing literature to enable the robot to decide which questions are
more appropriate to ask and when its better to ask them. We ap-
ply these techniques in two different areas, human pose detection
and object recognition, to enable the robot to detect the situations
in which it needs to expand its knowledge so it can ask for it to its
human partner.

Resumen
El objetivo de esta tesis es estudiar como los robots sociales deben
interaccionar con personas que les están enseñando nuevos concep-
tos. Este objetivo viene motivado por la necesidad de disponer
de robots capaces de operar en entornos reales y desestructurados
en los cuales tienen que cooperar o convivir con humanos. Desde
el punto de vista de un robot, los seres humanos tenemos la ten-
dencia, casi obsesiva, de ser impredecibles. Esto supone una seria
dificultad para los ingenieros encargados de desarrollar sus com-
portamientos sociales, ya que es muy costoso tener en cuenta todas
las posibles situaciones en las que el robot se puede encontrar du-
rante su ciclo de vida. Una solución a este problema es permitir
que el robot aprenda por sí mismo tanto de su entorno como de las
personas con las que interacciona. Esta idea se inspira en cómo los
niños aprenden de sus profesores, padres o de otras personas. Gen-
eralmente, ellos preguntan a los adultos por aquellas cosas que no
entienden o no conocen: objetos desconocidos, lugares, personas,
etc. Nuestra aproximación es mezclar técnicas de los campos de
Aprendizaje Automático Supervisado y de Interacción Humano-
Robot para establecer interacciones naturales e interactivas donde
el robot aprende adoptando el rol de un niño que pregunta a un
adulto. Para ello aplicamos técnicas presentes en la literatura de
Aprendizaje Activo que permitirán al robot decidir qué preguntas
son más apropiadas en cada momento. En esta tesis aplicamos
dichas técnicas en dos distintas áreas, detección de las poses adop-
tadas por una persona y reconocimiento de objetos, para permitir
que el robot detecte las situaciones en las que éste necesita aumen-
tar su conocimiento y así poder preguntar a su compañero humano.
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Chapter 1
Introduction
This chapter introduces this thesis, its motivation, its challenges and objec-
tives, and describes the organization of the manuscript. The aim of this thesis
is to contribute to the field of interactive and natural robot learning by com-
bining techniques from the fields of Machine Learning, Active Learning, Nat-
ural Language Processing, and Human Robot Interaction, among other fields.
These techniques will be applied in two different learning problems: first to
detect human poses and, second, to detect different objects. The focus of the
thesis is on the interaction aspects by describing the different systems and
techniques that enable a robot to learn from a human in a natural way.
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1.1 Motivation
The scenario envisioned by this thesis is the following. Imagine a person that, while
interacting with a robot, ends up in a situation in which the robot does not understand
some indications given by this user since the robot’s programmer did not foresee such
situation. The concept or the indications that led the robot to a misunderstanding might
have been an unknown gesture made by the user, some object that he/she was holding, etc.
In a situation like this, the user has two possibilities. The first one is to ask the robot’s
programmer or maintainer to enhance the robot capabilities so it can to understand
him/her. The second one is to teach directly the robot the concept that it did not
understood. In terms of effort and time, the first solution is the least desirable because
the user has to, first, explain what was the problem to the robot’s maintainer, and second,
wait until this new feature is delivered (if it is at all). Therefore, the second approach,
teaching the robot in real time, enables the robot to adapt to new situations faster and
potentially better in terms of user requirements. That is, the robot would learn exactly
what the user needs the robot to learn.
But, how should a person teach a robot? This topic has already been extensively
covered in the literature [Argall et al., 2009]. However, in our research group we believe
that a robot should exploit extensively its interaction capabilities while learning. Hence,
in a social robot, like our robot Maggie [Salichs et al., 2006], the learning interface should
be as natural as possible. Our definition of natural interaction for learning is inspired in
how children learn when interacting with their parents or teachers. For instance, when a
child sees for the first time an unknown object, he/she asks questions like “What is this? ”.
Normally, the child’s parent or teacher, would respond something similar to “This is a
ball ”, “A car ”, etc.
As we can see, the child “observes” an example of an unknown concept and gets
the label naming this concept. This type of learning resembles to the branch of Machine
Learning called Supervised Learning. In such field, a learning algorithm is fed with training
data that consists of the data itself (e.g the pixels corresponding to the picture of a ball)
and a label indicating the name of the data being observed.
The main objective of this thesis is to apply supervised learning techniques to endow a
social robot with the capability to learn from people in a way that is similar to the previous
example. In such learning system, the robot has to interact with the user in the most
natural way as possible. I.e. we aim for a natural conversation in which the robot learns
asking questions to the user, and where the user can reply to these questions verbally,
allowing him/her to express the same answer in many different ways. Moreover, we want
the robot to ask the most meaningful questions—that is, the ones with the highest impact
in the robot’s learning. For that purpose we will use Active Learning, which has been
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widely adopted in the machine learning literature and has recently attracted the attention
of the robotics community.
Therefore, to achieve a natural interaction during learning, we will need to combine
both the interaction capabilities of the robot with the Active Learning strategies that will
enable it ask questions when needed. However, as the next section describes, there are
many unsolved challenges related to these two objectives that hinder the capabilities of
robots to learn interactively.
1.2 Open Challenges
There are many challenges in the field of robot interactive learning. Some of the most
important are addressed in this thesis:
• The interaction during learning, and in Human-Robot Interaction (HRI) in general,
is an unsolved problem. Currently, the Human-Robot Interaction is usually not
rich and is mostly pre-scripted. E.g. in many scenarios, the robot has pre-written
answers to user commands. The problem here lies in the unpredictable nature of
humans, which might lead to unexpected situations that the interaction designer
may have not foreseen.
• It is costly, in terms of time and human effort, to acquire a label for training, and
this cost can be higher if the human has to provide the training labels interactively
to a robot. In machine learning problems, it is common to have a human oracle
to manually tag a dataset. For instance, in a text classification task the human
oracle might provide tags in a point-and-click interface. However, a Human-Robot
verbal interface might have a lower throughput than a typical point-and-click task.
Even more, an error in the detection of the human speech might imply a higher
notification and recovery cost. For instance, if the robot does not understand what
the human says, it has to tell him/her, usually by voice, which might be a longer
process that simply notifying an error in a screen.
• In traditional supervised learning is the human trainer, not the robot, who decides
when the learning session ends, that is, the human decides whether the robot has
enough data or not. We will refer to this kind learning as passive learning to
differentiate it from active learning. The main problem of passive learning is
that the human can only know indirectly and qualitatively how well the robot has
learnt. Even more, the human has not any means to know how well the robot would
perform until he/she ends the training session and tests it. Hence, it can be much
more adequate to let the robot to decide whether it needs more training data or not
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since it is the only one who can directly estimate, quantitatively, how well it will
perform with its current data. Besides, this performance estimation can be done in
real time during the training session.
• In many active learning cases, the robot does not have the opportunity to keep
learning after the learning session has finished. However, in reality, there are many
different unexpected situations that might occur during the robot’s normal operation
and that might require adding more data to the robot’s learning algorithms. In this
case, the usual set up, is to let the human supervisor to decide whether the robot
needs more examples or not. This presents the problem that the human only can
infer the robot’s need for more training data from the robot’s performance in a task.
That is, the human only would know that the robot needs more training examples
if the robot is not performing its task well (e.g. failing to detect an object, etc.).
Unfortunately, there might be many reasons for a robot to fail in a task and the
human might misinterpret those reasons, especially if he or she is not an expert. A
way to mitigate this problem is to let the robot to decide whether it needs more
data or not and ask the human for them when this situation occurs.
1.3 Objectives of this Thesis
This thesis aims to solve or to mitigate the challenges stated in the previous section.
The focus of this thesis is on the interaction aspects of learning and on the use of active
learning to improve robot learning. It is out of the scope of the thesis to research in
new active learning algorithms nor to develop new computer vision algorithms. As it will
be shown in the different chapters of this dissertation, the focus of this research is on
integrating pre-existing components, algorithms, and systems; and on applying them in
an innovative form to the field of robot learning.
From the challenges presented in the previous section, we can define the main objective
of this thesis:
To develop a system that enables a social robot to learn interactively in a
natural way. That is, similarly to how a person would learn from another person.
To achieve this objective, some research aspects need to be addressed:
1. To develop the active learning mechanisms that enable this interactive learning
system to learn faster and better by deciding to ask the most significant questions
to the user.
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2. To study how active learning can be applied for feature selection in the context
of interactive learning and to analyse how introducing domain knowledge
from the trainer in such active learning system might impact the learning
performance.
3. To demonstrate that these learning capabilities can be applied in other do-
mains such as object recognition.
4. To demonstrate that our active learning approach can also improve the learn-
ing performance in such other domains.
5. To develop a multimodal interaction system tailored to enable robots to
learn interactively from people.
6. To demonstrate that a robot can be intrinsically motivated to learn actively
even beyond the training session has finished.
All these objectives, combined, aim to introduce novel aspects in the way active learn-
ing is used for interactive, natural robot learning. Therefore, the novelty of this thesis is
to study how active learning can be incorporated into a social robot so it can learn using
natural interaction and lead its own training.
1.4 Organization of the Document
This thesis is divided in four parts, each one trying to address a different set of objectives
or aspects of the manuscript. Part I introduces the thesis and gives an overview of Active
Learning. Part II deals with the interaction aspects of robot learning and with supervised
robot learning by itself. Part III extends these approaches to robot learning and introduces
the active learning. Finally, Part IV, concludes and closes the document.
The chapters of Parts II and III, which are the core of the document, have been
organized as self-contained papers. Some of them have been already published, while the
rest have been already submitted or are in preparation. Chapter by chapter, the contents
of this thesis are organized as follows:
Part I:
Chapter 2 gives an overview of the literature of Active Learning, the common learn-
ing framework followed in this thesis. Its main contribution is to summarize the
contents of [Settles, 2012]—currently the most relevant, extensive and recent litera-
ture reviews of the field—, giving emphasis to the aspects that are relevant for the
work presented in this document. The topics covered in the chapter will lay the
foundation for the ideas that will be later presented in chapters 5, 6, and 7.
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Part II:
Chapter 3 presents the first approach to interactive learning of this thesis. The chapter
describes the system that has been developed to enable a social robot to learn poses
interactively by fusing information captured by a depth camera. The presented
system takes advantage of the robot’s interaction capabilities (mainly speech recog-
nition and synthesis) to enable the human teacher to lead the training session in a
natural way, similar to what it would be if he/she would be training another person
instead of a robot.
Chapter 4 presents another example of interactive, real-time learning. This time, the
learning is in the domain of in-hand object detection and tracking. The chapter
introduces a system that has been developed to teach the robot a different number
of objects just by simply holding them in the user’s hand. The system is based,
again, in the Kinect, depth sensor but this time it uses both RGB (Red, Green,
Blue) images together with the depth information that the sensor provides. The
chapter’s main contributions are describing the system and evaluating its learning
performance and it serves as an entry point for chapter 6, which extends the system
by adding active-learning and better interaction capabilities.
Part III:
Chapter 5 introduces the first approach of the thesis to Active Learning by extending
the work presented in Chapter 3. The chapter analyses the impact of using active
learning for feature selection in the domain of pose learning. The major contribution
of the chapter are two. First it demonstrates that the user can introduce domain
knowledge to the system but that this domain knowledge can be biased or incomplete
potentially worsening the performance of the active learner. The second contribution
consists of some initial ideas of how this issue can be mitigated by reducing the
confidence in the user’s answers.
Chapter 6 extends the work and the ideas of Chapter 4 by adding to the system active
learning and a much more richer interaction to the learning process. The chapter
main contribution are twofold. First, it describes the interaction capabilities of the
system, which rely on a Dialogue Manager System that is complemented with sev-
eral Natural Language Processing (NLP) modules. Together, these modules enable
the system to, first establish a natural interaction with the user and, second, to
virtually support an unconstrained number of different training labels. The second
contribution of the chapter is the description and evaluation of the active learn-
ing subsystem that enables the robot to take the learning initiative after the first
training session ends.
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Chapter 7 introduces a different view to the active learning approach. The chapter de-
scribes a system that enables a robot to be intrinsically motivated to continuously
learn from people. This system extends the active learning capabilities of the robot
beyond the learning phase allowing it to actively seek for new, unknown, and inter-
esting training instances. The approach is based on novelty detection techniques,
but adapted to robotics and the domain of pose learning. The main contribution of
this chapter is the use of novelty detection for interactive learning in robotics.
Part IV:
Chapter 8 concludes the document by summarizing the key contributions of this thesis
and by offering a glimpse of the research lines that remain and that have been
opened thanks to the findings and contributions this project.
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Chapter 2
Active Learning
Active Learning is a branch of machine mearning that has recently attracted
the attention of the robotics community. The purpose of Active Learning is
to improve the robot’s learning performance—both in terms of accuracy and
training speed—by enabling the robot to decide which training examples are
the most useful for its own training. In our approach, as we will see in later
chapters, we use these techniques to improve the robot’s learning speed and
performance by letting it to decide which questions it should ask and when it
should ask them. This is specially relevant since, given our approach in which
our robot learns by asking questions to the user, we want to avoid overwhelm-
ing the user with too many queries, so we want to make the robot’s queries as
most effective as possible. This chapter gives an overview of the Active Learn-
ing techniques that are used in traditional machine learning by introducing
the concepts and the heuristics that have been more widely adopted by the
machine learning community. A big part of the chapter consists in a summary
of [Settles, 2012], which is currently one of the most relevant introductory texts
and literature reviews in the field of Active Learning. We opted for using his
work, instead of creating a new literature review, because the book is recent,
relevant, and exhaustive. Therefore, our approach in this chapter is to present
a summary of the parts of the book which we consider more relevant for the
work in this thesis.
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2.1 Introduction
Active Learning is a branch of machine learning whose aim is to use an oracle—usually a
human—, to provide some sort of knowledge to the learning algorithm, generally, in form
of labels for unlabelled instances1. Active Learning can potentially reduce the system’s
learning time and increase its learning accuracy. The oracle provides this knowledge by
labelling an instance whose label was unknown by the classifier. The key idea is that, to
maximize learning performance, the classifier should ask for the most uncertain instances.
That is, the instances are the ones that can potentially have the highest impact in the
learning process.
AL is especially useful when unlabelled data is abundant and getting labels for such
data is expensive, two conditions that are common in many robot learning scenarios. This
fact has attracted the robotics community to the field and some techniques of AL have
been incorporated in many robot learning workflows.
Due the nature of this thesis, whose core chapters take the form of self-contained
papers, we considered that it was necessary to add a chapter introducing the basic concepts
of Active Learning—specially their Machine Learning aspects—, so the reader can get a
broader view of the field. For that reason, this chapter introduces the main approaches
to the AL and describes the most adopted heuristics to decide which queries should be
asked. The approach that we have followed in this chapter is to summarize and adapt
the work of Settles [Settles, 2012] to the contents of this thesis instead of creating a new
introductory text to the topic. Settle’s book is one of the most relevant literature surveys
and introductory texts to the field while, at the same time, is recent enough to discourage
us of creating a new competing work to the topic.
2.1.1 Active Learning Scenarios
We can consider two main different scenarios where Active Learning can be applied. These
scenarios depend on how the learning dataset is acquired.
Stream-Based Selective Sampling We choose an unlabelled sample from a data stream
and we decide whether to ask the oracle or not.
Pool-Based Sampling We choose a sample from a data pool and ask for that sample to
the oracle. The same label is associated to similar data points in the learning space.
In short, we could say that Stream-Based Selective Sample consists in deciding whether
or not ask for each received instance in the data stream while Pool-Based Sampling con-
sists in choosing the instances that might be most useful for learning among a pool of
1 Although it it can also consist in other forms of knowledge such as new training examples, as
information regarding features, etc.
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data. Choosing between one or another method depends on how the learning problem is
approached and how the data is acquired. For instance, as we will see in later chapters,
the usual approach in this thesis will be Stream-Based Sampling. However, regardless the
scenario, the heuristics to decide whether to ask the oracle are similar. In this chapter
we describe three common approaches of querying heuristics:
1. Uncertainty sampling, described in section 2.2. This is one of the most popular
techniques due its simplicity, good results, and because it is used, often, as a basis
for more complex heuristics. It consists in asking the oracle for the most uncertain
instances.
2. Using multiple hypotheses, described in section 2.3. Similar to uncertainty
sampling, it consists in a committee (a set of hypotheses), in which each member
contributes to the decision of querying for an instance.
3. Exploiting the structure in data, described in section 2.4. In this case, the
heuristic consists in complementing one of the previous heuristics with information
related to the structure of the dataset (clusters, outliers, etc.).
Although some of the techniques presented in this chapter may not be directly used
in this thesis, the methods used in later chapters, share some similarities or belong to the
same categories of the methods that are presented in this chapter. For more detail on
this, section 2.5 presents a mapping between the concepts presented here and the rest of
this thesis.
2.2 Uncertainty Sampling
The key idea of Uncertainty Sampling is that, if you learn from data using a decision
boundary and a Max-margin approach1, the instances that are situated closer to the
decision boundary are more informative than the other ones. For instance, imagine a
dataset containing some labelled data with two different classes and some unlabelled
instances. With the labelled data, the learning algorithm can produce a decision function
that defines a boundary separating the two classes. Now, if we want to improve this
decision boundary, the algorithm has to ask the oracle for the label of one instance. But
which label has to choose? It is logical to think that the instances that lie far from the
decision boundary are more certain to belong to a specific class. Conversely, the instances
located near the decision boundary are more uncertain about their possible class, and they
are, therefore, more informative and useful for the learning algorithm. Figure 2.1 gives
1 Max-margin classifiers are the ones that establish their decision boundary in the region of the
learning space that maximizes the separation between classes.
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x⇤LC = argmin
x
P✓(yˆ|x) (2.1)
= argmax
x
1  P✓(yˆ|x)
where yˆ = argminx P✓(yˆ|x) is the prediction with highest posterior probability under
model ✓. Therefore, the strategy chooses the instance whose labelling is the most uncertain
amongst all the unlabelled instances. One way to understand this strategy is that it asks
for the instances that the model thinks that it has mislabelled the instance. The main
drawback of this strategy is that, since it is considering only the least likely label, it is
also discarding the rest of the posterior distribution.
Margin. Another strategy is to consider the margin of two predictions.
x⇤M = argmin
x
[P✓(yˆ1|x)  P✓(yˆ2|x)] (2.2)
= argmax
x
[P✓(yˆ2|x)  P✓(yˆ1|x)]
where yˆ1 and yˆ2 are the first and the second most likely predictions under the model
✓. This strategy partially addresses the shortcoming of the Least Confident approach by
incorporating the second most likely label. The intuition of this strategy is that if the
margin is high, then the labelling is certain. On the contrary, if the margin is small, then
there is more much more ambiguity of which should be the correct labelling for instance
x and, therefore, the instance is a potential query. However, the margin strategy still
ignores an important part of the posterior distribution that might be necessary in case
the number of alternative labels is high.
Entropy. Finally, the most common strategy is to use the Shannon’s Entropy [Shannon,
1948], denoted as H, as a utility measure:
x⇤H = argmax
x
H✓(Y |x) (2.3)
= argmax
x
 
X
y
P✓(y|x) logP✓(y|x)
where y ranges over all possible labellings for x. Shannon’s Entropy measures the average
information content of a variable and it is also considered as a uncertainty measure by
the machine learning community.
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Figure 2.2: Comparison of three uncertainty measures for binary classification tasks (a-c)
and ternary classification tasks (three labels) (d-f). Each plot shows the utility score as a
function of P✓( |x), which is the posterior probability of the positive class. In the heat map
corresponding to plots (d-f), the corners represent very likely labels, their opposite edges represent
the probability range over the other two labels, and the centre corresponds to the uniform
distribution.Uncertainty sampling with a toy data set. (a) 400 instances, evenly sampled from
two class Gaussians. Instances are represented as points in a 2D input space. (b) A logistic
regression model trained with 30 labelled instances randomly drawn from the problem domain.
The line represents the decision boundary of the classifier. (c) A logistic regression model trained
with 30 actively queried instances using uncertainty sampling. Image retrieved from [Settles,
2012] with permission from the author. ©Burr Settles.
Figure 2.2 shows the relationship between the three measures. In binary classification
tasks, (a-c) row, the three strategies are monotonic functions of one another. They are
symmetric with respect to a peak at P✓( |x) = 0.5, and they query the instances that
lie closest to the decision boundary. In the case of ternary classification tasks1, (d-f)
row, the strategies begin to differ. For the three of them, the most informative instances
lie in the centre of the triangles. At this point, the posterior label distribution is most
uniform and, therefore, the model is most uncertain about the label. On the contrary, the
least informative instances lie at the three vertices, where one single class has the most
high probability and, therefore, least uncertainty. Is in the rest of the probability space
where the strategies differ. For instance, the Entropy measure does not favour instances
for which only one of the labels is highly unlikely (i.e, along the edges of the triangle)
because the model is fairly certain that this is not the true label. On the contrary, the
1 3-label classification tasks
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Least Confident and Margin approaches consider useful to query those instances if the
model is not certain distinguishing the other two classes (at the midpoint of the triangle
edges). These differences occur because Entropy tries to minimize the log-loss, while the
other two measures, especially Margin, aim to reduce the classification error. I.e. Least
Confident and Margin, prefer to query instances that help the model to discriminate
better among specific classes.
The discussion so far on Uncertainty Sampling has focused on pool-based scenarios
where the strategy is choose the “best” query from the unlabelled dataset U. However, the
three measures discussed above are also applicable to stream-based scenarios. In stream-
based scenarios, where unlabelled instances come from an input distribution x ⇠ D one
at a time, the strategy is to selectively sample them by deciding which incoming instances
need to be queried. In such settings, the easiest strategy is to establish a threshold that
defines a region of uncertainty. Unlabelled instances that fall instance falls inside that
region are queried, and discarded otherwise. In this approach, each queried instance is
added to the labelled dataset L and the learner can be trained after a new instance or a
batch of instances are added to L.
2.2.2 Common Problems of Uncertainty Sampling
Uncertainty sampling is one of the most popular Active Learning techniques. This ap-
proach to Active Learning has gained lots of traction in the community because is intuitive
and relatively easy to implement. The measures described in section 2.2.1 require very
little engineering overhead, specially if the learner provides an estimation of the confidence
of its predictions along with the predictions themselves.
However, uncertainty sampling is not without problems. Settles [Settles, 2012] lists
three issues that are common to uncertainty sampling and to, in some degree, other active
learning strategies. First of all, uncertainty sampling uses only one hypothesis for the
utility score. Also, since the nature of AL is to explore datasets with little or no available
data, the hypothesis is trained with very little data. Finally, and due the sampling
strategy, this data is biased. Therefore, in some situations active learners might omit
important areas of the learning space, which might lead to a potential over-generalization.
For instance, in Figure 2.3, Settles illustrates a rather extreme but feasible case of
overly-confident generalization from an active learner. The figure shows two black trian-
gles that represent the objective function to be learnt. If an active learner starts asking
queries from instances inside and outside the triangles but not from the small region be-
tween them, it might end up believing that the target function is similar to the one in
Figure 2.3(c).
There are several techniques that tackle these problems, but all of them come at a
cost of needing an extra engineering overhead compared to uncertainty sampling. For
17
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(a) Target Function (b) Initial Sampling (c) Uncertainty Sampling
Figure 2.3: Example of an active learner overgeneralizing. (a) Positive instances are located
inside the black triangles. (b) If the initial random samples fails to draw training instances
from the white space between triangles, the uncertainty sampling stragegies might become very
confident, mistakenly, that the region between triangles falls inside the positive class. This
situation might lead to avoid querying instances of this area and ending up with a learned space
like in (c). Image retrieved from [Settles, 2012] with permission from the author. ©Burr Settles.
that reason, the AL practitioner should hold some domain knowledge that would allow
him/her to decide when to use one or another of these alternatives.
2.3 Sampling in the Hypothesis Space
This section takes another approach to uncertainty sampling while addresses some of its
problems. The approaches shown here, will use different hypotheses to decide whether to
query for an instance or not.
2.3.1 Hypothesis Space and Version Space
In machine learning an hypothesis is a model that attempts to explain some training data
and make predictions on new data instances. Following Settles naming convention, we
denote H as the hypothesis space, which is the set of all hypothesis under consideration.
Examples of H are a given neural network structure, or all possible trees that a decision
tree can build for that dataset. Therefore a single hypothesis inH would be a single neural
network configuration (from this structure) or a particular decision tree that attempts to
predict accurately new data.
From H, it is possible to define the version space V ✓ H, introduced by [Mitchell,
1982], as the subset of hypotheses which are consistent with the training data. V contains
the hypotheses that make correct predictions for the labelled training instances in L. Up
to a certain point, the version space can be considered as the space that represents the
candidate hypotheses equally well. The learning algorithm task during the training phase
is to chose one of these hypotheses so it can make future predictions in the exploitation
phase. Assuming that the target function is “separable”1, then obtaining more labelled
1 In machine learning, a function is separable if it can be expressed by one of the hypotheses in the
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data reduces the area of version space |V|. This occurs because, as we obtain more and
more data, the hypotheses that remain in V approximate the target function more and
more accurately. Therefore, the objective of a active learning algorithm is to obtain new
training instances that minimize |V| as fast as possible.
2.3.2 Query by Disagreement
Query by Disagreement (QBD) [Cohn et al., 1994] is one of the first active learning
algorithms that aimed to reduce the version space. QBD consists in a stream-based
scenario in which the learner decides whether to query or discard every incoming instance.
To do so, the algorithm evaluates the data instance x against all hypotheses in V. If all
hypotheses agree on the predicted label, then the label of x can be confidently inferred
and thus x can be safely ignored. On the contrary, if any pair of hypotheses (h1, h2) 2 V
disagree predicting the label yˆ for the data instance x, then the algorithm queries the
oracle for the true label of y and incorporates the pair (x, y) to L. An intuition of QBD
is that the algorithm tries to reduce the version space by only querying for the instances
that fall in a region of disagreement DIS(V).
However, keeping track of all h 2 V can be infeasible in practice since the version space
may be infinite or too big to fit in memory. Also, comparing every pair of hypotheses in
V may suppose a high computational cost. A way to overcome these shortcomings is to
use two hypotheses hS, hG ✓ V, where hS is approximately the most “specific hypothesis”
V and hG is roughly the most “general hypothesis” of the version space. In short, hS and
hG are conservative and liberal hypotheses, respectively, that aim to be consistent with
the data in L. hS and hG present a region of disagreement DIS(V) ⇡ {x 2 DX : hS(x) 6=
hG(x)} that can be used to decide when to query incoming instances. When the learner
receives an instance x from the input distribution DX , the instance is queried if it falls in
the region of disagreement DIS(V), and otherwise is discarded. A method to encourage
the specific and general behaviour of hS and hG is to feed both models with artificial
“background” data points B ⇠ DX and add them to L with artificial labels. To the
specific model hS these labels are set to the  negative label, making it more conservative
in its predictions. On the other hand, the general model is trained with   labels, which
would make it more likely to label the unknown regions as positive. This alternative form
of querying is called SG-QBD and it can perform better than Uncertainty Sampling in
tasks such as the one shown in Figure 2.3 (see [Settles, 2012]).
version space V.
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2.3.3 Query by Committee
Despite QBD is a more advanced strategy than Uncertainty Sampling, it poses two as-
sumptions that are too strict:
• The disagreement is measured among all hypotheses h 2 V, or between two approx-
imate extremes hS and hG.
• It is a binary measure. That is, every controversial instance has the same impor-
tance.
The first problem with these assumptions is that QBD requires to measure the dis-
agreement among every hypothesis in V, which can be intractable or between to imperfect
approximate extremes. This can be problematic if the data is noisy because then, V might
not be separable. Second, QBD works only in stream-based scenarios (see section 2.1.1).
Therefore, it is not possible to use disagreement-based heuristics in pool-based scenarios
to query the most informative instance x 2 U.
The Query By Committee (QBC) algorithm [Seung et al., 1992] addresses these short-
comings and makes disagreement-based heuristics more broadly applicable. In the original
formulation Seung samples 2 random hypotheses and uses the notion of binary disagree-
ment to decide whether to query or not. Since then, QBC has evolved to be considered
to any disagreement-based approach that uses a “committee” or ensemble of hypotheses
denoted as C. Therefore, in practice QBC is any method to obtain hypotheses from a
committee and a heuristic for measure the disagreement amongst them.
Given this definition of QBC, it is natural to think of generic ensemble learning algo-
rithms such as boosting [Freund and Schapire, 1997] or bagging [Breiman, 1996] to form
the committee. The application of the former to active learning is called query by boosting
and uses a boosting algorithm to iteratively form a set of hypotheses that become more
and more specialized in each iteration by increasingly focusing them on the erroneous in-
stances in L. The latter uses a bagging algorithm which aims to smooth out high-variance
predictions by training a committee of ensembles based on resamples of L with replace-
ment Both methods were first proposed by [Abe and Mamitsuka, 1998] and have been
extensively used since then. From all the literature using these methods Settles high-
lights two works. First, [Melville and Mooney, 2004], which proposes an ensemble-based
method that explicitly encourages for diversity in the committee. Second, [Muslea et al.,
2000], which proposes a method to construct a committee of hypotheses by partitioning
the feature space into conditionally independent committee-specific subsets, that are used
in conjunction with semi-supervised learning (see section 2.4.2).
Settles did not found in the literature a general rule to decide which is the optimal
number of members for a committee. As it seems, it is common to have committees of five
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to fifteen members (hypotheses), but also smaller committee sizes have proven to work
well in certain cases.
A key aspect of QBC is to decide how to measure the disagreement between commit-
tee members. Settles points out that the literature is quite diverse on heuristics for that
matter, but points out two dominant trends, an entropy-based disagreement heuristic and
a Kullback-Leibler divergence-based. The first is essentially a committee-based general-
ization of the uncertainty measures presented in section 2.2.1. This approach is called
vote entropy and it is defined as follows:
x⇤V E = argmax
x
 
X
y
voteC(y, x)
|C| log
voteC(y, x)
|C| (2.4)
where y ranges over all possible labellings of x, voteC(y, x) =
P
✓2C 1{h✓(x)=y} is the number
of votes for y given the instance x among all the hypotheses h✓ 2 C, and |C| is the
committee size. This heuristic is considered to be a “hard” vote entropy measure and it is
complementary to a “soft” vote entropy that includes the committee member’s confidence
in their predictions:
x⇤SV E = argmax
x
 
X
y
PC(y|x) logPC(y|x) (2.5)
where PC(y|x) = 1|C|
P
✓2C P✓(y|x) is the average –also called “consensus”– probability that
y is the correct label according to the committee. In essence these measures are Bayesian
versions of the entropy-based uncertainty sampling from Equation 2.3, but instead of
using a point estimate –that is, a single hypothesis–, using vote(y, x)/|C| or PC(y|x) as
the ensemble’s posterior label estimate. Intuitively, the ensemble approach can smooth
out any hard over-generalizations made by a single hypothesis. It is possible to build
analogous ensemble-based generalizations for the least-confident and margin heuristics
from Equations 2.1 and 2.2 respectively.
The second QBC disagreement measure is based on the Kullback-Leibler (KL) diver-
gence [Kullback and Leibler, 1951], which is an information-theoretic metric that measures
the difference between two probability distributions. Here, the KL divergence quantifies
the disagreement as the average divergence of the prediction ✓ of each committee member
from that of the consensus C:
x⇤KL = argmax
x
1
|C|
X
✓2C
KL
 
P✓(Y |x) k PC(Y |x)
 
(2.6)
where KL divergence is defined as:
KL
 
P✓(Y |x) k PC(Y |x)
 
=
X
y
P✓(y|x) log P✓(y|x)
PC(y|x) (2.7)
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The main difference between the vote entropy and the KL divergence lays on how
they quantify the disagreement. This difference can be exemplified in Figure 2.4. In
2.4(a), the predictions of the committee members are distributed uniformly, while in
Figure 2.4(b) the individual hypothesis distributions are non-uniform and each member
prefers a different label. However, in both cases, the consensus ends up with a similar
distribution. Vote entropy (Eq. 2.5) only considers the consensus PC, and since in both
subfigures the consensus ends up with high entropy, the vote entropy is incapable of
distinguishing between both cases. In a way vote entropy can be considered as a Bayesian
generalization to multiple hypotheses of the entropy-based uncertainty sampling. Settles
points out that querying instances with predictions like in Figure 2.4(a) does not comply
with the disagreement-based spirit of QBC. Although the consensus label is uncertain,
the committee members agree that it is uncertain. The KL divergence (Eq. 2.6), on the
contrary, favours instances with the distribution of predictions such as in Figure 2.4(b).
Here, the consensus is uncertain, but only because the committee members differ in their
predictions, which represents more accurately the original notion of disagreement.
Despite that Settles only describes these two metrics, he points to a couple of other
common disagreement measures for QBC in the literature for classification tasks. The
first one is the Jensen-Shannon divergence [Melville et al., 2005], which is a smoothed,
symmetric version of the KL divergence. The second one is a measure called F -compliment
[Ngai and Yarowsky, 2000], which uses the F1 measure [Manning and Schütze, 1999] to
quantify the disagreement among the committee members.
2.4 Exploiting Structure in Data
Both uncertainty sampling and Query By Committee (QBC) tend to sample the most
informative instances in a data pool, These are, usually, the ones closer to the decision
boundary but, in some situations, those instances might be outliers in the input distribu-
tion. Consider, for instance, the example shown in Figure 2.5. Here, a binary classifier
using uncertainty sampling would likely to query the data instance A. However, A is
(a) Uncertain but in agreement (b) Uncertain and in Disagreement
Figure 2.4: Examples of consensus of the committee members. P✓(i) is the output distribution
of the ith member’s hypothesis, while PC refers to the consensus across all the members of the
committee. Image retrieved from [Settles, 2012] with permission from the author. ©Burr Settles.
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Figure 2.6: An example of cluster-based active learning. This input distribution seems to
indicate that only four labels are needed. Image retrieved from [Settles, 2012] with permission
from the author. ©Burr Settles.
Craven, 2008; Xu et al., 2007]. A major drawback of the density-weighted approaches
might come from the time required to compute the similarity between instances. However,
as Settles points out, this problem can be mitigated by pre-computing and caching the
similarity for efficient lookup. This can reduce the computing time of density-weighted
approaches to almost the same requirements as the based informativeness measure, e.g.
uncertainty sampling [Settles and Craven, 2008]. This enables to use these methods in
real-time scenarios with interactive oracles.
2.4.1 Cluster-Based Approaches to Active Learning
The density-weighting approach presented is a simple method to exploit the structure of
the input distribution. An interesting alternative to exploit this structure is to apply other
unsupervised learning techniques like clustering (see Figure 2.6). For instance, variants
of density-weighting might consist in clustering the pool U and then compute the average
similarities of each instance x to the other instances of its cluster. This approach has a
complexity of O(N2) or faster for lager data sets, depending on the data and the used
clustering algorithm. Another approach is to use clustering to “warm-start” L by pre-
clustering the data and query the cluster centroids instead of a random sample [Kang
et al., 2004]. Also, it is possible to cluster the most informative instances every iteration
and then query the instances that are more representative of these clusters [Nguyen and
Smeulders, 2004].
However, these approaches are not free of problems. First, it might not exist a clear
clustering for U or neither a good similarity metric for separating the data into clusters.
In addition, choosing the right number of clusterings is not an obvious task, specially
if the data can be clustered at different levels of granularity. Finally, the clusters in U
may not correspond to the given labels. To solve these problems [Dasgupta and Hsu,
2008] proposes the hierarchical sampling method. As Settles points out, their approach is
interesting because “it takes the best of both worlds”: it does not make hard assumptions
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between the input and label distributions, while is able to take advantage of the data
structure when they are informative. The algorithm is shown in Figure 2.7. In short, it
first takes the data (Figure 2.7(a)) and finds an initial coarse clustering (Figure 2.7(b)).
Then it queries instances from these clusters (Figure 2.7(c)) and iteratively refines the
clustering making them more pure by focusing its queries on the most impure clusters
(Figure 2.7(d)).
Note that the algorithm queries clusters to obtain labels for instances that are ran-
domly drawn from these clusters. Settles stresses that this is a key difference between
hierarchical sampling and other active learning algorithms presented so far because, this
enables the algorithm to keep valid estimates for the error induced by the current pruning
regardless of how the clusters are formed.
An interesting feature of the algorithm is that, if the clusters are highly impure—that
is, there is a low correlation between the cluster and the label structure—the algorithm
gracefully degrades to random sampling. However, if the cluster structure and the hidden
label distribution are related, it takes advantage of this relation to sample more often
from the impure clusters. In this case, if the clustering contains that are ✏-pure, sampling
algorithm presents a complexity of O(|P|d(P)✏), where d(P) is the maximum depth of the
pruning P. More details of the algorithm can be found in [Settles, 2012] and in [Dasgupta
and Hsu, 2008].
2.4.2 Relation of Active Learning and Semi-Supervised Learning
Semi-supervised learning [Zhu and Goldberg, 2009] and active learning share the same
objective of improving supervised learning in contexts where labelled data is scarce or
difficult to obtain. However, they approach the problem from different but complemen-
tary perspectives. In one hand, active learning, focus on minimizing the training effort
by querying the most informative instances. On the other hand, semi-supervised learning
objective is to improve the quality of the already learned model by exploiting the latent
structure of data. In short, semi-supervised learning models try to “teach” themselves by
(a) Data (b) Clustering
!!
!
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(c) Queries
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!
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!
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!
" "
(d) Refinement
Figure 2.7: The basic stages of active learning by hierarchical sampling. Image retrieved from
[Settles, 2012] with permission from the author. ©Burr Settles.
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extrapolating what they think they have learned onto unlabelled instances. As [Settles,
2012] points out, semi-supervised techniques have usually some complementary counter-
part active learning method. Following, we present two semi-supervised learning methods
with complementary active learning methods that have been presented previously: un-
certainty sampling and QBC.
The first technique is self-traning [Yarowsky, 1995], which consists in the learner be-
ing trained with a small amount of labelled data, and then letting the learned model to
classify the unlabelled data to re-train itself. This is typically an iterative process where,
in each iteration, the model adds the pairs hx, y0i with the most confident predictions y0 to
the training set L. However, note that this process assumes that the learner can trust its
most confident predictions. The active learning complementary technique to self-training
is uncertainty sampling. Whereas self-training uses the most confident predictions, un-
certainty sampling queries the instances in which the model is least confident assuming
that the learner requires most guidance from the oracle on these instances.
The second technique is co-training [Blum and Mitchell, 1998], which uses ensembles
for semi-supervised-learning. It consists in training separate models with the labelled
data (typically using separate, conditionally independent feature sets) and letting these
models to classify the unlabelled data. Then, each model’s most confident predictions are
used as training data of the other model. Co-training forces the different views of the
data to agree not only on L but on U as well, which leads to a reduction of the version
space. Query by committee is complementary to co-training, as it uses its committee to
approximate different parts of the version space, and to query the the unlabelled instances
where the competing hypotheses do not agree.
There is a third semi-supervised technique mentioned by Settles, entropy regularization
[Grandvalet and Bengio, 2005], which is based on the intuition that the best models make
the most confident predictions on the unlabelled data. In short, this method consists
in adding a second regularization term to the model that penalizes parameter settings
with the highest risk of making mistakes on the unlabelled data. The active learning
complementary method to entropy regularization is the log-loss expected error reduction
[Roy and McCallum, 2001], which we omitted in this thesis since it is not relevant to
our work.
These semi-supervised methods are examples of how many active and semi-supervised
learning algorithms address the same problem—taking as much profit as possible of the
unlabelled data—but from opposite perspectives. On one hand, semi-supervised learning
techniques exploit what the model thinks about the unlabelled data, while, on the other
hand, active learning techniques explore the unknown aspects of these data. The comple-
mentary nature of both approaches make them easy to combine them to address different
problems [McCallum and Nigam, 1998; Muslea et al., 2002; Tomanek and Hahn, 2009;
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Tur et al., 2005; Yu et al., 2006; Zhou et al., 2004; Zhu et al., 2003].
2.5 Conclusions
This chapter has presented an introductory overview to Active Learning. The aim of
the chapter has been to establish a common ground for the chapters in Part III, and to
enable the reader who is not familiar with the field a minimum understanding of its core
concepts.
Most of the topics covered in this chapter will be addressed, either directly or indirectly,
in Part III of this thesis. In Chapter 5 Active Learning is used in a robot that learn to
recognise human poses. Here the oracle answers a series of questions whose responses are
used as feature filters for learning. The ideas presented in this chapter, will be related
on taking profit of the structure of the data to reduce possible inaccuracies of the user
response to the robot’s queries. In Chapter 6 AL is used in an object recognition scenario.
The robot asks queries when new unlabelled instances are uncertain and receives its
responses in form labels. Here, a small committee decides whether to ask a query to the
user. Finally, Chapter 7 uses techniques related to Active Learning to understand if the
pose of a human is unknown to the system and if it would be useful for the system to learn
it. The ideas presented in this chapter propose the use of novelty detection algorithms to
analyse the structure in the data to decide whether the robot should ask for the label of
a new instance or not.
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Part II
Interactive Learning for Social Robots
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Chapter 3
Learning Poses Interactively
This chapter begins a series of chapters that correspond with papers that either
are already published in Journals or that are in the process of being published.
Concretely, this chapter corresponds to [Gonzalez-Pacheco et al., 2013], which
is our first approach to a social robot with interactive and natural learning.
The main activity of social robots is to interact with people. In order
to do that, the robot must be able to understand what the user is saying
or doing. Typically, this capability consists of pre-programmed behaviors or
is acquired through controlled learning processes, which are executed before
the social interaction begins. This paper presents a software architecture that
enables a robot to learn poses in a similar way as people do. That is, by
hearing its teacher’s explanations and acquiring new knowledge in real time.
The architecture leans on two main components: an RGB-D (Red, Green,
Blue, Depth) based visual system, which gathers the user examples, and an
Automatic Speech Recognition (ASR) system, which processes the speech de-
scribing those examples. The robot is able to learn the poses the teacher
is showing to it by maintaining a natural interaction with the teacher. We
evaluate our system with 24 users who teach the robot a predetermined set
of poses. The experimental results show that, with a few training examples,
the system reaches high accuracy and robustness. This method shows how to
combine data from the visual and auditory systems for the acquisition of new
knowledge in a natural manner. Such a natural way of training enables robots
to learn from users, even if they are not experts in robotics.
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3.1 Introduction
Human Robot Interaction (HRI) is the field of research that studies how humans and
robots should interact and collaborate. Humans expect robots to understand them as
other people do. In this aspect, a robot must understand natural language and should be
capable of establishing complex dialogues with its human partners.
However, dialogue is not only a matter of words. Most of the information exchanged
in a conversation comes from non-verbal cues like poses and arms or face gestures.
Gesture and pose recognition systems have been an active research field in recent years
[Mitra and Acharya, 2007]. However, traditional image capture systems require the use
of complex statistical models to recognize the body, making them difficult to be used in
practical applications [Jaume-i Capó and Varona, 2009].
Recent technological developments are making new types of vision sensors more suit-
able for interactive scenarios [Foix et al., 2011]. These devices are depth cameras [Foix
et al., 2011; Freedman et al., 2008; Scharstein and Szeliski, 2003], which make the extrac-
tion of the human body easier than with traditional cameras. Therefore, since extracting
the body is much less CPU-consuming now, it is possible to execute in real time algorithms
that actually process the user’s gestures or poses.
Specially relevant is the case of the Microsoft Kinect sensor1. The kinect is a low-cost
depth camera whose precision and performance is similar to high-end depth cameras, but
at a cost several times lower. Together with the Kinect, several drivers and frameworks to
control it have appeared. These drivers and frameworks provide direct access to a model
of the user’s skeleton. This model is precise enough to track the pose of the user and to
recognize his/her gestures in real time.
Using these new vision sensors with Automatic Speech Recognition (ASR) systems
enables robots to learn interactively from human examples. In this chapter, we present
a software architecture that enables the social robot, Maggie [Salichs et al., 2006], to
learn human poses using depth information coming from a Kinect camera and to process
the user’s voice explanations in real time. We take advantage of our robot’s interaction
capabilities to let it learn poses by interacting with its human teacher. In short, the user
acts as a teacher, telling it in which pose she is standing. The robot is able to understand
what the user is saying and fuses that information with the depth data to learn the current
user pose. In such an interactive way, the robot is able to learn new knowledge through
interaction with the users, and new context knowledge can be acquired incrementally in
the long-term.
This document is organized as follows. Section 3.2 presents an overview of the related
work in pose and gesture classification with depth cameras. Section 3.3 introduces an
1https://en.wikipedia.org/wiki/Kinect
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overview of the hardware and software systems that act as the building blocks of the
developed architecture. This section describes hardware components, such as the robot,
Maggie, and the Kinect camera, as well as the software modules that act as the scaffold
of the project. Section 3.4 describes the developed software architecture and is followed
by the description of the experimental validation we have carried out to validate our
architecture in Section 3.5. Finally, Section 3.6 closes the chapter, presenting the main
contributions, broader issues and future remarks that are still open with our approach.
3.2 Related Work
3.2.1 Pose Recognition Using Depth Cameras
Depth cameras are systems that can build a 3D depth map of a scene by projecting light to
that scene. The principle is similar to that of LIDAR (Laser Interferometry Detection and
Ranging) scanners, with the difference being that the latter are only capable of performing
a 2D scan of the scene, while depth cameras scan the whole scene at once.
Depth cameras are an attractive tool in several fields that require intense analysis
of the 3D environment. Two surveys thoroughly describe the field. The first one [Kolb
et al., 2009] dates from 2009 and surveys the technologies and applications prior to the
release of the Kinect Sensor. This sensor revolutionized the field by making available a
high-resolution and high-precision technology at consumer prices. A more recent survey
(2013), but more focused on algorithms for body-motion analysis, is presented in [Chen
et al., 2013].
However, the idea of using depth cameras for body analysis is not recent. For example,
in references [Fujimura, 2004; Gokturk and Tomasi, 2004] their use to locate body parts is
proposed. Since then, many other works have researched gesture recognition with depth
cameras [Breuer et al., 2007; Droeschel et al., 2011; Haubner et al., 2010; Lahamy and
Litchi, 2010; Nickel and Stiefelhagen, 2007]. Some of these works rely on kinematic models
to track human gestures once the body is detected [Boulic et al., 2006; Ramey et al., 2011;
Zhu et al., 2010].
Most of these works rely on capturing only one or few parts of the body. However,
recent kinematic approaches, like the one in [Zhu et al., 2010], make possible the tracking
of the whole body without a significant increase in CPU consumption. Schwarz et al.
[Schwarz et al., 2011] propose a method to estimate the full body by transforming the
foreground depth image into a point cloud. Then, they determine the centroid of this
point cloud and find the primary landmarks by calculating the geodesic distance along
the 3D body mesh. Shotton et al. [Shotton et al., 2011] are the authors of the human
pose estimation technology used in the Xbox. They proposed a skeleton model, where
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the joints are fitted to previously labeled body parts using mean shift.
Our approach focuses on teaching concepts interactively to a social robot. Therefore,
rather than extracting the body and tracking it directly, it uses the available technologies
and algorithms as data-sources, which will be used to enable the grounding of high-level
concepts, such as the name of a certain pose. Concretely, our vision system relies on the
OpenNI1 (NI stands for Natural Interaction) libraries for body extraction and tracking.
OpenNI’s g tracking is similar to the ones mentioned above.
3.2.2 Machine Learning in Human-Robot Interactions
Fong et al. present a survey [Fong et al., 2003] of the interactions between humans and
social robots in which the authors stress that the main purpose of learning in social
robotics is to improve the interaction experience. At the time of the survey (2003), most
of the learning applications were used in robot-robot interaction. Some works addressed
the issue of learning in human-robot interaction, mostly focusing on imitating human
behaviors, such as motor primitives. According to the authors, learning in social robots
is used for transferring skills, tasks and information to the robot. However, the authors
do not mention the use of learning for transferring concepts, such as poses, that enable
the robot to understand the user better.
Later, Goodrich and Schultz [Goodrich and Schultz, 2007] stressed the need of robots
with learning capabilities, because of the complexity and unpredictability of human be-
haviors. They pointed out the need of a continuous learning process, where the human
can teach the robot in an ad hoc and incremental manner to improve the robot’s percep-
tual ability, autonomy and its interaction capabilities. They called this process interactive
learning, and it is carried out by natural interaction. Again, their survey only reports
works that referred to learning as an instrument to improve abilities, behavior, perception
and multi-robot interaction. No explicit mention was made to use learning to provide the
robot with high level concepts, such as the user’s pose. The same occurs in [Argall et al.,
2009], which presents a survey of several Learning from Demonstration (LfD) approaches
and categorizes them depending on how robots collect the learning examples and how
they learn a policy from these examples.
A few works use learning to teach concepts to the robot. This is the case of [Mahadevan
et al., 1998], where the authors train a mobile robotic platform to understand concepts
related to the environment in which it has to navigate. The authors use a feed forward
neural network (NN) to train the robot to understand concepts, like doors or walls. They
train the NN by showing it numerous images of a trash can (its destination point), labeling
each photo with the distance and the orientation of the can. However, the work presented
1http://structure.io/openni
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some limitations, such as the learning process lacked enough flexibility to generalize the
work to other areas.
More importantly, there are some works where interactive teaching relies on the
teacher’s voice to acquire knowledge [de Greeff et al., 2009; Nicolescu and Mataric, 2001],
but to the extent of our knowledge, most of these works rely on simple interactions, often
using one or a few voice commands to describe the examples. Our work is closer to Rybski
et al. [Rybski et al., 2007], where the authors created a dialogue-based system used to
teach a robot different tasks. This chapter presents an approach similar to Rybski’s and
colleagues, in the sense of dialogue complexity for teaching, but, in our approach, instead
of only using dialogue for describing the concept to be learned, we use it to describe what
the robot is seeing. We also include visual information in the learning process.
Other similar approaches are [Goerick et al., 2009; Heckmann et al., 2009]. Both consist
in the integration of visual and aural systems to teach a humanoid robot different spatial
concepts. Despite that their ideas are similar to our work, there are some differences.
First, the robot in [Goerick et al., 2009] learns spatial concepts related to objects, while
our focus is on human-pose learning. Second, the authors in [Goerick et al., 2009] focus on
the description of the cognitive architecture. Our approach, however, focuses on the HRI
point of view. In this way, while the interaction in [Goerick et al., 2009] leans on simple
commands issued by the tutor, in our work, the teacher has a wide range of utterances
that can be used to teach the same pose to the robot.
On the other hand, Heckmann et al. [Heckmann et al., 2009] focus on the aural
system of the robot to enable it to understand the user without the need for an external
microphone. Compared to our work, in [Heckmann et al., 2009], the robot not only learns
the visual representation, but also the auditive labels. However, each new auditive label
needs five to eight repetitions from the tutor to be learned by the robot. Our approach
prefers to ease the interaction during the learning session. Although our grammars must
be pre-written by the robot programmer, they facilitate the task of the tutor by allowing
the user to use many different utterances to refer to the same semantic label. This is an
advantage to the tutor, who can express himself/herself in a much more natural way.
3.3 Hardware and Software Platform
Before entering into the design of our proposed system, we introduce the different building
blocks that are necessary to build our system. In this section, we describe the different
hardware and software components that enable our robot to learn the poses while inter-
acting naturally with the user.
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3.3.3 The AD Software Architecture
Maggie’s main software architecture is an implementation of the Automatic-Deliberative
(AD) Architecture [Barber, 2000]. The basic component of the AD architecture is the skill
[Rivas et al., 2007]. A skill is the minimum module that allows the robot to execute an
action, such as moving through the environment, reading the output from a laser sensor
or communicating with a human.
In essence, a skill is a process that carries out computing operations and shares the
results of these operations with other skills. For example, imagine a skill that is in charge
of detecting obstacles using the laser readings. In this case, the main operations of the
skill are: reading the laser data, deciding whether there is an obstacle or not and making
this information available to other skills. The sharing mechanisms used by the skills
are events (a communication mechanism that follows the publisher/subscriber paradigm
described by Gamma et al. in [Gamma et al., 1995]) or a shared memory system.
AD is implemented in the ROS (Robot Operating System) framework. ROS [Quigley
et al., 2009] is an open-source, meta-operating system for robots. It provides services
similar to the ones provided by an operating system (OS), including hardware abstraction,
low-level device control, implementation of commonly-used functionalities, inter-process
communication and packet management. Additionally, it also provides tools and libraries
for obtaining, building, writing and running code in a multi-computer environment.
The main concepts of ROS that are relevant to this chapter are nodes and topics.
The former are the minimum unit structure of the ROS architecture. They are processes
that perform computation. Essentially, each AD skill is implemented as an ROS node.
The latter, topics, are the communication system that enables the information exchange
between nodes. They are, in fact, an implementation of the AD’s events. Since AD is a
conceptual architecture and ROS its implementation, in the rest of the chapter, we might
refer to the terms skill/node and event/topic indistinctly.
3.3.4 Description of the Voice System of the Robot
To enable the robot to communicate by voice with the user, two software tools are needed:
a Text To Speech (TTS) tool to talk with the user and an Automatic Speech Recognition
(ASR) tool to hear and understand what the teacher says. The first tool, TTS, is a tech-
nology that transforms written information into spoken words, that is, a TTS says any
text that it receives as an input. On the contrary, an ASR transforms any human utter-
ance, captured by the microphone of the robot, to written text, which can be understood
by a computer.
AD uses commercial TTS and ASR tools provided by Loquendo1. This vendor provides
1 https://en.wikipedia.org/wiki/Loquendo. At the beginning of this thesis, Loquendo was ac-
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APIs (Application Interfaces) for both TTS and ASR. These APIs are wrapped in the
form of two skills: the ETTS Skill (Emotional Text to Speech) and the ASR Skill [Alonso-
Martín and Salichs, 2011]. These are wrapped in the form of skills, so they permit other
skills to send utterances to the ETTS skill and to retrieve what the user has said from
the ASR Skill by simply using the communication mechanisms provided by AD.
3.3.4.1 Enabling the Robot to Talk: The ETTS Skill
Maggie’s speaking capabilities lean on the ETTS Skill. The ETTS Skill wraps and adds
some features to the Loquendo TTS API. We chose Loquendo’s TTS over others because
of its superior voice synthesis quality and its greater configuration possibilities [Alonso-
Martin et al., 2011].
It is possible to configure several utterance parameters, such as the tone or the speed
of the locution. This allowed us to create four predefined emotional states that the robot
can express: calmed, nervous, happy and sad. Thanks to that, the robot produces a
high quality synthetic voice that is pleasant to humans and that improves the likability of
the robot. A grammar establishes a series of words or a combination of words and links
them to a semantic meaning. The semantics of those words are coded into labels that can
be codified as variables in a computer program. When a skill wants to make the robot
talk, it simply sends an event to the ETTS Skill with the utterance to say and with the
emotion parameters to express. The ETTS Skill manages Loquendo’s API to produce the
utterance with the appropriate desired parameters.
3.3.4.2 Speech Recognition: The ASR Skill
To maintain dialogue with the user, the robot not only needs to speak, but also to under-
stand what he/she is saying. This task is carried out by the ASR Skill, which transforms
the utterances of a person into text.
The ASR skill uses predefined grammars to detect and process the user’s speech
[Alonso-Martín and Salichs, 2011]. An ASR grammar is a set of words and phrases linked
to a semantic meaning. When the user is speaking, the robot tries to match the user’s
utterances to the sets of the loaded grammar. When a match is produced, the robot re-
turns the semantic meaning of that phrase. For instance, a grammar to understand when
the user is saluting the robot could be defined by the phrases: “Hello! ”, “Good morning,
Maggie”, “Hi Maggie, how are you today? ”, etc. If the robot detects an utterance similar
to these ones, it will interpret that the user is greeting it, so it can act accordingly.
quired by Nuance Communications Ltd. However, Loquendo’s TTS and ASR technologies have been
supported by Nuance for several years after the acquisition. Now, most of Loquendo’s technologies have
been incorporated into Nuance’s TTS and ASR.
38
3.4. Learning Architecture
A more formal definition of a grammar is the following: A grammar, G, is defined
by the tuple, G = (U, s), where U is a set of utterances and s is the semantic meaning
associated with U . The robot can load and unload different grammars in real time, to
adapt itself to different HRI contexts.
Note that there are several utterances U = {u1, u2, . . . , un} that can be associated with
a single semantic meaning, si. Each utterance, ui, might be composed of single words,
phrases or any combination of them. For instance, the semantic meaning s1 = raining
might be composed of the utterances:
u_1 = [*] raining [*]
u_2 = [*] [take the] umbrella [*]
Listing 3.1: Example of utterances that provide the same semantic meaning: raining
where the asterisk, “⇤”, acts as a wildcard to indicate any word or set of words and the text
between square brackets “[ ]” indicate that the elements enclosed by them are optional.
Therefore, utterances like “It seems it is raining.” and “Take the umbrella before going
out.” trigger s1.
In the case of pose learning, we have defined two grammars, Gp, which defines the
different poses the users can adopt while teaching the robot, and Gc, which defines the
interaction commands during the learning process. These grammars are further defined,
later, in Section 3.4.1.2
3.4 Learning Architecture
This section describes all the modules that have been built to enable the robot to learn
poses from the human by interacting with one. Figure 3.2 depicts the general scheme of the
built architecture. The diagram separates the training and the exploitation phases. The
upper part represents the training phase, where the user teaches the system to recognize
certain poses. The lower part of the figure represents the exploitation phase, in which the
robot uses what it has learned to discern in which pose the user is standing.
In the training phase, the robot uses two sensory systems. The first one is its Kinect-
based RGB-D vision system. With it, the robot acquires the figure of the user separated
from the background and processes it to extract a kinematic model of the user’s skeleton
using OpenNI’s algorithms. The second input is the Automatic Speech Recognition Skill
(ASR), which allows the robot to process the words said by the user and converts them
into text strings.
The data of these sensors is fused to create a learning instance defined by:
• The pose of the user, defined by the configuration of the joints of the kinematic
model of the user.
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In the exploitation phase, the robot continues receiving snapshots of the skeleton model
at every frame. However, this time, it does not receive the auditive input telling it what
the user’s pose is. Instead, the robot has to predict it using what it has learned from the
user. For this purpose, it loads the incoming Kinect’s data to the learned model, which
evaluates it and returns the guessed label corresponding to that pose.
To provide feedback, the robot says the pose in which it believes the user is standing.
This is done by providing the guessed pose label to the ETTS skill of the robot, which
is in charge of transforming this label to an utterance that the user can understand.
3.4.1 Data Acquisition and Preparation
This section enters more detail into how the data is captured and processed before it is
fed to the learning system. First, it describes the robot’s vision system and, later, its
auditive system.
3.4.1.1 Processing Visual Data
The Kinect data provides raw depth data in the form of a 3D point cloud. This point
cloud has to be processed before it is fed to the learning system. The preprocessing is
carried out by an external library, named OpenNI.
OpenNI provides tools to extract the user’s body from the background and to build a
kinematic model from it. This kinematic model consists of a skeleton, as shown in Figure
3.3. OpenNI’s algorithms provide the positions and orientations of these joints at a frame
rate of up to 30 FPS (frames per second).
The skeleton model is the model used in our system to feed our pose detection system.
In other words, the information that is provided to the learning framework comes from
the output of OpenNI’s skeleton extraction algorithms.
This model contains the data that is going to be used in our learning system. The
data of each skeleton instance (S) is composed of 15 joints represented as:
S = (t, u, J) (3.1)
where t is the time-stamp of the data frame, u is the user identification (Here, the user
identification refers to the user being identified by the openNI framework. It is a value
between one and four, and it serves only in the case that more than one user is being
tracked by the openNI’s skeletonization algorithm.) and J represents the joint set from
the user’s skeletonized model depicted in Figure 3.3:
J = (j1, j2, . . . , j15) (3.2)
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three different categories (for simplicity, we omit ui from the grammar):
Gp = (sp, sa, sd) (3.4)
where sp, sa, sd are three semantic meanings of the user’s speech:
1. Posture Semantics, sp: This can take one of the following values:
sp = {sit , stand}
where:
(a) sit defines that the user is sitting on a chair.
(b) stand. defines that the user is standing in front of the robot.
2. Action Semantics, sa: This can take one of the following values:
sa = {turned , looking , pointing}
where:
(a) turned defines that the user is turned (oriented her body) to the direction
specified in sd.
(b) looking defines that the user has oriented her head to the direction specified in
sd.
(c) pointing defines that the user is pointing in the direction specified in sd.
3. Direction Semantics, sd: This can take one of the following values:
sd = {left , forward , right}
where:
(a) left defines that the action defined in sa is carried out to the user’s left side.
For example, if the trainer is pointing (sa = pointing), she is doing it to her
own left.
(b) forward defines that the action defined in sa is carried out toward the user’s
front. For instance, if the trainer is pointing (sa = pointing), she is doing it
toward her own front.
(c) right defines that the action defined in sa is carried out to the user’s right. For
instance, if the trainer is pointing (sa = pointing), she is doing it to her own
right.
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A complete list of the semantic meanings that Gp can understand is shown in Table 3.1.
sp sa sd
Sit Turned Left
Stand Looking FrontPointing Right
Table 3.1: Semantic values of the pose grammar Gp. In order to be considered a valid sentence
of Gp, the sentence must include one semantic value from each column. If the received sentence
is valid for Gp, then the sentence is defining a pose. Note that Gp defines the 18 poses (2⇥3⇥3)
that the robot can understand and, therefore, learn.
When speech is detected, the ASR Skill evaluates this speech against Gp. If the
evaluation produces a valid result, the ASR tags the speech with a label, l(i)p 2 Gp, where
i is the ith label. Note that i 2 (1, 18), since the cardinality of Gp is defined by all the
possible combinations of its semantics. A grammar only is considered valid if the three
semantics, sp, sa and sd, have been detected in the speech. Some label examples might be
l(1)p = (sit, looking, left), which indicates that the user is sitting and looking to her left;
or l(2)p = (stand, turned, forward), which indicates that the user is standing and turned
toward the robot.
Note that it is possible to arrive at these semantics with different words or phrases.
That is, each semantic meaning of Gp has between three and five utterances associated
with it, as described in Section 3.3.4.2 For instance, phrases, such as “I’m sitting looking to
the right” or “I’m in a chair, looking towards my right” would produce the same semantic
meaning: l(1)p = (sit, looking, right)
The output of the ASR Skill is sent to another skill called the Pose Labeler Skill. This
skill first processes the results from the ASR to detect if the label told by the user is
valid and, then, formats these data properly, so it can be passed to a third skill, the Pose
Trainer Skill, which is in charge of the learning system itself.
In addition to the grammar, Gp, shown above, the Pose Labeler Skill uses an additional
control grammar, Gc, which has no direct relation with the poses. This grammar acts as
a control layer that allows the user to control some aspects of the training phase. The
grammar, Gc, is defined as Gc = {sc}, where sc is its only semantic content defined by
only two values: sc = {change , stop}. These values have the following meanings:
• change: used to allow the classifier to discriminate the transitions between two
poses. It is used before she changes her pose. Examples of sentences that trigger
this value can be: “Let’s learn the next pose”, or “I’m going to teach you another
pose, Maggie”.
44
3.4. Learning Architecture
• stop: used to end the training process. When the user says she wants to finish the
training process, the ASR builds this semantic to allow the Pose Labeler Skill to
end. Some examples of sentences that trigger this semantic value are: “So we have
finished.” and “Let’s stop for a while.”
As can be seen, the ASR Skill of the robot enables it to understand natural language.
This makes the learning session much more natural and pleasant for the user, who can
train the robot even without being a robotics expert.
3.4.2 Learning from Gathered Data
Once the visual and verbal data have been preprocessed, they are delivered to the Pose
Trainer Skill, which is in charge of learning from these data. To train our system, the
Pose Trainer skill stores each joint set, J , that has been received from the vision system
in a training instance, I, and it tags it with a label, li 2 Gp, described in Section 3.4.1.2:
Ij = (J j, lip) (3.5)
where j 2 (1,m) and m are the number of training examples of the session. Each training
instance, Ij, represents a user pose and is defined by a joint set, J j, and a label, lip. Note
that j 2 (1,m), while i 2 (1, n), which, in the case of Gp, is 18 (see Section 3.4.1.2). In
short, this means that the user can show different examples, J j, of the same pose, lip.
During the training process, the user showsm different training instances to the robot,
which are stored in the dataset, D:
D = {I(1), . . . , I(m)}. (3.6)
The dataset size (the value of m), can vary because the training process continues until
the user decides to stop it by telling it to the robot. In that case, the ASR skill will return
a label, lc = stop, indicating to the system that the user has stopped the training process.
Our learning system is built on top of the Weka Framework [Hall et al., 2009], a widely
used open-source software, which allows us to use several algorithms to build our model.
Therefore, with the dataset already completed, the Pose Trainer Skill calls the Weka API
in order to build a model from the dataset. This model can be represented by the set of
associations of joint sets, J , and its corresponding pose labels, li:
M = {J  ! li 2 Gp}. (3.7)
This model represents the poses that the robot has learned from the user. The quality
of the learned poses, i.e., how well they are able to generalize to other situations depends,
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mainly, on the number and the quality of the examples that the user has provided to the
system.
3.4.3 Using What the Robot Has Learned
The model, M , is what the robot loads during the exploitation phase in order to guess
the user’s pose. To do so, a skill called the Pose Classifier Skill loads the learned model
and starts to feed it with data coming from the Kinect. For each received joint set, J , M
returns the label, li, which it believes better corresponds to that pose.
We have created an interactive test that allows us to know how well the robot has
learned. In this test, the robot tells which pose the user is standing in when it is com-
manded to do so. This skill is called the Pose Teller Skill. The Pose Teller ’s main
functionality is to receive the estimated label from the Pose Classifier Skill, to translate
it to a human-readable text string and to send this string to the ETTS Skill, which is in
charge of saying this text to the user.
The translation from a label, li, to a string that a person can understand is the inverse
process that was carried out in the ASR Skill, where the user speech was processed
according to a grammar and its semantic meanings extracted. For instance, the label,
l = {sit, looking, right}, may be transformed into a string, like: “You’re sitting looking
to your right”.
3.5 Experiments
3.5.1 Scenario Description
To test the system, we prepared a scenario in which 24 students taught the robot 3
different sets of poses:
• First, P1 consisted of teaching the robot if the trainer was turned to his/her own
left, right or if he/she was turned toward the robot.
• Second, P2 consisted of teaching the robot if the trainer was looking to his/her own
left, right or forward.
• Third, P3 consisted of teaching the robot if the trainer was pointing at his/her own
left, right or forward
An example of the poses that were taught to the robot is depicted in Figure 3.4. We
used our grammar, Gp, to evaluate if the robot was able to learn interactively by carrying
out a natural conversation with the users.
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The experiment scenario is depicted in Figure 3.5. The colored rectangle shows the
area in which the users had to remain during the training phase. It was drawn in the
ground to enable the users to see whether they were inside of it. The motivation for
setting a limit to the experimental area was to ensure that the user stayed inside the
Kinect’s field of view during the training process. However, the users were allowed to
move wherever they preferred, as long as they stayed inside the rectangle while recording
the poses. Finally, they were told to warn the robot before changing their pose, to prevent
the recording of transitional poses.
To avoid possible confusion between the user’s utterances, we raised the ASR minimum
confidence to 50%. That is, the confidence of an utterance belonging to a certain semantic
value, si, had to be higher than this minimum value. This threshold was enough to avoid
misclassification of semantic concepts. In the cases when the user’s speech did not obtain
this minimum confidence, the robot asked the user to repeat the utterance. However, these
situations were occasional, and in the worst case, the user only needed a few attempts
until she was able to make the robot understand her.
3.5.2 Method
Before the experiment started, the experimenter explained to the users the experimental
procedure. It was indicated to them that they could ask the experimenter any questions
related to the poses or the grammar commands whenever they wanted. The user has the
initiative during the training process, being able to start, pause and finish the process
at any moment. The experimental procedure consisted of the following steps: First, the
user stands in front of the robot. Once the robot tells him/her that it is ready to start,
she can begin the training when she considers it appropriate. For the recording of each
pose, the user was told to, first, stand at a particular pose and, then, tell the robot which
label defines this pose. Prior to changing to another pose, the user had to ask the robot
to stop recording this pose. Once the robot tells the user that it is ready for recording
the next pose, he/she is free to move to the next pose and start the process again. The
user finishes the teaching session by issuing the “stop” command of the control grammar.
The users were encouraged to start with the left poses, to continue with the front
poses and to finish each round with the right poses. The reason for keeping the or-
der is because, despite the order in which the robot learns not being relevant, this
helped us to analyze the data after the training. For instance, we found that three
users tagged their pose to the left when they were looking (one case) and pointing
(two cases) to their right. Since they were told to produce the poses in order from
left to right, we assumed that they made a mistake when labeling.
We stored three datasets (D1,2,3) per user, each one corresponding to the training of a
set of poses, Pi, as described before. Each dataset consisted of a set of training instances,
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 3.4: Examples of poses that the users taught to the robot. (a) Turned Left; (b) turned
forward; (c) turned right; (d) looking left; (e) looking forward; (f) looking right; (g) pointing
left; (h) pointing forward; (i) pointing right.
as described in Equation (3.5). Although these poses represent a reduced pool of poses,
we believe that they are representative of how the robot can learn by interacting with the
user. Note that our focus here is not on the learning problem itself, but on the capability
of the robot to learn by using natural interaction with the user.
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instead of splitting the dataset into a fixed percentage of instances.
In summary, we realized that the difficulty of generalization comes from between differ-
ent users, not among learning instances of the same user. Thus, to evaluate how capable
our system is at generalizing what it has learned, we have to perform the evaluation
against examples coming from other users who have not trained the system.
We evaluated our system using four different algorithms: J48 [Quinlan, 1993], Naive
Bayes [John and Langley, 1995], Random Forests [Breiman, 2001] and SMOs (Sequential
Minimum Optimization) [Shevade et al., 2000]. The detailed performance of each algo-
rithm is shown in Table 3.2. Table 3.2a shows the performance of the four algorithms on
dataset D1 (Turned), Table 3.2b depicts the performance on dataset D2 (Looking) and
Table 3.2c depicts the performance on dataset D3 (Pointing).
The tables show different performance metrics for the four algorithms that we used
to test our system: Accuracy (Acc), True Positive (TP) rate, False Positive (FP) rate,
precision, recall and F-measure The results are an average of all the CV runs described
above. We provide, as well, the standard deviation and the 95% confidence interval (95%
CI) for each one of the metrics.
The 95% CI is obtained from:
CI95 = M ± 1.96SE (3.8)
where M is the mean and SE is the standard error obtained from:
SE =
SDp
N
(3.9)
where SD is the standard deviation and N is the number of runs of the cross validation
process, which is, in this case N = 120.
Figure 3.6 shows the learning curves of the algorithms on datasets D1 (Turned), D2
(Looking) and D3 (Pointing), respectively. The curves represent the average accuracy
and the 95% CI of the system when trained with 2, 4, 6, . . . , 22 users. The values of the
training with 22 users are the same as the ones reflected in Table 3.2. Note that the
maximum number of training users is 22 instead of 24, because the CV forces that in each
run there will be two users for the evaluation of the training set of that run.
• In dataset D1 (turned, Figure 3.6a), all the algorithms scored nearly 100% accuracy
with relatively few training users. The only exception to this is the J48 algorithm,
which needed 12 users to reach the performance of the other algorithms.
• In dataset D2 (Looking, Figure 3.6b), all the algorithms showed the worst perfor-
mance. We believe that this might have been because the orientation of the head is
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Dataset D1 J48 Naive Bayes Random Forests SMO
Accuracy 0.991 (0.029, 0.003) 0.997 (0.009, 0.001) 0.990 (0.026, 0.002) 0.997 (0.010, 0.001)
TP Rate 0.991 (0.029, 0.003) 0.997 (0.009, 0.001) 0.990 (0.026, 0.002) 0.997 (0.010, 0.001)
FP Rate 0.007 (0.025, 0.002) 0.001 (0.003, 0.000) 0.007 (0.020, 0.002) 0.002 (0.008, 0.001)
Precision 0.993 (0.023, 0.002) 0.998 (0.008, 0.001) 0.992 (0.021, 0.002) 0.997 (0.009, 0.001)
Recall 0.991 (0.029, 0.003) 0.997 (0.009, 0.001) 0.990 (0.026, 0.002) 0.997 (0.010, 0.001)
F-measure 0.991 (0.031, 0.003) 0.997 (0.009, 0.001) 0.990 (0.027, 0.002) 0.997 (0.011, 0.001)
(a)
Dataset D2 J48 Naive Bayes Random Forests SMO
Accuracy 0.727 (0.151, 0.014) 0.699 (0.173, 0.016) 0.807 (0.138, 0.013) 0.742 (0.171, 0.016)
TP Rate 0.727 (0.151, 0.014) 0.699 (0.173, 0.016) 0.807 (0.138, 0.013) 0.742 (0.171, 0.016)
FP Rate 0.129 (0.075, 0.007) 0.130 (0.072, 0.007) 0.089 (0.061, 0.006) 0.129 (0.081, 0.007)
Precision 0.774 (0.137, 0.013) 0.794 (0.133, 0.012) 0.848 (0.110, 0.010) 0.776 (0.179, 0.016)
Recall 0.727 (0.151, 0.014) 0.699 (0.173, 0.016) 0.807 (0.138, 0.013) 0.742 (0.171, 0.016)
F-measure 0.712 (0.158, 0.014) 0.688 (0.184, 0.017) 0.801 (0.143, 0.013) 0.723 (0.190, 0.017)
(b)
Dataset D3 J48 Naive Bayes Random Forests SMO
Accuracy 0.795 (0.193, 0.018) 0.690 (0.198, 0.018) 0.829 (0.153, 0.014) 0.903 (0.131, 0.012)
TP Rate 0.795 (0.193, 0.018) 0.690 (0.198, 0.018) 0.829 (0.153, 0.014) 0.903 (0.131, 0.012)
FP Rate 0.093 (0.087, 0.008) 0.141 (0.081, 0.007) 0.084 (0.077, 0.007) 0.054 (0.075, 0.007)
Precision 0.863 (0.152, 0.014) 0.714 (0.234, 0.021) 0.878 (0.114, 0.010) 0.922 (0.116, 0.011)
Recall 0.795 (0.193, 0.018) 0.690 (0.198, 0.018) 0.829 (0.153, 0.014) 0.903 (0.131, 0.012)
F-measure 0.785 (0.205, 0.019) 0.656 (0.230, 0.021) 0.823 (0.161, 0.015) 0.899 (0.142, 0.013)
(c)
Table 3.2: Learning performance for the three datasets. Results are: Mean (Std.Dev., CI95)
Note: TP = True positive; FP = False Positive. (a) Learning performance for dataset D1
(turned: left, forward, right); (b) learning performance for dataset D2 (looking: left, forward,
right); (c) learning performance for dataset D3 (pointing: left, forward, right). SMO, Sequential
Minimum Optimization. CI, confidence interval.
important for discerning where the user is looking. Unfortunately, the OpenNI al-
gorithms provide less precise data for the head than for other joints; therefore, since
the learning system had to deal with inaccurate data, its performance decreased.
There is no clear difference between algorithms if they are trained with few examples.
With only examples from one user, their performance ranges from nearly 60% by
Naive Bayes to 65% by Random Forests. When the number of users is increased to
12, Random Forests performs better than J48 and Naive Bayes. Finally, when we
have 22 users for training, Random Forests stands above the rest, achieving an 80%
accuracy (see Table 3.2b).
In this dataset, all the algorithms slightly increase their performance when adding
more users to training. Although this increment is not significant from 12 users
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Figure 3.6: Learning curves for the three datasets. (a) Dataset D1 (turned left, front, right);
(b) dataset D2 (looking left, front, right); (c) dataset D3 (pointing left, front, right).
thereafter, we hypothesize that adding more users to D2 might help to increase the
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overall performance of the system.
• Dataset D3 (Pointing, Figure 3.6c) is where we found the biggest differences among
algorithms. Here, Naive Bayes showed the lowest performance. With only one
training user, it barely reached a 45% accuracy whereas SMO nearly scored 65%.
With 22 users, Naive Bayes showed just a 69% accuracy. In this case, SMO was
the algorithm that showed the best performance for this dataset, with nearly 86%
accuracy with 12 training users and roughly 90% with 22 users.
Similarly to the other datasets, none of the algorithms showed a significant improve-
ment when increasing the number of training users from 12 to 22. However, like
in dataset D2, we believe that adding more users might increase the performance,
especially in the cases of the J48, the Random Forests and the SMO algorithms.
3.5.4 Discussion
The presented results show that it is possible to learn poses from examples provided by the
users in an interactive way. Nevertheless, Figure 3.6 indicates that the examples provided
by one single user are not enough to generalize the learned concepts to other users. On
the other hand, the system needed only 12 users to achieve good classifying results.
In general terms, during the training, we observed a great variability between the poses
that each user taught the robot in datasets D2 (looking) and D3 (pointing). That is, when
the robot was learning a pose, the examples shown by each user differed considerably. This
effect was especially relevant in dataset D3 (pointing), where some users used their right
hand to point, while others, their left hand. Even more, in some cases, some users used
their right hand to point to their right and their front, but changed to the left hand
when pointing to their left (see Figure 3.7). In fact, we also observed some cases in which
the users looked to the direction where they were pointing, while others looked to the
robot instead.
In the case of dataset D2 (Looking), we observed less differences, but still significant
ones. Here, some users exemplified the looking poses by only turning their heads to the
left or right, while others slightly turned their torso and waist, as well.
These differences between users is what may produce lower results when the robot is
trained only with a few users. As it gathers examples from more users, it discovers new
ways of how each pose is executed and, therefore, improves its classification accuracy.
We consider this variability one of the key justifications of our natural learning system,
since it enables the robot to learn by directly asking the user, who does not need to be
an expert in robotics to teach it.
A possible way to ameliorate to this issue is to obtain examples from many users.
However, in some cases, it might be difficult or costly to acquire more data. For instance,
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in which the robot might not see some of the joints of the user. On the other hand, we
plan to allow the robot to track the user by moving itself, so it can adapt to the changing
conditions of the scene, such as the user standing closer to or further from the robot, etc.
3.6 Conclusions
This chapter presented a system to endow a social robot with the capacity to learn
interactively by maintaining a natural conversation with its human teacher. The natural
interaction is achieved using a grammar-based ASR, whose aim is to recognize different
sentences and to extract their semantic meaning. Using the semantics as labels of the
concept being learned, the robot is able to understand users that are not robotic experts.
Our system has been tested in the application of pose recognition, in which the robot
learns the poses adopted by the teacher, listening his/her explanations. Our experiment
consisted of 24 non-robotics experts training the robot nine different poses in three training
exercises. We evaluated our system by comparing four learning algorithms, achieving
satisfactory results in all of them for the three exercises.
A robot with interactive learning capabilities can adapt rapidly to different situations,
since the user can train it ad hoc for that situation. Moreover, since the robot is capable
of establishing natural interactions, the teacher does not need any expertise in robotics.
Despite the promising results, our system still presents a major limitation. The max-
imum number of poses it can learn is limited by the number of semantics coded into the
ASR’s grammar. Moreover, these grammars are pre-written in a text file by the robot pro-
grammer. However, we already started working on an extension to our system, targeted
at solving this limitation. This extension consists of combining a grammar-based ASR
with statistical language models. Combined, the user will be able to add new semantics
to the grammar that will be used to label the learned concept, as well.
Additionally, our work leaves other paths open for exploration. Firstly, from the
HRI point of view, this chapter has focused on the HRI from the robot’s point of view. It
remains to study how users perceive what the robot has learned and how this fact changes
their relation and their expectations towards it. Even more, understanding what the user
thinks about the learning process might lead to better training scenarios that would end
in robots that learn better from the users. Secondly, this work opens the door for building
a continuous learning framework, where the robot actively seeks for new examples and
asks questions of its teacher about the concepts being learned. Thirdly, with only a few
minor modifications, this learning system can be extended to other applications, such as
gesture learning, activity learning or the interactive learning of new objects.
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Chapter 4
In Hand Object Detection and Tracking
This chapter explores another approach to robot learning. It focuses more
in the vision rather than interaction aspects—although we will extend the
interaction aspects of this system in Chapter 6. This chapter describes a
vision system that learns to recognize household objects being held by a user.
The system works using RGB (Red, Green, Blue) images as well as depth
information in several stages of the vision pipeline: Region of Interest (ROI)
finding, feature extraction, etc. We also use a skeleton model of the user to
track its hand and define a ROI around it, thus reducing the computational
requirements in later steps. RGB and Depth data are finally combined in the
exploitation phase to produce a prediction of the being held by the user. The
system operates in real time and, with few training examples, it achieves an
F1 score of nearly 80% in a pool of 6 household objects. Our experiments
also demonstrate that, when combining RGB and depth data the recognition
accuracy improves compared to the predictions by separate.
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4.1 Introduction
This chapter, together with chapter 6 presents a system that is able to learn objects using
Active Learning. The focus of this chapter will be on the perception modules that enable
the system to learn, while chapter 6 focuses on the interaction and the active learning
components of the system.
Being able to recognize objects can help robots to understand better their context and
adapt their behaviour accordingly. For instance, imagine that the robot needs to interact
with a person who is reading a book. The robot can associate the book in the user’s hand
with the reading activity and, thus, infer that this person might not want to be disturbed
unless is necessary.
For this purpose we have developed a system that is able to learn and recognize hand-
held objects. This system is capable of recognizing the user’s skeleton and, from it, extract
the hands position. With this information the system studies the area around the hands
and compares it with a previously acquired dataset.
There are various examples in the literature that have already studied the importance
of the objects in the context of action recognition. For example, in [Delaitre et al., 2011],
a study of the human-object interaction in still images was performed in order to relate
those objects to actions. This relation between object and action may also be seen in
[Fathi et al., 2012], in which wearable cameras are used as sensory input to recognize
hand-held objects that later are associated to the action to be learned.
4.1.1 Proposed solution for in-hand object recognition
Our system has two differentiated modes, the learning or data acquisition mode and the
recognition or system exploitation modes. In the first mode, the system learns a model
that enables it to recognize different objects. In the second mode, the system exploits this
model to estimate which object is being presented to it. The developed system is able
to detect that the user wants to change the mode by analysing his/her pose. In order to
trigger the learning mode, the user only needs to extend his/her arm towards the sensor,
showing the item to it (Figure 4.1, left). This is a natural gesture usually performed
between humans when introducing new objects to one another. Having the hand closer
to the body the recognition mode is triggered and the program outputs a unique id for
the learned object (Figure 4.1, right).
Apart from switching modes evaluating the user’s pose, the system also detects the
hand that is holding an object. Our system is able to work with one hand at a time
by choosing the one that is closer to the robot. The system has been designed to be as
modular and reusable as possible enabling the development of complementary software
such as handbags recognition or hats recognition with slight modifications.
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Figure 4.1: OCULAR working modes: learning (left) and recognizing (right). The learning
mode is triggered when the user stretches his/her arm towards the robot. The recognizing mode
is triggered when the user pulls his/her arm towards his/her chest. This is the default mode.
4.1.2 Objectives
The objectives of this chapter are listed below.
• To develop a system capable of learning objects in real time. This includes the
storage of the dataset for further usages. The learning process is performed acquiring
a definable number of views per object.
• To develop a system capable of recognizing objects in real time. Recognition means
the detection of new objects and the comparison with a previously obtained dataset
outputting the ID number of the most similar template.
• The system must be able to detect the person that is in front of the robot.
• The software must detect the location of the hands of the user in order to extract
from there the object to be recognized and learned.
• The system must be able to learn more than one view per object.
4.1.3 Structure of the Chapter
The chapter continues with a brief overview of the computer vision in section 4.2. Section
4.3, details similar work to ours. Section 4.4 describes the proposed solution, where the
system is presented as a whole and each individual component of our approach is detailed.
It is followed by section 4.5, which describes the experiments that have been carried out
to validate the system. These results are shown in section 4.6, and discussed in section
4.7. Finally, the chapter concludes with some conclusions and remarks for further work
in section 4.8.
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4.2 Computer Vision fundamentals
This section introduces the main computer vision vocabulary and methods related with
object learning and recognition. A typical computer vision system consists in a pipeline
composed of several steps in which each one is in charge of one single data processing
functionality. These steps are data acquisition, raw data input processing, segmentation,
feature extraction (also called object description), and, image classification.
1. Data acquisition: Hardware
In this chapter, we use a Kinect to acquire the RGB-D (Red, Green, Blue and
Depth) images. This sensor was already described in section 3.3.2.
2. Raw input data processing
Usually, the acquired information needs some preprocessing. This step transforms
the Kinect’s raw data to data structures that are manageable by the computer vision
libraries that operate in the next steps. Section 4.2.1 describes this process.
3. Segmentation
This step crops the input image to a Region of Interest (ROI) in which the object
to be detected is expected to be located. Section 4.2.2 further explains this concept.
4. Object description methods
In order to apply recognition and matching algorithms, it is necessary to extract
certain relevant and unique information of each object that differentiates it from
other objects. This process is done in this feature extraction step of the pipeline.
Section 4.2.3 further describes this process.
5. Image classification
The final step is to apply some classifier to learn and predict which is the object
that corresponds to the analysed data. This part can be considered similar to other
machine learning problems: a classifier is trained with some data (the descriptors
extracted in the previous step) and builds some model that will be used in the
exploitation phase.
4.2.1 Raw data preprocessing
The Kinect’s raw data is passed to three libraries: OpenCV, PCL (Point Cloud Library)
and OpenNI/NITE. The aim of OpenCV and PCL is to detect and track the object, while
the objective of OpenNI/NITE is to detect the hand that holds it. The main difference
between OpenCV and PCL is that PCL is able to process the depth information from
the Kinect. In essence, OpenCV main data type is a 2D matrix (a flat image of pixels),
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while a PCL main’s is a 3D matrix called point cloud (a cloud of points: x, y, z). For the
rest of the document, we will use, indistinguishably 2D or RGB object recognition to the
former and 3D or Point Cloud (PC) object recognition to the latter.
4.2.2 Segmentation
The segmentation consists in the extraction of the Region Of Interest (ROI), that is,
separating the interesting parts of the image from the background of the input data. The
purpose of segmentation is to simplify the image to make later steps in the analysis process
easier [Shapiro and Stockman, 2001].
Different segmentation techniques exist depending on the application. For example,
in the application of detecting objects on a table, the typical used method is to first
locate the flat surface representing that table and crop the image around it. In our object
recognition approach, the object itself is hand-held by the user, so our approach is to
locate it and crop a square around his/her hand.
4.2.3 Object description methods
In order to be able to compare two objects, unique features or descriptors should be
extracted from them. The definition of feature changes depending on the computer vision
application. In the case of this chapter, we define a feature or descriptor as “an interesting
or important characteristic, point or region of an image”.
The best feature or descriptor is the one that possess a higher repeatability, i.e the
ability of obtaining the same output given different inputs. Therefore, repeatability can
be described as “the ability of obtaining the same predicted object given different views
of it”. Recognition algorithms depend directly on the repeatability of the features they
use since in the recognition phase, they need to compare the extracted features against
the learnt ones, If these features do not match for the same object, the recognition might
produce misleading results.
4.2.3.1 2D Feature Extraction Algorithms
This section presents some of the most relevant algorithms for general object recognition.
They are listed in chronological order.
Scale Invariant Feature Transform (SIFT)
SIFT (Scale Invariant Feature Transform) is a scale and rotation invariant feature
descriptor [Lowe, 2004]. It has been widely used in computer vision due its capabilities
to extract features independently from scale and rotation, which makes SIFT robust to
noise and to changes in illumination [Mikolajczyk and Schmid, 2005].
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The algorithm is based on four main phases: First, it finds the scale-space extrema,
which is the location of potentially interesting points that are invariant to scale and
rotation. Second, it selects the more relevant of these points by measuring their stability.
After, SIFT assigns one or more orientations to each point using local image gradient
directions. Finally, it creates the descriptors of these points by transforming the local
image gradients into a representation that is enough descriptive and robust to allow various
levels of shape distortion and changes in illumination.
However, the main drawback of SIFT is its high computing requirements during the
creation of his descriptor vector, which is of considerably big size. The fact of using
a highly distinctive descriptor, produces a slower detection, description and matching
processes.
Speeded Up Robust Features (SURF)
SURF (Speeded Up Robust Features) is a scale and rotation invariant interest point
or keypoint detector and descriptor [Bay et al., 2006]. SURF simplifies the detection,
extraction of the descriptors and matching steps making it faster than SIFT, but keeping
similar levels of repeatability, distinctiveness and robustness.
The algorithm operates by firstly identifying interesting points in the image such as
corners, blobs or T-junctions1, and then representing these keypoints together with their
neighbourhood as a feature vector. In the recognition phase, these vectors are ususally
compared using distance-based techniques. SURF aims to reduce that size without losing
distinctiveness in the features.
Oriented FAST and Rotated BRIEF (ORB)
ORB (Oriented FAST and Rotated BRIEF) is a fast rotation invariant, noise resistant
binary descriptor based on BRIEF [Rublee et al., 2011]. According to the authors, ORB
it is up to two orders of magnitude faster than SIFT while matching its performance in
many situations. However, ORB is not scale invariant. This makes ORB perform slightly
worse than SIFT in situations where are noticeable scale differences in the images.
ORB is based in two other algorithms for detecting and describing the keypoints of an
image. For finding the most interesting keypoints it uses the Accelerated Segment Test
(FAST) [Rosten and Drummond, 2006] keypoint detector. Then, uses FAST’s output
to build a descriptor vector using the Binary Robust Independent Elementary Features
(BRIEF) [Calonder et al., 2010] descriptor. Both FAST and BRIEF offer good perfor-
mance in low computing times.
FAST is mainly used to find keypoints in real-time systems that match visual features.
The orientation operator included in this algorithm is described in [Rosin, 1999]. This
1A T-junction is a junction were two lines meet forming a T
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technique is not computationally demanding and also, unlike SIFT, it returns a single
dominant result.
BRIEF uses simple binary tests with a performance that is similar to SIFT’s in ro-
bustness to lighting, blur and perspective distortion. However, it is sensitive to in-plane
rotation. In order to eliminate this drawback, the lowest computing costing solution is to
steer BRIEF accordingly with the orientation of the keypoints.
According to ORB authors, ORB’s inliers percentage is higher and do not variate as
much as SIFT’s or SURF’s. This makes ORB a good alternative for the latter if the
application does not need a scale invariant descriptor. Another advantage is that ORB
has an Open Source implementation that, unlike SIFT and SURF, is patent-free. Despite
both SIFT and SURF licenses allow their use for research, they force a payment to whom
want to use them with commercial purposes. This last fact, has made us decide to use
ORB in our system.
4.2.3.2 3D Feature Extraction Algorithms
Applied to 3D, a feature or descriptor is a characteristic that describes a point in the
space. Features can be compared to determine whether the point described is the same in
two different inputs. Depending on the application the developer must select the features
depending on the specifications. Examples of geometric point features are the underlying
surface’s estimated curvature or the surface’s normal at a specific query point. Both
features are local and they describe the point by providing information of its surrounding
neighbours.
Like in 2D images, 3D objects can be described using local or global features. Local
features are usually less time-expensive but at the cost of lesser robustness. For instance,
two objects may obtain very similar local features even when these objects are different.
Global descriptors generalize the information obtained for keypoints in the mesh. In
certain conditions they can be more robust than local descriptors, but at the cost of being
more time expensive.
Many 3D feature extraction algorithms exist, each one with different approximations
to extract the geometric characteristics of the input point clouds. As an example, the
3D SIFT descriptor [Scovanner et al., 2007] performs a 3D gradient and magnitude for
each pixel, directly derived from its computation in 2D. 3D SIFT is rotation and scale
invariant but is very time-consuming.
Our system’s 3D descriptor is the Point Feature Histogram (PFH) due its good per-
formance and relatively low computing requirements.
Point Feature Histogram (PFH)
Point Feature Histogram [Rusu et al., 2008] is a local 3D descriptor that computes the
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descriptors by approximating the geometry of a point’s K-neighborhood with a few values.
This fact results in the possibility of obtaining a similar set of points in a very different
object.
PFH descriptors are invariant to rotation, position, and point cloud density. Besides,
they also perform well with noisy data inputs. It creates the features by representing the
mean curvature around the query point using a histogram of values.
Fast Point Feature Histogram (FPFH)
There is also a faster version than PFH, the Fast Point Feature Histogram (FPFH)
which is based in the former [Rusu et al.]. FPFH is faster because it only takes into
account the direct relations between the query point and its neighbours. However, FPFH
is less robust than the previous descriptors. In our approach we preferred to use PFH
over FPFH since our the former it already meets our real time requirements.
4.3 Related Work
This chapter is devoted to describe some of the most relevant algorithms and techniques
involved in the process of learning and detecting objects. This brief literature review
focuses in two of the main aspects of our system: first in object learning using 2D and
3D input data and, second, in-hand object tracking and recognition.
4.3.1 Object learning and recognition using 2D and 3D input data
One of the first works in the field was performed by Gavrila and Groen who developed
a system that performs 3D object recognition using 2D input data [D.M.Gavrila and
Groen, 1991]. They created a 3D model and which was matched with an input 2D
projection using a hashing method. The system was tested under a controlled environment
and using textured objects, however, its performance decreased when it was tested in a
real environment with noise and loosely defined objects. Also, the system had a high
computing cost due of the use of the hashing algorithm, which limited the size of the
dataset.
Later systems [Sheta et al., 2012] explore different descriptors that are less time-
consuming. In this case, Sheta and colleagues used fuzzy logic to match the learned
features to the new ones being observed. Those descriptors did include Affine [Reiss,
1991], Zemike [Teague, 1980], and Hu [Hu, 1962] moments invariants among others. This
approach lead to a high percentage of true positives, But, again, the system was tested
in a very controlled set up: The input was collected from three cameras with known
illumination and orientation. The learned objects are white with significantly different
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shapes and they rest in a black background during the learning and recognition phases.
Hence, the applications of this system are related to the industrial field.
In another approach, Zia [Zia et al., 2013] demonstrated the effectiveness of two meth-
ods when combined: local descriptors and 3D wireframes. The system was able to dis-
tinguish between cars and bicycles and to estimate their pose. Nevertheless, the training
was made off-line, using a high number of Computer-Aided Design (CAD) models views.
These systems differ from our approach in one major aspect: Both the learning and
recognizing processes in our system are performed easily and on-line. There is no setting
needed nor no previous processing. The combination of 2D and 3D information in our
system is, to the best of our knowledge, novel. In our system we first define a ROI around
the user’s hand –which is located using a skeletonized model of the user provided by the
OpenNI library–, and then we combine 2D and 3D descriptors to estimate the user being
held in the user hand.
4.3.2 In-hand object learning and recognition
Most of the literature in in-hand object learning and recognition has been developed using
wearable cameras as the input of the system. One of the most representative works is
[Roth et al., 2006], which uses this approach to capture daily objects to construct a dataset
more easily. Its main feature is that it eliminates the necessity of manually segmenting
and labelling the learning datasets for object recognition libraries. However, the system
only learns new templates that are later fed to an off-line learning algorithm.
Another example is [Philipose, 2009], where the authors perform a benchmarking of
an egocentric object recognition system. The input of his approach is an image in which
the target object is already centered. The background is not segmented in this system
because the errors produced by it can be neglected. The target object occupies most
of the image frame and hence the processing of the input data does not need to be as
exhaustive as our approach.
The system presented in this chapter proposes a different approach: in our in-hand
object recognition and learning, the user locates himself/herself in front of the camera
and we find ROI around the user’s hand using a skeleton model of the user. Besides, the
switching between learning and recognizing modes is controlled by the user in a natural
manner, taking use, again, of the skeleton model of the user.
4.4 System Description
This section presents the object recognition system that we have developed. Our approach
implements a software capable of learning and recognizing hand-held objects. We have
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built our system in a modular manner where each step of the computer vision pipeline is
carried out in a different process. Each of these processes are implemented as a Robot
Operating System (ROS) [Quigley et al., 2009] node so the information between these
processes is exchanged using the regular ROS mechanisms. All the computer vision algo-
rithms used by our system are from the OpenCV Library [Bradski, 2000] for pixel-based
image processing and from the Point Cloud Library (PCL) [Rusu and Cousins, 2011] for
point-cloud based analysis.
The input of our system comes from the Kinect RGB-D sensor, which produces two
data sources: a 2D raw image from its RGB camera; and a 3D information in form of a
raw point cloud from the depth sensor. The former data source is passed to the OpenCV
library while the latter is processed with the PCL Library. Our system also receives a
third data source. This is a kinematic model of the skeleton as presented in chapter
3.4.1.1. This third input is used by our system to find the user’s hand to crop a ROI
section around it.
We also track the user’s hand to decide whether the user is showing the object to the
robot or not (see Figure 4.1). We use this predicate as a gestural interface that tells the
robot when the user wants to teach the robot a new object (hand extended towards the
robot indicates that the robot must learn the object) and when the learning should finish
(when the hand is not extended, but it still holding the object, indicates that the learning
should stop).
Figure 4.2 depicts a simplified view of our system’s flowchart. The system has two
main operating modes: the learning phase and the exploitation phase. In the next sections
each of those modes are detailed.
4.4.1 Common Steps for both modes
There are two steps in the image pipeline that are common to both the learning and
exploitation modes. These steps are selecting the Region of Interest (ROI) around the
user’s hand, both in 3D point cloud and in the 2D image; and the extraction of the
features from the point cloud and the RGB image.
The ROI selection steps aim to reduce the image and point cloud sizes so latter steps
would require less computation requirements and time. Note that in Figure 4.3 the 3D
ROI information output is passed to the 2D ROI extractor. That is because the hand
location is given in 3D coordinates. The 3D ROI is created by creating a prism around the
hand which is later passed to the 2D ROI, which mission is to convert the 3D coordinates
to pixel coordinates to create a square ROI.
Once the ROI is selected, the next step is to create the descriptors (features) that
uniquely define the segmented image and point cloud. As it was described in section
4.2.3, the system uses PFH [Rusu et al., 2008] for extracting the 3D features from the
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Figure 4.4: Example of the features produced by the ORB algorithm in grayscale image.
The figure shows 2 different views of the same object (a table cluttered by objects) and the
descriptors produced by ORB (red circles). The matching between descriptors is depicted in
green lines between both views. Image retrieved from [Rublee et al., 2011]. ©2011 IEEE.
ject. In each view, the system extracts the features for the view and stores them so they
can be matched during the exploitation phase. The system learns better when it is fed
with lots of quality data. That means that adding more views during learning, may in-
crease, potentially, its detection performance during the exploitation phase. Additionally,
showing different views of the same object increases the robustness to rotation and pose
misclassification.
To increase the quality of the views the learning system stops acquiring features during
a second between views, giving the time to the user to rotate the object. This avoids
having many similar views of the same object, which would not give any new information,
but would increase the processing time.
At the end of the learning mode, the learner_recognizer_node (depicted in Figure 4.5)
stores all the views in a file that can be latter used for matching during the exploitation
phase. At this point, the system also has created the vector ⌦ which contains the id of
all the learned objects in the session.
4.4.3 System exploitation mode
Once the system is trained by the user, it is able to start recognizing learned objects. This
phase is the exploitation mode (Figure 4.6). This mode starts, like in the learning mode,
by selecting the ROI and extracting the features from the Kinect’s input. After that, the
system tries to match the retrieved features to the previously stored ones. This matching
is carried out using the FANN (Fast Approximate Nearest Neighbour Search) [Muja and
Lowe, 2009] algorithm, which produces an approximate Nearest Neighbour for a given
point in a high dimensional space. Although FANN’s accuracy is outperformed by other
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We observed that, due light conditions and the approximate nature of FANN matchers,
some of these predictions might be incorrect. These misclassifications are isolated and
rarely come in bursts. Therefore, they can be considered as random white noise that occurs
at high frequencies. To mitigate these adverse effects, the last step of our estimator is a
low-pass filter that produces an aggregated final prediction at a frequency of 1Hz. This
filter works as follows:
The filter receives, every second, two vector of predictions p0RGB and p0PC which contain
the 30 last predictions from the RGB Matcher and the PC Matcher, respectively. With
these predictions is possible to calculate the Probability Mass Function (PMF) pmf(x) of
each prediction vector. These PMFs are calculated by counting the frequencies f 0RGB and
f 0PC in which each learned object oid 2 ⌦ appear in p0RGB and p0PC , respectively, and then
dividing them by the number of predictions per second. In the case of the RGB Matcher :
f 0RGB = pmf(p
0
RGB) (4.1)
=
⇥ 1
|⌦| freq(oid, p
0
RGB) | oid 2 ⌦
⇤
(4.2)
where ⌦ is the vector containing all the object ids learned in the Learning Mode, and
freq(oid, p0RGB) is the number of times that a particular learned object oid appears in
p0RGB. We also obtain the frequencies for each prediction of the PC Matcher :
f 0PC = pmf(p
0
PC) (4.3)
=
⇥ 1
|⌦| freq(oid, p
0
PC) | oid 2 ⌦
⇤
(4.4)
note that f 0RGB and f 0PC are vectors of length |⌦|. The next step is to combine both
vectors in a single one in the following way:
f 0 = w · f 0RGB + (1  w) · f 0PC (4.5)
where w 2 R, [0  k  1] is a constant that gives more weight to the matcher whose
predictions are considered more reliable. We found empirically that w = 0.6 produced
the best results with our data. That means that, in our case, the RGB Matcher produced
more accurate results than the PC Matcher in most cases. Both matchers are compared
in section 4.6.2.
The last step of our estimator is estimating which of the learned objects corresponds to
the object the user is holding in his/her hand. To do so, the system returns the predicted
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object id y0 which is the id of the most likely prediction in f 0:
y0 = index
f 0
(argmax(f 0)) (4.6)
where indexv(x) returns the position of the value x in the vector v. Note that this is
actually the object id that was predicted most times during the last second. This allows
to filter isolated misclassifications and reduces the impact of short burst of errors that
might occur when the user moves the object, etc.
Example of the output of our system:
As an example of how the predictions of our matchers are combined, imagine that our
system has learned 3 different objects with ids 0, 1, and 2. The ids of the learned objects
are stored in the vector ⌦ = [0, 1, 2], where each position of ⌦ is the id of one object. Now
imagine that our matchers produce 8 predictions per second (our real system produces 30
predictions per second, but we reduce it here for brevity) and that the RGB and Point
Cloud matchers produce the following predictions:
p0RGB = [1, 0, 2, 1, 1, 2, 0, 1]
p0PC = [1, 2, 2, 1, 2, 2, 2, 2]
where each position in p0RGB and p0PC corresponds to the predicted id of one object oid 2 ⌦.
These predictions produce the following probability mass functions.
f 0RGB = (0.25, 0.5, 0.25)
f 0PC = (0, 0.25, 0.75)
and then, following Eq. 4.5 we obtain the final prediction:
y0 = index
f 0
(argmax(0.6f 0RGB + 0.4f
0
PC))
y0 = 2
That is, our system predicted that the object being shown was the third one.
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4.5 Experimental Method
To validate the system, we evaluated its performance in terms of accuracy of its predic-
tions and of its computing requirements. The motivation of the latter is to ensure that
the learning is interactive, which requires that the system must be able to perform the
processing and analysis of its visual input in real time.
Our experiment consisted in a user showing the system a set of 6 objects (see Figure
4.7) which must be detected after the training. The light conditions were a mixture of
natural and artificial light. The natural light was cast from a window situated on the left
part of the room. The user presented the objects at an approximate distance of 1.7m of
the robot, which used a Kinect as its visual input.
The computing was carried out in an Intel Core i7-3630QM CPU (4 cores) operating
at 2.4Ghz1, 8GB of RAM (1600MHz) and a 120GB Solid State Drive (SSD).
4.5.1 Experimental procedure
The experiment was carried out in the following way. In Learning Mode (described in
section 4.4.2), the user showed each object to the system by extending his/her hand
towards it. trying not to occlude it too much with the user’s fingers. To compare how
the system learns with different number of views, we repeated this process three times, to
acquire 1, 5, and 10 views per object respectively. In the case of the 5 and 10 view trials,
the user rotated slowly the object while the system was capturing 1 view per second (we
capture one view per second to give the user time to rotate the object so we do not get
many views that are almost identical).
1With turbo of 3,4GHz
Figure 4.7: Dataset for the experiment. From left to right: ball, skull, cup, mobile phone, and
calculator.
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4.5.2 Evaluation Metrics
The accuracy of the system was measured by calculating the F1-Score metric:
F1 = 2 · precision · recall
precision+ recall
(4.7)
where the precision and recall can be obtained from the confusion matrix in the following
way:
precisionij =
MijP
Mj
(4.8)
recallij =
MijP
Mi
(4.9)
where Mij are the elements of the confusion matrix, and i, j the indexes of its rows and
columns respectively.
To evaluate the system requirements, we used the metrics CPU consumption and RAM
consumption to measure the computing load; and BandWidth (BW) and publishing rate
to measure the network load of the system.
4.6 Experimental Results
This section presents the results of the experiments described in the previous section. The
section starts with the results of the computing requirements evaluation and follows with
the results of the learning performance of the system.
4.6.1 Computing Performance evaluation
This section presents the results of the computing performance evaluation. We evaluate
the computing performance of the system by firstly monitoring its CPU and RAM con-
sumption in section 4.6.1.1 and secondly monitoring its network usage requirements in
section 4.6.1.2.
4.6.1.1 CPU and RAM usage
We monitored the CPU and RAM usage of every node involved in the experiment. The
results are summarized in Table 4.1. Note that the table differentiates between the third
party drivers and the nodes developed for the experiment.
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Node CPU Usage (%) RAM Usage (%)
Converter 0.20 0.50
ROI segmenter 2D 0.84 0.50
ROI segmenter 3D 13.34 1.50
Feature extractor 2D 2.44 0.10
Feature extractor 3D 4.74 0.50
Event handler 0.16 0.50
Learner recognizer 1.04 0.80
System output 0.13 0.30
Total Nodes: 22.88 4.70
pi_tracker node: skeleton_tracker 4.86 3.2
openni_launch nodelet 16.19 1.00
Total (including drivers): 43.84 8.90
Table 4.1: CPU and RAM usage of the system
The aggregated total CPU consumption of the system is under 45%, including the
computation requirements of third party drivers. The RAM consumption was nearly a
9% of the 8GB available.
4.6.1.2 Network usage
The results of the network load evaluation are summarized in Table 4.2. Our data shows
that the system publishes information at nearly 30FPS, which means that the system
can work in real time. Note that the last entry in the table the node “Final Object ID”
outputs its results at a frequency slightly lower than 1Hz. This value is the expected one,
since this node operates at that frequency as described in section 4.4.4.
Regarding the Bandwidth (BW) consumption, the system requires slightly less than
7MB/s, which is enough to operate in a WiFi connection in case it is needed. This
network consumption, enables the system to be distributed across several computers in
case it should be is installed in a robot with less computing power. For instance, it would
be possible to run some nodes in the robot while sending the most intensive CPU-bound
calculations to a central server with dedicated CPUs for such tasks.
4.6.2 Evaluation of the object recognition performance
Table 4.3 shows the F1 scores from our object recognition experiment. The results are
for 1, 5, and 10 views. These results are further described in sections 4.6.2.1, 4.6.2.2, and
4.6.2.3). After, we compare the effect that RGB Matcher and the PC Matcher had in the
final prediction in section 4.6.2.4.
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Topic Publishing Rate [Hz] BW (MB/s)
Hand location 27.56 1.38 · 10 3
Segmented image 26.70 1.79
Segmented image with keypoints 25.91 1.64 · 10 3
Segmented coordinates (px) 11.56 0.212
Segmented point cloud 18.18 1.48
Descriptors 2D 25.98 29.48 · 10 3
Descriptors 3D 15.29 2.60
Event 27.72 1.06 · 10 3
ObjectID 26.40 1.39 · 10 3
Final object ID 0.75 1.15
Total: - 6.65
Table 4.2: Network load results
1 View 5 Views 10 Views
Object Precision Recall F1 Score Precision Recall F1 Score Precision Recall F1 Score
ball 0.55 0.55 0.55 0.53 0.83 0.65 0.59 0.93 0.72
skull 0.87 0.45 0.59 0.43 0.62 0.51 0.69 0.69 0.69
cup 0.48 0.52 0.50 1.00 0.66 0.79 0.79 0.76 0.77
bottle 0.44 0.59 0.50 0.77 0.69 0.73 0.96 0.83 0.89
mobile 0.37 0.55 0.44 0.95 0.67 0.78 0.95 0.72 0.82
calculator 0.88 0.52 0.65 0.82 0.62 0.71 0.92 0.76 0.83
Total 0.60 0.53 0.54 0.75 0.68 0.70 0.82 0.78 0.79
Table 4.3: F1-score, precision and recall metrics for 1, 5, and 10 views per object
4.6.2.1 Performance Results when using 1 view
Table 4.4 is the confusion matrix obtained during the system exploitation phase. The rows
of the matrix correspond to the real class, while the columns are the predicted objects.
Note that the diagonal of the matrix indicates the success rate of the experiment, that is,
the number of true positives over the total number of estimations made by the system.
The F1-score is 0.54 (see Table 4.3), which is low but expected considering the robot
acquired only 1 view per object. As observed in the confusion matrix (see Table 4.4),
many object are confused with others, especially the skull, the cup and the bottle, which
have a dominant white component.
Real ⁄ Predicted ball skull cup bottle mobile calculator
ball 0.55 0.00 0.03 0.14 0.28 0.00
skull 0.03 0.45 0.28 0.24 0.00 0.00
cup 0.00 0.03 0.52 0.14 0.28 0.03
bottle 0.21 0.00 0.03 0.59 0.17 0.00
mobile 0.14 0.03 0.14 0.10 0.55 0.03
calculator 0.07 0.00 0.07 0.14 0.21 0.52
Table 4.4: Confusion matrix when 1 view per object.
75
4. IN HAND OBJECT DETECTION AND TRACKING
4.6.2.2 Performance Results using 5 views
Tables 4.3 (F-score) and 4.5 (Confusion Matrix) summarize the results for the training
with 5 views per object. Here, the system achieves a greater precision (0.75) and recall
(0.68), which reflects in an increase of the F1-score (0.70). Objects that were easily
confounded, are now easier to detect since the robot has acquired more information of
them during training.
Real ⁄ Predicted ball skull cup bottle mobile calculator
ball 0.83 0.14 0.00 0.00 0.03 0.00
skull 0.34 0.62 0.00 0.00 0.00 0.03
cup 0.03 0.21 0.66 0.07 0.00 0.03
bottle 0.14 0.14 0.00 0.69 0.00 0.03
mobile 0.10 0.13 0.00 0.07 0.67 0.03
calculator 0.10 0.21 0.00 0.07 0.00 0.62
Table 4.5: Confusion matrix using 5 views per object.
4.6.2.3 Performance Results using 10 views
Tables 4.3 (F-Score) and 4.6 (Confusion Matrix) summarize the results for a training of
10 views per object. Again, precision (0.82), recall (0.78) and F1-score (0.79) increase
when compared with 5 views.
Real ⁄ Predicted ball skull cup bottle mobile calculator
ball 0.93 0.00 0.07 0.00 0.00 0.00
skull 0.31 0.69 0.00 0.00 0.00 0.00
cup 0.03 0.14 0.76 0.00 0.03 0.03
bottle 0.03 0.14 0.00 0.83 0.00 0.00
mobile 0.07 0.03 0.14 0.00 0.72 0.03
calculator 0.21 0.00 0.00 0.03 0.00 0.76
Table 4.6: Confusion matrix using 10 views per object.
4.6.2.4 Comparison of the 2D and 3D independent recognition results and
the system’s output
As described in section 4.4.3, the system includes two matchers: the RGB Matcher (2D
Matcher) and the Point Cloud Matcher (3D Matcher). Each matcher produces an inde-
pendent prediction which latter is combined as described in section 4.4.4.
Table 4.7 compares the prediction power of each matcher by separate while table 4.8
shows how the system benefits when both are combined.
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RGB Matcher Point Cloud Matcher
Object Precision Recall F1 score Precision Recall F1 score
ball 0.49 0.84 0.62 0.62 0.79 0.69
skull 0.65 0.69 0.67 0.53 0.42 0.47
cup 0.52 0.73 0.61 0.43 0.64 0.51
bottle 0.61 0.87 0.72 0.56 0.72 0.63
mobile 0.73 0.79 0.76 0.45 0.63 0.53
calculator 0.89 0.82 0.85 0.66 0.82 0.73
Total 0.65 0.79 0.71 0.54 0.67 0.59
Table 4.7: F1-score of the RGB and the PC Matchers (10 views per object).
F1 Score
Object RGB Point Cloud Combined
ball 0.62 0.69 0.72
skull 0.67 0.47 0.69
cup 0.61 0.51 0.77
bottle 0.72 0.63 0.89
mobile 0.76 0.53 0.82
calculator 0.85 0.73 0.83
Total 0.71 0.59 0.79
Table 4.8: F1-score comparison for RGB and Point Cloud Matchers combined (10 views per
object and w = 0.6).
Our data shows that the RGB matcher is a better predictor than the Point Cloud
(0.71 vs. 0.59). A possible explanation for this difference might come from the depth
resolution of the Kinect, which decreases exponentially with the distance [Khoshelham
and Elberink, 2012]. At the operating distances of our experiment (1.7m), the typical
depth error of the sensor is nearly 1cm.
Despite the performance differences between matchers, the F1-score increased in 5 of
the 6 tested objects when both were combined. Only the calculator had a worse F1-Score,
but it was only a 2% decrease. We believe that this was caused because the calculator
was the object with the richest textures, which facilitated its recognition for the RGB
matcher.
4.7 Discussion
Our experiments showed that, as it was expected, increasing number of views also in-
creased the F1-score. This suggests that the system can ask for more data to the user
when it detects that the accuracy for detecting an object is not big enough.
We used objects with similarities either in texture or in shape since we hypothesized
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that these kind of objects are representative of the need of combining texture (RGB)
and shape (Point Cloud) matchers. For instance the ball and the skull had a dominant
spherical shape but differed in textures (see Figure 4.8). Also, when only using few views,
the cup, bottle, mobile and calculator are an almost-rectangular shape if looked from the
front. Even more, the bottle, mobile and calculator share a similar cubic shape (Figure
4.9).
In the case of the textures, some objects shared a strong white dominant (skull, cup,
bottle, smartphone). However, they had other strong textured components that might
have helped the RGB matcher to achieve better results than the Point Cloud Matcher.
As a general summary of the experiments, the combination of both matchers helped
to discern between similarities in a single matcher. However, we found that the impact
of the RGB matcher on the detection accuracy was greater than the PCL’s. The reason
for this difference might come from the fact that the depth resolution of the Kinect was
around 1cm. We believe that greater depth resolution might increase the accuracy of the
PC Matcher.
4.7.1 Limitations and Future Work
The present section explains the limitations of our approach and describes which upgrades
could be implemented to overcome them.
Hand location When a person shows an object to the system, the skeleton tracker
considers this object as a part of the user’s hand, introducing, therefore, an error in the
Figure 4.8: Detail of the ball and the skull using different views to illustrate their similar shape.
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Figure 4.9: Detail of the skull, cup, bottle, and mobile objects to illustrate their similarities
when using only 1 view.
user’s hand location. This location error affects the ROI segmentation since big objects
might not be segmented correctly (they may end cut by the ROI segmenter). A possible
solution may be to implement a new hand location taking into account for example the
skin color or to extend the ROI section automatically if the object is too big.
Feature extraction Feature extraction is performed in RGB and Point Cloud data.
The RGB feature extractor is a state-of-the-art solution for this application. It is faster
and less time-consuming than the alternatives with comparable experimental results [Mik-
sik and Mikolajczyk, 2012]. The PC features are extracted using many approximations in
order to reduce the huge computing time they require. Hence, they are less representative
leading to more potential classification errors in the matching process.
Therefore, a potential upgrade of the system is to use other feature extractors for
the Point Cloud. Some new algorithms such as LINEMOD [Hinterstoisser et al., 2012]
might be suitable for our approach For instance, LINEMOD is able to extract features
of texture-less objects. Such an extractor might help improve our matchers performance,
specially in the cases where there are many texture-less objects such as house-hold objects,
etc.
Learning and recognizing methods We followed a template matching approach as
our first steps into the field of in-hand object recognition. Although we achieved good
accuracy results in our dataset, we expect to expand the learning capabilities of the
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system by using machine learning algorithms such as Random Forests [Gall et al., 2012]
or Support Vector Machines (SVMs) [Pontil and Verri, 1998]
4.8 Conclusions
This chapter presented a system that implements in-hand object recognition that fuses
RGB and Point cloud data. The fact of using both types of information improve the
robustness of the system to illumination changes or noise in the input data stream. The
system works in real-time by matching the visual input of the system with templates of
pre-learnt objects.
Our system is validated in an experiment aimed to evaluate two aspects: first, that
the system is able to run in real time, and second, that combining RGB and Poing Cloud
matchers increases the accuracy of the matching process.
The results demonstrated that the system runs in real time and that its accuracy is
near an 80% when the dataset uses ten views per object. Depending on the evaluated
object, the F1 score laid between a 70% and an 80%. We expect that increasing the
number of views per object might increase these numbers a little bit more.
This system is, potentially, a good candidate to be a good benchmark for our Active
Learning approach. AL can act in several points of the data pipeline. For instance, it
is possible to extract the information gain of each matcher to analyse which one is more
informative and tune the weights of Eq. 4.5 accordingly. Also with AL is possible to know
when a prediction has high entropy (i.e. it is uncertain) and, therefore, ask for a label of
the shown object to the user.
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Active Learning for Social Robots
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Chapter 5
How Much Should a Robot Trust the
User Feedback? Analyzing the Impact
of Answers in Active Learning
This chapter is the first one to incorporate Active Learning to robot learning.
Here, using a similar system to the presented in Chapter 3, we analyse how
the answers to different questions may affect the learning performance of the
robot. This work has been submitted to the International Journal of Social
Robotics and it is currently in the review process.
Active Learning (AL) allows robots to learn faster and better than passive
learners by enabling them to ask questions to their human teachers during
the learning session. However, if the teacher is not able to provide accurate
answers to the robot’s questions, the learning accuracy of the robot might
decrease. As an additional problem, it might be difficult for the robot to know
whether the user will provide an accurate answer or not before incorporating
this answer to its knowledge. Hence, in some cases, the robot might be asking a
question without knowing that its response may lead to a decrease the system
accuracy instead of increasing it. This paper presents an experiment where,
after teaching a robot, a group of users are asked several questions whose
answers are used as feature filters in the robot’s learning space. We study how
the answers to different types of questions affect the learning accuracy of a
social robot when it is trained to recognize poses and we compare the learning
performance of a robot that learned the same poses actively and passively.
Finally, we provide a method where the robot reduces the effects of inaccurate
answers by lowering the trust in the user’s responses. Our results show that,
despite AL can improve the robot’s learning accuracy, there are some cases
where AL achieves significant worse results than Passive Learning (PL) if the
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user provides inaccurate feedback when asked. In our experiment, our method
has proven to maintain the benefits of AL even when the user answers are not
accurate. With this method the robot can incorporate the domain knowledge
given from the user’s answers without worrying whether the user will produce
a bad quality answer.
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5.1 Introduction
If social robots are going to establish long-term relationships with humans, it is expected
that there will be situations where robots would need to learn from people. Such learning
process should be interactive, natural, and it would require robots to learn fast and cause
the less disturbances as possible to humans. These topics are studied in the field of
Socially Guided Machine Learning (SG-ML) [Thomaz et al., 2006; Thomaz and Breazeal,
2007, 2008] and receive inputs from research in Human-Robot Interaction (HRI) [Fong
et al., 2003; Goodrich and Schultz, 2007].
Recently, new developments in SG-ML have started to include ideas from Active Learn-
ing (AL). This kind of learning enables social robots to ask questions1 actively to the users
instead of letting them the initiative of the interaction. AL comes from the Machine Learn-
ing field and it was introduced by Angluin [Angluin, 1988]. Whilst in Passive Learning
(PL), it is the teacher who provides the examples to the learner and labels them, in Ac-
tive Learning it is the learner who takes the initiative and asks queries. This queries can
consist in asking for labels of the learning examples or demand information about certain
parameters of the learning problem.
In HRI, AL is carried out interactively so the robot asks questions directly to the user
during or after the learning session. This mimics how humans learn: first, by observing
their teacher, and then, by asking questions when they have any doubts about the concept
to be learnt or the examples they have seen.
The use of AL in robotics has three main motivations. First, active learners can poten-
tially obtain better accuracy of the learned concepts [Cakmak et al., 2010]. Second, AL
may reduce the number of training examples needed to acquire a concept [Settles, 2010].
This is specially relevant in robotics since in interactive learning the cost of acquiring a
training example might time consuming. Finally, humans seems to prefer to train robots
that learn actively over passive ones [Cakmak et al., 2010].
Nevertheless, people prefer robots that do not ask too many questions [Cakmak et al.,
2010]. Therefore, knowing how different queries affect the learning performance can help
the robot to ask the questions that maximize its learning. Hence, the robot can avoid
being constantly querying the user.
There is literature that assessed different types of queries for AL [Cakmak and Thomaz,
2012] and that evaluated how to ask these questions to maximise the accuracy of the user
answers [Rosenthal et al., 2009, 2012]. However, we did not found evidence on how
different types of queries affect the robot’s learning performance.
This chapter explores the impact of different types of Feature Queries -that is queries
that seek information regarding the learning parameters-, on the accuracy of an interactive
1Questions and queries will be used indistinctly in this paper.
85
5. ON THE IMPACT OF INACCURATE ANSWERS IN AL
pose learning task. The chapter presents three different types of Feature Queries: Free
Speech Queries (FSQ), Yes/No Queries (YNQ) y Rank Queries (RQ) and we use them
to seek and filter the parameters which are less relevant for the learning. We studied
how these data filters affect the robot’s learning performance. Additionally, we found
that people answer’s can sometimes be too simplistic producing a negative impact in the
learning. As a consequence, the robot might learn worse than a passive learner.
Despite it seems that in such cases it might be wiser not to ask the user, most times
it is unknown whether the user responses are accurate or not. Accordingly, and knowing
that AL can be highly beneficial from the interaction point of view, we believe that robots
should ask queries even though their answers might be inaccurate.
Therefore, it is necessary to address this problem by minimizing the impact of inaccu-
rate answers. We propose a method which consists in reducing the robot’s confidence on
the user’s answers. Our method consists in extending the filters created from the robot’s
queries by including more parameters than the user answered.
We carried out an experiment where 24 users trained a social robot to detect different
poses. The users were asked for Feature Queries to assess the relevance of their limbs for
each pose. In our experiment we found that FSQ produced simpler filters than YNQ and
RQ. When these filters were applied to the training data, we found that, in some cases,
the user answers led the robot to learn worse. We hypothesize that this was originated
because their answers were to simple and included fewer limbs than the ones actually
involved in the pose. Hence, we decided to lower the robot’s confidence in the user’s
answers by adding more limbs to the user filters. This new Extended Filter enabled the
robot to learn better than with simply using user’s filters.
The remainder of this chapter is divided as follows. First, section 5.2 introduces other
works related to AL in robotics. Following, section 5.3 describes our learning approach
were we apply AL for pose learning. After, we present our experiment in section 5.4, its
results in section 5.5. The results are discussed in section 5.6. Finally, the conclusion and
future remarks are in section 5.7.
5.2 Related Work
Although AL is a mature topic in Machine Learning, its potential for robotics has not
been noticed until recent years. However, it has quickly attracted the attention of the
robotics community [Cakmak et al., 2010; de Greeff et al., 2009; Gribovskaya et al., 2010;
Lopes and Oudeyer, 2010; Martinez-Cantin et al., 2010; Merrick, 2010; Singh et al., 2010].
Two research trends can be distinguished in the field. In the first one, robots learn by
self-exploring the environment while in the second one, robots leverage on HRI to learn
from humans [Lopes and Oudeyer, 2010]. Here, the main vehicle of AL is asking queries
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to their teachers interactively.
This chapter focuses on the second approach inspired, mainly, by the works of Rosen-
thal [Rosenthal et al., 2009, 2012] and Cakmak [Cakmak and Thomaz, 2012; Cakmak
et al., 2010]. Starting from their research, we attempt to go further by understanding
how answers to different types of questions could affect the robot’s learning.
Rosenthal [Rosenthal et al., 2009] explores how different questions affect the accuracy
and correctness of the user’s responses. The paper shows some guidelines on how to ask
questions to the user so the error rate of their answers is reduced, even for those people
who are not robotic experts. However, they do not studied the impact of the user’s
inaccuracies on the robot learning performance.
Cakmak et al. [Cakmak et al., 2010] explore the AL field from the human point
of view. They propose that robots which ask questions interactively during the learning
process are perceived by people as more enjoyable and are preferred over Passive Learners.
Additionally, in their experiments, they found that AL might increase the learning speed
and accuracy of the robot.
They studied how the robot was perceived when it showed three different degrees
of interactivity when asking questions. The three modes of interactivity achieved better
learning results than passive learning, but there were no differences among them. However,
there were differences on how users perceived interactive robots. Despite users valued
positively active learners, they preferred not to lose the control of the interaction, and
not being bombarded constantly with questions.
In a further work, Cakmak [Cakmak and Thomaz, 2012] studies how humans ask
questions when learning and applies her findings to enable a robot to learn tasks actively
by combining active learning and Learning from Demonstration.
They introduce three main types of queries the robot can ask when learning: Label
Queries, Demonstration Queries, and Feature Queries. The three of them are inspired
from traditional AL techniques and adapted to the robot learning problem.
• Label Queries, consist in the robot executing an action and then asking the user
for the label of that action. These queries are inspired by the original works of AL
[Angluin, 1988].
• In Demonstration Queries, the robot asks the user for a demonstration of a certain
label. They are inspired by Lomasky’s Active Class Selection [Lomasky et al., 2007],
in which an active learner actively asks for new examples.
• Feature Queries, consist in asking the user if a certain feature of the learning space
is relevant or not. These are inspired by [Druck et al., 2009; Raghavan et al., 2006].
Cakmak presents an experiment where they found that people tend to ask feature
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queries when they are learning. Even more, when teaching a robot, people perceive it as
smarter if it asks for Feature Queries rather than Label or Demonstration Queries.
In general terms, Feature Queries tend to be very verbal, but grounded to the physical
world. This fact, together with the idea that users prefer them over other queries, led
us to focus our research on the study of Feature Queries. Cakmak studied how different
queries are perceived by users, but did not study how they affect the robot’s learning
capabilities. This chapter combines Cakmak’s Feature Queries [Cakmak and Thomaz,
2012], with Rosenthal’s ideas on how different questions can lead to inaccuracies in the
user’s responses [Rosenthal et al., 2009]. We study how these user inaccuracies can lead
to a decrease in the robot learning and propose a method to reduce the impact of this
problem.
5.3 Learning Scheme
We will apply our learning scheme to pose learning. When the user starts training the
robot, he has to carry out two tasks. The first one is to put herself in the pose she wants
to show the robot. The second task is to tell the robot at which pose is she standing.
From the robot’s point of view, firstly, it has to detect the human pose and, secondly, it
has to understand what the user is saying it. Using this data, the robot builds a dataset
which feeds a learning algorithm. The questions that the robot ask to the user are used
to manipulate which information of this dataset is used to learn.
In this section we describe the components that participate in the learning process as
well as the learning itself. First, we describe the visual system that enables the robot to
see its surroundings. We continue describing the elements that enable our robot to hear
and talk with the user, so the user can tell the robot the labels of the poses interactively.
After, we present the learning mechanisms used by the robot and we end this section by
introducing how our robot is able to learn actively.
5.3.1 Visual Input
We use a Kinect RGB-D camera as the main visual sensor. Concretely, we rely only on
its depth data, which it is processed using the OpenNI1 API. This API builds a skeleton
model of the user returning the positions and orientations of 15 joints of the user (see
figure 5.1). The positions and orientations of these 15 joints are what will be used as the
main input for our learning algorithm.
1http://structure.io/openni
88

5. ON THE IMPACT OF INACCURATE ANSWERS IN AL
out.” trigger s1.
We have built one grammar Gp =: (Up, Sp) to detect if a user is telling a pose to
the robot. This grammar allows us to detect up to 9 pose definitions separated in three
different categories as will be described later. For the sake of brevity, and since the robot
was taught in Spanish, we omit all the possible Up for each s 2 Sp (although we provide
a couple of examples later in this sub-section). However, we fully describe Sp since they
contain the concepts taught to the robot:
Sp = {sa, sd} (5.1)
where sa, sd are the semantic meanings of the user’s speech:
1. Action Semantics, sa: This can take one of the following values:
sa = {turned , looking , pointing}
where:
(a) turned defines that the user is turned (oriented her body) to the direction
specified in sd.
(b) looking defines that the user has oriented her head to the direction specified in
sd.
(c) pointing defines that the user is pointing in the direction specified in sd.
2. Direction Semantics, sd: This can take one of the following values:
sd = {left , forward , right}
where:
(a) left defines that the action defined in sa is carried out to the user’s left side.
For example, if the trainer is pointing (sa = pointing), she is doing it to her
own left.
(b) forward defines that the action defined in sa is carried out toward the user’s
front. For instance, if the trainer is pointing (sa = pointing), she is doing it
toward her own front.
(c) right defines that the action defined in sa is carried out to the user’s right. For
instance, if the trainer is pointing (sa = pointing), she is doing it to her own
right.
90
5.3. Learning Scheme
When the robot detects a speech, the ASR evaluates it against Gp. If the evaluation
produces a valid result, the ASR tags the speech with a label l(i)p 2 Gp. To be considered
a valid label l(i)p , our grammar needs both sa and sd semantic meanings.
Some label examples might be lp = (looking, left), which indicates the user is looking
to her left; or lp = (turned, forward), which indicates the user is turned towards to
the robot. Note that, as we defined before, the user can arrive to the same semantic
meaning in different ways. For instance, phrases such as “I’m looking to the right” or
“I’m in a chair, looking towards my right” would produce the same semantic meaning:
lp = (looking, right)
5.3.3 Learning
With the visual and verbal inputs, the robot is able to create a dataset of training instances
that it will use to learn the poses of the user. The visual input is the training data itself
while the verbal labels are used to establish the class label of each training instance.
Each training instance Itr = (J, l) is composed of the joint set (J) retrieved from the
visual system and the class label lp 2 Gp which defines the pose of J and is retrieved from
the grammar Gp. The joint set J = (j1, j2, . . . , j15) contains the 15 joints of the user as
depicted in figure 5.1. Each joint j has the following parameters:
ji = (xi, yi, zi, qxi , qyi , qzi , qwi : 1  i  15) (5.2)
where x, y, z represent the position of the joint in R3 and qx, qy, qz, qw is a quaternion
representing its orientation.
While the user keeps training the robot, each instance is added to dataset Dtr:
Dtr = {I(1)tr , . . . , I(m)tr } (5.3)
where m is the number of training instances of the dataset. Since the user is who
decides when to stop the training, m might vary between users.
Once the user stops the training by emitting a voice command specified in a control
grammar, the robot can apply a learning algorithm to learn from Dtr. In this chapter we
use three different learning algorithms: J48 [Quinlan, 1993], Random Forests [Breiman,
2001] and SMO [Shevade et al., 2000].
The algorithms that we use in this chapter are freely available through the Weka
Framework [Hall et al., 2009]. Since our purpose is not to develop or compare learning
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algorithms, but to observe the impact of AL on them, we did not run any model fitting
nor parameter optimization. Instead, we use the default parameters as provided by the
framework. Despite not being optimal, these parameter choice provides good performance
on a wide range of datasets.
Once the robot has applied one of these learning algorithms to Dtr, it obtains a model
of the poses the user has taught to it. In other words, the robot is able to establish the
relationship J ! lp. This model can be used, later, in the exploitation phase, to detect
at which pose is the user standing. At this point, this learning process is passive since
the robot does not ask actively any question to the user. Following, we introduce the
additions to our learning scheme so our robot can behave as an active learner.
5.3.4 Proposed approach for active learning
We use AL to ask questions to the teacher related to these poses. We focus on feature
queries to find which features of the learning space are more relevant since users perceive
them as the smartest and they use the most preferred [Cakmak and Thomaz, 2012].
In our approach, we ask the questions once the training session is over. At this moment,
the robot asks the user which parts of her body have been the most important for each
pose. For instance, if the user has taught the robot a pointing pose, it is expected that
when the robot asks for the features that are more relevant for this pose, the user’s answer
should indicate some part of her arm.
With the user’s answers, the robot filters all the features which has been told to be
less relevant. In this chapter, we focus on the learning effects of filtering parameters due
AL. In other words, we do not study how users perceive the questions or which kind of
queries are most helpful to explore the unknown learning space. Contrarily, we study how
different user responses affect the learning performance for the case of pose learning.
One aspect that must be taken into account is that feature queries for parameter
selection might be too technical from the point of view of the user. Even though we are
not focusing on the human side of the HRI, our aim is to have interactions as much natural
as possible. Hence, we simplified the parameter selection process by asking non technical
questions to the user. For instance, instead of asking for the orientation in certain axes
of the user’s hand, the robot can ask whether the user’s hand is considered important or
not for a certain pose. If she answers affirmatively, then we use all the parameters related
to the hand. Conversely, if she answers negatively, then the robot filters these parameters
not using them in the learning phase.
Regarding the questions themselves, we have taken into account the effect in which
the user’s responses can be affected by the way the questions are asked [Rosenthal et al.,
2009]. For that reason, we considered three types of questions to the user.
The first one, which we called “Free Speech Queries” (FSQ) consists in open questions
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which allow the user to answer freely. The second type, “Yes/No Queries” (YNQ), force
the user to answer with a “yes” or “no” statement. Finally, in the third type, which we call
“Rank Queries” (RQ), the user must answer quantifying the importance of a limb from
not important to very important. Examples of these type of questions are:
• Free Speech Queries (FSQ):
– “Which is the most important limb in this pose? ”
– “Which limbs are important in this case? ”
• Yes/No Queries (YNQ):
– “Is the hand important? ”
– “Should I pay attention to your head when you are pointing? ”
• Rank Queries (RQ):
– “How important is your hand? ”
The answers to these questions produce different information. Typically, answers to
FSQ provide a single limb or a short list limbs which the user considered important. For
instance “I suppose my arm” or “My hand and my head ”. Moreover, in these questions,
is the user who decides from which limbs she will provide feedback. Therefore, their use
might be interesting when the robot does not know which limbs might be important.
Conversely, YNQ and RQ force the user to answer only about the limb the robot asked
for. Hence, these questions are better to retrieve information from a specific limb.
The major drawback of FSQs is that their answers need to be parsed in order to map
what the user has told to the limbs shown in Fig 5.1. This is not needed in YNQ and RQ
since they are directly related to a limb and their answers are typically prefixed (yes/no,
very important, quite important, etc.).
Although YNQ and RQ are similar, there are some differences among them. The main
one is that YNQ provide less information than RQ. I.e. YNQ only tell whether a limb is
important or not whilst RQ quantify this importance.
Once the robot has all the answers from the user, it processes them to decide what
limbs are the most relevant to learn a certain pose. Our system makes this decision
establishing a threshold in which, if a limb has a value below it, it will be filtered out and
therefore, not used for learning.
This threshold is calculated differently depending on the type of the questions. In FSQ,
each user that have trained the robot, provides a list of limbs which she has considered
important, so we can calculate the number of times a limb has been mentioned by the users
to get a score of its relevance Rl (Note that we use the terms relevance and importance
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indistinctly). This score can oscillate between 0, if no one considered that limb important,
and Nu (number of users that have trained the robot) if every user mentioned it when
they were asked. Therefore, with the user answers we can build a list of relevances:
RFSQ = {Rhead, Rneck, ...} (5.4)
in which are stored the relevances for all the 15 limbs. We then calculate the mean
relevance RFSQ of this vector. Our threshold ThFSQ is established as this mean plus one
standard deviation:
ThFSQ = RFSQ +  RFSQ (5.5)
We decided to add a standard deviation  RFSQ to the threshold in order to ensure that
the limbs which are chosen stand out from the rest.
The threshold in YNQ is calculated similarly, but instead of summing the number of
times the user mentioned a limb, we sum all the positive answers (the number of times
"Yes" was answered). In RQ, the process is slightly different since the answers are not
binary (yes/no) but a direct measure of what is the perceived relevance of each limb.
What we did is, with the answers from several users, calculate the average relevance for
each limb. So Rl in RQ is actually Rl. The rest of the process is exactly the same as in
FSQ and YQ except the criteria in which a limb passes the threshold. In this case, since
the relevances are random variables, we decided that a limb passes the threshold if its
95% Confidence Interval (CI) is above it.
The thresholds define which limbs are used to learn and which are filtered out. Hence,
AL allows us to build, directly from user’s answers, parameter filters that enable the robot
to filter the data which is not relevant for learning.
Note that our approach allows mixing the answers from FSQ, YNQ and RQ to build
a filter. However, we decided not to do so since our aim for this chapter is to analyse how
these type of questions affect the robot learning isolatedly.
5.3.4.1 Parameter Filters from User’s Answers
We have built 3 different filters that can be used to pre-process the data before its fed to
the classifier. We called these filters:
1. FSQF, built from Free Speech Queries
2. YNQF, built from Yes/No Queries
3. RQF, built from Rank Queries
In the three cases, the final "F" comes from Filter. Additionally we created an addi-
tional fourth filter:
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1. Extended Filter (EF), built as an extension of RQF.
The EF is an RQF which includes all the adjacent limbs included in a normal RQ
Filter. For instance, if we have an RQF formed with {head, neck}, its associated EF will
include: {head, neck, left shoulder, right shoulder, torso}. A map of adjacencies is
shown in Figure 5.1.
As it will be shown later, this filter improves the RQF in the situations where, due a
low quality answer from the user, the RQF (and other AL filters) can be outperformed
by Passive Learning. In such cases, the use of our EF ameliorates this effect.
5.4 Experiment
The aim of our experiment is to understand how the answers to FSQ, YNQ, and RQ
affects the robot learning. For that reason we prepared an experiment in which several
users teach the robot different poses and they are asked afterwards several questions in
the form of FSQ, YNQ, and RQ. Therefore, the robot can use this information to improve
its learning performance.
Despite the learning session involved natural interaction between the user and the
robot, we evaluated the effectiveness of the user’s answers in offline questionnaires that
were handed to the users just after the training session. This was motivated because the
aim of our experiment is to explore the uses of different queries, which required to ask
many questions to the users so we can explore which ones are better to ask. Because of
that, if the robot asks too many questions, we believe that we are in danger of causing
boredom and fatigue to the user and, therefore, he/she might not answer correctly.
5.4.1 Platform. The Social Robot Maggie
The user trained the robot Maggie [Salichs et al., 2006], see Fig. 5.2, a social robot devel-
oped in our own lab aimed for research in HRI and Social Robotics. The robot is equipped
with a Kinect, an ASR (Automatic Speech Recognition) [Alonso-Martín and Salichs, 2011]
and TTS (Text to Speech) systems, coupled in a Natural Dialogue Management System
[Alonso et al., 2013], which enable the robot to carry out natural interactions. These com-
ponents are tightly coupled by using the ROS [Quigley et al., 2009] framework. Although
most of these components are self-built, any robot equipped with a Kinect, a TTS and
an ASR, can replicate our experiments easily.
5.4.2 Experimental setup
We tested our active learning approach in three experiments where 24 users trained the
robot while interacting with it. The 24 users participated in the three experiments. Each
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Figure 5.2: Maggie: the robot used in our experiments
experiment consisted in the user teaching three poses to the robot:
• Experiment 01: The users showed the poses Turned left, turned forward, and
turned right. (Figs. 5.3(a), 5.3(b), 5.3(c)).
• Experiment 02: The users showed the poses Looking left, looking forward, and
looking gright. (Figs. 5.3(d), 5.3(e), 5.3(f)).
• Experiment 03: The users showed the poses Pointing left, pointing forward, and
pointing right. (Figs. 5.3(g), 5.3(h), 5.3(i)).
The training was carried out in the scenario depicted in Fig. 5.4. The users were
told to remain inside the rectangle depicted in the figure. This rectangle was drawn in
the ground so the users could see whether they were inside it or not. We limited the
experimental area to ensure that the user was always inside the Kinect’s field of view.
However, the users were allowed to move wherever they wanted as long as they stayed
inside the limits. Finally, they were told to warn Maggie before changing their pose. This
was done so we can separate the transitions between poses.
5.4.3 Method
The users were told to stand in front of Maggie. Then, the experimenter told them all the
experimental procedure. After, the users were told that they could ask the experimenter
whenever they had any doubts on the labels of the poses or other grammar commands.
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(a) Turned Left (b) Turned Forward (c) Turned Right
(d) Looking Left (e) Looking Forward (f) Looking Right
(g) Pointing Left (h) Pointing Forward (i) Pointing Right
Figure 5.3: Examples of poses that the users taught to the robot.
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then YNQ, and finally RQ. All users had to respond to the three types of questions,
although their answers were treated separatedly. The following examples of the asked
questions are provided1:
• FSQ: What parts of your body do you think the robot has used to learn whether you
were TURNED left, forward or to the right?.
This example is related to the experiment 1. The same question was repeated for
experiments 2 and 3 but changing TURNED with LOOKING and POINTING,
respectively. To answer an FSQ, the users were asked to write in an open-text box
what limbs were considered most important in each experiment.
• YNQ: What parts of your body do you think the robot has used to learn in Experi-
ment 1?.
This question was the same for each experiment, except we change the number of
experiment indicated. Together with the number of the experiment, we provided an
explanation of what was the experiment. To answer the YNQ, the user had to fill
a multiple-choice list of the limbs depicted in Fig. 5.1. Every limb marked by the
user, indicated that was relevant for the experiment.
• RQ: Mark the importance of each of the parts of your body so that the robot can
learn. [ limb]2.
RQs consisted in fifteen questions per experiment, each one asking for the impor-
tance of a single limb. The limb that was asked for was marked in brackets. For
instance, in this example, the asked limb is the Head. The answers consisted in
a 4-point scale rating the importance of a limb ranging from Not important at all
to Very Important. Notice that in a real learning session is unlikely that the robot
would ask for all limbs, but our motivation here was to understand which is the max-
imum performance gain from each type of question. We believe that this maximum
gain is achieved when the robot gathers information from all the parameters.
5.5 Results
5.5.1 Filters for active learning
First, we evaluate the responses of the users to the questionnaires, from which we build
the AL filters that will be used for learning. Figure 5.5 shows the results from the user’s
1 The original questions were asked in Spanish. Here we provide the most accurate translations we
have found
2 In the real questionnaire, limb was substituted by the name of a limb. For instance Head, Torso,
etc.
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Experiment 01 (Turned)
Free Speech Queries LS, RS, Torso
Yes/No Queries Head, LS, RS, Torso
Rank Queries LS, RS, Torso
Experiment 02 (Looking)
Free Speech Queries Head
Yes/No Queries Head, Neck
Rank Queries Head, Neck
Experiment 03 (Pointing)
Free Speech Queries LS, LE, LH, RS, RE, RH
Yes/No Queries LE, LH, RE, RH
Rank Queries LE, LH, RE, RH
Table 5.1: Summary of the selected limbs for each experiment and question types. Note: LS
(Left Shoulder), RS (Right Shoulder), LE (Left Elbow), RE (Right Elbow), LH (Left Hand), RH
(Right Hand)
answers in each experiment. The horizontal dashed line indicates the filter thresholds.
The limbs that passed the threshold are painted in orange, indicating that they will to
be used in the learning phase. The results are also summarized in Table 5.1 and briefly
discussed following:
• Experiment 01, Turned (Fig. 5.5(a)) - FSQ and RQ produced the same filters,
selecting both shoulders and the torso. In YNQ the users also selected the head as
an important limb.
• Experiment 02, Looking (Fig. 5.5(b)) Here FSQ were stricter, selecting only the
head. On the other hand, users selected the same limbs in YNQ and RQ: head and
neck.
• Experiment 03, Pointing (Fig. 5.5(c)) In FSQ most of the users answered "their
arm/s" as response. These included user’s both shoulders, elbows and hands. In
the case of YNQ and RQ, however, the users selected only their both hands and
elbows.
When analysing the user’s answers to FSQ, we realized that sometimes their answers
were too broad. This was the case of the answers to experiment 3, in which most users
answered with “my arm” or “my arms”. There is not a direct mapping between “arm”
and any of the OpenNI joints, hence, we had to make a decision on how to interpret these
answers. Moreover, no user indicated which arm was referring when they answered “my
arm”. In this case we did not know if she was referring to her left or right arm. Since
different users pointed with different arms and, since we wanted to be conservative in the
mapping, we decided that all the uncertain answers that covered different possible limbs
will be mapped including all of these limbs. For instance, in the case of the “my arm”
answer, we included both left and right arms. We applied the same principle to decide
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(a) User Answers In Experiment 01: Turned Left, Front, Right
(b) User Answers In Experiment 02: Looking Left, Front, Right
(c) User Answers In Experiment 03: Pointing Left, Front, Right
Figure 5.5: User answers for experiments 01, 02 and 03. The limbs that are selected are painted
in orange.
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which OpenNI joint was mapped to the “my arm” answer. Hence we mapped "arm" to
the joints hand, elbow and shoulder.
YNQ and RQ produced nearly the same filters, which might occurred because, con-
trarily to the FSQs, the users had a list of limbs in front of them when choosing their
answers. This might have allowed them to think more carefully about their answers than
in the FSQ. But, if observed in detail, although the graphs of YNQ and RQ had almost
the same shape, there is a slight difference in the limbs that were not selected. In RQ,
these limbs tended to be closer to the threshold than YNQ. For instance, this effect is
clearly shown in Fig. 5.5(b). In the figure both YNQ and RQ selected the Head and
the Neck, and when looking to the unselected limbs, the shoulders and torso stood over
the rest. However, while in YNQ their values were lower than in RQ, where they almost
passed the threshold.
Therefore, there were differences between them. These differences might have been
produced because, although the user had the list of limbs in both cases, in RQ they were
forced to give an answer to each limb.
Two conclusions might be drawn from these effects. The first is: the more you force
the users to think of their limbs, the most limbs are included in their answers. In other
words, if you let them to decide which limbs are important, they provide more strict filters
than when you ask them for particular limbs.
The second conclusion we can extract from this fact is that RQ and YNQ obtained the
same filters because we were too strict selecting our threshold. Had been the threshold
lower, RQ would have had more limbs included than YNQ. In that case RQ could have
been considered as an extended version of YNQ.
This idea is what led us to create the Extended Filter (EF) which we presented in
section 5.3.4.1. Since the user answers were, too simplistic, we decided that the robot
should not blindly trust in her answers. However, since she were not completely wrong,
we opted to extend her answers including more information than she actually gave.
5.5.2 Learning Results
We compared the AL performance when using the filters built from the FSQs, YNQs and
RQs against a Passive Learner1 (PL). Aditionally, we also compare the Extended Filter
(EF) presented in section 5.3.4.1 against PL. Therefore, we consider PL as a reference
metric to benchmark our AL approach.
These filters pre-process the data, removing all the parameters associated to the limbs
that were filtered out. The remaining data is fed to three classifiers: a J48 [Quinlan, 1993],
which is a modification of the C4.5 decision tree, a Random Forest [Breiman, 2001], and
1 This is a classifier built without filtering any parameters
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an SMO [Shevade et al., 2000]. We compared the results of each classifier separately, so
we can reduce the likelihood of the results being caused by the algorithm itself.
The metric we used for our evaluation is the F-score:
F1 = 2 ⇤ precision ⇤ recall
precision+ recall
(5.6)
This metric is a single value metric that indicates the accuracy of a learning system having
into account both its precision and recall.
We evaluated the learning performance using a modification of the Leave-One-Out
(LOO) evaluation method. A traditional LOO evaluation is similar to a Cross-Validation
but with the difference that, in each fold it trains with all all the dataset except one
instance. Once the system is trained, the left out instance is used for evaluation which
produces a result of one or zero for success or failure respectively. This process is repeated
with every instance of the dataset and then the evaluation results are averaged. Our
modified LOO consists in, instead of leaving out one single instance, we remove all the
instances that correspond to a single user. The rest of the process is kept the same as
the traditional LOO. We call this method user-based LOO and is motivated to avoid
over-optimistic estimations produced by including instances of the same user both in the
training and test sets.
The results are shown in Fig. 5.6 and summarized following. Notice that, as described
in section 5.5.1, YNQ and RQ produced the same filters1. Therefore, from now on, we
only describe RQ results:
• Experiment 01, Turned (Fig 5.6(a)): This experiment produced the best learning
results, achieving F-Scores of nearly 100% with just only 2 or 3 training users.
• Experiment 02, Looking (Fig 5.6(b)): In the looking experiment AL lead to
worse results compared to PL. In general terms, FSQ and RQ performed worse
than PL with the exception of the cases in which only one user trained the robot.
Here, the EF performed better. Although its performace was lower than PL, it was
closer to it than to FSQ and RQ. Even more, EF was significantly better than PL
in the SMO.
The reason of the lower performance of AL (FSQ and RQ) might be caused because
the verbal cues may be useful at the beginning of the training process, when the
robot has few examples to build a good model of the problem. In this case, intro-
ducing domain knowledge from the users compensate the lack of training examples.
However, once the classifier gets more training examples, the training data becomes
1The only difference occurred in Experiment 01 (Turned), where YNQ added the Head to the RQ
limbs. However, since in such experiment the results achieved scores of nearly 100% so quickly, we decided
that the differences in such case were irrelevant.
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more informative than the user’s responses, which we believe that in this case were
being too simplistic and leaded to worse results. The extended filter did include
these joints and, therefore, was able to achieve better results.
• Experiment 03, Pointing (Fig 5.6(c)): In this experiment RQ and EF performed
slightly better than FSQ and PL, specially when used Random Forests. In the case
of SMO, these differences are less significant and they disappear with the J48.
Despite the differences are not as clear as in experiment 2, in this experiment the
algorithms also performed differently when they had few training examples than
when they were trained with all the users. When only one user trained the system,
two of the three algorithms, the J48 and the SMO, produced the best results in the
AL approaches obtaining similar results. However, when they were trained with the
23 users, we did not observe differences between the AL and non-AL approaches.
On the other hand, the Random Forests Algorithm behaved just in the opposite
way. When trained with only one user, the AL approaches were significantly worse
than the non-AL version. But with 23 training users, AL supposed a significant
improvement over the non-AL.
When comparing the results between algorithms, SMO showed the best performance
followed by Random Forest and J48.
5.6 Discussion
It seems that FSQ answers produced stricter filters (included less limbs) than YNQ and
RQ. Although YNQ and RQ produced the same filters, it also seems that YNQ was
slightly stricter than RQ. Therefore, if the robot needs to create more inclusive filters, it
should prefer to ask Rank Queries over the others. However, each RQ is tailed to a single
limb, which might produce a more verbose robot. Since users prefer not to be bombarded
with many questions [Cakmak et al., 2010].
FSQs have the advantage of being more natural and they can be much more efficient
than the other types of queries. In an interactive setting, YNQ and RQ would require
the robot to go through all possible dimensions to have an unbiased estimate of relevance
for all dimensions. Whereas with FSQ the robot just asks “What is relevant? ” and the
person can just directly mention the relevant ones and ignore the irrelevant ones, which
would take much less time.
One way to mitigate the number of questions issued by YNQ and RQ might consist
in combining feature selection algorithms with AL. For instance, the robot might ask the
user YNQ or RQ for the features being chosen by the feature selection algorithm just to
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confirm or discard them. Also, to reduce the number of questions, these might be asked
in batches. An example of such queries would be asking questions of the type “Which of
the following are relevant: X, Y, or Z? ”. or, perhaps “Do you thing that X, Y, and Z are
relevant? ”.
All this, leads to one aspect that has not been considered in our work, and that should
be addressed in future work. That is, studying which is the cost of each question. For
such purpose different metrics could be used depending of what are the requirements of
the system: Time required to build a filter, number of questions required to build a filter,
etc.
As we seen before, user’s answers to YNQ and RQ ended up with the same filters. This
has been caused because our method of choosing the selection threshold. To calculate it
we used the mean relevance of the limbs plus one standard deviation. Our motivation was
to differentiate the limbs that stood out of the rest. Perhaps choosing another threshold,
for instance using only the mean, could have lead to producing different filters. Another
aspect to consider is the method which we have followed to build the user-based filters. We
followed an aggressive approach in which we removed all the parameters associated to a
limb when the user considered that this limb was irrelevant. A more conservative approach
might differentiate, for instance, between positions and orientations. However, as a side
effect, asking too many questions to the user might lead to worsening the interaction
[Cakmak et al., 2010].
As we have seen, in the second experiment (looking), AL got worse performance than
PL. Our intuition leads us to think that this might be caused because the user’s answers
were too generic. We believe that, when they indicated that their heads and necks were
important, they should have included their shoulders as well. It seems that when they
turned their heads, they also slightly moved, imperceptibly, their shoulders. Therefore,
when filtering the shoulders, the classifiers lost information that, in the end, resulted to
be important.
The main conclusion that might be drawn from the experiment is that user verbal
responses in AL can lead to filtering data of the parameter space which might be actually
relevant for learning. When this happens, AL can produce worse results than PL. Even
more, it might not be easy for the system to know in which cases the user’s answers would
lead to a decrease in the algorithm performance. To solve this problem we developed the
notion of the Extended Filter (EF). This filter achieved a performance similar or better
than other AL filters in the situations where AL did not worked as well as expected since
EF included those limbs that might have been relevant. What is more interesting, when
AL did performed better than PL, the EF behaved as a regular AL approach. Therefore,
our EF gets the best of the two worlds, being a good choice to avoid the pitfalls we
commented before.
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Perhaps the reason EF behaves in this way is because it can be considered as a filter
in which the robot trusts less in the user’s answers. The EF feeds the learning algorithm
with more data than the user would do, but at the same time, it filters the data which is
likely to be irrelevant for the learning problem. In other words, when using an EF, the
robot does not take the user response as literal and accurate as other AL approaches, by
generalizing the user’s answer to other parameters.
We believe that the EF concept can be exported to other fields than pose learning.
This is possible because the main notion of the EF is to include in the filter not only the
features from the user’s feedback, but also the ones which are closely related to them. In
the case of pose learning, this relation is spatial, i.e. the joints which are closer are more
likely to move together. To implement the EF in other fields, the designer of the learning
scheme must be aware of the relationships between parameters just to build the extension
to the user-selected parameters
Another way of extending the user filter is lowering the selection threshold of the user
answers. As we have seen, when many users answer questions, a long tail of unselected
answers appears. The higher is the standard deviation of the user answers, the more
likely will be that lowering the threshold will produce an extended filter. This is, if the
user answers are variate, it is more likely that lowering the threshold will include other
parameters.
5.7 Conclusions
The main contribution of this chapter is two-fold. First, we evaluated how different types
of Feature Queries affect the learning performance of a robot that learns actively. We
found that, in some cases, user’s answers might be too simplistic leading to a reduction
in the robot’s learning accuracy. In such cases, if the robot trusts too much in the user’s
responses, Active Learning approaches might be outperformed by Passive Learning. The
second contribution of this chapter is a method in which the robot reduces its confidence
on the user’s answers by extending them to other related parameters of the learning space.
This method has proven to keep the learning performance high even in the cases where
users did not provide accurate answers.
We tested our approach in an experiment where 24 users trained a social robot to
recognise poses. In the experiment, they were asked for three types of Feature Queries:
Free Speech Queries (FSQ), Yes/No Queries (YNQ), and Rank Queries (RQ). The answers
to these queries were used to build feature filters that pre-processed the training data
before it was fed to the learning algorithm of the robot. We found that FSQ produced
less-inclusive filters than YNQ and RQ leading to simpler answers. We tested our method
by reducing the robot’s confidence on the answers to RQ. In essence, it consisted in
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building a filter which was an extension to the RQ-based filter. Our Extended Filter
outperformed other AL-based filters when the user’s provided inaccurate answers, and
kept a similar performance compared to pure AL-based filters when the users provided
good answers
Even though our method is applied for pose learning, we believe that it can be applied
to other AL-based learning approaches. This is because our approach is based on feature
selection, Hence, other learning approaches can apply it as long as the robot knows the
relationship between the features it is asking for. Knowing these relationships, the robot
might extend the user answers to other related features, thus reducing the effects of her
inaccuracies. Our method might help robots to learn better from people who are not
expert in robotics. If the robot expects that the user answer might not be accurate, it
can choose to apply our Extended Filter instead of discarding it.
As a future work, it remains how to apply this method when different types of feature
queries are combined. Because FSQ produce simpler answers than YNQ and RQ, it might
be interesting to apply different filters to each type of questions. In the cases in which
the robot expects inaccurate answers, it can increase the filter extension just to reduce
the side-effects of these inaccuracies. Besides, we want to explore the use of automatic
feature selection algorithms together with our extended filter. For instance, if the user
answer and the automatic feature selection differ too much, it might mean whether the
user gave a bad answer or the robot does not have enough training data. In such cases,
it might be wise to extend the user’s answer and/or ask more queries.
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Chapter 6
Active Learning for in-hand Object
Recognition
This chapter extends the object detection and tracking system presented in
Chapter 4 by improving the robot’s interaction and active learning capabilities.
In this chapter, the robot uses active learning techniques that allows it to take
the learning initiative after the training has finished. We also improved the
robot’s interaction capabilities so it to establish more complex interactions
with the user, giving him/her the freedom to deliver the same message in many
different ways. This new interaction system consists of a Dialog Management
System that controls the interaction flow, an open-grammar Automatic Speech
Recognition (ASR) system, and some Natural Language Processing (NLP)
modules that enable the user to tag virtually any object without the need of
precoding its label in a grammar. We demonstrate the viability of our system
in an experiment where the robot is trained with 4 objects. In our experiment
we evaluated the number of questions the robot asks to the user when it sees
the objects of a test set. Our results show that the robot is able to learn
continuously, but that the degree of initiative has to be controlled if we do not
want to saturate the user with many questions.
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6.1 Introduction
The aim of this chapter is to extend the work in Chapter 4 by adding to the OCULAR sys-
tem rich interaction capabilities and to improve the robot’s learning using active learning.
The purpose of using active learning is not only to increase the robot’s learning speed,
but also to enable it to learn proactively once the learning session has finished. The idea
of this chapter is to enable the robot to understand that, during the exploitation phase,
when it observes an object whose label is uncertain to its learned model, the robot can
ask a human for such label.
The novelty of our approach is not in the active learning aspects, but in how is com-
bined with the interaction that it is carried out during learning. Our objective in this
chapter is to integrate a Dialogue Management System (DMS) with a rich Automatic
Speech Recognition (ASR) so a user can user who is teaching a robot can use a wider
range of expressions when addressing to it.
6.1.1 Objectives
The objectives of this chapter can be summarized here:
1. To enable rich dialogues between the user and the robot during learning.
2. To enable the user to interact with the robot in a natural way, relaxing the limita-
tions of a small set of vocabulary.
3. To enable the user to give the robot any object name. That is, without having to
pre-write a finite number of object names in a grammar.
4. To let the robot to take the initiative of its own learning after the first traning
session has ended.
6.1.2 Organization of the chapter
The remainder of this chapter is as follows. Section 6.2 gives an overview of the system
by, first, detailing the differences with the system presented in Chapter 4 and, second,
stressing the interaction and the active learning modules that are presented in this chapter.
Section 6.3 describes an experiment where we evaluate our approach. The results of
our experiment are discussed in section 6.4. Finally, in section 6.5, are presented some
concluding remarks together with some future lines of work.
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a grammar. However, an open-language model requires a post-processing step to extract
useful information from raw text. In our system, these post-processing steps are carried
out in the Multimodal Fusion Module.
6.2.2 Multimodal Fusion Module
The Multimodal Fusion module is in charge of aggregating data from different sources,
and of preparing these aggregated data to a format that is manageable by the Multimodal
Dialog Manager. Its functionalities are achieved by two layers of ROS nodes composed
of information aggregators and data translators, respectively. The aggregators produce
high level information from lower-level data such as raw data coming from sensors. An
example of an aggregator can be a node that gets RAW data from the Kinect and monitors
whether the user’s arms are in a certain position or range of positions (e.g pointing to
some direction).
The object recognition system presented in this chapter uses several aggregators. Two
of them are worth being mentioned here since they process the ASR raw data to produce
higher level information that is required by the Dialogue Manager. The first aggregator,
which we call user_command_aggregator, seeks for user commands such as start, stop
learning, etc. The second, object_name_extractor, extracts the object name when the
user tells it. Both produce higher level information from the ASR output by using Part-
Of-Speech (POS) tagging together with other Natural Language Processing techniques.
The user_command_aggregator uses POS to extract the verbs from the ASR output
and conjugate them to their infinitive form. Then, it checks if any of the extracted verbs
is present in a command database. For instance, a user can tell the robot “Would you
like to learn a new object? ”1 from which the aggregator would extract “ learn” as the
command. If the learn command is present in the database, then the aggregator sends
it to the Dialogue Manager. The user_command_aggregator uses the same POS tagger,
but configured to extract the nouns from the ASR output instead the verbs. The first
noun found in an ASR transcription is then relayed to the Dialogue Manager, which will
use it to name the object being learned. For instance, when the robot is learning an object
and it asks for its name, the Dialogue Manager will receive the noun naming the object
from the user’s answer. For example, from the sentence “This is a ball ”, the aggregator
produces ball as its output.
Both aggregators have been implemented using the Pattern Toolkit [Smedt and Daele-
mans, 2012], since it supports the required NLP techniques described before not only in
English, but also in Spanish. Pattern’s Spanish POS parser has been trained on the Span-
ish portion of Wikicorpus [Reese et al., 2010] using 1.5M words and it has an accuracy of
1 In the real set-up the interaction is in Spanish
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around 92%. For Spanish verb conjugation, it uses a lexicon of around 600 common Span-
ish verbs composed by Fred Jehle1. For unknown verbs it will fall back to a rule-based
approach with an accuracy of about 84%.
The translators receive the data from the aggregators or directly from raw sensors and
translate them to a format which is compatible with the Dialog Manager’s data format.
The need of translators comes, mainly, from Software Engineering reasons. To avoid
entering in too much detail, and to simplify the architecture description, the translators
will be omitted from here on2.
6.2.3 Multimodal Dialogue Manager
The Multimodal Dialogue Manager (MDM3) is the component in charge of coordinating
the execution of the learning and training phases by interacting with the user. Our
dialogue manager is a fork of the iwaki dialogue manager4, a rule-based production system,
which is inspired in COLLAGEN plan trees [Rich et al., 2001]. The rules of the production
system, which are called recipes, are written in XML files and enable interactions with
aspects of finite-state, frame, and information-state-based dialogue management.
The MDM processes the data received from Multimodal Fusion layer and decides what
action should be executed. For instance, imagine that a user asks the robot to start the
learning process. This is captured by the ASR, which translates the user’s sentence to
text that it is interpreted by an aggregator as a command to start learning. This input is
received by the MDM and decides to start the learning process. This activate a dialogue
(also called recipe) which has been pre-coded as a plan in an XML file. For instance, the
plan can start by the MDM sending a command to the TTS to tell the user that it is
accepting his/her command. At the same time, the MDM can send a command to the
learning node to start the learning process. The plan (the dialogue) can include the MDM
asking several questions to the user (e.g. the object name) and handling several responses
or requests from the user.
6.2.4 Multimodal Fission Module
The output of the MDM pass through the Multimodal Fission Module, whose functionality
is symmetric to the Multimodal Fusion. That is, the Fission module enables the connec-
tion between the MDM and external modules but, in this case, these external modules
1 Jehle, F. (2012). Spanish Verb Forms: http://users.ipfw.edu/jehle/verblist.htm
2 In short, the translators mission is to abstract the Dialog Manager from the implementation details
and the diverse data formats that it might receive from its many different data sources. In this way, the
translators act as an abstraction layer that makes the Dialog Manager independent on the information
types of the different data sources that can feed the Dialog Manager.
3 We will also refer to the MDM as Dialogue Manager (DM)
4 https://github.com/UC3MSocialRobots/iwaki-ros-pkg
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receive the information and commands from the MDM. An example can be sending a text
string to the TTS, which is in charge of converting it to the spoken audio wave. As the
Fusion, the Fission Modules are composed of information translators, which adapt the
data format from the MDM to the output modules that receive these data.
6.2.5 Text To Speech Module
The TTS Module is similar to the TTS already described in section 3.3.4.1. It consists
in a ROS wrapper of the Loquendo TTS that receives strings containing the text to be
synthesized. Although the engine supports different emotion configurations, in this case
we use the neutral set-up.
6.2.6 OCULAR Module
The OCULAR module has already been presented in Chapter 4. As a brief reminder, its
main function is to learn and recognize the objects the user is holding in his/her hand by
analysing both RGB images and Point Clouds.
In this chapter OCULAR has been slightly modified to communicate with the interac-
tion modules presented above. The main difference here is that its event_handler and the
learner_recognizer nodes are not connected directly anymore. Instead, this connection
is redirected through the Interaction Manager modules. Concretely, the event_handler
node output is redirected to the Multimodal Fusion, and the learner_recognizer node
receives the learning and recognizing inputs from the Multimodal Fission Module. This
enables a better control of the interaction flow since it is now controlled by the Interaction
Manager. In short, now is the Interaction Manager who decides when to start the learning
and exploitation phases.
6.2.7 The Active Learning Module
The Active Learning Module of the system calculates the amount of uncertainty of a given
instance. In case the uncertainty of an instance is above certain parameters, the robot
can ask for the label of such instance.
The Active Learning (AL) Module enables the system to use the active learning al-
gorithms described in Chapter 2. This module receives 30 predictions per second from
the OCULAR Module and analyses the uncertanty of such predictions using two metrics:
first, the Margin metric (as described in section 2.2), which it is the difference between the
two most likely predictions on an instance; and, second, the Jensen-Shannon Divergence
(JSD), which is similar to the Kullback-Liebler (KL) Divergence shown in equation 2.7
from section 2.3.3. The main differences are that the JSD is symmetric and their values
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ar bounded between 0 and 1. This is an advantage since we can use this value directly as
the probability of asking a question.
In our case, the committee that computes the JSD consists in only two members: the
RGB Matcher and the Point Cloud Matcher described in Chapter 4. When the predictions
of these two matchers differ, the robot will ask the user for the true label of the instance
being observed. However, the decision is not made by the AL module, but by the Dialogue
Manager, who uses the uncertainty calculated in the AL module to evaluate whether the
robot should ask the user or not.
6.2.8 System Working Modes
The main working modes of the system are the training and the recognition modes. Those
are equivalent to the training and exploitation phases in a regular machine learning setup.
Following we present a working example of the system that explains the interaction steps
that occur to change between modes.
1. First, in the training phase, the user trains the system using natural interaction.
The training starts when the user tells the robot that he/she wants it to teach it
a new series of objects. The learning session consists in the user showing different
objects to the robot while telling it their names. In short, the robot asks the user,
for the label of the next object that is going to learn. After the user tells the object’s
name, the robot asks him/her to extend his/her arm towards it so it can “see” the
object. Once it detects that the user has extended his/her arm, it stores a set of
views of the object together with its label in the training dataset. Then it tells
the user that it has already recorded the object and that it is prepared for more
objects. At this point the user can tell the robot whether that he/she wants to keep
teaching more objects or that the learning session has finished. In that case, the
system enters in the exploitation phase.
2. In the exploitation phase, the user can start showing several objects to the robot.
The robot, using its learned model, estimates the object id and tells it to the user.
3. If, during the exploitation phase, the robot is uncertain of the id of an object, it
issues a question to the user asking for the label of that object. If the user answers,
the robot updates the training dataset with the new view of the object and its
associated label. After this training update, the system enters again the regular
exploitation phase.
This approach proposes a mixed initiative that enables the robot to continuously learn
from its observations. First, in the initial training the robot yields the initiative to the
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user. But, once its training has bootstrapped, it takes the initiative of its own learning
by asking the questions it considers appropriate every moment. If the robot is uncertain
of what it sees, it means that this is a possible opportunity to expand its knowledge base
(that is, its training data set).
6.3 Experiment
We designed an experiment to demonstrate that our system is able to learn continuously
after the system has been trained. In the experiment the robot has to take the learning
initiative after the training session has finished. To do so, we train the robot with a set
of objects and later we evaluate the number of questions it asks on a test set. This will
allow us to understand two things: first, if the system is capable of having the initiative
to learn and, second, how verbose the system will be.
6.3.1 Scenario Description
The user stood in front of the robot at a distance of 1.5m approximately in a room with
a combination of artificial light and natural light. The natural light came from a side of
the room while the artificial light was uniform and came from the ceiling. The robot was
equipped with a Kinect for visual processing (both RGB and depth data), and with a
microphone to capture the user’s speech. It was also equipped with a pair of speakers to
talk with the user. All the systems are the same as described in section 6.2.
6.3.2 Method
The experiment starts when the user tells the robot that he/she wants to teach it some
objects. Then, the robot agrees, and asks the user for the name of the first object. The
user can use a relatively short sentence to describe the object such as “This is a car ” or
“I’m going to show you a car ”. In short, any sentence that contains a noun is processed
by the robot. If this occurs, the robot responds to the user telling him/her the name
of the object: “Ok, you’re going to show me a car ”. Following, it continues by asking
him/her to show the object by extending his/her arm. When the robot sees the object,
it tells the user “Ok, I see it. Wait a second while I’m capturing it”. Once the robot has
recorded the object, it tells it to the user and asks him/her if he/she has more objects to
teach it. If the answer is positive, the process is repeated again. Otherwise, the learning
phase finishes.
During the whole process, all the communication between the human and the robot is
carried out verbally. To minimize communication errors, we implemented several fallback
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(a) Ball (b) Dog (c) Tractor (d) Cup
Figure 6.3: Objects shown to the robot.
dialogues to the Dialogue Manager to handle the situations where the ASR did not rec-
ognize the user speech. For instance, some of these fallback dialogues consisted in asking
the user to repeat a sentence, or asking for confirmation of what the robot understood
from the user.
The trainer showed 4 objects depicted in Figure 6.3. While showing them, the trainer
tried to oclude them with his/her hands the less as possible. We obtained 3 training
datasets each one consisting of 1, 10, and 20 views per object respectively. The test
dataset was recorded in the exploitation phase, showing the robot the same objects. Our
test data consisted in recording the uncertainty levels of each prediction as well as the
number of questions the robot asked while observing the test data.
6.3.3 Results
This section summarizes the results of the experiment. The results are divided in 3
different aspects: learning performance (Figure 6.4), uncertainty scores (Figure 6.5), and
number of questions asked to the user in the test set (Figure 6.6). All of them are evaluated
against the tree datasets of 1, 10, and 20 training instances.
Learning Results. The learning results are depicted in Figure 6.4. Here, both matchers
obtained similar results for 1, and 10 training examples. But they showed a significant
different behavior with 20 training examples. Here, while the RGB Matcher obtained a
0.75 F1-Score, the Point Cloud scored a 0.26 F1-Score. We discuss the reasons for the
lower score of the Point Cloud matcher in section 6.4. Despite the low results of the Point
Cloud Matcher, we observe that the combination of both matchers lead to an increase in
the F1-Score up to a 0.82.
Uncertainty levels of the robot. In our experiment we measured two uncertainty
metrics: the Jensen-Shannon Divergence (JSD) between matchers’ predictions and the
margin between the two most likely predictions.
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6.4 Discussion
The results of our experiment demonstrate that our system is able to detect uncertain
instances and incorporate them after asking for their label. However, if the training of
the robot has not been thorough, it might be very verbose asking for almost each new
instance that it observes in the exploitation phase.
Besides, if one of the matchers does not work properly against some data, then the
divergence between matcher’s predictions grows and the robot becomes more verbose,
even if the combined prediction is good. This is what it might have happened with our
dataset. When the robot was trained with 20 examples, the RGB matcher managed to get
fairly better results compared to the Point Cloud Matcher. This lead to big divergence
between matchers and ended up with the robot asking too many questions.
The amount of questions asked by the robot caused a saturation effect in the user who,
in some cases, it was asked several times for the same object. This produced a negative
effect since, if while the user is holding the same object, the robot should remember its
label (and thus avoid asking the user for more labels of the same object). Some ideas to
mitigate this effects are:
1. Limit the frequency at which the robot asks questions. That is, after having asked a
question, discard the other questions it might have until a certain period has passed.
2. Wait until the user takes another object to ask again. That is, if the robot has
asked for a certain object label, wait until the robot is sure that the user is holding
a different object before ask again.
From the engineering point of view, the first method is easier, although it might present
some problems like the one described above. The second method seems more elegant, but
presents the problem of knowing that the user has left the object that was asked. It is
possible to do some hand tracking, but understanding that the user has left the object,
for instance in a table, supposes a much harder problem to solve.
From the communication perspective, our system has proven to be robust and flexible.
In essence, the user only needs to know a certain number of commands to control the robot,
but the system lets the user the freedom to tell the commands in many different ways.
The same happens when the robot asks for a new object name. Our open grammar model
allows to process an infinite number of names. The only condition the user needs to know
is that, when the robot asks for the object name, the user has to answer the robot with
any sentence he/she wants but providing that a noun is in the sentence (which will be
used as the label of the object).
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6.5 Conclusions
This chapter has extended the object detection and tracking system presented in Chapter
4 with improved interaction and active learning capabilities. The active learning has
been used to enable the robot to take the learning initiative once the training session has
finished. That is, our approach allows the robot to ask the user for the labels of those
instances who are uncertain to the trained model even after the training has ended.
In this chapter, the interaction capabilities of the system have also been improved.
Mainly, the system has been extended by including a Dialog Management System that
allows rich and complex interactions between humans and robots. Besides, the interac-
tion system incorporated an Open-Grammar Automatic Speech Recognition (ASR). This,
together with the Natural Language Processing (NLP) modules that we have developed,
enables the robot to engage the user in rich interactions, giving him/her the freedom to
communicate in many different ways. Additionally, our system allows the user to virtually
label any object he/she wants, without having the need of pre-coding the object names
in a grammar.
Our system has been tested in an experiment where, after the robot was trained with
4 different objects, the robot had to ask for the labels of the uncertain objects. The
results of our experiment demonstrated that the robot can have the initiative to ask for
labels of uncertain objects and can incorporate these new information into its training
dataset. However, our system has proven to be too verbose, asking too many questions
to the users. Therefore, we provided some indications of how mitigate this effect.
Future lines of work involve adding more matchers to the system and evaluate how the
system behaves when these matchers behave as a committee that evaluate the uncertainty
of new objects. Also, it would be interesting to evaluate how the user perceives a robot
that it has the initiative to learn continuously. For that purpose, it might be interesting
to study which methods could be used to control the number of questions the robot asks
to the user.
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Chapter 7
Novelty Detection for Interactive Pose
Recognition
This chapter addresses the problem of Active Learning for pose learning from
another perspective. The approach here is to enable the robot to learn con-
tinuously from what it observes. That is, while in previous chapters the robot
learns during the learning session, here we study the mechanisms that enable
it to ask questions to the user during the exploitation mode. The objective is
that the robot should know if it needs more training data—either in form of
new examples or labels—and, hence, ask for them to the user. The contents
of this chapter have been published in [Gonzalez-Pacheco et al., 2014] which
is an extension of [Gonzalez-Pacheco et al., 2015].
Active robot learners take an active role in their own learning by asking
queries to their human teachers when they receive new data. However, not
every input is useful for the robot, and asking for non-informative inputs or
asking too many questions might worsen the user’s perception of the robot.
We present a novelty detection system that enables a robot to ask for a label
of new stimulus only when it seem both novel and interesting. Our system
separates the decision process in two steps: first, it discriminates novel from
known stimuli and second, it estimates if these stimuli are likely to happen
again. Additionally, our approach uses the notion of curiosity, which controls
the eagerness in which the robot asks questions to the user. We evaluate our
approach in the domain of pose learning by training our robot with a set of
pointing poses. Our results show that the system is able to detect up to an 84%,
79%, and 78% of the observed novelties in three different experiments. Our
approach enables robots to keep learning continuously, even after the training
session has finished. This is controlled by the curiosity parameter, which tunes
the conditions in which the robot asks more training data to the user.
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7.1 Introduction
In active learning (AL), the robot is an active actor during the learning process. Since
the robot can understand and decide what is relevant and what is unknown, it can be
intrinsically motivated to explore the areas of the learning space that it does not know and
ask the user about them so it can add these new data to its knowledge base. The main
benefits of active learning are that active robot learners are capable of learning faster and
better, and are also perceived as more intelligent by humans [Cakmak et al., 2010].
However, once the training has finished, the robot does not receive more training
unless the human teacher decides so. This might limit the robot performance since after
the training is done, there are many situations that the robot might face that were not
predicted by the trainer. One solution is to allow a robot to actively participate in its own
learning process by, for instance, letting it to ask questions to the user when it perceives
any new stimulus.
Notwithstanding, the stimuli perceived by the robot can be either noise or be worth
learning. If the robot asks the user for the label of each new stimulus, the user might end
up considering the robot as not intelligent or annoying. For this reason, it is important
that the robot should ask the minimum questions as possible and make them as most
interesting as possible. In other words, the robot should ask for the most interesting
novelties.
We present a system that allows a robot to detect when a stimulus is new and to
decide whether it is worth learning it or not by assuming that interesting novelties tend
to accumulate forming clusters. When the robot tags new data as strange and interesting,
the robot can actively ask the user for a label that describes these data. The decision
process is carried out in two steps. First, our system is able to detect if a new visual
stimulus is different to anything seen before; and second, it is able to understand whether
this stimulus is worth learning it. If both conditions apply, the robot asks the user for
the label of the stimulus. Otherwise it discards it.
We validate our approach in the field of pose detection and learning, where a set
of users trains a robot to detect certain pointing poses. In our evaluation we train the
system with a set of poses and test it by showing new poses that it has never seen before.
Our system is able to detect new poses and to differentiate them from noisy instances by
incorporating a curiosity, which modifies the behaviour of the novelty detection algorithms
to make them more or less sensitive depending on the robot needs.
The remainder of this chapter is as follows: section 7.2 gives an overview of the
concepts involved in novelty detection that are used in the rest of the chapter. Section 7.3
summarizes in an example the problem we are addressing in this chapter and introduces
some definitions that establish a common language used in our approach. Following,
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section 7.3.1 presents the related work and shows why our approach is novel and different
from others. After that, section 7.5 describes our approach, which is evaluated in section
7.6. Finally, we conclude this chapter in section 7.7 summarizing our contribution and
giving some insights of future work.
7.2 Novelty Detection
Our approach uses Novelty Detection techniques [A.F. Pimentel et al., 2014; Chandola
et al., 2009]. Novelty detection is defined as “detecting previously unobserved (emergent,
novel) patterns in the data”, and incorporating these novel patterns into the normal model
afterwards [Chandola et al., 2009]. In essence, novelty detection is applied in classification
problems where new data differs in some aspects from the data available during training
[A.F. Pimentel et al., 2014].
Novelty detection tries to detect (or identify) abnormal data. That is, data that
differs from the data in the training dataset. It has become very popular in applications
with the need of identifying abnormal behavior such as failure detection in industrial
systems, or mass-like structures in mammograms [A.F. Pimentel et al., 2014]. All these
applications have in common that their complexity leads to a limited understanding of a
direct identification between a cause and a consequence of what is normal and abnormal.
One of the main characteristic of novelty detection is that the set of abnormal examples
is under-sampled if compared with the normal set. Also, there is a large number of
possible abnormal and normal modes. In some of the applications there is a high cost
of obtaining examples of abnormal behavior, for example in industrial damage, to obtain
a new abnormal instance one machine has to be broken on purpose, with its associated
cost. This results in typical Machine Learning classification methods not being suited
for detecting novelties, mainly because there are not enough examples to create a normal
class and an abnormal class, and because there could be multiple unidentified abnormal
classes.
To deal with these issues, Novelty Detection techniques treats the classification prob-
lem as a one-class binary classification. That is, the knowledge base of the robot is
considered as only one class: the known or normal class. All the other data that the
robot observes, might belong to the normal class (if it is known) or to the abnormal
(unknown) class.
Therefore, the formal approach in Novelty Detection is to create a large one-class
model of “normality”, formed by as many examples of normal instances as possible. The
new entries are tested against this model of normality, resulting in some sort of novelty
score. Anomalies present high novelty scores while normal instances present low novelty
scores. In essence, higher novelty scores indicate a more abnormal instance.
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Thus, when the robot detects unknown data, it can ask the user for the label of this
novel entry if it considers that these new data is worth learning. However, differentiating
between noisy entries and useful data is not trivial [Chandola et al., 2009].
7.3 Problem Definition
To give an intuition of the problem, we are going to use the example depicted in Fig. 7.1.
The figure shows two clusters, N1 and N2, which are the learnt model. These clusters
are instances belonging to two different classes, for instance, the user pointing to two
different directions. Fig. 7.1a depicts the initial conditions after the model is built and
with some outliers marked as, o1, o2 and o3. Asking the user for the labels of each of
these outliers, might not have sense since they might be noise gathered by the robot’s
sensors or situations that occurred randomly and which are not worth learning. In Fig.
7.1b, the system has received more outliers, but some of them have started to form a
cluster O3. This cluster might be indicating that some specific event has been repeated
over time. Therefore, the robot may decide to ask the user for a label describing this
event. Finally, in Fig. 7.1c, the robot has received a label for the new cluster and thus, it
has incorporated these data to the learnt model as the class N3. Following, we formalize
some of these terms in the following definitions: new data, strange data, and interesting
data.
7.3.1 Definitions
We refer to new data to the data entry that has not been presented to the system any
time before. This aspect is a characteristic of the data entry itself and not of how the
model interprets these data.
Strange data entries are those which do not conform with the learnt model. I.
e. those entries in which the model would yield a prediction with low confidence. For
instance, o1, o2, o3, and all the points of the cluster O3 in Figs. 7.1a and 7.1b would be
considered strange. The contrary to strange data is known data, which is data that is
predicted with high confidence and, usually, belongs to the known model. For instance,
any new datum that falls inside the clusters N1 or N2 would be considered as known data
instead of strange data. Note that strange data refers only to how well the data fit on
the current model. In other words, strange data may be both, an anomaly or a novelty.
We need, therefore, another term that helps distinguishing between these two.
For that purpose we define the term Interesting data. Interesting data describes
some phenomena that occurs in the world. It is opposite to noise, whose definition is “a
phenomenon in data which is not of interest to the analyst” [Chandola et al., 2009]. From
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Figure 7.1: A sequence of anomalies and novelties appearing over time. We assume that noise
(anomalies) is uniformly distributed (o1, o2) while interesting novelties tend to form clusters (o3
becoming into O3) that later can be incorporated to the learnt model. Modified from [Chandola
et al., 2009].
the robot’s point of view, interesting data have the potential to change or update the
current learnt model if these data is incorporated to it. We assume that this kind of data
tend to form clusters in the learning space. In Fig. 7.1b, O3 is considered interesting.
Since 03 is considered both strange and interesting, the robot may decide that it is
worth to ask the user for the label of this cluster. Therefore, after identifying a new
stimulus as strange and interesting, the robot might want to incorporate this stimulus
to the learnt model. This step means adding the entry to the set of data considered as
“normal” and recalculating the model for the one-class classification, thus recalculating
the threshold values for the novelty score. This means that when new stimuli, similar
to the previous novel stimulus, are shown to the system, they will now be identified as
interesting and normal, that is, as already known.
7.3.2 Curiosity Factor of the Robot
We assume that interesting stimuli tend to form clusters like O3 in Fig. 7.1c. We need,
therefore, a parameter to define which is the minimum cluster size or density that indicates
that an interesting event is occurring.
We called this parameter, the curiosity factor K of the robot, since it will be key to
decide the tendency of the robot to ask questions to the user. A very curious robot would
ask the user as soon as it thinks a strange and interesting cluster is being formed, while
less curious robot would need a much bigger cluster before it asks to the user.
7.4 Related Work
The applications of Novelty Detection techniques vary widely in the area of application and
performance. Ding et al. [Ding et al., 2014] provide a comparative evaluation of Novelty
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Detection methods for 10 different experiments in different areas. The datasets in these
experiments varied from breast cancer detection to phonemes analysis. The methods used
were a One class SVM based algorithm; a Nearest Neighbor based technique; a clustering
technique, such as K means; and a parametric probability density estimation, a Gaussian
Mixture. The results showed a better and more stable performance of the K neighbors
algorithm. They also showed that the One Class SVM algorithm was more sensitive to
the size of the training data, requiring more data than the other three methods to increase
its performance.
Literature presents many problems related with Novelty Detection. For instance, in
fields similar to the problem addressed in this paper, we can find the work by Drews et al.
[Drews et al., 2013]. The article proposes a framework to detect and segment changes in
robotics datasets, using 3D robotic mapping as a case study. The main applications are
video surveillance or exploration of dangerous environments. In this case, noise avoidance
is very important, the data is pre-processed by two consecutive methods (i) a simplification
algorithm and (ii) a sparse outliers and ground plane removal methods. The novelty
algorithm used is based on Gausian Mixture Models (GMMs).
One of the studied applications more related to our work is [Pinto et al., 2011]. In their
article, the authors present an approach to learn the semantics of a room from the human
user. For this purpose the agent must be able to identify gaps in its own knowledge. They
propose a method based on graphical model to identify novel input which does not match
any of the previously learned semantic descriptions. Their method employs a novelty
threshold defined in terms of conditional and unconditional probabilities. Our approach
also attempts to identify novel inputs by applying novelty thresholds, and is able to make
the agent to identify gaps in its knowledge. However we decided to build this novelty
filters with algorithms from different fields, to be able to compare their performance, and
to use pose recognition as the dataset in the experiments. They do not enter into the
problem of abstraction and tolerance to noisy data, a problem that we address in this
paper.
In the field of Cumulative Learning Robots, [Nehmzow et al., 2013] presents an article
on Novelty Detection as an intrinsic motivation for cumulative learning robots. The
article describes the theoretical basis of habituation, the task of ignoring perceptions that
are similar to those seen during training, but being able to highlight anything different.
They explain different novelty detection methods for habituation, including “grow-when-
required” (GWR) networks, a similar approach of expanding the base of knowledge when
necessary, as the one used in this paper.
Nehmzow and colleagues conclude their work in [Nehmzow et al., 2013] explaining
that existing Novelty Detection approaches show a number of strengths and weaknesses,
and that there is no single universal method for novelty detection, rather than a suitable
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other poses. If the result is positive, then the entry is considered interesting. After that,
the entry is tested against the knowledge base (the model) to determine if this new pose
is strange. I. e. if the new pose cannot be predicted by our model. If the result is positive
for both tests, the entry is classified as novelty, and the robot will ask a query to the user
asking for the label of this new data. Once the user answers, the entry is learned by the
system by adding it to the robot’s knowledge base.
If the new pose data is regarded as not interesting it is classified as noise. However,
it is not discarded, since we will need it later to check if newer data forms a cluster with
the currently received instance. If it is regarded as not strange, it is classified as known
and is also kept in the dataset of all entries received.
Note that the system checks first if the new data is interesting instead of strange. The
reason behind this is to avoid wasting computational resources in checking if a data entry
is strange, prior to detecting whether this instance is interesting or not. I.e. we first apply
a noise filter to the received data.
The step of quantifying both the interestingness and the strangeness of a stimulus is
very similar. Mainly, it consists in obtaining the model of normality M(✓) of a Novelty
Detection algorithm, where ✓ represents the parameters of the model. This model pro-
duces a novelty score z(x), when it is evaluated against new data instance x. Then, we
evaluate the novelty score z(x) against a novelty threshold k
z(x)   k (7.1)
and, if this condition holds, then x is considered abnormal [A.F. Pimentel et al., 2014].
7.5.1 Enabling the system to filter noise by evaluating the interest
of a stimulus
If we want to ask the user the fewer queries as possible, we need to keep these questions
as much informative as possible. This implies that the sensitivity of the system should
be as lower as possible while being capable of detecting novel and interesting events.
Summarizing, we need a step that it is able quantify the interestingness of an event
and make questions to the user only when interesting events occur. Note that we call
uninteresting events as noise.
We assume that interesting events tend to form clusters in the learning space while
noise is distributed uniformly. To enable the system to detect clusters, it has to store and
track all the past events or, at least, the most recent ones. Therefore, the system needs
to account for all the entries it has seen recently, to see patterns of repetition.
Another approach to detect interesting patterns is to use a novelty detection algorithm
and fit it with all the data the system has ever observed. With such algorithms, new
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events that occur randomly are seen as outliers. However, events that are not noise
produce instances that, eventually, will start forming a clusters. Once a cluster appears,
the novelty algorithm would stop detecting the elements of this cluster as outliers. In
other words, if an event occurs so often that its data stops being an outlier, the robot can
consider that it is likely that the event would occur again in the future, and it can decide
to ask the user for a label that describes the event.
7.5.1.1 Obtaining the noise score
To enable the system to decide whether a new instance is either interesting or noise,
we build a model MI from a dataset I = [i1, i2, . . . , im] that contains all the previously
observed instances1. These include both the instances added to the dataset and the ones
that are considered noise.2
This dataset I is expanded every time a new pose is presented to the system. Fitting
a novelty algorithm with I, produces a fitting score:
ZMI = [z(i1), z(i2), z(i3), ..., z(im)]
which represents a distribution of the scores of all entries. This distribution can be
normalized, obtaining a mean µall and a standard deviation  all of the interestingness.
We can obtain a standardized noise score z"(o1)3:
z"(o1) = abs(
z(o1)  µall
 all
) (7.2)
7.5.1.2 Obtaining the interestingness threshold
The interestingness threshold is obtained from the scores of the normal dataset. We use
the Extreme Value Theorem (EVT) to obtain its value. EVT is a “branch of statistics
which deals with extreme deviations of a probability distribution” [A.F. Pimentel et al.,
2014]. It considers extremely large or small values in the tails of the distribution that is
assumed to generate the data to obtain the threshold [A.F. Pimentel et al., 2014]. For
instance, setting the novelty threshold at one   from the mean, implies that any instance
whose score is z1 >   or z1 <    will be considered strange.
Formalizing the equation that represents entries outside the threshold region:
1   abs(z(o1)  µall
 all
) (7.3)
1 If this data is too big, it is possible to use a memory of recent events and use only the data that
has been stored in that memory
2 Notice that the instances considered as noise are needed so we can evaluate later if they form clusters
3 The standard score formula can also be denominated the normal score or z-score in the literature
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In this example, the score of the new data entry is one   units away from the average
value, µ of the normal scores. A value of one   means that, a new entry is labeled as
normal if lays approximately within the 68% of the closest scores to the mean of the
dataset. If the standard score is higher than 1, then the score z(o1) is higher than the
68% of the normal entries, and it can be classified as strange.
This is for the case in which we want to consider a 68% (one  ) of the closest instances
as normal. But it might be the case in which our model should be more or less restrictive
when considering new entries as normal or abnormal. To do so, we introduce the concept
of Curiosity Factor K. In essence, we use a threshold +K and  K, instead of +1 and
 1 to allow our model to be more or less restrictive. Therefore, we have:
K   abs(z(o1)  µall
 all
) (7.4)
and if we develop this expression:
1   abs(z(o1)  µall
K ⇥  all ) (7.5)
where abs(
z(o1)  µall
K ⇥  all ) is the noise score z" of our system.
Therefore, with Eq. 7.5, any value of o1 which produces a noise score below or equal
to 1, will be considered interesting.
7.5.2 Enabling the system to evaluate the strangeness of a stim-
ulus
In the previous step, the system was able to detect if a new stimulus is likely to happen
again. After this step the robot needs to know if this interesting pattern can be predicted
by the robot’s model. If the stimulus is unknown by the model, it means that it is an
interesting and unknown event that might be worth to learn.
To evaluate if a stimulus is known, we evaluate new instances against the normal
dataset. The normal dataset consists of the poses that have been considered normal in
the past and that were learned at some point. The model of normality is generated by
the novelty detection algorithms using the normal set as the training set. The normal set
is expanded as the system learns new poses. The system learns whatever the user teaches
it. We consider that the learned poses are a consistent base of knowledge.
7.5.2.1 Obtaining the strangeness score
The model is obtained by using one-class classification methods. These classifications
methods allow to compute a score of how well each instance fits the model. The score is
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calculated differently for the distinct methods used in this paper (see section 7.6.3.1).
If we consider the normal dataset N = [n1, n2, n3, ..., nm] which contains all the in-
stances that have been considered normal, and we fit a model MN with it, we can obtain
a fitting score for each its instances:
ZMN = [z(n1), z(n2), z(n3), ..., z(nm)]
which represents a distribution of the scores of the normal entries. This distribution can
be normalized, obtaining a mean µ and a standard deviation  .
The strangeness standard score zstr of a new entry o11, can be calculated as follows:
zstr(o1) = abs(
z(o1)  µN
 N
) (7.6)
Note that this is similar to Eq. 7.2, but using with µ and   calculated from the dataset
N rather than I.
7.5.2.2 Obtaining the interestingness threshold
Following the same procedure as in section 7.5.1.2, we can obtain the noise threshold:
zstr(o1) = abs(
z(o1)  µN
K ⇥  N ) (7.7)
Here, again we use the notion of the curiosity factor to control how much close to the
average should an instance be to consider this instance interesting.
7.5.3 Curiosity level of the robot
The value ofK represents where we place the threshold that decides which are the extreme
values of a fitting score. By increasing K, we decrease the range for the extreme values
and thus, we are considering more instances as normal.
This K factor, as we have seen, can be applied to both strangeness and interestingness
evaluation. This is key to the sensitivity of the system. We can increase the sensitivity
by decreasing the curiosity factor, because, to be normal, the new score will need to be
closer to the mean with respect to all other instances in the base of knowledge.
An important remark is to note that, as the value of the curiosity factor depends
on the sensitivity degree we want to achieve, and also on the nature of the data in the
application, it needs to be computed empirically.
1 The convention is using the letter o to label outliers
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7.5.4 Enabling the system to learn from novel stimuli
If a new instance passes the interestingness and strangeness filters, it is classified as a
novelty that has to be learnt. This means that the robot asks the user for a label for this
instance. Once the robot knows the label of the instance, it can learn it.
The learning process consists in adding the novel data to the robot’s base of knowledge,
that is, the normal data set. With the new data, the Model of normality is recalculated
and expanded. Therefore, a new score is added to the set of normal scores so its mean µ
and standard deviation   are recalculated.
7.5.5 Description of the used novelty detection methods
In sections 7.5.1 and 7.5.2 we refer to the models MI(✓) and MN(✓). The models highly
depend on the Novelty Detection algorithm being used. In this section we describe the
different ND algorithms that can generate models such the ones described in these sections.
Novelty detection techniques can be classified in the following categories [A.F. Pi-
mentel et al., 2014]: (i) probabilistic, (ii) distance-based, (iii) reconstruction-based, (iv)
domain- based, and (v) information-theoretic techniques. Each category has a series of
advantages and disadvantages, and different computational costs. Since there is no single
universal method for novelty detection [Nehmzow et al., 2013], the choice of the appro-
priate algorithm depends on the task.
7.5.5.1 Probabilistic-based novelty detection methods
These techniques use probabilistic methods that often involve a density estimation of the
normal class. An entry in a low density area indicate that there is probability of it being
a normal object [A.F. Pimentel et al., 2014].
The method used in this category is Gaussian Mixture Model, a GMM. A GMM is
a probabilistic model that assumes that all the data points are generated from a mixture
of a finite number of Gaussian distributions with unknown parameters [Pedregosa et al.,
2011].
This paper used the implementation of GMM provided by Scikit-Learn Library [Pe-
dregosa et al., 2011]. It does not provide directly a normal or abnormal method, but it
does provide a built-in function called score. The score represents the log probability of
a sample under the model.
7.5.5.2 Distance-based novelty detection methods
This category includes the concepts of nearest-neighbour and clustering analysis that
have also been used in classification problems. It assumes that normal data are tightly
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clustered, while novel data occur far from their nearest neighbours [A.F. Pimentel et al.,
2014].
This paper tested one method from this category, K-Means. The K-means algorithm
clusters data by trying to separate samples in n groups of equal variance, minimizing a
criterion known as the ”inertia” of the groups. This algorithm requires the number of
clusters to be specified, in this case, as we are interested in a one-class classification, the
number of clusters will be 1. The K-means algorithm aims to choose centroids C that
minimize the within cluster sum of squares objective function with a dataset X with n
samples [Pedregosa et al., 2011].
The K-means method was also implemented in the the Scikit Learn Library [Pedregosa
et al., 2011]. It does not provide a normal or abnormal label either. The score function
in this case represents the opposite of the value of X on the K-means objective [Pedregosa
et al., 2011].
7.5.5.3 Domain-based novelty detection methods
Algorithms in this category use domain-based methods to characterize the data for the
model of normality. These methods typically try to describe a domain containing normal
data by defining a boundary around the normal class such that it follows the distribution
of the data [A.F. Pimentel et al., 2014].
Methods used from this category are specifically categorized as “oultier detection meth-
ods”, and provide directly a label categorizing test data as normal or abnormal.
One of the algorithms chosen was One Class SVM, from the Scikit Learn Library
[Pedregosa et al., 2011]. The One-Class SVM has been introduced to decide whether a
new observation belongs to the same distribution as exiting observations (it is an inlier),
or should be considered as different (it is an outlier). It requires the choice of a kernel and
a scalar parameter to define a frontier. The RBF kernel is usually chosen although there
exist no exact formula or algorithm to set its bandwidth parameter. This is the default
in the scikit-learn implementation. The ⌫ parameter, also known as the margin of the
One-Class SVM, corresponds to the probability of finding a new, but regular, observation
outside the frontier [Pedregosa et al., 2011].
The other algorithm used is Least Squares Anomaly Detection. It is a flexible,
fast, probabilistic method for calculating outlier scores on test data, given training ex-
amples of inliers. The model is controlled by two parameters:   (a kernel length scale,
controlling how “smooth” the result should be) and ⇢ (a regularisation parameter, which
controls the sensitivity to outliers) [J.A. Quinn, 2014].
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7.6 Experimental Evaluation
7.6.1 Data Acquisition
To carry out our experiment we used the Poses Dataset recorded in a previous work
[Gonzalez-Pacheco et al., 2013]. The dataset consists in 30 users teaching a robot a set of
poses captured using a Kinect camera. Each pose is recorded as a data instance I:
I = (t, J, l) (7.8)
where t is the timestamp of the pose, J the set of joints returned by the Kinect and, l the
label for that pose. The set of joints J = (j1, j2, ..., j15) is composed by 15 joints where
each joint ji is composed of:
ji = (x, y, z, qx, qy, qz, qw) (7.9)
whose fields correspond to its 3D position, and a quaternion defining the joint orientation.
7.6.2 Interactive Labelling of what the Robot Sees
To fill the label l from Eq.7.8, the user has to tag the pose he/she is showing to the robot.
The process of tagging (labelling) the poses is carried out interactively by voice during
the training stage.
Our robot is equipped with an ASR (Automatic Speech Recognition) system described
in a previous work [Alonso-Martín and Salichs, 2011]. This ASR is grammar-based, which
means that the robot extracts semantic meaning from the user’s speech providing she
follows certain pre-written grammar rules when speaking. A grammar is defined by the
tuple G : (U, S) which relates a set of utterances U with a set of semantic meanings S. For
instance, it is possible to write a grammar that relates the sentences “Please, could you
help me? ” and “Could you give me a hand with this, please? ” to the semantic meaning
of soliciting assistance to the robot.
We have built one grammar Gp =: (Up, Sp) to detect if a user is telling a pose to
the robot. This grammar allows us to detect up to 9 pose definitions separated in three
different categories: turned, looking, and pointing. The content of set Up is out of the
scope of this paper—some examples can be found in [Gonzalez-Pacheco et al., 2013]—,
however, we define Sp since it contains the concepts we will teach the robot:
Sp = {sa, sd} (7.10)
where sa, sd are the semantic meanings of the user’s speech:
136
7.6. Experimental Evaluation
1. Action Semantics (sa). Which can take one of the following values:
sa = {turned, looking, pointing}, where:
(a) Turned (sa = turned). Defines that the user has oriented her whole body
towards some direction defined in sd.
(b) Looking (sa = looking). Defines that the user has oriented her head towards
some direction defined in sd.
(c) Pointing (sa = pointing). Defines that the user is pointing with her arm
towards some direction defined in sd.
2. Direction Semantics (sd). It can take one of the following values: sd = {left, forward, right},
where
(a) Left (sd = left). Defines that the action defined in sa is executed to the user’s
own left side. For example, if it is pointing, it is doing it to her left.
(b) Forward (sd = forward). Defines that the action defined in sa is executed to
the user’s front.
(c) Right (sd = right). Defines that the action defined in sa is executed to the
user’s right
When the robot detects a speech, the ASR evaluates it against Gp. If the evaluation
produces a valid result, the ASR tags the speech with a label l(i)p 2 Gp. To be considered
a valid grammar, our grammar needs both sa and sd semantic meanings.
Some label examples might be lp = (looking, left), which indicates the user is looking
to her left; or lp = (turned, forward), which indicates the user is turned to the robot.
Note that the user can express the same semantic meaning in different ways. For
instance, phrases such as “I’m pointing to the right” or “Look carefully, I am pointing
towards my right” would produce the same semantic meaning: lp = (pointing, right)
7.6.3 Method
From all the poses the users recorded for the dataset, we only use 3 of them: pointing left,
right and forward (Fig. 7.3). The main reason for this decision is because the pointing
poses where the ones that presented more differences between users, so it was easier
to simulate novelties by just adding users that pointed differently (e.g. robot learning
labels from right-handed users and then presenting left-handed as novelties). Therefore,
although the users trained the system with three labels, they did it differently from ones
to others. In fact, we counted an average of three different ways of pointing for each class.
That makes, potentially, up to 8 different classes of novelties to be detected in our dataset
(1 training, the rest in the test set).
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Figure 7.3: Example of a user pointing. With permission from [Gonzalez-Pacheco et al., 2013].
We cleaned the dataset to adapt it to the experiment requirements. Mainly, we re-
moved the parts of the body that were less significant for pose learning: that is, the
lower-part of the users’ body. In that way, the used joints were Head, Neck, Torso, and
Right and Left Shoulder, Elbow, and Hand. Additionally, we normalized all the data to
have the frame of reference in each user’s torso instead of the kinect’s.
We evaluated the detection performance of four novelty detection algorithms: Gaussian
Mixture Models (GMM), K-Means, One-Class Support Vector Machines (OCSVM) and
Least Squares Anomaly Detection (LSA). For the first three algorithms we used the Scikit-
Learn implementation [Pedregosa et al., 2011], while for the latter we used the LSA
author’s implementation [J.A. Quinn, 2014].
7.6.3.1 Mapping the output of the algorithms
OCSVM and LSA provide directly a numeric label classifying the entries as anomalous
(1) or normal (0). Table 7.1 describes the meaning of these labels in each step of our
system. Note that the objective of our system is detect novelties, that is, instances that
are interesting but strange for our model. In terms of these algorithms this would reflect
that a novel entry would score 1 and 0 in the Noise Filter and the Strangeness Test
respectively.
Score Noise Filter Strangeness
1 Noise Strange
0 Interesting Known
Table 7.1: Interpretation for the OCSVM and LSA algorithms predictions applied to our
system. A new entry is considered a novelty when it is both Interesting and Strange.
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Novelty Score for xi Noise Filter Strangeness
  1 Noise Strange
< 1 Interesting Known
Table 7.2: Interpretation for the K-Means and GMM algorithms predictions applied to our
system. A new entry is considered a novelty when it is both Interesting and Strange.
The output from K-Means and GMM are slightly different. Instead of providing a
binary value, their output is a score (see sections 7.5.2 and 7.5.1). Table 7.2 describes the
mapping between the values of these scores and their corresponding interpretation in the
Noise Filter and Strangeness tests. Note that a novel entry (interesting but strange to
our model) needs a score below 1 in the Noise Filter and equal or greater than 1 in the
Strangeness evaluation test.
7.6.3.2 Graphic Interface
A graphic interface was created to show the results of the tests and the shape of the
skeletons we were considering, it can be seen in Figure 7.4. The figure depicts an example
of how our system operates. The left part represents the Noise Filter tests while the
right part shows the Strangeness evaluations. The 3D plots represent all the observed
poses. In red are depicted the poses that have been incorporated to the system which, in
the example of the figure, all are pointing right poses. In black are represented the last
observed pose. In blue are the observed poses that have not been incorporated to the
dataset. The bar plots indicate the score of each algorithm in each test. If one algorithm
score is below the threshold (which is 1), then the test is passed (indicated by the bar
painted in green)1. Table 7.3 summarizes the colors of the figure and their representation.
In the upper row the system observes, for the first time, a pointing left pose, which is
evaluated against the Noise Filter. Since it is the first time that the system is exposed to
that pose, the filter considers the pose as noise. However, the instance is not discarded
but stored in memory for further evaluation in case similar poses appear in the future. In
the second row, another pointing left pose is observed. This time the filter scores lower
results since there is another similar pose in the observed dataset (the previous one). In
the lower row, a third pointing left pose is observed. This time it passes the Noise filter
and, therefore, is evaluated against the Strangeness step. Since the pose is not known by
the model (scores low in the test), the test is passed, indicating that the pose is a novelty
that should be incorporated to the dataset of known poses (red). In this case, the robot
would ask the user for a label describing the observed pose.
1 Note that, since the important value is the threshold, the scales of the bar plots are not in scale to
facilitate a better visualization of the plots.
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We found that setting the curiosity factors to KGMM = 3 and KKmeans = 1 produced
good results for GMM and K-Means respectively. Both GMM and K-means do not start
considering a pose as interesting until it is observed, at least, three times. On the other
side, OCSVM and LSA detected new poses as interesting the first time they observed
them. In that way, they are over sensitive to new stimuli. In other words, in our set up,
GMM and K-Means acted as better noise filters than the other algorithms. As we will
discuss in section 7.6.5, the value of K has been of paramount importance with respect
to the algorithm’s performance.
7.6.4.2 Strangeness evaluation
The next step after new data is detected as interesting, is finding out whether these data
are already known by the model or if, on the contrary, the current model cannot predict
them confidently.
To evaluate how well the system predicts the strangeness, we train with poses of one
class and test it against poses of other classes. In such set-up, poses with other classes
should be classified as novelties (strange) while poses of same class should be classified
as not novel (known). For instance, if we train our system showing it only poses of the
user pointing to the right, the model should consider strange any other pose that is not
pointing to that direction.
To evaluate the performance of this task, different experiments were carried out with
the existing dataset. The dataset was separated by poses, pointing right, pointing left and
pointing forward. Each user showed the robot each pose once.
In the experiment we built three different models, one for each pose and then tested
how these models were able to predict the other two poses. For instance, we built a model
from instances of users pointing to their left, and then tested with users pointing forward
and right.
After building the models and evaluating them independently, we merged and averaged
the results to give a general overview of how well the system works. The expected result
is that all the entries from different poses should be detected as strange, while the entries
from the same pose should be detected as known.
This process was repeated three times, where the model was built with training
datasets of 5, 10 and 20 instances for each pose. The test datasets were always of size 20,
containing 5 entries of each of the other 2 poses, and 10 entries of that same pose.
We considered the problem as a one-class binary classification where a known class was
marked as negative (0) and new classes marked as positive (1). Table 7.4 summarizes the
results for the experiment using the F-Score [Van Rijsbergen, 1979]. Note that a higher
F-score means poses classified correctly while lower F-scores indicates the model failed
predicting such poses.
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Size GMM OCSVM LSA K-Means
5 0.73 (0.05, 0.04) 0.73 (0.10, 0.07) 0.28 (0.21, 0.15) 0.62 (0.18, 0.13)
10 0.81 (0.07, 0.05) 0.74 (0.11, 0.08) 0.53 (0.26, 0.18) 0.55 (0.19, 0.13)
20 0.84 (0.06, 0.05) 0.78 (0.10, 0.07) 0.58 (0.25, 0.17) 0.42 (0.27, 0.19)
Table 7.4: Strangeness F-score results. Note: Results are in Mean (Std. Dev, Std. Err). Size
(s) = number of users in the base of knowledge, Curiosity factor for K-Means: KKmeans = 1
Curiosity factor for GMM: (s = 5) : KGMM = 30, (s = 10) : KGMM = 3, (s = 20) : KGMM = 0.1
7.6.4.3 In-class novelties
If compared separately, we found a worse performance of the algorithms when trained
with the classes pointing left and pointing forward, so we decided to test these classes
more specifically. In-class novelties are defined as novelties within a class. We divided the
poses of these classes in sub-classes. The aim is to test if the system would detect if the
user is pointing left with her right arm or with her left arm.
To test novelties between classes we did the following procedure. The training dataset
had 5 instances (each one from one user). The test dataset consisted on 6 known instances
plus 6 unknown instances. Note that the ground truth of known instances is non-novelty.
That is, they are instances created by users that pointed in the same manner as the
training users did. For example, if the pointing poses in the training dataset were recorded
from a right handed person, these 6 known instances were recorded from other right
handed people. The motivation of using known and unknown instances in the test dataset
is to evaluate how well our system detects both the known and the unknown.
The 6 unknown instances (whose ground truth is novelties) were distributed in a 2 +
4 sub-classes1. Two of them were in-class novelties. That is, novelties that belong to the
same class as the known model. For instance, if the training data consisted in examples of
right handed people, these two instances were retrieved from left-handed people pointing
to the same directions as the trainig data. The remaining 4 were novelties belonging to
other classes (e.g. pointing-right when the training data was with pointing-left poses).
Note that we only used 5 users to train the system because the division in sub-classes did
not allow us to have a bigger training datasets.
Our hypothesis is that instances belonging to the same sub-class should be detected
as normal while instances from different sub-classes or from different classes should be
detected as novel. The sub-classes that we used are described in Table ??, and table 7.6
1 We consider a sub-class the instances of one class that differ with the rest in some aspect. For
instance, a pointing pose would be different if executed by a right-handed than if done by a left-handed
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summarizes the F-Score of the algorithms for these different poses.
PL-LH Pointing left with the left hand
PL-RH Pointing left with the right hand
PFW-RH Pointing forward with the right hand
Table 7.5: Description of the sets for in-class novelty detection
GMM OCSVM LSA K-Means
PL-LH 0.92 (0.07, 0.02) 0.77 (0.08, 0.03) 0.95 (0.07, 0.02) 0.84 (0.09, 0.03)
PL-RH 0.73 (0.08, 0.03) 0.72 (0.07, 0.02) 0.32 (0.20, 0.07) 0.62 (0.16, 0.05)
PFW-RH 0.71 (0.13, 0.04) 0.69 (0.10, 0.03) 0.58 (0.23, 0.08) 0.54 (0.22, 0.07)
Average 0.79 (0.09, 0.07) 0.73 (0.03, 0.02) 0.58 (0.31, 0.22) 0.67 (0.13, 0.09)
Table 7.6: Novelty Detection F-Score [Mean (Std. Dev, Std. Err.)] for in-class novelties.
KGMM = 30, KKmeans = 1.
When considered the averaged results, GMM performed better than the other three
algorithms. In general, the average F-score is similar to the results from table 7.4, which
implies that the system is capable of detecting both novelties that belong to new classes
as well as in-class novelties.
7.6.4.4 Novelties in multi-class systems
In previous tests, we evaluated the capacity of the system to detect novelties when it was
trained with a single class. In this section, we evaluate the system to detect novelties,
but when it already has learnt two classes. The results of the experiment, shown in
Table 7.7, indicate that the system keeps a similar performance compared to the previous
experiments. In this experiment, OCSVM performed better than GMM.
7.6.5 Discussion
The results show that our approach enables a robot to detect when a user is standing in
a pose that has never seen before and to decide whether this new pose is worth learning
or not.
In general, GMM performed the best to detect when a new pattern started being
interesting and to detect when new data was not known by the system (i.e. when it was
strange). The key for its good performance was the possibility of modifying the curiosity
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New Class GMM OCSVM LSA K-Means
PR 0.67 (0.19, 0.10) 0.79 (0.07, 0.03) 0.70 (0.18, 0.09) 0.84 (0.06, 0.03)
PL 0.68 (0.02, 0.01) 0.82 (0.03, 0.02) 0.60 (0.05, 0.03) 0.69 (0.13, 0.06)
PFW 0.78 (0.07, 0.03) 0.74 (0.10, 0.05) 0.53 (0.17, 0.09) 0.67 (0.05, 0.03)
Average 0.71 (0.05, 0.04) 0.78 (0.03, 0.02) 0.71 (0.10, 0.07) 0.73 (0.08, 0.05)
Table 7.7: F-score obtained when the system was trained with two classes and presented a new
one. KKmeans = 1 KGMM = 0.8 Note: New class = new class presented to the system. Results
are in Mean (Std. Dev, Std. Err).
factor K, which allowed us to tune the algorithm to be insensitive to new stimuli until
this stimuli is not observed a certain number of times.
The main drawback of our approach is that as the knowledge base (that is, the size
of the training set) grows, K has to be adapted accordingly. Despite K has to be set
empirically, we believe it is possible to find the relation between K and the dataset size.
However, this requires further work since, K will depend highly on the algorithm used
(K-Means, GMM, etc.) and on the nature of the data themselves.
The curiosity Factor KGMM had to be adapted depending on the size of the base of
knowledge. As an example, if we kept KGMM = 3 for a training dataset of 20 users, all
the entries were detected as normal. Thus, KGMM needs to be decreased, to make the
system more sensitive. In the trial with 5 users, KGMM needs to be increased to 30, since
none of the entries were detected as normal with KGMM = 3, thus the system is less
sensitive. We found that the best values for KGMM were 30, 3 and 0.1 for 5, 10 and 20
users respectively. The curiosity factor for K-Means, KKmeans, on the other hand, was
suitable for all the trials.
In our preliminary findings we found good values for KGMM when followed:
KGMM = 300e
 0.45x
where x is the size of the dataset containing the known instances. However, the finding
a general rule for K depending on data still needs further work. In future work, we will
assess further how K affects the interpretation of novel stimuli.
Our work also needs to explore more how well our system will scale to a greater number
of classes. Despite our system had to face to up to 8 different novelties, we want to known
how its performance varies as new novelties are being discovered and incorporated to the
model. If the system is designed to be continuously acquiring knowledge, it is expected
that, over time, it will be discovering new poses that should be learnt. Eventually, it will
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have to handle a big number of classes. Despite the algorithms that we used already work
well with big datasets, we need to understand how the system as a whole behaves in such
situations.
Another limitation of our system is that we learn with a predefined dataset. Despite
our approach is valid for the input data, we did not tested our system in real time. We
still have to see how people reacts to the robot’s questions for new data. In this way,
there are two metrics that might be evaluated. First, from the robot’s point of view,
replicating our work, but in real scenario, would produce a better estimate of how well is
our system to work in real set ups. Second, from the user point of view, it is interesting
to know how robot’s questions affect the people’s perception on the robot’s intelligence
and capabilities, especially in the long term where people can see how robot’s knowledge
evolves over time. Our further work would focus in these two points of view, together
with a further exploration of how the K parameter affects learning.
7.7 Conclusions
We presented a system that endows a robot with the capacity of actively deciding whether
to learn or ignore novel stimuli when exposed to it for the first time. We separate this
decision in two steps. First by deciding if a visual stimuli is interesting, i.e. it is worth
to be learnt; and second by deciding whether the current model is able to predict it
confidently, i.e. the stimuli is strange to the model. In that way, if a stimuli is both
interesting and strange, the robot can actively ask the human for a label tagging the
new data. Both steps are based in Novelty Detection algorithms with an extension to
parametrize how much curious the robot should be.
Our system has been tested in the application of pose recognition, in which the system
learns the poses adopted by a human teacher. To validate our approach, we evaluated our
system with 28 non-robotics experts training the robot three different poses. We compared
four novelty detection algorithms, for both the noise filter (interestingness filter) and the
strangeness detection filter and we found that GMM and K-means are more suitable for
the noise filter, while GMM stands out as a strangeness filter
The main advantage of our approach is the use of the curiosity factor K. This factor
enables the robot to adapt the algorithm to specific application domains. That is, K en-
ables to robot to be very sensitive or insensitive to novelties depending on the application
requirements. For instance, we tuned K to make the robot insensitive to new stimuli until
these stimuli are presented a determined number of times.
However, using K as a parameter to model the robot’s curiosity presents two main
issues that have yet to be solved. First, finding a good value for K has to be done
empirically. Therefore, the designers of the system must to tune manually this parameter
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before the system can be applied in a certain domain. Second, as the knowledge base
of the robot grows, the robot starts becoming less sensitive to new stimuli. One way to
mitigate this is by automatically adapting K to the training dataset size but, since the
value of K has to be defined manually, the designers have to calculate beforehand how
different values of K will affect the robot’s curiosity as it is gaining more knowledge.
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Chapter 8
Conclusions
This thesis has contributed to the field of robot interactive and natural learning
by combining techniques from the fields of Machine Learning, Natural Lan-
guage Processing, and Human Robot Interaction, among other fields. This
chapter concludes this thesis by summarizing its main contributions and by
presenting the future works that remain open or that have been opened by
these contributions.
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8.1 Conclusions
The contributions of this thesis enabled a social robot to learn while interacting with
a human teacher in a similar way as people learn from other people. We tested our
interactive learning approaches in two supervised learning settings. In the first one, the
robot had to learn to classify human poses while in the second one the task consisted in
classifying different objects the user was holding in his/her hand.
A major contribution of this thesis has been improving the natural, interactive learning
capabilities of the robot with the inclusion of Active Learning techniques. The aim of this
was to enable the robot to learn better and faster from the examples it gathers during the
training session. Finally, we adapted these techniques to enable the robot to keep learning
beyond the training session. That is, the robot is able to decide whether it needs more
training data or labels and ask for them, even after the training phase has finished. This
enables the robot to detect when there are situations that might require more learning
and ask the user for more training data (or labels) before the user notifies that the robot
has this learning necessity.
8.2 Summary of the Key Contributions
The main contributions of this thesis are summarized as follows:
Regarding interactive learning: We developed a system that endows a robot to learn
while interacting with people. For such system we developed two interaction approaches:
• The first one focused on understanding the user using a grammar-based ASR where
the semantics of what the robot’s trainer tells to the robot were predefined in gram-
mar text-files. This was the limiting factor of the interactive system since the trainer
could not teach the robot anything that was not pre-written in the grammar files.
• The second approach consisted in using a dialogue management system combined
with some Natural Language Processing techniques. This approach, despite not
using a grammar-based ASR, increased the flexibility of the system in two different
ways. First, by overcoming the limitation of the number of objects, and second, by
increasing the naturalness of the interaction in both directions of the communication:
understanding the user and talking to him/her.
Regarding interactive object recognition: We developed a system that is able to
recognize objects that the user is holding in his/her hand. The system uses both RGB
(Red-Green-Blue) images and depth dapta in form of point clouds. Combining both data
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improves the robustness of the system to illumination changes or noise in the input data
stream. Also, in our pre-processing we used Point Cloud data to define the Region Of
Interest (ROI) where to carry out the object detection. This enabled us to have a system
that is able to operate in real time.
Regarding Active Learning for pose learning: Here, we contributed in two different
manners:
• We studied how Active Learning can be applied in interactive learning by studying
the impact of the user answers to the robot’s queries when using these queries to
introduce domain knowledge from the trainer as feature filters. In our experiments
we observed that there are some cases where the trainer answers can be vague and,
hence, produce feature filters that over generalize and produce simplistic models.
• We proposed a method that overcomes this problem by reducing the trust in the
user’s answers. This method compensates the over-generalization of the user by ex-
tending the user-defined filter to other features that have a correlation with the user’s
(in our case, body-joints that were directly connected). Our method has proven to
work better than active-learners in such situations at the same time that produced
results that were at the same level as active learners when the user produced good
and informative answers.
Regarding Active Learning for object detection and tracking: This chapter
has presented two main contributions. The first one is the use of active learning to
enable the robot to keep learning once the training session has finished. The second
contribution is the interaction system of the robot, which combines a Dialogue Manager,
an open-grammar ASR, and some self-developed Natural Language Processing (NLP).
The combination of these three modules enabled the robot to establish natural and rich
interactions with the user, enabling him/her to use a rich vocabulary of sentences.
Regarding Novelty detection for pose recognition: We presented a system that
enables the robot to keep learning after the training session ended. The system endows
the robot to actively decide whether new stimuli is interesting (is not noise), and strange
according to a pre-learnt model. For that we used novelty detection algorithms that
evaluate incoming data following these two principles. If a new stimulus results to be
interesting and the learned model decides that is strange to it, the robot can ask the user
a query to tag this data.
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8.3 Future Works
Interactive pose learning Our work leaves other paths open for exploration:
• First, from the HRI point of view, this thesis has focused on the HRI from the
robot’s point of view. It remains to study how users perceive what the robot has
learned and how this fact changes their relation and their expectations towards it.
Even more, understanding what the user thinks about the learning process might
lead to better training scenarios that would end in robots that learn better from the
users.
• Second, this work opens the door for building a continuous learning framework,
where the robot actively seeks for new examples and asks questions of its teacher
about the concepts being learned.
• Third, with only a few minor modifications, this learning system can be extended
to other applications, such as gesture learning, activity learning or the interactive
learning of new objects.
In-hand object tracking and recognition Most of the future works for the in-hand
object tracking and recognition are related to the computer vision field. The most inter-
esting future work in this are can be:
• Using better feature extractors. This might be interesting specially in the case of
the Point Cloud (PC). The PC features are extracted using many approximations
in order to reduce the huge computing time they require. Hence, they are less
representative leading to more potential classification errors in the matching process.
Another potential upgrade of the system is to use other feature extractors for the
Point Cloud. Some new algorithms such as LINEMOD [Hinterstoisser et al., 2012]
might be suitable for our approach For instance, LINEMOD can extract features
of texture-less objects. This might help improve our matchers’ performance in the
cases where there are many texture-less objects such as house-hold objects, etc.
• A second improvement to the in-hand object detection system is to use other com-
puter vision methods for learning the objects. We followed a template matching
approach as our first steps into the field of in-hand object recognition. Although
we achieved good accuracy results in our dataset, we expect to expand the learning
capabilities of the system by using machine learning algorithms such as Random
Forests [Gall et al., 2012] or Support Vector Machines (SVMs) [Pontil and Verri,
1998]. Specially interesting might be the case of Random Forests, since they are
an ensemble which can provide easily some committee-based heuristics that can be
used in active learning scenarios.
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Active Learning in Pose Recognition Regarding our active learning contributions,
several future work are still open.
• Even though our method for reducing the robot’s trust on the user’s answers is
applied for pose learning, we believe that this method can be applied to other
active learning-based approaches providing that the robot knows the relation (or
correlation) between the features which is asking for. In our case those relation
was spatial—i.e. body joints that are directly interconnected—, but other type of
correlation between features might serve. Knowing these relationships, the robot
might extend the user answers to other related features, thus reducing the effects
of his/her inaccuracies. Our method might help robots to learn better from people
who are not expert in robotics. If the robot expects that the user answer might not
be accurate, it can choose to apply our Extended Filter instead of discarding it.
• Also, it is unclear how to apply this method when different types of feature queries
are combined. Because Free Speech Queries (FSQ) produce simpler answers than
Yes/No Queries (YNQ) and Rank Queris (RQ), it might be interesting to apply
different filters to each type of questions. In the cases in which the robot expects
inaccurate answers, it can increase the filter extension just to reduce the side-effects
of these inaccuracies. Besides, we want to explore the use of automatic feature
selection algorithms together with our extended filter. For instance, if the user
answer and the automatic feature selection differ too much, it might mean whether
the user gave a bad answer or the robot does not have enough training data. In
such cases, it might be wise to extend the user’s answer and/or ask more queries.
Active learning for in-hand object tracking and recognition Regarding the active
learning for object recognition and tracking, there are some works that might be worth
pursuing. Among them, the two most interesting would be
• First, to evaluate how the user perceives a robot that it has the initiative to learn
continuously. And how different degrees of verbosity might be perceived from the
user perspective.
• Additionally, it might be interesting to study which methods could be used to control
the number of questions the robot asks to the user.
Novelty Detection for continuous pose learning Finally, in the case of our novelty
detection approach some possible future works are:
• The most interesting future work is to apply it to other fields, for instance, applying
it in our object recognition system.
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Also, using K as a parameter to model the robot’s curiosity presents two main issues
that have yet to be solved.
• First, finding a good value for K has yet to be done empirically. As a consequence,
the system designer must tune manually K before the system can be applied in a
certain domain.
• Second, an implication of how we defined K is that, as the knowledge base of the
robot grows, the robot becomes less sensitive to new stimuli. One way to mitigate
this is by automatically adapting K to the training dataset size but, since the value
of K has to be defined manually, the designers have to calculate beforehand how
different values of K will affect the robot’s curiosity as it gains more knowledge.
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