We propose a methodology to analyze data arising from a curve that, over its domain, switches among J states. We consider a sequence of response variables, where each response y depends on a covariate x according to an unobserved state z. The states form a stochastic process and their possible values are j = 1, . . . , J. If z equals j the expected response of y is one of J unknown smooth functions evaluated at x. We call this model a switching nonparametric regression model. We develop an EM algorithm to estimate the parameters of the latent state process and the functions corresponding to the J states. We also obtain standard errors for the parameter estimates of the state process. We conduct simulation studies to analyze the frequentist properties of our estimates. We also apply the proposed methodology to the well-known motorcycle data set treating the data as coming from more than one simulated accident run with unobserved run labels.
Introduction
In this paper we propose a methodology to analyze data arising from a curve that, over its domain, switches among J states. The state at any particular point is determined by a latent process. The state also determines a function. We are interested in the functions corresponding to each of the states and the parameters of the latent state process.
Suppose we have a sequence of response variables, y 1 , . . . , y n , where y i depends on a covariate x i (usually time) according to an unobserved state z i , also called a hidden or latent state. The possible values of the states are j = 1, . . . , J. If z i = j the expected response of y i is f j (x i ). We call this model a switching nonparametric regression model. In a Bayesian switching nonparametric regression model the uncertainty about the f j 's is formulated by modeling the f j 's as realizations of stochastic processes. In a frequentist switching nonparametric regression model the f j 's are merely assumed to be smooth.
The objective of the proposed methodology is to estimate the f j 's as well as to estimate the regression error variance and the parameters governing the distribution of the state process. We also obtain standard errors for the proposed parameter estimators of the state process. We consider two types of hidden states, those that are independent and identically distributed and those that follow a Markov structure. The Markov structure would usually require x to be time.
As an application we consider the well-known motorcycle data set. The data consist of 133 measurements of head acceleration taken through time in a simulated motorcycle accident. See Figure 1 . Analyses appearing in the literature (e.g., Silverman, 1985 , Härdle and Marron, 1995 , Rasmussen and Ghahramani, 2002 , Gijbels and Goderniaux, 2004 and Wood, 2011 treat the data as coming from one simulated accident. However, close examination of the data suggests the measurements are from J > 1 accidents. In the discussion of Silverman (1985) Prof. A. C. Atkinson wrote "inspection of [the Figure] , particularly in the region 30-40 ms, suggests that the data may not be a single time series but are rather the superposition of, perhaps, three series". Professor Silverman had no specific information on this point but replied "Professor Atkinson is right about the motorcycle data in that they are the superposition of measurements made by several instruments but the data I have presented are precisely in the form they were made available to me". The data structure will most likely remain unclear as the original report (Schmidt, Mattern and Schüler, 1981) seems to be no longer available.
We apply the proposed methodology to the motorcycle data treating the data as coming from J functions, one for each simulated accident, with hidden (unobserved) function labels. We choose J using an ad hoc Akaike information criterion (AIC). To our knowledge this is the first time that the motorcycle data is analyzed taking into account that they describe more than one simulated accident.
The paper is organized as follows. In Section 2 we present an overview of the proposed methodology. A literature review on the topic is presented in Section 3. In Section 4 we describe the solution for the estimation problem. The standard errors for the parameter estimators of the state process are calculated in Section 5. In Section 6 we present the results of simulation studies. An application of the proposed methodology to the motorcycle data is shown in Section 7. Some discussion is presented in Section 8.
Overview of the proposed methodology
Suppose we have observed data x i , y i , and hidden states z i , i = 1, . . . , n. The states form a stochastic process and their possible values are j = 1, . . . , J. If z i = j, then y i 's distribution depends on a function f j . Specifically, we assume that, given z i , y i = f zi (x i ) + σ zi i , for 1 , . . . , n independent with mean of zero and variance of one. Therefore, given the f j 's and the z i 's, the y i 's are independent with the mean of y i equal to f zi (x i ) and the variance equal to σ 2 zi . Let y = (y 1 , . . . , y n )
T , z = (z 1 , . . . , z n ) T and f j (x) = (f j (x 1 ), . . . , f j (x n )) T . Define γ to be the set of parameters defining the distribution of y given z and the f j (x)'s. So, for instance, if the i 's are normally distributed, then γ = {f j (x) and σ 2 j for j = 1, . . . , J}. Let α be the vector of parameters that determine the joint distribution of z. If the z i 's are independent and identically distributed, then the parameter vector α is of length J with jth component equal to P (z i = j). If the z i 's follow a Markov structure, the parameter vector α consists of initial and transition probabilities.
Our goal is to estimate θ ≡ {α, γ}, along with standard errors or some measure of accuracy for the parameters in α.
To obtain the parameter estimates two approaches are considered:
• a frequentist approach called penalized log-likelihood estimation;
• a Bayesian approach where the posterior density is maximized.
These two approaches are computationally similar and consist of using the Expectation-Maximization (EM) algorithm (McLachlan and Krishnan, 2008) to maximize the following criterion log-likelihood of the data + P (f 1 , . . . , f J , λ 1 , . . . , λ J ),
where the exact form of P (f 1 , . . . , f J , λ 1 , . . . , λ J ) depends on the considered approach.
In the frequentist approach we assume that f j exists almost everywhere and [f j (x) 2 dx < ∞ for j = 1, . . . , J and maximize (1) with
The λ j 's are the so called smoothing parameters as they measure the relative importance of fit to the data, as measured by the log-likelihood of the data, and smoothness of the f j 's, as quantified by the penalties [f j (x)] 2 dx. The Bayesian approach requires a prior distribution for the parameters in θ. For the f j 's, we consider a Gaussian process regression approach (Rasmussen and Williams, 2006) with f 1 , . . . , f J independent and f j a Gaussian process with mean function µ j (x) ≡ 0 and covariance function, K, that depends on a vector of parameters λ j . We place a non-informative prior on the other parameters. Therefore, we can write where A(λ j ) is an n × n matrix with entries given by
with K known. In our applications and simulations we assume the following covariance function
with parameter vector λ j = (U j , s j ) . These parameters control the amount of smoothness of each curve f j and, as in the penalized log-likelihood approach, are called smoothing parameters.
We can extend our approach to consider µ j not equal to the zero function. For instance, we might take µ j (x) as a linear combination of known basis functions. In this case, in addition to λ j , we would have another parameter vector for f j , namely the vector containing the basis functions' coefficients.
In both approaches we choose the values of the λ j 's automatically by crossvalidation.
Background
Similar models have appeared in the machine learning literature, where they are called mixture of Gaussian processes models. See Tresp (2001), Rasmussen and Ghahramani (2002) and Ou and Martin (2008) . The focus of these papers is on analyzing data from an on-line process, with the goal being prediction of a single process. The process is modeled as a mixture of realizations of Gaussian processes and, just as in our model, the mixture depends on hidden states. Rasmussen and Ghahramani and Ou and Martin take a hierarchical Bayesian approach, not only placing a Gaussian process prior on the f j 's, but also placing a prior distribution on all parameters, including those that govern the Gaussian process. Tresp does not place a prior distribution on the parameters of the Gaussian process, but he does use Gaussian processes to model not only the functions themselves but also the latent process and the regression error variance. To analyze data, Tresp uses the Expectation-Maximization (EM) algorithm to maximize the posterior density of the Gaussian processes given the data. Rasmussen and Ghahramani and Ou and Martin use a Monte Carlo method to estimate the posterior distribution of the unknown functions and parameters.
A main difference between our model and the model in these three papers is in the distribution of the z i 's. All three papers begin by assuming that the z i 's are independent, conditional on the parameters governing the latent process. In Rasmussen and Ghahramani and in Ou and Martin, the process parameters are p j = P (z i = j), j ≥ 1, which are modeled using a Dirichlet distribution. Rasmussen and Ghahramani use a limit of a Dirichlet distribution in order to model an infinite number of possible hidden states, to avoid choosing the number of states. Ou and Martin use a finite number of states to avoid computational complexity. Both papers use an ad hoc modification of the distribution of the z i 's to allow z i to depend on x i in a smooth way; see Rasmussen and Ghahramani's equation (5) and Ou and Martin's equation (13) . However, as remarked by Rasmussen and Ghahramani in the discussion, the properties of the resulting joint distribution of the z i 's are not completely known. Tresp's distributional assumptions are more straightforward: he assumes that the distribution of z i depends on x i according to a logit model governed by a Gaussian process. None of these papers consider Markov z i 's.
While the three papers contain methodology that can, in principle, lead to estimation of the f j 's and the latent variable process parameters, the papers focus on estimation of just one function -the mixture. Thus the resulting methodology is a form of variable bandwidth smoothing (see, for instance, Fan and Gijbels, 1992) . In contrast, our goal is estimation of the individual processes that make up the mixture and estimation of the parameters governing the hidden state process, along with standard errors. We see the distinction between the goals by considering the analysis of the motorcycle data: Rasmussen and Ghahramani present just one function to summarize the data. We present J > 1 functions, one for each of the J simulated accidents, and we estimate the expected proportion of data points from each function, and provide standard errors. We also conduct extensive simulation studies of the frequentist properties of the estimates.
A closely related model is the Gaussian mixture model, used in density estimation. In the Gaussian mixture model, we assume that the ith data point comes from one of a finite set of Gaussian distributions, determined by the value of a latent variable z i . In his work in this area, Bilmes (1998) considered two models for the latent variables: in the first model the latent variables are independent and identically distributed and in the second they follow a Markov structure. The later corresponds to a classic hidden Markov model, which is the same as our approach for Markov z's if the f j 's are constant. Bilmes provides a very readable description of how he applies the EM algorithm to estimate the parameters for the Gaussian distributions as well as for the distribution of the z i 's.
These models are not to be confused with the work of Shi, Murray-Smith and Titterington (2005) on Gaussian process mixtures for regression and Chiou (2012) on functional mixture prediction. These authors analyze data from M independent curves where the entire ith curve is a realization of one of J Gaussian processes, determined by the value of the latent variable z i . In contrast, like Tresp, Rasmussen and Ghahramani and Ou and Martin, we consider M = 1 observed curve, which switches among J Gaussian processes.
We see that the literature contains many similar but distinct models with names containing the words Gaussian and mixture. For this reason, we prefer to call our models and those of Tresp (2001) , Rasmussen and Ghahramani (2002) and Ou and Martin (2008) switching nonparametric regression models as we feel this is more descriptive. To our knowledge, no one has considered a Markov structure for the latent variables to estimate multiple functions, nor has anyone used the non-Bayesian penalized likelihood approach. Our frequentist approach and our calculation of standard errors appear to be new.
Parameter estimation via the EM algorithm
In this section we describe how the EM algorithm can be used to obtain the parameter estimates for the penalized log-likelihood and Bayesian approaches. The E-step of the algorithm is exactly the same for both approaches. The Mstep differs only in the part involving the calculation off j . In the M-step we restrict our calculations to normally distributed errors. Furthermore, in the Mstep, for the penalized log-likelihood case we can show that the maximizing f j 's are cubic smoothing splines: our E-step leads to the maximization criterion for f j given by (13) plus (14), which is similar to (5.1) in Silverman (1985) . See also Heckman (2012) . We use this to justify modeling each f j as a linear combination of K known B-spline basis functions b 1 , . . . , b K , that is,
with {φ j1 , . . . , φ jK } the set of unknown parameters determining f j .
Recall that θ = {α, γ}, where α is the vector containing the parameters of the model assumed for z, and γ = {f j (x) and σ 2 j for j = 1, . . . , J} are the parameters governing the distribution of y i given the f j (x)'s and the z's. Let log p(y|θ) be the log-likelihood based on the observed data. Our goal is to find θ that maximizes
The form of log p(y|θ) is very complicated, since it involves the distribution of the latent z i 's. Therefore, the maximization of (3) with respect to θ is a difficult task. In order to tackle this problem it is common to apply numerical methods such as the EM algorithm to obtain the parameter estimates (McLachlan and Krishnan, 2008) . The EM algorithm is usually used to maximize the likelihood function by generating a sequence of estimates, θ (c) , c ≥ 1, having the property that log p(y|θ (c+1) ) ≥ log p(y|θ (c) ). The EM algorithm can also be used to maximize (3). We can show (see 8) that our EM algorithm also generates a sequence of estimates, θ (c) , c ≥ 1, satisfying
To define our EM algorithm, let p(y, z|θ) be the joint distribution of the observed and latent data given θ, also called the complete data distribution. In what follows view θ as an argument of a function, not as a random variable. Note that we write E θ (c) H(y, z)|y to denote the conditional expected value of H(y, z) assuming that the data y and z are generated with parameter vector θ (c) .
The proposed EM algorithm consists of the following two steps based on writing log p(y, z|θ) = L 1 (γ) + L 2 (α), where
and L 2 (α) = log p(z|θ) = log p(z 1 , . . . , z n |α).
1. Expectation step (E-step): calculate
that is, calculate the expected value of the logarithm of p(y, z|θ) with respect to the distribution of the latent z given the observed y using θ (c) as the true value of θ. 2. Maximization step (M-step): let
Use the Expectation-Conditional Maximization (ECM) algorithm (see 8) to find θ (c+1) that maximizes S(θ, θ (c) ) with respect to θ or at least does not decrease S(θ, θ (c) ) from the current value at θ (c) . We can show (see 8)
where
whose exact form depends on the model for the z i 's. In a regression model with normal errors
In the following sections we calculate E θ (c) (L 1 (γ)|y) and E θ (c) (L 2 (α)|y) considering different models for the latent variables. Note that E θ (c) (L 1 (γ)|y) depends on the model for the z i 's only through p (c) ij .
4.1.1. E-step: independent and identically distributed (iid) z i 's
In this section we calculate p (c) ij and E θ (c) (L 2 (α)|y) assuming that the latent variables z 1 , . . . , z n are iid with parameter vector α = (p 1 , ..., p J ), where p j = p(z i = j|α) and J j=1 p j = 1. Since the z i 's are iid, we obtain
Note that we can easily calculate (8) when the regression errors are normally distributed.
We now calculate E θ (c) (L 2 (α)|y). For iid z i 's we can write
and, therefore,
E-step: Markov z i 's
Here we calculate p (c) ij and E θ (c) (L 2 (α)|y) assuming a Markov structure for the latent variables z 1 , . . . , z n . In this case the distribution of the z i 's depends on a vector α composed of transition probabilities and initial probabilities π j = p(z 1 = j|α), j = 1, . . . , J.
Let us assume that 1. the ith latent variable depends on past latent variables only via the (i−1)st latent variable, i.e., p(z i |z i−1 , . . . , z 1 , α) = p(z i |z i−1 , α); 2. the transition probabilities do not depend on i, that is,
To compute p (c) ij when the z i 's are Markov, we use the results of Baum et al. (1970) . These authors let
and ϕ
and show how to calculate these recursively using what they call the forward and backward procedures, respectively. Note that because of the Markovian conditional independence
Thus, we can calculate p
. This can be expanded as
which we easily calculate using the normality assumption for the regression errors.
More details on how to obtain the expressions for p (c) ij and p (c) ilj can be found in Bilmes (1998) , Rabiner (1989) and Cappé, Moulines and Rydén (2005) .
M-step
For the M-step we combine our discussion of iid z's and Markov z's. We want to find θ (c+1) that maximizes S(θ, θ (c) ) in (6) with respect to θ or at least produces a value of S no smaller than S(θ (c) , θ (c) ). For normally distributed errors E θ (c) (L 1 (γ)|y) is given by (7) and, therefore, we can write
We maximize S as a function of θ = {f j (x), σ 2 j , j = 1, . . . , J and α}. In the maximization θ (c) is fixed, not depending on θ. This implies that the p (c) ij 's are also fixed, since their calculation depends on current parameter estimates in θ (c) . We also consider the smoothing parameters, λ 1 , . . . , λ J , to be fixed. This maximization cannot be done analytically, so we apply a natural extension of the EM approach, the ECM algorithm, to guarantee that
j 's, the f j 's and σ 2 j 's that maximize S are the f j 's and σ 2 j 's that maximize (13) + (14). Therefore, the form of the maximizing f j 's and σ 2 j 's will not depend on the model for the z's. Their only dependence on the model for the z's is via the p (c) ij 's.
Thus, to obtain the vector of parameter estimates, θ (c+1) , we apply the ECM algorithm as follows.
1. Hold the σ 2 j 's and the parameters in α fixed and maximize (13) plus (14) with respect to f j (x). Let
For the Bayesian approach this is equivalent to maximizing
For the penalized log-likelihood approach recall that f j is a linear combination of K known basis functions, so f j (x) = Bφ j , where
T is the vector of coefficients corresponding to f j and B is an n × K matrix with entries B ik = b k (x i ). Thus, we hold the σ 2 j 's and α fixed and maximize
with respect to φ j yieldinĝ
where R is a K × K matrix with entries
2. Now holding the f j (x)'s and the parameters in α fixed and maximizing (13) with respect to σ 2 j we get
Let σ
for all j, then we find that
We can obtain better variance estimates by adjusting the degrees of freedom to account for the estimation of the f j 's. We do that by replacing the denominator of (17) by
. . , p nj ) and H j is the so called hat matrix satisfyingf j (x) = H j y. For the Bayesian approach
−1 and for the penalized approach
This modification is similar to a weighted version of what Wahba (1983) has proposed for the regular smoothing spline case.
3. Now we hold the f j (x)'s and σ 2 j 's fixed and maximize S with respect to the parameters in α. Note that (13) and (14) do not depend on α, so to find α (c+1) , we maximize E θ (c) (L 2 (α)|y) in line (15) as a function of α. Because the form of E θ (c) (L 2 (α)|y) does depend on the model for the z's, we must obtain the estimates of α for each model separately.
For iid z i 's, where p j = p(z i = j|α), using (10) and Lagrange multipliers with the restriction that J j=1 p j = 1, we obtain:
For Markov z's the vector α is composed of transition probabilities a lj and initial probabilities π j . We first maximize E θ (c) (L 2 (α)|y) given in (12) with respect to a lj . Holding π j fixed and using a Lagrange multiplier with the constraint J j=1 a lj = 1, we get:
Now let us maximize (12) with respect to π j . Holding a lj fixed and using a Lagrange multiplier with the restriction that J j=1 π j = 1, we obtain:
.
Standard errors for the parameter estimators of the state process
In this section we use the results of Louis (1982) to obtain standard errors for the estimates of the parameters of the state process. We consider for iid z i 's J ≥ 2 possible state values. For Markov z i 's we restrict the possible number of states to J = 2 to reduce calculational complexity. Louis (1982) derived a procedure to obtain the observed information matrix when the maximum likelihood estimates are obtained using the EM algorithm. The procedure requires the computation of the gradient and of the second derivative matrix of the log-likelihood based on the complete data and can be implemented quite easily within the EM steps.
The general case
Suppose that γ is known and letα * =α * (γ) be the maximum likelihood estimator of α given γ, that is, the maximizer of L I (α) ≡ log p(y|α), the incomplete data log-likelihood. We can obtainα * using the EM algorithm, and the complete data log-likelihood L C (α) ≡ log p(y, z|α) = L 2 (α) + C (see Section 4.1) . In this case we can derive the observed information matrix, I γ (α), via a direct application of Louis's procedure. Under some regularity conditions, Louis (1982) shows by straightforward differentiation that
, and that the observed information matrix is given by
where L 2 (α) is as in (5), L 2 (α) and L I (α) are the gradient vectors of L 2 and L I , respectively, and L 2 (α) and L I (α) are the associated second derivative matrices. The estimate of I γ (α) is I γ (α * ). Note that (19) needs to be evaluated only at convergence of the EM algorithm, where L I is zero. Then, I γ (α * ) = I γ (α * (γ)) contains only the first two terms of (19). The inverse of I γ (α * ) is the estimated variance-covariance matrix ofα * for the known value of γ.
To relate these calculations to those of our EM algorithm, where both α and γ are estimated, first note that ourγ andα are the maximizers of the criterion log p(y|γ, α)+P (f 1 , . . . , f J , λ 1 , . . . , λ J ). If the maximizer is unique then α =α * (γ). Therefore, we will estimate the variance-covariance matrix ofα by the variance-covariance matrix ofα * plugging in γ =γ. That is, we propose to use a plug-in estimate, Iγ(α), whereα andγ are obtained from our EM procedure. Note that this method ignores the variability in estimating γ.
In the next sections we show how to calculate Iγ(α) for the different models for the z i 's.
Standard errors: iid z i 's
To remove the restriction J j=1 p j = 1, we use the parameters p 1 , . . . , p J−1 and rewrite (9) as
Let L 2 (α) be the (J − 1) × 1 gradient vector of (20) with the jth component given by
One can show its jlth entry, for j = l, is equal to n/(1 − J−1 k=1p k ) and its jjth entry is
Note that the simplification above is obtained using the fact thatp j = n i=1p ij /n. One can also show that the (J − 1)
T |y) in (19) evaluated atα has off diagonal elements jl equal to
and jth diagonal element given by
Standard errors: Markov z i 's
For Markov z i 's we show how to obtain standard errors for the estimates of the transition probabilities for J = 2 possible state values. We apply Louis's method to find standard errors forâ 12 andâ 21 by first considering L 2 in (11) with π 1 and π 2 fixed. Abusing notation slightly by omitting π 1 and π 2 , we let a 11 = 1 − a 12 and a 22 = 1 − a 21 and write
The required two dimensional gradient vector is given by
The associated 2 × 2 matrix of second derivatives is diagonal with entries
Thus the 2 × 2 matrix E α (−L 2 (a 12 , a 21 )|y) with π 1 and π 2 fixed, evaluated at a 12 =â 12 , a 21 =â 21 is given by
Calculating the 2 × 2 matrix E α (L 2 (a 12 , a 21 )L 2 (a 12 , a 21 ) T |y) is straightforward but tedious, involving sums of expectations of indicator functions. The summands require the calculation of p(z i−1 = r, z i = s|y, α) , p(z i−2 = r, z i−1 = s, z i = t|y, α) and p(z i−1 = r, z i = s, z i+∆ = t, z i+∆+1 = u|y, α), with r, s, t and u taking values 1 or 2 and ∆ a positive integer. These conditional probabilities can be calculated using Bayes' Theorem and the Markovian conditional independence of the z i 's.
Simulations
We carry out simulation studies considering that the z i 's can take values 1 or 2 and they can be either iid or follow a Markov structure. The parameters of interest are estimated using both the Bayesian and the penalized log-likelihood approaches presented in Section 4. For each simulation study 300 independent data sets are generated.
Simulated data
We consider three types of simulation studies according to three different types of simulated data. Table 1 presents a summary of these simulation studies. In all studies we use the same vector of evaluation points x and the same true functions f 1 and f 2 . The vector x = (x 1 , . . . , x n )
T consists of n = 199 equally spaced points, 1, 1.5, . . . , 99.5, 100. The true functions evaluated at x, that is, the vectors f 1 (x) and f 2 (x), are obtained by sampling from a multivariate normal distribution with mean of zero and covariance matrix determined by (2). We let the parameter U j in (2) be equal to 1/ s j √ 2π so that λ j = s j . We consider λ 1 = s 1 = 28 and λ 2 = s 2 = 38 for f 1 (x) and f 2 (x), respectively.
After we obtain the commonly used f 1 (x) and f 2 (x) we generate a set of simulated data as follows.
1. Generate the z i 's according to the specified model (iid or Markov). 2. Generate the y i 's with common regression error variance σ 2 as follows:
where σ = 5 × 10 −5 and i has a N (0, 1) distribution. 3. Repeat steps 1 and 2 S times obtaining S different data sets.
In our case S = 300. Note again that f 1 (x) and f 2 (x) are fixed across all data sets.
In our first simulation study we generate data assuming that the z i 's are independent with p 1 = p(z 1 = 1) = 0.7. Figure 2 shows an example of a data set of this type.
For the second and third simulation studies we consider Markov z i 's. In the second study we use transition probabilities a 12 = p(z i = 2|z i−1 = 1) = 0.3 and a 21 = p(z i = 1|z i−1 = 2) = 0.4 and in the third study a 12 = 0.1 and a 21 = 0.2.
For both studies we consider initial probabilities π 1 = π 2 = 0.5. Figures 3 and  4 show examples of data sets from the second and third studies, respectively. Compared to Figure 2 , in Figures 3 and 4 we observe that the system can stay in one state for a long time, giving information about just one of the functions during that range of x values. This is more pronounced in Figure 4 when a 12 and a 21 are small.
Initial values
To analyze the data via our EM algorithm, we need to provide initial values of all of the parameter estimates.
We set the initial estimates of all of the parameters governing the distribution of the z i 's to 0.5.
In order to automatically obtain initial values for f 1 (x) and f 2 (x) we first assign temporary values to the latent variables, creating two groups of observations (one consisting of all (x i , y i )'s with temporary z i value equal to 1, the other consisting of the remaining (x i , y i )'s). For each group, we estimate the corresponding f j (x). For the Bayesian approach we estimate f j (x) by its posterior mean, commonly used in Gaussian regression (Rasmussen and Williams, 2006) , with initial σ 2 = 0.005. For the penalized log-likelihood approach we use smoothing splines to estimate the f j 's. The smoothing parameters for both approaches are chosen by generalized cross-validation (GCV). For the Bayesian approach we also add the restriction that if the λ j obtained by GCV is smaller than 10 we use a bigger value, in this case 15. Two methods are used to assign the temporary values to the z i 's.
• Function estimate method: we fit one curve,m(·), to the whole data set using a standard cubic smoothing spline. If y i ≤m(x i ), we set z i = 1, otherwise we set z i = 2.
• Residual-based method: we obtainm(·) as in the function estimate method and calculate the residuals y i −m(x i ). We then divide the evaluation interval into small subintervals. Within each subinterval, we consider all residuals corresponding to x i 's within that subinterval. We use the kmeans algorithm (k = 2) to partition these residuals into two groups. We label the group with the smaller mean as group 1 (z i 's = 1). The k-means algorithm is a clustering method that aims to partition observations into k groups such that the sum of the squared differences between each observation and its assigned group mean is minimized (Johnson and Wichern, 2008) .
The function estimate method is used in Simulations 1 and 2, and the residualbased method in Simulation 3. The green lines in Figures 2, 3 and 4 are examples of initial functions.
In Simulation 3, we use the residual-based method because the probabilities of changing from one state to another are small, that is, the z process tends to remain in one state for an extended period, as shown in Figure 4 . During this period, we only obtain information from one of the f j 's and in this case the function estimate method fails to produce good initial values. The residual-based method requires a choice of number of sub-intervals and sub-interval lengths. Our choice of sub-intervals is based on examination of results from a few data sets. The chosen sub-intervals are as follows: [1, 34] , [34.5, 67 .5] and [68, 100] .
A wide range of reasonable initial estimates of f 1 and f 2 yields good final estimates. For all data sets considered we can always find reasonable initial estimates by eye. For most data sets the proposed automatic methods work. However, for a few data sets the automatic procedures produce obviously bad initial estimates that do not allow the method to recover.
To obtain an initial estimate of σ 2 we first use the initial function estimates and the two temporary groups of observations to obtain the sample variance of the residuals of each group separately adjusting for the correct degrees of freedom. We then set the initial estimate of σ 2 equal to the pooled variance.
Choice of the smoothing parameters, the λ j 's
We find the optimal λ j 's iteratively starting with initial values λ j 's is important to obtain good final estimates of the f j 's. We found out that very small λ (0) j 's do not lead to good final estimates as more points tend to be initially misclassified. Recall that for the Bayesian approach we restrict the smoothing parameters of the initial function estimates to be greater than 10. So, for the Bayesian approach, in each data set we set the λ (0) j 's to the values used to obtain the initial function estimates. For the penalized loglikelihood approach, we use one value of λ (0) j for all data sets: we set λ (0) j to a value that worked well when tested on a couple of simulated data sets. We update the λ j 's as follows. 
as the value in the grid G that maximizes the following generalized cross-validation criterion:
where (H jλ ) ii is the ith entry of the diagonal of H j (λ).
Repeat 1-4 with
We use the final values of the λ j 's to obtain all of the parameter estimates from the EM algorithm as in Step 1.
Results
Figures 2, 3 and 4 show the fitted valuesf 1 (x) andf 2 (x) (dashed lines) for a simulated data set from each of simulation studies 1, 2 and 3, respectively.
We assess the quality of the estimated functions via the pointwise empirical mean squared error (EMSE). The empirical mean squared error off j at a given point x i is calculated as follows:
wheref s j is the estimate of f j in the sth simulated data set and S is the total number of simulated data sets, in this case S = 300. We calculate the EMSE for both initial and final estimates of the f j 's. In all three simulation studies we observe the presence of edge effects, that is, the EM SE j values are higher at the edges than at the middle of the evaluation interval. We also observe that in all simulation studies the final estimates produce smaller values of EM SE j than the initial estimates, which indicates that the proposed methodology improves the initial naive estimates. Figures 5 and 6 present the pointwise EMSE of both initial and final estimates of f 1 and f 2 using the Bayesian and penalized loglikelihood approaches for simulation studies 1 and 3, respectively. The plots for Simulation 2 are omitted because they are very similar to the ones obtained for Simulation 1.
When we compare the Bayesian and the penalized log-likelihood approaches we observe that for Simulations 1 and 2 the Bayesian approach produces slightly smaller values of EM SE j for the final function estimates than the penalized loglikelihood approach. In Simulation 3 the Bayesian approach produces slightly smaller values of EMSE forf 1 than the penalized log-likelihood approach except for the right edge. In Simulation 3, there is no clear winner for estimating f 2 . In addition, both approaches produce values of EMSE forf 2 that are larger than the values obtained in Simulations 1 and 2. See Figures 7 and 8. The plots from Simulation 2 are again omitted as they are very similar to the ones from Simulation 1.
To further study the quality of our method, we look at possible cases of misclassification. We consider values ofp(z i = z|y i ) > 0.2 when the true z i = z. Table 2 presents the number of simulated data sets that have values ofp(z i = 1|y i ) > 0.2 when z i = 2. Table 3 shows the number of simulated data sets with values ofp(z i = 2|y i ) > 0.2 when z i = 1. For Simulations 1 and 2 all misclassifications occur at the edges of the evaluation interval, indicating that the proposed method sometimes has problems at the edges. The same is true in Simulation 3 for the penalized log-likelihood approach. In Simulation 3, the Bayesian approach leads to problems not just at the edges: two data sets have large values ofp(z i = 2|y i ) > 0.2 when z i = 1 at the middle of the evaluation interval when f 1 and f 2 are closer. Table 4 presents the mean and standard deviation of all 300 estimates of σ 2 for each simulation study considering both the Bayesian and the penalized log-likelihood approaches. All estimates are obtained adjusting the degrees of freedom to account for the estimation of the f j 's. We can observe that the means for the Bayesian approach are closer to the true value of σ 2 (5 × 10 −5 ) than the means obtained using the penalized log-likelihood approach. The medians (not included in the table) for the Bayesian approach are also closer to 5 × 10 −5 than the medians for the penalized log-likelihood approach. Table 5 contains the mean and the standard deviation of the estimates of the parameters of the z i 's for each simulation study considering both the Bayesian and the penalized log-likelihood approaches. Note that the standard deviations of the estimates are close to the values of the means of the proposed standard errors (s.e.'s), as desired. Table 5 also shows the empirical coverage percentages of both a 90% and a 95% confidence interval. We consider confidence intervals of the form mean of the parameter estimates ± z α/2 × proposed s.e., where z α/2 is the α/2 quantile of a standard normal distribution with α = 0.1 and 0.05. The empirical coverage percentages for Simulations 1 and 2 are very close to the true level of the corresponding confidence interval. In Simulation 3 this is not case. In particular, some of the 90% confidence intervals for a 21 are based on estimates of a 21 that are so poor that even the 95% confidence intervals do not contain the true value of a 21 . In this case the 95% confidence intervals have roughly the same empirical coverage as the 90% confidence intervals.
The motorcycle data revisited

Data set background
The so-called motorcycle data set (Figure 1 ) is a well-known and widely used data set, especially in the fields of nonparametric regression and machine learning. It consists of n = 133 measurements of head acceleration (in g) taken through time (in milliseconds) after impact in simulated motorcycle accidents. A table containing the raw data can be found in Härdle (1990) and the data are also available in the software R.
The data were collected by Schmidt, Mattern and Schüler (1981) and became very popular after appearing in Silverman (1985) . Since then many different methodologies have been applied to the motorcycle data. A Google search shows that this data set appears in more than one hundred articles and book chapters.
The motorcycle data set seems to be quite popular as an example among researchers in areas involving choice of smoothing parameter (e.g., Härdle and Marron, 1995 and Wood, 2011) , heterogeneity of the variance (e.g., Silverman, 1985) and estimation of a regression function (or its first derivative) with jump discontinuities (e.g., Gijbels and Goderniaux, 2004) . It is important to say that all these analyses of the motorcycle data have something in common: they all treat the 133 measurements as coming from one simulated accident. However, as we discussed in the introduction, a close examination of the data suggests the measurements are from J > 1 accidents.
More recently the motorcycle data set has become a benchmark data set for machine learning techniques involving mixtures of Gaussian processes (e.g., Yang and Ma, 2011 , Schiegg, Neumann and Kersting, 2012 and Lázaro-Gredilla, Van Vaerenbergh and Lawrence, 2012 . These techniques still treat the data as coming from one simulated accident and use the different Gaussian processes only as a mechanism to account for the heterogeneity of the variance due to different phases in the data. Therefore, they do not consider the possibility that the different processes in the mixture can actually correspond to multiple runs of accidents. As an example consider the work done by Schiegg, Neumann and Kersting (2012) . These authors present a machine learning technique called Markov logic mixture of Gaussian processes. They apply their proposed methodology to the motorcycle data in order to fit a single function that takes into account three phases in the data, which they call riding, impact and hitting the ground. Indeed, when, for comparison with their method, Schiegg, Neumann and Kersting fit a mixture of three Gaussian processes (or experts) as in Tresp (2001) they write "the experts of the mixture of Gaussian processes have no specific meaning."
In this section we fit our proposed methodology to the motorcycle data set treating the measurements as coming from J > 1 functions (one for each simulated accident) with hidden (unknown) function labels. We choose J using an ad hoc Akaike's information criterion (AIC). Unlike the machine learning literature, we provide standard errors for the parameters governing the latent switching process.
Data analysis
We fit the proposed switching nonparametric regression model to the motorcycle data assuming that the hidden states, which correspond to the unknown accident run labels, are iid. We estimate the model parameters using both the Bayesian and the penalized log-likelihood approaches. The smoothing parameters, the λ j 's, are selected by generalized cross-validation as in Section 6.3. For the Bayesian approach we set the covariance parameter U j in (2) to be fixed at
wheref is a regular smoothing spline fit to the data and H is the corresponding hat (or smoothing) matrix. So, U j is "known" and λ j = s j . The data set contains 39 time points with multiple acceleration measurements, which our method does not currently allow. So, for a direct application of our methodology to the data, we jitter each of those time points by adding a very small random noise.
We fit the model considering J = 2, . . . , 6 functions. We choose J to minimize the ad hoc AIC −2 log p(y|θ) + 2 J j=1 trace(H j ) + number of estimated variances + J − 1 , where H j is the hat matrix corresponding tof j (x).
We apply the proposed model considering both equal and different regression error variances. However, the choice of J is not so obvious when we use a common regression error variance. Therefore, the results presented here are obtained considering different error variances.
For the Bayesian approach the AIC is minimum for a model with J = 4. However, for the penalized log-likelihood it is minimum for a model with J = 3. As both results appear sensible, we present the results for both J = 3 and J = 4. Figures 9a and 9b show the estimated functions obtained using the penalized log-likelihood approach for J = 3 and J = 4, respectively, and Figures 10a and  10b show the same information using the Bayesian approach. Table 6 presents the estimated model parameters when J = 3 for both the Bayesian and the penalized log-likelihood approaches. The table also shows the chosen smoothing parameter used in the estimation of each function. We can observe that there is some qualitative agreement between the results from the two approaches. For instance, the green curve has the largest variance. The mixing proportion estimates agree, well within the reported standard errors. Although the values of the λ j 's are not comparable between the two approaches, we see that for both methods, the green curve has the smallest value of λ j , indicating that the green curve is the least smooth curve. Table 7 is similar to Table 6 and presents the results for J = 4.
Discussion
In this paper we proposed a model to analyze data arising from a curve that, over its domain, switches among J states. We called this model a switching nonparametric regression model. Overall our main contributions include the introduction and development of the frequentist approach to the problem, including the calculation of standard errors for the parameter estimators of the latent process and the study of the frequentist properties of the proposed estimates via simulation studies. As an application we analyzed the well-known motorcycle data in an innovative way: treating the data as coming from J > 1 simulated accident runs with unobserved run labels. Future work includes the study and development of other criteria to select J and extending our work to a latent process z depending on some covariate(s).
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Supplementary Material
Supplement A: The EM and ECM algorithms The file DeSouzaHeckman-supplementA.pdf contains the derivation of the EM algorithm used to find theθ that maximizes log p(y|θ)+P (f 1 , . . . , f J , λ 1 , . . . , λ J ).
The file also contains a brief description and an example of the ECM algorithm applied in the M-step of the EM algorithm.
Supplement B: The switchnpreg package Please contact the first author to obtain the R package developed to fit a switching nonparametric regression model. When the required documentation is ready the package switchnpreg will be uploaded on CRAN (cran.r-project.org). Table 2 Number of simulated data sets with values ofp(z i = 1|y i ) > 0.2 when z i = 2.
Approach
Simulation 1 Simulation 2 Simulation 3 Bayes 0 * 0 * 4 Penalized log-likelihood 0 * 0 * 1 * p (z i = 1|y i ) was never larger than 0.04 when the true z i = 2. 
