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Abstract –We present an extension of the Kirkwood-Shumaker (KS) theory of proton-fluctuation
interactions to situations where the perturbation theory, usually invoked to derive these interac-
tions, fails. In order to do that we formulate a generalized theory of fluctuation interactions
with non-linear macroion (surface) free energy term that naturally leads to the long-range KS
interactions, but can also be straightforwardly generalized to situations where the perturbation
expansion ceases to be valid. It also allows for other surface free energy terms to be treated within
the same formalism, enabling us to derive the complete fluctuation interaction with monopolar
and dipolar fluctuations included, leading to the KS theory as a limiting form.
Introduction. – Charge regulation is an old concept
introduced first in the ’20s by Linderstro´m-Lang and later
invoked by Kirkwood and Shumaker [1,2] within the con-
text of a statistical mechanical perturbation theory to de-
rive effective attractive interactions between two charged
proteins in ionic solution [3]. Charge regulation refers to
the case, where the effective charge on a macroion, e.g.
protein surface, responds to the local solution conditions,
such as local pH , local electrostatic potential, salt concen-
tration, dielectric constant variation and the presence of
other charged groups. While in nanoscale interactions [5]
one often assumes constancy of surface macroion charge,
in fact the charge state of the dissociable groups on the
macroion surface always depends strongly on the acid-
base equilibrium that defines the fraction of acidic (basic)
groups that are dissociated and should be consistently in-
cluded in any theoretical formulation [6].
As was first recognized by Kirkwood and Shumaker the-
oretically [1, 2] and later verified experimentally [3], the
acid-base equilibrium induces long range thermal fluctu-
ation forces that decay much slower than the ubiquitous
van der Waals interactions [7]. These Kirkwood-Shumaker
(KS) interactions depend on the capacitance quantifying
the molecular charge fluctuations that can be obtained
from the titration curve [3]. While the concept of KS
interactions is invoked standardly in the investigation of
protein-protein interactions [4], the connection between
these fluctuation forces and other types of thermal fluc-
tuation forces in Coulomb systems has not been explored
systematically. Here we will establish an exact connection
between the monopolar van der Waals-type fluctuation in-
teractions and the KS interactions, formulating the latter
in such a way that they are amenable to further general-
izations for systems where the original derivation and its
analogues fail to be applicable.
Kirkwood-Shumaker interactions. – The original
derivation [2] can be recast into a somewhat different form
that actually accentuates the role played by the capaci-
tance of the two apposed charge distributions [4]. This
can be seen as follows: take a system of two point-like
macroions with a Hamiltonian of the form
H(e1, e2; r, r
′) =
1
2
C−11 e
2
1 +
1
2
C−12 e
2
2 + e1e2G(|r1 − r2|)
where G(|r1 − r2|) = 1/4πεε0|r1 − r2| is the standard
Coulomb Green’s function where ǫw is the dielectric per-
mittivity of the aqueous solvent. Finally, C1,2 are the
capacitances of the two macroions, i.e. inverse second
derivatives of the self energies H0(1, 2) of the two charges,
dependent on the assumed geometry and dimension of the
charge distribution, with respect to the macroion charge
C−11,2 =
∂2H0(1,2)
∂e2
1,2
. The free energy for this system due to
(monopolar) charge fluctuations is obtained by integrat-
ing the Boltzmann weight of the Hamiltonian w.r.t un-
constrained fluctuations in e1 and e2 and is thus obtained
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as
F(R) = −kBT log
∫∫
de1de2e
−βH ≃ −C1C2 G
2(R). (1)
where R = |r1 − r2|. Obviously this interaction energy
scales as R−2 and in fact coincides exactly with the KS
interactions [2] if the definition of the capacitance is taken
into account.
In what follows it will turn out to be useful to derive also
the KS force per unit area between two planar surfaces
at separation D, bearing fluctuating charge groups. In
this case a Hamaker-type summation gives the interaction
pressure as
p =
F (R)
S
= −
∂
∂D
∫ ∞
D
2πR dR F(R) ≃ D−1. (2)
It is obvious that the decay is slower then in the case
of van der Waals interactions [7] stemming from dipolar
fluctuations between either two semi-infinite media or two
thin layers, that scale as D−2 and D−5 respectively. The
KS fluctuation forces correspond to monopolar fluctua-
tions and thus follow a different scaling either between
point particles, |r1− r2|
−3, or between fluctuating surface
layers, D−1, then in the case of dipolar fluctuations.
Charge regulation and capacitance. – We now
concentrate on two charged (planar) surfaces with an in-
tervening Coulomb fluid that can be either counterion-
only or a uni-univalent electrolyte. For this case the mean-
field free energy can be written as [9]
F [ψMF (r)] =
∫
V
f(ψMF (r))d
3r+
∮
σ0ψMF d
2r (3)
where ψMF with no argument is the surface value of the
mean potential, with the volume part of the free energy
being
f(ψMF (r)) = −
ǫwǫ0
2
∇ψMF (r)
2 − p(ψMF (r)) (4)
with ψMF (r) the mean-field electrostatic potential,
and p(ψMF (r)) the van’t Hoff osmotic pressure of
the mobile ion species defined as p(ψMF (r)) =
kBT
∑
i λi exp−βeiψMF (r), where index i describes the
various mobile ionic species, e.g. counterions i = 1, salt
i = 2 etc. and λi are their respective fugacities. Above we
also assumed that the surface charge density residing on
the bounding surfaces is fixed and equal to σ0. Minimizing
the above free energy with respect to ψMF (r) we then ob-
tain the standard mean-field Poisson-Boltzmann equation,
with a boundary condition −n ·∇ψMF = σ0/ǫwǫ0. This
latter equality being true only for a fixed surface charge
density.
Assume now a more general form of the surface free en-
ergy [13,16] by making the substitution
∮
S
σ0ψMF d
2r −→∮
S
f(ψMF )d
2r, where f(ψMF ) is in general a non-linear
function of the local potential. This form can be derived
by including a surface specific, short range interaction po-
tential into the partition function that then decouples into
a volume and a surface term, both of them non-linear in
the local electrostatic potential. While the volume term
has a universal van’t Hoff form, the surface term depends
on the model of the surface-ion interaction.
Various models are conceivable. Let us first consider a
surface Coulomb lattice gas partition function [10]
f(ψMF ) =
∮
S
σ0ψMFd
2r+
+kBT nS
∮
S
ln
(
1 + e−βµS−βe0ψMF
)
d2r, (5)
where σ0 = eonS . In the argument of the log we can recog-
nize the partition function for a system that corresponds
to a de-protonated state as the ground state, and a proto-
nated state with an effective energy βµS = ln10(pH−pK)
corresponding to the chemical energy of protonation. nS
is the density of the dissociation sites on the surface.
In fact the above free energy corresponds exactly to the
Ninham-Parsegian site-dissociation model [6,8], described
with the de-protonation equilibrium AH ↔ A− + H+,
with an equilibrium constant K = [H+]S[A
−]/[AH]. The
connection between pH at the surface, − log [H+]S , and
in the bulk, − log [H+], is then given by − log [H+]S =
− log [H+] + βe0ψMF , with pK = − logK and pH =
− log [H+] [15]. From here we obtain the charge regula-
tion boundary condition [8]
− ǫǫ0
∂ψMF
∂n
= σ(ψMF ) =
∂f(ψMF )
∂ψMF
(6)
or explicitly
σ(ψMF ) =
σ0
2
(
1 + tanh 12 (βµS + βe0ψMF )
)
, (7)
where the macroion charge σ(ψMF ) is regulated by the
surface potential, itself depending on the parameters char-
acterizing the solution, that allows the surface charge to
span the interval σ(ψMF (r)) ∈ [0, σ0]
Other surface free energies are also possible [16,18] that
can capture the charge regulation of proteins better then
the above acid-base equilibrium model. In fact an obvious
generalization of Eq. 5 would be
f(ψMF (r)) =
∮
S
σ0ψMFd
2r+
+ kBT nS
∮
S
ln
(
1 + eβµS−βe0ψMF
)
d2r. (8)
where now σ0 6= eonS . Again in the second term we
have the partition function for a system with a protonated
ground state, and a de-protonated dissociated state with
an energy βµS + βe0ψMF . From Eq. 6 the surface charge
density then follows as
σ(ψMF ) =
(
σ0 −
1
2e0nS
)
+
+ 12e0nS tanh
1
2 (−βµS + βe0ψMF ) (9)
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and the macroion charge is regulated in the interval
σ(ψMF ) ∈ [σ0 − e0nS , σ0]. This would correspond to a
coarse-grained description of a protein with an average
value of the pK and a pH dependent positive or nega-
tive net charge. One should of course realize that not only
protons, but any binding of solution ions defining the acid-
base equilibrium of the surface charges could be described
within the same model with appropriate changes in the
definition of the binding energy.
From the general model Eq. 8 we can now calculate the
corresponding surface capacitance that is defined as
CS =
∂2f(ψMF )
∂(βeψMF )2
= 12 (βe
2
0)nS
(
1−
(
σ(ψMF )− σ˜0
1
2e0nS
)2)
.
(10)
with σ˜0 = σ0−
1
2e0nS . At the point-of-zero-charge (PZC),
where σ(ψMF ) = 0 the capacitance has a maximum at
σ0 =
1
2e0nS . By regulating the pH for each separation be-
tween surfaces one can in fact find the corresponding PZC
at that separation, making the fluctuation contribution to
the free energy dominant.
Fluctuation interactions. – We now evaluate the
Gaussian fluctuations around the above mean-field solu-
tion. This can be done rather straightforwardly by ex-
ploiting the exact field theoretical represenation of the
Coulomb fluid partition function [11, 12], identifying the
mean-field PB solution as its saddle-point and then ex-
panding the local fluctuating potential up to the second
order [13].
The field-theoretic representation of the partition func-
tion of a Coulomb fluid with pure electrostatic interactions
can be obtained from an integral over all fluctuating po-
tential profiles of the field action S[φ(r)] = F [ψMF (r) −→
iφ(r)], where φ(r) is the fluctuating potential and i is the
imaginary unit (for details see Ref. [9]). Here F refers to
the complete, volume plus surface part, free energy. The
total free energy is then obtained in the form of a func-
tional integral over the fluctuating potential
F(D) =
∫
D[φ(r)]e−βS[φ(r)] (11)
and can be decomposed as F(D) = F [ψMF ] + F2(D),
where
F2(D) =
1
2Tr log
δ2F [iφ(r)]]
δφ(r)δφ(r′)
∣∣∣∣
φ=−iψMF
(12)
by considering only Gaussian deviations (one-loop correc-
tion) from the MF free energy, analogous to vdW-type
interactions [11, 12, 14]. Assuming a constant MF poten-
tial the fluctuation contribution to the free energy, F2(D),
can be obtained explicitly. Limiting ourselves to the case
of two planar surfaces of area S and dielectric response
function ε′ at separation D we end up with
F2(D)
S
=
kBT
4π
∫ ∞
0
QdQ log
(
1−∆212(Q)e
−2Dp
)
, (13)
where the sum is over 2D longitudinal wave vectors and
∆212(Q) =
(CS1 + β(ǫ
′Q− ǫp)ǫ0)
(CS1 + β(ǫ
′Q+ ǫp)ǫ0)
(CS2 + β(ǫ
′Q − ǫp)ǫ0)
(CS2 + β(ǫ
′Q + ǫp)ǫ0)
.
(14)
Above, the surface capacitances CS1 , CS2 refer to the two
bounding surfaces and D is the separation between the
surfaces. We assumed that the region between the sur-
faces is filled with a uni-univalent salt with inverse Debye
length κ, with p2 = Q2 + κ2. While a detailed analysis of
the case where the intervening mean potential is not zero
can be done [13], we do not explore this venue since we
want to concentrate on conceptual aspects relegating the
computational details for later endeavours.
Without any surface capacitance, CS1 , CS2 = 0,
i.e.assuming that the surface free energy is linear in the
surface potential, the fluctuation contribution Eq. 13 is
reduced to the zero frequency Lifshitz term in the full ex-
pression of the vdW interaction, as it should [7]. Another
interesting limiting case is no dielectric discontinuity ǫ′ = ǫ
and salt on both sides of the surface, which would corre-
spond to the original KS model that does not consider
any dielectric discontinuities. Assuming that the two sur-
faces have identical properties, i.e. CS1 = CS2 = CS =
(βe20) nS c, the fluctuation interaction between two point-
like macroions with dissociable sites, as analyzed by KS,
can then be obtained from the planar case, Eq. 13, via
the inverse Hamaker summation that leads to
lim
nS1,nS2−→0
∂
∂D
(
F2(D)
S
)
= 2π nS1nS2 Dg2(D), (15)
where g2(D) is now the fluctuation interaction free energy
between two point-like macroions at separation D. In the
limit of small nS we then derive the KS interaction in the
form
g2(D) = −
πkBT
8
ℓ2B c
2 e
−2κD
D2
, (16)
where ℓB is the Bjerrum length. g2(D) indeed scales as
D−2 for vanishing screening. The KS interactions ob-
tained in this limit are thus just monopolar thermal vdW
fluctuation interactions. This reformulation is necessary if
one wants to generalize the concept of KS interactions to
strongly coupled systems or indeed to systems that would
be described with different forms of the non-linear surface
free energy.
In general it is clear from Eq. 13 that there is a compe-
tition between monopolar and dipolar fluctuations. Ig-
noring the screening effects different terms in the fluc-
tuation interaction pressure, p = − ∂
∂D
(F2(D)
S
), respec-
tively scale as C2S/D, CS∆/D
2 and ∆2/D3, correspond-
ing to monopolar, coupled monopolar-dipolar and stan-
dard dipolar fluctuations (zero frequency) vdW terms [7].
While the monopolar and the dipolar terms are always
attractive, the mixed term depends on the sign of the di-
electric missmatch ∆ = (ǫ−ǫ′)/(ǫ+ǫ′). At large separation
it is always the monopolar term that dominates.
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As we already indicated we did not specifically take into
account the fact that there is usually a mean potential pro-
file between the interacting surfaces and one would in fact
need to evaluate the capacitances Eq. 10 at the surface
value of this potential ψMF (r), i.e., CS =
∂2fS(ψMF )
∂(βeψMF )2
=
CS(ψMF ). While this is one of the aspects that is usually
not taken into account in the KS-like theories of charge
fluctuation interactions between proteins [3], it has been
taken into account numerically in analysis of the acid-base
macroion charge equilibria [6] but not of the corresponding
charge fluctuation interactions.
Generalizations. – It is not straightforward to in-
corporate dielectric discontinuities into the effective KS
interactions. The Hamaker-type summation can not be
used directly because an effective dielectric medium per-
mitting the application of the Pitaevskii Ansatz [7] can
not be constructed. Nevertheless the functional integral
representation with specific dissociation equilibrium can
pave the way towards this goal.
Imagine two point-like macroions at positions r = R1,2,
with an intervening uni-valent electroyte. The field-
theoretical partition function in this case has the field ac-
tion of the form
S[φ(r)] = βV (iφ(R1)) + F [iφ(r)] + βV (iφ(R2)), (17)
where V (iφ(R)) represents the coupling of the point-like
macroion with the fluctuating field and thus plays a role
analogous to the surface part of the free energy in the
case of a planar macroion analyzed above. The volume
part F [iφ(r)] has been introduced before, Eq. 3. Again
the partition function of this system can be obtained from
an integral over all fluctuating potential profiles [φ(r)] of
the field action. The specific form of the coupling between
the particles and the fluctuating field is assumed in the
form
V (iφ(R)) = i eφ(R)−
α
2
∇φ(R)2 +
+ kBT N0 ln
(
1 + e−βµS−iβe0φ(R)
)
, (18)
where α is the excess polarizability of the macroions [19],
e is the net charge and N0 is the number of dissociating
sites. For a spherical particle of radius a and effective per-
mittivity ǫ in aqueous solvent with dielectric permittivity
ǫw, the standard result is α = 4πǫ0a
3(ǫ − ǫw)/(ǫ + 2ǫw).
The above coupling between the field and the macroions
takes into account the polarizability but, being valid for a
point-like macroion, not the dielectric images.
In order to derive the KS interactions in this case we
proceed as follows. Making a small potential expansion of
Eq. 18 we can write to the order O[φ3(r)]
V [iφ(r)] ≃ i
∫
V
ρ(r)φ(r)dr − 12
∫∫
V
drdr′φ(r)C˜(r, r′)φ(r′)
(19)
where we introduced
ρ(r) =
∑
i=1,2
(e− e˜) δ(r−Ri) (20)
and e˜ = e0N0
e−βµS
(1+e−βµS )
. With
C˜(r, r′) =
∑
i=1,2
(
c+∇α∇′
)
δ(r−Ri)δ(r
′ −Ri), (21)
we have
c = (βe20)N0e
−βµS/(1 + e−βµS)2. (22)
The field-action Eq. 17 can now be expanded to the second
order yielding finally
S[φ(r)] ≃ 12
∫∫
V
drdr′φ(r)G−1(r, r′)φ(r′), (23)
where
G−1(r, r′) = G−10 (r, r
′) + C˜(r, r′). (24)
Assuming again an intervening DH electrolyte we finally
derive
G−10 (r, r
′) = −ǫǫ0(∇
2 − κ2)δ(r− r′). (25)
The field integral of exp−S[φ(r)] is of a general Gaus-
sian form and can now be evaluated by a variety of meth-
ods yielding for the fluctuation part of the free energy
F2 = −kBT
1
2Tr log G
−1(r, r′). Retaining only the part
that depends on the separation between particles 1 and
2, assumed to have identical properties, while taking into
account the symmetry of the Green’s function w.r.t. its
arguments, we end up with
βF2(R1,R2) = −
1
2
(
c G0(R1,R2) + α∇∇
′G0(R1,R2)
)2
+. . . ,
(26)
an obvious generalization of Eq. 1, where G0(R1,R2) is
the DH Green’s function corresponding to the kernel Eq.
25. The two limits α −→ 0 and c −→ 0 give the KS
interaction and the zero frequency vdW interactions [20]
respectively, as they should. To the above free energy one
should also add the repulsive contribution of the charge-
charge interaction stemming from the first term in the
expansion Eq. 19, to the lowest order identical to DH
interactions between two charges of magnitude e˜ located
at R1,R2 and is as such not particularly interesting.
A more important generalization concerns the fluctu-
ating dipole contribution. One could in fact introduce
KS interaction of type 1 (monopole proton charge fluctu-
ations) [2] and KS interaction of type 2 (dipole moment
fluctuations) [1], both in fact due to proton fluctuations
at the dissociation sites of the macroion. The dipole mo-
ment fluctuation contributes a remarkably large increment
to the dielectric constant of water, that is usually in fact
negative (decrement) for simple salts [17].
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Dipolar fluctuations would be described by a modified
Boltzmann weight in Eq. 18
e−iβe0φ(R) −→ <e−iβe0φ(R)−ip·∇φ(R)>Ω =
e−iβe0φ(R)
sinβp|∇φ(R)|
βp|∇φ(R)|
. (27)
The above average was performed with respect to the in-
ternal (orientational) coordinates Ω describing the polar-
ization fluctuations of the macroion with p ∼ e0a, where
a is the radius of the macroion. Expanding to the second
order in the potential gradient we obtain Eq. 21 but with
a redefined polarizability
α −→ 4πǫ0a
3 (ǫ − ǫw)
(ǫ+ 2ǫw)
+ 13 (βp)
2 e
−βµS
1 + e−βµS
. (28)
The fluctuating dipole moment thus affects the standard
vdW interactions stemming from the polarizability of the
macroion that now contains the sum of excess polariz-
ability of the macroion (negative) and the dipole moment
fluctuations (positive). For proteins, with a large dielec-
tric increment, the latter is much larger than the former
and sets the overall sign of the total polarizability.
The total fluctuation interaction, Eq. 26, is then com-
posed of the fluctuating monopolar charge contribution,
codified by the capacitance Eq. 22, and the fluctuating
dipole contribution, described by the total excess polar-
izability Eq. 28 and is as a whole dominant when the
average charge is vanishing, i.e. close to the PZC of the
macroion. Obviously this generalized KS interaction con-
tains the monopolar and dipolar fluctuation contributions
in a highly non-additive way and could in fact go through
a local maximum as a function of the separation |R1−R2|.
Pairwise additive forms [20] are highly approximate and
in general not valid.
Conclusions. – We introduced generalized KS inter-
actions based on the field-theoretic formulation that allows
for inclusion of a macroion surface free energy describing
the charge dissociation processes. This surface free energy
is a straightforward generalization of the charge regula-
tion formalism [8] introduced specifically within a mean-
field Poisson-Boltzmann context. For small macroions this
charge regulation surface free energy then tends towards
a point-like non-linear form that gives a non-zero capaci-
tance which sets the magnitude of the monopolar charge
fluctuations. The specific advantage of the present for-
mulation is that it shows clearly that KS interactions (of
type 1) stem directly from the monopolar charge fluctu-
ations, in distinction to the standard vdW interactions
which are dipolar in nature. It is for this reason that
they are of a fundamentally longer range. Furthermore,
the monopolar and dipolar fluctuation components con-
tribute non-additively to the total fluctuation interaction
and could in principle depend non-monotonically on the
separation between interacting macroions.
The formulation of the generalized KS interactions
based on specific forms of the charging equilibria of
macroions and its conversion into the functional integral
representation opens up new venues for a straightforward
generalizations of the KS theory such as e.g. strong cou-
pling limit [9] that were not envisioned in the original
formulation or its progenies. Though, when referring to
macroions, we were specifically motivated by protein in-
teractions, the presented analysis remains valid for any
type of charged colloids with acid-base surface equilibria.
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