Abstract-We study emotion influence in large image social networks. We focus on users' emotions reflected by images that they have uploaded and social influence that plays a role in changing users' emotions. We first verify the existence of emotion influence in the image networks, and then propose a probabilistic factor graph based emotion influence model to answer the questions of "who influences whom". Employing a real network from Flickr as the basis in our empirical study, we evaluate the effectiveness of different factors in the proposed model with in-depth data analysis. The learned influence is fundamental for social network analysis and can be applied to many applications. We consider using the influence to help predict users' emotions and our experiments can significantly improve the prediction accuracy (3:0-26:2 percent) over several alternative methods such as Naive Bayesian, SVM (Support Vector Machine) or traditional Graph Model. We further examine the behavior of the emotion influence model, and find that more social interactions correlate with higher emotion influence between two users, and the influence of negative emotions is stronger than positive ones.
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2 ). In social networks, if one's emotional status is changed by her/his friends' emotional statuses, we say that there is an emotion influence. By emotion influence, we mean that a user's emotional status is influenced by her/his friends, in particular through their uploaded images. And image emotion just refers to the emotion an image can bring to users. In this work, we try to quantify users' emotions reflected by images that they have uploaded and social emotion influence that plays a role in changing users' emotions.
In existing literature, several researches studied the problem of inferring emotions in social networks from users' attributes like posted blogs, locations and calling logs [1] , [2] . These methods mainly considered the text information. A public report on the Facebook data suggests that images drive event engagement 100 times faster (e.g., clicking "like" or adding comment) than text. It is the same case for the individual emotions, as images stimulate emotions faster and thus image emotions are easier to affect people. The difference is that the expression is much more implicit compared to that using text. For example, in images, people often prefer to use warm colors like red or pink to express happiness and cold colors like blue or dark to express sadness. Recently, Machajdik and Hanbury [3] studied the problem of inferring emotions from images using visual features. Some work studied the emotions or visual preferences of Flickr images [4] , [5] . However, these studies do not consider the interaction between users. In social networks, users' behaviors and opinions are strongly influenced by each other [6] , [7] . In image social networks, this can be reflected as the emotion correlation between images. How to leverage the correlation to help understand users' emotions is a challenging question.
To clearly demonstrate the problem we are going to address in this paper, we give a general framework in Fig. 1 . The input of our study is an image social network comprised of users and user relations. Each user is associated with a set of images that she/he uploaded to the social network. The expected output is the learned emotion influence between users in the network. The problem is non-trivial and has several challenges. First of all, it is unclear whether such an influence exists in image social networks. A more challenging question is how to identify the emotion influence patterns, as users' emotions are usually affected by various complex and subtle factors. Moreover, how to design a principled model to quantitatively describe the complex emotion influence among users and images?
In this paper, employing a networking data crawled from Flickr as our data source, we systematically study the problem of modeling emotion influence in image social networks. We first conduct a matched sampling test to verify the existence of influence in the image network. We further propose a probabilistic factor graph model to formalize the emotion influence learning problem. In particular, the model considers the following factors: (1) content correlation: how images' visual features reflect users' emotions; (2) temporal correlation: how a user's emotion is affected by her/his emotions in the recent past; (3) social correlation: how users' emotions influence (and are influenced by) their friends' emotions, and how stable the influence is. The learnt influence is fundamental for social network analysis and can be applied to many applications. We apply the learned influence to help predict users' emotions. Our experiments show that our model, by incorporating the emotion influence, can significantly improve the prediction accuracy (3:0-26:2 percent) compared with several alternative methods such as Naive Bayesian, SVM (Support Vector Machine) or traditional Graph Model. We also demonstrate several interesting case studies on the behavior of the emotion influence model, which show that more social interactions correlate with higher emotion influence between two users, and the influence of negative emotions is stronger than positive ones.
The rest of the paper is organized as follows: Section 2 gives related work. Section 3 proves the existence of emotion influence. Section 4 formally formulates the problem. Section 5 proposes the emotion influence model. Section 6 and Section 7 show the data observation and experimental results. Section 8 finally draws the conclusions.
RELATED WORK
Existence validation of emotion influence. The existence of emotion influence in image social networks is the basis of our study [8] . Fortunately, the phenomenon of emotion influence (a users' emotion can be affected by his friends) has also been reported by both psychology and computer science literature [9] . Hareli et al found that emotions of an individual influence the emotions, thoughts and behaviors of others and proposed that organizational dyads and groups inhabit emotion cycles [10] . Fowler et al. found that people's happiness depends on the happiness of others with whom they are connected [2] . Some affective prediction methods have considered the emotion influence among users in social networks [4] . Emotion influence has many applications. For example, Tang et al. found that using social emotion influence can improve emotion forecasting by 8 percent [1] . In this paper, we adopt Flickr data to validate the existence of emotion influence in image social networks.
Text-based social influence analysis. Previous researches studied the influence in social networks based on users' actions [11] , [12] , opinions [13] , blogs and news articles [14] , twitter [15] . However, they only use the text based information or actions (e.g. posting a photo). In image social networks, such as Flickr and Instagram, the text data or user actions are rather limited, and such methods can hardly work. Besides the differences in media (text/image), none of the above literatures presents such a comprehensive optimization framework. For example, most of them do not consider time variation and just uses a static network [15] . None of them can model the dynamic influence in such an explicit way and give optimal possibilities for influence [1] , [12] , [15] . In contrast, our framework will consider the time variation in a dynamic image network, and model the influence explicitly. We even consider the change of influence over time, which makes our model more realistic.
The problem of predicting "observed emotions" from a history is analogous to the well-known problems of social action prediction or recommendation [16] , no matter if the observed action or preference truly reflect users' interests. So in this paper, we focus on measuring and predicting "observed emotional statement" (in text and images) rather than the "internal" emotion of users. The bridge between "observed emotional statement" and internal emotion state was covered in [10] . A more recent Facebook study [17] also confirms the relations between user emotions and their social network activities as well as the emotional influences in social networks. Their user studies serve as the user-centric foundation to our work. Hereafter, the user emotions all refer to the "observed emotions"-the emotions depicted in his uploading behaviors.
Affective image classification. Emotional image classification, also called affective image classification, is an important but hard problem [18] , [19] . This is because emotions are highly subjective, and difficult to quantitatively measure [20] . Previous research focused on two crucial aspects for classification accuracy: training data and models. For the training data, the ground-truth emotions are usually manually labeled, therefore it is accurate but few in data number. Facing with the massive amounts of images in social networks, the above methods are powerless. Recently, some work has predicted emotions from images in social networks with images' tags and comments [21] , [22] or from users' actions [1] . In this paper, we also adopt images' tags and comments to obtain the emotion labels as the ground truth. For models, the commonly used methods are based on the machine learning such as SVM [19] , Naive Bayesian [3] , and probabilistic models [23] . Although these methods can achieve pretty good accuracies on affective image classification, they are difficult to incorporate different social influence factors. We try to integrate the traditional feature based image emotion prediction with social network information. The fusion of the two powerful and essentially different approaches makes it possible to further improve the performance.
Factor graph model in social network analysis. The structure of the graphic model is similar as that of social networks, so it is commonly used for social analysis [24] , [25] . A factor graph is a particular type of graph model that enables efficient computation of marginal distributions through the sum-product algorithm [26] . Tang et al. analyzed individual emotional states using the factor graph model [1] . In this paper, we adopt factor graph to build the emotion influence model, and the key problem is that which factors should be taken into account.
IMAGE-BASED EMOTION INFLUENCE STUDY

Data Collection
We randomly download a data set from Flickr. The data set contains 4,725 users and their uploaded images (in total 1,254,640 images). The users are randomly chosen from active users of different user groups. Each user is associated with her/his shared images, contact list and personal information. Each image has timestamp, url, tags given by its owner and comments given by viewers. We define that user A is a friend of user B if user A has connection (follow action in Flickr) with user B. In the data set, on average, one user has 32.9 friends (one-way follow), and 18.6 among those friends also follow the user (two-way follow).
How to measure emotions is a key question in affective computing [27] . In our problem, the emotions are defined as six basic categories according to Ekman's theory [28] , happiness, surprise, anger, disgust, fear and sadness. Facing the vast scale of social images, manually labeling is powerless. Instead, we use tags and comments for automatic image labeling, which is the common method in previous work [4] , [29] , [30] . We use WordNet [31] and HowNet [32] dictionaries to obtain averagely more than 200 synonyms for each emotion category, and manually verify them. The numbers and examples of synonyms for all the emotion categories are shown in Table 1 . For an image, we count the occurrences of each emotion synonym category in its tags and comments, and select the most frequent one (if exists) as the ground truth. Every image which has a significantly strong synonym category response (word count for the synonym category) in its tags or comments is labeled by this method. And we disregard images that do not have any emotion synonym or whose best category response is not significantly stronger than the second. This way further improves the labelling accuracy.
This has left us a labeled data set containing 354,192 images uploaded by 4066 users. The network status of the labeled data set is: one user have 33.4 friends (one-way follow) on average, and 18.8 among them also follow the user (two-way follow), which is consistent with the network status of the whole data set. So we use the labeled data set for data observation and experiments. We directly model the emotions reflected in the Flickr images. The correlation between these images and the users' true emotions is beyond the scope of this study.
Sampling Test
We first need to validate the existence of emotion influence in image networks. The basic validation method is the sampling test [33] . The users are divided into two groups: the friend-related group G R and the friend-independent group G I . Taking the "happy" emotion as an example, a user is said to be "happy" if most of her/his uploaded images are labeled "happy" at a specified time. G R contains users who uploaded images at time t and has one or more friends with the "happy" emotion at time t À Dt, while G I contains users who uploaded images at time t and has no friend with the "happy" emotion at time t À Dt. Finally, we compare the "happy" ratio of users at time t. The "happy" ratio is defined as the ratio of "happy" users in each group, e.g.
Ratio ¼
#happy users #all users :
Experimental setting. For each group, 50 users are randomly chosen from our data set. We set Dt ¼ 1; 2; 3; 4 weeks and t is randomly chosen from March, 2006 to June, 2012 without overlap. The time interval we choose here is one week. As in our experiment, we mainly model the long-term emotions, just as in [1] (over days) and [34] (over weeks).
We repeat the experiment 10 times to calculate the average ratio. Intuitively, the more friends have the same emotion, the greater is their influence. To investigate the effect of the number of friends, we further divide the friend-related group G R into two subgroups: subgroup with one or two friends and subgroup with at least three friends (with the "happy" emotion at time t À Dt).
Results. Fig 2 shows the results. The average ratio of the friend-related group G R is higher than that of the friendindependent group G I , which confirms the existence of friend influence through images. The results also indicate more friends with the same emotion usually have bigger impact. And the downward trend shows that the influence becomes weakened as time passed, which will be learned and incorporated in our model. Note that although the downward trend is very obvious, it may be not as significant as one may expect. Actually as we know, emotion influence between friends, especially in social networks, cannot be as strong as events in our real life. So the slope here is meaningful and acceptable.
FORMULATION AND SETTINGS
Our goal is to derive the emotion influence in social networks from analyzing the emotional states from users' uploaded images. We have the following intuitions: 1) Users' emotions are expressed by their uploaded images in image-based social networks. Note that here we refer to the "observed emotion" introduced in Section 2. 2) Users' emotions at time t are influenced by their friends' emotions at the recent past before t. With the above intuition, we present the problem formulation of modeling the emotion influence from images in social networks. The social network can be defined as a graph G ¼ ðV; EÞ, where V is the set of jV j ¼ N users, E & V Â V is the set of relationships among users, e.g. friendships. Notation e ij 2 E indicate user v i and v j are friends in the social network (In unsymmetrical network such as Flickr, e ij means user v j follows user v i ). In this work, we transform continuous time to discrete time slices and thus we use "at time t" to refer to the t-th time slice. We use E t to denote relationship information at time t. A user v i uploaded a set of images at time t, denoted as X t i . x t ij is an element of X t i indicating the jth image uploaded by user v i at time t, which is instantiated as its visual features. Table 2 summarizes the notations used throughout this paper.
In our problem, the emotion space C ¼ fc p g is defined as six most common emotional states, happiness, surprise, anger, disgust, fear and sadness [28] .
Without loss of generality, we treat it as a combination of several binary classification problems. Given an emotion c p 2 C, for each image x t ik we have a binary variable y t ik 2 fÀ1; 1g indicating whether the image has the emotion c p , and for each user v i we have a binary variable y t i 2 fÀ1; 1g to denote whether the user has the emotion c p at time t. We can train a model for each emotion c p 2 C, and combine them to infer the emotions. Our approach to handle each emotion separately is flexible. When all models suggest negative values for an image/a user at some time, it means that the image/user has a neutral emotion at the time. When multiple models suggest positive values, we can either select the emotion with the highest probability to be the major emotion of the image/user at the time, or output all the positive emotions, based on the requirement. This flexibility allows modeling multiply emotions at the same time, as emotion is rather complex and sometimes we may have more than one emotion at the same time. We now formally define the time-varying social network and emotion influence, and formulate the leaning task. 
EMOTION INFLUENCE MODEL
We propose a factor graph model to infer emotion influence from images in social networks (Fig. 1) . We consider the following aspects: (1) content correlation: a user's emotion is induced by visual features of their uploaded images; (2) temporal correlation: the user's current emotion has correlations with her/his emotion in the recent past; (3) social correlation: the user's emotion may be largely affected by his friends, and the influence relationship does not change frequently within a short time. By leveraging these aspects, we formulate the emotion influence process as a dynamic factor graph model. All the correlations are expressed as correlation functions. A correlation function is actually a factor function in the graph model, mapping values of some random variables to non-negative real numbers. In our model, we choose exponential functions as our correlation functions for the convenience of calculations.
The Predictive Model
The graphical representation of the proposed model is illustrated in Fig. 3 
Visual feature factor f 1 is instantiated as exponentiallinear function:
where y t ij 2 fÀ1; 1g is the binary emotion indicator. x t ij is the visual feature, a is the parameter vector for all the images. Note that we add a dimension with constant "1" in the feature vector x t ij , and a T Á x t ij is actually a linear classification. f 1 can be thought of a weak predictor, working directly on images. We adopt the interpretable aesthetic features [35] as our visual features, as summarized in Table 3 . These features contain color features, figure-ground relationship, shape and composition, which are all emotion related. For example, the well known five-color combination [36] is included, which has direct impact on image emotions [37] .
The basic assumption in our study is that a user's emotion can be reflected by emotions of the images she/he uploaded around that time. Thus we could define the following image induction factor function:
Usually, a user's emotion does not change rapidly and her/his current emotion is highly dependent on her/his emotions in the recent past. So the temporal correlation factor function is used to model this phenomenon:
where hðt; t 0 Þ ¼ e ÀdÁðtÀt 0 Þ describes the exponential decrease of influence over time, d is a manually defined parameter, and i is the per-user weight parameter. The column '#' represents the dimension of each feature.
As validated in data observation in Section 6, the emotion can be affected by his friends. And the social correlation factor function is defined to model this effect:
where m t ij 2 f0; 1g is a binary variable, representing at time t, whether user v i has influence on user v j . ij is the per user pair weight parameter.
For stable correlation factor function, we assume that the social influence is stable, which means that if a friend has a strong influence on you before, the impact is likely to be also strong afterwards. This constraint is defined as follows:
where gðt; t 0 Þ ¼ e ÀtÁðtÀt 0 Þ with a manually defined parameter t indicates the decay effect over time, and h ij is the per user pair weight parameter.
As introduced in Section 4, there are several types of variables in the graph factors, e.g.fy t i g; fy t ij g; fu t ij g, and we pack them into one variable vector Q to facilitate explanations. There are quite a lot of free parameters in the formulation, including a, fb i g, f i g, f ij g, fm ij g, where i iterate over users, and ij , m ij iterate over user pairs. To avoid possible over-fittings, we transform these user pair variables to one user variables. That is, we assume ij
We denote u ¼ ða; fb i g; f i g; f i g; fh i gÞ.
Given the definitions of the above factor functions, we define the probability of P ðQjG; uÞ as follows: 
Challenges of the proposed emotion influence model are mainly two-fold. The first challenge is how to model the complex interdependency and correlation among several factors, e.g., user emotions are closely related to images emotions, and the emotions of users will influence one another and spread in a time-varying social network. The second challenge is due to the unobservability of latent factors. According to our definition in Section 4, both user emotion and emotion influence are unobservable. Therefore, it is not straightforward for model learning and inference.
Model Learning and Inference
Our goal is to estimate an optimal parameter u and obtain the appropriate variables Q from the input graph to maximize the objective function OðQ; uÞ defined in Eq. 9, i.e.,
OðQ; uÞ:
In this subsection, we present a variant of the hard EM algorithm to address the optimization. For clarity, we rewrite the objective function as 
The general idea can be classified to the hard Expectation Maximization (EM) algorithm, and is summarized in Algorithm 1. Note that in our algorithm, there are no explicit separate learning and inference. Instead, the parameters are tightly correlated to the data (e.g. per user parameters). The optional marginal distribution calculation can be thought of the "inference" counterpart.
Algorithm 1. The Learning and Inference Algorithm
Input: G, learning rate Output: u=(a, fb i g, f i g, f i g, fh i g). Q ¼ ðfy Given a fixed set of model parameters, we find the optimal latent variables which maximize the target objective function, and for a given set of latent variables, we optimize the model parameters for maximization. The two steps are iterated until convergency.
The main challenges lie in the second step. First, the irregular connections of latent variables fy t ij g and fm t ij g greatly increase the objective function's complexity. Second, the normalization term Z is hard to compute as it needs to sum over the exponential combinations of variable assignments. These all make the objective function's gradients with respect to model parameters very hard to calculate, preventing us to easily employ a gradient based algorithm.
To address the problems, we utilize the graph structure and use a Gibbs sampling based approach to approximate the gradient. Note that some variables (y Update Q. This step is to obtain an optimal Q given a fixed set of parameter u, e.g. Q Ã ¼ arg max Q OðQ; uÞ This is actually the inference on a given graph model, and we use a standard max-product belief propagation algorithm [38] to infer the best value given the current parameter configuration.
Update u. For our objective form O ¼ 
The above shows that in order to obtain the gradient, EðFðQÞÞ is also required, which is however intractable. We find that Gibbs Sampling is a great tool for our problem. The basic idea is, given u, we use the Gibbs Sampling to obtain a collection of Q. The samples are used to obtain a collection of FðQÞ, which are further used to give an estimate of EðFðQÞÞ. The Gibbs Sampling process works on a sequence of variables. We denote Q ¼ fq 1 ; q 2 ; :::q n g. We first pick some initial value Q 
And the only remaining question is that how to calculatê p. To simplify the description, we again rewrite our objective function as OðQ; uÞ ¼
, where each Q i & Q is the elements of a factor node. The problem is equivalent to the calculation of
where I is the index set for factors containing q. Note that our variables are all binary variables, and we have
Finally we have pðq ¼ 1jQ À q; uÞ ¼ 1 W þ1 . Note that in our sparse graph, I is usually a small set, and each update of the sampling process only involves a small set of variables.
Here we can get the gradient with respect to parameters u, and then we use a standard gradient method to obtain an optimal u.
DATA OBSERVATION
In this section, we evaluate the rationality of the model factors by statistical data observations on our labeled data set of 354,192 images uploaded by 4,066 users.
Content Correlation
Factor f 1 is determined by visual features of images. We test whether there exist explicit correlations between the visual features and emotions by Canonical Correlation Analysis (CCA). CCA is a statistical approach suitable for multidimensional data [40] , which can explicitly show that how related two random vectors are, to the maximal possible extent compared with simple correlation methods like Pearson analysis. To comply with the requirements of CCA, emotions should be quantitatively described. Here we adopt the image-scale space, composed of two dimensions warm-cool and hard-soft [36] , to represent emotions. Each labeled image in our data set is assigned by the image scale according to its tags and comments using the method in [41] . We have two sets of variables, X ¼ fx 1 ; x 2 ; ::; x 21 g representing visual features and Y ¼ fwc; hsg indicating the image scale. CCA will find linear combinations of the x's and the y's that have maximum correlation with each other. The final result on our data set shows the maximum correlation coefficient 0:74, indicating that there exists considerable correlation between the visual features and emotions.
Temporal Correlation
To better illustrate the temporal factor f 3 , we track the users' emotion over time. Fig. 4a shows the temporal correlation rate Rate T of randomly selected 2500 users (n ¼ 2500) during a month (d ¼ 1; 2; ::; 29). Rate T is the average rate of users with the same emotion between time t and t þ d, defined as:
#ftg is number of tested t and t þ d pairs for user v i (user v i uploaded images at the two time points). The overall tendency is downward, showing that the emotion similarity drops for longer time intervals. This confirms the correlation between a user's current emotion and her/his emotions in the recent past.
Social Correlation
To better examine the factors f 4 and f 5 , we generalize the statistical view of the social correlation in Section 3.2, by counting general user pairs and test whether they have the same emotions. This test further tell us whether one's emotions could influence her/his friends. We randomly choose n ¼ 1000 users and their uploaded images. Fig. 4b shows the similarity rate Rate I for friends and non-friends, defined as:
where Same emotionðv t i ; NBðv i Þ tþd Þ is a function counting the number of users of group NBðv i Þ at time t þ d with the same emotion as user v i at time t. Note that we do not require members of NBðv i Þ to have an emotion at t þ d. d is the time interval, ranging from 1 to 12 weeks. For test of friends, NBðv i Þ is defined as friends of v i , and for test of non-friends, NBðv i Þ is chosen randomly. The result shows the influence rate of friends is greater than that of non-friends, indicating significant emotion influence among friends.
EXPERIMENTS AND RESULTS
In this section, we evaluate the emotion prediction accuracy of images using the proposed model and then analyze how social factors help improve the inferring performance. To make the optimization easier, we use a subnet containing 954 users and 50; 000 labeled images. For 40 percent of the labeled images, we ignore their labels during model calculation, and their labels are only used for testing. Finally, we give a qualitative case study to further demonstrate the effectiveness of the method.
Model Performance
We compare the proposed model with alternative baseline methods for emotion prediction of images. The data configuration for the baseline algorithms is the same as our model, e.g. 60 percent for training and 40 percent for testing. The three baseline methods are as follows:
Naive Bayesian (NB). The method directly uses the same visual features as our model to train a classifier. This method is used for traditional affective image classification and achieves good performance [3] .
SVM. SVM directly uses the visual features as our model to train a predictive model. This method is adopted for content-based affective image classification [19] . Graph Model (GM). The method is proposed for learning to infer emotions from images in social networks [4] . We combine their factors of social correlations and the visual features used in our model. We evaluate the performance by Accuracy. Accuracy is the proportion of true results (both true positives and true negatives), where true positive is the number of positive data correctly predicted as positive; and true negative is the number of negative data correctly predicted as negative. Table 5 shows the comparison performance results of our model and the above baseline methods. For all the six emotion categories, the average accuracy of the proposed model achieves 75.00 percent. Using the same features, we find that the Naive Bayesian method is totally invalid. The proposed model can achieve better performance with an average 26:2 percent accuracy improvement. For SVM and Graph Model, our model can achieve an average 3.5 percent improvement on Accuracy than SVM and 3.0 percent improvement than Graph Model.
Specially, the performances of our model and Graph Model show a marked advance when classifying images with negative emotions. For example, in case of anger category, the accuracy of our model is 4.1 percent higher than SVM. It can be seen from Table 4 that the negative images are relatively rare. Besides, the visual features of those images are very similar. Let's take anger and fear as an example. Anger images are dull and cool, while fear images are dull and cool as well. So the classification of negative images is rather challenging. Our model and Graph Model show a noticeable improvement in classifying negative images, indicating the effectiveness of temporal and social correlations. Furthermore, our model achieves higher performance on average than Graph Model. The social correlations of Graph Model are only the uploaded time and owner of an image, which our model captures and leverages more, such as temporal correlation (f 3 ), social correlation (f 4 ) and stable correlation (f 5 ). These factors have made contributions to improve prediction performance. However, when classifying images labeled with happiness, the performance of our method is marginally lower than SVM. We assume that this is because the happy images hold a rather large proportion of training samples. So it is natural that the SVM method turns out better. However, when it comes negative emotion categories with few training samples, the performance of SVM hurts obviously. So our model is capable of handling the unbalance of the number of different emotional images.
Factor Contribution Analysis
In the predictive model, we incorporate content, temporal and social correlation factors. Since the content correlation are the basic factors for inferring image emotions, here we investigate how temporal correlation (f 3 ), social correlation (f 4 ) and stable correlation (f 5 ) help improve the performance. We test the contribution for each factor function by removing it from the model in turn and compare the prediction performance. Table 6 shows the results of factor contribution analysis. For most emotion categories, we can see the descending on Accuracy when removing each of the three factors. Previous researches have revealed that social information plays an important role in text-based prediction task in social networks [8] , [14] . Our results further verify that the social information can also help improve the prediction performance of image-based tasks. Among the three factors, stable correlation (f 5 ) has the most contribution, which further indicates the users' emotion influence is not short-lived but last for some time; temporal correlation (f 3 ) has the most contribution for happiness and sadness, indicating that these two emotions have a lasting temporal influence; social correlation (f 4 ) has the most contribution for surprise and anger, which means these two emotions have strong influence among social friends.
Case Study
Since it is very hard to find an objective way to evaluate the whole influence results, we would like to show some interesting cases to demonstrate the effectiveness of the model. We randomly pick up 412 users from our data set. Then we collect the images they uploaded and their behaviors on Flickr, such as publishing comments. By leveraging this information, we discover several interesting as well as important phenomenons.
More social interactions lead to higher emotion influence between two users. To better explore the correlation between emotion influence and user' social interactions, 412 users' behaviors are analyzed. If user v i comments an image published by user v j , we call that there is a social interaction between user v i and user v j . Thus the average interacting frequency of different emotion influence v can be defined as:
Using the proposed emotion influence model, we first get the predicted emotion influence between every two users. Then, we classify the prediction results to different emotion categories. We further compute the average interacting frequency of every two users according to the above equation. Given these results, we investigate the correlation between emotion influence and social interaction for different emotion categories. We clearly depict our observation in Fig. 5 . For the bar graphs in Fig. 5 , their horizontal axes represent the different value intervals of the predicted emotion influence, while their vertical axes represent the average frequency of social interactions. It can be found that for most emotion categories, with the increase of the emotion influence, the overall trend of the average interacting frequency is growing too. This phenomenon indicates that more social interactions correlate with higher emotion influence between two users. The fact corroborates our common sense and validates the effectiveness of our method. Disgust is a special category with an opposite trend. Taking that a step further, Table 7 shows the correlation varies. We can see that for happiness, surprise, anger, fear and sadness, with the increase of the emotion influence, the average users' interacting frequency grows. But another interesting phenomenon is that in the case of disgust, the rule works contrariwise. Disgust is one prototypic emotion with multiple reaction patterns which are linked to a set of aversive experiences and a unique mode of experiencing morality [42] . Thus the feeling of disgust is highly subjective. Some people feel disgusted when seeing dense patterns, while some people feel nothing about it, but are extremely disgusted seeing fluffy things. That is to say, even if our closest friend feels extremely disgusted, we may not be influenced at all. The second reason we assume to explain the phenomenon is that expressing one's disgust may hurt the others' feelings so that close friends are less likely to leave comments to reveal their opinions, while strangers can relieve their feelings thoughtlessly.
The influence of negative emotions is stronger than positive ones. Based on the discussion above, we can further explore the correlation on higher dimensions. We classify the emotion categories into positive emotions and negative emotions. Positive emotions mainly contain happiness, while negative emotions contain anger, fear, disgust and sadness. Although positive emotions only have one type, half of the labeled images fall into the happiness category. So the amount of positive and negative images are nearly the same. Deriving from Table 5 , we compare the prediction results of our model with traditional GM. It seems that when taking the proposed temporal and social correlation factors into consideration, compared to the improvement of classifying positive images, the performance of classifying negative images improves more significantly. That means temporal and social correlation plays a more vital role in classifying negative images, indicating that the influence of negative emotions is stronger.
Error Analysis
At last, we would like to give our analysis on the possible sources of the errors based on the prediction results of the proposed model.
1)
Noise and missing data. The data preparation by using the user-given tags to build the ground truth is widely used in existing research on big data analysis. This is a practical idea under the situation when there is no existing ground truth and manually labelling the ground truth is mission impossible for a large-scale data set. But it also may introduce some noise. Not all the users are active, or the user may wrongly label her/his mood. 2) Other factors. In this paper, we assume that in image social networks, people's emotions are expressed and spread by their uploading and sharing images. Quantitative analysis of causal influence is a very difficult challenge, which is not the focus of this paper. We select a task of emotion prediction of images to quantitative evaluation of the proposed influence model. The model incorporates various pivotal factors including image content, temporal correlation and social correlation with their weights. And the experiments validate the effectiveness of these factors.
TABLE 7 The Correlation Varies According to Different Emotion Categories
Explanation for the emotions of some example images: the majestic landscape in the surprise category makes us amazed and astonished; lots of things clustered randomly in the disgust category make us nauseated; natural disasters make us afraid and building a lonely climate under the big scene lets us scared in the fear category.
CONCLUSIONS
In this paper, we study a novel problem of modeling emotion influence in image social networks. We first examine the existence of the image-based emotion influence among friends. Then, an emotion influence model is proposed to combine uploaded images, users' emotion and their influence. We evaluate the proposed model on a large image data set. The experiments show that our model is much more effective on inferring emotions from social images than traditional classifiers. A case study further demonstrates that the prediction of the emotion influence is consistent with the reality.
Emotion is one of the most important user behaviors and presents a fundamental research direction. As the future work, it is intriguing to extend the peer influence study to group conformity behavior, such as how a user's emotion conforms to the community she/he belongs to. It is also interesting to further study how the users' emotions correlate with their social actions. There are many real applications of emotion analysis such as recommendation and social advertising.
