Resting-state functional magnetic resonance imaging and diffusion weight imaging became a conventional tool to study brain connectivity in healthy and diseased individuals. However, both techniques provide indirect measures of brain connectivity leading to controversies on their interpretation. Among these controversies, interpretation of anti-correlated functional connections and global average signal is a major challenge for the field. In this paper, we used dynamic functional connectivity to calculate the probability of anti-correlations between brain regions. The brain regions forming task-positive and task-negative networks showed high anti-correlation probabilities. The fluctuations in anticorrelation probabilities were significantly correlated with those in global average signal and functional connectivity. We investigated the mechanisms behind these fluctuations using whole-brain computational modeling approach. We found that the underlying effective connectivity and intrinsic noise reflect the static spatiotemporal patterns, whereas the hemodynamic response function is the key factor defining the fluctuations in functional connectivity and anti-correlations.
Introduction
The observation of coordinated spontaneous low-frequency fluctuations in motor cortex (Biswal et al. 1995 ) encouraged interest in the task-free experimental paradigm of fMRI research. Task-free experimental paradigm, known as restingstate fMRI (rs-fMRI), became a useful tool to investigate the alterations in brain connectivity in clinical populations (Greicius 2008; Fox and Greicius 2010; Whitfield-Gabrieli and Ford 2012) .
The research on rs-fMRI is mostly based on statistical inferences on the temporal correlations between regional BOLD signals (functional connectivity -FC) or the decomposition of BOLD signals into independent subcomponents (independent component analysis -ICA). Both FC and ICA approaches showed that during resting-state various brain regions co-activate to form the patterns known as resting state networks (RSNs) (Fox and Greicius 2010) . In particular, the anticorrelations between two RSNs, namely task-positive (TPN) and task-negative (TNN) networks, gained attention (Fox et al. 2005; Fox and Raichle 2007) . The anti-correlated networks provoked methodological concerns such that a common pre-processing procedure, global signal regression, may introduce artefactual anti-correlations (Murphy et al. 2009 ). Nevertheless, other studies showed these anti-correlated networks using ICA, which does not require global signal regression (Fox et al. 2009; Uddin et al. 2009 ). Subsequent studies addressed the temporal variations in functional connectivity (dynamic functional connectivity -dFC) (Chang and Glover 2010; Hutchison et al. 2013; Zalesky et al. 2014; Damaraju et al. 2014; Hansen et al. 2015) . In the context of anti-correlations, dFC analyses showed that these correlations waxes and wanes in time (Chang and Glover, 2010) .
Various computational models have been proposed to simulate resting-state FC (Cabral, Kringelbach and Deco 2014) . These computational models ranged from simple rate models to spiking neural network simulations (Christopher J. Honey et al. 2007; C. J. Honey et al. 2009; Ghosh et al. 2008; Deco et al. 2009; Deco and Jirsa 2012; Messé, Benali and Marrelec 2015) . In brief, the computational modeling approach uses structural connectivity (SC) to predict empirically observed rs-FC, therefore it provides a framework that can isolate genuine neuronal activity from the artifacts specific to rs-fMRI.
The structural connectivity between brain regions can be obtained through diffusion weighted imaging (DWI) techniques such as Diffusion Tensor Imaging (DTI) and Diffusion Spectrum Imaging (DSI), among others. Previous studies showed strong relationship between structural connectivity derived from DWI and functional connectivity. However, there are several factors affecting the relationship between SC and FC: First, DWI performs poor at detecting distant connections and they suffer from gyral bias (Van Essen et al. 2014) . Second, DWI does not account for the biophysical properties of the connections such as synaptic conductance. Third, DWI does not provide information on the directionality of the connections, whereas animal studies showed the prevalence of directed connectivity in cortico-cortical connectivity (Markov et al. 2014) . All these factors cause poor prediction of the FC at the single subject level, hence they challenge the studies aiming to provide mechanistic understanding of resting state FC.
Effective connectivity (EC) is an estimate for the strengths of directed causal interactions between brain areas and it aggregates the biophysical features and directed connectivity in the brain, thus yielding a richer description of the dynamic interactions of the brain (Karl J. Friston 2011) . Several computational models were proposed to infer EC from observed FC (Karl J. Friston 2011; Karl J. Friston et al. 2014; Deco et al. 2014; Gilson et al. 2016) .
In this paper, we combined aforementioned techniques to investigate the anticorrelations between brain regions. We tested the hypothesis that the anticorrelated networks may emerge from the time-varying fluctuations in the FC.
Using dynamic FC, we quantified the anti-correlation probabilities between brain regions. Then, we used whole-brain computational modeling to investigate the mechanisms behind the anti-correlations. We used recently proposed noisediffusion model to estimate whole-brain EC and intrinsic node variability from observed FC for each individual subject (Gilson et al. 2016 ). Furthermore, we studied the effects of hemodynamic response function (HRF) on dFC. Finally, we illustrated the clinical implication of the approach on bipolar disorder patients suffering acute depressive episode.
Materials and Methods

Subjects
Patients were recruited from a pool of over 600 patients enrolled in the systematic prospective naturalistic follow-up study of the Bipolar Disorders Program of the Hospital Clinic and University of Barcelona, whose characteristics have been described elsewhere (Popovic et al. 2014) . Psychiatric diagnoses were formulated by trained psychiatrists according to DSM-IV-TR criteria and confirmed by Structured Clinical Interview for DSM-III-R-axis I (SCID-I) and axis II -SCID-II (First 2001; First 2002) . The severity of the patient's clinical status was evaluated with the 17-item Hamilton Depression Rating Scale (HDRS-17) (Bobes et al. 2003) , the Young Mania Rating Scale (YMRS) and the Modified Clinical Global Impression Scale for Bipolar Disorder (CGI-BP-M) (Vieta Pascual et al. 2002) . Patient's functioning was rated by the means of Functioning Assessment Short Test (FAST) (Rosa et al. 2007 ) and medical comorbidities by Charlson Comorbidity Index CGI-BP-M.
We analyzed 13 healthy adults (average age and standard deviation 28.7 ± 3.8 years of age, 10 males) and 8 patients with BP disorder (54 ± 13.2 years of age, 5 males) with a minimum score of 20 on the 17-item Hamilton Rating Scale for Depression (HDRS-17). Patients were included and imaged at the time of suffering an acute depressive relapse (within the first week from onset). Patients were maintained in their previous medication until performing MRI studies.
Exclusion criteria included co-morbid Axis I psychiatric conditions, an Axis II diagnosis as determined by the Structured Clinical Interview for DSM-IV Axis II Personality Disorders (SCID-II), a concurrent neurological disorder or an acute medical condition that could interfere with the assessments. The Ethical and Research Committee of the Hospital Clinic approved the study and patients were included after their physicians obtained signed informed consent.
fMRI acquisition and pre-processing
The subjects were instructed to rest while keeping their eyes closed in a 14-min resting-state scan. Brain images were acquired on a 3 Tesla TrioTim scanner (Siemens, Erlangen, Germany) using the 8-channel phased-array head coil supplied by the vendor. A custom-built head holder was used to prevent head movement, and earplugs were used to attenuate scanner noise. High-resolution three-dimensional T1-weighted magnetization prepared rapid acquisition gradient echo (MPRAGE) images were acquired for anatomic reference (TR=2200ms, TE=3ms, FA=7 o , 1.0mm isotropic voxels). T2-weighted scan was used in order to identify pathological findings (TR=3780ms, TE=96ms, FA=120 o , voxel size 0.8x0.6x3.0mm, 3.0mm thick, 0.3mm gap between slices, 40 axial slices).
Functional data were acquired using a gradient-echo echo-planar pulse sequence sensitive to blood oxygenation level-dependent (BOLD) contrast (TR=2000ms, TE=30ms, FA=85 o , 3.0mm isotropic voxels, 3.0mm thick, no gap between slices). The spatial resolutions of the scans were 2.0x2.0x3.0 for the bipolar disorder patients and 2.5x2.5x2.5 for the healthy control subjects. Both groups were resampled at 2.0x2.0x2.0 spatial resolution for the preprocessing. fMRI data were preprocessed using SPM8 (http://www.fil.ion.ucl.ac.uk/spm) including compensation of systematic, slice-dependent time shifts, motion correction, and normalization to the atlas space of the Montreal Neurological Institute (MNI) (SPM8). We used the SPM connectivity toolbox Conn (http://web.mit.edu/swg/software.htm) with a temporal filtering that remove constant offsets and linear trends over each run but retained frequencies below 0.1 Hz. Data was spatially smoothed using a standard 8 mm full-width halfmaximum Gaussian blur. The brains were parceled into 82 regions based on scale 33 Lausanne Atlas.
Acquisition of Structural Connectivity Matrices
DSI data was acquired in the same scanning session with 515 gradient directions at a max b-value of 8000 s/mm2 (TR/TE=8200/164 ms) and voxel size of 2x2x3mm 3 maximum diffusion gradient intensity: 80 mT/m with a total acquisition time of 35.42 min. The details were described elsewhere (Prčkovska et al. 2016 ).
Dynamic Functional Connectivity and Anti-correlation Probabilities
We used sliding window analysis approach to construct dynamic functional connectivity tensors (dFC). We used a sliding window of size 30TR (60 seconds) with 5TR (10 seconds) step size. For each window FC was estimated using Pearson's correlation coefficient. For the simulated time-series, we used a sliding window size of 300TR (keeping the 5TR step size). This was done due to computational efficiency because longer simulation time was needed for the correlation coefficient between simulated signals to stabilize.
For both empirical and simulated time series the histograms of correlations coefficients were estimated for each functional connectivity. Then we quantified the anti-correlation probabilities (ACP) as the ratio of observing correlation coefficients lower than a negative threshold (in the paper we used r = -0.25) across time for all subjects. To summarize the overall ACPs per subject, we used the average across all ACPs.
Global average signal (GAS) was calculated as the mean across BOLD signals of all regions at each time point. The GAS spatial patterns were estimated as the correlation coefficient between BOLD signal of each region with GAS.
Computational Model
We used the computational model based on linear noise diffusion to estimate the directed effective connectivity (EC) from the observed data, which was previously implemented on resting-state fMRI signals (Gilson et al. 2016 ). The model described the time courses of rs-fMRI BOLD signals as a linear noise diffusion process. The equations comprised following coupled differential equations:
where # $ denotes the activity in each brain region with a decay time constant ( , the activity in each node is coupled by the connectivity matrix, , and # $ denotes a Wiener process with factor # .
When the system has a stable fixed point, the self-consistency equations for the mean and the covariance 1 can be derived as follows:
=< >
Where < > denotes averaging over randomness. The Jacobian of the system, , was calculated using:
Here #9 denotes Kronecker delta, #9 = 1, if i = j, 0 otherwise. (here we used =1) can be calculated as:
This framework allowed estimation of directed effective connectivity using Lyapunov optimization, which is described as follows:
Given the observed covariance matrices (objective matrices) 2 and 1 , we aimed to optimize the Lyapunov function, V, for C:
The Lyapunov function is positive definitive and it becomes zero only if both covariance matrices are equal to the objective values. We started with zero connectivity matrix and at each step updated it, #9 , such that the model covariance approaches to the objective counterparts. Therefore the desired change for the model covariance can be defines as:
where J is an arbitrary small positive number. The corresponding update for the Jabobian can be derived giving the following equation:
Finally, the connectivity matrix was updated for only existing connections ( #9 > 0) using:
To estimate the node variances, at each optimization step the noise matrix, Σ, is estimated by using the equation:
To avoid overfitting of the model, we constraint the model to non-zero connections in the observed SC matrices averaged across subjects.
Furthermore, the effective connectivity was bounded between 0 and 1. Prior to the optimization procedure decay time constants, ( , were estimated by fitting to the autocovariances of the empirical BOLD time series.
BOLD Transformation of Simulated Time-Series
The activity computed via the generative model can be transformed into a BOLD-fMRI signal using the Balloon-Windkessel hemodynamic model (Buxton, Wong, and Frank 1998; K. J. Friston, Harrison, and Penny 2003) . According to this model, the vasodilatory signal s i , in node i increases due to the neuronal activity z i . Thus the blood volume v i , deoxyhemoglobin content q i and inflow f i change in response to the vasodilatory signal. The set of coupled differential equations is shown below:
Finally, the BOLD signal y i is computed as a static nonlinear function of blood volume and deoxyhemoglobin content:
where ρ is the resting oxygen extraction fraction and V o = 0.02 is the resting blood volume fraction.
Statistical Analyses
The group comparisons for average FC, average ACP, SC strength, FC strength, EC output and input strengths, and nodal variance were done using a permutation t-test with 10000 permutations. Age of subjects was regressed out from each parameter before performing permutation tests. The p-values of the connectivity strength comparisons were corrected for multiple comparisons using false discovery rate (FDR) approach (Benjamini and Yekutieli 2001) .
The associations between average ACP and FC strength, EC output and input strengths and nodal variance were estimated using partial correlations controlled for average FC. The correlations were controlled for average FC to isolate the effect of ACP considering the high negative correlation between ACP and FC.
Results
Functional connectivity distributions and anti-correlation probability
We investigated the relationship between dynamic FC and anti-correlated networks using sliding window analysis approach. The grand-average FC, without global signal regression, did not exhibit strong negative correlations between brain regions (figure 1a). Given the distributions of the correlation coefficients between brain regions across time (figure 1b), we introduced an alternative measure for anti-correlations (anti-correlation probabilities; ACP) that quantifies the probability of the correlation coefficients being lower than the threshold (r < -0.25) ( figure 1d ). We found significant negative correlation between average ACP and FC (r = -0.91, p < 0.001)(figure 1c,f). The cumulative average of ACPs decreased monotonously and it stabilized suggesting that ACPs were time dependent ( figure 1e ). Furthermore, we investigated the relationship between global average signal (GAS) fluctuations and ACPs. We found significant negative correlation between GAS variance and average ACP across subjects (r = -0.6, p-value= 0.03). At each sliding window, minimum GAS was significantly correlated with average ACP (r = 0.46, p-value<0.001), whereas maximum GAS was significantly anti-correlated with average ACP (r = -0.53, p-value<0.001). Moreover, to justify further analysis, we checked the relationship between GAS spatial patterns and SC strength and we found significant correlation (r = 0.3, p-value = 0.007).
We checked qualitatively whether the ACPs showed any patterns similar to taskpositive (TPN) and task-negative (TNN) networks using left isthmus cingulate as seed-region (figure 1g) (see supplementary We investigated the relationship between FC strength of each node and ACPs 
Computational modeling of anti-correlation probability
We estimated the effective connectivity and node variance using a linear noisediffusion model. The average correlation coefficient between empirical and simulated values was r = 0.54 (std = 0.083) for FC, and r = 0.31 (std = 0.073) for ACP (figure 2a-c). However, the simulated dynamic FC exhibited narrow FC distribution, which did not correspond to the empirical observations ( figure 2d ).
The simulated ACPs of left isthmus cingulate showed the lowest peak value with precuneus and the highest peak value with lateral orbital frontal cortex.
Therefore, despite the similarities in the empirical and simulated patterns, the model did not showed negative correlations.
We also investigated the role of the hemodynamic BOLD responses on FC dynamics (figure 3). BOLD transformed simulations exhibited similar correspondence between empirical and simulated FCs (r = 0.56, std = 0.097) with no significant differences between simulations (T-statistic = -0.71, p = 0.48).
Nevertheless, the similarity between empirical and simulated ACP increased significantly (r = 0.39, std = 0.092) (T-statistic = -2.26, p = 0.03). Furthermore, the FC distributions of the BOLD transformed model were qualitatively similar to the observed data. After BOLD transformation, precuneus remained as the region which showed the highest ACP with left isthmus cingulate. The highest simulated left isthmus cingulate ACP was observed with entorhinal cortex.
Effective connectivity and anti-correlation probability
We studied the relationship between empirical ACPs and estimated model parameters (figure 4)(see supplementary We found no significant differences in EC output and input strengths. In contrast, intrinsic node variances were significantly increased in BPD group (see supplementary table 3 for details). However, similar to the differences in SC and FC, none of the results survived the correction for multiple comparisons.
Discussion
Anti-correlations between brain regions during spontaneous activity have been a controversial topic in resting-state fMRI research. Global signal regression (GSR) was claimed to be responsible for the anti-correlations that are observed in rs-FC. The intuition behind this claim was that GSR artificially introduces anticorrelations by shifting the grand-average FC distributions around zero (Murphy et al. 2009 ). Several studies showed the presence of anti-correlated networks independent component analysis (ICA) approach, which does not require GSR (Fox et al. 2009 ). Other studies that use dynamic FC approach suggested that the anti-correlations are not stationary and they emerge transiently. In parallel, clinical rs-fMRI studies showed that GSR qualitatively alters the results in clinical populations (Yang et al. 2014) , and that GAS fluctuations play key role in dynamic FC (Demirtaş et al. 2016) . In contrast, a recent paper showed that GAS fluctuations substantially reflect variability in the physiological signals such as respiration and hearth rate (Power et al. 2016) .
In this paper we combined dynamic functional connectivity and whole-brain computational modeling approaches to reconcile the controversy around anticorrelations. Using dynamic FC we computed anti-correlation probabilities (ACPs) between brain regions. ACPs exhibited a strong negative correlation with grand-average FC. This was an expected result because weakly correlated regions would become anti-correlated more likely (and vice versa) due to the observation noise on FC across time. The results suggested that ACPs reflect patterns that are reminiscent of task-negative (TNN) and task-positive (TPN) networks. The regions forming these two networks exhibited negative correlations up to 45% of time. Previous studies already showed that the anticorrelated networks may wax and wane across time. Adding to these findings, we showed that the anti-correlations more likely to occur at low-GAS states than they do at high-GAS states and that they are substantially related to variability of GAS. These results links the anti-correlations introduced by GSR and the GAS itself. We predict that even in ICA approach the observed anti-correlations are related to GAS fluctuations.
One important implication of these findings is that anti-correlated RSNs might merely reflect the observation noise in FC distributions even without GSR. We to the observed values. Furthermore, the correlation between empirical and simulated ACP was significantly higher after the BOLD transformation. The results support some recent studies that showed relationship between dynamic FC and physiological signals (Nikolaou et al. 2016) , and between negative BOLD response and anti-correlations (Bright et al. 2014 ). Furthermore, these results are consistent with the findings suggesting strong relationship between GAS fluctuations and physiological signal (Power et al. 2016 ). Nevertheless, our findings suggest that the relationship between GAS and physiological signal does not necessarily imply GAS fluctuations reflect non-neuronal artifacts. Indeed, we also showed significant correlation between SC and GAS correlation maps.
Based on these results we speculate that in addition to genuine GAS fluctuations of neuronal origin, the underlying neuronal signal may be enhanced/attenuated due to the fluctuations in hemodynamic response function of physiological origin.
The partial correlations between average ACP and the model parameters suggested the role of subcortical and sensory-motor regions on anti-correlations.
This observation is consistent with previous findings on the role of subcortical regions as a hub for anti-correlations (Gopinath et al. 2015) . The analyses also suggested higher anti-correlation power associated with lower EC output strength from sensory-motor regions and lower EC input strength to higher association regions. Furthermore, the influence of intrinsic node variance on ACPs were more widespread than EC. In particular, node variance of thalamus and pallidum showed positive correlations with ACP, while frontal and parietal regions showed negative correlations. These finding suggests regulatory role of corticalsubcortical interactions across the cortical hierarchy on anti-correlation power.
We showed that observation noise over FC due to the nonlinearities in HRF is a factor contributing to the dynamic fluctuations in FC and anti-correlated regions in the brain. Nevertheless, the model fit for ACP was weaker than the grand 
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