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Con la aparición de las Hololens, el dispositivo de realidad mezclada de Microsoft, nace la 
posibilidad de aplicar esta tecnología en una gran variedad de áreas y tipos de proyectos. Para 
poder aprovechar el máximo esta tecnología tenemos la necesidad de poder ofrecer la capacidad 
de comunicación entre diferentes dispositivos de realidad mezclada y otro tipo de dispositivos. 
Así como poder permitir la compartición de experiencias entre ellos.  
 
Podemos definir una experiencia holográfica compartida como aquella aplicación que ofrezca a 
un dispositivo de realidad mezclada una experiencia en la que sus acciones sean reflejadas o 
tengan un efecto directo o indirecto en las aplicaciones del resto de dispositivos. 
 
Este proyecto pretende definir una base sólida en forma de framework para permitir desarrollar 
aplicaciones que incorporen la compartición de experiencias holográficas. Para ello se ha 
analizado y entendido el contexto, las necesidades y requisitos de las aplicaciones de este tipo. 












Amb l’aparició de les Hololens, el dispositiu de realitat mixta de Microsoft, neix la possibilitat 
d'aplicar aquesta tecnologia en una gran varietat d'àrees i tipus de projectes. Per poder aprofitar 
el màxim aquesta tecnologia sorgeix la necessitat de poder oferir la capacitat de comunicació 
entre diferents dispositius de realitat mixta i dispositius d’altre tipus. Així com poder permetre la 
compartició d'experiències entre ells. 
 
Podem definir una experiència hologràfica compartida com aquella aplicació que ofereixi a un 
dispositiu de realitat mixta una experiència en la qual les seves accions siguin reflectides o tinguin 
un efecte directe o indirecte en les aplicacions de la resta de dispositius. 
 
Aquest projecte pretén definir una base sòlida en forma de framework per permetre desenvolupar 
aplicacions que incorporin la compartició d'experiències hologràfiques. Per a això s'ha analitzat i 
entès el context, les necessitats i requisits de les aplicacions d'aquest tipus. També hem estudiat 











With the emergence of Hololens, Microsoft's mixed reality device, appears the possibility of 
applying this technology in a wide variety of areas and types of projects. To be able to take full 
advantage of this technology we need to offer communication capacity between different mixed 
reality and non-mixed reality devices. Moreover, we want to offer the possibility of sharing 
experiences between them. 
 
We can define a shared holographic experience as an application that offers to a mixed reality 
device an experience in which its actions are reflected or have a direct or indirect effect on the 
applications in other devices.  
 
This project aims to define a solid base in the form of a framework to allow the development of 
applications that incorporate the sharing of holographic experiences. For this reason, we have 
analysed and understood the context, needs and requirements for the applications of this type. 
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Este es un proyecto de Trabajo Final de Grado de Ingeniería del Software de la Facultad de 
Informática de Barcelona (Universitat Politècnica de Catalunya). Se trata de un proyecto en 
modalidad B en el que el autor quiere desarrollar un framework que permita llevar a cabo 




Si bien es cierto que la realidad aumentada (AR) lleva mucho tiempo entre nosotros, la primera 
aplicación funcional de realidad aumentada Virtual Fixtures apareció en 1992 por U.S Air Force’s, 
no ha sido hasta hace relativamente poco que se han podido desarrollar dispositivos portátiles 
que incorporan realidad aumentada. No fue hasta 2013, año en el que Google puso a la venta 
Google Glass para desarrolladores, cuando la realidad aumentada dio su mayor salto 
consiguiendo récords de inversión en proyectos de este tipo. Con este salto en 2016[1] Microsoft 
lanzó la versión de desarrollo de su producto en este campo HoloLens, convirtiéndose en uno de 
los dispositivos de referencia. Actualmente hay otras compañías que intentan desarrollar 
dispositivos similares como pueden ser Magic Leap con su proyecto comenzado en 2014 o Daqri 
entre otros, pero sus dispositivos aún no han salido al mercado o no tienen la capacidad de 
HoloLens [2][3]. 
 
Con lo mencionado anteriormente y teniendo en cuenta que la tecnología del dispositivo de 
Microsoft nos permite no solo realidad aumentada, sino que también poder compartir estas 
experiencias con otros usuarios, como Microsoft ha demostrado por ejemplo con Skype [4] o en 
Operation room design, el desarrollo se llevará a cabo en HoloLens. A esto hay que sumarle que 
aparte de su superioridad tecnológica nos proporciona un framework de desarrollo en Unity de 
código abierto, HoloToolkit [5], que está en constante evolución y mejora. Este framework nos da 
soporte en diferentes campos como: Input, Sharing, Spatial Mapping, Spatial Understanding y 
Spatial Sound. Cosa que nos facilitará el desarrollo en esta plataforma y nos permitirá adaptar el 
proyecto dinámicamente a las nuevas actualizaciones y mejoras de este. Notar que, aunque 
HoloToolkit tenga un apartado de sharing durante el proyecto deberemos valorar si deberíamos 
usar este o crear una solución nueva para nuestro framework debido a la inestabilidad del mismo. 
 
Con esta evolución en mente se quiere desarrollar un framework que permita a múltiples usuarios 
compartir una experiencia holográfica tanto si están en la misma localización física como si se 
encuentran en localizaciones diferentes. Por lo tanto, el objetivo principal de este proyecto es el 
desarrollo del framework que permita a los usuarios compartir experiencias holográficas tanto 
remotamente como localmente. Principalmente este framework está pensado para más tarde 
utilizarse en aplicaciones de asistencia remota en la que el usuario que es atendido llevará unas 
HoloLens. Pero no perderemos de vista que nuestro objetivo no es centrarnos en una aplicación 






pueda ser útil en el futuro y a la vez nos permita desarrollar una aplicación que nos permita 
asistencia local y remota. Y a la vez usar esta parte desarrollada como framework para cualquier 
tipo de aplicación que requiera de una parte de experiencia holográfica compartida. 
 
1.2 Definición del problema 
 
Nuestro problema es la compartición de experiencias holográficas como hemos definido 
anteriormente, pero para facilitar la identificación de requisitos y objetivos del proyecto 
separaremos en dos partes nuestro objetivo principal. La primera sería si los usuarios no 
estuvieran en la misma localización física y por lo tanto la experiencia compartida se realizará de 
manera remota y la segunda en la que los usuarios estarían en la misma ubicación física y estos 
podrían compartir la experiencia localmente. 
  
Referente al primer caso, la compartición remota, los actores implicados en compartir la 
experiencia han de tener un sistema de referencia respecto al otro usuario, conocer dónde está 
qué acciones realiza como se mueve y cómo altera el mundo holográfico. Así como poderse 
comunicar con el otro individuo ya sea por texto o por voz para poder coordinarse o tener una 
experiencia colaborativa más satisfactoria. En nuestro caso particular también tendremos que 
añadir una pequeña gestión de tareas. 
 
Por otra parte, si estamos hablando de compartición local, los usuarios tienen referencia visual 
de dónde está cada uno de ellos y sus acciones, así como del mundo en el que se encuentran. 
Por lo tanto, no necesitan un sistema de referencia respecto a los otros usuarios ni en la mayoría 
de casos un soporte de chat mediante voz o texto. Pero si necesitan ver los hologramas 
referenciados a las mismas coordenadas del mundo físico para que esta experiencia tenga 
sentido. 
 
Como podemos observar la parte más difícil del problema se encuentra en la compartición remota 
de experiencias ya que hemos de tener en cuenta muchas más variables que nos pueden afectar 
a la hora de que los usuarios sientan realmente que están en una experiencia compartida y no 
en una experiencia individual o inconsistente. Así mismo hemos de contemplar que la 
compartición remota no solo puede suceder entre dos dispositivos holográficos si no que puede 
suceder que uno de ellos no lo sea, pero pueda interactuar con el dispositivo holográfico mediante 







2.Estado del arte 
2.1. Contextualización  
 
HoloLens es un dispositivo portable que incorpora un display que tiene la capacidad de proyectar 
imágenes con el fin de conseguir realidad aumentada. También cuenta con sensores y cámaras 
que permiten tanto mixed reality capture como reconocer gestos y la voz del usuario.  
El 30 de Mayo de 2016 se puso a la venta en Canadá y Estados Unidos la versión de desarrollo 
de HoloLens a un precio de 3000$[6]. No fue hasta el 12 de Octubre de 2016 cuando la versión 
de desarrollo estuvo disponible en Australia, Irlanda, Francia, Alemania, Nueva Zelanda y Reino 
Unido [7]. Notar que la versión de desarrollo aún no está disponible en España por lo tanto estas 
se han tenido que importar. 
 
HoloLens se ha posicionado como el mejor producto portable de realidad aumentada gracias a 
su estabilidad y proporcionado una interacción innovadora [8] y sencilla. Para interaccionar con el 
mundo holográfico con HoloLens hemos de tener en cuenta tres conceptos Gaze [9], Geture [10] y 
Voice [11]. Gaze es la primera forma de input y es usada para realizar la seleccionar dentro de las 
aplicaciones holográficas. Gaze determina dónde está mirando el usuario en el mundo real, 
indicando con su mirada el objeto con el que quiere interaccionar. Una vez seleccionado, 
podemos interactuar con él con gestos realizados con la mano. Podemos realizar diversos 
gestos: Press and release, Bloom, Hold, Manipulation y Navigation. En los gestos de press and 
release usamos nuestra mano para hacer un air-tap y seleccionar un objeto. Si por lo contrario 
hacemos press movemos nuestra mano y después hacemos el release estaremos realizando 
Hold, Manipulation o Navigation dependiendo de la aplicación. Por último, tenemos el Bloom que 
nos servirá para volver al menú de inicio. El último modo de input es la voz mediante la cual le 
podremos dar órdenes o realizar acciones en las diferentes aplicaciones. 
 
2.2. Estudio de mercado 
 
Para podernos situar en el ámbito del proyecto es necesario realizar un estudio de las soluciones 
actuales y analizar qué elementos nos permite hacer cada una de ellas individualmente. Por esta 
razón definiremos una serie de características sobre las que evaluaremos las soluciones 
existentes. Con este estudio podremos determinar si podemos reutilizar alguna solución existente 









2.2.1 Aplicaciones características similares 
 




C1 Permite colaboración remota 
C2 Permite colaboración local 
C3 Permite dibujar sobre el mundo 
C4 Permite comunicación por voz 
C5 Permite streaming de video 
C6 Permite compartir hologramas entre usuarios 
Tabla 1: Características aplicaciones (Elaboración propia) 
Estas características que hemos definido nos servirán para poder determinar las necesidades 
que cubren las aplicaciones existentes actuales. Así como, si estas proporcionan alguna solución 
para nuestro problema estudiar si podemos adaptar esta misma.  
 
Para ello hemos elegido tres aplicaciones de calibre diferente: Skype, Operation room desing y 
3dDraw. Las tres son aplicaciones que cuentan o bien con una parte de compartición, ya sea 
local o remota, o con la posibilidad de compartir hologramas. También hemos de valorar si 
podemos o debemos adaptar la solución más madura, Skype, aprovechando la API 
proporcionada para transmisión de voz o video. 
 
Skype [12] 
Microsoft Gratis HoloLens Permite conexión con Desktop 
Características 
Código Evaluación 
C1 Sí. Permite hacer video llamadas entre dos usuarios. 
C2 No  
C3 Sí. Permite dibujar y que el otro usuario vea esos dibujos. En el caso del usuario 
con hololens lo verá referenciado a su mundo, si es el caso de desktop 
referenciado al streaming de video del usuario de hololens. 






versión desktop del producto 
C5 Sí. Permite compartición de video con el otro usuario mediante la cámara del 
dispositivo como en la versión desktop del producto 
C6 No 
Otras características 
Proporciona una API para comunicación de video y de audio, que se puede utilizar en hololens- 
Es un producto propio de Microsoft en el que intenta demostrar todo lo que es capaz el 
dispositivo y. 
Permite a parte de dibujar libremente compartir flechas del tamaño que el usuario elija tanto 
desde desktop a HoloLens como desde el dispositivo a desktop. 
Los dibujos holográficos se pueden deshacer borrar y están referenciados al mundo del usuario 
que lleva unas HoloLens. 
Manera intuitiva y sencilla de uso de dibujos y comandos de voz. 
Tabla 2 Características Skype (Elaboración propia) 
 
 
Ilustración 1 Skype for Hololens (Microsoft1)  








Operation Room Desing [13] 




C2 Si. Permite ver a los usuarios como quedaría la sala del quirófano a 




C6 Si. Permite compartir hologramas de las diferentes máquinas en la 
sala de quirófano en la posición y rotación que los usuarios elijan. 
Otras características 
Es el mejor ejemplo de colaboración en local permitiendo a los usuarios diseñar conjuntamente 
una sala de quirófanos y ver en tamaño real como quedaría para poder dejar a expertos diseñar 
estas salas, cosa que sin esta herramienta es una tarea difícil. 
Tabla 3 : Características Operation Room Desing (Elaboración propia) 
 Ilustración 2 Operation Room Desing2 
 









3dDraw for HoloLens [14] 
Case Western 
Reserve University 





C3 Si. permite dibujar de manera sencilla e intuitiva sobre el mundo 





Una aplicación simple pero que demuestra lo fácil que es para los usuarios dibujar sobre 
el mundo y mantener estos dibujos referenciados al mundo real.  Estudiar su 
funcionamiento puede ser útil para separar el problema de dibujar sobre el mundo del 
resto. 
Tabla 4: Características 3dDraw (Elaboración propia) 
 
Ilustración 3 Draw 3D3  








Una vez analizadas estas aplicaciones podemos concluir que Skype es la solución que más se 
parece a lo que queremos conseguir cuando hablamos de experiencia compartida remota pero 
no lo hace de esta manera si hablamos de experiencia local. Nos proporciona una manera de 
saber que está haciendo el otro usuario, vídeo, una manera de comunicarnos con él, voz, y 
también nos permite dibujar sobre el mundo real libremente y deshacer lo que hemos dibujado. 
Por otra parte, Operation Room Desing es la mejor opción ahora mismo como experiencia local 
compartida permitiendo a los usuarios compartir hologramas y colocarlos en el mundo real, 
miniatura de una sala primero y después en la versión real de esta misma. Por último, 3dDraw 
nos enseña cómo deberíamos dejar al usuario dibujar sobre su mundo si se encuentra en unas 
HoloLens. 
 
Pese a que Skype proporcione su API de video y audio, HoloToolkit nos deja también compartir 
audio, así como el estado de los hologramas. Por este motivo y que prescindiremos del video en 
este momento para realizar nuestra solución no utilizaremos la API de Skype, pero si la solución 




Este proyecto al consistir en el desarrollo de un framework que nos permita la colaboración 
remota o presencial no está dirigido a un usuario concreto ni a un mercado concreto ya que se 
podrá utilizar en una gran diversidad de proyectos que cada uno de ellos podrá ir orientada a 
diferentes mercados o usuarios. Las partes interesadas son aquellas personas físicas o jurídicas 
que están dispuestas a pagar un precio máximo para conseguir un beneficio mínimo con el 
funcionamiento del framework. Cada una de las partes interesadas tiene su propio objetivo por 
eso es importante definirlas y especificar sus objetivos: 
 
 
➢ Director del proyecto: El director del proyecto, Xavi Guàrdia, es quien guiará el trabajo 
del autor del proyecto y proporcionará los recursos necesarios para poder realizar este 
proyecto.  
 
➢ Equipo de desarrollo: El equipo de desarrolladores de este framework serán los 
encargados del correcto funcionamiento y diseño del proyecto para poder utilizar este en 
futuros proyectos. 
 
➢ Futuros usuarios: Los futuros usuarios de aplicaciones que usen este framework 
pueden ser usuarios muy diferentes pero todos ellos tendrán el objetivo de querer una 
experiencia compartida fluida y satisfactoria. 
 
➢ SFY: La empresa que acoge este proyecto en modalidad B será junto al director y el 






autor de este mismo para poder realizarlo. Su interés principal es que funcione el 
framework y sea mantenible y escalable para poderlo utilizar en futuras aplicaciones. 
 
 
➢ Autor del proyecto: El autor del proyecto tiene el objetivo de desarrollar el framework 
con todas las garantías dentro del término establecido con el fin de realizar con éxito el 









3. Alcance del proyecto 
 
Una vez que hemos definido que se quiere realizar, las soluciones existentes en el mercado y 
las características y necesidades que cubren cada una de ellas podemos decidir qué 
características cubrirá nuestro framework. Como no podemos cubrir todas las características que 
cada uno de las soluciones exploradas cumplen por separado definiremos un subconjunto de 
características que nuestro programa satisface. 
 
Para definir qué características debería cubrir nuestro framework de experiencias compartidas 
nos basaremos principalmente en las funcionalidades vistas en las aplicaciones anteriores. 
3.1. Objetivos del proyecto 
 
Como hemos definido anteriormente el objetivo principal de nuestro proyecto es desarrollar un 
framework que permita la creación de experiencias compartidas tanto locales como remotas. 
 
Para alcanzar nuestro objetivo vamos a dividir el problema en dos partes: experiencias 
compartidas locales y remotas. Con el fin de desarrollar un framework que nos permita tener 
experiencias compartidas locales necesitamos: 
 
➢ Poder ver los mismos hologramas en el mismo lugar que los otros usuarios en la 
habitación. 
 
➢ Poder crear hologramas en el espacio compartido y que sean visualizados por el resto de 
usuarios. 
 
➢ Poder decidir con qué usuarios comparto mi experiencia. 
 
Así mismo, para poder llevar a cabo una experiencia compartida remota necesitamos: 
 
➢ Poder compartir un modelo 3d de la localización donde se encuentra el usuario. 
 
➢ Poder compartir la textura del modelo 3d de la localización del usuario. 
 
➢ Poder comunicarse por voz con otro usuario. 
 
➢ Poder crear hologramas referentes a el mundo de un usuario. 
 








Como se puede observar existe una parte que se solapa entre los dos conjuntos de objetivos del 
framework, que es la compartición de hologramas referenciados a un mundo y la sincronización 
de los mismos.  
 
Por otra parte, creemos que no tiene sentido compartir un modelo 3d y su textura, así como la 
voz si los usuarios se encuentran en el mismo lugar ya que esto podría ser contraproducente. 
Pero en este caso añadimos la compartición del sistema de referencia para tener los hologramas 
en la misma localización de la habitación. 
 
3.2. Obstáculos y riesgos 
 
Las condiciones más destacables a las que deberemos enfrentarnos durante el desarrollo de 
este proyecto son las siguientes: 
 
➢ Restricción temporal: El Trabajo Final de Grado tiene una fecha límite fijada y cualquier 
inconveniente durante el desarrollo puede tener graves consecuencias. Por ello ante 
cualquier adversidad mayor se gestionará de manera independiente y específica con el 
fin de darle solución temprana y que esta no tenga repercusiones importantes en el 
producto final. 
 
➢ Desconocimiento y evolución tecnología: La rapidez de desarrollo estará 
estrictamente unida a el grado de conocimiento sobre la tecnología, así como sobre su 
principal framework de desarrollo en Unity, HoloToolkit. También hemos de tener en 
cuenta el posible cambio y/o rediseño de este framework introduciendo novedades que 
pueden hacer mejor mantener o cambiar la versión del mismo. 
 
➢ Rechazo social de la tecnología: Al tratarse de una tecnología nueva y poco 
establecida corremos el riesgo de que esta no sea aceptada socialmente o el dispositivo 
final no llegue a tanta gente como para que sea usado. También puede ser rechazada 
por los peligros que conlleva a veces esta tecnología [15]. 
 
➢ Batería del dispositivo: Pese a que la batería es aproximadamente de 2 a 3 horas esta 
puede ser un problema o consumirse más rápido depende las tareas que se le asignen 
a las mismas. 
 
➢ Acceso a internet: Para nuestra solución necesitaremos conexión a internet, aunque 










4. Metodología  
 
Como este proyecto está desarrollado en modalidad B se adoptará la metodología de trabajo 
utilizada en Soft for you (SFY). En SFY se utiliza un modelo de desarrollo basado en 
metodologías LEAN. Estas metodologías se basan en adaptar cualquier cambio mediano por tal 
de asegurar el éxito final del proyecto. Las metodologías LEAN permiten que el equipo completo 
(cliente y desarrolladores) trabajen colaborativamente enfocados en la obtención de resultados 
y satisfacción del cliente. Los principios y valores de esta son: Enfocado a las personas, calidad 
del software, colaboración con el cliente, respuesta al cambio. 
 
Con iteraciones pequeñas el cliente tiene la posibilidad de validar periódicamente las miniaturas 
del proyecto final para asegurar así su éxito. En nuestro caso particular el cliente es la misma 
empresa por lo tanto se harán revisiones con los responsables de la misma para validar el 
proceso de desarrollo. Estas también nos permiten adaptarnos rápida y fácilmente a los cambios 




Ilustración 4 : Resumen Metodología (SFY) 
 
Durante todo el proyecto se han realizado diferentes iteraciones y en cada una de ellas se ha 
medido la progresión mediante a las milestones, así como se han añadido requisitos necesarios 
para el correcto desarrollo del proyecto. Notar que han existido algunas iteraciones que han 
durado más ya que antes de empezar las mismas para poder valorar si se estaba siguiendo el 
camino correcto se necesitaba más tiempo. Así mismo se ha tenido en cuenta el ritmo de 
desarrollo actual a la hora de calcular las desviaciones en la planificación temporal para las tareas 
restantes.  
 
Por último, las diferentes revisiones del estado del proyecto periódicas aseguran que este tenga 
una continuidad y sea viable su finalización en el tiempo previsto. Y nos permitirá reajustar los 








4.1 Herramientas de seguimiento 
 
En SFY se utilizan herramientas que nos permiten: 
 Controlar las versiones del software de manera segura (Bitbucket) 
 Testear e integrar cambios de manera continua (Tests) 




4.2 Modelo de seguimiento 
 
Para asegurar el correcto funcionamiento del proyecto se seguirá la siguiente estructura: 
 
Ilustración 5 Metodología de seguimiento (SFY) 
  
Como podemos ver en la imagen se harán entregas cada aproximadamente 15 días en las que 
junto al director del proyecto se comprobará que se estén realizando las tareas acordadas. Para 
el correcto seguimiento del proyecto definiremos Milestones asociadas a tareas por las cuales 
determinaremos si la iteración en curso se está desarrollando correctamente. Si en una iteración 
no logramos realizar las tareas asignadas a la misma se valorará si se ha de seguir con esta 









5. Planificación temporal 
 
El proyecto tiene una duración estimada de cinco meses, con el inicio el día 30 de enero y con 
fecha límite el 6 de junio, teniendo un margen de unos 20 días antes de la presentación para 
posibles desviaciones que puedan surgir. El proyecto total tiene una duración aproximada de 735 




Los recursos previstos para la realización de este proyecto son: 
  
Recursos personales: 
Una persona con una dedicación de aproximadamente 35 horas semanales durante la duración 
del proyecto y diferentes roles. 





Recurso Tipo Finalidad 
Apple iMac 27" 5K Retina Core i5 




Para desarrollar el framework y la 
Memoria. 
Ordenador de sobremesa i5 a 




Para desarrollar el framework y la 
Memoria. 
2 Hololens Herramienta de 
desarrollo 
Para poder testear el framework 
desarrollado. 
Unity v5.6.0 b9  Herramienta de 
desarrollo 
Herramienta para desarrollar 
contenido para Hololens. 
Visual Studio 2015 professional Herramienta de 
desarrollo 
Editor de texto para desarrollar el 
proyecto. 
Microsoft Office Word 2016 
Microsoft Office PowerPoint 2016 
Herramienta de 
documentación 







Microsoft Office Projects 2016 Herramienta de 
gestión 
Para poder planificar el proyecto. 
Jira Herramienta de 
gestión 
Para poder gestionar el proyecto. 
Bitbucket Herramienta de 
control 
Para poder mantener un control 
de versiones de código fuente. 
Unity Collab Herramienta de 
control 
Para poder mantener un control 
de versiones de proyectos de 
Unity. 
Correo electrónico Herramienta de 
comunicación 
Poder comunicarse con tutor y 
director proyecto. 
Adobe Reader XI Herramienta de 
desarrollo 
Para poder visualizar 
documentos. 
Tabla 5 Recursos materiales (Elaboración propia) 
5.2 Plan de acción y valoración de alternativas 
 
Se tiene en cuenta un margen de aproximadamente 20 días de retraso en la fecha de entrega 
del proyecto. Este retraso solamente será aceptable si conlleva mejoras importantes al proyecto 
ya que de no hacerlo pondría en riesgo el proyecto al completo. En este proyecto podemos tener 
desviaciones debidas a la mala estimación de las tareas o complicación de alguna de ellas, así 
como a un cambio del framework sobre el que desarrollamos que pueda aportar una mejora 
substancial y beneficiosa en un futuro. SI se producen retrasos en las diferentes fases una de las 
medidas puede resultar en centrarse en una única parte del framework ya sea la local o la remota 
con el fin de poder tener al final del proyecto una versión, reducida del proyecto general. Otra 
solución podría ser limitar las funcionalidades en alguna de las fases por falta de tiempo. 
5.3 Calendario 
 
Para este proyecto definiremos siete tareas, que se realizarán secuencialmente debido a que el 
proyecto será realizado por una única persona y esto nos impide realizarlas paralelamente. Las 
tareas que se realizarán serán las siguientes: 
 
● Definición y aprendizaje: En esta primera fase el jefe del proyecto buscará información 
sobre el dominio del proyecto y se adquirirán los conocimientos necesarios para el 
desarrollo del mismo. Esta fase al ser la primera no tiene dependencia de ninguna otra, 







● Gestión del proyecto: Esta fase consta de la elaboración del documento de gestión de 
proyecto para la asignatura de GEP. Esta fase a parte de las 75 horas base le 
dedicaremos 25 extras con tal de generar contenido de calidad y que nos sirva en la fase 
de documentación final y presentación. Estas fases no tienen ninguna dependencia, pero 
sí unas fechas delimitadas por la asignatura en cuestión. 
 
● Desarrollo parte común: Para esta fase se necesitan acabar únicamente la primera fase 
y cada una de sus subfases (diseño e implementación y pruebas) tienen como 
dependencia a la anterior. En esta fase se desarrollará la parte común necesaria para 
tanto el framework local como remoto. 
 
● Desarrollo parte remota: Para esta fase tenemos como dependencia todas las fases 
anteriores (excluyendo GEP) y cada una de sus subfases (análisis de requisitos, 
especificación y diseño, implementación y pruebas) tienen como dependencia de 
precedencia a la anterior. En esta fase se desarrollará la parte del framework relacionada 
con compartición remota para tener una parte totalmente funcional al final de esta fase. 
 
● Desarrollo parte local: Para esta fase tenemos como dependencia todas las fases 
anteriores excluyendo el desarrollo de la parte remota y GEP. No dependemos del 
desarrollo de la parte remota ya que estas dos se podrían realizar simultáneamente sin 
ningún problema. Como en las otras fases de desarrollo sus subfases (análisis de 
requisitos, especificación y diseño, implementación y pruebas) tienen como dependencia 
de precedencia a la anterior. En esta fase se desarrollará la parte del framework que está 
relacionada con la compartición local. 
 
● Revisión y pruebas: Esta fase es opcional, pero nos permitirá la correcta integración entre 
las dos grandes partes del proyecto. Tiene como precedencia a todas las anteriores y sus 
subfases tienen dependencias de precedencia con la anterior. 
 
● Documentación y presentación: En esta fase se terminará la documentación y se revisará 
que sea correcta. A parte, se preparará la defensa del proyecto, que tendrá lugar en la 
fecha final del proyecto. 
 
5.3.1 Estimación de horas 
  
Contando que la duración total del proyecto es de 735 horas hemos de repartir estas entre las 
diferentes tareas y los diferentes roles de nuestro equipo. Para esto utilizaremos la siguiente 









Tarea Responsable Horas 
Definición y aprendizaje   100 
Definición proyecto Jefe de proyecto 20 
Aprendizaje autónomo Programador 80 
Gestión del proyecto   100 
Definición del alcance Jefe de proyecto 15 
Planificación Temporal Jefe de proyecto 11 
Gestión económica y sostenible Jefe de proyecto 11 
Presentación preliminar Jefe de proyecto 11 
Contextualización y Bibliografía Jefe de proyecto 16 
Pliego y condiciones Jefe de proyecto 13 
Presentación oral y documento       
final 
Jefe de proyecto 23 
Desarrollo parte común   100 
Diseño y especificación Diseñador 30 
Implementación y pruebas 70% Programador / 30% Tester 70 
Desarrollo parte remota   200 
Análisis de requisitos Analista 30 
Diseño y especificación Diseñador 70 
Implementación y pruebas 70% Programador / 30% Tester 100 
Desarrollo parte local   100 
Análisis de requisitos Analista 15 
Diseño y especificación Diseñador 20 






Revisión y pruebas   80 
Análisis y Diseño mejoras 50% Diseñador / 50% Programador 30 
Pruebas en entornos reales Tester 50 
Documentación y presentación   55 
Redacción memoria Jefe de proyecto 45 
Presentación oral Jefe de proyecto 10 
Total   735 
Tabla 6 Tareas y su estimación de horas (Elaboración propia) 
5.3.2 Milestones 
  
Poder tener milestones que nos sirvan como puntos de control y nos permitirán valorar el 
progreso durante el proyecto. También nos sirven para saber si las fases se están realizando 
correctamente como hemos mencionado en el apartado de metodología. En las entregas 




M 1 Captura entorno en un modelo 3d texturizado 
M 2 Creación hologramas referenciados al modelo del entorno 
M 3 Desarrollo compartición remota Hololens 
M 3.1 Sincronización y visualización modelo entorno 
M 3.2 Sincronización posición usuario respecto al entorno 
M 3.3 Sincronización hologramas referenciados al entorno 
M 3.4 Chat de voz 
M 4 Desarrollo compartición local Hololens 
M 4.1 Sincronización World Anchors 
M 4.2 Sincronización hologramas referenciados a las World Anchors 






Tabla 7: Milestones (Elaboración propia) 
  
Las Milestones que hemos definido están relacionadas directamente tanto a las tareas como a 
los objetivos de proyecto. Podemos destacar que M1 es el reto más importante i difícil de nuestro 
proyecto ya que es algo hasta el momento totalmente nuevo. También tenemos M2 como una 
de las milestones del desarrollo de la parte común, así como M3 y M4 con sus sub milestones 
referidas a la parte remota y local respectivamente. Por último, M5 hace referencia a las pruebas 
que deseamos hacer al final del proyecto de este en entornos reales ya que consideramos que 
el éxito del mismo depende en gran parte de su perfecto funcionamiento en todos los medios. 
 
5.3.3 Diagramas de Gantt 
 
 
Ilustración 6 Gantt 1 (Fases 1,2 y3) (Elaboración propia) 
 
 







6. Estudio de viabilidad  
 
La identificación de los costes del proyecto está fuertemente relacionada con los recursos que 
necesitamos para realizarlo. Por este motivo tendremos en cuenta los recursos de hardware, 
software y humanos mencionados en el apartado anterior y nos basaremos en ellos para realizar 
los cálculos del coste del proyecto. 
 
Basados en estos cálculos determinaremos si el proyecto tiene un coste acorde a su magnitud. 
Para ellos tendremos en cuenta los sueldos de los diferentes miembros del equipo, así como las 
horas de dedicación de cada uno de ellos en el proyecto, que en nuestro caso coinciden con las 
735 horas que dura el TFG. 
 
Para calcular los costes definiremos tres tipos de recursos: humanos, hardware, software y 
gastos generales.  
6.1 Recursos humanos 
 
La remuneración asociada a cada rol corresponde con el precio por hora que se establece como 
recomendación en contrato de prácticas por la FIB que se puede observar a continuación:  
 
Rol Horas Estimadas Remuneración (€/h) Coste (€) 
Jefe de proyecto 175 8 1400 
Diseñador 135 8 1080 
Programador 259 8 2072 
Tester 121 8 968 
Analista 45 8 360 
Total 735  5880 
Tabla 8 Recursos humanos (Elaboración propia) 
6.2 Recursos hardware 
 
Para los recursos hardware que utilizaremos cada uno de ellos tendrá su propia vida útil. 
Teniendo en cuenta la vida útil en años del producto aplicaremos la siguiente fórmula para 
calcular el coste de amortización: 
 























Apple iMac 27" 5K Retina Core 










Ordenador de sobremesa i5 a 










2 Hololens 2 * 3000 4 0,38 * 2 552,22 
Total    873,61 
Tabla 9 Coste recursos hardware (Elaboración propia) 
6.3 Recursos software 
 
Para los recursos software que utilizaremos cada uno de ellos tendrá su propia vida útil. Teniendo 
en cuenta la vida útil en años del producto aplicaremos la siguiente fórmula para calcular el coste 
de amortización:  
 
 Coste de amortización= Precio / (Años * (249 días * 8 horas/día)) (3984)  
 
En este caso al tratarse de software consideramos que el software de pago se renovará cada 2 
años para mantenernos actualizados. Después este coste de amortización lo multiplicaremos por 
735 horas para obtener el coste estimado. 
 
 
Software Precio (€) Coste 
amortización 
(€/h) 
Coste estimado (€) 
Windows 10 Profesional 279,00 0,07 51,5 






Visual Studio 2015 professional 400 0,1 73,79 
Microsoft Office Word 2016 
Microsoft Office PowerPoint 2016 
200 0,05 36.90 
Microsoft Office Projects 2016 0 0 0 
Google Drive 0 0 0 
Jira 0 0 0 
Bitbucket 0 0 0 
Unity Collab 0 0 0 
Correo electrónico 0 0 0 
Adobe Reader XI 0 0 0 
Total   162.19 
Tabla 10 Coste Recursos Software (Elaboración propia) 
6.4 Gastos generales 
 
Para realizar este proyecto utilizaremos principalmente el Mac y las Hololens que deberemos 
cargar una vez cada dos días aproximadamente. Estos dos dispositivos son los que 
principalmente consumen red eléctrica. 
 
Para trabajar también necesitaremos una conexión a internet de fibra óptica para poder navegar 
con facilidad e intercambiar recursos. 
  
Por último, necesitaremos desplazarnos a la empresa utilizando metro, una T-Jove de una zona. 
Como el proyecto dura más de tres meses necesitaremos dos para todo el proyecto. 
 










Conexión Internet 35 €/mes  6 meses 210 
Desplazamientos 119 €/tarjeta 2 tarjetas 238 
Total   484,72 






6.5 Imprevistos y plan contingencia 
Este proyecto tiene definida las fechas de inicio y fin y estas son definitivas e inamovibles aun 
así durante la planificación consideramos dejar un margen de 20 días entre la finalización del 
proyecto y la entrega del mismo. Estos 20 días están reservados para poder completar el 
proyecto si surge un imprevisto durante el mismo. En este caso para tener en cuenta el posible 
coste de alargar el proyecto estos días asumimos que el proyecto se puede alargar con un riesgo 
del 35% y que el coste de cada día fuera de planificación es el coste medio de un día de proyecto 
por el número de días que se alarga este. 
 
Coste por día no previsto = 0.35 riesgo * (coste total del proyecto/ (735 horas de proyecto / 8h 
diarias) = 0.35 *(7400.52/120) * 16 días laborables = 345,36. 
 
También necesitamos tener una medida de contingencia para ello destinamos un 9% sobre el 
coste total del proyecto. 
6.7 Coste total 
 
Recurso Coste estimado (€) 
Recursos Humanos 5880 
Recursos Hardware 873,61 
Recursos Software 162,19 
Gastos Generales 484,72 
Imprevistos 345,36 
Coste Parcial 7745,87 
Contingencias +9% 
Coste Total 8692,99 
Tabla 12 Coste total (Elaboración propia) 
6.8 Control de gestión 
Durante el proyecto para poder tener un control del coste real del proyecto para cada tarea que 
realizaremos comparamos el coste real con el estimado, así como el uso real de los recursos 
comparado con el uso estimado con el fin de poder calcular la desviación del proyecto. 
Estas desviaciones se calcularán de la manera siguiente: 
 








● Desviación coste recurso= (coste estimado por hora - coste real por hora) * número de 
horas reales. 
● Desviación total = desviación de cada tarea + desviación de coste recursos. 
 
Con esta desviación total podremos en futuros proyectos estimar mejor el coste real de horas y 







7. Especificación de requisitos 
7.1 Propiedades e hipótesis de dominio 
 
Para poder desarrollar este proyecto, se ha considerado necesario definir una serie de hipótesis, 
propiedades y expectativas sobre el uso del sistema. 
 
Hipótesis del dominio 
● Acceso a internet: Los usuarios tienen acceso a una conexión de Internet suficiente para 
poder utilizar la aplicación. 
 
Expectativas 
● Uso del sistema: Los usuarios utilizarán el sistema para la finalidad que ha sido creado 
sin hacer un mal uso o emprendiendo acciones maliciosas para romper la integridad del 
sistema. 
● Escaneo del entorno: Los usuarios que escanean el entorno lo harán hasta que la 
fidelidad de éste sea suficiente para poder trabajar con él en el contexto de uso del 
framework 
● Correcta texturización: Los usuarios tendrán en cuenta a la hora de realizar las fotos el 
efecto de la misma sobre la calidad del entorno dependiendo de su perspectiva y el detalle 
que deseen. 
 
Así mismo definiremos dos actores en nuestro sistema: 
● Actor Hololens: Actor con un dispositivo hololens que puede exportar datos del entorno y 
anclas cosa que no podría hacer si no estuviera en esta plataforma. 
 
● Actor Mixto: Actor que puede encontrarse en cualquier dispositivo y puede realizar todo 
tipo de acciones que no dependen de la plataforma donde se encuentra, 
7.2 Restricciones 
 
Para poder usar nuestro sistema necesitamos definir las siguientes restricciones que se aplicarán 
a todos los casos de uso: 
 
● Tanto Sharing Service como la API han de estar en funcionamiento antes de poder 
realizar cualquier caso de uso de los que se exponen a continuación.  
 
● El tiempo de respuesta en la subida de elementos como es el entorno o las fotos 
dependerá de la estrategia utilizado para hacer la misma, así como el ancho del que se 







● Se ha de definir la dirección IP de los dos servidores antes de realizar cualquier caso de 
uso de otra manera siempre obtendremos un 404. 
7.3. Requisitos funcionales 
 
En este apartado se especifican los requisitos de nuestro framework, definiremos todo lo que el 
sistema ha de ser capaz de hacer. 
 
7.3.1. Diagrama de casos de uso  
 
Para facilitar la identificación de los casos de uso de nuestro framework hemos decidido dividirlos 
en tres partes: 
 
- Casos de uso correspondientes a la parte común 
- Casos de uso correspondientes a la parte remota 
- Casos de uso correspondientes a la parte local 
 
Dividiendo el problema en tres partes nos será mucho más fácil poder identificar los casos de 
uso de cada una de las partes.  
 
 






















7.3.2. Descripción de los casos de uso 
 
En esta sección se describen los casos de uso uno por uno siguiendo la plantilla que presentamos 
a continuación: 
 
ID ID del caso de uso 
Nombre Nombre del caso de uso 
Precondición Que se ha de cumplir para poder realizar este 
caso de uso 
Actores Principales Actores implicados en el caso de uso 
Activador Condición que produce la ejecución del caso 
de uso 
Escenario principal 
Comportamiento habitual del caso de uso 
Excepciones 
Comportamiento alternativo del caso de uso 
Tabla 13 Plantilla Casos de uso 
 
7.3.3 Casos de uso Framework parte común 
 
En esta sección se describen los casos de uso específicos de la parte común del framework que 
también podrán ser activados desde la parte local y remota: 
 
ID CU00AX1 
Nombre Añadir ancla al espacio 
Precondición Ha de tener un espacio asignado y la función 
de callback no puede ser nula 
Actores Principales Actor Hololens 







1. El actor indica qué objeto quiere anclar en la sesión actual y el callback para ser notificado 
del resultado de la operación 
2. Se añade un ancla al objeto que el actor ha proporcionado 
3. Se serializa el ancla añadida 
4. Se envía el ancla serializada al servidor 
5. Se llama el callback conforme se ha añadido correctamente. 
Excepciones 
2. No se puede añadir un ancla al objeto actual o el espacio no existe 
2a. Se llama el callback indicando que no se ha podido añadir correctamente. 
3. No se ha podido completar la socialización del ancla. 
3a. Volvemos al punto 3 si es la primera vez que sucede otramente 3b 
3b. Se llama el callback indicando que no se ha podido añadir correctamente. 
4. No se ha podido subir el ancla al servidor 
4a. Se llama el callback indicando que no se ha podido añadir correctamente. 
Tabla 14 Caso de uso: Añadir ancla 
 
ID CU00AX2 
Nombre Registrarse a los cambios de ancla 
Precondición Ha de tener una sesión asignada y ha de ser 
un dispositivo de realidad mixta. La llamada 
pasada como parámetro ha de tener el 
formato correcto. 
Actores Principales Actor Hololens 
Activador Se quieren recibir llamadas cuando el ancla 
sobre el objeto indicado ha cambiado en el 
espacio actual 
Escenario principal 
1.El actor indica que objeto y que llamada se ha de realizar cuando el ancla cambia en la 
sesión. 
2. Se añade la llamada a la lista de acciones suscritas a el cambio de ancla. 
3. Se hace la petición al servidor de el ancla de la sesión. 
4. Se deserializa el ancla recibida 






6. Se realizan las llamadas en la lista de acciones suscritas. 
7. Se entra en una fase de reposo de 250 segundos y se vuelve al paso 3  
 
Excepciones 
3.1 No existen llamadas en la lista o no hay un espacio asignado. 
3.1.a Se pasa al paso 7. 
3.2 No se ha podido descargar el ancla 
3.2.a Se pasa al paso 7 
4. No se ha podido deserializar el ancla recibida 
4a. Se pasa al paso 7 
5. No se ha podido anclar el objeto 
5a. Se pasa al paso 7 
Tabla 15 Caso de uso: Registrarse Cambios Ancla 
ID CU00AX3 
Nombre De-registrarse a los cambios de ancla 
Precondición Estar registrado a los cambios del ancla 
Actores Principales Actor Hololens 
Activador Se quieren parar de recibir llamadas cuando el 
ancla cambie en la sesión actual. 
Escenario principal 
1. El actor indica que llamada quiere de-registrar 
2. Se quita de la lista la llamada indicada 
Excepciones 
2. No está registrada la llamada actual 
2a. Se acaba el caso de uso 
Tabla 16  Caso de uso: De-registrase de cambios Ancla 
 
ID CU00SP1 
Nombre Lista de espacios 
Precondición La función de callback no puede ser Nula 






Activador Se quiere obtener una lista de todos los 
espacios almacenados en el servidor 
Escenario principal 
1. El actor indica que quiere una lista de los espacios y la función que se ha de llamar cuando 
los datos estén disponibles. 
2. Se hace la petición de las sesiones al servidor 
3. Se ejecuta la función de callback con la lista de espacios 
Excepciones 
3 El servidor no devuelve datos o no está disponible. 
3a Se acaba el caso de uso y se realiza el callback con una lista vacía. 
Tabla 17 Caso de uso: Lista Espacios 
 
ID CU00SP2 
Nombre Asignar espacio local 
Precondición - 
Actores Principales Actor mixto 
Activador Se quiere asignar el espacio sobre el que se 
harán peticiones 
Escenario principal 
1. Se hace la petición y se establece el valor del espacio actual al proporcionado por el usuario 
Excepciones 
 
Tabla 18 Caso de uso: Asignar espacio local 
 
ID CU00SP3 
Nombre Crear un espacio 
Precondición La función de callback no puede ser Nula 






Activador Querer crear una sesión de compartición 
Escenario principal 
1. Se quiere crear un espacio en el servidor  
2. Se hace la petición al servidor para crear un espacio con una id de espacio 
3. Se llama el callback con el nombre del espacio creado y un booleano que indica que el 
espacio se ha creado 
Excepciones 
2 El servidor falla o no ofrece una respuesta válida 
2a Se ejecuta el callback con un string vacío como nombre del espacio y el booleano creado a 
falso 




Nombre Espacio de la sesión 
Precondición La función de callback no puede ser Nula y el 
usuario ha de estar en una sesión 
Actores Principales Actor mixto 
Activador Querer obtener el espacio de la sesión actual 
Escenario principal 
1. Se hace la petición con una función de callback 
2. Se realiza la petición del servidor  
3. Se asigna el espacio de la sesión como espacio local 
Excepciones 
2 No se ha podido obtener respuesta del servidor o no existe ninguna sesión 
2a se cancela el caso de uso 









Nombre Asignar espacio a la sesión 
Precondición La función de callback no puede ser Nula la id 
del espacio no puede ser Nula y el usuario ha 
de estar en una sesión 
Actores Principales  
Activador Querer asignar el espacio como espacio de la 
sesión 
Escenario principal 
1. Se quiere asignar un espacio como espacio de la sesión  
2. Se hace la petición al servidor para asignar el espacio a la sesión actual 
3. Se llama el callback con el nombre del espacio asignado y un booleano a cierto 
Excepciones 
2 El servidor falla o no ofrece una respuesta válida 
2a Se ejecuta el callback con un el nombre del espacio y el booleano de asignado a falso 
Tabla 21 Caso de uso: Asignar espacio a la sesión 
ID CU00SP6 
Nombre Crear y asignar espacio 
Precondición Ha de existir la sesión a la que se quiere 
asignar el espacio y el callback no puede ser 
Nulo 
Actores Principales Actor mixto 
Activador Querer crear un espacio y asignarla a una 
sesión  
Escenario principal 
1. Se quiere crear y asignar el espacio creado a la sesión actual 
2. Se llama a el caso de uso “Crear un espacio” con un callback predefinido a la vez que 
almacenamos el callback pasado por el usuario, 







2. El caso de uso devuelve un string de espacio vacío 
2a Se llama al callback del usuario con el string vacío y el booleano a falso. 
Tabla 22 Caso de uso: Crear y asignar espacio 
 
ID CU00SS1 
Nombre Instanciar un objeto compartido 
Precondición Ha de estar conectado a una sesión de 
Sharing Service 
Actores Principales  
Activador Querer instanciar un objeto compartido 
Escenario principal 
1. Se quiere instanciar un objeto compartido y se indica el tipo de objeto y sus características 
de posición rotación y escala. 
2. Se construye el objeto mediante los parámetros del usuario y se realiza la petición a 
Holotoolkit. 
3. Se devuelve el objeto compartido creado. 
Excepciones 
2. El tipo de objeto indicado no es válido 
2a Se acaba el caso de uso 
Tabla 23 Caso de uso: Instanciar objeto compartido 
ID CU00SS2 
Nombre Eliminar un objeto compartido 
Precondición Ha de estar conectado a una sesión de 
sharing Service y el objeto pasado debe de ser 
un objeto compartido 
Actores Principales Actor mixto 
Activador Querer eliminar un objeto compartido 
Escenario principal 
1.Se obtiene el objeto compartido a partir del GameObject proporcionado por el usuario 







1. El objeto no existe o no es un objeto compartido 
1a Se acaba el caso de uso  
Tabla 24 Caso de uso: Eliminar objeto compartido 
 
ID CU00PI01 
Nombre Lista elementos persistentes 
Precondición El usuario se ha de encontrar en una sesión y 
ha de tener asignado un espacio. El callback 
no puede ser nulo. 
Actores Principales Actor mixto 
Activador Se quiere obtener una lista de elementos 
persistentes del tipo T 
Escenario principal 
1. Se quiere obtener una lista de elementos persistentes tipo T y se proporciona una función 
de callback. 
2. Se hace la petición al servidor sobre el espacio asignado de los objetos persistentes de tipo 
T. 
3. Se ejecuta el callback con una lista de strings con las ids de los objetos persistentes de tipo 
T. 
Excepciones 
2 La petición falla 
2a Se llama el callback con una lista vacía. 
Tabla 25 Caso de uso: Lista elementos persistentes 
ID CU00PI02 
Nombre Añadir un objeto persistente 
Precondición El usuario se ha de encontrar en una sesión y 
ha de tener asignado un espacio. El objeto de 
tipo T ha de poder ser serializado por ES2 y 
heredar de PeristentItem. 






Activador Se quiere añadir un objeto persistente al 
espacio actual 
Escenario principal 
1. Se indica que se quiere añadir un objeto persistente y se pasa el mismo. 
2. Se serializa el objeto pasado por el usuario. 
3. Se envía al servidor el objeto persistente en el espacio actual 
Excepciones 
2. No se puede serializar el objeto enviado 
2a. Se acaba el caso de uso 
3. No se puede añadir en el servidor o ha ocurrido un error en el proceso. 
3a. Se acaba el caso de uso 
Tabla 26 Caso de uso: Añadir objeto persistente 
 
ID CU00PI03 
Nombre Cargar objeto persistente  
Precondición El usuario se ha de encontrar en una sesión y 
ha de tener asignado un espacio. El tipo 
pasado a la función es el mismo que el del 
objeto que se va a cargar y el callback no es 
Nulo. 
Actores Principales Actor mixto 
Activador Querer cargar el objeto persistente con la ID 
correspondiente. 
Escenario principal 
1. Se proporciona una id des objeto, así como el tipo T del mismo y el callback al que llamar 
cuando el objeto haya sido cargado. 
2. Se hace la petición al servidor. 
3. Se deserializa el objeto. 
4. Se ejecuta el callback con el objeto deserializado. 
Excepciones 
2 Falla la conexión con el servidor o se ha producido un error. 
2a Se ejecuta el callback con un objeto nulo. 






3a. Se ejecuta el callback con un objeto nulo. 
Tabla 27 Caso de uso: Cargar objeto persistente 
 
ID CU00PI04 
Nombre Eliminar objeto persistente 
Precondición El usuario se ha de encontrar en una sesión y 
ha de tener asignado un espacio.  
Actores Principales Actor mixto 
Activador Querer eliminar un objeto persistente 
Escenario principal 
1. Se indica la id del objeto a eliminar. 
2. Se hace la petición de eliminar el objeto persistente del espacio actual. 
Excepciones 
2. Error realizando la petición 
2a. Se acaba el caso de uso 
Tabla 28 Caso de uso: Eliminar objeto persistente 
 
ID CU00SS01 
Nombre Crear sharing session 
Precondición - 
Actores Principales Actor mixto 
Activador Se quiere crear una Sharing Session 
Escenario principal 
1. Se solicita crear la Sharing Session con la id requerida y el callback al que llamar cuando 
esta haya sido creada. 
2. Se añade a la cola de peticiones Sharing Service con el tipo de petición y el callback del 
mismo. 
3. En cada update si la petición anterior se ha procesado se obtiene una nueva de la cola y se 
marca que hay una petición en progreso. 






5. Se ejecuta el callback con los parámetros correspondientes a la petición. 
Excepciones 
4 La petición falla 
4a. Si el número de intentos es menor que el threshold se volverá a intentar en el siguiente 
update. 
4b Si el número de intentos supera el threshold se ejecuta el callback con la información de 
petición errónea 
Tabla 29 Caso de uso: Crear Sharing session 
 
ID CU00SS02 
Nombre Crear o unirse a una Sharing Session 
Precondición - 
Actores Principales Actor mixto 
Activador Se quiere unir i en el caso necesario crear una 
Sharing Session 
Escenario principal 
1. Se solicita crear la Sharing Session con la id requerida y el callback al que llamar cuando 
esta haya sido creada. 
2. Se añade a la cola de peticiones Sharing Service con el tipo de petición y el callback del 
mismo. 
3. En cada update si la petición anterior se ha procesado se obtiene una nueva de la cola y se 
marca que hay una petición en progreso. 
4. Se realiza la petición necesaria al Holotoolkit. 
5. Se ejecuta el callback con los parámetros correspondientes a la petición. 
Excepciones 
4 La petición falla 
4a. Si el número de intentos es menor que el threshold se volverá a intentar en el siguiente 
update. 
4b Si el número de intentos supera el threshold se ejecuta el callback con la información de 
petición errónea 











Nombre Unirse a una Sharing Session 
Precondición Ha de existir la sesión a las que nos queremos 
unir 
Actores Principales Actor mixto 
Activador Se quiere unir a una Sharing Session 
Escenario principal 
1. Se solicita crear la Sharing Session con la id requerida y el callback al que llamar cuando 
nos hayamos unido a ella. 
2. Se añade a la cola de peticiones Sharing Service con el tipo de petición y el callback del 
mismo. 
3. En cada update si la petición anterior se ha procesado se obtiene una nueva de la cola y se 
marca que hay una petición en progreso. 
4. Se realiza la petición necesaria al Holotoolkit. 
5. Se ejecuta el callback con los parámetros correspondientes a la petición. 
Excepciones 
4. La petición falla 
4a. Si el número de intentos es menor que el threshold se volverá a intentar en el siguiente 
update. 
4b Si el número de intentos supera el threshold se ejecuta el callback con la información de 
petición errónea 




Nombre Obtener todas las Sharing Sessions 
Precondición - 
Actores Principales Actor mixto 








1. Se solicita al sharing Service todas las sesiones 
2. Se devuelve una lista con la id de todas las sesiones 
Excepciones 
1.Sharing Service falla 
1a Se devuelve una lista vacía 
Tabla 32 Caso de uso: Obtener Sharing Sessions 
 
ID CU00AJ01 
Nombre Auto join Session 
Precondición El callback no puede ser nulo 
Actores Principales Actor mixto 
Activador Se quiere entrar en una sesión y unirse a la 
Sharing Session correspondiente 
Escenario principal 
1. Se ejecuta el caso de uso Unirse a Sesión con el parámetro local o global dependiendo de 
si usamos la versión remota o local y con el callback correspondiente, así como el nombre de 
sesión. 
2. Se ejecuta el caso de uso Unirse y crear una Sharing Session. 
3. Se ejecuta el callback con el nombre de la sharing Session y la información asociada a ella. 
Excepciones 
1 No se completa el caso de uso 
1a Se ejecuta e callback con un string nulo y los booleanos de creado y unido a falso 
2 No se completa el caso de uso 
2a Se ejecuta e callback con un string con el nombre de la Sharing Service y los booleanos de 







7.3.4 Casos de uso Framework parte remota 




Nombre Crear sesión remota 
Precondición El callback no puede ser nulo 
Actores Principales Actor mixto 
Activador Se quiere crear una sesión remota sin unirse 
a ella 
Escenario principal 
1. Se solicita unirse a una sesión con el id indicado y el callback al completar esta acción. 
2. Se realiza la petición al servidor de creación de la sesión. 
3. Se devuelve en el callback el nombre de la Sharing Session asignada a la sesión. 
Excepciones 
2. El servidor falla o no se puede crear la sesión. 
2a Se devuelve en el callback un string vacío indicando que no se ha podido crear esta. 
Tabla 33 Caso de uso: Crear sesión remota 
 
ID CU00SE02 
Nombre Unirse a una sesión 
Precondición El callback no puede ser nulo 
Actores Principales Actor mixto 
Activador Se quiere unirse a una sesión remota y si no 
existe crearla y unirse 
Escenario principal 
1. Se solicita unirse a una sesión con el id indicado y el callback al completar esta acción. 
2. Se realiza la petición al servidor de creación de la sesión. 







2. El servidor falla o no se puede crear la sesión. 
2a Se devuelve en el callback un string vacío indicando que no se ha podido unirse a esta. 
Tabla 34 Caso de uso: Unirse a una sesión 
ID CU00SE03 
Nombre Todas las sesiones 
Precondición El callback no puede ser nulo 
Actores Principales Actor mixto 
Activador Se quiere obtener una lista de todas las 
sesiones remotas disponibles 
Escenario principal 
1. Se solicita un listado de todas las sesiones remotas. 
2. Se solicita al servidor la lista de todas las sesiones remotas. 
3. Se ejecuta el callback con la lista de sesiones devuelta por el servidor. 
Excepciones 
2. El servidor falla o no se puede crear la sesión. 
2a Se devuelve en el callback una lista nula para indicar que ha sido un error 
Tabla 35 Caso de uso: Obtener todas las sesiones 
 
ID CU00EX01 
Nombre Guardar Entorno 
Precondición El callback no puede ser nulo. 
Actores Principales Actor Hololens 
Activador Se quiere generar los datos de textura del 
entorno y guardarlos localmente para más 
tarde exportarlos. 
Escenario principal 
1. Se solicita guardar el entorno 
2. El sistema serializa y guarda los diferentes elementos para poder reconstruir el entorno. 












Nombre Foto del entorno 
Precondición - 
Actores Principales Actor Hololens 
Activador Se quiere tomar una foto para componer el 
entorno 
Escenario principal 
1. Se quiere tomar una foto para texturizar el entorno. 
2. El sistema toma la foto y guarda los valores de la cámara necesarios. 
Excepciones 
2. No se ha podido realizar la foto 
2a Se acaba el caso de uso 
Tabla 37 Caso de uso: Foto entorno 
 
ID CU00EX03 
Nombre Enviar texturas 
Precondición Se ha de tener un espacio asignado y el 
callback pasado no puede ser Nulo. 
Actores Principales Actor Hololens 
Activador Se quiere enviar al servidor los datos de la 
textura a el espacio actual 
Escenario principal 






2. El sistema sube al servidor los archivos correspondientes a textura. 
3. Se ejecuta el callback pasado por el usuario con el booleano completado a cierto. 
Excepciones 
2. No se ha podido enviar los datos al servidor 
2a Se ejecuta el callback pasado por el usuario con el booleano completado a falso. 
Tabla 38 Caso de uso: Enviar texturas 
 
ID CU00EX04 
Nombre Exportar texturas 
Precondición Se ha de tener un espacio asignado y el 
callback del usuario no puede ser nulo. 
Actores Principales Actor Hololens 
Activador Se quiere exportar el entorno en al espacio 
actual 
Escenario principal 
1. Se quiere actualizar los datos de la textura del espacio en el servidor. 
2. Se guardan los datos mediante el caso de uso” Guardar Entorno”. 
3. Se envían las texturas al servidor mediante el caso de uso “Enviar Texturas” 
4. Se ejecuta el callback indicando que se ha completado la exportación. 
Excepciones 
2. No se ha completado el caso de uso  
2a Se ejecuta el callback indicando que no se ha completado la exportación. 
3. No se ha completado el caso de uso 
3a Se ejecuta el callback indicando que no se ha completado la exportación. 
Tabla 39 Caso de uso: Exportar Texturas 
 
ID CU00EX05 
Nombre Exportar mesh 
Precondición Se ha de tener un espacio asignado y el 
callback del usuario no puede ser nulo. 






Activador Se quiere exportar una mesh del entorno 
Escenario principal 
1. Se quiere enviar una mesh al servidor que forma parte del espacio. 
2. El sistema serializa la mesh y se envía al servidor. 
3. Se ejecuta el callback con la mesh sin serializar. 
Excepciones 
2. No se ha completado la serialización o el envío al servidor. 
2a Se ejecuta el callback indicando que no se ha completado la exportación de la mesh.  
Tabla 40 Caso de uso: Exportar mesh 
ID CU00GEX01 
Nombre Exportar fotografía 
Precondición Se ha de tener un espacio asignado y el 
callback del usuario no puede ser nulo. 
Actores Principales Actor Hololens 
Activador Se quiere exportar una foto relacionada con el 
entorno 
Escenario principal 
1. Se quiere enviar una foto al servidor asignado está a un espacio. 
2. El sistema envía la foto al servidor 
3. Se ejecuta el callback con la id de la imagen enviada al servidor 
Excepciones 
2. No se ha completado el envío al servidor. 
2a Se ejecuta el callback indicando que no se ha completado la exportación de la imagen.  
Tabla 41 Caso de uso: Exportar fotografía 
 
ID CU00GEX01 
Nombre Importar fotografía 
Precondición Se ha de tener un espacio asignado y el 






Actores Principales Actor mixto 
Activador Se quiere importar una foto del entorno 
Escenario principal 
1. Se quiere importar una imagen del entorno. 
2. El sistema hace la petición de la foto correspondiente 
3. Se ejecuta el callback con la foto recibida del servidor 
Excepciones 
2. Error en la petición de la foto 
2a Se ejecuta el callback indicando que no se ha completado la importación de la foto. 




Nombre Lista fotografías 
Precondición Se ha de tener un espacio asignado y el 
callback del usuario no puede ser nulo. 
Actores Principales Actor mixto 
Activador Se quiere obtener una lista de las ids de las 
fotos asociadas al espacio. 
Escenario principal 
1. Se quiere obtener una lista de las fotos del espacio. 
2. Se realiza la petición al servidor. 
3. Se ejecuta el callback con la lista de ids de las imágenes. 
Excepciones 
2. No se ha completado la serialización o el envío al servidor. 
2a Se ejecuta el callback indicando que no se ha completado devolviendo una lista nula.  








7.3.5 Casos de uso Framework parte local 
 
En esta sección se describen los casos de uso específicos de la parte remota del framework 
 
ID CU00SE01 
Nombre Crear sesión local 
Precondición El callback no puede ser nulo 
Actores Principales Actor mixto 
Activador Se quiere crear una sesión local s 
Escenario principal 
1. Se solicita unirse a una sesión con el id indicado y el callback al completar esta acción. 
2. Se realiza la petición al servidor de creación de la sesión. 
3. Se devuelve en el callback el nombre de la Sharing Session asignada a la sesión. 
Excepciones 
2. El servidor falla o no se puede crear la sesión. 
2a Se devuelve en el callback un string vacío indicando que no se ha podido crear esta. 
Tabla 44 Caso de uso: Crear Sesión local 
ID CU00SE02 
Nombre Unirse a una sesión 
Precondición El callback no puede ser nulo 
Actores Principales Actor mixto 
Activador Se quiere unirse a una sesión remota y si no 
existe crearla y unirse 
Escenario principal 
1. Se solicita unirse a una sesión con el id indicado y el callback al completar esta acción. 
2. Se realiza la petición al servidor de creación de la sesión. 
3. Se devuelve en el callback el nombre de la Sharing Session asignada a la sesión. 
Excepciones 






2a Se devuelve en el callback un string vacío indicando que no se ha podido unirse a esta. 
Tabla 45 Caso de uso: Unirse sesión local 
 
ID CU00SE03 
Nombre Todas las sesiones 
Precondición El callback no puede ser nulo 
Actores Principales  
Activador Se quiere obtener una lista de todas las 
sesiones locales disponibles. 
Escenario principal 
1. Se solicita un listado de todas las sesiones locales. 
2. Se solicita al servidor la lista de todas las sesiones remotas. 
3. Se ejecuta el callback con la lista de sesiones devuelta por el servidor. 
Excepciones 
2. El servidor falla o no se puede crear la sesión. 
2a Se devuelve en el callback una lista nula para indicar que ha sido un error 








9.3.6 Requisitos y casos de uso de la API 
 
En el caso de nuestra API primero definiremos los requisitos que ha de satisfacer para poder 
determinar los casos de uso del mismo. Estos casos de uso no se detallarán ya que aporta mucho 
más mostrar el contrato de cada caso de uso, estos están comprendidos en la sección contratos 
API. Basándonos en los casos de uso de nuestro sistema consideramos los siguientes requisitos: 
 
● El servidor ha de permitir crear, unirse, dejar y cerrar sesiones que tengan una sesión de 
Sharing Service única asociada a ellas para permitir a los usuarios en ella comunicarse. 
 
● El servidor ha de permitir crear, eliminar y asociar espacios con las diferentes sesiones, 
así como obtener el espacio asociado a una sesión concreta. 
 
● El servidor ha de permitir asociar a un espacio un ancla para poder localizar físicamente 
el mismo. 
 
● El servidor ha de permitir almacenar datos del espacio asociados al mismo como son las 
meshs, los datos de la textura e imágenes de la misma. 
 
● El servidor ha de permitir almacenar fotografías asociadas a un espacio 
 
● El servidor ha de permitir almacenar elementos persistentes asociados a un espacio 
 
Una vez definidos los requisitos de nuestro servidor podemos obtener los casos de uso del 
mismo, que se mostrarán en tres partes para facilitar su comprensión: 
 








La primera parte consta con todos los casos de uso referente a las sesiones: 
 
 









La segunda parte consta con todos los casos de uso referentes a la exportación del entorno: 
 







La tercera y última parte consta de todos los casos de uso referentes a la importación del entorno: 
 
 








Como hemos mencionado anteriormente el detalle de los mismos está en forma de contratos en 
la sección contratos API. 
 
7.3.7 Requisitos aplicación prueba en entornos reales. 
 
Para poder testear nuestro framework en un entorno real hemos desarrollado una aplicación que 
lo utiliza como base y proporciona una interfaz gráfica, así como poder comprobar el 
comportamiento del mismo en un entorno real. Esta aplicación tiene dos partes la parte del editor 
y la parte de hololens. En este apartado no detallaremos los casos de uso de las dos partes de 
las aplicaciones ya que coinciden mayormente con los del framework siendo el activador un 
elemento de la misma. Aun así, sí que definiremos el esquema de casos de uso de las dos 
aplicaciones ya que con estas han surgido nuevas necesidades que no forman parte del 
framework, pero se han implementado.  
 
Primero definiremos los requisitos y casos de uso concretos de la aplicación de HoloLens 
 
● Poder unirnos a un espacio existente. 
● Poder crear un espacio y publicar los datos del mismo. 
● Poder realizar operaciones de actualización o destrucción sobre objetos persistentes del 
espacio. 
● Poder realizar operaciones de actualización o destrucción sobre objetos compartido. 
● Poder publicar imágenes referentes al espacio. 
 
Como podemos observar el caso de actualizar los objetos persistentes y objetos compartidos si 
están soportadas por el servidor, pero no contábamos con una manera fácil de poder 
modificarlos. Con esta necesidad decidimos crear las cajas contenedoras que nos permitan 

















Los requisitos de la aplicación de escritorio son los siguientes: 
 
● Ha de permitir unirse a una sesión. 
● Ha de permitir obtener espacio de la sesión y todos los datos del mismo. 
● Poder realizar operaciones de actualización o destrucción sobre objetos compartido. 
● Ha de permitir crear objetos persistentes, eliminarlos o modificarlos. 
● Ha de permitir crear objetos no persistentes, eliminarlos o modificarlos. 
● Ha de permitir acceder a las fotos de espacio. 
 
Anotar que en este caso para la modificación de los mismos se ha utilizado una librería externa 
que imita al editor de Unity 
 
 







7.4 Requisitos no funcionales 
Para describir los requisitos no funcionales utilizaremos la siguiente plantilla 
 
Requisito ID del requisito 
Descripción Descripción del requisito 
Justificación Justificación del requisito no funcional 
Condición de satisfacción Condición de satisfacción del requisito no 
funcional 
Tabla 47 Plantilla requisitos no funcionales 
7.4.1 Requisitos de capacidad 
 
Requisito RN01 
Descripción El sistema tendrá que ser escalable para 
atender solicitudes según la demanda. 
Justificación La capacidad del sistema dependerá de la 
aplicación que se quiera construir encima por 
lo tanto hemos de permitir adaptarnos a ella 
Condición de satisfacción La capacidad del sistema no se ve 
comprometida 
Tabla 48 RN01 
7.4.2 Requisitos de usabilidad y humanidad 
 
Requisito RN02 
Descripción El sistema deberá devolver siempre una 
respuesta informando de la resolución de la 
petición del usuario en un tiempo razonable. 
Justificación EL usuario del framework siempre espera 
una respuesta de cada llamada para conocer 






Condición de satisfacción Todas las llamadas síncronas devuelven un 
valor y las asíncronas devuelven la respuesta 
mediante un callback 
Tabla 49 RN02 
7.4.3 Requisitos de rendimiento 
 
Requisito RN03 
Descripción Los cambios efectuados en el sistema se 
almacenarán en menos de cinco segundos en 
condiciones normales. 
Justificación Los cambios que se soliciten no pueden tener 
un retraso importante ya que se trate de una 
aplicación de comunicación en vivo en 
muchos casos 
Condición de satisfacción Los cambios se verán reflejados en menos 
de 5 segundos. 
Tabla 50 RN03 




Descripción El proyecto y el sistema final son sostenibles. 
Justificación La realización de este trabajo debe tener un 
impacto positivo en el entorno 
(ambientalmente, socialmente y 
económicamente). 
Condición de satisfacción Las aplicaciones desarrolladas con el mismo 
han de cumplir este requisito. 







7.4.5. Requisitos de mantenimiento y soporte 
 
Requisito RN05 
Descripción El sistema debe ser flexible a futuros cambios 
y a la incorporación de nuevas 
funcionalidades. 
Justificación Se tienen que poder añadir nuevas funciones 
o modificar las actuales para mejorar el 
sistema. 
Condición de satisfacción El sistema dispone de documentación para 
administradores y desarrolladores con toda la 
información necesaria para facilitar el soporte 
del sistema. 
Tabla 52 RN05 
 
Requisito RN06 
Descripción El sistema debe ser flexibles a cambios en la 
API. 
Justificación Los contratos de la API pueden ser 
modificados por necesidad o pueden añadirse 
nuevos. 
Condición de satisfacción Se pueden cambiar las llamadas a la API 
desde el framework sin alterar las diferentes 
funciones que han sido expuestas al usuario 
para realizar las mismas. 




Descripción El sistema debe ser flexible a cambios en el 
módulo de compartición en tiempo real 
Justificación Actualmente se utiliza sharing Service que 
conocemos que no es portable a Android e 






quisiera portar a estos dispositivos 
Condición de satisfacción LA funcionalidad relacionada con Sharing 
Service está separada y es fácilmente 
modificable sin alterar las llamadas expuestas 
al usuario 
Tabla 54 RN07 
 
Requisito RN08 
Descripción El sistema debe ser flexible para poderse 
adaptar a la plataforma sobre la que se trabaje 
Justificación El sistema no ha de depender de la plataforma 
en la que se trabaje 
Condición de satisfacción Las funciones específicas de cada plataforma 
se encontrarán entre pragmas de compilación 
para permitir adaptarse a otras plataformas. 
Tabla 55 RN08 
7.4.6. Requisitos de seguridad 
 
Requisito . RN09 
Descripción El sistema estará protegido contra ataques 
informáticos como SQL Injection, DDoS, 
BruteForce, etc 
Justificación Los ataques informáticos ponen en riesgo el 
correcto funcionamiento del sistema por lo que 
se deben establecer medidas de seguridad 
para evitarlos. 
Condición de satisfacción El sistema no presentará trazas que indiquen 
la infección mientras se está efectuando un 
ataque. 







7.4.7. Requisitos culturales 
 
Requisito RN10 
Descripción El sistema utilizará el inglés y nombres 
concisos para definir sus funciones de forma 
clara y poder ser utilizado sin problemas. 
Justificación  
Condición de satisfacción  
Tabla 57 RN10 
7.5 Requisitos Legales 
7.5.1 Licencias 




Copyright (c) 2016 Microsoft Corporation 
 
Permission is hereby granted, free of charge, to any person obtaining a copy 
of this software and associated documentation files (the "Software"), to deal 
in the Software without restriction, including without limitation the rights 
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell 
copies of the Software, and to permit persons to whom the Software is 
furnished to do so, subject to the following conditions: 
 
The above copyright notice and this permission notice shall be included in 
all copies or substantial portions of the Software. 
 
 








Hemos de seguir e incorporar esta licencia ya que utilizamos Holotoolkit y este acoge esta 
licencia. 
 
Así mismo utilizamos también Gizmos in Runtime para la aplicación de desktop así que en ese 
caso conteo hemos de adoptar la licencia de Apache 2.0 que es la que mostramos a continuación: 
  
 
Ilustración 18 Condiciones Apache 2.0 (GitHub) 
 
 
Por lo que nos encontramos con una licencia muy parecida a la mostrada anteriormente y que 




En este proyecto hemos de tener en cuenta las siguientes leyes: 
● Ley de protección de datos: La presente Ley Orgánica tiene por objeto garantizar y 
proteger, en lo que concierne al tratamiento de los datos personales, las libertades 
públicas y los derechos fundamentales de las personas físicas, y especialmente de su 
honor e intimidad personal y familiar. Al almacenar fotografías para realizar la textura del 
entorno estas han de estar contempladas por esta ley, así como toda la información que 








8.1 Esquema conceptual 
 
 
Ilustración 19 Esquema conceptual 
8.1.1 Restricciones de clave externa 
● (Session - SessionId) 
● (User - UserId) 
● (Space - SpaceId)  
● (Image -  ImageId) 
● (Photo - PhotoId) 
● (Mesh - MeshId) 
● (TextureData - TextureId) 
● (PersistentItem - PersistentObjectId) 
8.1.2 Restricciones de integridad textuales 
● Una Mesh no puede existir si no existe un espacio. Esta está identificada por su Id y la Id 
del espacio al que está asociada. 
● Una Imagen no puede existir si no existe un espacio. Esta está identificada por su Id y la 
Id del espacio al que está asociada. 
● Una Foto no puede existir si no existe un espacio. Esta está identificada por su Id y la Id 
del espacio al que está asociada. 
● Un Elemento Persistente no puede existir si no existe un espacio. Esta está identificada 






● Un Dato De La Textura no puede existir si no existe un espacio. Esta está identificada por 
su Id y la Id del espacio al que está asociada. 
 
8.1.3 Descripción de las entidades 
Sesión: 
 
Representa una sesión de nuestro servidor a la que los usuarios se pueden conectar para poder 
obtener la Sharing Session y el espacio de la misma. 
 
Atributo Descripción 
SessionId Id de la sesión que sirve para poderla 
identificar. 
Remote Booleano que indica si la sesión es remota o 
local.  
SharingSession Id de la Sharing Session asociada a la sesión 
para que los usuarios puedan conectarse y 
compartir datos mediante ella. 
SpaceId Último Id del espacio que se ha asociado a la 
sesión. 




Representa un usuario en el sistema. 
 
Atributo Descripción 
UserId Id del usuario que nos sirve para poderlo 
identificar. 
State Estado del usuario donde se contiene su 
última sesión  











Representa un espacio físico real y en el lugar físico en el que se encuentra el ancla de este. 
 
Atributo Descripción 
SpaceId Id del espacio 
AnchorPath Fichero que contiene el ancla asociada a el 
espacio. 
Tabla 60 Atributo espacio (Elaboración propia) 
Imagen: 
 




ImageId Id de la imagen de la textura 
ImagePath Fichero de la imagen. 
Tabla 61 Atributo imagen (Elaboración propia) 
Foto: 
 




PhotoId Id de la foto 
PhotoPath Fichero de la foto 











Representa una mesh del espacio con su posición y rotaciones locales respecto al ancla del 
espacio al que se encuentra asociada. 
 
Atributo Descripción 
MeshId Id de la mesh 
File Fichero que almacena la mesh 
Posición Posición local en el eje X 
Rotación Rotación local en el eje Y 




Representa los datos de la textura necesarios para junto a las imágenes recrear la misma. 
 
Atributo Descripción 
TextureId Id de la textura 
SpaceId Id del espacio al que está asociada la textura 
CameraToWorld Fichero que contiene los datos de Camera to 
world 
ObjToWorld Fichero que contiene los datos de Object to 
world 
ProjectionMatrix Fichero que contiene los datos de Projection 
Matrix 
Path Fichero zip de los tres archivos juntos 










Representa un elemento persistente asociado a el espacio: 
 
Atributo Descripción 
PersistentItemId Id del elemento persistente 
ObjectFile Fichero que contiene el objeto persistente 
Type Tipo del objeto persistente 
Tabla 65 Atributo persistent item (Elaboración propia) 
8.2 Esquema de comportamiento 
En este apartado definiremos los esquemas de comportamientos de algunas operaciones 
específicas que representan cómo se comportan las operaciones similares a las mismas ya que 
poseen unas pre y post condiciones muy similares. 
 
En el primer bloque tenemos aquellas operaciones que no requieren de más que la IP del servidor 
y nos devuelven mediante un callback la respuesta cuando esta esté disponible. Notar que la 
función de callback será las más cambiante a lo largo de este bloque. Y se definirán durante el 
diseño los diferentes modelos de callbacks que se utilizan en el sistema. Este primer bloque 
constara de las operaciones de Crear Sesión y Obtener Lista de Sesiones. 
 
En el segundo bloque tendremos aquellas operaciones que requieren de tener asignado un 
espacio, o en el caso de que utilizáramos directamente el encapsulado de petición al servidor de 
conocer el mismo.  Para este bloque presentaremos las funciones de Exportar Mesh y de 
Suscribirse a cambios de Ancla. 
 
Por último, en el tercer bloque tendremos representadas aquellas operaciones que representan 
una llamada directa a la API y su esquema de comportamiento. Para este bloque 









8.2.1 Primer bloque 
Crear sesión: 
 
Ilustración 20 Esquema Cerrar Sesión (Elaboración propia) 
Context:        
FrameworkSFY: createSession (local: bool, sessionName: string, onSessionCreated: 
SessionDelegate) 
Pre:  
El usuario ha definido la IP de la API 
El campo SpaceId no está vacío. 
El callback onSessionCreated no es nulo 
Post: 




FrameworkSFY: onSessionJoined (created: bool, joined: bool, sharingServiceSession: 
string) 
Pre:  
El campo created no puede ser nulo 
El campo joined no puede ser nulo 
Post: 
Se indica mediante los booleanos created and joined si el usuario ha creado o se ha unido 
a la sesión o si ha realizado ambas. Si el usuario ha podido unirse o crear la sesión el 
campo SharingServiceSession contendrá la id de la sesión de sharing Service. En 









Obtener Lista de Sesiones: 
 
 
Ilustración 21 Esquema Obtener Lista de Sesiones (Elaboración propia) 
Context:        
FrameworkSFY: sessionList (local: bool, onListReady: SessionListDelegate) 
Pre:  
El usuario ha definido la IP de la API 
El callback onListReady no es nulo 
Post: 
Se llamará el callback onListReady cuando se haya obtenido la lista de sesiones. 
 
Context:  




Se devuelve en sessions las sesiones del tipo solicitado. El campo sessions puede estar 










8.2.2 Segundo bloque 
Suscribirse Cambios Ancla: 
 
 
Ilustración 22  Esquema Subscribirse Cambios Ancla (Elaboración propia) 




El usuario ha definido la IP de la API 
El usuario ha definido un espacio. 
La sesión tiene un espacio asignado. 
El campo anchoredObject es un GameObject no nulo 
El callback onAnchorChanged no es nulo 
Post: 
Se llamará el callback onAnchorChanged cuando se haya cambiado el ancla de la sesión 
sobre el objeto. Se fuerza a pedir el ancla del espacio en ese momento. 
 
Context:  
FrameworkSFY:onAnchorChanged  (anchorName: string, worldAnchor: WorldAnchor) 
Pre:  
El campo anchorName no puede ser nulo 
El campo worldanchor no puede ser nulo 
Post: 
El campo anchorName contiene el nombre de la nueva ancla de la sesión y worldAnchor 












Ilustración 23  Esquema Exportar Mesh (Elaboración propia) 
Context:        
FrameworkSFY:AddMeshToServer(id: string, mesh: MeshFilter,  onMeshAdded: 
onActionReady) 
Pre:  
El usuario ha definido la IP de la API 
El usuario ha definido un espacio 
El campo id no está vacío. 
El callback onMeshAdded no es nulo 
Post: 




FrameworkSFY:onMeshAdded (created: bool) 
Pre:  
El campo created no puede ser nulo 
Post: 








8.2.3 Tercer bloque 
Exportar Datos Textura: 
 
 
Ilustración 24  Esquema Exportar Datos Textura (Elaboración propia) 
Context:        
API:PostTextureData(spaceId:string, projectData : File, worldData: File, objectData: File, 
dictData : File) 
Pre:  
 El espacio existe 
 
Post: 
Se devuelve el número de ficheros actualizados en la operación, ya que solo se 












Ilustración 25 Esquema Obtener fotografía (Elaboración propia) 
Context:        
API:GetImage(spaceId : string, photoId:string) 
Pre:  
El espacio con spaceId existe 
La fotografía con photoId existe 
Post: 











El sistema estará estructurado según la arquitectura cliente servidor; de esta forma, se consigue 
cambiabilidad, reusabilidad y portabilidad del código de tanto cliente como servidor. Nuestra 
arquitectura para ser exactos al contener dos servidores es de la siguiente manera: 
 
 
Ilustración 26 Esquema arquitectura (Elaboración propia/) 
Esta arquitectura también nos permite separar el modelo de datos del cual se encargará el 
servidor del dominio que estará compartido entre servidor y cliente. Por último, de la presentación 










En nuestro caso concreto se utiliza como parte cliente la parte del framework residente 
en Unity quien activamente solicita datos o inicia la comunicación con el servidor (API) y 
espera a una respuesta del mismo. El cliente se puede comunicar con varios servidores 
al mismo tiempo. Notar que el cliente sí que posee una parte gráfica en la aplicación 
desarrollada para testeo en entornos reales. 
 
La ventaja principal es que no somos afectados por los cambios de implementación de la 
API si esta no cambia sus contratos explícitamente. Así como que no tenemos interacción 




En nuestro caso de Servidor actúan tanto la API como el Sharing Service por los cuales 
accederemos mediante llamadas.  
 
Una de las ventajas principales del servidor es que podemos cambiar nuestra 
implementación sin modificar los contratos y cumpliendo este requisito podemos tanto 
cambiar como escalar nuestros servidores sin comprometer a los clientes. También 
podemos llegar a crear nuevos contratos que sustituyan a los anteriores dejando los 
anteriores, de esta manera no comprometemos a los clientes que utilizan los contratos 
antiguos y podemos seguir actualizando nuestros servicios. 
 
 
A todo esto, hemos de tener en cuenta que Unity es un motor orientado a componentes por lo 
tanto hemos querido plasmar y aprovechar esto de una manera clara. Por este motivo a parte de 
las clases principales del Framework, que están diseñadas para utilizar la estrategia de 
programación orientada a objetos, hemos habilitado diferentes clases que nos permiten acceder 
a la funcionalidad pasando todos los datos en el mensaje y así las podemos utilizar como un 
componente del sistema.  
 
A la vez separar las llamadas al servidor de la propia clase del framework nos permiten aislar las 
mismas y darnos un extra de cambiabilidad sin comprometer a usuarios de nuestro framework 
de esta manera, sin las llamadas afectadas, mejorar o solucionar cualquier problema es más fácil 








9.2 Tecnología utilizada 
9.2.1 Unity y C# 
Para este proyecto hemos decidido que se realizará en Unity ya que nuestro target principal son 
Hololens y unity nos permite fácilmente portar entre plataformas el mismo. Si es cierto que otros 
motores nos ofrecen una portabilidad parecida a Unity no hay otro motor que tenga soporte 
similar a este. El soporte de Hololens para Unity vine por parte del Holotoolkit-Unity que nos 
proporciona un framework completo que nos permite cubrir desde el input hasta el Spatial 
Mapping y con el añadido que al ser de código abierto está en constante evolución. La alternativa 
a este por ejemplo podría ser utilizar JavaScript, pero como podemos ver en la siguiente imagen, 
ni se actualiza tan rápidamente ni tiene un soporte extenso por parte de la comunidad. 
  
 
Ilustración 27 Actividad HoloToolkit (GitHub) 
A esto hay que sumarle que el 91% de las aplicaciones desarrolladas para Hololens han sido 
desarrolladas en Unity. 
 
Junto a Unity hemos decidido utilizar C# ya que es un idioma en el que ya tenía experiencia 
previa y que también se utiliza en .Net. Holotoolkit a su vez está desarrollado íntegramente en 
c# y al utilizar el mismo lenguaje es mucho más fácil moverse por el entorno sin ter que cambiar 
de lenguaje cuando queremos modificar algo.  A esto hemos de sumarle el gran soporte de la 







Ilustración 28 Comparativa lenguajes Unity 
 
Esto junto a que para nuestro servidor hemos decidido hacerlo en Dot Net, como explicaremos 
más adelante, han sido las razones por las que hemos elegido C# sobre Boo o JavaScript. 
 
9.2.2 Sharing Service 
 
Cuando nos enfrentamos a poner en red nuestra aplicación con otros usuarios surgieron varias 
opciones como UNet, photon, servidor propio o Sharing Service. Al comenzar el proyecto la 
intención inicial era utilizar UNet ya que era la solución nativa de Unity, pero una vez en la fase 
de diseño nos dimos cuenta de que UNet carecía de algunas funcionalidades que photon o 
Sharing Service si ofrecían nativamente. Por este motivo descartamos UNet e hicimos una 
comparación entre lo que nos ofrecía Sharing Service y photon. Pese a photon ser mucho más 
completo nos ofrecía menos características nativas para el soporte de anchors y un soporte 
menos natural del que ofrece Sharing Service con las sesiones.  
 
A su vez Sharing Service nos ofrece nativamente la exportación de habitaciones (mesh del 
usuario) entre diferentes aplicaciones que, aunque esta fue descartada posteriormente fue una 
de las características nativas que nos hizo decantarnos por este. 
 
También mencionar que el servidor propio fue descartado por motivos puramente temporales, 









9.2.3 DotNet Core 
 
La necesidad de un servidor propio surgió con la necesidad de hacer persistir las meshs, fotos y 
anclas que el usuario enviaba para componer su espacio, así como las matrices que nos permite 
remapear las imágenes a textura otra vez en los diferentes clientes. Con la persistencia de la 
misma nos permite poder intentar más tarde cargar otra vez espacios o mejorarlos en un futuro 
a la vez que hacia el conjunto más escalable. Este no debería tener ningún tipo de interfaz web 
ya que no es necesario por lo tanto definimos la necesidad de una API. 
 
Una vez definida la necesidad de una API para esto se valoraron las opciones de NodeJs y 
DotNET core ya que eran dos lenguajes portables y NodeJs ofrece un rendimiento alto. Aun así, 
la posibilidad de poder programar C# y de tener experiencia previa en .NET facilitaban el 
desarrollo del mismo. También nos ofrece una facilidad de poder programar sin tener que 
cambiar de lenguaje cuando cambiamos del motor a el servidor. 
 
 







9.3 Patrones utilizados 
9.3.1 Patrón Singleton 
En ingeniería de software, el patrón singleton es un patrón de diseño que permite restringir la 
creación de objetos pertenecientes a una clase o el valor de un tipo a un único objeto. Lo que 
nos permite garantizar que existe una instancia única de un objeto.  
 
En nuestro caso particular la clase CollabSFY<T> implementa este patrón de modo que las 
clases que la implementen tendrán y podrán acceder a la instancia T de la misma. Darle una 
clase genérica nos permite utilizar esta para cualquier subclase que herede de esta y la instancia 
de la misma será de la propia clase y no de CollabSFY. 
9.3.2 Patrón Template 
En ingeniería de software, el patrón de método de la plantilla es un patrón de diseño de 
comportamiento que define el esqueleto de programa de un algoritmo en un método, llamado 
método de plantilla, el cual difiere algunos pasos a las subclases. 
 
En nuestro caso particular CollabSFY es una clase abstracta que nos define algunos métodos 
que sirven de esqueleto para que las clases concretas de la parte Local y Remota sigan la 
plantilla y puedan utilizar los métodos que está ya define o re definirlos en los casos particulares 
que lo necesiten. 
9.3.3 Patrón Inyección de dependencias 
En ingeniería de software, inyección de dependencias (en inglés Dependency Injection, DI) es 
un patrón de diseño orientado a objetos, en el que se suministran objetos a una clase en lugar 
de ser la propia clase la que cree el objeto. 
 
Este es utilizado principalmente en el sistema de interacción con objetos para HoloLens donde 
necesitamos inyectar dependencias a los objetos creados de nuestra instancia para reducir el 
número de llamadas a la búsqueda de componentes por jerarquía. 
9.3.4 Patrón Warpper 
En ingeniería de software, el patrón Adapter (Adaptador) se utiliza para transformar una interfaz 
en otra, de tal modo que una clase que no pudiera utilizar la primera, haga uso de ella a través 
de la segunda. 
 
Este es utilizado para poder utilizar la deserialización de JSON de un array ya que Unity no la 
soporta por defecto. Por ello creamos un envoltorio a el array para poderlo deserializar y 






9.4 Contratos API 
En esta sección se describen los contratos de las diferentes llamadas a la API. En el contrato de 
estas definiremos para cada llamada los parámetros de invocación y las respuestas que está nos 
devuelve. Para visualizar los tipos de respuestas que la API nos puede devolver nos basaremos 
en la tabla siguiente: 
 
Código Descripción 
2XX Peticiones correctas 
200 El request es correcto. Esta es la respuesta 
estándar para respuestas correctas. 
201 El request se ha completado y se ha creado 
un nuevo recurso. 
202 El request se ha aceptado para procesarlo, 
pero el proceso aún no ha terminado. 
4XX Errores del cliente 
404 El recurso del request no se ha podido 
encontrar, pero podría estar disponible en el 
futuro. 
405 Se ha hecho un request con un recurso 
usando un método request no soportado por 
ese recurso 
408 El cliente no ha enviado un request con el 
tiempo necesario con el que el servidor estaba 
preparado para esperar. El cliente podría 
repetir el request sin modificaciones más 
tarde. 
5XX Errores de servidor 
 
501 
El servidor o no reconoce el método del 




El server actuaba como puerta de entrada o 







503 El servidor está actualmente no disponible, ya 
sea por mantenimiento o por sobrecarga. 
505 El servidor no soporta la versión del protocolo 
HTTP usada en el request. 
Tabla 66 Códigos respuestas API 
Los contratos asociados a nuestra API son los siguientes: 
 
Contrato Crear Sesión Local 
 
Descripción:  
Crea una sesión local en el servidor con la id pasada como parámetro 
Respuesta: 
Devuelve la id de la Sharing Service Session asociada 












Contrato Crear Sesión Remota 
 
Descripción:  
Crea una sesión remota en el servidor con la id pasada como parámetro 
Respuesta: 
Devuelve la id de la Sharing Service Session asociada 














Contrato Asignar espacio a Sesión 
 
Descripción:  
Asigna el espacio con SpaceId pasado por URL a la sesión con la id pasada por la URL 
Respuesta: 
Devuelve la id del espacio que ha sido asignado a la sesión 
Errores: 
404 - El espacio con SpaceId no existe 
404 - La sesión con la id especificada no existe 












Contrato Espacio de la Sesión 
 
Descripción:  
Permite obtener el espacio asociado a la sesión 
Respuesta: 
Devuelve el espacio asociado a la sesión 
Errores:  
404 - La sesión no existe 
404 - No existe un espacio asignado a la sesión 
Tabla 70 Contrato Espacio de la Sesión 
Contrato completo: 
 









Contrato Lista Sesiones 
 
Descripción:  
Obtiene una lista de todas las sesiones 
Respuesta: 
Devuelve una lista de todas las sesiones del servidor 












Contrato Lista sesiones Locales 
 
Descripción:  
Obtiene una lista de las sesiones locales 
Respuesta: 
Lista de las sesiones locales del servidor 












Contrato Lista sesiones Remotas 
 
Descripción:  
Obtiene una lista de sesiones remotas 
Respuesta: 
Lista de sesiones remotas del servidor 













Contrato Unirse a una Sesión 
 
Descripción:  
Une al usuario con la UserId pasada en el body con la sesión con la id especificada en la URL 
Respuesta: 
Devuelve la id de la Sharing Service Session asociada a la sesión con la id especificada 
Errores: 
404 - La sesión no existe 
Tabla 74 Contrato Unirse a una Sesión 
Contrato completo: 
 









Contrato Dejar una Sesión 
 
Descripción:  
El usuario con la id pasada por body deja la sesión con la id especificada en la URL 
Respuesta: 
Devuelve la id del usuario confirmando que ha abandonado la sesión 
Errores: 
404 - La sesión no existe 
404 - El usuario no está en la sesión 












Contrato Cerrar una Sesión 
 
Descripción:  
Cierra la sesión con la id especificada en la URL 
Respuesta: 
La sesión se ha cerrado correctamente 
Errores: 
404 - La sesión no existe 













Contrato Crear espacio 
 
Descripción:  
Crea un espacio con la id especificada en la URL 
Respuesta: 
La id del espacio creado 
Descripción:  
Crea un espacio con la id especificada en la URL 













Contrato Eliminar espacio 
 
Descripción:  
Elimina el espacio y los datos asociados a él con la id del espacio pasada por la URL 
Respuesta: 
Devuelve ok conforme se ha borrado el espacio 
Errores: 
404 - El espacio no existe 












Contrato Lista espacios 
 
Descripción:  
Permite obtener una lista de espacios del servidor 
Respuesta: 
Devuelve una lista de espacios que existen en el servidor 













Contrato Añadir modelo al espacio 
 
Descripción:  
Permite añadir el archivo con el modelo y la id pasada por URL a el espacio con id spaceId 
Respuesta: 
Devuelve el nombre del fichero con el que se ha guardado el modelo 
Errores: 
404 - El espacio no existe 
405 - El fichero no está en el formato correcto 
Tabla 80 Contrato Añadir modelo 
Contrato completo: 
 






Contrato Eliminar modelo al espacio 
 
Descripción:  
Elimina el modelo con la id especificada en la URL del espacio con spaceId 
Respuesta: 
Devuelve la id del modelo eliminado 
Errores: 
404 - El modelo no existe 
404 - El espacio no existe 













Contrato Añadir posición del modelo 
 
Descripción:  
Permite añadir la posición a el modelo con la id pasada por URL en el espacio con id spaceId 
Respuesta: 
Devuelve la id del modelo actualizado 
Errores: 
404 - No existe el espacio 
404 - No existe el modelo 










Contrato Obtener posición modelo 
 
Descripción:  
Permite obtener la posición a el modelo con la id pasada por URL en el espacio con id spaceId 
Respuesta: 
Devuelve la posición del modelo 
Errores: 
404 - No existe el espacio 
404 - No existe el modelo 










Contrato Añadir rotación del modelo 
 
Descripción:  
Permite añadir la rotación del modelo con la id pasada por URL en el espacio con id spaceId. 
Respuesta: 
Devuelve la id del modelo actualizad 
Errores: 
404 - No existe el espacio 
404 - No existe el modelo 










Contrato Obtener rotación modelo 
 
Descripción:  
Permite obtener la rotación del modelo con la id pasada por URL en el espacio con id spaceId 
Respuesta: 
Devuelve la rotación del modelo en Euler Angles 
Errores: 
404 - No existe el espacio 
404 - No existe el modelo 










Contrato Lista modelos del espacio 
 
Descripción:  
Obtiene una lista de los modelos del espacio con spaceID 
Respuesta: 
Devuelve una lista con las id de los modelos y el nombre de los ficheros donde se almacenan 
Errores: 
404 - No existe el espacio 










Contrato Obtener modelo 
 
Descripción:  
Permite obtener el modelo del espacio con spaceId con la id especificada en la URL 
Respuesta: 
Devuelve el fichero que contiene el modelo 
Errores: 
404 - No existe el espacio 
404 - No existe el modelo 












Contrato Añadir ancla al espacio 
 
Descripción:  
Permite añadir al espacio con id spaceId el ancla con la id especificada en la URL 
Respuesta: 
Devuelve la id del ancla añadida. 
Errores: 
404 - No existe el espacio 
405 - Fichero con formato incorrecto 










Contrato Obtener ancla 
 
Descripción:  
Obtiene la última ancla asociada al espacio con id spaceId 
Respuesta: 
Devuelve el fichero que contiene el ancla del espacio 
Errores: 
404 - No existe el espacio 
404 - No hay un ancla asociada al espacio 










Contrato Añadir elemento persistente al espacio 
 
Descripción:  
Permite añadir un elemento persistente al espacio pasado por la URL 
Respuesta: 
Devuelve la id del elemento persistente añadido. 
Errores: 
404 - No existe el espacio 
405 - Fichero con formato incorrecto 










Contrato Eliminar elemento persistente del espacio 
 
Descripción:  
Elimina el elemento persistente con la id especificada en la URL del espacio con id spaceId 
Respuesta: 
Devuelve la id del elemento persistente eliminado 
Errores: 
404 - El elemento persistente no existe 
404 - El espacio no existe 
Tabla 91 Contrato eliminar elemento persistente 
Contrato completo: 
 









Contrato Lista elementos persistentes  
 
Descripción:  
Obtiene una lista de elementos persistentes con el tipo indicados en el espacio con id spaceId 
Respuesta: 
Devuelve una lista con las ids de los elementos persistentes 
Errores: 
404 - No existe el espacio 
Tabla 92 Contrato Obtener lista elementos persistentes 
Contrato completo: 
 








Contrato Obtener elemento persistente 
 
Descripción:  
Obtiene el elemento persistente con la id indicada en el espacio con id spaceId 
Respuesta: 
Devuelve el fichero que contiene el elemento persistente 
Errores: 
404 - No existe el espacio 
404 - No existe el elemento persistente 
Tabla 93 Contrato Obtener elemento persistente 
Contrato completo: 
 







Contrato Añadir imagen 
 
Descripción:  
Permite añadir una imagen al espacio pasado por la URL 
Respuesta: 
Devuelve la id de la imagen añadida. 
Errores: 
404 - No existe el espacio 
405 - Fichero con formato incorrecto 










Contrato Eliminar imagen 
 
Descripción:  
Elimina la imagen con la id especificada en la URL del espacio con id spaceId 
Respuesta: 
Devuelve la id de la imagen eliminada 
Errores: 
404 - La imagen no existe 
404 - El espacio no existe 










Contrato Lista de imágenes 
 
Descripción:  
Obtiene una lista de imágenes en el espacio con id spaceId 
Respuesta: 
Devuelve una lista con las ids de las imágenes 
Errores: 
404 - No existe el espacio 












Contrato Obtener imagen 
 
Descripción:  
Obtiene la imagen con la id indicada en el espacio con id spaceId 
Respuesta: 
Devuelve el fichero que contiene la imagen 
Errores: 
404 - No existe el espacio 
404 - No existe la imagen 











Contrato Añadir fotografía 
 
Descripción:  
Permite añadir una fotografía al espacio pasado por la URL 
Respuesta: 
Devuelve la id de la fotografía añadida. 
Errores: 
404 - No existe el espacio 
405 - Fichero con formato incorrecto 










Contrato Eliminar fotografía 
 
Descripción:  
Elimina la fotografía con la id especificada en la URL del espacio con id spaceId 
Respuesta: 
Devuelve la id de la fotografía eliminada 
Errores: 
404 - La fotografía no existe 
404 - El espacio no existe 












Contrato Lista de fotografías 
 
Descripción:  
Obtiene una lista de fotografías en el espacio con id spaceId 
Respuesta: 
Devuelve una lista con las ids de las fotografías 
Errores: 
404 - No existe el espacio 












Contrato Obtener fotografía  
 
Descripción:  
Obtiene la fotografía con la id indicada en el espacio con id spaceId 
Respuesta: 
Devuelve el fichero que contiene la fotografía 
Errores: 
404 - No existe el espacio 
404 - No existe la fotografía 











Contrato Añadir datos textura 
 
Descripción:  
Permite añadir los datos de la textura de un entorno, en concreto del espacio con id spaceid. 
Respuesta: 
Devuelve el número de ficheros que se han creado o actualizado en la petición siendo este 
número 0 el mínimo y 4 el máximo 
Errores: 
404 - No existe el espacio 
405 - Fichero con formato incorrecto (worldData) 
405 - Fichero con formato incorrecto (projectData) 
405 - Fichero con formato incorrecto (objectData) 
405 - Fichero con formato incorrecto (dictData) 


















Contrato Obtener texturas 
Descripción:  
Obtiene la textura del espacio con id spaceId 
Respuesta: 
Devuelve un zip con todos los ficheros de la textura 
Errores: 
404 - No existe el espacio 
404 - No hay textura asignada al espacio 











9.5 Diagrama de clases del diseño 
9.5.1 Diagrama Framework  
 
En este apartado se muestra el diagrama de las tres clases pre construidas utilizando el patrón 
singleton y con la estrategia de orientación a objetos donde el objeto singleton contiene la 
información necesaria para hacer todas las peticiones necesarias. Esto junto con las llamadas 
de MonoBehaviour nos permiten aprovecharnos de Unity para hacer peticiones periódicas de 
actualización como pueden ser hacer pulling del estado de la sesión o hacer pulling sobre el 
ancla de un espacio en concreto. También nos permite aprovechar para auto conectarnos cuando 
el objeto es añadido a la jerarquía o cerrar la conexión cuando somos destruidos entre otras. 
 
La primera clase de ellas CollabSFY es una clase abstracta que recibe un parámetro T del que 
almacena una instancia. Esta clase cuenta con las llamadas comunes que se necesitan tanto 
para la compartición remota como local.  
 
La segunda de ellas es CollabSFYRemote que hereda de CollabSFY y donde se encuentran las 
funciones específicas de la compartición entre Hololens y desktop u otra plataforma, que hemos 
definido como compartición remota. Esta cuenta con funcionalidades extras para poder exportar 
el entorno y también poder reproducirlo en otra plataforma que no sea unas Hololens. 
 
La tercera de ellas es CollabSFYLocal que hereda de CollabSFY donde se encuentran las 
funciones específicas de la compartición entre dos Hololens. Inicialmente contenía toda la lógica 
de las anclas, pero contando que en el caso remoto también participan unas Hololens 
necesitábamos esa funcionalidad como algo genérico. Actualmente no proporciona más 
funcionalidad que la que proporcionaría una instancia de CollabSFY, pero como esta es abstracta 






















9.5.2 Diagrama Componentes Framework Unity 
 
Como hemos mencionado anteriormente Unity es un motor orientado a la programación basada 
en componentes. Por lo tanto, poder encapsular las diferentes peticiones para poderlas lanzar 
pasándoles la información necesaria es útil en escenarios en los que no desees tener una 
instancia de las clases anteriores o incluso que solo quieras utilizar una pequeña parte de la 
funcionalidad. 
 
Así mismo también permite que el usuario final pueda construir una clase personalizada en la 
que solamente contenga una parte de la funcionalidad. También nos permite ampliar con más 
componentes estas o incluso añadir funcionalidad específica a alguna de ellas.  
 
 









9.5.3 Diagrama API 
 




Ilustración 68 Diagrama clases controllers API (Elaboración propia) 
 
Para el diagrama de la API también hemos de incluir el diagrama de los repositorios de la misma. 
Mostrados a continuación: 
 
 







9.5.4 Diagrama Componentes BoundBox 
 
Diagrama de clases del sistema personalizado para poder modificar los objetos desde Hololens 
de una manera nativa e intuitiva. 
 
Ilustración 70 Diagrama clases Bound Box (Visual Studio Autogenerated) 
 
 






9.6 Modelo de datos 
 
 
Ilustración 72 Modelo de datos (SQL Visualizer) 
 
La relación * a * entre usuarios y sesiones se transforma a una tabla adicional que relaciona a 
los usuarios con las sesiones y adquiere las claves primarias de estas como su clave primaria. 
 
● User (userId, state) 
○ Pk: userId 
 
● Session (sessionId, remote, sharingSessionId, spaceId) 
○ Pk: sessionId 







● UserSession (userId, sessionId) 
○ PK: userId, sessionId 
○ FK: User(userId), Session(SessionId) 
 
● Space (spaceId, anchorPath) 
○ Pk: spaceId 
 
● Image (imageId, spaceId, imagePath) 
○ Pk: imageId, spaceId 
○ Fk: Space(spaceId) 
 
● Photo (photoId, spaceId, imagePath) 
○ Pk: photoId, spaceId  
○ Fk: Space(spaceId) 
 
● TextureData (textureId, spaceId, cameraToWorld, objToWorld, projectionMatrix, path) 
○ Pk: textureId, spaceId 
○ Fk: Space(spaceId) 
 
● PersistentItem (objectId, spaceId, file, type) 
○ Pk: objectId, spaceId 
○ Fk: Space(spaceId) 
 
9.7 Diagramas de secuencia 
 
Como en el apartado de esquema de comportamiento definiremos tres bloques representativos 
de las funciones de nuestro sistema para poder mostrar sobre ellos sus diagramas de secuencia. 
Con estos podremos mostrar de manera significativa como son los diagramas de secuencia de 
todas las operaciones. 
 
Seguiremos exactamente los mismos bloques que en los esquemas de comportamiento que son 
los siguientes: 
 
En el primer bloque tenemos aquellas operaciones que no requieren de más que la IP del servidor 
y nos devuelven mediante un callback la respuesta cuando esta esté disponible. Notar que la 
función de callback será las más cambiante a lo largo de este bloque. Y se definirán durante el 
diseño los diferentes modelos de callbacks que se utilizan en el sistema. Este primer bloque 
constara de las operaciones de Crear Sesión y Obtener Lista de Sesiones. 
 
En el segundo bloque tendremos aquellas operaciones que requieren de tener asignado un 






conocer el mismo.  Para este bloque presentaremos las funciones de Exportar Mesh y de 
Suscribirse a cambios de Ancla. 
 
Por último, en el tercer bloque tendremos representadas aquellas operaciones que representan 
una llamada directa a la API y su esquema de comportamiento. Para este bloque 





Ilustración 73 Diagrama secuencia Crear Sesión 
 
 
Obtener Lista de sesiones: 
 
 











Ilustración 75 Diagrama secuencia Export Mesh 
 
Suscribirse a cambios de Ancla 
 
 








Exportar Datos de Textura 
 
 



















A continuación, se explicarán algunos aspectos relativos a la implementación del sistema que 
son relevantes de cara al producto final presentado. 
 
10.1 Implementación Framework 
En este apartado trataremos la parte de implementación correspondiente a la parte del framework 
implementado para Unity y sus diferentes funcionalidades, así como una pequeña guía de cómo 
ha de ser utilizado. 
10.1.1 Framework Unity 
 
Como hemos mencionado en el apartado de diseño tenemos las tres clases de CollabSFY, 
CollabRemoteSFY y CollabLocalSFY de las cuales las dos últimas heredan de la primera y 
utilizan el patrón de singleton para facilitar el acceso a ellas desde cualquier otro componente. A 
su vez también se proporciona una serie de componentes que nos permiten realizar las acciones 
concretas indicándoles toda la información. 
 
Vamos a centrarnos primero en las clases que podemos instanciar, CollabLocalSFY y 
CollabRemoteSFY, y los atributos que estas dos exponen en el editor de Unity, así como la forma 
en la que se han de utilizar. Para estas clases tenemos dos maneras de realizar su setup: setup 
mediante los campos expuestos al editor, setup mediente player preferences. 
 
Primero veremos cómo hacer el setup de una escena donde queremos añadir manualmente a 
una escena una de las clases y configurarla desde el editor. Para ello desde el editor en cualquier 
GameObject añadiremos por ejemplo la clase CollabRemoteSFY que automáticamente nos 
añadirá en el mismo sitio SharingStage y PrefabManager, dos clases de Holotoolkit que se 
utilizan para realizar la compartición en tiempo real de los objetos compartidos. Una vez añadida 







Ilustración 79 Editor añadir CollabSFY 
 
Como podemos observar las tres clases son configurables desde el editor y nos permiten asignar 
mediante el inspector la IP tanto de la API como del sharing Service, notar que las IP de 
CollabSFY siempre actualizaran la del resto de componentes automáticamente.  
 
Vamos a centrarnos en las variables expuestas por nuestro componente y dejaremos para la 
sección de Spawn shared Items los otros dos componentes externos a lo implementado en este 
trabajo. Las variables que podemos asignar de nuestro componente son las siguientes: 
 
 






Variable Descripción Valor por defecto 
Export Import Root Define el padre que sostendrá la 
jerarquía de objetos importados 
exportados y compartidos.  
Game Object donde se 
encuentra el componente 
Auto Conncet Si Server IP y Session Name no 
están vacías se conectará 
automáticamente a la sesión y a 





Server IP IP del servidor propio donde 
realizar las peticiones. 
IP guardada en las 
playerprefs o localhost si 
está no tiene valor 
Sharing Service Different IP Sharing Service se ejecuta en 
una IP diferente 
Falso 
Sharing Service IP IP del sharing Service si este se 
ejecuta en una IP diferente 
IP guardada en las 
playerprefs o localhost si 
está no tiene valor 
Current Session Sesión a la que realizar las 
peticiones que requieran una 
sesión 
Sesión guardada en las 
playerprefs o string vacío 
si está no tiene valor 
Current Space Espacio al que realizar las 
peticiones que lo requieran 
Sesión guardada en las 
playerprefs o string vacío 
si está no tiene valor 
Current Sharing Service Sharing Service Session a la que 
conectarse 
String vacío 
Show Debug Se ha de mostrar debug por 
consola de las peticiones 
Falso 
Tabla 104 Variables editor CollabSFY 
 
Solamente configurando las IP’s de Sharing Service y el servidor ya podrías comenzar a 
realizar llamadas y hacer peticiones. Aun así, existen casos en los que predefinir la sesión a la 
que te quieres conectar o incluso definir el espacio pueden ser útiles para utilizar directamente 
las características que se deseen 
 
También es importante definir Export Import Root ya que será el padre que sostenga nuestra 
jerarquía de objetos creados e instanciados, así mismo cuando queramos exportar nuestro 







Hemos de tener en cuenta que los valores asignados en estos campos actualizaran las player 
prefs de los campos relacionados. 
 
La segunda opción para configurar nuestro componente es asignando los valores en las player 
prefs de la siguiente manera: 
 
 
Ilustración 81 Configuración player prefs 
De esta manera ya tendríamos todos los valores asignados y no haría falta asignar ninguno de 
ellos desde el editor. Notar que si guardamos un string vacío el campo se reseteara al valor por 
defecto del mismo como podemos observar en el ejemplo de carga de los valores siguiente: 
 
 







Como podemos observar, aunque hayamos cargado serverIP desde playerPrefs si esta está 







Una vez configurada la clase es tan fácil como desde cualquier parte realizar la llamada 
correspondiente como se muestra en el siguiente ejemplo: 
 
 
Ilustración 83 Uso CollabSFY 
 
Como podemos observar simplemente llamamos sobre la instancia la operación que queremos 







10.1.2 Exportar e Importar entornos 
 
Para exportar e importar el entorno dividimos el problema en dos partes: exportar meshs 
cercanas al usuario y exportar texturas.  
 
Para el primer problema decidimos poder subir las meshs por separado serializadas con Easy 
To Save que nos permitía fácilmente encapsular la mesh en un fichero con la posibilidad de 
codificarlo. A su vez el proceso de importar exportar estas era considerablemente rápido 
comparado con otras opciones. Las otras opciones que se valoraron fueron exportar lasa mehs 
como un conjunto, pero esto no nos permitía poder actualizar o refinar solo la parte que nos 
interesa de un entorno y tener la posición y rotación separados también nos permiten más 
flexibilidad de actualización sin necesidad de volver a subir otra vez toda la mesh. A esto hemos 
de sumarle que empaquetar todas las meshs en un fichero y después exportar importar este era 
bastante lento en tiempo de subida bajada de las mismas. Por otra parte, respecto a la 
socialización con Easy to save fue una decisión después de poder comprobar el tiempo de 
importación en tiempo de ejecución de un archivo obj era mucho más lento que la opción por la 
que hemos optado.  
 
Para el segundo problema, exportar la textura, decidimos adaptar una solución ya existente 
aprovechando tanto su estrategia como mayor parte del shader que proporcionaban para realizar 
la tarea. La solución adaptada fue la del proyecto, con licencia Apache 2.0 que nos permite hacer 
uso comercial del mismo y la distribución del mismo. Este proyecto es 
Hololens_Image_Based_Texture4 en el que el objetivo era poder guardar un entorno para 
después descargando los datos almacenados en las gafas poder reconstruirlo en el editor. Para 
nuestro caso hemos adaptado el código para incorporarlo de forma nativa, sin necesidad de las 
clases del proyecto original y reconstruirlo de una manera diferente a la originalmente utilizada. 
 
Para que podamos entender un poco más en que consiste la solución que hemos adaptado a 
continuación exploraremos las funciones de obtención de los datos necesarios, como son 
guardados y por último como son recargados para poder aplicarlos en el editor. Por último, 
veremos una pequeña actualización que hemos realizado en el shader para poder mejorar 


















Primero mostraremos los datos guardados de cada fotografía: 
 
    void OnPhotoCaptured(PhotoCapture.PhotoCaptureResult result, PhotoCaptureFrame 
photoCaptureFrame) 
    { 
        Matrix4x4 cameraToWorldMatrix; 
        photoCaptureFrame.TryGetCameraToWorldMatrix(out cameraToWorldMatrix); 
        Matrix4x4 worldToCameraMatrix = cameraToWorldMatrix.inverse; 
        Matrix4x4 projectionMatrix; 
        photoCaptureFrame.TryGetProjectionMatrix(out projectionMatrix); 
        projectionMatrixList.Add(projectionMatrix); 
        worldToCameraMatrixList.Add(worldToCameraMatrix); 
 
m_Texture = new Texture2D(m_CameraParameters.cameraResolutionWidth, 
m_CameraParameters.cameraResolutionHeight, TextureFormat.RGBA32, false); 
        photoCaptureFrame.UploadImageDataToTexture(m_Texture); 
         
        m_Texture.wrapMode = TextureWrapMode.Clamp; 
 
        m_Texture = resizeTexture(m_Texture, 1024, 512); 
        photoCaptureFrame.Dispose(); 
 
        bytes = m_Texture.EncodeToPNG(); 
        File.WriteAllBytes(Application.persistentDataPath + "/Room" + 
(currentPhoto+1) + ".png", bytes); 
} 
 







Ilustración 85 Save Photo Values 
 
Como podemos observar de cada fotografía obtenemos la imagen, así como la projection matrix 
de la misma y la world to camera matrix. Pero para poder reconstruir la textura necesitamos 
también la matriz que nos permita pasar de un objeto (mesh del entorno) de las coordenadas 
locales a coordenadas de mundo y así con el vértice a world space y después con la world to 
camera matrix y la projection matrix este vértice a coordenadas de cámara y coordenadas de 
proyección para cada imagen capturada. Por cada imagen con el vértice en projection space de 
la imagen en cuestión podemos comprobar si la imagen es aplicable al vértice. Este shader por 
defecto utiliza la primera imagen que es aplicable. 
 
A la hora de cargar los documentos una vez descomprimidos en la carpeta correspondiente se 











if (ES2.Exists(Application.persistentDataPath + 
"/ShaderData/projectionMatrixArray.txt")) 
            { 




            } 







if (myObjectToWorldMatrix != null) 
{ 
Matrix4x4 m; 
      myObjectToWorldMatrix.TryGetValue(g.name, out m); 
      if (m != null) 
      { 
      g.GetComponent<MeshRenderer>().sharedMaterial.SetMatrix("_MyObjectToWorld", 
m); 
      } 
} 
 
Ilustración 86 Load Photo Values 
 
Por último, hemos aplicado una pequeña optimización ya que inicialmente teníamos lo siguiente: 
   
Dos bucles que realizan MAX_SIZE iteraciones cada uno cosa que, en el caso peor nos 
deja: MAX_SIZE *2 y en el mejor caso MAX_SIZE + 1.  
 
Teniendo en cuenta que el número de fotografías del entorno suele variar entre de 20 – 
40 fotos en el caso peor estaríamos realizando 120 iteraciones adicionales por cada 
vértice sin textura, caso común cuando el usuario aún no ha tomado ninguna fotografía. 
Por lo tanto, pasar el número de fotografías reduce considerablemente el número de 
iteraciones en el caso peor por vértice. 
 








#define MAX_SIZE 100 
 
 
for (int k = 0; k < MAX_SIZE; ++k){    { 
vertexPositionInCameraSpaceArray[k] = mul(_WorldToCameraMatrixArray[k], 
float4(i.worlspace.xyz, 1)); 
_vertexInProjectionSpaceArray[k] = mul(_CameraProjectionMatrixArray[k], 
float4(vertexPositionInCameraSpaceArray[k].xyz, 1.0)); 
} 
for (int j = 0; j < MAX_SIZE; ++j) { 
. . . 
 
//Optimización 
   
int _numPhotos 
 
for (int k = 0; k < _numPhotos; ++k) { 
vertexPositionInCameraSpaceArray[k] = mul(_WorldToCameraMatrixArray[k], 
float4(i.worlspace.xyz, 1)); 




for (int j = 0; j < MAX_SIZE; ++j) { 
. . . 
 
 







10.1.3 Exportar e Importar anclas 
 
Para poder importar y exportar las anclas necesitamos guardarlas en el servidor en un fichero. 
Para esto hemos aprovechado la clase WorldAnchorTransferBatch para poder exportar e 
importar el ancla serializando y desrealizándola la misma. Una vez serializada nos es muy 
sencillo enviar los bytes al servidor y guardarla como un archivo .dat para devolverlo cuando 
nos hagan la petición de la misma. Un ejemplo de importar un ancla sería el siguiente: 
 
 





private void ImportComplete(SerializationCompletionReason status, 
WorldAnchorTransferBatch wat) 
            { 
                if (status == SerializationCompletionReason.Succeeded && 
wat.GetAllIds().Length > 0) 
                { 
                    string first = wat.GetAllIds()[0]; 
                    WorldAnchor existingAnchor = 
ExportImportRoot.GetComponent<WorldAnchor>(); 
                    if (existingAnchor != null) 
                    { 
                        DestroyImmediate(existingAnchor); 
                    } 
                    WorldAnchor anchor = wat.LockObject(first, ExportImportRoot); 
                    anchor.OnTrackingChanged += OnTrakingChanged; 
                    if(anchorChangesSubscribers.Count > 0) 
                    { 
                        foreach(AcnhorChanges ad in anchorChangesSubscribers) 
                        { 
                            ad.actionOnChange(currentAnchor, anchor); 
                        } 
                    } 
                    if (!anchor.isLocated && showDebug) 
DebugText.Instance.SetTextPermanent("ANCHOR NOT LOCATED, WALK UNTIL WE CAN LOCATE 
IT"); 
                    else if (showDebug) DebugText.Instance.SetText("ANCHOR 
LOCATED YOU CAN START USING APP"); 
                    WorldAnchorManager.Instance.AnchorStore.Save(first, anchor); 
                    currentAnchor = first; 
                } 
                else 
                { 
                    if (showDebug) DebugText.Instance.SetText("Some error 
ocurred: " + status.ToString()); 
                } 
            } 
 







Poder importar y exportar esta nos permite intentar detectar en que espacio se encuentra el 
usuario y así poder volver a cargar el mismo. Un ejemplo de cómo podríamos detectar el 
espacio del usuario se muestra a continuación: 
 
void Start(){ 
        anchorTarget = CollabRemoteSFY.Instance.ExportImportRoot; 
        CollabRemoteSFY.Instance.RegisterToAcnhorChanges(anchorTarget, 
onAnchorChange); 
    } 
 
    private void onAnchorChange(string anchorName, WorldAnchor wa) { 
        if (lastaAnchor != null) lastaAnchor.OnTrackingChanged -= 
OnTrakingChanged; 
        wa.OnTrackingChanged += OnTrakingChanged; 
        if (wa.isLocated)CollabRemoteSFY.Instance.SetSessionSpace(); 
        //SPACE FOUND 
        StartCoroutine(TimeToLocateAnchor(timeOfAnchorRecog)); 
    } 
 
    private void OnTrakingChanged(WorldAnchor self, bool located){ 
        if (located) CollabRemoteSFY.Instance.SetSessionSpace(); 
    } 
 
    public void RecognizeSpace() { 
        CollabRemoteSFY.Instance.GetAllSpaces(onSpacesRDY); 
    } 
 
    private void onSpacesRDY(List<string> itemsID) { 
        spaces = new Queue<string>(); 
        if (itemsID != null && itemsID.Count > 0) 
        { 
            foreach (string s in itemsID) spaces.Enqueue(s); 
            ProcessSpaces(); 
        } 
    } 
 
    public void ProcessSpaces(){ 
        if (spaces != null && spaces.Count > 0) 
        { 
            currentSpace = spaces.Dequeue(); 
            StartCoroutine(TimeOut(timeOfAnchorRecog * 2f, currentSpace)); 
            CollabRemoteSFY.Instance.SetLocalCurrentSpace(currentSpace); 
        } 
    } 
 
    private IEnumerator TimeOut(float time, string space) 
    { 
        yield return new WaitForSeconds(time); 
        if (currentSpace == space && !foundSpace) 
        { 
            ProcessSpaces(); 
        } 
    } 
    private IEnumerator TimeToLocateAnchor(float time) { 
        yield return new WaitForSeconds(time); 
        if (!foundSpace) 
        { 
            ProcessSpaces(); 
        } 











10.1.4 Persistent Items 
 
Para soportar cualquier tipo de objeto hemos definido una clase base con la información de la 
mínima que estos han de contener y así facilitar crear nuevos objetos. La clase se llama 
Persistent Item y es la siguiente: 
 
 
Ilustración 90 persistent item base 
 
Y un ejemplo de un objeto persistente que podemos exportar e importar es este go item que 
hemos utilizado para la aplicación de demo: 
 
 
Ilustración 91 Persistent Item expamle 
 
Por último, necesitamos que Easy to Save reconozca la clase y definir que atributos escribe y 








Ilustración 92 ES2 (save/load) example 
 
Una vez tenemos el objeto listo exportarlo e importarlo se realiza de la siguiente manera: 
 
//Export 
GoPersistent pn = new GoPersistent { ownerDevice = 
spawnedObject.ownerDevice.Value, objectId = spawnedObject.goID.Value, name = 
spawnedObject.name.Value, completed = false, localPosition = position, 
creationDate = spawnedObject.creationDate.Value, localRotation = 












10.1.5 Spawn shared Items 
 
Para poder compartir los objetos en tiempo real hemos utilizado la solución que viene 
incorporada con Holottolkit, que es Sharing Service, y que nos permite mantener sincronizados 
datos en tiempo real. Pero para ello necesitamos configurar los prefabs que vamos a utilizar, 
así como cuál es su modelo de datos y el objeto que se ha de instanciar. Para ello necesitamos 
añadir para cada objeto compartido el prefab5 y el nombre de la clase del modelo de datos que 
utilizara el mismo. Por ejemplo, podríamos configurar de la siguiente manera: 
 
 
Ilustración 93 Prefab Spawn Manager Editor 
 
Donde el modelo de datos de un GOItem es el siguiente: 
 
Ilustración 94 Go Item spawn class 
                                               







A partir de este momento siempre que creemos un objeto compartido se instanciara el prefab 
GoItem que está asociado al modelo SyncGo. Para ello simplemente deberemos ejecutar lo 
siguiente: 
 
SyncGo spawnedObject = (SyncGo)CollabRemoteSFY.SpawnObject(typeof(SyncGo), 
position, Quaternion.Euler(0f, 0f, 0f), Vector3.one, root, "Go", false); 
 
Ilustración 95 Spawn Item 
 
Esto generara una instancia compartida de un GoItem con el modelo de datos indicado, notar 
que como SyncGo hereda de SyncSpawnedObject su posición, rotación y escala 
automáticamente son compartidas. 
 
Si quisiéramos acceder a la información del objeto lo podríamos hacer de la siguiente manera: 
 
//Realizando GetComponent sobre el GameObject que se ha instanciado 
SyncGo so = (SyncGo)GetComponent<DefaultSyncModelAccessor>().SyncModel; 
//Actualizamos un valor 
so.completed.Value = true; 
//Accedemos a un valor 
lCompleted = so.completed.Value; 
 
 
Ilustración 96 Modificar spawned ítem 
 
Hemos de tener en cuenta que los objetos compartidos pueden tener propietario y si este 
abandona la sesión sus objetos lo harán con él. A su vez podemos guardarnos el creador del 







10.1.6 Utilizando los componentes 
 
Como hemos mencionado anteriormente Unity está basado en componentes por lo tanto la 
manera óptima de utilizar el framework en nuestro caso sería pasar toda la información necesaria 
a un componente para que este realizara la acción por nosotros. Esto descrito es lo que realiza 
CollabSFY a su vez encargándose de guardar los valores que se mantienen uniformes a lo largo 
de las peticiones, pero esto no nos podría interesar en algunos casos en los que queremos hacer 
peticiones diferentes a muchos espacios o servidores con diferentes IP’s.  
 
En estos casos deberíamos cambiar constantemente cada valor desde el componente que llama 
a CollabSFY o bien utilizar los componentes directamente ya que ellos no contienen ningún tipo 
de información.  
 
Si queremos utilizar un componente lo realizaremos de la siguiente manera: 
 
SessionRequests.CreateSessionReq(true, sessionToJoin , (created, joined, ssName) 
=> { 
                sessionCreated = created; 
                sessionJoined = joined; 
                sharingserviceSession = ssName; 
            }, serverIP) 
 
Ilustración 97 Crear sesión request 
  
Como podemos comprobar simplemente necesitamos conocer la IP del servidor y el espacio en 
nuestro caso concreto, una vez que conocemos esto es muy similar a la petición que le 
realizaríamos a CollabSFY. Lo único diferente es que en este caso particular le hemos de pasar 
un booleano indicando si la sesión es remota o local y también necesitamos de la IP del servidor 






10.2 Implementación API 
 
Para la implementar la API hemos decidido utilizar DotNet core como se ha justificado en 
apartados anteriores junto con swagger para poder autogenerar la documentación de la misma 
y obtener de una manera fácil y dinámica los contratos.  
 
Para ello hemos anotado las diferentes funciones de los controladores de la siguiente manera: 
[SwaggerResponse(500, typeof(ErrorEventArgs), "Error" )] 
[SwaggerResponse(404, typeof(NotFoundObjectResult), "No existe la sesión 
a la que se quiere unir el usuario" )] 
[SwaggerResponse(200, typeof(string), "Usuario unido a la sesión")] 
[HttpPost("{id}/join")] 
public IActionResult JoinSession(string id, [FromBodyAttribute] User 
user){ 
}  
Ilustración 98 Swagger 
 
 
Otra característica remarcable de la misma es que se ha decidido crear una estructura de 
carpetas para cada espacio con el objetivo de poder visualizar los datos de un espacio de manera 
sencilla, así como una mayor claridad mientras se implementaban las diferentes funcionalidades. 
Como se pude observar a continuación dentro de cada espacio la información esta ordenada de 
la siguiente manera: 
 
 







10.3 Implementación aplicación demo 
 
Uno de nuestros requisitos iniciales fue probar en entornos reales lo que habíamos diseñado y 
para ello hemos necesitado una pequeña aplicación de demo con un trasfondo claro tanto para 
poder comprobar su correcto funcionamiento como para poder explicar que utilidad real puede 
llegar a tener el sistema implementado. 
 
Para ello hemos decidido crear la versión 3D de Haido que es una aplicación creada por Soft For 
You para poder proporcionar asistencia remota mediante dispositivos móviles y web. Con la 
versión 3D hemos querido intentar utilizar todas las características que nos proporciona la parte 
remota del nuestro framework. Utilizando el exportación e importación de espacio, los elementos 
persistentes, los elementos compartidos, las anclas, sesiones y organización de espacios. Con 
Haido 3D también nos resulta mucho más fácil explicar cómo funciona nuestro framework y 
cuáles son sus verdaderas posibilidades. 
 
Por último, mencionar que el desarrollo de la misma no estaba planeado desde el principio, pero 
con toda la funcionalidad acabada desarrollar una aplicación que utilizara lo implementado 
resulto fácil e hizo mejorar algunos componentes del framework para facilitar su uso a un usuario 
externo.  
10.3.1 Elementos de la aplicación  
 
En este apartado veremos los diferentes elementos con los que los usuarios pueden 




Podemos crear una tarea que tiene asignado un título y una descripción, así como 
internamente tiene el estado de completada o activa. Cuando el usuario realiza la tarea 
mediante el botón de completar cambiara este estado y hará que la misma no se muestre como 
pendiente. Así mismo el usuario puede utilizar la tarea para enfocar la parte que quiera y al 
pulsar foto realizará una foto excluyendo todos los hologramas del entorno.  Este elemento 












Indica una posición a la que el usuario Hololens se ha de dirigir para después realizar otra 
acción. Esta puede estar en dos estados como las tareas, realizada o activa. Si está realizada 
significa que el usuario ha llegado a esa posición si no, significa que el usuario aún no ha ido a 
la posición correspondiente. Este elemento tiene la siguiente apariencia: 
 
 











Permite al usuario que se encuentra en el editor dibujar sobre el espacio alguna indicación al 
usuario que se encuentra en HoloLens. Este no puede interactuar con los dibujos ya que solo 
los puede visualizar. Los dibujos tienen un grosor de línea y un color diferente que son 
asignados desde el editor. Los dibujos tienen la siguiente apariencia. 
 
 








10.3.2 Aplicación Hololens 
 
Para Hololens decidimos hacer una aplicación que representara la persona no experta que 
comparte su entorno para poder recibir ayuda desde un dispositivo no Hololens. Para ello primero 
el usuario decidiría si quiere crear un espacio nuevo o intentar reconocer el que está mediante 
el siguiente menú: 
 
  
Ilustración 103 Menú Hololens 
 
Mediante este menú también se puede asignar la IP donde se encuentran tanto sharingService 
como nuestra API de la siguiente manera: 
 
 







Si reconocemos el espacio automáticamente se cargarán todos los objetos relacionados al 
mismo. Por lo contrario, si no podemos reconocer el espacio deberemos escanearlo ayudados 
de este medidor de calidad: 
 
 
Ilustración 105 Menú Hololens Space Scan 
 









Una vez dentro del espacio podremos interactuar con los diferentes objetos que se crearán 
desde la aplicación de escritorio y actuaremos como la parte no experta por lo tanto 
mayormente recibiremos órdenes y completaremos tareas. 
 
 
Ilustración 107 Elementos Holo 
10.3.3 Movimiento objetos hololens 
 
Durante el desarrollo de la aplicación de Hololens nos dimos cuenta de que necesitábamos de 
una interacción para poder mover objetos, rotarlos y escalarlos. Con esto en mente decidimos 
desarrollar un sistema basado en el que se usa en la aplicación Holograms para realizar estas 
acciones. 
 
Para ello realizamos las clases de BoundBox incluidas en el diagrama de clases. Estas cajas 
contenedoras nos permiten mover un objeto arrastrándolo, rotarlo mediante a las esferas 
laterales de la caja o escalarlo mediante los cubos en las esquinas superiores de las mismas. 
 
 
Para poder realizar de forma fácil sobre los objetos de este tipo utilizamos un manager donde 
definimos los diferentes parámetros de las cajas contenedoras de los objetos. Estos parámetros 








Ilustración 108 Editor Bound Manager 
 
La caja contenedora de cada objeto puede ser calculada de diferente manera y cada objeto 
pude sobrescribir los valores del manager para un mayor control. A continuación, expondremos 
los diferentes campos editables desde el editor para cada objeto concreto: 
 
 







Con el diseño de estas clases, así como las encargadas del pequeño menú que acompaña a 
cada objeto nos proporciona también un sistema de interacción propio para Hololens que 
podremos utilizar en proyectos futuros. 
 







10.3.4 Aplicación Desktop 
 
Para desktop primero necesitamos conectarnos a una sesión primero. Esta sesión es creada 
por el dispositivo Hololens al crear un espacio por primera vez, si ya la ha creado simplemente 
actualizará su espacio manteniendo la misma sesión. Por lo tanto, para conectarnos tendremos 
la siguiente lista: 
 
 
Ilustración 111 Menú Desktop 
 
Una vez que hemos elegido la sesión a la que queremos conectarnos cargaremos el espacio 
que tenga asociada la sesión a la que nos hemos conectado y se nos desplegara la siguiente 
interfaz para poder interactuar como el entorno: 
 
 







En este podemos realizar diferentes acciones: 
 Visualizar entorno subido por hololens 
 Ver posición y estado del usuario hololens en tiempo real 
 Ver interacciones del usuario hololens en tiempo real 
 Crear tareas y marcar posiciones 
 Dibujar sobre el escenario 
 
En este cado hemos utilizado Unity3DRuntimeTransformGizmo6 para poder mover los objetos 
como se hace en el editor de Unity, ya que no hemos querido reinventar la forma de 
interaccionar con objetos 3D desde una aplicación desktop. 
 
 
Ilustración 113 Desktop app completa 
 
  








Notar que nos hemos centrado en testear la parte de Unity ya que el servidor podría cambiar en 
cualquier momento por otro que cumpliera los mismos contratos y por lo tanto podría variar 
dependiendo del proyecto en el que se utilice este framework. Aun así, necesitábamos el mismo 
para poder demostrar que todo funcionaba correctamente y dar una implementación básica para 
poder utilizar el mismo sin realizar ningún cambio. 
  
11.1 Tests de integración Unity 
 
Desde Unity hemos realizado tests de integración para poder probar las diferentes llamadas al 
servidor y comprobar que estas devuelven lo esperado en cada momento. Estos tests nos sirven 
si realizamos cambio en alguno de los componentes de petición del framework saber que sigue 
todo funcionando correctamente. 
 
Por limitaciones de NUnit, framework que hemos utilizado para hacer los tests, no nos deja llamar 
a una función cuando el test se acaba y por lo tanto no nos deja esperar a que finalice la llamada 
al servidor. Por esa razón hemos implementado una pequeña función que nos permite correr la 
coroutinas de forma síncrona y establecer un time out por cada función. 
 
 
public static void RunSynchronously(IEnumerator coroutine, int maxTime = 60) 
{ 
       var sw = new Stopwatch(); 
sw.Start(); 
       while (coroutine.MoveNext()) 
       { 
        if (sw.Elapsed.Seconds > maxTime) 
              throw new CoroutineTimeoutException("Coroutine reached limit time: 
" + maxTime); 
} 
       sw.Stop(); 
} 
 








Una vez con esa clase lista simplemente hemos realizado los tests de la siguiente manera. 
 
 
    [Test] 
        [Category("PersistentItem")] 
        public void ListPersistentsItems() 
        { 
            //Arrange 
            PersistentItem pi = new PersistentItem { objectId = 
Guid.NewGuid().ToString(), localPosition = Vector3.zero, localRotation = 
Quaternion.identity, localScale = Vector3.zero }; 
            PersistentItem pi2 = new PersistentItem { objectId = 
Guid.NewGuid().ToString(), localPosition = Vector3.zero, localRotation = 
Quaternion.identity, localScale = Vector3.zero }; 
            string type = pi.GetType().ToString(); 
            List<string> persistentItems = new List<string>(); 
 
            
CoroutineHelper.RunSynchronously(PersistentItemsRequests.UploadPersistentItem(pi, 
serverIP, spaceName, created => { })); 
            
CoroutineHelper.RunSynchronously(PersistentItemsRequests.UploadPersistentItem(pi2
, serverIP, spaceName, created => {    })); 
 
            //Act 
            
CoroutineHelper.RunSynchronously(PersistentItemsRequests.GetAllPersistenceItemsRe
q(type, items => { 
                persistentItems = items; 
            }, serverIP, spaceName)); 
 
            //Assert 
            Assert.NotNull(persistentItems); 
            Assert.That(persistentItems.Count, Is.GreaterThanOrEqualTo(2)); 
        } 
 








Los tests de integración que hemos realizado son los siguientes:  
 
 








11.2 Pruebas en entornos reales 
 
Como planeamos dedicamos un tiempo a pruebas en entornos reales. Cuando nos referimos a 
entornos reales queríamos sacar la aplicación diseñada con el framework fuera de la oficina 
donde habíamos realizado las pruebas básicas durante todo el proceso de desarrollo y validación 
Para realizar los mismos aprovechamos el entorno de una fábrica real donde probamos a mapear 
diferentes objetos e intentar cargar anclas desde diferentes sitios, así como ver como se 
comportaban las gafas alejándonos y acercándonos a las posiciones correspondientes. 
Realizamos las siguientes pruebas: 
Test Saved to space Observaciones 
 
 





Scan realizado con fotografías de objetos 
lejanos a los más cercanos. Hemos detectado 
errores en la mesh del entorno en los objetos 
cercanos pero buen contexto general. 
 
Reload M1 space I 
 
--------------------------- 
Al recargar el espacio este se ha cargado 
correctamente las tres veces que se ha 
realizado la prueba, mirando a direcciones 
diferentes, sin ningún problema. 
 
Reload M1 space II 
 
--------------------------- 
Al alejarse e intentar recargar el entorno la 
primera vez ha existido un problema ya que 
no estaba mapeada la nueva zona. Una vez 
mapeada estando lejos no afecta a la hora de 
recargar el espacio. Prueba realizada 4 veces. 
Scan M1 (part) 91172c13-697b-4217-
9256-89b4a0624e40 
Scan realizado de una máquina concreta sin 
entorno, falta de precisión ya que no 
podíamos entrar a la máquina para escanear 
su interior. 
Scan M1 II 3c928e50-0adb-4701-
a7ee-180827d2b280 
Scan realizado partiendo de fotografías 
concretas a más generales. Esto mejora la 




Scan de otro entorno con la última técnica 
utilizada en Scan M1 II 




Al recargar el ancla en la distancia corta no 
había ningún problema e incluso 
comprobamos una muy buena recuperación 
de apagado encendido. 




Al recargar el ancla de M2 desde una 
distancia media no había problema, con el 
espacio bien mapeado. 








Una vez acabada las pruebas podemos confirmar que el producto funciona en espacios reales y 
que el punto débil del mismo es la texturización del entorno, así como que su punto fuerte es 
mantener la relación entre el espacio y los diferentes usuarios por lo que, aunque la textura 
simplemente nos dé una idea del espacio general sin mucho detalle es fácil interactuar con el 
usuario en tiempo real. 
 
Durante las diferentes pruebas nos guardamos los espacios para poder analizarlos 
posteriormente y junto con los datos de los mismos en siguientes iteraciones del producto poder 







12.1 Sostenibilidad económica 
Los recursos y el tipo de ellos que se utilizan en este proyecto son adecuados al proyecto que 
se quiere desarrollar y se tienen en cuenta posibles desviaciones del mismo. Estos recursos 
pueden parecer elevados a nivel de costes humanos, pero se requiere de un perfecto diseño y 
testeo del proyecto con el fin de no sufrir problemas en proyectos posteriores. Intentar reducir 
gastos de personal acortando las horas de proyecto podría ser crítico a nivel de mantenibilidad y 
escalabilidad del proyecto en un futuro. 
12.2 Sostenibilidad social 
Este proyecto está destinado a ser usado en proyectos posteriores que principalmente estarán 
destinados a asistencia remota. Por este motivo hemos de tener en cuenta que no será un 
producto únicamente utilizado en España. Estos proyectos que utilicen el framework 
potencialmente tendrán un alto impacto social facilitando esta tarea y modernizando la solución 
actual en el mercado. Aun así, en el momento actual no existe una necesidad explícita de este 
framework, pero adaptarse a las nuevas tecnologías y proporcionar soluciones mejoradas 
basadas en ellas es fundamental. 
 
12.3 Sostenibilidad ambiental 
El proyecto generará un coste energético durante el desarrollo y el mantenimiento del propio 
proyecto una vez desarrollado este no se gastará más que el consumo de los servidores, así 
como la carga de las baterías en el uso de la aplicación. Cómo utilizamos productos tanto de 
Apple como de Microsoft oficiales estamos apoyándonos en dos compañías comprometidas con 
el medio ambiente y que intentan reducir la huella de sus productos. 
 
12.4 Tabla de sostenibilidad 
 
Sostenibilidad Económica Social Ambiental 
Planificación Apartado 5.1 Apartado 5.2 Apartado 5.3 
Valoración 7 6 6 








Al principio con la propuesta de Soft For You en realizar mi proyecto relacionado con Hololens 
se barajaron varias opciones de las que descartamos algunas intentándonos alejar del 
desarrollo basado en una aplicación concreta ya que no queríamos desarrollar algo que no 
tuviera utilidad más allá de este proyecto. Basándonos en la experiencia de las aplicaciones 
que habíamos podido desarrollar decidimos de que necesitábamos un componente que nos 
permitiera compartir las experiencias holográficas.  
 
Con eso en mente se ha desarrollado todo este proyecto y si bien recalcar que al principio 
parecía un proyecto abstracto y al que costaba darle una utilidad concreta conforme 
avanzábamos en el desarrollo del mismo nos dábamos cuenta de las nuevas posibilidades que 
nos ofrecía. Esto último es lo que hemos querido recalcar en la aplicación de demo que hemos 
desarrollado y por l emotivo que hemos excluido el chat de voz de esta entrega del proyecto. A 
su vez la metodología nos ha ayudado a poder introducir nuevas características como el 
guardado de anclas en nuestro servidor o un sistema de interacción con los objetos. Que, 
aunque no se encortaban en el plan inicial eran componentes que necesitaríamos seguro en un 
futuro próximo. 
 
Durante el desarrollo del mismo nos hemos enfrentado a dificultades a la hora de desarrollar 
pensando en componentes y no objetos, así como adaptar la solución para reducir al máximo el 
drag and drop cuando se crea una escena y acercarnos más a componentes automáticos de lo 
que podemos hacer el setup en un único lugar y en el que realizar cambios es fácil. También 
hemos aprendido a cómo integrar los equipos de diseño con el trabajo que he realizado como 
desarrollador, centrándome mucho más en realizar herramientas que en realizar funcionalidad 
completa, así como intentar evitar conflictos en la integración. 
 
Por último, trabajando con una tecnología que sigue en desarrollo y que proporciona nuevas 
herramientas y cambios para el desarrollo de la misma casi mensualmente hemos aprendido a 
ser flexibles y adoptar los cambios constantemente. Esto lo realizamos para poder 
aprovecharnos de todo el potencial de la base sobre la que trabajamos y ayudar a mejorar la 
misma. Para nosotros esto suponía dedicarle al día un tiempo a revisar los cambios que 
estaban en proceso y conocer cuándo y por qué estos se realizaban, así como ser una parte 
activa de la comunidad. Esto ha sido importante debido a que también nos ha permitido 
entender el diseño de HoloToolkit y adoptar las buenas prácticas de programación que se 









13.1 Competencias técnicas  
En este proyecto tenemos asociadas las siguientes características: 
 
● CES1.1: Desarrollar mantener y evaluar sistemas y servicios software complejos y/o 
críticos. [Bastante] Nuestro sistema requiere de una cierta complejidad de diseño debido 
a que en él se basarán futuras aplicaciones idealmente sin modificar el mismo. 
 
● CES1.3: Identificar, evaluar y gestionar los riesgos potenciales asociados a la 
construcción de software que pudiesen presentarse. [En profundidad] Durante el proyecto 
debemos solventar y gestionar los problemas y los riesgos que surgirán durante el mismo 
para poder asegurar su éxito. 
 
● CES1.4: Desarrollar, mantener y evaluar servicios y aplicaciones distribuidas con soporte 
en red. [Bastante]. Nuestro framework tiene una parte de servidor que debemos tanto 
diseñar como mantener para su correcto funcionamiento. 
 
● CES1.5: Especificar, diseñar, implementar y evaluar bases de datos. [Bastante] Nuestro 
servidor requiere de una base de datos para mantener el estado del entorno, así como 
los usuarios en una sesión y la gestión de los mismos. Todo esto requiere diseñar e 
implementar una base de datos. 
 
● CES2.1: Definir y gestionar los requisitos de un sistema software. [Bastante] Es muy 
importante definir correctamente los requisitos de nuestro sistema antes de desarrollarlo 









La primera desviación importante del proyecto ha sido suprimir el chat de voz del producto final. 
Esta decisión se ha tomado ya que no queríamos utilizar la solución de voz ofrecida por Sharing 
Service si no tener la oportunidad de utilizar una propia más adelante dependiendo de la 
aplicación específica.  Esta decisión a su vez nos dios tiempo para que, durante la primera fase 
de desarrollo, parte común, se pudiera incorporar la creación de un sistema que nos permitiera 
mover, rotar y escalar los objetos de manera sencilla en hololens ya que nativamente esto no se 
ofrece en Holotoolkit más allá de una interacción básica y sin feedback. Esta fase se ha podido 
desarrollar dentro del tiempo establecido junto con la parte correspondiente del servidor para 
tener persistencia de las sesiones y de los usuarios. 
 
Durante la fase del desarrollo de la parte remota que correspondía a las fechas del (20-03-17 al 
23-04-17) se tuvo que posponer el desarrollo de la misma. Esto fue provocado por la necesidad 
de poder incorporar a las aplicaciones el spectator view que compartía funcionalidad con la parte 
de desarrollo común. Por lo tanto, después de 90 horas completadas de se pasó a desarrollar la 
parte local que se retrasó de 100 horas a 130 horas por la incorporación e integración con el 
spectator view y también por diversos problemas con la gestión de anclas posición de los 
elementos respecto a las mismas y la persistencia de los elementos en las sesiones locales. En 
concreto lo que más tiempo alargó esta iteración fue la persistencia de las anclas en nuestro 
servidor para poder volver a cargar los entornos más adelante no solo en el caso local, sino que 
también el remoto, par a no tener que volver a escanear un entorno que ya previamente se había 
escaneado. 
 
Por último, en la parte de revisión y pruebas incorporamos la aplicación de demo para poder 
mostrar y probar el trabajo realizado.  
 
Después de las desviaciones comentadas y de tener en cuenta las horas reales aproximadas 
gastadas obtenemos la siguiente tabla: 
 
Tarea Responsable Horas Desviación 
Definición y aprendizaje   100 - 
Definición proyecto Jefe de proyecto 25 5 
Aprendizaje autónomo Programador 75 -5 
Gestión del proyecto   120 20 
Definición del alcance Jefe de proyecto 20 5 






Gestión económica y sostenible Jefe de proyecto 11 - 
Presentación preliminar Jefe de proyecto 11 - 
Contextualización y Bibliografía Jefe de proyecto 21 5 
Pliego y condiciones Jefe de proyecto 18 5 
Presentación oral y 
documento       
final 
Jefe de proyecto 23 - 
Desarrollo parte común   95 -5 
Diseño y especificación Diseñador 30 - 
Implementación y pruebas 70% Programador / 30% Tester 65 -5 
Desarrollo parte remota   200 - 
Análisis de requisitos Analista 25 -5 
Diseño y especificación Diseñador 55 -15 
Implementación y pruebas 70% Programador / 30% Tester 120 20 
Desarrollo parte local   130 30 
Análisis de requisitos Analista 35 20 
Diseño y especificación Diseñador 40 20 
Implementación y pruebas 70% Programador / 30% Tester 55 -10 
Revisión y pruebas   80 - 
Análisis y Diseño mejoras 50% Diseñador / 50% 
Programador 
30 - 
Pruebas en entornos reales Tester 50 - 
Documentación y presentación   77 22 
Redacción memoria Jefe de proyecto 52 7 
Presentación oral Jefe de proyecto 25 15 






Tabla 107 Tareas y su coste de horas (Elaboración propia) 
 
Esta nueva distribución de horas nos produce cambios en los costes humanos de la siguiente 
manera: 
 
Rol Horas Reales Remuneración (€/h) Coste (€) 
Jefe de proyecto 222 8 1776 
Diseñador 140 8 1120 
Programador 259 8 2072 
Tester 121 8 968 
Analista 60 8 480 
Total 802  6416 
Tabla 108 Recursos humanos (Elaboración propia) 
Y teniendo en cuenta el nuevo coste de los recursos humanos obtenemos lo siguiente: 
 
Recurso Coste estimado (€) 
Recursos Humanos 6416 
Recursos Hardware 873,61 
Recursos Software 162,19 
Gastos Generales 484,72 
Imprevistos 345,36 
Coste Parcial 7745,87 
Contingencias +9% 




Esto también ha conllevado cambios en el diagrama de Gantt donde hemos tenido que reflejar 
los cambios mencionados en este apartado, notar que solo mostramos la parte que ha sufrido 






















13.3 Limitaciones y dificultades 
 
Actualmente hemos tenido dos limitaciones que merece la pena repasar: limitación temporal y la 
limitación de las soluciones utilizadas. 
 
Comenzando por la limitación de las soluciones utilizadas, Holotoolkit, aunque nos da una 
increíble base para nuestro proyecto actualmente tiene un problema cuando hablamos de cross 
platform, que, pese a que se está trabajando en ello, ya que actualmente fuera de UWP, Windows 
o Mac no puedes compilar un proyecto en el que este esté incluido ya que utiliza características 
específicas de estos targets. Así mismo Sharing Service también tiene limitaciones por el mismo 
motivo que Holotoolkit. 
 
Esta primera limitación se podría superar haciendo un warp del código especifico de la 
funcionalidad de cada plataforma bajo su pragma de compilación y substituyendo por código 
adaptado a la plataforma la función. Esto está en proceso 7actualmente intentando incorporarse 
con la rama master, primero para poder compilar y después para poder ir adaptando 
funcionalidad a otras plataformas.  
 
La otra gran limitación es el tiempo ya que este proyecto tiene una duración determinada y todo 
lo que no se ha podido realizar en este queda como trabajo futuro. 
13.3.1 Trabajo futuro 
 
La continuidad natural del proyecto sería básicamente continuar con las siguientes dos 
funcionalidades: 
 
 Mejorar textura: Uno de los puntos débiles que hemos encontrado es el shader que 
hemos utilizado y la estrategia para texturizar el entorno. Actualmente existen técnicas 
mejores que la técnica utilizada actualmente y por lo tanto mejorar esta significaría una 
mejora directa en nuestro framework. 
 
 Incorporación llamada: Durante este proyecto queríamos incorporar un chat de voz, que 
por limitaciones temporales no se ha podido incorporar en esta versión del proyecto. Si 
es cierto que hemos decidido dejar fuera esta característica actualmente en un futuro 
incorporarla beneficioso para el proyecto. 
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