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Abstract: It is well known that the expected number of real zeros of a random cosine
polynomial (of degree n)
Vn(x) =
n∑
j=0
aj cos(jx), x ∈ (0, 2π),
where the coefficients aj are independent and identically distributed (i.i.d.) real-valued
standard Gaussian random variables, is asymptotically 2n/
√
3. To the best of our knowledge,
the above asymptotic relation has always been the lower bound for the expected number of
real zeros of Vn when the aj employ different settings. However, this inequality is sharp
for most of the cases that have been considered so far. Moreover, out of various ways to
establish a set of dependent coefficients, one can sort out the coefficients in the blocks of
the same length and then identify certain blocks. As one may expect, the expected number
of real zeros of these polynomials is subject to how we identify the blocks, yet it might be
independent of the size of the blocks. In this manuscript, we investigate four cases of random
cosine polynomials where the blocks of the coefficients are identified in different fashions.
The cases we study include the adjacent, palindromic, and periodic blocks as well as the case
involving only two blocks, each of which possesses a different expected number of real zeros
from one another.
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CHAPTER I
INTRODUCTION
1.1 Plan of this dissertation
In this dissertation, we study zeros of random trigonometric polynomials with dependent
coefficients. Chapter I contains a concise history of the subject.
The second chapter consists of the results from our published work [67]. The objective of
the chapter is to introduce two different models of random trigonometric polynomials with
dependent coefficients and to show the expected number of real zeros may remain intact or
exceed that of the classical case with i.i.d. coefficients, depending on how one possibly sort
the coefficients in different blocks.
Chapter III includes the results obtained in another published paper [68]. In that chapter,
the expected number of real zeros of a random cosine polynomial with palindromic blocks of
coefficients (of any fixed length ` ∈ N\{1}) is considered. Our result generalizes the work of
Farahmand and Li [35] on the expected number of real zeros of random cosine polynomials
with palindromic coefficients, which corresponds to ` = 1.
In the fourth and the last chapter, we study the same concept of the expected number
of real zeros with quite a different setting. We determine the expected number of real zeros
for algebraic, trigonometric, and cosine polynomials, where the coefficients are grouped in
blocks of a fixed length recurring periodically.
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1.2 A brief history of the study of random polynomials
Let (Ω,A,P) be a probability space on which we define complex-valued random variables
η0, η1, . . . , ηn. In addition, assume S ⊂ C and f0, f1, . . . , fn : S → C are some functions. We
consider a random function Fn : S → C defined as
Fn(z) ≡ Fn(z, ω) :=
n∑
j=0
ηj(ω)fj(z), (1.2.1)
which is indeed the linear combination of fj’s.
1.2.1 Random algebraic polynomials
Among all well-known random functions, of great importance are the random algebraic
polynomials (or Kac polynomials) Pn(z) plainly created by replacing the fj(z) in the above
definition with the monomials zj, that is,
Pn(z) := η0 + η1z + · · ·+ ηn−1zn−1 + ηnzn, (1.2.2)
where the ηj are complex-valued random variables and ηn 6= 0. Let E denote the mathemat-
ical expectation, P be the probability of an event, and Nn(S) denote the number of zeros of
Pn in the set S.
For the sake of clarity, we would like to reserve the coefficients ηj only for the case of
complex-valued random (algebraic) polynomials and define real-valued ones as
Pn(x) = a0 + a1x+ · · ·+ an−1xn−1 + anxn, (1.2.3)
where the aj are real and chosen at random.
The work on the expected number of zeros of random polynomials initiated in the early
1930s. Bloch and Pólya [8] were the first to study the expected number of real zeros of
a random polynomial whose coefficients are independent and identically distributed (i.i.d.)
random variables. They assumed that a0 = 1 almost surely (a.s.), namely P({ω : a0(ω) =
1}) = 1, and that all other coefficients are uniformly chosen from the set {−1, 0, 1}, i.e.,
P({ω : aj(ω) = −1}) = P({ω : aj(ω) = 0}) = P({ω : aj(ω) = 1}) = 1/3.
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Bloch and Pólya showed that
E[Nn(R)] = O(
√
n), as n→∞.
Throughout an almost-a-decade period, in a series of publications [58, 59, 60, 61, 62] Lit-
tlewood and Offord found and constantly modified upper and lower bounds for Nn(R) of the
random algebraic polynomial Pn(x) =
∑n
j=0 ajx
j, where the coefficients aj are real-valued
random variables with either standard Gaussian or Bernoulli distribution, or uniformly dis-
tributed in [−1, 1]. More precisely, they proved that in such cases
log n
log log log n
 Nn(R) log2 n,
with probability 1− o(1) as n tends to infinity.
When it comes to real-valued random polynomials Pn with i.i.d. standard Gaussian co-
efficients (with mean zero and unit variance), the expected number of real roots of these
polynomials was the subject of the in-depth investigation by Kac [53]. He showed that
E[Nn(R)] =
4
π
∫ 1
0
√
1− h2n(x)
1− x2
dx,
where
hn(x) =
nxn−1(1− x2)
1− x2n
.
Using the above integral formula, Kac obtained the famed asymptotic relation
E[Nn(R)] ∼
2
π
log n, (1.2.4)
and the estimate
E[Nn(R)] 6 (2/π) log n+ 14/π, n ∈ N \ {1}.
In [54], using quite a different method, Kac also showed the same asymptotic as in
(1.2.4) holds if the coefficients are i.i.d. random variables uniformly distributed in [−1, 1],
which was conjectured in his previous article [53]. The error term in asymptotic estimate
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(1.2.4) established by Kac, which is o(log n), was later improved by many mathematicians.
In fact, defining
A0 := lim
n→∞
(E[Nn(R)]− (2/π) log(n+ 1)),
Jamrom [51, 52] and Wang [89] independently derived two integral representation forms of
the constant A0. More improved versions of Kac’s asymptotic (1.2.4) may be found in the
works of Hammersley [44], Yu [92], Edelman and Kostlan [18] and especially of Wilkins [90]
who gives the asymptotic expansion
E[Nn(R)] ∼
2
π
log n+
∞∑
k=0
Akn
−k,
where the coefficients A0, A2, A4 were explicitly computed via integrals. Indeed, we approxi-
mately have A0 ≈ 0.6257358, A2 ≈ −0.2426127 and A4 ≈ −0.0879406 with A1 = A3 = A5 =
0. It has still remained an open problem if Ak = 0 holds for the other odd k’s.
Although the initial study of the number of real roots of random polynomials involved
coefficients with discrete distribution, most of the following research focused on the case
of the coefficients with normal distribution. However, an innovative method introduced by
Erdős and Offord [21] showed that for a random polynomial with i.i.d. Bernoulli distribution,
for sufficiently large n,
Nn(R) =
2
π
log n+ o((log n)2/3 log log n),
with probability 1 − o(1/
√
log log n). By enhancing their method, Ibragimov and Maslova
[46, 47, 48] showed that if the coefficients aj are from the domain of attraction of the normal
(proper) law, then
E[Nn(R)] =
(2/π) log n+ o(log n), if E(aj) = 0,(1/π) log n+ o(log n), if E(aj) 6= 0.
More recently, Nguyen, Nguyen and Vu [65] showed that the error term in the above estimate
is literally bounded provided that the coefficients aj have mean zero. The variance of the
number of real zeros of random polynomials has also been of great interest. In 1974, Maslova
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[64] showed that if the coefficients aj are i.i.d. random variables distributed in such a way
that E(aj) = 0 and E
(
|aj|2+δ
)
<∞, δ > 0, then
Var[Nn(R)] ∼
4
π
(
1− 2
π
)
log n.
While the number of real roots of the polynomial Pn is quite small, concentrating at ±1, in
the 1960s, Šparo and Šur [88] and Arnold [3] were among the first to show that most of the
complex zeros concentrate on the unit circumference T. Years later, Shepp and Vanderbei
[86] showed that, for large enough n, about n− (2/π) log n of zeros accumulate on T whereas
(2/π) log n of real roots gather at ±1.
The fact of accumulation of complex zeros of polynomial Pn on the unit circumference
may be viewed differently. Let Z(Pn) = {z1, z2, . . . , zn} be the set of complex zeros of Pn
(counted with multiplicity) and define the normalized zero counting measure
τn :=
1
n
n∑
j=1
δzj ,
where δzj is the unit point mass at zj. The term equidistributed zeros refers to
τn
∗→ µT, as n→∞.
Namely, τn converges (in the weak
∗ topology sense, or weakly, in the language of probability
theory) to the normalized arclength measure µT on the unit circumference T with probability
1, where dµT(e
it) := dt/(2π). More recent work on the limiting distribution of zeros of
random polynomials are the papers of Ibragimov and Zeitouni [50], Hughes and Nikeghbali
[45], Ibragimov and Zaporozhets [49], and Pritsker [69].
1.2.2 Random trigonometric polynomials
A random trigonometric polynomial of degree n is defined as
Tn(x) :=
n∑
j=0
aj cos(jx) + bj sin(jx), x ∈ (0, 2π), (1.2.5)
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where the coefficients aj and bj are chosen randomly. It is also convenient to tag the special
case
Vn(x) :=
n∑
j=0
aj cos(jx), x ∈ (0, 2π), (1.2.6)
as a random cosine polynomial if the coefficients aj are random variables. We note that
setting z = eix, (1.2.6) is literally depicted as
Vn(x) =
n∑
j=0
aj cos(jx) =
1
2
n∑
j=0
aj(z
j + z−j)
=
z−n
2
n∑
k=−n
ηkz
k+n =:
z−n
2
P2n(z), (1.2.7)
where
ηj = η−j =
2a0, if j = 0,aj, if 1 6 j 6 n.
As (1.2.7) suggests, it is evident that the number of real zeros of Vn can not exceed 2n.
The study of zeros of random trigonometric polynomials dates back to the 1960s when
Dunnage [17] found the celebrated asymptotic for the expected number of real roots of
random cosine polynomials. He showed that asymptotically about 1/
√
3 of all zeros of Vn
are real, in fact
E[Nn(0, 2π)] ∼
2n√
3
(1.2.8)
as long as a0 = 0, and the aj are i.i.d. random variables with standard normal distribution.
Only two years after the work of Dunnage, as part of his Ph.D. thesis, Das [15] investigated
random cosine polynomials of the form
Vn,δ(x) :=
n∑
j=0
jδaj cos(jx), aj ∼ N (0, 1), δ > −3/2,
and showed that
E[Nn,δ(0, 2π)] = 2n
√
1 + 2δ
3 + 2δ
+O(n1/2−δ), as n→∞.
As a matter of fact, the above asymptotic relation improves the error termO(n11/13(log n)3/13)
obtained by Dunnage to O(
√
n) only by setting δ = 0. The error term O(1), the best known
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so far, appears in the work of Wilkins [91] where he proves that
E[Nn(0, 2π)] =
2n+ 1√
3
3∑
r=0
Dr
(2n+ 1)r
+O((2n+ 1)−3), as n→∞,
with D0 = 1 and D1, D2, D3 being explicitly computed.
There have also been developments in the study of K-level crossings, namely zeros of
polynomials Vn(x) = K with K being any constant which may depend on n but not on
x, and the cases with coefficients having nonzero mean. For instance, Sambandham and
Renganathan [76] showed that the expected number of real zeros of Vn remains invariant
even if µ 6= 0. Unlike random algebraic polynomials whose expectation of the K-level
crossings decreases for relatively large values of K, more precisely the expected value of the
K-level crossings in the interval (−1, 1) drops down from (1/π) log n to (1/π) log(n/K2) as
long as K = o(
√
n), the expected value of level crossings remains stable for the case of
random cosine polynomials. The following characterization of the expected number of level
crossings of random cosine polynomials [29, Theorem 4.1] given by Farahmand, which to
some extent summarizes his own works [24, 26], reveals that, for sufficiently large n,
E[Nn,K(0, 2π)] =

2n√
3
+O(n3/4), if K = O(n3/4),
2n√
3
+ o(n), if K = o(n),
(1.2.9)
where Nn,K(0, 2π) denotes the number of K-level crossings of the random cosine polynomial
Vn whose coefficients aj are i.i.d. and aj ∼ N (µ, 1). For larger values of K, up to this point,
it is understood that the polynomial Vn, asymptotically and on average, is not to touch the
level K if K = O(
√
n log n), for instance see [33].
Compared with the expected number of real zeros, our knowledge of the variance of real
roots of random trigonometric polynomials was crude and just in the form of upper bounds.
The first result on the variance of the number of real zeros was obtained by Qualls [73] in
1970 by using the theory of stationary processes. He considered a normalized version of
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random trigonometric polynomials defined as
Xn(x) :=
1√
n
n∑
j=1
aj cos(jx) + bj sin(jx), x ∈ (0, 2π), (1.2.10)
also known as Qualls’ ensemble. Not only did he find that
E[Nn(0, 2π)] = 2
√
(2n+ 1)(n+ 1)
6
,
but also showed that, for some positive constant C and sufficiently large enough n,∣∣∣Nn(0, 2π)− E[Nn(0, 2π)]∣∣∣ 6 Cn3/4
with probability 1−o(1), provided that the coefficients aj, bj are i.i.d. random variables with
standard normal distribution. Two fairly large upper bounds for the variance of real roots
of polynomials Vn were established by Farahmand [25, 28] concluding that
Var[Nn(0, 2π)] = O(n3/4), as n→∞.
More recently, the asymptotic Var(Nn(0, 2π)) ∼ cn conjectured by French physicists Bogo-
molny, Bohigas and Leboeuf [9] has been showed to be true (with c = cG ≈ 0.5582 being
explicitly computed) by Granville and Wigman [43] for Qualls’ ensemble with i.i.d. standard
Gaussian coefficients. Moreover, they proved the Central Limit Theorem (CLT) by showing
that the distribution
Nn(0, 2π)− E[Nn(0, 2π)]√
cG n
weakly converges to the standard normal distribution. In recent years, variance and CLT of
the number of real roots of Qualls’ ensemble has become an interesting direction of research,
c.f. [87], [4], [6] and [16]. Do, Nguyen and Nguyen [16] found an asymptotic relation
for the variance of the number of real roots for the Qualls’ ensemble whose coefficients
are i.i.d random variables belonging to a broad class of distributions (even discrete ones)
satisfying the following (finite moments of large orders) criteria
E[ξ] = 0, Var(ξ) = 1 and E
[
|ξ|M0
]
<∞, for large enough M0.
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Moreover, the authors verified that the variance of the number of real roots, asymptotically,
is linear in terms of the expectation by showing that
lim
n→∞
1
n
Var[Nn(0, 2π)] = cG +
2
15
E[ξ4 − 3].
It is then trivial to see that if the coefficients are uniformly chosen from {±1}, also known
as the Rademacher distribution, Var(Nn(0, 2π)) ∼ (cG − 4/15)n.
More on the history of the subject together with many additional references and further
directions of work on a broad range of topics such as non-identical coefficients, sharp cross-
ings, local extrema, points of inflection, and exceedance measure can be found in the books
of Bharucha-Reid and Sambandham [7] or of Farahmand [29] and the references therein.
1.2.3 Dependent coefficients
Sambandham was one of the first mathematicians who studied the case of dependent coef-
ficients for both algebraic and trigonometric polynomials. In a series of papers published in
the 1970s, c.f. [83, 84], he investigated the expected number of real zeros of random alge-
braic polynomials with dependent coefficients of either constant or geometric correlations.
Sambandham showed that for a random polynomial Pn with standard normal coefficients,
the standard asymptotic relation (1.2.4) holds if the coefficients are of geometric correlation,
that is,
ρjk := E[ajak] = ρ|j−k|, ρ ∈ (0, 1/2) (1.2.11)
whereas E[Nn(R)] reduces asymptotically to (1/π) log n if the coefficients are of the constant
correlation, i.e.,
ρjk =
1, if j = k,ρ, if j 6= k, ρ ∈ (0, 1). (1.2.12)
The number of K-level crossings of Pn with coefficients being of the constant correlation
was investigated by Farahmand in [23] showing that the number of K-level crossings reduces
to half of that of in the case when the coefficients are independent–in contrast with the
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fact that the number of K-level crossings of Pn with coefficients being of the geometric
correlation, defined in (1.2.11), still remains unsolved. The case of dependent coefficients
of negative correlations was also discussed in the work of Farahmand and Nezakati [36]
where they showed that the asymptotic (1.2.4) remains unaltered if the coefficients are of
negative geometric correlation, namely ρjk = −ρ|k−j|, ρ ∈ (0, 1/3). Not always is O(log n)
the desired asymptotic. Farahmand and Nezakati [37] proved that the expected number
of real zeros of Pn notably reduces to O(
√
log n) if the correlation between the coefficients
satisfies ρjk = 1 − |k − j| /n. Moreover, in [38] they explored the expected number of real
zeros of polynomials of the form
Qn(x) =
n∑
j=0
(
n
j
)1/2
ajx
j,
first introduced by Edelman and Kostlan [18], where aj ∼ N (0, 1), and are of the constant
correlation as defined in (1.2.12). Farahmand and Nezakati showed that E[Nn(R)] ∼
√
n/2,
which is indeed half of the value obtained in [18] for the case when the coefficients are
independent.
The study of random trigonometric polynomials with dependent coefficients was first
considered by Sambandham [82] where he showed that for the random cosine polynomials
Vn with standard normal coefficients satisfying (1.2.12),
E[Nn(0, 2π)] =
2n√
3
+O(nε+11/13), as n→∞,
with probability at least 1 − n−2ε, ε ∈ (0, 1/13). Similarly, the case of random trigono-
metric polynomials with coefficients of geometric correlation was studied by Sambandham
and Renganathan [77] confirming that E[Nn(0, 2π)] ∼ 2n/
√
3 is still valid. Analogous to
(1.2.9), Farahmand [27] extended his own result to the case with the dependent coefficients
of either constant or geometric correlation by showing that the number of K-level crossings
stays unchanged as 2n/
√
3 for large enough n. Angst, Dalmao and Poly [2] showed that
the expected number of real zeros of Qualls’ ensemble, as defined in (1.2.10), satisfies the
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universal asymptotic 2n/
√
3 +o(n) as long as the coefficients are standard Gaussian random
variables satisfying a general correlation function ρ : N→ R.
The common ground between the case with independent coefficients and those mentioned
above with dependent coefficients satisfying some correlation properties is that 2n/
√
3 is the
universal expected value for the number of real roots (in one period) of a random trigono-
metric polynomial. Two examples of random trigonometric polynomials with strongly de-
pendent Gaussian coefficients, i.e., the expected number of real roots are different from the
standard one, are of great interest to us. The first example is the recent work of Pautrel [66]
which considers the expected value of the number of real roots of Qualls’ ensemble, where
aj, bj ∼ N (0, 1) with E[ajbk] = 0, and the correlation of the coefficients satisfies
E[ajak] = E[bjbk] = ρ(|k − j|) := cos(|k − j|α), α > 0.
He shows that under this strong dependence condition, asymptotically, the expected number
of real roots of Xn may significantly differ from the standard one. More precisely, he proves
that for all ε > 0 and l ∈ (
√
2, 2], there exist α = α(l) ≥ 0, and infinitely many n ∈ N, such
that ∣∣∣∣E[Nn(0, 2π)]n − l
∣∣∣∣ 6 ε.
The second example is the work of Farahmand and Li [35], where they extensively studied
the expected number of real roots of polynomials Tn and Vn possessing palindromic coeffi-
cients, that is, an−j = aj and bn−j = bj. Unlike the algebraic polynomials with palindromic
coefficients (studied in [32]) whose expected number of real roots still remains asymptotic
to (2/π) log n, a random cosine polynomial satisfying symmetry of the coefficients ends up
with a non-universal result. In other words,
Theorem 1.2.1 (Farahmand & Li) Let n = 2m−1, m ∈ N, and Vn(x) =
∑n
j=0 aj cos(jx),
x ∈ (0, 2π). We assume that the aj, 0 6 j 6 m−1, are i.i.d. random variables with standard
Gaussian distribution. If the aj are palindromic, i.e., aj = an−j, 0 6 j 6 m− 1, then
E[Nn(0, 2π)] =
n√
3
+O(n3/4), as n→∞. (1.2.13)
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Let us reverse the order of the coefficients of Vn and define
Ṽn(x) :=
n∑
j=0
an−j cos(jx), x ∈ (0, 2π).
It then follows from Proposition 2.1 of [13] that
Nn(0, 2π) + Ñn(0, 2π) > 2n, (1.2.14)
where Ñn(0, 2π) refers to the number of zeros of Ṽn in one period, counted with multiplicity.
This literally shows that if the coefficients of Vn are palindromic, n is the least average
number of real zeros one can expect in (0, 2π), which is obviously in direct contradiction
with (1.2.13).
To resolve the issue, it is vital to point out that the asymptotic (1.2.13) solely counts the
number of probabilistic real roots, and not those which are deterministic. To begin with, we
observe that if the coefficients are palindromic, we can write
Vn(x) =
n∑
j=0
aj cos(jx) =
m−1∑
j=0
aj
[
cos(jx) + cos(n− j)x
]
= 2 cos(nx/2)V ∗n (x),
where m = (n+ 1)/2, and
V ∗n (x) :=
m−1∑
j=0
aj cos(n/2− j)x.
Let us call Nn(0, 2π) and N
∗
n(0, 2π) as the number of real zeros of Vn and V
∗
n in (0, 2π)
respectively. Thus, with this notation, (1.2.13) should have been stated as
E[N∗n(0, 2π)] =
n√
3
+O(n3/4), as n→∞. (1.2.15)
Now, taking n distinct roots of cos(nx/2) into account, the expected value of the number of
all real zeros of Vn is
E[Nn(0, 2π)] = E[n+N∗n(0, 2π)] = n+
n√
3
+O(n3/4), as n→∞. (1.2.16)
Remark 1.2.1 We note that Farahmand and Li [35] only considered the case where n is
odd. They mentioned that the same result holds for even n’s without making any further
12
comments, which does not seem immediate at all. Therefore, we give a complete proof of
the asymptotic relation (1.2.16) in the appendix to this manuscript, see Appendix, Theo-
rem A.1, on p. 107.
1.2.4 Kac-Rice’s formula
The Kac-Rice formula is our chief tool to study the number of real zeros of random functions’
asymptotic behavior. The underlying formula on which the seminal Kac-Rice formula is built
is called Kac’s counting formula, see [53, Lemma 1], and is stated as follows.
Lemma 1.2.1 (Kac’s Counting Formula I) Let F ∈ C1[a, b], and assume that F ′ has
finitely many zeros in (a, b). We define
N∗(a, b) = N(a, b) + (κ(a) + κ(b))/2,
where N(a, b) is the number of zeros of F in (a, b) and
κ(x) :=

1, if F (x) = 0,
0, otherwise.
Then
N∗(a, b) = lim
ε→0+
1
2ε
∫ b
a
1{|F (x)|<ε}(x) |F ′(x)| dx, (1.2.17)
where multiple roots are counted only once.
We also note that ψε := (1/2ε)1{|F (x)|<ε} converges to Dirac’s δ-measure (point mass measure
at the origin) as ε → 0, which implies that in each sufficiently small interval Ik ⊂ (a, b)
containing a zero of F , we have ∫
Ik
δ0(F (x)) |F ′(x)| dx = 1.
Thus, summing over all the k, (1.2.17) may be written as
N∗(a, b) =
∫ b
a
δ0(F (x)) |F ′(x)| dx.
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Remark 1.2.2 We can easily extend Kac’s counting formula to find the number of K-level
crossings of function F by replacing F with F −K to obtain
N∗K(a, b) = lim
ε→0+
1
2ε
∫ b
a
1{|F (x)−K|<ε}(x) |F ′(x)| dx
=
∫ b
a
δK(F (x)) |F ′(x)| dx, (1.2.18)
where N∗K(a, b) is the number of K-level crossings and δK is the point mass at K.
Consider the Dirichlet integral
P.V.
1
π
∫ ∞
−∞
sin(αy)
y
dy = sgn(α), α 6= 0,
and let a = x0 < x1 < · · · < xM < xM+1 = b, where x1, . . . , xM are the roots of F ′. It is
clear that
P.V.
1
2π
∫ ∞
−∞
∫ b
a
cos(yF (x)) |F ′(x)| dx dy
= P.V.
1
2π
∫ ∞
−∞
M∑
j=0
∫ xj+1
xj
cos(yF (x)) |F ′(x)| dx dy
= P.V.
1
2π
∫ ∞
−∞
M∑
j=0
±
∫ xj+1
xj
cos(yF (x))F ′(x) dx dy
=
1
2
M∑
j=0
±
{
P.V.
1
π
∫ ∞
−∞
sin(yF (xj+1))− sin(yF (xj))
y
dy
}
=
1
2
M∑
j=0
±
[
sgn(F (xj+1))− sgn(F (xj))
]
= N∗(a, b),
which leads us to another version of Kac’s counting formula:
Lemma 1.2.2 (Kac’s Counting Formula II) If F ∈ C1[a, b] and F ′(x) vanishes only at
a finite number of points in (a, b), then
N∗(a, b) = P.V.
1
2π
∫ ∞
−∞
∫ b
a
cos(yF (x)) |F ′(x)| dx dy. (1.2.19)
An essential contribution to this area was also made by Rice [78, 79], a computer scientist
who is well-known in information theory, telecommunication, and signal processing, shortly
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after Kac published his pioneering paper having established the counting formula. To in-
troduce the Rice formula, let us consider a real-valued stochastic process {F (x) : x ∈ I}
where I is an interval. The original Rice formula shows that the expected number of K-level
crossings of a Gaussian centered stationary process with unite variance, in the interval I, is
given by
E[N∗K(I)] =
√
λ2 |I| e−K
2/2
π
,
where λ2 is the second moment of the process. Roughly speaking, by taking expected
value of both sides of (1.2.18), Kac-Rice’s formula gives an explicit integral formula for the
expectation of the number of K-level crossings, namely
E[N∗K(I)] = E
[
lim
ε→0+
1
2ε
∫
I
1{|F (x)−K|<ε}(x) |F ′(x)| dx
]
= lim
ε→0+
E
[
1
2ε
∫
I
1{|F (x)−K|<ε}(x) |F ′(x)| dx
]
=
∫
I
lim
ε→0+
∫ K+ε
K−ε
E
[
|F ′(x)|
∣∣F (x) = y] pF (x)(y) dy dx
=
∫
I
E
[
|F ′(x)|
∣∣F (x) = K] pF (x)(K) dx, (1.2.20)
where pF (x) denotes the probability density function for F . The above is just an upshot of a
more general result known as the k-factorial moment of crossings, see [5, Theorem 3.2 & 3.4].
In particular, the expected number of K-level crossings of a real-valued Gaussian random
function F is shown to be
E[NK(I)] =
∫
I
∫ ∞
−∞
|y| pF (x),F ′(x)(K, y) dy dx, (1.2.21)
where pF (x),F ′(x) denotes the joint probability density for F and F
′, see [5, (3.20), p. 79] or
[29, Theorem 2.1, p. 12].
Among different variants of Kac-Rice’s formula, which are more or less equivalent, for
instance see [1], Chapter 3 of [5], [14, p. 285], and [29, pp. 26–28], for the purpose of this
text we stick to the one proved by Lubinsky, Pritsker and Xie [63, Proposition 1.1]. Using
the counting formula (1.2.19), the authors showed that
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Lemma 1.2.3 (Kac-Rice Formula) Let [a, b] ⊂ R, and consider real-valued functions
fj(x) ∈ C1[a, b], 0 6 j 6 n. Define the random function Fn(x) =
∑n
j=0 ajfj(x), where
the aj are i.i.d. random variables with Gaussian distribution N (0, σ2). Let
An(x) :=
n∑
j=0
(fj(x))
2, Bn(x) :=
n∑
j=0
fj(x)f
′
j(x), and Cn(x) :=
n∑
j=0
(f ′j(x))
2.
If An(x) > 0 on [a, b], and there is M ∈ N such that F ′n(x) has at most M zeros in (a, b)
for all choices of coefficients, then the expected number of real zeros of Fn(x) in the interval
(a, b) is given by
E[Nn(a, b)] =
1
π
∫ b
a
√
An(x)Cn(x)−Bn(x)2
An(x)
dx. (1.2.22)
Remark 1.2.3 It should be stressed that the original statement of the above lemma assumes
that “f0(x) is a nonzero constant” in place of “An > 0 on [a, b]”, a stronger hypothesis than
stated. However, under this slightly weaker condition, 0 < ηn = minx∈[a,b]An(x) holds, and
the proof is the same.
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CHAPTER II
RANDOM TRIGONOMETRIC POLYNOMIALS WITH PAIRWISE EQUAL
BLOCKS OF COEFFICIENTS
This chapter discusses the expected number of real zeros of some random trigonometric
polynomials with pairwise equal blocks of coefficients. To begin with, we explore the poly-
nomials Tn and Vn, defined in (1.2.5) and (1.2.6) respectively. We show that the expected
number of real zeros of these polynomials in small intervals of length ε > 0 is negligible.
Afterward, we discuss two cases of random trigonometric polynomials with pairwise equal
blocks of coefficients, one with adjacent blocks, and the other with only two pairwise equal
blocks.
2.1 Equidistribution and the expected number of zeros in negligible intervals
The study of the number of zeros of the polynomial Vn(x) =
∑n
j=0 aj cos(jx), x ∈ (0, 2π),
with Gaussian coefficients, in a small interval dates back to the very first landmark in the
subject by Dunnage [17, sec. 10, pp. 82–84] and extended shortly after by Das stating “the
probability of Vn(x) having an appreciable number of zeros in a small interval t − ε < x <
t+ ε, t ∈ (0, 2π), is small”, see [15, sec. 2, p. 721]. Thereafter, Jensen’s inequality has been
the essential tool to determine the expected number of real zeros of random trigonometric
polynomials in negligible intervals; for instance see [26], [27], [30], [39], [34], and [35].
When a random trigonometric polynomial has i.i.d. Gaussian coefficients, one can effort-
lessly employ Flasche’s result [40, Theorem 1, p. 3923] to show that, for any η ∈ (0, 2π) and
ε > 0,
E[Nn(η, η + ε)] = O(nε), as n→∞. (2.1.1)
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This section aims to find an analogous estimate for polynomials Tn and Vn without worrying
whether the coefficients are independent or not.
As already observed in (1.2.7), real zeros of Vn(x) are in fact the complex roots of an
algebraic polynomial P2n(z) lying on the unit circumference T. Hence in order to reach
our desired result, it is natural to study complex zeros of random algebraic polynomials
Pn(z) =
∑n
j=0 ηjz
j in a very small annular sector containing the circular arc eit, t ∈ (η, η+ε).
As briefly discussed, see page 5, equidistribution of the zeros refers to
τn
∗→ µT, as n→∞.
One can find more on the global limiting distribution of zeros of random polynomials, for
instance, in the works of Ibragimov and Zeitouni [50], Hughes and Nikeghbali [45], and
Ibragimov and Zaporozhets [49]. In particular, it was proved in [49] that for random algebraic
polynomials Pn with the aj being complex-valued i.i.d. random variables, E[log+ |a0|] < ∞
if and only if τn
∗→ µT almost surely. As we observe in all results addressed above, it
is commonly assumed that the aj are i.i.d. random variables. Pritsker [70] (see also [69])
showed that under assumption that the distribution function of the |aj| meets desirable
growth conditions, τn
∗→ µT a.s., where the aj need not be identically distributed or even
independent. One can study the deviation of τn from µT through the discrepancy of these
measures in the annular sectors
Ar(α, β) = {z ∈ C : r < |z| < 1/r, α 6 arg z < β}, 0 < r < 1.
Pritsker and Sola [71, Theorem 3.7] considered a random polynomial Pn(z), with not neces-
sarily independent coefficients, and proved that the expected discrepancy of roots of Pn in
the annular sector Ar(α, β), namely
E
[ ∣∣∣∣τn(Ar(α, β))− β − α2π
∣∣∣∣ ]
decays like
√
log n/n. We also note that in the case of deterministic polynomials, which was
considered by Erdős and Turán [22],
√
log n/n is the optimal order one can obtain. Pritsker
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and Yeager [72] generalized the above asymptotic relation while removing many unnecessary
restrictions. Herein, we quote one of their results on the rate of convergence for the expected
discrepancy, which is vital to obtain our intended result on the number of real zeros of
random trigonometric polynomials with dependent coefficients.
Lemma 2.1.1 (Pritsker & Yeager) Let Pn(z) =
∑n
j=0 aj,nz
j, n ∈ N, be a sequence of
random polynomials, where aj,n are complex-valued random variables. For a fixed t ∈ (0, 1],
if
M := sup
n∈N
{
E[|aj,n|t] : 0 6 j 6 n
}
<∞,
and
L := inf
n∈N
{
E[log |aj,n|] : j = 0, n
}
> −∞,
then
E
[ ∣∣∣∣τn(Ar(α, β))− β − α2π
∣∣∣∣ ] = O(
√
log n
n
)
, as n→∞, (2.1.2)
where the implied constant (in big O notation) depends only on r, t,M and L but not on n.
So, we are in the position to claim that the expected number of real roots of polynomials
Vn and Tn remains comparatively small in negligible intervals.
Lemma 2.1.2 Let Vn(x) =
∑n
j=0 aj cos(jx) with the aj being random variables, not neces-
sarily independent, with Gaussian distribution N (0, σ2). If a ∈ (0, 1/2) is fixed, then for all
δ ∈ [0, 2π), we have
E[Nn(δ, δ + n−a)] = O(n1−a), as n→∞,
where the big O is uniform in δ.
Proof. Without loss of generality, let us set σ = 1. It follows from (1.2.7) that Vn(x) =
z−nP2n(z)/2, where z = e
ix and P2n is a random polynomial of degree 2n with coefficients
defined as η0 = 2a0 and ηj = η−j = aj, 1 6 j 6 n. Therefore, for 1 6 j 6 n,
E[|η0|]
2
= E[|ηj|] = E[|η−j|]
=
∫ ∞
−∞
e−t
2/2 |t| dt√
2π
= 2
∫ ∞
0
e−t
2/2 t dt√
2π
=
√
2
π
,
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and
E
[
log |η−n|
]
= E
[
log |ηn|
]
=
∫ ∞
−∞
e−t
2/2 log |t| dt√
2π
= 2
∫ ∞
0
e−t
2/2 log(t) dt√
2π
=
−γ − log 2
2
≈ −0.63518,
where γ = −
∫∞
0
e−t log(t) dt is Euler-Mascheroni’s constant. Now, applying Lemma 2.1.1
while setting t = 1, r = 1/2, α = δ and β = δ + n−a, we have
E
[ ∣∣∣∣τ2n(A1/2(δ, δ + n−a))− n−a2π
∣∣∣∣ ] = O(
√
log 2n
2n
)
,
which implies that
E
[
2n τ2n(A1/2(δ, δ + n
−a))
]
= O(
√
n log n) +O(n1−a) = O(n1−a).
Let Nn(·) and N∗2n(·) denote the number of zeros of Vn and P2n respectively. Since (δ, δ +
n−a) ⊂ A1/2(δ, δ + n−a), it is immediate that
E[Nn(δ, δ + n−a)] 6 E
[
N∗2n(A1/2(δ, δ + n
−a))
]
= E
[
2n τ2n(A1/2(δ, δ + n
−a))
]
= O(n1−a), as n→∞,
where this estimate is uniform in δ since all r, t,M and L are fixed.
In a similar way, one can show that
Corollary 2.1.1 Let Tn(x) =
∑n
j=0 aj cos(jx) + bj sin(jx) with the aj and bj being random
variables with Gaussian distribution N (0, σ2). If a ∈ (0, 1/2) is fixed, then for all δ ∈ [0, 2π),
we have
E[Nn(δ, δ + n−a)] = O(n1−a), as n→∞,
where the big O is uniform in δ.
Proof. Again, for simplicity let σ = 1. Similar to (1.2.7) and setting z = eix, we can write
Tn(x) =
z−nP2n(z)
2
,
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where P2n(z) :=
∑n
k=−n ηkz
k+n with
ηj = η−j =

2a0, if j = 0,
aj − ibj, if 1 6 j 6 n.
It is then clear that E[|η0|] = 2
√
2/π, and for 1 6 j 6 n,
E[|ηj|] = E[|η−j|] 6 E[|aj|] + E[|bj|] 6 2
√
2
π
,
and
E
[
log |η−n|
]
= E
[
log |ηn|
]
> E
[
log(max{|an| , |bn|})
]
=
−γ − log 2
2
,
which imply that M < ∞ and L > −∞. The rest of the proof remains the same as in the
proof of Lemma 2.1.2.
2.2 Random trigonometric polynomials with equal adjacent blocks, and only
two equal blocks
Our primary motivation behind the study of roots of random trigonometric polynomials with
pairwise equal blocks of coefficients is that the expected number of real zeros of a random
cosine polynomial with palindromic coefficients is not universal any longer, i.e., it deviates
from 2n/
√
3. More precisely, as we see in (1.2.16), in such a case, one should expect about
36.6% more real zeros than in the classical case where the coefficients are i.i.d. Gaussian
random variables that are centered with unit variance. This naturally raises the question of
whether the expected value of the number of real roots remains universal if the coefficients are
sorted and identified in different ways. In other words, we would like to know how strongly
dependent the coefficients should be to force the expectation to become non-universal, how
arranging the coefficients in blocks with a specific length changes the expected number of
real zeros and what this length has to do with that expectation. As observed and expected
by the author, a random cosine polynomial with adjacent coefficients, namely a2j = a2j+1,
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asymptotically has the same expected number of real zeros as the classical case. Since each
coefficient by itself can be seen as a block of unit length, it is reasonable to investigate the
number of real zeros of a random trigonometric polynomial whose coefficients are ordered in
blocks instead.
Definition 2.2.1 An `-tuple (ai, ai+1, . . . , ai+`−1) is called a block of coefficients of length
`.
The first model we consider is the one where successive blocks of coefficients are pairwise
identified. In particular, we show no matter what the length of these adjacent blocks is, the
expected value of the number of real zeros is universal as if the coefficients were independent
in the first place. The construction goes as follows:
Fix ` ∈ N, and let n = 2`m − 1 + r, m ∈ N and r ∈ {0, 1, . . . , 2` − 1}, namely r is the
remainder and m is the quotient of dividing n + 1 by 2`. We sort the coefficients in 2m
blocks of length ` in the following fashion. Assume
A = (a0, a1, . . . , an) =
2m−1⋃
i=0
Ai ∪ Ãr,
where Ai := (a`i, a`i+1, . . . , a`i+`−1), and
Ãr :=

∅, if r = 0,
(a2`m, . . . , a2`m−1+r), if 1 6 r 6 2`− 1.
In other words, the set Ãr varies in size from empty to having 2`− 1 elements and comes in
the end of A. We further assume that the adjacent blocks are identified, i.e., A2j+1 = A2j,
0 6 j 6 m − 1. In the following theorem, we prove that under these assumptions, the
expected number of real zeros of Vn asymptotically stays unaltered as 2n/
√
3 regardless of
the size of the blocks.
Theorem 2.2.1 Fix ` ∈ N and let n = 2`m − 1 + r, m ∈ N, and r ∈ {0, 1, . . . , 2` − 1}.
Assume Vn(x) =
∑n
j=0 aj cos(jx), x ∈ (0, 2π), and
⋃m−1
j=0 A2j∪Ãr is a family of i.i.d. random
22
variables with Gaussian distribution N (0, σ2). For 0 6 j 6 m − 1 and 0 6 k 6 ` − 1, we
further assume a2`j+`+k = a2`j+k, in other words, A2j+1 = A2j. Then
E[Nn(0, 2π)] =
2n√
3
+O(n4/5), as n→∞,
where the implied constant (in big O notation) only depends on `.
Similarly, let
B = (b0, b1, . . . , bn) =
2m−1⋃
i=0
Bi ∪ B̃r,
where Bi := (b`i, b`i+1, . . . , b`i+`−1), and
B̃r :=

∅, if r = 0,
(b2`m, . . . , b2`m−1+r), if 1 6 r 6 2`− 1.
We can also show that the above result also holds for random trigonometric polynomials
Tn. To put it in a nutshell, the expected value of the number of real zeros of a random
trigonometric polynomial with adjacent blocks of coefficients is universal.
Theorem 2.2.2 Fix ` ∈ N and let n = 2`m − 1 + r, m ∈ N, and r ∈ {0, 1, . . . , 2` − 1}.
Assume Tn(x) =
∑n
j=0 aj cos(jx)+ bj sin(jx), x ∈ (0, 2π), and
⋃m−1
j=0 (A2j ∪B2j)∪ (Ãr∪ B̃) is
a family of i.i.d. random variables with Gaussian distribution N (0, σ2). For 0 6 j 6 m− 1,
we further assume A2j+1 = A2j and B2j+1 = B2j. Then
E[Nn(0, 2π)] =
2n√
3
+O(n4/5), as n→∞,
where the implied constant depends only on `.
The second case to be studied is even more extreme because the set of random coefficients
is composed of only two identical blocks. Let A = (a0, a1, . . . , an) = A0 ∪ A1 ∪ Ã, where
A0 := (a0, a1, . . . , adn/2e−1), A1 := (adn/2e, adn/2e+1, . . . , a2dn/2e−1),
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and
Ã :=

∅, if n is odd,
(an), if n is even.
We prove that if the condition A1 = A0 is imposed, the asymptotics of the expected number
of real zeros of Vn is no more universal.
Theorem 2.2.3 Let Vn(x) =
∑n
j=0 aj cos(jx), n ∈ N, and x ∈ (0, 2π). Assume A0 ∪ Ã is
a family of i.i.d. random variables with Gaussian distribution N (0, σ2). For 0 6 j 6 m :=
dn/2e − 1, we further assume aj+dn/2e = aj, that is, A1 = A0. Then
E[Nn(0, 2π)] =
(
1
2
+
√
13
2
√
3
)
n+O(n4/5), as n→∞,
where the implied constant depends only on `.
In a similar fashion, we define B = (b0, b1, . . . , bn) = B0 ∪B1 ∪ B̃ with
B0 := (b0, b1, . . . , bdn/2e−1), B1 := (bdn/2e, bdn/2e+1, . . . , b2dn/2e−1),
along with
B̃ :=

∅, if n is odd,
(bn), if n is even.
We observe that the above result is also valid for polynomials Tn, i.e.,
Theorem 2.2.4 Let Tn(x) =
∑n
j=0 aj cos(jx) + bj sin(jx), n ∈ N, and x ∈ (0, 2π). Assume
A0 ∪B0 ∪ Ã ∪ B̃ is a family of i.i.d. random variables with Gaussian distribution N (0, σ2).
If A1 = A0 and B1 = B0, then
E[Nn(0, 2π)] =
(
1
2
+
√
13
2
√
3
)
n+O(n4/5), as n→∞,
where the implied constant depends only on `.
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2.3 Proofs
In this section, we only give the proofs of Theorems 2.2.1 and 2.2.3 since they are more
challenging. The proofs of Theorems 2.2.2 and 2.2.4 are much easier due to the appearance
of many cancellations, and they employ precisely the same machinery as those of Theorem
2.2.1 and 2.2.3 and are therefore omitted. Before proving the first theorem, we need a handful
of lemmas that are pretty useful for what comes.
Lemma 2.3.1 Fix ` ∈ N \ {1} and define u`(x) := sin(`x)/` sin(x), x ∈ [0, π], then
|u`(x)| 6 1, x ∈ [0, π],
where the maximum is attained only at the endpoints x = 0, π.
Proof. Let f(y) = T`(y), y ∈ [−1, 1], be the `-th Chebyshev polynomial of the first kind,
namely T`(y) := cos(` arccos(y)) on [−1, 1]. It is clear that f(y) is a polynomial of degree `
and |f(y)| 6 1. It is also known that
f ′(y) =
d
dy
T`(y) = ` U`−1(y),
where U`−1(y) is the Chebyshev polynomial of the second kind defined as
U`−1(y) :=
sin(` arccos(y))
sin(arccos(y))
, |y| 6 1.
Now, f meets all the hypotheses of Markov’s inequality for algebraic polynomials, see [74,
Theorem 15.1.4, p. 567], that is, f is a polynomial of degree at most ` on [−1, 1], and
|f(y)| 6 1. Hence Markov’s inequality for algebraic polynomials implies that
|f ′(y)| = ` |U`−1(y)| 6 `2, |y| 6 1,
and the upper bound is achieved only at y = ±1. In other words,
|U`−1(y)| 6 `, |y| 6 1,
and the upper bound is achieved only at y = ±1. This concludes the proof if we set
y = cos(x).
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The next lemma we wish to discuss here gives us a fairly nice estimate for the sum of the
trigonometric functions and their derivatives.
Lemma 2.3.2 Fix a ∈ (0, 1/2) and p ∈ N and let x ∈ E = [m−a, π/p −m−a], m ∈ N. For
λ = 0, 1, 2, we define
Pλ(p,m, x) :=
m−1∑
j=0
jλ cos(2pj)x, and Qλ(p,m, x) :=
m−1∑
j=0
jλ sin(2pj)x.
Then
Pλ(p,m, x), Qλ(p,m, x) = O(mλ+a), as n→∞,
where the implied constant depends only on p.
Proof. It follows from [42, 1.341(1,3), p. 29] that, for p 6= 0, r ∈ N and x ∈ (0, π),
r−1∑
j=0
cos(2pj + q)x =
sin(rpx) cos((r − 1)p+ q)x
sin(px)
, (2.3.1)
and
r−1∑
j=0
sin(2pj + q)x =
sin(rpx) sin((r − 1)p+ q)x
sin(px)
. (2.3.2)
By (2.3.1), we have
P0(p,m, x) =
m−1∑
j=0
cos(2pj)x =
sin(mpx) cos(m− 1)px
sin(px)
= O(ma),
where the last estimate is reached by the fact that csc(px) = O(ma) on E. It is also easy to
check, while employing (2.3.2), that
P1(p,m, x) =
d
dx
(
Q0(p,m, x)
2p
)
=
d
dx
m−1∑
j=0
sin(2pj)x
2p
=
d
dx
(
sin(mpx) sin(m− 1)px
2p sin(px)
)
=
mp cos(mpx) sin(m− 1)px
2p sin(px)
+
(m− 1)p sin(mpx) cos(m− 1)px
2p sin(px)
− p sin(mpx) sin(m− 1)px cos(px)
2p sin2(px)
= O(m1+a) +O(m2a) = O(m1+a).
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Similarly, by taking derivative of Q1(p,m, x), we can show that P2(p,m, x) = O(m2+a), as
m tends to infinity. The proof of estimates for the Qλ is alike.
Corollary 2.3.1 With the above assumptions, let
Rλ(p,m, x) :=
m−1∑
j=0
jλ cos(2pj + 1)x, and Sλ(p,m, x) :=
m−1∑
j=0
jλ sin(2pj + 1)x.
Then, from the preceding lemma, we have
Rλ(p,m, x), Sλ(p,m, x) = O(mλ+a), as n→∞.
2.3.1 Proof of Theorem 2.2.1
Before we prove Theorem 2.2.1, we need a lemma. Keep in mind that in the following lemma,
the implied constants (in big O notation) depend only on `.
Lemma 2.3.3 Fix ` ∈ N and set n = 2`m− 1, m ∈ N. Let us define
V ∗n (x) :=
m−1∑
j=0
`−1∑
k=0
a2`j+k cos(2`j + `/2 + k)x,
where the a2`j+k are i.i.d. random variables with Gaussian distribution N (0, σ2). For a fixed
a ∈ (0, 1/4), we define E0 = [0, π/`] \ F0 with
F0 = [0, n
−a) ∪ (π/2`− n−a, π/2`+ n−a) ∪ (π/`− n−a, π/`].
Then
(1). 0 < A∗n(x) =
n
4
+O(na), as n→∞ and x ∈ E0,
(2). B∗n(x) = O(n1+a), as n→∞ and x ∈ E0,
(3). C∗n(x) =
n3
12
+O(n2+a), as n→∞ and x ∈ E0,
where A∗n(x), B
∗
n(x) and C
∗
n(x) are defined in a similar way as in Lemma 1.2.3.
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Proof. It is trivial that
A∗n(x) =
m−1∑
j=0
`−1∑
k=0
cos2(2`j + `/2 + k)x > cos2(`x/2) > 0, x ∈ E0.
We also observe that
A∗n(x) =
m−1∑
j=0
`−1∑
k=0
cos2(2`j + `/2 + k)x
=
1
2
m−1∑
j=0
`−1∑
k=0
[
1 + cos((4j + 1)`+ 2k)x
]
=
`m
2
+
1
2
m−1∑
j=0
`−1∑
k=0
cos(4j + 1)`x cos(2kx)
− 1
2
m−1∑
j=0
`−1∑
k=0
sin(4j + 1)`x sin(2kx)
=
n+ 1
4
+
R0(2,m, `x)
2
`−1∑
k=0
cos(2kx)− S0(2,m, `x)
2
`−1∑
k=0
sin(2kx).
Hence the boundedness of
∑`−1
k=0 cos(2kx) and
∑`−1
k=0 sin(2kx) along with Corollary 2.3.1 gives
that
A∗n(x) =
n
4
+O(na) =
n
(
1 +O(n−1+a)
)
4
, as n→∞ and x ∈ E0. (2.3.3)
Proof of (2). We observe that
B∗n(x) = −
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k) cos(2`j + `/2 + k)x sin(2`j + `/2 + k)x
= −1
2
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k) sin((4j + 1)`+ 2k)x
= −
m−1∑
j=0
`−1∑
k=0
(`j + `/4 + k/2)
[
sin(4j + 1)`x cos(2kx) + cos(4j + 1)`x sin(2kx)
]
= −`
(
S1(2,m, `x) +
S0(2,m, `x)
4
) `−1∑
k=0
cos(2kx)− S0(2,m, `x)
2
`−1∑
k=0
k cos(2kx)
− `
(
R1(2,m, `x) +
R0(2,m, `x)
4
) `−1∑
k=0
sin(2kx)− R0(2,m, `x)
2
`−1∑
k=0
k sin(2kx).
Thus, Corollary 2.3.1 implies that
B∗n(x) = O(n1+a), as n→∞ and x ∈ E0.
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Proof of (3). We see that
C∗n(x) =
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k)2 sin2(2`j + `/2 + k)x
=
1
2
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k)2
[
1− cos((4j + 1)`+ 2k)x
]
=
1
2
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k)2
− 1
2
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k)2 cos(4j + 1)`x cos(2kx)
+
1
2
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k)2 sin(4j + 1)`x sin(2kx).
It is clear that
∑`−1
k=0 k
λ is bounded for λ = 1, 2, and
∑m−1
j=0 j = O(m2). Thus, it is quite
easy to check that
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k)2
=
m−1∑
j=0
[
`3(4j2 + 2j + 1/4) +
(`3 − `2)(4j + 1)
2
+
2`3 − 3`2 + `
6
]
= 4`3
m−1∑
j=0
j2 +O(m2) = 4`
3(m− 1)m(2m− 1)
6
+O(m2)
=
4`3m3
3
+O(m2) = n
3
6
+O(n2).
Next, we observe that
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k)2 cos(4j + 1)`x cos(2kx)
=
m−1∑
j=0
`−1∑
k=0
[
(4j2 + 2j + 1/4)`2 + (4j + 1)`k + k2
]
cos(4j + 1)`x cos(2kx)
= `2
[
4R2(2,m, `x) + 2R1(2,m, `x) +
R0(2,m, `x)
4
] `−1∑
k=0
cos(2kx)
+ `(4R1(2,m, `x) +R0(2,m, `x))
`−1∑
k=0
k cos(2kx) +R0(2,m, `x)
`−1∑
k=0
k2 cos(2kx)
= O(m2+a) = O(n2+a),
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where the next to last equality is obtained by applying Corollary 2.3.1, and the fact that∑`−1
k=0 k
λ cos(2kx) is bounded for λ = 0, 1, 2. Similarly, we have
m−1∑
j=0
`−1∑
k=0
(2`j + `/2 + k)2 sin(4j + 1)`x sin(2kx) = O(n2+a).
Putting these estimates together, we have
C∗n(x) =
n3
12
+O(n2+a), as n→∞ and x ∈ E0,
as desired.
Proof of Theorem 2.2.1. We start with the simplest case when r = 0, that is, n = 2`m− 1.
For x ∈ (0, 2π), we see that
Vn(x) =
n∑
j=0
aj cos(jx)
=
m−1∑
j=0
`−1∑
k=0
a2`j+k
[
cos(2`j + k)x+ cos(2`j + `+ k)x
]
= 2 cos(`x/2)V ∗n (x),
where
V ∗n (x) :=
m−1∑
j=0
`−1∑
k=0
a2`j+k cos(2`j + `/2 + k)x.
Let us fix a ∈ (0, 1/4) and let Nn( · ) and N∗n( · ) be the number of real zeros of Vn and V ∗n
respectively. It follows from Lemma 2.3.3 that
∆∗n(x) := A
∗
n(x)C
∗
n(x)−B∗n(x)2 =
n4
48
+O(n3+a)
=
n4
(
1 +O(n−1+a)
)
48
, as n→∞ and x ∈ E0. (2.3.4)
So, (2.3.3) and (2.3.4) as well as Lemma 1.2.3 (Kac-Rice’s formula) give
E[N∗n(E0)] =
1
π
∫
E0
√
∆∗n(x)
A∗n(x)
dx
=
1
π
∫
E0
n
(
1 +O(n−1+a)
)
√
3
(
1 +O(n−1+a)
) dx
=
n+O(na)√
3π
|E0| =
(
n+O(na)
)(
π/`+O(n−a)
)
√
3π
=
n√
3`
+O(n1−a), as n→∞.
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Let Ek = E0 + kπ/` and Fk = F0 + kπ/`, 0 6 k 6 2` − 1. In the same way, we can show
that
E[N∗n(Ek)] =
n√
3`
+O(n1−a), as n→∞.
Furthermore, Lemma 2.1.2 helps us write
E[N∗n(Fk)] 6 E[Nn(Fk)] = O(n1−a).
Thus, for 0 6 k 6 2`− 1,
E
[
N∗n[kπ/`, (k + 1)π/`]
]
=
n√
3`
+O(n1−a), as n→∞.
Therefore,
E[N∗n(0, 2π)] =
2`−1∑
k=0
E
[
N∗n[kπ/`, (k + 1)π/`]
]
=
2n√
3
+O(n1−a), as n→∞.
Now, taking ` distinct zeros of cos(`x/2) into account, we have
E[Nn(0, 2π)] = E[`+N∗n(0, 2π)] =
2n√
3
+O(n1−a), as n→∞. (2.3.5)
Note that the above result holds for n = 2`m− 1. To generalize this result, we also need to
study the expected number of real zeros of the polynomials Vn+1, Vn+2, . . . , Vn+2`−1, where
n = 2`m− 1. For x ∈ (0, 2π), we can write
Vn+1(x) = Vn(x) + an+1 cos(n+ 1)x = 2 cos(`x/2)V
∗
n (x) + an+1 cos(n+ 1)x.
It is natural to estimate An+1, Bn+1 and Cn+1 in terms of A
∗
n, B
∗
n and C
∗
n whose asymptotic
estimations are already given in Lemma 2.3.3. In fact,
An+1(x) = 4 cos
2(`x/2)A∗n(x) + cos
2(n+ 1)x,
Bn+1(x) = −2` sin(`x/2) cos(`x/2)A∗n(x)
+ 4 cos2(`x/2)B∗n(x)− (n+ 1) sin(n+ 1)x cos(n+ 1)x,
31
and
Cn+1(x) = `
2 sin2(`x/2)A∗n(x) + 4 cos
2(`x/2)C∗n(x)
− 4` sin(`x/2) cos(`x/2)B∗n(x) + (n+ 1)2 sin2(n+ 1)x.
Thus,
∆n+1(x) := An+1(x)Cn+1(x)−Bn+1(x)2 = 16 cos4(`x/2)∆∗n(x)
+ 4(n+ 1)2 sin2(n+ 1)x cos2(`x/2)A∗n(x) + `
2 cos2(n+ 1)x sin2(`x/2)A∗n(x)
+ 4 cos2(n+ 1)x cos2(`x/2)C∗n(x)− 2` cos2(n+ 1)x sin(`x)B∗n(x)
− `(n+ 1) sin(2n+ 2)x sin(`x)A∗n(x)
+ 4(n+ 1) sin(2n+ 2)x cos2(`x/2)B∗n(x).
Let y = π/`− n−a. It is clear that
|cos(`x/2)| > |cos(`y/2)| = sin(`n−a/2) > `n−a/π, x ∈ E0,
which implies that sec(`x/2) = O(na) on E0. Now, this fact along with Lemma 2.3.3 and
(2.3.4) helps us to write
∆n+1(x) = 16 cos
4(`x/2)∆∗n(x) +O(n3)
=
n4 cos4(`x/2)
(
1 +O(n−1+a)
)
3
+O(n3)
=
n4 cos4(`x/2)
(
1 +O(n−1+a) +O(n−1+4a)
)
3
=
n4 cos4(`x/2)
(
1 +O(n−1+4a)
)
3
, as n→∞ and x ∈ E0,
Comparably, we see
An+1(x) = 4 cos
2(`x/2)A∗n(x) +O(1) = n cos2(`x/2) +O(na)
= n cos2(`x/2)
(
1 +O(n−1+2a)
)
, as n→∞ and x ∈ E0.
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Thereafter, applying Kac-Rice’s formula gives us
E[Nn+1(E0)] =
1
π
∫
E0
√
∆n+1(x)
An+1(x)
dx
=
1
π
∫
E0
n
(
1 +O(n−1+4a)
)
√
3
(
1 +O(n−1+2a)
) dx
=
n
(
1 +O(n−1+4a)
)
√
3π
|E0|
=
(
n+O(n4a)
)(
π/`+O(n−a)
)
√
3π
=
n√
3`
+O(n4a) +O(n1−a), as n→∞.
Now, we use Lemma 2.1.2 and observe that
E[Nn+1[0, π/`]] =
n√
3`
+O(n4a) +O(n1−a), as n→∞.
Recall that a ∈ (0, 1/4). Thus, the most efficient estimate occurs at a = 1/5, which implies
that
E[Nn+1[0, π/`]] =
n√
3`
+O(n4/5), as n→∞.
Likewise, for 0 6 k 6 2`− 1, we obtain that
E[Nn+1[kπ/`, (k + 1)π/`]] =
n√
3`
+O(n4/5), as n→∞.
Hence taking sum over k’s, we get the desired result
E[Nn+1(0, 2π)] =
2`−1∑
k=0
E[Nn+1[kπ/`, (k + 1)π/`]] =
2n√
3
+O(n4/5), as n→∞.
We can replicate this method to show that
E[Nn+2`−1(0, 2π)] = · · · = E[Nn+2(0, 2π)]
= E[Nn+1(0, 2π)] =
2n√
3
+O(n4/5), as n→∞.
Now, setting a = 1/5 in (2.3.5) finishes the proof.
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2.3.2 Proof of Theorem 2.2.3
To prove Theorem 2.2.3 we follow the same procedure as in the proof of Theorem 2.2.1, by
estimating the auxiliary functions A∗n, B
∗
n and C
∗
n.
Lemma 2.3.4 Assume n ∈ N is odd, and set m = (n− 1)/2. Let
V ∗n (x) :=
m∑
j=0
aj cos(j + (n+ 1)/4)x,
where the aj are i.i.d. random variables with Gaussian distribution N (0, σ2). For a fixed
a ∈ (0, 1/4), we define E = [0, π] \ F with F = [0, n−a) ∪ (π − n−a, π]. Then
(1). 0 < A∗n(x) =
n
4
+O(na), as n→∞ and x ∈ E,
(2). B∗n(x) = O(n1+a), as n→∞ and x ∈ E,
(3). C∗n(x) =
13n3
192
+O(n2+a), as n→∞ and x ∈ E,
where A∗n(x), B
∗
n(x) and C
∗
n(x) are defined in a similar way as in Lemma 1.2.3.
Proof. We first show that A∗n > 0 on E. It is clear that
A∗n(x) =
m∑
j=0
cos2(j + (n+ 1)/4)x =
m+ 1
2
+
1
2
m∑
j=0
cos(2j + (n+ 1)/2)x.
We use (2.3.1) and observe that
A∗n(x) =
m+ 1
2
+
cos(nx) sin(m+ 1)x
2 sin(x)
=
m+ 1
2
(
1 +
cos(nx) sin(m+ 1)x
(m+ 1) sin(x)
)
=
(m+ 1)(1 + um+1(x) cos(nx))
2
,
where
um+1(x) :=
sin(m+ 1)x
(m+ 1) sin(x)
.
34
As a direct application of Lemma 2.3.1, it is immediate that |um+1(x)| < 1 on E which
points out that A∗n > 0 on E. It is achieved without great effort that
A∗n(x) =
m∑
j=0
cos2(j + (n+ 1)/4)x =
1
2
m∑
j=0
[
1 + cos(2j + (n+ 1)/2)x
]
=
m+ 1
2
+
cos((n+ 1)x/2)
2
m∑
j=0
cos(2jx)− sin((n+ 1)x/2)
2
m∑
j=0
sin(2jx)
=
n+ 1
4
+
cos((n+ 1)x/2)P0(1,m+ 1, x)
2
− sin((n+ 1)x/2)Q0(1,m+ 1, x)
2
.
Once more Lemma 2.3.2 gives us
A∗n(x) =
n
4
+O(na) =
n
(
1 +O(n−1+a)
)
4
, as n→∞ and x ∈ E. (2.3.6)
Proof of (2). We write
B∗n(x) = −
m∑
j=0
[
j + (n+ 1)/4
]
sin(j + (n+ 1)/4)x cos(j + (n+ 1)/4)x
= −1
2
m∑
j=0
[
j + (n+ 1)/4
]
sin(2j + (n+ 1)/2)x
= − cos((n+ 1)x/2)
m∑
j=0
[
j/2 + (n+ 1)/8
]
sin(2jx)
− sin((n+ 1)x/2)
m∑
j=0
[
j/2 + (n+ 1)/8
]
cos(2jx)
= − cos((n+ 1)x/2)
(
Q1(1,m+ 1, x)
2
+
(n+ 1)Q0(1,m+ 1, x)
8
)
− sin((n+ 1)x/2)
(
P1(1,m+ 1, x)
2
+
(n+ 1)P0(1,m+ 1, x)
8
)
.
Thus, using Lemma 2.3.2, we have the following estimate
B∗n(x) = O(n1+a), as n→∞ and x ∈ E.
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Proof of (3). To estimate C∗n, we see
C∗n(x) =
m∑
j=0
[
j + (n+ 1)/4
]2
sin2(j + (n+ 1)/4)x
=
1
2
m∑
j=0
[
j + (n+ 1)/4
]2
(1− cos(2j + (n+ 1)/2)x)
=
m∑
j=0
[
j2/2 + (n+ 1)j/4 + (n+ 1)2/32
]
− cos((n+ 1)x/2)
m∑
j=0
[
j2/2 + (n+ 1)j/4 + (n+ 1)2/32
]
cos(2jx)
+ sin((n+ 1)x/2)
m∑
j=0
[
j2/2 + (n+ 1)j/4 + (n+ 1)2/32
]
sin(2jx).
A basic computation shows
m∑
j=0
[
j2/2 + (n+ 1)j/4 + (n+ 1)2/32
]
=
m(m+ 1)(2m+ 1)
12
+
(n+ 1)m(m+ 1)
8
+
(n+ 1)2(m+ 1)
32
=
13n3
192
+O(n2).
Moreover, applying Lemma 2.3.2 gives
m∑
j=0
[
j2/2 + (n+ 1)j/4 + (n+ 1)2/32
]
cos(2jx)
=
P2(1,m+ 1, x)
2
+
(n+ 1)P1(1,m+ 1, x)
4
+
(n+ 1)2P0(1,m+ 1, x)
32
= O(n2+a).
Similar computations give us
m∑
j=0
[
j2/2 + (n+ 1)j/4 + (n+ 1)2/32
]
sin(2jx) = O(n2+a).
Hence
C∗n(x) =
13n3
192
+O(n2+a), as n→∞ and x ∈ E,
as required.
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Proof of Theorem 2.2.3. We provide the proof through two steps based on n being odd or
even. As a matter of fact, the proof is straightforward for odd n due to the abundance of
deterministic zeros.
First case: Assume n is odd and let m = (n− 1)/2. For x ∈ (0, 2π), observe that
Vn(x) =
n∑
j=0
aj cos(jx)
=
m∑
j=0
aj
[
cos(jx) + cos(j + (n+ 1)/2)x
]
= 2 cos((n+ 1)x/4)V ∗n (x),
where
V ∗n (x) :=
m∑
j=0
aj cos(j + (n+ 1)/4)x.
Suppose Nn( · ) and N∗n( · ) are the number of real zeros of Vn and V ∗n respectively. Let
a ∈ (0, 1/4) be arbitrary and fixed. We use the estimates given in Lemma 2.3.4, and observe
that
∆∗n(x) := A
∗
n(x)C
∗
n(x)−B∗n(x)2 =
13n4
768
+O(n3+a)
=
13n4
(
1 +O(n−1+a)
)
768
, as n→∞ and x ∈ E. (2.3.7)
Therefore, (2.3.6) and (2.3.7) as well as Kac-Rice’s formula (Lemma 1.2.3) suggest that
E[N∗n(E)] =
1
π
∫
E
√
∆∗n(x)
A∗n(x)
dx
=
1
π
∫
E
√
13n
(
1 +O(n−1+a)
)
4
√
3
(
1 +O(n−1+a)
) dx
=
√
13n
(
1 +O(n−1+a)
)
4
√
3π
|E|
=
(√
13n+O(na)
)(
π +O(n−a)
)
4
√
3π
=
√
13n
4
√
3
+O(n1−a), as n→∞.
Afterward, Lemma 2.1.2 guarantees that E[N∗n(F )] = O(n1−a), giving us
E[N∗n(0, 2π)] = 2E[N∗n(0, π)] =
√
13n
2
√
3
+O(n1−a), as n→∞.
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In consequence, adding (n+1)/2 distinct zeros of cos((n+1)x/4) to the above estimate gives
E[Nn(0, 2π)] = E
[
n+ 1
2
+N∗n(0, 2π)
]
=
(
1
2
+
√
13
2
√
3
)
n+O(n1−a), as n→∞. (2.3.8)
Second case: Assume n is even, and a ∈ (0, 1/4) is fixed. To study the expected value of
the number of real zeros of Vn, we start from the case of odd n and consider the polynomial
Vn+1 instead. For x ∈ (0, 2π), we see that
Vn+1(x) = Vn(x) + an+1 cos(n+ 1)x
= 2 cos((n+ 1)x/4)V ∗n (x) + an+1 cos(n+ 1)x.
It is then easy to compute An+1, Bn+1 and Cn+1 in terms of A
∗
n, B
∗
n and C
∗
n whose asymptotics
are already described in Lemma 2.3.4. In fact, we have
An+1(x) = 4 cos
2((n+ 1)x/4)A∗n(x) + cos
2(n+ 1)x,
Bn+1(x) = −(n+ 1) sin((n+ 1)x/4) cos((n+ 1)x/4)A∗n(x)
+ 4 cos2((n+ 1)x/4)B∗n(x)− (n+ 1) sin(n+ 1)x cos(n+ 1)x,
and
Cn+1(x) = ((n+ 1)/2)
2 sin2((n+ 1)x/4)A∗n(x) + 4 cos
2((n+ 1)x/4)C∗n(x)
− 2(n+ 1) sin((n+ 1)x/4) cos((n+ 1)x/4)B∗n(x) + (n+ 1)2 sin2(n+ 1)x.
Let
xn+1k := (4k + 2)π/(n+ 1), k ∈ N ∪ {0},
and Z be the set of all the xn+1k , which are in fact the roots of cos((n + 1)x/4) lying in E.
It is then easy to count and see that we possess n/4 + O(n1−a) of such almost zeros. We
want to capture the reader’s attention that, in this case, the integrand in Kac-Rice’s formula
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obeys different asymptotics depending on the proximity of these so-called almost zeros. For
each xn+1k ∈ Z, we define
Jk =
[
xn+1k − 2π/(n+ 1), x
n+1
k + 2π/(n+ 1)
)
.
It is obvious that x ∈ Jk can be written as x = xn+1k +4πu/(n+1), for some u ∈ [−1/2, 1/2).
This helps to express An+1, Bn+1 and Cn+1 explicitly as functions of u. In fact, for x ∈ Jk,
we obtain
An+1(x) = 4 sin
2(πu)A∗n(x) + cos
2(4πu), (2.3.9)
Bn+1(x) = (n+ 1) sin(πu) cos(πu)A
∗
n(x)
+ 4 sin2(πu)B∗n(x)− (n+ 1) sin(4πu) cos(4πu),
and
Cn+1(x) = ((n+ 1)/2)
2 cos2(πu)A∗n(x) + 4 sin
2(πu)C∗n(x)
+ 2(n+ 1) sin(πu) cos(πu)B∗n(x) + (n+ 1)
2 sin2(4πu),
which allow us to compute
∆n+1(x) := An+1(x)Cn+1(x)−Bn+1(x)2
= 16 sin4(πu)∆∗n(x) + 4(n+ 1)
2 sin2(πu) sin2(4πu)A∗n(x)
+ ((n+ 1)/2)2 cos2(πu) cos2(4πu)A∗n(x)
+ 4 sin2(πu) cos2(4πu)C∗n(x) + 2(n+ 1) sin(πu) cos(πu) cos
2(4πu)B∗n(x)
+ 2(n+ 1)2 sin(πu) cos(πu) sin(4πu) cos(4πu)A∗n(x)
+ 8(n+ 1) sin2(πu) sin(4πu) cos(4πu)B∗n(x). (2.3.10)
Our main objective is to prove that as n goes to infinity, on average, one root should be
expected as we approach the xn+1k , namely u gets close to 0, which hence invites us to label
these points as almost zeros.
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As the first step, we approximate the number of real zeros of Vn+1 while keeping enough
distance from these almost zeros. To do so, we define
I ′k =
[
xn+1k − n
−1−a, xn+1k + n
−1−a], xn+1k ∈ Z,
U =
⋃
xn+1k ∈Z
I ′k, and G = E \ U.
Keep in mind that if x ∈ G,
|u| =
∣∣x− xn+1k ∣∣ (n+ 1)
4π
>
n−1−a(n+ 1)
4π
>
n−a
4π
.
Thus,
1
|sin(πu)|
6
1
2 |u|
6 2πna,
which implies that csc(πu) = O(na) on G. With this fact in mind and using Lemma 2.3.4
and (2.3.7), we can estimate (2.3.10) as
∆n+1(x) = 16 sin
4(πu)∆∗n(x) +O(n3)
=
13n4 sin4(πu)
(
1 +O(n−1+a)
)
48
+O(n3)
=
13n4 sin4(πu)
(
1 +O(n−1+a) +O(n−1+4a)
)
48
=
13n4 sin4(πu)
(
1 +O(n−1+4a)
)
48
, as n→∞ and x ∈ G.
Comparably, we estimate
An+1(x) = 4 sin
2(πu)A∗n(x) +O(1)
= n sin2(πu)
(
1 +O(n−1+2a)
)
, as n→∞ and x ∈ G.
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Inserting these two estimates into the Kac-Rice formula gives
E[Nn+1(G)] =
1
π
∫
G
√
∆n+1(x)
An+1(x)
dx
=
1
π
∫
G
√
13n
(
1 +O(n−1+4a)
)
4
√
3
(
1 +O(n−1+2a)
) dx
=
√
13n
(
1 +O(n−1+4a)
)
4
√
3π
|G|
=
(√
13n+O(n4a)
)(
π +O(n−a)
)
4
√
3π
=
√
13n
4
√
3
+O(n4a) +O(n1−a), as n→∞.
In addition, it follows from Lemma 2.1.2 that
E[Nn+1(G ∪ F )] =
√
13n
4
√
3
+O(n4a) +O(n1−a), as n→∞.
The fact that a ∈ (0, 1/4) suggests that we may achieve the best possible estimate if we set
a = 1/5. Hence
E[Nn+1(G ∪ F )] =
√
13n
4
√
3
+O(n4/5), as n→∞, (2.3.11)
where G = E \ U and U = ∪xn+1k ∈Z I
′
k with I
′
k =
[
xn+1k − n−6/5, x
n+1
k + n
−6/5] are defined as
above while setting a = 1/5. In order to reach our desired result, we need to prove
E[Nn+1(U)] =
n
4
+O(n4/5), as n→∞. (2.3.12)
Recall that we have n/4 +O(n4/5) of the intervals I ′k in (0, π). Therefore, it suffices to show
E[Nn+1(I ′k)] = 1 +O(n−1/5), as n→∞.
Equivalently, we intend to prove
E[Nn+1(Ik)] =
1
2
+O(n−1/5), as n→∞, (2.3.13)
where
Ik =
[
xn+1k , x
n+1
k + n
−6/5],
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and (2.3.13) does not depend on the choice of k. We divide the Ik into four subintervals
Ik,1 =
[
xn+1k + n
−5/4, xn+1k + n
−6/5], Ik,2 = [xn+1k + n−13/10, xn+1k + n−5/4],
Ik,3 =
[
xn+1k + n
−17/10, xn+1k + n
−13/10], and Ik,4 = [xn+1k , xn+1k + n−17/10].
We study the expected number of real zeros in each subinterval separately. For ε > 0, we
also define
Ik,1,ε =
[
xn+1k + n
−5/4+ε, xn+1k + n
−6/5], and Ik,2,ε = [xn+1k + n−13/10, xn+1k + n−5/4−ε].
First, we show that
E[Nn+1(Ik,1)] = O(n−1/5), as n→∞. (2.3.14)
If x ∈ Ik,1,ε, one can check that sin(πu) = O(n−1/5) and csc(πu) = O(n1/4−ε). Hence we can
rewrite (2.3.9) as
An+1(x) = 4 sin
2(πu)A∗n(x) +O(1) = n sin2(πu) +O(1)
= n sin2(πu)
(
1 +O(n−1/2−2ε)
)
, as n→∞ and x ∈ Ik,1,ε.
In a similar way, we estimate (2.3.10) and obtain
∆n+1(x) = 16 sin
4(πu)∆∗n(x) +O(n3) =
13n4 sin4(πu)
48
+O(n3)
=
13n4 sin4(πu)
(
1 +O(n−4ε)
)
48
, as n→∞ and x ∈ Ik,1,ε.
Therefore, Kac-Rice’s formula gives us
E[Nn+1(Ik,1,ε)] =
1
π
∫
Ik,1,ε
√
∆n+1(x)
An+1(x)
dx
=
1
π
∫
Ik,1,ε
√
13n
(
1 +O(n−4ε)
)
4
√
3
(
1 +O(n−1/2−2ε)
) dx
=
(
1 +O(n−4ε)
)
π
∫
Ik,1,ε
√
13n
4
√
3
dx
=
(
1 +O(n−4ε)
)
O(n)O(n−6/5), as n→∞.
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Now, (2.3.14) holds by letting ε→ 0+.
Second step requires showing that
E[Nn+1(Ik,2)] = O(n−1/5), as n→∞. (2.3.15)
If x ∈ Ik,2,ε, we observe that sin(πu) = O(n−1/4−ε) and csc(πu) = O(n3/10). Plugging these
estimates back into (2.3.9) and (2.3.10) gives us
An+1(x) = 4 sin
2(πu)A∗n(x) +O(1) = n sin2(πu) +O(1)
= n sin2(πu)
(
1 +O(n−2/5)
)
, as n→∞ and x ∈ Ik,2,ε
and
∆n+1(x) = ((n+ 1)/2)
2 cos2(πu) cos2(4πu)A∗n(x) +O(n3−2ε)
=
n3 cos2(πu) cos2(4πu)
16
+O(n3−2ε)
=
n3 cos2(πu) cos2(4πu)
(
1 +O(n−2ε)
)
16
, as n→∞ and x ∈ Ik,2,ε.
Therefore, by Lemma 1.2.3 (Kac-Rice’s formula), we have
E[Nn+1(Ik,2,ε)] =
1
π
∫
Ik,2,ε
√
∆n+1(x)
An+1(x)
dx
=
1
π
∫
Ik,2,ε
n3/2 |cos(πu)| |cos(4πu)|
(
1 +O(n−2ε)
)
4n sin2(πu)
(
1 +O(n−2/5)
) dx
6
1
π
∫
Ik,2,ε
n1/2
(
1 +O(n−2ε)
)
4 sin2(πu)
(
1 +O(n−2/5)
) dx
=
(
1 +O(n−2ε)
)
O(n1/2)
∫
Ik,2,ε
dx
sin2(πu)
, as n→∞.
Indeed, letting ε→ 0+ implies
E[Nn+1(Ik,2)] = O(n1/2)
∫
Ik,2
dx
sin2(πu)
, as n→∞.
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Recall that x = xn+1k + 4πu/(n+ 1), thus∫
Ik,2
dx
sin2(πu)
=
4π
n+ 1
∫ (n+1)n−5/4/4π
(n+1)n−13/10/4π
du
sin2(πu)
6
4π
n+ 1
∫ n−1/4/2π
n−3/10/4π
du
sin2(πu)
6
4π
n+ 1
∫ n−1/4/2π
n−3/10/4π
du
4u2
= O(n−1)O(n3/10) = O(n−7/10), as n→∞.
Now, (2.3.15) follows from the last two relations.
Next, we wish to show that
E[Nn+1(Ik,3)] =
1
2
+O(n−1/5), as n→∞. (2.3.16)
For x ∈ Ik,3, it is quite easy to see that sin(πu) = O(n−3/10) and csc(πu) = O(n7/10). Once
more, applying these facts to (2.3.9) together with (2.3.6), while setting a = 1/5, gives us
An+1(x) = 4 sin
2(πu)A∗n(x) + cos
2(4πu) = n sin2(πu) + cos2(4πu) +O(n−2/5)
=
(
n sin2(πu) + cos2(4πu)
)(
1 +O(n−2/5)
)
, as n→∞ and x ∈ Ik,3,
where the last equality is derived from the fact that cos2(4πu) > 1/2 for very small values
of u, and
1
n sin2(πu) + cos2(4πu)
6
1
cos2(4πu)
6 2.
We can also estimate (2.3.10) as
∆n+1(x) = ((n+ 1)/2)
2 cos2(πu) cos2(4πu)A∗n(x) +O(n14/5)
=
n3 cos2(πu) cos2(4πu)
16
+O(n14/5)
=
n3 cos2(πu) cos2(4πu)
(
1 +O(n−1/5)
)
16
, as n→∞ and x ∈ Ik,3.
We also note that since x ∈ Ik,3, we have u = O(n−3/10) implying that both cos(πu) and
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cos(4πu) are positive on Ik,3. Now, by Kac-Rice’s formula
E[Nn+1(Ik,3)] =
1
π
∫
Ik,3
√
∆n+1(x)
An+1(x)
dx
=
1
π
∫
Ik,3
n3/2 cos(πu) cos(4πu)
(
1 +O(n−1/5)
)
4
(
n sin2(πu) + cos2(4πu)
)(
1 +O(n−2/5)
) dx
=
1 +O(n−1/5)
4π
∫
Ik,3
n3/2 cos(πu) cos(4πu)
n sin2(πu) + cos2(4πu)
dx
=
1 +O(n−1/5)
4π
∫ n1/5
n−1/5
cos(n−3/2(n+ 1)t/4) cos(n−3/2(n+ 1)t)
n sin2(n−3/2(n+ 1)t/4) + cos2(n−3/2(n+ 1)t)
dt, (2.3.17)
where the last equality directly follows from x = xn+1k + 4πu/(n + 1), and the change of
variables t = n3/2(x− xn+1k ). Let us define
fn(t) :=
cos(n−3/2(n+ 1)t/4) cos(n−3/2(n+ 1)t)
n sin2(n−3/2(n+ 1)t/4) + cos2(n−3/2(n+ 1)t)
· 1[n−1/5,n1/5](t), t ∈ R+.
It is easy then to check that
sin(n−3/2(n+ 1)t/4) > n−1/2 t/2π, and cos(n−3/2(n+ 1)t) > 1/2, t ∈ [n−1/5, n1/5].
Therefore,
0 6 fn(t) 6
4π2
t2 + π2
=: g(t), and g ∈ L1(R+).
Hence by Lebesgue’s Dominated Convergence Theorem we have
lim
n→∞
∫ n1/5
n−1/5
cos(n−3/2(n+ 1)t/4) cos(n−3/2(n+ 1)t)
n sin2(n−3/2(n+ 1)t/4) + cos2(n−3/2(n+ 1)t)
dt
= 16
∫ ∞
0
dt
t2 + 16
= 2π. (2.3.18)
If we implement the change of variables x = n−1/2 t, we proceed with
0 6
∫ n1/5
n−1/5
cos(n−3/2(n+ 1)t/4) cos(n−3/2(n+ 1)t)
n sin2(n−3/2(n+ 1)t/4) + cos2(n−3/2(n+ 1)t)
dt
6
∫ n1/5
n−1/5
dt
n sin2(n−1/2 t/4) + cos2(2n−1/2 t)
= n1/2
∫ n−3/10
n−7/10
dx
n sin2(x/4) + cos2(2x)
.
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Considering the convexity of the sine function on [0, n−3/10] we arrive at
sin(x) > xn3/10 sin(n−3/10),
and as a result
n1/2
∫ n−3/10
n−7/10
dx
n sin2(x/4) + cos2(2x)
6 16n1/2
∫ n−3/10
n−7/10
dx
x2n8/5 sin2(n−3/10) + 16 cos2(2x)
= 16n1/2
∫ n−3/10
n−7/10
dx
x2n8/5 sin2(n−3/10) + 16(1− sin2(2x))
6 16n1/2
∫ n−3/10
n−7/10
dx
x2n8/5 sin2(n−3/10) + 16(1− 4n−3/5)
,
where the last inequality is derived from sin(2x) 6 2x 6 2n−3/10. Set
cn =
n4/5 sin(n−3/10)
4
√
1− 4n−3/5
.
Thus, the change of variables t = cnx gives that
16n1/2
∫ n−3/10
n−7/10
dx
x2n8/5 sin2(n−3/10) + 16(1− 4n−3/5)
=
4n−3/10√
1− 4n−3/5 sin(n−3/10)
∫ cnn−3/10
cnn−7/10
dt
1 + t2
6
4n−3/10√
1− 4n−3/5 sin(n−3/10)
∫ ∞
cnn−7/10
dt
1 + t2
= dn
(
2π − 4 arctan(cnn−7/10)
)
,
where
dn =
n−3/10√
1− 4n−3/5 sin(n−3/10)
.
One may employ the estimate
x√
1− 4x2 sin(x)
= 1 +O(x2), as x→ 0,
to show that dn = 1 +O(n−3/5). Moreover, the estimates
sin(x)
x
√
1− 4x2
= 1 +O(x2), and arctan(x) = O(x), as x→ 0,
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give
cn =
n1/2 sin(n−3/10)
4n−3/10
√
1− 4n−3/5
= O(n1/2)
as well as
arctan(cnn
−7/10) = O(cnn−7/10) = O(n−1/5).
Thus, putting all the relations appeared after (2.3.18) together, we can claim that there exist
C > 0 and N ∈ N such that for all n > N ,
0 6
∫ n1/5
n−1/5
cos(n−3/2(n+ 1)t/4) cos(n−3/2(n+ 1)t)
n sin2(n−3/2(n+ 1)t/4) + cos2(n−3/2(n+ 1)t)
dt 6 2π + Cn−1/5.
Now, this together with (2.3.18) guarantees that∫ n1/5
n−1/5
cos(n−3/2(n+ 1)t/4) cos(n−3/2(n+ 1)t)
n sin2(n−3/2(n+ 1)t/4) + cos2(n−3/2(n+ 1)t)
dt = 2π +O(n−1/5). (2.3.19)
Hence (2.3.16) follows from (2.3.17) and (2.3.19).
Finally, we prove that
E[Nn+1(Ik,4)] = O(n−1/5), as n→∞. (2.3.20)
If x ∈ Ik,4, we see that sin(πu) = O(n−7/10). Plugging this into (2.3.9) and (2.3.10) assists
us in writing
∆n+1(x) = ((n+ 1)/2)
2 cos2(πu) cos2(4πu)A∗n(x) +O(n8/5)
=
n3 cos2(πu) cos2(4πu)
16
+O(n8/5)
=
n3 cos2(πu) cos2(4πu)
(
1 +O(n−7/5)
)
16
, as n→∞ and x ∈ Ik,4,
and
An+1(x) = 4 sin
2(πu)A∗n(x) + cos
2(4πu) = cos2(4πu) +O(n−2/5)
= cos2(4πu)
(
1 +O(n−2/5)
)
, as n→∞ and x ∈ Ik,4.
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It is worth mentioning that x ∈ Ik,4 gives u = O(n−7/10), hence both cos(πu) and cos(4πu)
are positive on Ik,4. Now, Kac-Rice’s formula (Lemma 1.2.3) gives that
E[Nn+1(Ik,4)] =
1
π
∫
Ik,4
√
∆n+1(x)
An+1(x)
dx
=
1
π
∫
Ik,4
n3/2 cos(πu)
(
1 +O(n−7/5)
)
4 cos(4πu)
(
1 +O(n−2/5)
) dx
= O(n3/2)
∫
Ik,4
dx
cos(4πu)
, as n→∞.
Recall that x = xn+1k + 4πu/(n+ 1), hence the change of variables t = 4πu implies that∫
Ik,4
dx
cos(4πu)
=
1
n+ 1
∫ (n+1)n−17/10
0
dt
cos(t)
6
1
n
∫ 2n−7/10
0
dt
cos(t)
=
log
(
sec(2n−7/10) + tan(2n−7/10)
)
n
= O(n−17/10), as n→∞,
where the last equality is obtained by the estimate log(sec(x) + tan(x)) = O(x) as x → 0.
Hence (2.3.20) holds.
We combine (2.3.14), (2.3.15), (2.3.16) and (2.3.20) and observe that (2.3.13) holds, so
does (2.3.12). Thus, (2.3.11) and (2.3.12) lead us to the desired result, namely
E[Nn+1(0, 2π)] = 2E[Nn+1(0, π)] = 2E[Nn+1(G ∪ F ∪ U)]
=
(
1
2
+
√
13
2
√
3
)
n+O(n4/5), as n→∞. (2.3.21)
At last, (2.3.21) along with setting a = 1/5 in (2.3.8) concludes the proof.
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CHAPTER III
RANDOM TRIGONOMETRIC POLYNOMIALS WITH PALINDROMIC
BLOCKS OF COEFFICIENTS
3.1 Self-reciprocal polynomials
Let
Pn(z) = η0 + η1z + · · ·+ ηn−1zn−1 + ηnzn
be a polynomial of degree n with complex coefficients. We say Pn is palindromic (self-
reciprocal) if ηn−j = ηj, 0 6 j 6 n, or equivalently Pn(z) = znPn(z−1). We also note that w
is a zero of Pn if and only if w
−1 is also a zero of Pn. Moreover, we note that if a polynomial
Qn ∈ R[z] has all its zeros on T, then Qn(z) = βznQn(z−1) for some β ∈ T. This could be
shown by writing
Qn(z) = an
n∏
i=1
(z − αi), an 6= 0, |αi| = 1, 1 6 i 6 n,
and noting that Qn(α
−1
i ) = Qn(ᾱi) = 0 since Qn is a polynomial with real coefficients. Thus,
we can rewrite Qn as
Qn(z) = an
n∏
i=1
(
z − α−1i
)
= (−1)nα−1an
n∏
i=1
(1− zαi),
where α =
∏n
i=1 αi. It is now easy to check that
Qn(z) = (−1)nα−1znQn(z−1).
The class of polynomials with palindromic coefficients and their zeros’ behavior have
attracted a lot of attention over recent years, and it turns out to have many applications in
some areas of physics and mathematics.
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There is extensive literature on the behavior and the location of the zeros of self-reciprocal
polynomials with deterministic coefficients, for instance, focusing on the minimal conditions
imposed on a self-reciprocal polynomial to make all its roots unimodular, that is, lying on
the unit circle (see, e.g., [57],[55],[56] and [11]). There is also a direct connection between
these polynomials and trigonometric ones. For instance, if we define
P2n(z) := 2a0z
n +
n∑
j=1
aj(z
n−j + zn+j)
with the coefficients being real, it is immediate that P2n is a self-reciprocal polynomial of
degree 2n, and we can easily check that
e−inxP2n(e
ix) = 2Vn(x), (3.1.1)
where Vn is a cosine polynomial as defined in (1.2.6). Another example is the trigonometric
polynomial of the form
RN(x) :=
N−1∑
j=0
[
aN−j cos(j + 1/2)x+ bN−j sin(j + 1/2)x
]
. (3.1.2)
The asymptotic expected value of the number of real zeros of (3.1.2) was surveyed by Farah-
mand, see [31] and [35, Case 3, p. 1884]. Note that (3.1.2) can be rephrased as
e−inx/2Pn(e
ix) = 2RN(x) + 2 cos(N + 1/2)x,
where n = 2N + 1, and Pn(z) =
∑n
j=0 ηjz
j is a random polynomial with ηj = aj + ibj,
η0 = ηn = 1, and it is conjugate-reciprocal, i.e., ηn−j = ηj.
The number of unimodular zeros of these polynomials has also been of interest to some
mathematicians. More recently, Erdélyi [20] proved the following result: assume that S ⊂ Z
is finite, and P (z) is a palindromic polynomial whose coefficients lie in S. Then for a positive
constant c, which only depends on ε > 0 and
M = M(S) := max{|z| : z ∈ S},
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the number of unimodular roots of P exceeds
c
(
log log log |P (1)|
)1−ε − 1,
which significantly improves the recent result of Sahasrabudhe [81] and his previous work
[19]. This result combined with (3.1.1) establishes an explicit lower bound for the number
of sign changes (in one period) of Vn with coefficients in S. More precisely, he proved that,
for some c > 0,
N#n (0, 2π) >
(
c
1 + logM
)
log log log |Vn(0)|
log log log log |Vn(0)|
− 1,
where N#n (0, 2π) is the number of sign changes of Vn in (0, 2π) and M as defined above, see
[20, Corollary 2.3].
In the case of random polynomials with palindromic coefficients with the Gaussian distri-
bution N (0, σ2), it is understood from the work of Farahmand and Gao [32] that the expec-
tation of the number of real roots still remains asymptotic to the universal value (2/π) log n,
see also [85] for the case where Var(aj) = σ
2
j .
3.2 Self-reciprocal random trigonometric polynomials
We would like to focus on random trigonometric polynomials with palindrome coefficients.
Conrey et al. [13] proved that the number of real zeros of Vn with self-reciprocal i.i.d. coef-
ficients exceeds n by showing that
Nn(0, 2π) + Ñn(0, 2π) > 2n,
where Ñn denotes the number of zeros of Ṽn obtained by reversing the order of the coefficients
of Vn, and slightly improves the result obtained by Borwein et al. [10, Theorem 2, p. 1152].
The palindromic polynomials Vn, Tn and Rn, as defined in (3.1.2), were considered by
Farahmand and Li in [35], where they showed that the asymptotic expected number of
real roots of Tn and Rn remains universal whereas it enlarges by 36.6% for a palindromic
random cosine polynomial Vn, see (1.2.16) for our modification of their result as discussed
in Chapter I. This poses the following research problem:
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 Does the asymptotic expected number of real roots of a random cosine polynomial stay
non-universal if we group the coefficients in palindromic blocks of a certain length?
 If so, what is the connection between the length of the blocks and the deviation from
the universal asymptotics?
 What happens if one allows the size of the blocks to grow?
In this section, we attempt to answer some of these questions.
Similar to the first case discussed in Chapter II, fix ` ∈ N\{1}, and letA := (a0, a1, . . . , an)
be the set of all the coefficients of Vn(x) =
∑n
j=0 aj cos(jx), x ∈ (0, 2π). Set n = 2`m−1+ r,
m ∈ N, where r ∈ {0, 1, . . . , 2`−1}. In other words, r is the remainder and m is the quotient
of dividing n + 1 by 2`. We then sort out the coefficients into 2m blocks of a length ` as
follows. Set
A = (a0, a1, . . . , an) =
2m−1⋃
j=0
Aj ∪ Ãr,
where
Aj :=

(a`j, a`j+1, . . . , a`(j+1)−1), if 0 6 j 6 m− 1,
(a`j+r, a`j+1+r, . . . , a`(j+1)−1+r), if m 6 j 6 2m− 1,
and
Ãr :=

∅, if r = 0,
(a`m, . . . , a`m−1+r), if 1 6 r 6 2`− 1.
In other words, Ãr comes in the middle of A, and #Ãr = r, 0 6 r 6 2`− 1.
The main theorem of this chapter, which is a generalization of Farahmand and Li’s result,
answers the first question raised above. In fact, we prove that the expected number of real
zeros of a random cosine polynomial with palindromic blocks is non-universal.
Theorem 3.2.1 Fix ` ∈ N\{1}, and let n = 2`m−1+r, where m ∈ N and r ∈ {0, 1, . . . , 2`−
1}. Assume Vn(x) =
∑n
j=0 aj cos(jx), x ∈ (0, 2π), and
⋃m−1
j=0 Aj ∪ Ã = (a0, a1, . . . , a`m−1+r)
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is a family of i.i.d. random variables with Gaussian distribution N (0, σ2). For 0 6 j 6 m−1
and 0 6 k 6 ` − 1, we further assume a`(2m−1−j)+r+k = a`j+k, i.e., A2m−1−j = Aj. Let us
define
K` :=
1
π2
∫ π
0
∫ π/2
0
√
1 +
3(1− u2`(s))(
1 + u`(s) cos(t)
)2 ds dt,
with
u`(s) =
sin(`s)
` sin(s)
.
Then
E[Nn(0, 2π)] =
2n√
3
K` +O(n3/4), as n→∞,
where the implied constant depends only on `.
Remark 3.2.1 We note that the case ` = 1 is indeed a random cosine polynomial with
palindromic coefficients whose expected number of real zeros has already been discussed in
(1.2.16), and in detail in Appendix, see pp. 101–107. Namely, if ` = 1, then
E[Nn(0, 2π)] = n+
n√
3
+O(n3/4), as n→∞.
3.2.1 Properties of the K`
To answer the second question, our numerical computation suggests that {K`}∞`=2 is de-
creasing, namely the smaller ` is, the more expected number of real roots deviates from
the universal one. We also give a definitive answer to the last question by proving that K`
converges to 1 as ` tends to infinity. This requires a quick lemma.
Lemma 3.2.1 Let ϕn, ψn : X → R, where (X,A, µ) is a measure space. Assume that the
ϕn are measurable, the ψn are integrable and |ϕn| 6 ψn a.e. (almost everywhere) for all n.
If limn→∞ ϕn = ϕ a.e., limn→∞ ψn = ψ a.e., ψ is integrable and lim supn→∞
∫
X
ψn =
∫
X
ψ,
then ϕ is integrable and limn→∞
∫
X
ϕn =
∫
X
ϕ.
Proof. Our proof is based on that of Lebesgue’s Dominated Convergence Theorem [41, The-
orem 2.24]. That ϕ is measurable is immediate. Note that |ϕ| 6 ψ a.e. and ψ is integrable,
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so is ϕ. It is also clear that ψn +ϕn > 0 a.e. and ψn−ϕn > 0 a.e., hence by Fatou’s Lemma,
we obtain∫
ψ +
∫
ϕ 6 lim inf
∫
(ψn + ϕn)
= lim inf
(∫
ψn +
∫
ϕn
)
+ lim inf
(
−
∫
ψn
)
+ lim sup
∫
ψn
6 lim inf
∫
ϕn + lim sup
∫
ψn = lim inf
∫
ϕn +
∫
ψ,
and ∫
ψ −
∫
ϕ 6 lim inf
∫
(ψn − ϕn)
= lim inf
(∫
ψn −
∫
ϕn
)
+ lim inf
(
−
∫
ψn
)
+ lim sup
∫
ψn
6 lim inf
(
−
∫
ϕn
)
+ lim sup
∫
ψn = − lim sup
∫
ϕn +
∫
ψ.
In other words, lim sup
∫
ϕn 6
∫
ϕ 6 lim inf
∫
ϕn. Thus, by definition,
∫
ϕn →
∫
ϕ.
Lemma 3.2.2 For ` ∈ N \ {1}, let us define K` as in Theorem 3.2.1. Then
(1). 1 < K` 6 (1 +
√
3)/2.
(2). lim
`→∞
K` = 1.
Proof. For a fixed ` ∈ N \ {1}, we define
g`(s, t) :=
√
1 +
3(1− u2`(s))(
1 + u`(s) cos(t)
)2 , (s, t) ∈ R = (0, π/2)× (0, π),
and
f`(s, t) :=
√
1− u2`(s)
1 + u`(s) cos(t)
, (s, t) ∈ R.
In other words, we have g`(s, t) =
√
1 + 3f 2` (s, t). Note that, by [42, 3.613(1), p. 366], we
obtain ∫ π
0
dt
1 + a cos(t)
=
π√
1− a2
, |a| < 1. (3.2.1)
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This combined with the fact that |u`(s)| < 1 on (0, π/2), see Lemma 2.3.1, gives us
1
π
∫ π
0
f`(s, t) dt =
1
π
∫ π
0
√
1− u2`(s) dt
1 + u`(s) cos(t)
= 1, s ∈ (0, π/2). (3.2.2)
It is a known fact that for any nonconstant f ∈ L1((0, π)) and a strictly convex function Φ
on the real line, Jensen’s inequality is strict (see Theorem 3.3 of [80]). That is,
Φ
(
1
π
∫ π
0
f(t) dt
)
<
1
π
∫ π
0
Φ(f(t)) dt.
Let Φ(y) :=
√
1 + 3y2. It now follows from Fubini-Tonelli’s Theorem, (3.2.2), and Jensen’s
inequality that
1 =
1
π2
∫ π/2
0
πΦ
(
1
π
∫ π
0
f`(s, t) dt
)
ds
<
1
π2
∫ π/2
0
∫ π
0
Φ(f`(s, t)) dt ds = K`
6
1
π2
∫ π/2
0
∫ π
0
(
1 +
√
3f`(s, t)
)
dt ds =
1 +
√
3
2
.
Proof of (2). In order to use Lemma 3.2.1, let X = R2, R = (0, π/2)× (0, π), and define
ϕ`(s, t) :=
g`(s, t)
π2
· 1R(s, t), and ψ`(s, t) :=
1 +
√
3f`(s, t)
π2
· 1R(s, t).
It is trial that 0 6 ϕ`(s, t) 6 ψ`(s, t) on R. Note that lim`→∞ u`(s) = 0 guarantees that
lim
`→∞
ϕ`(s, t) =
2
π2
=: ϕ(s, t), and lim
`→∞
ψ`(s, t) =
1 +
√
3
π2
=: ψ(s, t).
Now, implementing (3.2.2), while using the Fubini-Tonelli Theorem, yields
lim sup
`→∞
∫
R
ψ` =
1 +
√
3
2
=
∫
R
ψ.
Therefore, it is immediate from Lemma 3.2.1 that
lim
`→∞
K` = lim
`→∞
∫
R
ϕ` =
∫
R
ϕ = 1.
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3.3 Proof of Theorem 3.2.1
The proof of Theorem 3.2.1 is step-by-step through a sequence of lemmas. It is necessary
to mention that in all of the following lemmas, the implied constants in each big O depend
only on `.
Lemma 3.3.1 With the same assumptions as in Theorem 3.2.1, fix a ∈ (0, 1/3) and let
E` = (0, π) \ F`, where F` = ∪`i=0 (iπ/`− n−a, iπ/`+ n−a). Then
(1). 0 < An(x) =
n
(
1 + u`(x) cos(nx)
)
2
+O(na), as n→∞ and x ∈ E`,
(2). Bn(x) = −
n2u`(x) sin(nx)
4
+O(n1+a), as n→∞ and x ∈ E`,
(3). Cn(x) =
n3
(
2− u`(x) cos(nx)
)
12
+O(n2+a), as n→∞ and x ∈ E`,
where An(x), Bn(x) and Cn(x) are defined in a similar way as in Lemma 1.2.3.
Proof. Setting J̃r = {j : aj ∈ Ãr} helps to write
Vn(x) =
n∑
j=0
aj cos(jx)
=
m−1∑
j=0
`−1∑
k=0
a`j+k
[
cos(`j + k)x+ cos(`(2m− 1− j) + r + k)x
]
+
∑
j∈J̃r
aj cos(jx)
=
m−1∑
j=0
`−1∑
k=0
a`j+k
[
cos(`j + k)x+ cos(n− `+ 1− `j + k)x
]
+
∑
j∈J̃r
aj cos(jx)
with the conventional notation of
∑
j∈J̃r aj cos(jx) = 0 if r = 0. Let x ∈ E` and observe that
An(x) =
m−1∑
j=0
`−1∑
k=0
[
cos(`j + k)x+ cos(n− `+ 1− `j + k)x
]2
+
∑
j∈J̃r
cos2(jx)
= 4
m−1∑
j=0
cos2
(
n− `+ 1− 2`j
2
)
x
`−1∑
k=0
cos2
(
n− `+ 1 + 2k
2
)
x+
∑
j∈J̃r
cos2(jx)
=
m−1∑
j=0
[
1 + cos(n− `+ 1− 2`j)x
] `−1∑
k=0
[
1 + cos(n− `+ 1 + 2k)x
]
+
∑
j∈J̃r
cos2(jx)
=
m−1∑
j=0
[
1 + cos(`+ r + 2`j)x
] `−1∑
k=0
[
1 + cos(n− `+ 1 + 2k)x
]
+
∑
j∈J̃r
cos2(jx),
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where the last equality is reached by replacing j with m − 1 − j. Now, identity (2.3.1)
simplifies An(x) as
An(x) =
(
m+
sin(m`x) cos(m`+ r)x
sin(`x)
)(
`+
sin(`x) cos(nx)
sin(x)
)
+
∑
j∈J̃r
cos2(jx)
= m`
[
1 + um(`x) cos(m`+ r)x
][
1 + u`(x) cos(nx)
]
+
∑
j∈J̃r
cos2(jx).
Note that, for x ∈ E`, |um(`x)| < 1 and |u`(x)| < 1, see Lemma 2.3.1. Thus, An is positive
on E`. Moreover,
An(x) =
m−1∑
j=0
`−1∑
k=0
[
cos(`j + k)x+ cos(n− `+ 1− `j + k)x
]2
+
∑
j∈J̃r
cos2(jx)
=
n∑
j=0
cos2(jx) + 2
m−1∑
j=0
`−1∑
k=0
cos(`j + k)x cos(n− `+ 1− `j + k)x
=
n∑
j=0
cos2(jx) +
m−1∑
j=0
`−1∑
k=0
cos(n− `+ 1 + 2k)x+
m−1∑
j=0
`−1∑
k=0
cos(n− `+ 1− 2`j)x
=
n∑
j=0
cos2(jx) +m
`−1∑
k=0
cos(n− `+ 1 + 2k)x+ `
m−1∑
j=0
cos(`+ r + 2`j)x,
where the last equality is obtained again by replacing j with m − 1 − j. It is clear from
Lemma 2.3.2 that
n∑
j=0
cos2(jx) =
1
2
n∑
j=0
(1 + cos(2jx)) =
n+ 1
2
+
P0(1, n+ 1, x)
2
=
n
2
+O(na).
The fact that csc(x) = O(na), x ∈ E`, combined with (2.3.1) yields
m
`−1∑
k=0
cos(n− `+ 1 + 2k)x = (n+ 1− r) sin(`x) cos(nx)
2` sin(x)
=
n sin(`x) cos(nx)
2` sin(x)
+O(na) = nu`(x) cos(nx)
2
+O(na).
Similarly, since csc(`x) = O(na) on E`, we have
m−1∑
j=0
cos(`+ r + 2`j)x =
sin(m`x) cos(m`+ r)x
sin(`x)
= O(na).
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Putting all these estimates together gives the desired estimate
An(x) =
n
(
1 + u`(x) cos(nx)
)
2
+O(na), as n→∞ and x ∈ E`.
Proof of (2). Following the definition of Bn, we have
Bn(x) = −
∑
j∈J̃r
j sin(jx) cos(jx)−
m−1∑
j=0
`−1∑
k=0
[
cos(`j + k)x+ cos(n− `+ 1− `j + k)x
]
×
[
(`j + k) sin(`j + k)x+ (n− `+ 1− `j + k) sin(n− `+ 1− `j + k)x
]
= −
n∑
j=0
j sin(jx) cos(jx)−
m−1∑
j=0
`−1∑
k=0
(`j + k) sin(`j + k)x cos(n− `+ 1− `j + k)x
−
m−1∑
j=0
`−1∑
k=0
(n− `+ 1− `j + k) sin(n− `+ 1− `j + k)x cos(`j + k)x.
We employ the identity sin(α) cos(β) = [sin(α+ β) + sin(α− β)]/2 to simplify the above as
Bn(x) = −
n∑
j=0
j sin(jx) cos(jx)− 1
2
m−1∑
j=0
`−1∑
k=0
(n− `+ 1 + 2k) sin(n− `+ 1 + 2k)x
− 1
2
m−1∑
j=0
`−1∑
k=0
(n− `+ 1− 2`j) sin(n− `+ 1− 2`j)x.
By Lemma 2.3.2, we obtain
n∑
j=0
j sin(jx) cos(jx) =
1
2
n∑
j=0
j sin(2jx) =
Q1(1, n+ 1, x)
2
= O(n1+a).
Using the estimate
∑`−1
k=0(−`+ 1 + 2k) sin(n− `+ 1 + 2k)x = O(1) gives us
m−1∑
j=0
`−1∑
k=0
(n− `+ 1 + 2k) sin(n− `+ 1 + 2k)x
= nm
`−1∑
k=0
sin(n− `+ 1 + 2k)x+O(m)
=
n(n+ 1− r) sin(`x) sin(nx)
2` sin(x)
+O(m)
=
n2u`(x) sin(nx)
2
+O(n1+a),
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where the penultimate equality is a direct application of identity (2.3.2). Note that
m−1∑
j=0
`−1∑
k=0
(n− `+ 1− 2`j) sin(2j + 1)`x
= `(n− `+ 1)
m−1∑
j=0
sin(2j + 1)`x− 2`2
m−1∑
j=0
j sin(2j + 1)`x
= `(n− `+ 1)S0(1,m, `x)− 2`2S1(1,m, `x) = O(n1+a).
Similarly, we have the following estimate
m−1∑
j=0
`−1∑
k=0
(n− `+ 1− 2`j) cos(2j + 1)`x = O(n1+a).
Thus, combining the last two estimates gives
m−1∑
j=0
`−1∑
k=0
(n− `+ 1− 2`j) sin(n− `+ 1− 2`j)x = O(n1+a).
Hence
Bn(x) = −
n2u`(x) sin(nx)
4
+O(n1+a), as n→∞ and x ∈ E`.
Proof of (3). We see that
Cn(x) =
∑
j∈J̃r
j2 sin2(jx)
+
m−1∑
j=0
`−1∑
k=0
[
(`j + k) sin(`j + k)x+ (n− `+ 1− `j + k) sin(n− `+ 1− `j + k)x
]2
=
n∑
j=0
j2 sin2(jx)
+
m−1∑
j=0
`−1∑
k=0
(`j + k)(n− `+ 1− `j + k)
[
cos(n− `+ 1− 2`j)x− cos(n− `+ 1 + 2k)x
]
.
Note that
n∑
j=0
j2 sin2(jx) =
1
2
n∑
j=0
j2 − 1
2
n∑
j=0
j2 cos(2jx)
=
n(n+ 1)(2n+ 1)
12
− P2(1, n+ 1, x)
2
=
n3
6
+O(n2+a).
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We use Lemma 2.3.2 and the boundedness of
∑`−1
k=0 k
λ, λ = 1, 2, to show that
m−1∑
j=0
`−1∑
k=0
(`j + k)(n− `+ 1− `j + k) cos(2j + 1)`x
= (n− `+ 1)
m−1∑
j=0
`−1∑
k=0
(`j + k) cos(2j + 1)`x
+
m−1∑
j=0
`−1∑
k=0
(k2 − `2j2) cos(2j + 1)`x
= (n− `+ 1)
(
`2R1(1,m, `x) +R0(1,m, `x)
`−1∑
k=0
k
)
+R0(1,m, `x)
`−1∑
k=0
k2 − `3R2(1,m, `x) = O(n2+a).
Likewise,
m−1∑
j=0
`−1∑
k=0
(`j + k)(n− `+ 1− `j + k) sin(2j + 1)`x = O(n2+a).
The last two estimates combined with the following identity
cos(n− `+ 1− 2`j)x = cos(n+ 1)x cos(2j + 1)`x+ sin(n+ 1)x sin(2j + 1)`x
yield
m−1∑
j=0
`−1∑
k=0
(`j + k)(n− `+ 1− `j + k) cos(n− `+ 1− 2`j)x = O(n2+a).
We employ identity (2.3.1), and observe that
m−1∑
j=0
`−1∑
k=0
(`j + k)(n− `+ 1− `j + k) cos(n− `+ 1 + 2k)x
=
m−1∑
j=0
`−1∑
k=0
[
(n− `+ 1)`j − `2j2
]
cos(n− `+ 1 + 2k)x
+
m−1∑
j=0
`−1∑
k=0
[
(n− `+ 1)k + k2
]
cos(n− `+ 1 + 2k)x
=
[
(n− `+ 1)`(m− 1)m
2
− `
2(m− 1)m(2m− 1)
6
]
sin(`x) cos(nx)
sin(x)
+m
`−1∑
k=0
[
(n− `+ 1)k + k2
]
cos(n− `+ 1 + 2k)x.
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We already know that csc(x) = O(na) on E`, and
∑`−1
k=0 k
λ cos(n − ` + 1 + 2k)x = O(1),
λ = 1, 2. Thus, the following is immediate
m−1∑
j=0
`−1∑
k=0
(`j + k)(n− `+ 1− `j + k) cos(n− `+ 1 + 2k)x
=
(
n`2m2
2
− `
3m3
3
)
sin(`x) cos(nx)
` sin(x)
+O(m2+a)
=
n3u`(x) cos(nx)
12
+O(n2+a).
Putting all these estimates together, we observe that
Cn(x) =
n3
(
2− u`(x) cos(nx)
)
12
+O(n2+a), as n→∞ and x ∈ E`.
Lemma 3.3.2 With the same assumptions as Lemma 3.3.1, we have√
An(x)Cn(x)−Bn(x)2
An(x)
=
n+O(n3a)
2
√
3
√
1 +
3(1− u2`(x))(
1 + u`(x) cos(nx)
)2 , as n→∞ and x ∈ E`.
Proof. Assume that ` ∈ N \ {1} is fixed. Using An, Bn, and Cn as in Lemma 3.3.1 gives that
An(x)Cn(x)−Bn(x)2 =
n4
[(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
]
48
+O(n3+a)
=
n4
[(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
]
48
×
(
1 +
O(n−1+a)(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
)
.
It is clear from Lemma 2.3.1 that there exists a constant ω` ∈ (0, 1) such that
|u`(x)| 6 ω`, x ∈ [π/2`, π − π/2`], (3.3.1)
Thus, for x ∈ [π/2`, π − π/2`],
0 <
1(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
6
1
(1− ω`)2 + 3(1− ω2` )
=
1
(1− ω`)(4 + 2ω`)
=: c`.
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So, for x ∈ [π/2`, π − π/2`], we write
An(x)Cn(x)−Bn(x)2 =
n4
[(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
][
1 +O(n−1+a)
]
48
.
Note that
0 6 cos(`x) 6 u`(x) 6 cos(x), x ∈ [0, π/2`]. (3.3.2)
This helps to write, for x ∈ [n−a, π/2`],
0 <
1(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
6
1(
1− u`(x)
)2
+ 3(1− u`(x)2)
6
1
(1− u`(x))(4 + 2u`(x))
6
1
4(1− cos(x))
=
1
8 sin2(x/2)
6
π2
8x2
6
π2n2a
8
.
Therefore, for x ∈ [n−a, π/2`], we obtain
An(x)Cn(x)−Bn(x)2 =
n4
[(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
][
1 +O(n−1+a)
]
48
.
Hence for any x ∈ E`, we have
An(x)Cn(x)−Bn(x)2 =
n4
[(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
][
1 +O(n−1+a)
]
48
.
Taking square root of both sides, while considering the fact that a ∈ (0, 1/3), we see that,
for large enough n and x ∈ E`,
√
An(x)Cn(x)−Bn(x)2 =
n2
(
1 +O(n−1+a)
)√(
1 + u`(x) cos(nx)
)2
+ 3(1− u2`(x))
4
√
3
.
In a similar way, one can show that
An(x) =
n
(
1 + u`(x) cos(nx)
)
2
+O(na)
=
n
(
1 + u`(x) cos(nx)
)(
1 +O(n−1+3a)
)
2
, as n→∞ and x ∈ E`.
Now, since An(x) > 0 on E`, we see√
An(x)Cn(x)−Bn(x)2
An(x)
=
n
(
1 +O(n−1+3a)
)
2
√
3
√
1 +
3(1− u2`(x))(
1 + u`(x) cos(nx)
)2
=
n+O(n3a)
2
√
3
√
1 +
3(1− u2`(x))(
1 + u`(x) cos(nx)
)2 , as n→∞ and x ∈ E`,
as desired.
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Lemma 3.3.3 With the same assumptions as Lemma 3.3.1, let G` = E` ∩ [0, π/2]. Then,
as n grows to infinity,
E[Nn(0, 2π)] =

[
n+O(n3a)
][
J+` (n) + J
−
` (n)
]
√
3π
+O(n1−a), if n− ` is even,
[
2n+O(n3a)
]
J+` (n)√
3π
+O(n1−a), if n− ` is odd,
where
J+` (n) :=
∫
G`
g+n (x) dx, and J
−
` (n) :=
∫
G`
g−n (x) dx,
with
g+n (x) :=
√
1 +
3(1− u2`(x))(
1 + u`(x) cos(nx)
)2 , and g−n (x) :=
√
1 +
3(1− u2`(x))(
1− u`(x) cos(nx)
)2 .
Proof. From Lemmas 2.1.2, we know that E[Nn(F`)] = O(n1−a), for large enough n. If we
use Lemmas 3.3.2 and 1.2.3 (Kac-Rice’s formula), we observe that
E[Nn(0, 2π)] = 2E[Nn(0, π)] = 2E[Nn(E` ∪ F`)]
= 2E[Nn(E`)] +O(n1−a) =
2
π
∫
E`
√
An(x)Cn(x)−Bn(x)2
An(x)
dx+O(n1−a)
=
n+O(n3a)√
3π
∫
E`
√
1 +
3(1− u2`(x))(
1 + u`(x) cos(nx)
)2 dx+O(n1−a), as n→∞. (3.3.3)
It is also clear that, for x ∈ [0, π/2],
u`(π − x) =

−u`(x), if ` is even,
u`(x), if ` is odd,
(3.3.4)
which gives that, for x ∈ [0, π/2],
u`(π − x) cos(n(π − x)) =

−u`(x) cos(nx), if n− ` is even,
u`(x) cos(nx), if n− ` is odd.
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Therefore,
∫
E`
√
1 +
3(1− u2`(x))(
1 + u`(x) cos(nx)
)2 dx =

J+` (n) + J
−
` (n), if n− ` is even,
2J+` (n), if n− ` is odd.
Hence combining this with (3.3.3) yields the desired result.
The following lemma is also an essential step in proving Theorem 3.2.1.
Lemma 3.3.4 With the same g−n as in Lemma 3.3.3, assume that ` ∈ N\{1} and c ∈ (0, 1)
are fixed. Then ∫ n−c
π/2n
g−n (x) dx = O(n−c), as n→∞.
Proof. Recall that
g−n (x) =
√
1 +
3(1− u2`(x))(
1− u`(x) cos(nx)
)2 .
For a fixed ` ∈ N \ {1}, let us choose sufficiently large N ∈ N so that N−c 6 π/2`. This
implies that for all n > N and x ∈ [π/2n, n−c], u`(x) > 0. For all n > N , we define
f−n (x) :=
√
1− u2`(x)
1− u`(x) cos(nx)
.
Since 1 6 g−n (x) 6 1 +
√
3 f−n (x), it suffices to show that∫ n−c
π/2n
f−n (x) dx = O(n−c).
Let n1 := dn1−c/πe , and for 1 6 k 6 n1 define
Q+k =
{
x ∈ [(k − 1)π/n, kπ/n] : cos(nx) > 0
}
,
and
Q−k =
{
x ∈ [(k − 1)π/n, kπ/n] : cos(nx) 6 0
}
.
We know that u`(x) > 0 on [π/2n, n
−c] and 0 6 f−n (x) 6 1 on Q
−
k , 1 6 k 6 n1, hence∫
Q−k
f−n (x) dx 6
π
2n
.
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In order to obtain a fitting upper bound for our integral over the Q+k , we note that k needs
to run from 2. Otherwise, f−n blows up as fast as O(x−2) over Q+1 = [0, π/2n], which ends
up with a divergent integral. Thus, for the rest of the proof, let 2 6 k 6 n1. When x ∈ Q+k ,
2 6 k 6 n1, we observe that x > kπ/2n and consequently that sin(x) > 2x/π > k/n. Thus,
0 6 cos(x) 6
√
1− k2/n2 =: ak < 1, x ∈ Q+k , 2 6 k 6 n1.
Therefore, the above inequality combined with (3.3.2) gives us∫
Q+k
f−n (x) dx =
∫
Q+k
√
1− u2`(x)
1− u`(x) cos(nx)
dx 6
∫
Q+k
sin(`x) dx
1− cos(x) cos(nx)
6
k`π
n
∫
Q+k
dx
1− cos(x) cos(nx)
6
k`π
n
∫
Q+k
dx
1− ak cos(nx)
6
k`π
n
∫ kπ/n
(k−1)π/n
dx
1− ak cos(nx)
=
k`π
n2
∫ kπ
(k−1)π
dx
1− ak cos(x)
.
Applying the change of variables u = x − (k − 1)π for the odd k, similarly u = kπ − x if k
is even, we obtain ∫ kπ
(k−1)π
dx
1− ak cos(x)
=
∫ π
0
dx
1− ak cos(x)
=
π√
1− a2k
, (3.3.5)
where the latter equality is obtained by (3.2.1). It follows from the last two relations that
for all n > N , ∫
Q+k
f−n (x) dx 6
k`π2
n2
√
1− a2k
=
`π2
n
, 2 6 k 6 n1.
Thus, there exists M` > 0 such that, for all n > N,∫ n−c
π/2n
f−n (x) dx 6
n1∑
k=1
∫
Q−k
f−n (x) dx+
n1∑
k=2
∫
Q+k
f−n (x) dx
6 n1−c
(
π
2n
+
`π2
n
)
= M` n
−c. (3.3.6)
Lemma 3.3.5 If ` ∈ N \ {1} and c ∈ (0, 1) are fixed, then∫ n−c
0
g+n (x) dx = O(n−c), as n→∞,
where g+n is defined as in Lemma 3.3.3.
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Proof. The proof of this lemma is almost identical to that of Lemma 3.3.4 . Let us define
f+n (x) :=
√
1− u2`(x)
1 + u`(x) cos(nx)
.
Thus, we require showing that ∫ n−c
0
f+n (x) dx = O(n−c).
It is trivial that ∫
Q+k
f+n (x) dx 6
π
2n
, 1 6 k 6 n1
and, for 1 6 k 6 n1,∫
Q−k
f+n (x) dx 6
k`π
n
∫
Q−k
dx
1 + cos(x) cos(nx)
6
k`π
n
∫
Q−k
dx
1 + ak cos(nx)
6
k`π
n2
∫ kπ
(k−1)π
dx
1 + ak cos(x)
.
The same change of variable as in (3.3.5) gives∫ kπ
(k−1)π
dx
1 + ak cos(x)
=
∫ π
0
dx
1 + ak cos(x)
=
π√
1− a2k
,
which similarly implies that for all n > N and 1 6 k 6 n1,∫
Q−k
f+n (x) dx 6
`π2
n
.
Therefore, for all n > N, we have∫ n−c
0
f+n (x) dx 6
n1∑
k=1
∫
Q+k ∪Q
−
k
f+n (x) dx 6 n
1−c
(
π
2n
+
`π2
n
)
= M` n
−c.
Lemma 3.3.6 With the same assumptions as in Theorem 3.2.1, fix a ∈ (0, 1/3). Then, as
n grows to infinity,
E[Nn(0, 2π)] =

[
n+O(n3a)
][
I+` (n) + I
−
` (n)
]
√
3
+O(n1−a), if n− ` is even,
[
2n+O(n3a)
]
I+` (n)√
3
+O(n1−a), if n− ` is odd,
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where
I+` (n) :=
1
π
∫ π/2
0
g+n (x), and I
−
` (n) :=
1
π
∫ π/2
π/2n
g−n (x) dx.
Proof. Define
H` =
[`/2]⋃
i=1
[iπ/`− n−a, iπ/`+ n−a].
It is known from (3.3.1) that |u`(x)| 6 ω`, x ∈ H`, which shows that
1 6 g+n (x), g
−
n (x) 6
√
1 + 3/(1− ω`), x ∈ H`.
Therefore, ∫
H`
g+n (x) dx = O(n−a), and
∫
H`
g−n (x) dx = O(n−a).
Thus, with the help of Lemma 3.3.4, we can write
J−` (n) =
∫
G`
g−n (x) dx
=
∫ π/2
π/2n
g−n (x) dx−
∫
H`
g−n (x) dx−
∫ n−a
π/2n
g−n (x) dx = πI
−
` (n) +O(n
−a).
In a similar way, we have J+` (n) = πI
+
` (n) +O(n−a). Now, Lemma 3.3.3 helps to reach the
desired result.
Lemma 3.3.7 Fix ` ∈ N \ {1} and a ∈ (0, 1/3). For 1 6 k 6 n′ := [n/2] define
ζk :=

kπ, if k is odd,
(k − 1)π, if k is even.
Then
I−` (n) =
1
nπ
n′∑
k=1
∫ kπ
(k−1)π
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 dt+O(n−a), as n→∞.
Proof. Note that that
I−` (n) =
1
π
∫ π/2
π/2n
g−n (x) dx
=
1
π
∫ π/n
π/2n
g−n (x) dx+
1
π
∫ n′π/n
π/n
g−n (x) dx+
1
π
∫ π/2
n′π/n
g−n (x) dx.
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When n is even, the last integral in the above vanishes, and it is as small as O(n−1) when n
is odd. Since 0 6 f−n (x) 6 1 on Q
−
1 , we observe that
1
π
∫ π/n
π/2n
g−n (x) dx =
1
π
∫
Q−1
g−n (x) dx 6
1
π
∫
Q−1
(1 +
√
3 f−n (x))dx 6
1 +
√
3
2n
.
Therefore,
I−` (n) =
1
π
∫ n′π/n
π/n
g−n (x) dx+O(n−1).
We apply the change of variables t = nx, and observe that
I−` (n) =
1
π
∫ n′π/n
π/n
g−n (x) dx+O(n−1)
=
1
nπ
n′∑
k=2
∫ kπ
(k−1)π
√
1 +
3(1− u2`(t/n))(
1− u`(t/n) cos(t)
)2 dt+O(n−1).
By Lemma 2.3.1, we already know that |u`(ζk/n)| < 1, and in particular
|u`(ζ1/n)| = |u`(π/n)| < 1.
Therefore, (3.2.1) helps us write
1
nπ
∫ π
0
√
1 +
3(1− u2`(ζ1/n))(
1− u`(ζ1/n) cos(t)
)2 dt 6 1n +
√
3
nπ
∫ π
0
√
1− u2`(ζ1/n) dt
1− u`(ζ1/n) cos(t)
=
1 +
√
3
n
.
Considering the last two relations, to prove our desired result, we need to prove that
1
nπ
n′∑
k=2
∫ kπ
(k−1)π
√
1 +
3(1− u2`(t/n))(
1− u`(t/n) cos(t)
)2 dt
=
1
nπ
n′∑
k=2
∫ kπ
(k−1)π
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 dt+O(n−a),
or equivalently, we desire to show that
1
nπ
n′∑
k=2
∫ kπ
(k−1)π
∆−k,n(t) dt = O(n
−a), as n→∞, (3.3.7)
where, for 2 6 k 6 n′ and t ∈ [(k − 1)π, kπ],
∆−k,n(t) :=
√
1 +
3(1− u2`(t/n))(
1− u`(t/n) cos(t)
)2 −
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 .
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Set ba := (1 − a)/2, where a ∈ (0, 1/3) is fixed. With the same positive integer N coming
from the proof of Lemma 3.3.4, let n1 :=
⌈
n1−ba/π
⌉
and n2 := [n/2`], for all n > N . If
2 6 k 6 n1, we replace ak with u`(ζk/n) in (3.3.5) to obtain
1
nπ
∫ kπ
(k−1)π
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 dt
6
1
n
+
√
3
nπ
∫ kπ
(k−1)π
√
1− u2`(ζk/n) dt
1− u`(ζk/n) cos(t)
=
1
n
+
√
3
nπ
∫ π
0
√
1− u2`(ζk/n) dt
1− u`(ζk/n) cos(t)
=
1 +
√
3
n
.
It follows from n1 6 n1−ba and the above inequality that
1
nπ
n1∑
k=2
∫ kπ
(k−1)π
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 dt 6 (1 +√3)n−ba .
Replacing c with ba in (3.3.6) also gives us
1
n
n1∑
k=2
∫ kπ
(k−1)π
√
1 +
3(1− u2`(t/n))(
1− u`(t/n) cos(t)
)2 dt
=
n1∑
k=2
∫ kπ/n
(k−1)π/n
√
1 +
3(1− u2`(x))(
1− u`(x) cos(nx)
)2 dx
=
n1∑
k=2
∫ kπ/n
(k−1)π/n
g−n (x) dx 6 πn
−ba +
√
3
n1∑
k=2
∫ kπ/n
(k−1)π/n
f−n (x) dx
6 (π +
√
3M`)n
−ba .
Hence putting the last two relations together and with the help of the triangle inequality we
see that
1
nπ
n1∑
k=2
∫ kπ
(k−1)π
∆−k,n(t) dt = O(n
−ba). (3.3.8)
On the other hand, if n1 + 1 6 k 6 n′, it is obvious that ∆
−
k,n ∈ C1[(k − 1)π, kπ]. Thus, by
the Mean Value Theorem for Integrals, there exists αk ∈ ((k − 1)π, kπ) such that∣∣∣∣∣ 1nπ
n′∑
k=n1+1
∫ kπ
(k−1)π
∆−k,n(t) dt
∣∣∣∣∣ =
∣∣∣∣∣ 1n
n′∑
k=n1+1
∆−k,n(αk)
∣∣∣∣∣ 6 1n
n′∑
k=n1+1
∣∣∆−k,n(αk)∣∣ .
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For n1 + 1 6 k 6 n′, let us define
f−k,n(t) :=
√
1− u2`(t/n)
1− u`(t/n) cos(αk)
, t ∈ [(k − 1)π, kπ].
Since f−k,n > 0 and
√
1 + 3y2 >
√
3 |y|, we see that
∣∣∆−k,n(αk)∣∣ = ∣∣∣∣√1 + 3(f−k,n(αk))2 −√1 + 3(f−k,n(ζk))2 ∣∣∣∣
=
3
[
f−k,n(αk) + f
−
k,n(ζk)
] ∣∣f−k,n(αk)− f−k,n(ζk)∣∣√
1 + 3
(
f−k,n(αk)
)2
+
√
1 + 3
(
f−k,n(ζk)
)2
6
√
3
∣∣f−k,n(αk)− f−k,n(ζk)∣∣ .
We know that 0 6 |u`(t/n)| < 1 on [(k − 1)π, kπ], n1 + 1 6 k 6 n′, hence 0 < f−k,n ∈
C1[(k − 1)π, kπ]. Thus, by the Mean Value Theorem, there exists βk lying between αk and
ζk such that ∣∣f−k,n(αk)− f−k,n(ζk)∣∣ = |ζk − αk| ∣∣∣f−k,n′(βk)∣∣∣ 6 π ∣∣∣f−k,n′(βk)∣∣∣ .
So, we can write ∣∣∣∣∣ 1nπ
n′∑
k=n1+1
∫ kπ
(k−1)π
∆−k,n(t) dt
∣∣∣∣∣ 6
√
3π
n
n′∑
k=n1+1
∣∣∣f−k,n′(βk)∣∣∣ . (3.3.9)
Let us define an auxiliary function
h`(x) :=
u`(x) cos(x)− cos(`x)
sin(x)
√
1− u2`(x)
, x ∈ [0, π].
Some properties of h` are indeed quick and quite useful. It is trivial that, for x ∈ [0, π/2],
h`(π − x) =

h`(x), if ` is even,
−h`(x), if ` is odd.
(3.3.10)
Moreover, h`(x) could be simplified as
h`(x) =
sin(`x) cos(x)− ` sin(x) cos(`x)
` sin2(x)
√
1− u2`(x)
=
(1− `) sin(`+ 1)x+ (1 + `) sin(`− 1)x
2` sin2(x)
√
1− u2`(x)
.
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Note that (1−`) sin(`+1)x+(1+`) sin(`−1)x vanishes at x = 0. In addition, for x ∈ [0, π/2`],
we have
d
dx
[
(1− `) sin(`+ 1)x+ (1 + `) sin(`− 1)x
]
= 2(`2 − 1) sin(`x) sin(x) > 0.
This means that h`(x) is nonnegative on [0, π/2`]. Hence we apply (3.3.2), and see that
0 6 h`(x) 6
cos2(x)− cos(`x)
sin2(x)
=: η`(x) 6
`2 − 2
2
, x ∈ [0, π/2`], (3.3.11)
where the last inequality follows from the facts that η` is a strictly decreasing function on
[0, π/2`], and
lim
x→0+
η`(x) = (`
2 − 2)/2.
With the help of (3.3.1), (3.3.10) and (3.3.11), one can show that h` is integrable on [0, π].
Namely, ∫ π
0
|h`(x)| dx = 2
∫ π/2`
0
h`(x) dx+
∫ π−π/2`
π/2`
|h`(x)| dx
6
(`2 − 2)π
2`
+
∫ π−π/2`
π/2`
2 dx
sin(x)
√
1− ω2`
6
(`2 − 2)π
2`
+
2(`− 1)π√
1− ω`
<∞. (3.3.12)
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We also note that, using the triangle inequality, we obtain
∣∣∣f−k,n′(βk)∣∣∣ =
∣∣∣∣∣ u2`(βk/n) cos(βk/n)− u`(βk/n) cos(`βk/n)n sin(βk/n)√1− u2`(βk/n)[1− u`(βk/n) cos(αk)]
−
√
1− u2`(βk/n)
[
u`(βk/n) cos(βk/n) cos(αk)− cos(`βk/n) cos(αk)
]
n sin(βk/n)
[
1− u`(βk/n) cos(αk)
]2
∣∣∣∣∣
=
1
n
∣∣∣∣∣u`(βk/n) cos(βk/n)− cos(`βk/n)sin(βk/n)√1− u2`(βk/n)
∣∣∣∣∣
×
∣∣∣∣∣ u`(βk/n)1− u`(βk/n) cos(αk) −
[
1− u2`(βk/n)
]
cos(αk)[
1− u`(βk/n) cos(αk)
]2
∣∣∣∣∣
=
|h`(βk/n)|
n
∣∣∣∣∣ u`(βk/n)1− u`(βk/n) cos(αk) −
[
1− u2`(βk/n)
]
cos(αk)[
1− u`(βk/n) cos(αk)
]2
∣∣∣∣∣
6
|h`(βk/n)|
n
(
|u`(βk/n)|
1− |u`(βk/n)|
+
1− u2`(βk/n)[
1− |u`(βk/n)|
]2
)
=
|h`(βk/n)|
n
× 1 + 2 |u`(βk/n)|
1− |u`(βk/n)|
6
3 |h`(βk/n)|
n
[
1− |u`(βk/n)|
] . (3.3.13)
First, let n1 + 1 6 k 6 n2. It is obvious that n−ba 6 βk/n 6 π/2`. It follows from (3.3.2),
(3.3.11) and (3.3.13) that, for n1 + 1 6 k 6 n2,∣∣∣f−k,n′(βk)∣∣∣ 6 3 |h`(βk/n)|n(1− |u`(βk/n)|) 6 3(`
2 − 2)
2n(1− u`(βk/n))
6
3(`2 − 2)
2n(1− cos(βk/n))
=
3(`2 − 2)
4n sin2(βk/2n)
6
3(`2 − 2)π2
4n(βk/n)2
6
3(`2 − 2)π2n−1+2ba
4
=
3(`2 − 2)π2n−a
4
.
Hence we use (3.3.9), and observe that∣∣∣∣∣ 1nπ
n2∑
k=n1+1
∫ kπ
(k−1)π
∆−k,n(t) dt
∣∣∣∣∣ 6
√
3π
n
n2∑
k=n1+1
∣∣∣f−k,n′(βk)∣∣∣
6
3
√
3(`2 − 2)π3n−a
8`
= C` n
−a.
In other words,
1
nπ
n2∑
k=n1+1
∫ kπ
(k−1)π
∆−k,n(t) dt = O(n
−a). (3.3.14)
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Next, let n2 + 1 6 k 6 n′. This means that π/2` 6 βk/n 6 π/2. Therefore, (3.3.1) and
(3.3.13) show that, for n2 + 1 6 k 6 n′,∣∣∣f−k,n′(βk)∣∣∣ 6 3 |h`(βk/n)|n(1− |u`(βk/n)|)
6
6
n sin(βk/n)
√
1− ω2` (1− ω`)
6
6`
n(1− ω`)3/2
,
where the last inequality comes from the fact that sin(βk/n) > 2βk/nπ > 1/` for n2 + 1 6
k 6 n′. Thus, with the help of (3.3.9), we have∣∣∣∣∣ 1nπ
n′∑
k=n2+1
∫ kπ
(k−1)π
∆−k,n(t) dt
∣∣∣∣∣ 6 3
√
3`π
n(1− ω`)3/2
= D` n
−1.
So, we have shown that
1
nπ
n′∑
k=n2+1
∫ kπ
(k−1)π
∆−k,n(t) dt = O(n
−1). (3.3.15)
Combining (3.3.8), (3.3.14) and (3.3.15) yields the desired result
1
nπ
n′∑
k=2
∫ kπ
(k−1)π
∆−k,n(t) dt = O(n
−ba) +O(n−a) +O(n−1) = O(n−a), as n→∞
since a < ba = (1− a)/2, a ∈ (0, 1/3). Thus, (3.3.7) holds as required.
Lemma 3.3.8 With the same assumptions as Lemma 3.3.7, we have
I+` (n) =
1
nπ
n′∑
k=1
∫ kπ
(k−1)π
√
1 +
3(1− u2`(ζk/n))(
1 + u`(ζk/n) cos(t)
)2 dt+O(n−a), as n→∞.
Proof. The proof of the lemma is quite similar to that of Lemma 3.3.7. For this reason, we
just state the critical steps and leave the details to the reader. As in the proof of Lemma
3.3.7, we require showing that
1
nπ
n′∑
k=1
∫ kπ
(k−1)π
∆+k,n(t) dt = O(n
−a), as n→∞,
where, for 1 6 k 6 n′ and t ∈ [(k − 1)π, kπ],
∆+k,n(t) :=
√
1 +
3(1− u2`(t/n))(
1 + u`(t/n) cos(t)
)2 −
√
1 +
3(1− u2`(ζk/n))(
1 + u`(ζk/n) cos(t)
)2 .
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It is quite easy to prove that
1
nπ
n1∑
k=1
∫ kπ
(k−1)π
∆+k,n(t) dt = O(n
−ba). (3.3.16)
For n1 + 1 6 k 6 n′, let us define
f+k,n(t) :=
√
1− u2`(t/n)
1 + u`(t/n) cos(αk)
, t ∈ [(k − 1)π, kπ].
The same argument that helped us obtain (3.3.9) gives that∣∣∣∣∣ 1nπ
n′∑
k=n1+1
∫ kπ
(k−1)π
∆+k,n(t) dt
∣∣∣∣∣ 6
√
3π
n
n′∑
n1+1
∣∣∣f+k,n′(βk)∣∣∣ ,
where ∣∣∣f+k,n′(βk)∣∣∣ = |h`(βk/n)|n
∣∣∣∣∣ u`(βk/n)1 + u`(βk/n) cos(αk) +
[
1− u2`(βk/n)
]
cos(αk)[
1 + u`(βk/n) cos(αk)
]2
∣∣∣∣∣
6
3 |h`(βk/n)|
n
[
1− |u`(βk/n)|
] .
We follow the same procedure as in Lemma 3.3.7, and observe that, for n1 + 1 6 k 6 n2,∣∣∣f+k,n′(βk)∣∣∣ 6 3(`2 − 2)π2n−a4 ,
and, for n2 + 1 6 k 6 n′, ∣∣∣f+k,n′(βk)∣∣∣ 6 6`n(1− ω`)3/2 .
Therefore,
1
nπ
n2∑
k=n1+1
∫ kπ
(k−1)π
∆+k,n(t) dt = O(n
−a), (3.3.17)
and
1
nπ
n′∑
k=n2+1
∫ kπ
(k−1)π
∆+k,n(t) dt = O(n
−1). (3.3.18)
Now, (3.3.16)–(3.3.18) gives the desire result, that is
1
nπ
n′∑
k=1
∫ kπ
(k−1)π
∆+k,n(t) dt = O(n
−a), as n→∞.
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Lemma 3.3.9 With the same assumptions as Lemma 3.3.7,
I−` (n) = K` +O(n
−a), as n→∞.
Proof. It follows from Lemma 3.3.7 that
I−` (n) =
1
nπ
n′∑
k=1
∫ kπ
(k−1)π
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 dt+O(n−a).
We use the same change of variables as in (3.3.5) and observe that
I−` (n) =
1
π2
∫ π
0
π
n
n′∑
k=1
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 dt+O(n−a). (3.3.19)
We intend to show that∫ π
0
π
n
n∑
k=1
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 dt
=
∫ π
0
∫ π
0
√
1 +
3(1− u2`(s))(
1− u`(s) cos(t)
)2 ds dt+O( log nn
)
. (3.3.20)
Let us define
g−(s, t) :=
√
1 +
3(1− u2`(s))(
1− u`(s) cos(t)
)2 × 1(0,π)2 (s, t), (s, t) ∈ [0, π]2.
For any fixed t ∈ (0, π) and any s ∈ [0, π], we set
g−t (s) := g
−(s, t), and I−(t) :=
∫ π
0
g−t (s) ds.
For the sake of simplicity of our computations, we suppose that n is even. Set
Rn′(g
−
t ) :=
π
n′
n′∑
k=1
g−t
(
(k − 1/2)π/n′
)
=
2π
n
n′∑
k=1
g−t
(
(2k − 1)π/n
)
=
π
n
n′∑
k=1
2g−t
(
(2k − 1)π/n
)
=
π
n
n∑
k=1
g−t (ζk/n).
Hence proving (3.3.20) is equivalent to showing that∫ π
0
Rn′(g
−
t ) dt =
∫ π
0
I−(t) dt+O
(
log n
n
)
. (3.3.21)
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Define
f−(s, t) :=
√
1− u2`(s)
1− u`(s) cos(t)
× 1(0,π)2 (s, t), (s, t) ∈ [0, π]2,
and for any fixed t ∈ (0, π) let f−t (s) := f−(s, t), s ∈ [0, π]. It is clear that
0 <
√
3f−t (s) 6 g
−
t (s) 6 1 +
√
3f−t (s),
and ∣∣∣∣dg−t (s)ds
∣∣∣∣ = 3f−t (s)g−t (s)
∣∣∣∣df−t (s)ds
∣∣∣∣ 6 √3 ∣∣∣∣df−t (s)ds
∣∣∣∣ .
Therefore, proving that g−t , t ∈ (0, π), is integrable and a function of bounded variation over
[0, π], simply requires showing that f−t is integrable and of bounded variation over the same
interval. It is clear that∣∣∣∣df−t (s)ds
∣∣∣∣ =
∣∣∣∣∣u`(s) cos(s)− cos(`s)sin(s)√1− u2`(s)
∣∣∣∣∣
∣∣∣∣∣ u`(s)1− u`(s) cos(t) −
[
1− u2`(s)
]
cos(t)[
1− u`(s) cos(t)
]2
∣∣∣∣∣
= |h`(s)|
∣∣∣∣∣ u`(s)1− u`(s) cos(t) −
[
1− u2`(s)
]
cos(t)[
1− u`(s) cos(t)
]2
∣∣∣∣∣
6 |h`(s)|
(
|u`(s)|
1− |u`(s) cos(t)|
+
[
1− u2`(s)
]
|cos(t)|[
1− |u`(s) cos(t)|
]2
)
. (3.3.22)
It is trivial that
0 6 f−π/2(s) =
√
1− u2`(s) 6 1,
which implies that f−π/2 is integrable over [0, π]. Moreover, (3.3.22) and (3.3.12) imply that∫ π
0
∣∣∣∣∣df
−
π/2(s)
ds
∣∣∣∣∣ ds =
∫ π
0
|h`(s)| |u`(s)| ds 6
∫ π
0
|h`(s)| ds <∞.
Thus, f−π/2 is a function of bounded variation over [0, π]. Note that, by symmetry, we just
need to prove the claims for t ∈ (0, π/2). So, without loss of generality, fix t ∈ (0, π/2). By
(3.3.4), it is immediate that, for any s ∈ [0, π/2],
f−t (π − s) =

f+t (s), if ` is even,
f−t (s), if ` is odd,
(3.3.23)
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where
f+t (s) :=
√
1− u2`(s)
1 + u`(s) cos(t)
.
This indicates that f−t is integrable and a function of bounded variation over [0, π] if both
f−t and f
+
t are integrable and of bounded variation over [0, π/2]. It is obvious that
0 6 f+t (s) 6 1, s ∈ [0, π/2`],
and
0 6 f−t (s), f
+
t (s) 6 1/(1− ω`), s ∈ [π/2`, π/2].
Furthermore, (3.3.2) gives that∫ π/2`
0
∣∣f−t (s)∣∣ ds = ∫ π/2`
0
√
1− u2`(s) ds
1− u`(s) cos(t)
6
∫ π/2`
0
sin(`s) ds
1− cos(s) cos(t)
6
`π
2
∫ π/2`
0
sin(s) ds
1− cos(s) cos(t)
=
`π
2 cos(t)
log
(
1− cos(π/2`) cos(t)
1− cos(t)
)
<∞.
So far, we showed that f−t and f
+
t are integrable over [0, π/2].
In order to see that f−t and f
+
t are functions of bounded variation over [0, π/2], similar
to (3.3.22), we can write∣∣∣∣df+t (s)ds
∣∣∣∣ = |h`(s)|
∣∣∣∣∣ u`(s)1 + u`(s) cos(t) +
[
1− u2`(s)
]
cos(t)[
1 + u`(s) cos(t)
]2
∣∣∣∣∣
6 |h`(s)|
(
|u`(s)|
1− |u`(s) cos(t)|
+
[
1− u2`(s)
]
|cos(t)|[
1− |u`(s) cos(t)|
]2
)
. (3.3.24)
Up to this point, (3.3.22) and (3.3.24) state that, for a fixed t ∈ (0, π/2) and any s ∈ [0, π/2],∣∣∣∣df−t (s)ds
∣∣∣∣ , ∣∣∣∣df+t (s)ds
∣∣∣∣ 6 |h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
[
1− u2`(s)
]
cos(t)[
1− |u`(s)| cos(t)
]2
)
. (3.3.25)
It is clear from (3.3.1) that, for s ∈ [π/2`, π/2],
|h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
[
1− u2`(s)
]
cos(t)[
1− |u`(s)| cos(t)
]2
)
6 |h`(s)|
(
1
1− ω`
+
1− ω2`
(1− ω`)2
)
6
2
sin(s)
√
1− ω2`
(
2 + ω`
1− ω`
)
6
6
sin(s)
√
1− ω2` (1− ω`)
6
6`
(1− ω`)3/2
, (3.3.26)
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where the last inequality holds since sin(s) > 1/` on [π/2`, π/2]. Considering (3.3.25) and
(3.3.26), we have showed that f−t and f
+
t are of bounded variation over [π/2`, π/2]. It also
remains to prove that f−t and f
+
t are of bounded variation over [0, π/2`]. It follows from
(3.3.11) and (3.3.2) that∫ π/2`
0
|h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
[
1− u2`(s)
]
cos(t)[
1− |u`(s)| cos(t)
]2
)
ds
6
`2 − 2
2
∫ π/2`
0
(
1
1− cos(s) cos(t)
+
sin2(`s) cos(t)[
1− cos(s) cos(t)
]2
)
ds
6
`2 − 2
2
∫ π/2`
0
(
1
1− cos(s) cos(t)
+
`2π2 sin2(s) cos(t)
4
[
1− cos(s) cos(t)
]2
)
ds
6
`2 − 2
2
∫ π
0
(
1
1− cos(s) cos(t)
+
`2π2 sin2(s) cos(t)
4
[
1− cos(s) cos(t)
]2
)
ds
=
`2 − 2
2
(
π
sin(t)
+
`2π2
4
∫ π
0
cos(s) ds
1− cos(s) cos(t)
)
, (3.3.27)
where the last equality is obtained by (3.2.1) and integration by parts. We employ [42,
3.613(1), p. 366], while setting n = 1, and observe that∫ π
0
cos(s) ds
1− cos(s) cos(t)
=
π(1− sin(t))
sin(t) cos(t)
.
This helps to rewrite (3.3.27) as∫ π/2`
0
h`(s)
(
u`(s)
1− u`(s) cos(t)
+
[
1− u2`(s)
]
cos(t)[
1− u`(s) cos(t)
]2
)
ds
6
`2 − 2
2
(
π
sin(t)
+
`2π3(1− sin(t))
4 sin(t) cos(t)
)
<∞.
This along with (3.3.25) implies that f−t and f
+
t are of bounded variation over [0, π/2`]. To
summarize, we have so far showed that g−t , t ∈ (0, π), is integrable and a function of bounded
variation over [0, π].
Let us define
νn′(s) := π ρn′(s)− n′s, s ∈ [0, π],
also known as the modified sawtooth function, and ρn′ :=
∑n′
k=1 1Gk with 1Gk denoting the
characteristic function on Gk = [(2k−1)π/n, π]. If we follow the technique stated in Section
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2 of [12], then
I−(t)−Rn′(g−t ) =
π
n′
∫ π
0
νn′(s) dg
−
t (s) =
2π
n
∫ π
0
νn′(s) dg
−
t (s).
In particular, we have∣∣∣∣∫ π
0
[
I−(t)−Rn′(g−t )
]
dt
∣∣∣∣ 6 2√3πn
∫ π
0
∫ π
0
|νn′(s)|
∣∣∣∣df−t (s)ds
∣∣∣∣ ds dt
6
4
√
3π
n
∫ π
0
∫ π/2
0
|νn′(s)| |h`(s)|
(
|u`(s)|
1− |u`(s) cos(t)|
+
[
1− u2`(s)
]
|cos(t)|[
1− |u`(s) cos(t)|
]2
)
ds dt,
where the last inequality comes from (3.3.22)–(3.3.24), and the fact that |νn′ | is symmetric
about s = π/2. Note that∫ π
0
(
|u`(s)|
1− |u`(s) cos(t)|
+
[
1− u2`(s)
]
|cos(t)|[
1− |u`(s) cos(t)|
]2
)
dt
=
∫ π/2
0
(
|u`(s)|
1− |u`(s)| cos(t)
+
[
1− u2`(s)
]
|cos(t)|[
1− |u`(s)| cos(t)
]2
)
dt
+
∫ π/2
0
(
|u`(s)|
1 + |u`(s)| cos(t)
+
[
1− u2`(s)
]
|cos(t)|[
1 + |u`(s)| cos(t)
]2
)
dt
6 2
∫ π/2
0
(
|u`(s)|
1− |u`(s)| cos(t)
+
1− u2`(s)[
1− |u`(s)| cos(t)
]2
)
dt.
Therefore, we can write∣∣∣∣∫ π
0
[
I−(t)−Rn′(g−t )
]
dt
∣∣∣∣
6
8
√
3π
n
∫ π/2
0
∫ π/2
0
|νn′(s)| |h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
1− u2`(s)[
1− |u`(s)| cos(t)
]2
)
ds dt.
(3.3.28)
It is quite easy to check that |νn′(s)| 6 π/2, s ∈ [0, π/2]. Hence with the help of (3.3.26),
we have
∫ π/2
π/2`
∫ π/2
0
|νn′(s)| |h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
1− u2`(s)[
1− |u`(s)| cos(t)
]2
)
dt ds 6
3(`− 1)π3
4(1− ω`)3/2
.
(3.3.29)
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Now, (3.3.2) helps to write∫ π/2`
0
∫ π/2
0
|νn′(s)| |h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
1− u2`(s)[
1− |u`(s)| cos(t)
]2
)
dt ds
6
`2 − 2
2
∫ π/2`
0
|νn′(s)|
∫ π/2
0
(
1
1− cos(s) cos(t)
+
`2π2 sin2(s)
4
[
1− cos(s) cos(t)
]2
)
dt ds
6
`2 − 2
2
∫ π/2`
0
|νn′(s)|
∫ π
0
(
1
1− cos(s) cos(t)
+
`2π2 sin2(s)
4
[
1− cos(s) cos(t)
]2
)
dt ds
=
`2 − 2
2
∫ π/2`
0
|νn′(s)|
(
π
sin(s)
+
`2π2 sin2(s)
4
∫ π
0
dt[
1− cos(s) cos(t)
]2
)
ds,
where the last equality is gained by (3.2.1). We apply [42, 2.554(3), p. 148] with n = 2,
a = 1 and b = − cos(s), and obtain∫ π
0
dt(
1− cos(s) cos(t)
)2 = 1sin2(s)
∫ π
0
dt
1− cos(s) cos(t)
=
π
sin3(s)
.
Combining the last two relations, we can write∫ π/2`
0
∫ π/2
0
|νn′(s)| |h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
1− u2`(s)[
1− |u`(s)| cos(t)
]2
)
dt ds
6
(`2 − 2)(4π + `2π3)
8
∫ π/2`
0
|νn′(s)|
sin(s)
ds
6
(`2 − 2)(4π2 + `2π4)
16
(∫ π/n
0
|νn′(s)|
s
ds+
∫ π/2`
π/n
|νn′(s)|
s
ds
)
,
with the last inequality obtained by sin(s) > 2s/π. Note that |νn′(s)| = n′s = ns/2 on
[0, π/n], and |νn′(s)| 6 π/2, s ∈ [π/n, π/2`]. Therefore,∫ π/2`
0
∫ π/2
0
|νn′(s)| |h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
1− u2`(s)[
1− |u`(s)| cos(t)
]2
)
dt ds
6
(`2 − 2)(4π3 + `2π5)(log n− log(2`) + 1)
32
. (3.3.30)
It follows from (3.3.29) and (3.3.30) that there exist d` > 0 and N ∈ N such that, for all
n > N ,∫ π/2
0
∫ π/2
0
|νn′(s)| |h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
1− u2`(s)[
1− |u`(s)| cos(t)
]2
)
dt ds 6 d` log n.
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Thus, this combined with (3.3.28) implies that, for all n > N , we have∣∣∣∣∫ π
0
[
I−(t)−Rn′(g−t )
]
dt
∣∣∣∣
6
8
√
3π
n
∫ π/2
0
∫ π/2
0
|νn′(s)| |h`(s)|
(
|u`(s)|
1− |u`(s)| cos(t)
+
1− u2`(s)[
1− |u`(s)| cos(t)
]2
)
dt ds
6
8
√
3πd` log n
n
,
where the interchange of integration order is justified by the Fubini-Tonelli Theorem. This
shows that (3.3.21) holds, so does (3.3.20). Now, combining (3.3.20) with the fact that
g−(s, t) is symmetric about the vertical line passing through the point (π/2, π/2, 0) gives us
∫ π
0
π
n
n′∑
k=1
√
1 +
3(1− u2`(ζk/n))(
1− u`(ζk/n) cos(t)
)2 dt
=
∫ π
0
∫ π/2
0
√
1 +
3(1− u2`(s))(
1− u`(s) cos(t)
)2 ds dt+O( log nn
)
.
At last, this very last estimate and (3.3.19) allow us to write that
I−` (n) =
1
π2
∫ π
0
π
n
n′∑
k=1
√
1 +
3(1− u2`(ζk/n))
(1− u`(ζk/n) cos(t)
)2 dt+O(n−a)
=
1
π2
∫ π
0
∫ π/2
0
√
1 +
3(1− u2`(s))(
1− u`(s) cos(t)
)2 ds dt+O( log nn
)
+O(n−a)
=
1
π2
∫ π
0
∫ π/2
0
√
1 +
3(1− u2`(s))(
1− u`(s) cos(t)
)2 ds dt+O(n−a)
= K` +O(n−a), as n→∞,
where the last equality comes from the fact that
1
π2
∫ π
0
∫ π/2
0
√
1 +
3(1− u2`(s))(
1− u`(s) cos(t)
)2 ds dt
=
1
π2
∫ π
0
∫ π/2
0
√
1 +
3(1− u2`(s))(
1 + u`(s) cos(t)
)2 ds dt = K`. (3.3.31)
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Similarly, we have the following lemma, whose proof is omitted since it follows the exact
procedure as in the proof of Lemma 3.3.9.
Lemma 3.3.10 With the same assumptions as Lemma 3.3.7,
I+` (n) = K` +O(n
−a), as n→∞.
Finally, we reach the point to prove the main theorem of this chapter.
Proof of Theorem 3.2.1. Fix a ∈ (0, 1/3). It follows from Lemma 3.3.6 that
E[Nn(0, 2π)] =

[
n+O(n3a)
][
I+` (n) + I
−
` (n)
]
√
3
+O(n1−a), if n− ` is even,
[
2n+O(n3a)
]
I+` (n)√
3
+O(n1−a), if n− ` is odd.
Therefore, with the help of Lemmas 3.3.9 and 3.3.10, we obtain that
E[Nn(0, 2π)] =
2n√
3
K` +O(n3a) +O(n1−a), as n→∞.
It is clear that the best estimate occurs when a = 1/4. Thus,
E[Nn(0, 2π)] =
2n√
3
K` +O(n3/4), as n→∞,
as desired.
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CHAPTER IV
RANDOM TRIGONOMETRIC POLYNOMIALS WITH PERIODIC
COEFFICIENTS
4.1 Trigonometric polynomials with periodic coefficients
This chapter focuses on the number of zeros of random algebraic and trigonometric (cosine)
polynomials with periodic coefficients.
The motivation of studying the number of real zeros of random cosine (trigonometric)
polynomials with periodic coefficients arises while studying a classical work of Szegő [75,
p. 260] as stated below.
Theorem (Szegő) Let f(z) =
∑∞
j=0 ajz
j be a power series with only finitely many distinct
coefficients. Then either D is the domain of holomorphy of f or f can be extended to a
rational function f̂(z) = p(z)/(1− zk), where p(z) ∈ C[z] and k ∈ N.
To prove the above theorem, it suffices to show that if D is not the domain of holomorphy
of f , then from some coefficient on all coefficients are periodic, i.e., there exist λ, µ ∈ N with
λ < µ such that aλ+j = aµ+j, j ∈ N ∪ {0}. Therefore, defining P (z) :=
∑λ−1
j=0 ajz
j and
Q(z) :=
∑µ−1
j=λ ajz
j, z ∈ D, we then write, while setting k = µ− λ,
f(z) = P (z) +Q(z) +Q(z)zk +Q(z)z2k + · · · = P (z) + Q(z)
1− zk
, z ∈ D.
This naturally invites us to investigate the cosine series V (z) :=
∑∞
j=0 aj cos(jz) with
only finitely many distinct coefficients.
Proposition 4.1.1 V (z) with only finitely many distinct coefficients diverges in C.
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Proof. Observe that
V (z) =
∞∑
j=0
aj cos(jz) =
1
2
( ∞∑
j=0
aje
ijz +
∞∑
j=0
aje
−ijz
)
=
1
2
( ∞∑
j=0
ajw
j +
∞∑
j=0
ajw
−j
)
,
where w = eiz. Since we are dealing with only finitely many distinct coefficients, we then
see that lim supj→∞ |aj|
1/j = 1. Thus,
∑∞
j=0 ajw
j and
∑∞
j=0 ajw
−j diverge in C \ D and D
respectively, which implies that
∑∞
j=0 aj cos(jz) diverges in C \ R.
Note that V (x) =
∑∞
j=0 aj cos(jx), x ∈ [0, 2π), with only finitely many distinct coeffi-
cients is also divergent since limj→∞ aj cos(jx) 6= 0. This could be shown by assuming to the
contrary that limj→∞ aj cos(jx0) = 0 for some x0 ∈ [0, 2π). Set M := min{|aj| : aj 6= 0} and
let ε ∈ (0,M/2) be arbitrary. We may find a large enough J ∈ N so that |aJ cos(Jx0)| < ε,
for all j > J . It is then clear that |cos(2Jx0)| < ε/M < 1/2, and
|a2J cos(2Jx0)| >M |cos(2Jx0)| = M(1− 2 cos2(Jx0)) > M(1− 2ε2/M2) > ε,
where the last inequality is derived from the fact that 2ε2+Mε−M2 < 0 for all ε ∈ (0,M/2).
Thus, V (z) =
∑∞
j=0 aj cos(jz) with finitely many distinct coefficients diverges in the entire
complex plane.
Similarly, T (z) :=
∑∞
j=0 aj cos(jz) + bj sin(jz) diverges under the same conditions. However,
our objective is to study the number of real zeros of partial sums of these infinite series.
We begin with a model considering the coefficients being periodic from the trailing coef-
ficient a0 on, namely ak = ak+`, k ∈ N ∪ {0}, and a fixed ` ∈ N. Let A = (a0, a1, . . . , an) be
the block of all coefficients and n = `m−1, m ∈ N, where ` is fixed. We split the coefficients
into the blocks of length ` as the following. Set A = (a0, a1, . . . , an) =
⋃m−1
j=0 Aj, where
Aj := (a`j, a`j+1, . . . , a`(j+1)−1).
We further assume that the coefficients are periodic, i.e., A0 = A1 = · · · = Am−1. In what
follows, we investigate the roots of polynomials Pn, Tn, and Vn with coefficients satisfying
the above arrangement.
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Lemma 4.1.1 Fix ` ∈ N and set n = `m − 1, m ∈ N. Let Pn(z) =
∑n
j=0 ajz
j, where
(a0, a1, . . . , an) =
⋃m−1
j=0 Aj with the Aj as above. We also assume that the coefficients are
periodic, i.e., ak+`j = ak for 0 6 k 6 `− 1 and 0 6 j 6 m− 1. Then
Pn(z) =
z`m − 1
z` − 1
`−1∑
k=0
akz
k.
Remark 4.1.1 From the above lemma, it is clear that Pn has at least `(m− 1) = n− `+ 1
zeros that are all unimodular. We also note that if ` = 1, then all zeros are the m-th roots
of unity other than 1.
Before stating the next lemma, let us define
B := (b0, b1, . . . , bn), and Bj := (b`j, b`j+1, . . . , b`(j+1)−1).
Theorem 4.1.1 Fix ` ∈ N, and set n = `m−1, m ∈ N\{1}. Let Tn(x) =
∑n
j=0 aj cos(jx)+
bj sin(jx), x ∈ (0, 2π). Assume A0 ∪B0 is a family of i.i.d. random variables with Gaussian
distribution N (0, σ2). We also assume that the coefficients aj and bj are periodic, i.e.,
ak+`j = ak and bk+`j = bk for 0 6 k 6 `− 1 and 0 6 j 6 m− 1. Then
E[Nn(0, 2π)] = n+ 1− `+
√
n2 +
`2 − 1
3
.
Remark 4.1.2 If ` = 1, then all the zeros happen to be real.
Theorem 4.1.2 Fix ` ∈ N, and set n = `m − 1, m ∈ N. Let Vn(x) =
∑n
j=0 aj cos(jx),
x ∈ (0, 2π). Assume A0 is a family of i.i.d. random variables with Gaussian distribution
N (0, σ2). We also assume that the coefficients aj are periodic, i.e., ak+`j = ak for 0 6 k 6
`− 1 and 0 6 j 6 m− 1. Then
E[Nn(0, 2π)] = 2n+O(n2/3) as n→∞,
where the implied constant depends only on `.
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4.2 Proofs
Proof of Lemma 4.1.1. With the assumptions of Lemma 4.1.1, one can write
Pn(z) =
n∑
j=0
ajz
j =
`−1∑
k=0
ak
m−1∑
j=0
zk+`j =
(m−1∑
j=0
z`j
)( `−1∑
k=0
akz
k
)
=
z`m − 1
z` − 1
`−1∑
k=0
akz
k,
which gives us at least `(m− 1) = n− `+ 1 roots with modulus one.
Proof of Theorem 4.1.1. For x ∈ (0, 2π), we apply (2.3.1) and (2.3.2) and observe that
Tn(x) =
n∑
j=0
aj cos(jx) + bj sin(jx)
=
`−1∑
k=0
ak
m−1∑
j=0
cos(k + `j)x+
`−1∑
k=0
bk
m−1∑
j=0
sin(k + `j)x
=
sin(m`x/2)
sin(`x/2)
`−1∑
k=0
[
ak cos(k + (m− 1)`/2)x+ bk sin(k + (m− 1)`/2)x
]
=:
sin(m`x/2)
sin(`x/2)
T ∗n(x).
We first find the expected number of real zeros of T ∗n . We observe that, for x ∈ (0, 2π),
A∗n(x) =
`−1∑
k=0
[
cos2(k + (m− 1)`/2)x+ sin2(k + (m− 1)`/2)x
]
= ` > 0, (4.2.1)
B∗n(x) = −
`−1∑
k=0
[k + (m− 1)`/2] sin(k + (m− 1)`/2)x cos(k + (m− 1)`/2)x
+
`−1∑
k=0
[k + (m− 1)`/2] sin(k + (m− 1)`/2)x cos(k + (m− 1)`/2)x = 0, (4.2.2)
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and
C∗n(x) =
`−1∑
k=0
[
k + (m− 1)`/2
]2
sin2(k + (m− 1)`/2)x
+
`−1∑
k=0
[
k + (m− 1)`/2
]2
cos2(k + (m− 1)`/2)x
=
`−1∑
k=0
(
k +
`(m− 1)
2
)2
=
`−1∑
k=0
(
k2 + `(m− 1)k + `
2(m− 1)2
4
)
=
(`− 1)`(2`− 1)
6
+
(`− 1)`2(m− 1)
2
+
`3(m− 1)2
4
=
`(3`2m2 − 6`m+ `2 + 2)
12
=
`
[
3(`m− 1)2 + (`2 − 1)
]
12
=
`
[
3n2 + (`2 − 1)
]
12
. (4.2.3)
It follows from (4.2.1)–(4.2.3) that√
A∗n(x)C
∗
n(x)−B∗n(x)2
A∗n(x)
=
1
2
√
n2 +
`2 − 1
3
.
Therefore, by Kac-Rice’s formula (1.2.3), we obtain
E[N∗n(0, 2π)] =
1
π
∫ 2π
0
√
A∗n(x)C
∗
n(x)−B∗n(x)2
A∗n(x)
dx =
√
n2 +
`2 − 1
3
. (4.2.4)
Let us define ϕm(x) := sin(m`x/2)/ sin(`x/2). We know that
Z(ϕm) ∩ [0, 2π/`] = {2jπ/m` : 1 6 j 6 m− 1}.
Therefore, ϕm has `(m−1) = n+1−` zeros in [0, 2π]. Now, considering (4.2.4) and n+1−`
zeros of ϕm, we have
E[Nn(0, 2π)] = n+ 1− `+ E[N∗n(0, 2π)] = n+ 1− `+
√
n2 +
`2 − 1
3
,
as required.
Proof of Theorem 4.1.2. Fix a ∈ (0, 1/2), and define E = [0, π] \ F , where F = [0, n−a) ∪
(π − n−a, π].
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For x ∈ [0, π], we apply (2.3.1) and observe that
Vn(x) =
n∑
j=0
aj cos(jx) =
`−1∑
k=0
ak
m−1∑
j=0
cos(k + `j)x
=
sin(m`x/2)
sin(`x/2)
`−1∑
k=0
ak cos(k + (m− 1)`/2)x.
If we set ` = 1, it is easy to check that Vn has exactly 2n zeros in [0, 2π], so we assume
that ` ∈ N \ {1}. Again, setting ϕm(x) = sin(m`x/2)/ sin(`x/2), we can write Vn(x) =
ϕm(x)V
∗
n (x), where
V ∗n (x) :=
`−1∑
k=0
ak cos(k + (m− 1)`/2)x.
To discuss the expected number of real zeros of V ∗n in E, we compute A
∗
n, B
∗
n and C
∗
n. First,
for x ∈ E, we apply (2.3.1) and obtain
A∗n(x) =
`−1∑
k=0
cos2(k + (m− 1)`/2)x = 1
2
`−1∑
k=0
[
1 + cos(2k + (m− 1)`)x
]
=
1
2
(
`+
sin(`x) cos(`m− 1)x
sin(x)
)
=
`[1 + u`(x) cos(nx)]
2
, (4.2.5)
where u`(x) := sin(`x)/` sin(x). Note that Markov’s inequality (see Theorem 15.1.4 of [74])
guarantees that |u`(x)| < 1 on E implying that A∗n > 0 on E. Moreover,
B∗n(x) = −
`−1∑
k=0
[k + (m− 1)`/2] sin(k + (m− 1)`/2)x cos(k + (m− 1)`/2)x
= −1
2
`−1∑
k=0
[k + (m− 1)`/2] sin(2k + (m− 1)`)x
= −`m
4
`−1∑
k=0
sin(2k + (m− 1)`)x− 1
2
`−1∑
k=0
[k − `/2] sin(2k + (m− 1)`)x
= −`m
4
`−1∑
k=0
sin(2k + (m− 1)`)x+O(1)
= −`m sin(`x) sin(`m− 1)x
4 sin(x)
+O(1) = −`
2mu`(x) sin(nx)
4
+O(1),
where the last sum is obtained with the help of (2.3.2). Therefore,
B∗n(x) = −
`nu`(x) sin(nx)
4
+O(1), as n→∞ and x ∈ E. (4.2.6)
88
In addition, using (2.3.1), we obtain that
C∗n(x) =
`−1∑
k=0
[
k + (m− 1)`/2
]2
sin2(k + (m− 1)`/2)x
=
1
2
`−1∑
k=0
[
k + (m− 1)`/2
]2
[1− cos(2k + (m− 1)`)x]
=
`2m2
8
(
`− sin(`x) cos(`m− 1)x
sin(x)
)
+O(m)
=
`3m2(1− u`(x) cos(nx))
8
+O(m).
Hence,
C∗n(x) =
`n2(1− u`(x) cos(nx))
8
+O(n), as n→∞ and x ∈ E. (4.2.7)
Hence, (4.2.5)–(4.2.7) imply that
∆∗n(x) := A
∗
n(x)C
∗
n(x)−B∗n(x)2 =
`2n2(1− u2`(x))
16
+O(n), as n→∞ and x ∈ E.
As in the proof of Lemma 3.3.2, we can show that
∆∗n(x) =
`2n2(1− u2`(x))
[
1 +O(n−1+2a)
]
16
, as n→∞ and x ∈ E.
Therefore,√
∆∗n(x)
A∗n(x)
=
n
[
1 +O(n−1+2a)
]
2
×
√
1− u2`(x)
1 + u`(x) cos(nx)
, as n→∞ and x ∈ E.
From this point on, the proof is very close to that of Theorem 3.2.1. Set G = E∩[0, π/2] =
[n−a, π/2]. As in the proof of Lemma 3.3.3, we can easily show that, as n tends to infinity,
E[N∗n(0, 2π)] =

[
n+O(n2a)
][
J +` (n) + J
−
` (n)
]
π
+O(n1−a), if n− ` is even,
[
2n+O(n2a)
]
J +` (n)
π
+O(n1−a), if n− ` is odd,
where
J +` (n) :=
∫
G
f+n (x) dx, and J −` (n) :=
∫
G
f−n (x) dx,
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with
f+n (x) :=
√
1− u2`(x)
1 + u`(x) cos(nx)
, and f−n (x) :=
√
1− u2`(x)
1− u`(x) cos(nx)
.
Note that while proving Lemmas 3.3.4 and 3.3.5, we showed∫ n−a
0
f+n (x) dx = O(n−a), and
∫ n−a
π/2n
f−n (x) dx = O(n−a).
Hence, likewise Lemma 3.3.6 we can write
E[N∗n(0, 2π)] =

[
n+O(n2a)
][
I+` (n) + I
−
` (n)
]
+O(n1−a), if n− ` is even,
[
2n+O(n2a)
]
I+` (n) +O(n1−a), if n− ` is odd,
(4.2.8)
where
I+` (n) :=
1
π
∫ π/2
0
f+n (x), and I−` (n) :=
1
π
∫ π/2
π/2n
f−n (x) dx.
We use the same method established through Lemmas 3.3.7–3.3.10 to show that
I−` (n) =
1
π
∫ π/2
π/2n
√
1− u2`(x)
1− u`(x) cos(nx)
dx
=
1
π2
∫ π
0
∫ π/2
0
√
1− u2`(s)
1− u`(s) cos(t)
ds dt+O(n−a)
=
1
π2
∫ π/2
0
∫ π
0
√
1− u2`(s)
1 + u`(s) cos(t)
dt ds+O(n−a),
where the interchange of integration order is justified by the Fubini-Tonelli Theorem. Now,
applying (3.2.1) yields ∫ π
0
dt
1− u`(s) cos(t)
=
π√
1− u2`(s)
,
which gives us
I−` (n) =
1
2
+O(n−a).
Similarly, we have
I+` (n) =
1
2
+O(n−a).
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Plugging these two into (4.2.8), we can write
E[N∗n(0, 2π)] = n+O(n2a) +O(n1−a).
It is clear that the best estimate in above occurs when a = 1/3. Thus,
E[N∗n(0, 2π)] = n+O(n2/3).
At last, considering n+ 1− ` distinct roots of ϕm, in [0, 2π], we have
E[Nn(0, 2π)] = n+ 1− `+ E[N∗n(0, 2π)] = 2n+O(n2/3), as n→∞,
as desired.
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APPENDICES
Random cosine polynomials with palindromic coefficients
This appendix discusses the expected number of real zeros of random cosine polynomials
with palindromic coefficients. Even though this subject was already studied by Farahmand
and Li [35], we believe it is necessary to give a complete proof of the case with palindromic
coefficients since the given result in [35] is not accurate. Besides, they only considered the
case where n (the degree of Vn) is odd, see pp. 11–12 for our brief comments on their result.
We investigate the expected number of real zeros of random palindromic cosine polyno-
mials through the following lemmas based on n being odd or even.
Lemma A.1 Fix a ∈ (0, 1/2) and let n = 2m− 1, m ∈ N. Define Vn(x) =
∑n
j=0 aj cos(jx),
x ∈ (0, 2π). We assume that the coefficients aj, 0 6 j 6 m− 1, are i.i.d. random variables
with Gaussian distribution N (0, σ2). If the aj are palindromic, i.e., aj = an−j, 0 6 j 6 m−1,
then
E[Nn(0, 2π)] = n+
n√
3
+O(n1−a), as n→∞.
Proof. Since the coefficients are palindromic, we observe that
Vn(x) =
n∑
j=0
aj cos(jx) =
m−1∑
j=0
aj
[
cos(jx) + cos(n− j)x
]
= 2 cos(nx/2)
m−1∑
j=0
aj cos(n/2− j)x = 2 cos(nx/2)V ∗n (x),
where m = (n+ 1)/2, and
V ∗n (x) :=
m−1∑
j=0
aj cos(m− j − 1/2)x.
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Let Nn( · ) and N∗n( · ) be the number of real zeros of Vn and V ∗n respectively. We first
find the expected number of real zeros of V ∗n in (0, 2π). Therefore, we require computing
A∗n(x), B
∗
n(x) and C
∗
n(x) for V
∗
n , as they are defined in Lemma 1.2.3. Let E = [0, π] \ F ,
where F = [0, n−a) ∪ (π − n−a, π], and a ∈ (0, 1/2) is fixed. We note that, for x ∈ E,
A∗n(x) =
m−1∑
j=0
cos2(m− j − 1/2)x =
m−1∑
j=0
cos2(j + 1/2)x,
where the last equality is simply obtained by replacing j with m− 1− j. It is trivial that
A∗n(x) =
m−1∑
j=0
cos2(j + 1/2)x ≥ cos2(x/2) > 0, x ∈ E.
Moreover,
A∗n(x) =
m−1∑
j=0
cos2(j + 1/2)x =
1
2
m−1∑
j=0
[1 + cos(2j + 1)x]
=
m
2
+
1
2
m∑
j=0
cos(2j + 1)x =
m
2
+
R0(1,m, x)
2
.
Now, Corollary 2.3.1 gives that
A∗n(x) =
m
2
+O(ma) = n+ 1
4
+O(a)
=
n(1 +O(n−1+a))
4
, as n→∞ and x ∈ E. (A.1)
Note that
B∗n(x) = −
m−1∑
j=0
(m− j − 1/2) sin(m− j − 1/2)x sin(m− j − 1/2)x
= −
m−1∑
j=0
(j + 1/2) sin(j + 1/2)x sin(j + 1/2)x
= −1
2
m−1∑
j=0
(j + 1/2) sin(2j + 1)x = −S1(1,m, x)
2
− S0(1,m, x)
4
,
where the second equality is again reached by replacing j with m − 1 − j. Thus, Corollary
2.3.1 implies that
B∗n(x) = O(m1+a) = O(n1+a), as n→∞ and x ∈ E. (A.2)
102
To estimate C∗n, we see that
C∗n(x) =
m−1∑
j=0
(m− j − 1/2)2 sin2(m− j − 1/2)x
=
m−1∑
j=0
(j + 1/2)2 sin2(j + 1/2)x
=
1
2
m−1∑
j=0
(j2 + j + 1/4)[1− cos(2j + 1)x].
Since
∑m−1
j=0 j = O(m2), it is quite easy to check that
1
2
m−1∑
j=0
(j2 + j + 1/4) =
1
2
m−1∑
j=0
j2 +O(m2) = (m− 1)m(2m− 1)
12
+O(m2)
=
m3
6
+O(m2) = (n+ 1)
3
48
+O(n2) = n
3
48
+O(n2).
Next, with the help of Corollary 2.3.1, we observe that
m−1∑
j=0
(j2 + j + 1/4) cos(2j + 1)x = R2(1,m, x) +R1(1,m, x) +
R0(1,m, x)
4
= O(m2+a) = O(n2+a).
Plugging the last two estimates into C∗n, we have
C∗n(x) =
n3
48
+O(n2+a), as n→∞ and x ∈ E. (A.3)
It follows from (A.1)–(A.3) that
∆∗n(x) := A
∗
n(x)C
∗
n(x)−B∗n(x)2 =
n4
192
+O(n3+a)
=
n4
(
1 +O(n−1+a)
)
192
, as n→∞ and x ∈ E. (A.4)
Thus, (A.1) and (A.4) as well as Lemma 1.2.3 (Kac-Rice’s formula) give
E[N∗n(E)] =
1
π
∫
E
√
∆∗n(x)
A∗n(x)
dx
=
1
π
∫
E
n
(
1 +O(n−1+a)
)
2
√
3
(
1 +O(n−1+a)
) dx
=
n+O(na)
2
√
3π
|E| =
(
n+O(na)
)(
π +O(n−a)
)
2
√
3π
=
n
2
√
3
+O(n1−a), as n→∞.
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Furthermore, Lemma 2.1.2 implies that
E[N∗n(F )] 6 E[Nn(F )] = O(n1−a).
Thus,
E[N∗n(0, 2π)] = 2E[N∗n(0, π)] = 2E[N∗n(E ∪ F )] =
n√
3
+O(n1−a), as n→∞.
Now, taking n distinct roots of cos(nx/2) in (0, 2π) into account, we have
E[Nn(0, 2π)] = E[n+N∗n(0, 2π)] = n+
n√
3
+O(n1−a), as n→∞.
At this point, we discuss the expected number of real zeros of random palindromic cosine
polynomials of even degrees.
Lemma A.2 Fix a ∈ (0, 1/2) and let n = 2m, m ∈ N. Define Vn(x) =
∑n
j=0 aj cos(jx),
x ∈ (0, 2π). We assume that the coefficients aj, 0 6 j 6 m, are i.i.d. random variables with
Gaussian distribution N (0, σ2). If the aj are palindromic, i.e., aj = an−j, 0 6 j 6 m, then
E[Nn(0, 2π)] = n+
n√
3
+O(n1−a), as n→∞.
Proof. It is obvious that since n is even, the term an/2 cos(nx/2) = am cos(mx) remains
unchanged in the middle. In other words,
Vn(x) =
n∑
j=0
aj cos(jx) = am cos(mx) +
m−1∑
j=0
aj
[
cos(jx) + cos(n− j)x
]
= am cos(mx) + 2 cos(nx/2)
m−1∑
j=0
aj cos(n/2− j)x
= 2 cos(nx/2)V ∗n (x),
where m = n/2, and
V ∗n (x) :=
am
2
+
m−1∑
j=0
aj cos(m− j)x.
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Again, let Nn( · ) and N∗n( · ) denote the number of real zeros of Vn and V ∗n respectively.
We need to estimate the expected number of real zeros of V ∗n in (0, 2π). Let us define
E = [0, π] \F , where F = [0, n−a)∪ (π− n−a, π], and a ∈ (0, 1/2) is fixed. We note that, for
x ∈ E,
A∗n(x) =
1
4
+
m−1∑
j=0
cos2(m− j)x > 0.
It is also obvious that
A∗n(x) =
1
4
+
m−1∑
j=0
cos2(m− j)x = 1
4
+
m−1∑
j=0
cos2(j + 1)x,
where the second equality is obtained by replacing j with m− 1− j. It is clear that
A∗n(x) =
1
4
+
m−1∑
j=0
cos2(j + 1)x =
1
4
+
1
2
m−1∑
j=0
[1 + cos(2j + 2)x]
=
m
2
+
1
4
+
cos(x)
2
m∑
j=0
cos(2j + 1)x− sin(x)
2
m∑
j=0
sin(2j + 1)x
=
m
2
+
1
4
+
cos(x)R0(1,m, x)
2
− sin(x)S0(1,m, x)
2
.
Therefore, it follows from Corollary 2.3.1 that
A∗n(x) =
m
2
+O(ma) = n
4
+O(na)
=
n(1 +O(n−1+a))
4
, as n→∞ and x ∈ E. (A.5)
We also observe that
B∗n(x) = −
m−1∑
j=0
(m− j) sin(m− j)x sin(m− j)x
= −
m−1∑
j=0
(j + 1) sin(j + 1)x sin(j + 1)x
= −1
2
m−1∑
j=0
(j + 1) sin(2j + 2)x = −
cos(x)
[
S1(1,m, x) + S0(1,m, x)
]
2
−
sin(x)
[
R1(1,m, x) +R0(1,m, x)
]
2
,
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where the second equality is again reached by replacing j with m− 1− j. Hence Corollary
2.3.1 implies that
B∗n(x) = O(m1+a) = O(n1+a), as n→∞ and x ∈ E. (A.6)
Note that
C∗n(x) =
m−1∑
j=0
(m− j)2 sin2(m− j)x
=
m−1∑
j=0
(j + 1)2 sin2(j + 1)x
=
1
2
m−1∑
j=0
(j2 + 2j + 1)[1− cos(2j + 2)x].
It follows from
∑m−1
j=0 j = O(m2) that
1
2
m−1∑
j=0
(j2 + 2j + 1) =
m3
6
+O(m2) = n
3
48
+O(n2).
Moreover, with the help of Corollary 2.3.1, we have
m−1∑
j=0
(j2 + 2j + 1) cos(2j + 2)x = cos(x)
[
R2(1,m, x) + 2R1(1,m, x) +R0(1,m, x)
]
− sin(x)
[
S2(1,m, x) + 2S1(1,m, x) + S0(1,m, x)
]
= O(m2+a) = O(n2+a).
Putting the last two estimates back into C∗n, we obtain
C∗n(x) =
n3
48
+O(n2+a), as n→∞ and x ∈ E. (A.7)
From this point on, the proof is quite similar to that of Lemma A.1. Namely, we can show
that
E[N∗n(0, 2π)] =
n√
3
+O(n1−a), as n→∞.
Finally, considering n distinct roots of cos(nx/2) in (0, 2π), we have
E[Nn(0, 2π)] = E[n+N∗n(0, 2π)] = n+
n√
3
+O(n1−a), as n→∞,
as required.
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Now, Lemmas A.1 and A.2 lead us to the desired result, i.e.,
Theorem A.1 Fix a ∈ (0, 1/2), and let n = 2m−1+r, where m ∈ N and r ∈ {0, 1}. Define
Vn(x) =
∑n
j=0 aj cos(jx), x ∈ (0, 2π). We assume that the coefficients aj, 0 6 j 6 [n/2], are
i.i.d. random variables with Gaussian distribution N (0, σ2). If the aj are palindromic, i.e.,
aj = an−j, 0 6 j 6 [n/2], then
E[Nn(0, 2π)] = n+
n√
3
+O(n1−a), as n→∞.
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