A study was performed under the auspices of Radiological Society of North America (RSNA) as a component of the Quantitative Imaging Biomarker Alliance (QIBA) to assess reader measurement variability of both spherical and complex (non-spherical) nodules sizing measures based on CT imaging scans. This paper reports the statistical data analysis of intra-reader and inter-reader variability of the three sizing measurements (1D, 2D, and 3D) performed as part of this collaborative effort. The data analysis strategy is based on careful graphical displays of measurement data and appropriate transformations of 1D, 2D and 3D data so that the performance of the three sizing measures can be compared on the same footing. An analysis of variance strategy is presented to analyze a well-designed experiment with complex factor settings and reader variability is defined. The general conclusion is that the 3D volume-derived diameter measure based on thin slice multi-detector CT has reduced bias and comparable variability over previous 1D and 2D sizing measures.
Introduction
Computed Tomography (CT) has gone through rapid evolutions in the past 40 years and CT imaging has become a routine diagnostic tool in image-based medical practice [1] . Indeed, image biomarkers have been recognized as an important part of the biomarkers which have been considered by the industry and regulatory agencies as suitable parameters to evaluate clinical trials, with the goal of considerably speeding up the development of safe and effective medical therapies and procedures [2] . The de facto current standard, the Response Evaluation Criterion in Solid Tumors (RECIST) [3, 4] is based on one-dimensional sizing (1D diameter) alone (replacing the 2D area measure). Currently, the availability of high-resolution thin slice CT scans has made volume metric or volume-based change highly desirable surrogate endpoints in assessing therapy response [5, 6] . Recognizing these opportunities, the Radiological Society of North America (RSNA) at its annual meeting in 2007 formed the Quantitative Imaging Biomarker Alliance (QIBA) program to investigate quantitative imaging biomarkers in disease detection and responses to treatment and in which the measurement science plays an important role [7, 8] . It has been well documented that inter-reader variability is an important component of variability in nodule sizing measurements [9, 10, 11] . This paper presents the statistical data analysis of a large reader study of CT image data performed under QIBA to assess reader measurement variability of both spherical and complex non-spherical nodule sizing measures from CT images collected under various experimental settings that has not been reported in [12] , and the contribution of this paper is the following. First, we emphasize data analysis based on careful graphical displays and innovative analysis of variance procedures for such complex multi-factorial experimental design data involving nodules of different size and shape. Secondly, we recommend appropriate transformations of the data so that the 1D, 2D and 3D data can be compared on the same footing across nodules of different size and shapes. Thirdly, we focus on quantifying the intra-reader and inter-reader variation in the context of taking into account of contribution of various other experimental factors to the measurement variability for sizing measurements in 1D, 2D and 3D sizing measures of simple and complex nodule shapes.
Data and Graphical Displays
Under the auspices of the QIBA program, a study on CT imaging measurement study was performed in which 6 radiologists measured the size of 10 synthetic nodules embedded within an anthropomorphic thorax phantom from CT scan data with multiple experimental factors. The synthetic nodules consist of five shape/size types: spherical (10, 20 mm) and non-spherical (20 mm elliptical, 10 mm lobulated, and 10 mm spiculated) and are made of two densities of -10 (Hounsfield Unit) HU and +100 HU (Table 1) . Some examples of the non-spherical phantom nodules are shown in Figure 1 and we refer the full details on the FDA phantom to [13] . The experimental factors for CT imaging collection include two repeat CT scans, two slice thickness of 0.8 mm and 5.0 mm. Six readers are recruited to use semi-automated computer assisted diagnostic tools to provide three sizing measurements, 1D longest in-slice dimension; 2D area from longest in-slice dimension and corresponding longest perpendicular dimension; 3D semiautomated volume, and there were two reading sessions for each reader. The resulting data are summarized in an Excel style sheet, with columns of nodule, density, scan, slice thickness, case number, reader, reading session, sizing technique, measured sizes, nominal (derived) size. The nominal size values were provided by ex vivo measurement method at FDA and are used here as reference values (Table 1) . In order to compare data across 1D, 2D and 3D sizing measures and, in the literature it is often recommended to consider the relative size percent errors defined by:
where measured size is the measured 1D, 2D, or 3D size value, while the nominal size is the nominal (reference) 1D, 2D or 3D size value on each of the 5 nodules given in Table  1 .
Note that we may approximately define the (relative) bias 1 as the systematic departures of (1) from 0s and the variance as the variability around a common value (mean) at a given experimental condition. Figure 2 shows the 3D volume data, while Figure 3 and Figure 4 show the 1D and 2D data. Several important observations can be made based on the graphical analysis of data.
1. The 1D and 2D measurements suffer from under-estimation for non-spherical shape nodules, most noticeably nodule 3 (elliptical shape at one of the orientation) and nodule 5 (spiculated). Further illustration of the orientation effect on nonspherical nodules (nodules 3 and 5) is shown in Figure 10 of [12] . The volume measure is least affected by the non-spherical shape and is almost unbiased. 2. Other than vulnerability against bias for non-spherical nodules, 1D and 2D measurements have less variability than the 3D measurements, if we separate out the effect of orientation on the non-spherical nodules on the 1D and 2D data.
Furthermore, it appears that the 3D measurement method is best suited for thin slice data, as there is more variability with 5.00 mm data than the 0.8 mm data. 3. The effect of nodule size and shape on the statistical characteristics of relative size measurements as defined in (1) is also apparent. For non-spherical nodules, in addition to potential bias due to positioning orientation, there is clear difference in variability across nodules, with smaller nodule (nodule 1) and complex shapes (nodule 4 and 5) having more measurement variability.
So the transformation (1) does not completely remove the effect of scale. Since in change analysis, it is the relative change in a chosen sizing measure that is of interest, one may argue that one can apply any monotone transformation on the 2D and 3D data so that they can be better compared with the 1D sizing measure. The natural transformation is to convert the 2D area S and 3D volume V into equivalent corresponding diameters R 2 , R 3 of spheres with the same area or volume, as defined in the following linearization transformations [14] :
After applying the transformations (2) to the 2D and 3D measurement data and nominal values, one can use (1) to plot the relative errors on all nodules. Figure 5 through 7 show the data in relative errors after applying transformation (2) , and note that Figure 6 duplicates Figure 3 except it is re-plotted with the same range as Figure  5 and 7 for easy comparison.
It appears that the transformations (2) make the 2D and 3D data more comparable to 1D data in the sense that the range of relative errors are similar in the linear scale (all withine ±20% range), if we single out the effect of orientation on the non-spherical nodules (nodules 3 and 5) on 1D and 2D measurements.
In the following sections, we see how the variances due to various experimental factors can be defined both graphically and quantitatively, and the different variance components that experimental factors including readers may contribute to the overall variability can be characterized as well. We emphasize that one should examine the individual nodule variances and to treat the nodule size and shape as apriori covariate factors before pooling them in some way to produce the overall variances.
Intra-reader Variability
Analogous to [15] , an obvious way to define the intra-reader variability is the difference in observations by a single reader based on the same image over two different occasions or based on different images in which the nodule being observed is known to be unchanged in the chosen size measure. Note that by experimental design, each of the six readers has made two observations on two separate occasions on each image, and we use the difference between the two observations to assess the intra-reader variability. We consider the relative (percent) difference defined by y=100×(measured size at time 1 -measured size at time 2)/nominal size value.
To better compare data across different sizing scale, we also consider transformations of 2D and 3D data of (3) which convert the 2D (area) and 3D (volume) data into the linear (diameter) scale. Figures 8, 9, 11 show the intra-reader relative change for 1D, 2D and 3D data, while Figures 10, and 12 show corresponding plot using the transformed 2D and 2D data in equivalent spherical diameter scale.
There are several interesting observations:
1. Scanner slice thickness (5.0 mm) seems to have little effect on 1D and 2D intrareader variability. But this is not the case for 3D volume data, where the thick slice (5.0 mm) data have more variability than the thin slice thickness (0.8 mm).
2. The scale of the data does have an important effect on the reader measurement variability, as the range of relative change in 2D data ( Figure 9 ) is more than twice as large than that of 1D data ( Figure 8 ), while the range of change in 3D data ( Figure 11 ) is much larger than 2D and 1D, three times or more than that of 1D data, even in the case of thin slice data. 3. The linearization transformations (2) have the desired effect of making the 3D and 2D data more comparable to 1D data in terms of intra-reader variability, as shown in Figure 10 and Figure 12 . Moreover, the effect of nodule shape and size is less pronounced in the transformed data scale, and we observe that the relative variability due to the intra-reader difference is around 10 % for 1D and 2D data, and is also around 10 % for the 3D volume data in the transformed diameter scale in the case of thin slice (0.8 mm) data.
Analysis of Variance
It should be made clear that the measurand is the size of a single nodule and standard analysis of variance method such as [16] is designed to study the effects of measurement and experimental factors on a single measurand. Since there are 10 nodules (5 identical nodules made of two densities and measured with two positioning orientations) under consideration, it is imperative that bias and variance associated with a measurement process should be associated with per nodules, and performance evaluation should be based on a per nodule basis before pooling and generalizing an inference on the population of potentially many nodules of different sizes and shapes can be made.
Ideally, the bias and variance of a measurement process should be characterized based on many repeated measurements. Our experimental data consist of: There are 480 observations in total, 48 observations for each of the 10 nodules, of 5 identical shape and size combinations made of two densities, with repeated scans of CT images at two CT slice thicknesses, and are measured by 6 readers repeated in two separate sessions. The design factors are clearly heavily nested [17] . One can define the various technical variations due to various experimental factors such as we have done for intra-reader variability in Section 3, in this section we focus on the more interesting situations: under experimental conditions that there is no underlying change in nodule shape or size (no change hypothesis), what is the expected measurement variability due to various experimental factors, including reader effects. We have seen that the two repeated scans clearly serve this purpose and so does the density factor for the 3D method and the slice thickness factor for 1D and 2D. (The effect of density on the 1D and 2D measurements is due to the different orientation, which is a critical factor for measuring non-spherical objects.) In a sense, we're looking for experimental conditions similar to the coffeebreak experiments [18] in order to assess the measurement effects of interest.
Let y denote the relative errors defined as (1) for each observation and we focus on the 3D data first. The first step is to compute the relative bias, and this is given by computing the means (averages) of y for every combination of nodule, slice thickness and reader, resulting in a 5x6x2 array data (the dimensions representing 5 nodules, 6 readers and 2 slice thickness). Note that, since the computation is performed on a per nodule basis, computing the sample means of y is equivalent to computing the bias from the volume measurements directly. That is, we can approximate the relative bias by:
Rel. Bias=100×(the observed averages of measured size -nominal size)/nominal size. (4)
Similarly, we can compute the measured intra-reader standard deviation for every combination of nodule, slice thickness and reader, resulting in another 5x6x2 array. These two arrays are the stage two data summaries, which form the basis for our final statistical performance metrics to be defined later on. Figure 13 and Figure 14 show the reader relative bias plot and intra-reader standard deviation (as a percentage of the nominal size value), respectively. Note that in the plots, the x-axis representing the data sequence in the order of data for nodules 1,2,3,4,5 and then repeat at another image setting. It is interesting to observe that it appears that readers 4,5, 6 tend to underestimate while readers 1,2,3 tend to overestimate. Also there are more bias and intra-reader variability with the 5.0 mm slice thickness data, and clearly the larger nodules (nodule 2 and nodule 3) have less bias and intra-reader variability.
At the final stage of analysis, performance metrics need to be defined which, hopefully, do not have to depend on individual nodules, and which should be as simple as possible, providing a single or a few numbers which can summarize the overall reader measurement performance. First, because the bias is the systematic behavior of a measurement process, we recommend that, in order to combine bias across readers, one can take the absolute values and then take averages or even maximum across readers. One can also compute the standard deviation of individual reader biases, resulting in inter-reader variability 2 . These are given in Table 2 . It should be pointed out that all these computations are done on a per nodule basis, but one can easily combine these metrics across different nodules if they are deemed similar, or comparable. Indeed, it clearly shows that nodule 2 and nodule 3 are similar and could be grouped together. If one does not care about the specific shape or size effect and is only interested in the overall performance, one can either compute the average across the nodules or even the maximum. These final summary statistics for the relative bias are given in the last row of Table 2 . The intra-reader variability can be easily combined across readers by taking the means of individual variances and then take the square root. The results are given in the last two columns of Table 2.
In conclusion, Table 2 summarizes the right level of data reduction and summary performance metrics that a decision can be based upon. It shows that for the case of 0.8 mm data, reader bias and standard deviation are all within 15% of the nominal volume, and for the optimistic cases of nodules (with simple shape and large size), the uncertainty is reduced to less than 8 %.
The same analysis strategy can be applied directly to 1D and 2D data, except that the significant factor density should be replaced by slice thickness. For both 1D and 2D data, the relative bias can be up to -60 % for some non-spherical nodules, while the relative standard deviation ranges from 5 % to 12 % for 1D, and 10 % to 15 % for 2D for nodules from simple to complex, and [12] provides more detailed comparison results. In summary, we conclude that the 3D method do not suffer from the underestimation in the 1D and 2D method for complex (non-spherical) nodules while still exhibiting comparable variability in the case of thin slice data.
Discussion
We demonstrated that with the availability of thin slice (0.8mm or less) CT scan image data, the 3D (volume) measure is very promising as the most reliable sizing method for complex nodule shapes in comparison to traditional 1D and 2D measures. For thick slice data, 1D and 2D measures still have some advantages as having the less variability and less dependence on slice thickness. For this synthetic nodules considered, we demonstrate that there is very good repeatability and reproducibility between and within the readers for the volume metric measurement, and the measurements of 3D (volume) measurements are within 20% of the nominal values for even complex (non-spherical) nodules. For future work, we think more extensive study in the factorial settings of nodule size and nodule shape is desirable, and the connection between nodule size analysis and clinically significant tumor change analysis [20] should be further studied.
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