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Quantum phase estimation is at the heart of most quantum algorithms with exponential speedup.
In this letter we demonstrate how to utilize it to compute the dynamical response functions of
many-body quantum systems. Specifically, we design a circuit that acts as an efficient quantum
generative model, providing samples out of the spectral function of high rank observables in poly-
nomial time. This includes many experimentally relevant spectra such as the dynamic structure
factor, the optical conductivity or the NMR spectrum. Experimental realization of the algorithm,
apart from logarithmic overhead, requires doubling the number of qubits as compared to a simple
analog simulator.
Introduction. – Quantum computers possess the abil-
ity to solve problems that are intractable to classical
ones. They can have superpolynomial speedup over
the best known classical algorithm; so-called quantum
supremacy [1]. In order to demonstrate this supremacy
attention has shifted from function problems such as
implementing Shor’s algorithm [2], to sampling prob-
lems [3], as it appears that one does not need a full univer-
sal quantum computer to get quantum speedup [4–6]. For
example, sampling from the output distributions of ran-
dom quantum circuit, as recently performed on Google’s
Sycamore chip [7], classically requires a direct numerical
simulation of the circuit, with exponential computational
cost in the number of qubits.
While these random circuits have the virtue of being
theoretically under control, meaning there is more confi-
dence about the fact that they are hard to sample from
than there is about factoring being hard, they are of lim-
ited practical use. They don’t solve any problem other
than providing evidence for quantum supremacy. Here,
we trade some of the hardness for practical usefulness and
provide a quantum circuit to obtain samples out of the
spectral function of operators evolving under Hamilto-
nian dynamics in a many-body system. The problem es-
sentially belongs to the class DQC1 [8], which is believed
to be strictly smaller than BQP, while still containing
classically intractable problems [9, 10].
Spectroscopy is an important tool for characterising
condensed matter and molecular systems. There is an
entire plethora of techniques, each sensitive to differ-
ent observables and in different parts of the energy
spectrum. Many of those measurements can be for-
mulated as a Fourier transform of some time depen-
dent correlation function. Take for example, optical
conductivity which probes the current-current correla-
tions σ(ω) = 〈j(ω)j(−ω)〉 /iω or inelastic neutron scat-
tering which measure the density-density correlations
Sk(ω) = 〈ρk(ω)ρ−k(−ω)〉, etc.. Understanding the be-
havior of these correlation functions is one of the central
goals in quantum many-body physics. For example, they
allow to probe collective excitations of the system and to
characterize universal dynamics close to quantum phase
transitions [11]. Furthermore, they can be a powerful
tool for studying non-equilibrium dynamics [12–15]. On a
computational level, obtaining dynamical response func-
tions is inherently difficult, as the coherent many-body
dynamics induces large non-local correlations [16, 17].
The exponential dimension of the underlying Hilbert
space precludes exact methods and for large systems one
typically has to rely on approximate methods such as
density-matrix renormalization group (DMRG) [18], dy-
namical mean-field theory (DMFT) [19], semi-classical
phase space methods [20] or even time-dependent density
functional theory (DFT). Each of these methods provides
an accurate description for a particular class of problems
but they all have limitations, e.g. long-range correlations
are poorly captured by DMFT, and DMRG becomes in-
tractable at late times or in higher dimensions. While
much progress has been made in extending the regime
of validity of all these methods, a universal solution to
the quantum simulation problem does not exist as long
as P 6= NP [4, 21].
Here we present a method to efficiently extract sam-
ples out of spectral functions using a quantum computer.
The method requires a number of qubits that is pro-
portional the volume of the system. Under certain con-
straints – which are met in most of the physically rele-
vant situations – the algorithm runs in polynomial time.
We focus on the infinite temperature correlation func-
tion but extensions to finite and zero temperature are
straightforward and briefly discussed at the end. Note
that, even at infinite temperature, strong correlations
can lead to many interesting phenomena such as anoma-
lous diffusion [22, 23], impurity induced correlations [24],
many-body localization [25] and excited state quantum
phase transitions [26]. Moreover, some spectroscopic
techniques, such as electron spin resonance (ESR) [27]
and nuclear magnetic spin resonance (NMR) [28], are
naturally described by infinite temperature ensembles.
The paper is structured in the following way. First, we
discuss how to extract the spectrum by performing quan-
tum phase estimation on a special purified state whose
precise form depends on the operator of interest. It is
this part of the algorithm which is responsible for the
2speedup. The fact that the entire operator content is rep-
resented in a single pure state eliminates the need to sam-
ple over all initial states, making it more efficient than
performing analog Ramsey interferometry [29]. Second,
we return to the question of preparing the required initial
state and show that it does not degrade the speedup. We
provide an explicit algorithm to construct the required
states by postselection on an ancilla qubit. Finally, we
discuss extension to zero and finite temperature states.
Quantum generative model. – Consider the infinite
temperature two-time correlation function:
S(t) =
1
Tr [1]
Tr
[
eiHtOe−iHtO
]
, (1)
of an operator O, undergoing dynamics according to
Hamiltonian H . In particular, we are interested in ob-
taining samples out of its spectral function:
Σγ(ω) = Re
∫
∞
0
dteiωt−γtS(t), (2)
where γ is the effective linewidth.
We proceed by purifying [30–32] a normalized version
of the operator O2, acting on the Hilbert space H, into
a pure state one an extended Hilbert space H⊗H:
|O〉 = N−1/2
2N∑
i=1
Oi |i〉 ⊗ |i〉 , (3)
where Oi and |i〉 are the eigenvalues and eigenvectors of
O respectively. The normalization is simply N = TrO2.
Next, we perform quantum phase estimation on the uni-
tary which propagates one of the two copies with the ac-
tual Hamiltonian H and the other copy with −H , such
that a phase difference accumulates between the copies
over time. If we denote
H =
2N∑
n=1
ǫn |En〉 〈En| , (4)
then quantum phase estimation on the state |O〉, results
in the state:
|Ψ〉 =
2N∑
n,m=1
2−l/2
2l−1∑
x=0
cn,me
i∆(ǫn−ǫm)x |En〉 ⊗ |Em〉 ⊗ |x〉 ,
with cn,m =
∑
i 〈En|i〉 〈Em|i〉Oi√N . (5)
Here l denotes the number of ancilla qubits used to per-
form the quantum phase estimation and |x〉 denotes the
computational basis state of the ancilla given by the bi-
nary representation of x, e.g. x = 2 implies |0 · · · 010〉.
Finally ∆ denotes the effective time for which the con-
trol (phase estimation) qubit is coupled to the system.
See Fig. 1 for a circuit representation. Performing an
inverse quantum Fourier transform [2, 32] on this state
one arrives at:
|ΨQFT〉 =
2N∑
n,m=1
2l−1∑
k=0
cn,mA
k
n,m |En〉 ⊗ |Em〉 ⊗ |k〉 ,
withAkn,m =
1
2l
2l−1∑
x=0
exp
[
i
2π
2l
(
∆2l
2π
(ǫn − ǫm)− k
)
x
]
.
Finally a measurement is performed on the phase estima-
tion qubits in the computational basis, see Fig. 1. The
probability to find the control bits in state |f〉 is simply
given by:
P (f) =
2N∑
n,m=1
|cn,m|2
∣∣Afn,m∣∣2 (6)
Assuming time-reversal symmetry of the Hamiltonian H
and operator O, one finds
|cn,m|2 = | 〈En|O |Em〉 |
2
Tr [O2]
. (7)
This is exactly the (normalized) golden rule transition
rate between energy eigenstates. Moreover, the second
part in expression (6) is a function that concentrates
around f = ∆2l(ǫn − ǫm)/2π, i.e.
∣∣Afn,m∣∣2 = 14l
sin2
[
π
(
∆2l
2π (ǫn − ǫm)− f
)]
sin2
[
π
2l
(
∆2l
2π (ǫn − ǫm)− f
)]
≥ sinc2
[
∆2l
2π
(ǫn − ǫm)− f
]
, (8)
with sinc(x) = sin(πx)/πx. Consequently, for carefully
chosen parameters the output distribution of the phase
estimation qubits is exactly the desired spectral function:
P (f) ∼ Σγ(ω∆2l/2π). A proper spectral measurement
requires:
1
γ
≤ ∆2
l
2π
≤ 2
l − 1
ωmax
. (9)
The first inequality expresses the fact that one at least
needs to resolve frequencies at a better level than the
effective linewidth γ. The second simply states that a
minimal amount of bits are required to resolve the band-
width ωmax = max(ǫn − ǫm). With l bits, there are 2l
configurations while the number of distinguishable peaks
is ∼ ωmax/γ, consequently the number of bits should
scale like
l ∝ log ωmax
γ
. (10)
For any problem in which the bandwidth scales polyno-
mial with the system size N and for which the linewidth
decreases algebraically in the system size, the number
3P
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Figure 1. Quantum circuit Quantum phase estimation is performed on a purified operator. The purified state can be prepared
by entangling two copies with an ancilla control qubit and postselecting the result on outcomes |1〉, see Fig.2. A phase difference
between the two copies appears because each phase estimation bit propagates one copy according to U and the other as U†.
The output distribution after quantum Fourier transform is the spectral function.
of phase estimation qubits scales logarithmically in N .
Note that this is the case in almost all physically rele-
vant situations. First, for local models, the bandwidth
simply scales linearly in the system size and even sys-
tems with all-to-all interactions only have quadratic scal-
ing of the bandwidth with system size. Second, with a
few exceptions, one is typically only interested in study-
ing the behavior of the system for a time T which is
polynomial in the system size. In that case, an alge-
braically small linewidth should be sufficient. Finally,
∆ ≈ 2π/ωmax, which is not unreasonable for polyno-
mial bandwidth. Note that it appears that we need O(l)
gates to apply the controlled unitaries in Fig. 1, however
all those gates commute and can in principle be done
in parallel. The last gate can nonetheless not be imple-
mented in the same physical time as the first, while the
first gate only takes a time O(∆) the last gate requires a
time of O(γ). A standard implementation of QFT takes
O(l2) gates [32], but more sophisticated versions only re-
quire O(l log l) gates [33]. Therefore the computational
time scales is at worst O(γ−1 + l2) or O(ωmax/γ + l
2) if
one has to decompose the Hamiltonian H into two-qubit
gates
Initial state preparation. – The efficiency of the above
procedure hinges on the ability to prepare the initial state
|O〉. We provide an explicit probabilistic method to pre-
pare |O〉 out of a product state by postselecting on the
measurement outcome of an ancilla qubit. First of all
note that, if operator O would be of low rank, the above
procedure would be superfluous. In the latter case, one
could simply extract the two-point function (1) by evolv-
ing each of the eigenvectors of O. Only rk(O) states
would have to be propagated, so it can be done in poly-
nomial time as long as the rank is polynomial in the
system size. We wish to obtain a method for operators
that have no, or only small, rank deficiency.
Let us start by preparing a maximally entangled pair
state
|ψEP〉 =
2N∑
i=1
1√
2N
|zi〉 |zi〉 , (11)
and try to project the system to the desired state |O〉;
note that |O〉 ∝ O ⊗ 1 |ψEP〉. The creation of the en-
tangled pair state |ψEP〉 is relatively easy, it’s simply a
product state of Bell pairs between the system and its
copy. It can be constructed out of a product state in
constant time, see Fig. 2.
A single control qubit can now be used to apply a con-
trolled unitary rotation, with the action on the system
being:
U(φ) = exp(iφO)⊗ 1 (12)
By applying a Hadamard gate on the control bit before
and after U , the combined state becomes:
|ψ〉 = 1
2
(1+U(φ)) |ψEP〉 |0〉+1
2
(1−U(φ)) |ψEP〉 |1〉 . (13)
Measuring the control qubit in the computational basis,
one finds it in the |1〉 state with probability
P1(φ) = 〈ψEP| sin2 (φO/2) |ψEP〉 . (14)
At the same time, the fidelity between the target state
|O〉 and the postselected state |ψ1〉 becomes
F (φ) = | 〈O|ψ1〉 |2 = | 〈OU(φ)〉 |
2
〈O2〉 〈4 sin2 (φO/2)〉 , (15)
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Figure 2. State preparation scheme An initial entangled
pair states is created between two N-qubit registers. Next,
one of the two copies is connected to an ancilla control qubit,
which is placed in an equal superposition of z-states, i.e.
both are evolved for some time φ under the Hamiltonian,
H = O(σz
a
+ 1)/2. Performing another Hadamard gate on
the ancilla and postselecting the outcome on |1〉, the entan-
gled pair state will be transformed into the desired |O〉 state.
The success probability is of the procedure is determined by
the ratio of the typical value of O2 to its maximal value O2
max
.
where the averages are in the infinite temperature state
|ψEP 〉, without loss of generality we assumed O to be
traceless. The fidelity tends to 1 when φ→ 0, however, at
the same time the acceptance probability also goes down.
To be efficient, we need to achieve a fidelity F = 1 − ǫ
with a probability that is at worst algebraically small in
N . For sufficiently small φ, we find
P1 =
φ2
4
〈
O2
〉
+O(φ4), (16)
while
F = 1− φ
2
4
(〈
O4
〉
〈O2〉 −
〈
O3
〉2
〈O2〉2
)
+O(φ4). (17)
Consequently, as long as higher order contributions can
be neglected, one gets a fidelity better than 1− ǫ by set-
ting φ2 = ǫ
〈
O2
〉
/
〈
O4
〉
, resulting in success with proba-
bility
P1 ≈ ǫ
〈
O2
〉2
〈O4〉 ≥
〈
O2
〉
O2max
≥ ǫ rk(O)
2N
(
Omin
Omax
)2
(18)
where Omax is the largest singular value of O and Omin
is the smallest non-zero singular value. For most physi-
cal observables, such as those comprised of sums of local
terms, the fourth moment simply scales as the square of
the second, i.e.
〈
O4
〉 ∝ 〈O2〉2. Hence, for all those ob-
servables the state can be prepared in a constant time
Figure 3. Preparation efficiency Fidelity between the post-
selected state |ψ1〉 and the target state |O〉 decays with the
rotation angle φ of the controlled unitary rotation U(φ) (full
lines). Similarly, the success probability increases from 0 to
1/2 when the angle increases (dashed lines). Different curves
show expressions 15 and 14 for different eigenvalue distribu-
tions of O, i.e. results are shown for Wigner semicircle, uni-
form, arcsine and Gaussian eigenvalue distributions. Each of
these distributions has a success probability P = c(1− F ) in
a broad region of φ’s around zero. The constant c = O(1) for
all distributions, i.e. 1/2, 5/9, 2/3 and 1/3 for the semicircle,
uniform, arcsine and Gaussian respectively.
of O(1/ǫ). Additionally, it’s sufficient that the opera-
tor only has polynomial rank deficiency and polynomial
scale separation between its smallest and largest singu-
lar value, to be able to generate the state in polynomial
time.
Discussion. – Even at infinite temperature, the dy-
namical properties of operators evolving under a many-
body Hamiltonian are theoretically interesting. In par-
ticular their spectral function provides information about
the universal behavior of the system [17, 34]. Both, the
high and low frequency behavior of the spectral function
is universal and while the former gives insight into the
Lyapunov exponent of the operator, the latter provides
information about the diffusion constant.
Apart from theoretical interest, there is at least one
relevant problem which is effectively at infinite temper-
ature, namely nuclear magnetic resonance (NMR) spec-
troscopy. In NMR one measures the response of the nu-
clear spins of system placed in high magnetic field to an
external drive, i.e. O =
∑N
i=1 σ
z
i . These systems are not
isolated from the environment, yet have relatively long
but finite coherence time. As a consequence, γ is finite
and P1 ∼ 1/ǫ and the entire algorithm runs in a time
t = O(ǫ−1 + γ−1 + l2), which to leading order in N is
log2N .
Finally, it’s interesting to extend the present results to
finite and zero temperature. There was nothing specific
about the phase estimation scheme, one simply has to
purify a different operator. At zero temperature, expres-
5sion (3) has to be replaced with
|O〉0 =
1√〈O2〉O |ψ0〉 ⊗ |ψ0〉 . (19)
If the ground state |ψ0〉 can be efficiently prepared, the
preparation of |O〉0 might continue as before, with a
similar success rate. One only has to replace the ex-
pectation in (14) with ground state expectation val-
ues. Consequently, for local observables we still expected
P1 = O(1/ǫ). Note that the state |O〉0 is a product state
between the system and the copy, hence the copy only
serves as a reference for the phase. If one knows the
ground state energy, or doesn’t care about shifts in the
spectrum, one can eliminate the copy entirely. Finally,
in order to sample from any finite temperature spectral
function, one simply has to replace the maximally entan-
gled pair state |ψEP〉 with the less entangled purification
of a Gibbs state:
|ψβ〉 = Z−1/2
∑
n
e−βǫn/2 |En〉 ⊗ |En〉 , (20)
such that |O〉β ∝ O |ψβ〉; it clearly tends to the zero and
infinite temperature state for large and small β respec-
tively. If the purified Gibbs state can be made efficiently,
the algorithm is just as efficient as before. Whether or not
this is possible, depends entirely on the problem at hand,
i.e. a QMA-complete problem might have been embed-
ded in the Hamiltonian, implying it can not take less then
exponential time. On the other hand, many physically
relevant problems are expected to be less hard. At zero
temperature, one can imagine an adiabatic preparation
procedure and as long as there is no exponential gap clos-
ing this should work in polynomial time. For |ψβ〉, one
might have to resort to numerical optimal control meth-
ods to find efficient state preparation schemes [35, 36].
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