ABSTRACT Inefficient utilization of a homogenous cluster has a huge impact on the amount of CO 2 emitted. Duplication based scheduling approaches have only focused on minimizing the schedule length, completely ignoring the additional energy consumed by each processor due to task duplication, and the energy dissipated by the processor interconnects. Our former algorithm, Recursive Critical Path Approach (RCP A * ), efficiently strikes a balance among schedule length, the inter-processor communications, and the processor loads. In this paper, we evaluate the energy consumption for static schedules generated when using the RCP A * algorithm and compare it with the energy consumed by the LG algorithm. A well-known energy consumption model, and four different cluster interconnection technologies are used in this study. Extensive simulations using random Directed Acyclic Graphs (DAGs) show that the CPU energy consumption when using the RCP A * is 20% less than the energy consumed when using the LG approach. Moreover, the total energy dissipated by the network interconnects when using the RCP A * algorithm is 17% less than the energy dissipated using the LG algorithm for communication-intensive parallel applications. Also, the schedules generated for the parallel Gaussian elimination, and the F ast F ourier T ransf orm (F F T ) task graphs have shown a reduction in energy consumption of 28% and 18%, respectively, when using the RCP A * algorithm.
Introduction
High performance computing clusters are extensively used to run a wide spectrum of applications that require the processing of a large amount of data (e.g., medical imaging and diagnosis, weather modeling, data mining, earthquake detection, etc.) [1, 2] . A large scale cluster operating 247 usually consumes 40TWh of energy per year and costs over $4B at the price of $100 per MWh [3] . Data centers holding these clusters are forced to spend significant amount of resources on cooling devices, leading to more waste of energy [4] . Therefore, the need to devise energy-aware scheduling techniques has become more pressing.
Designing an efficient energy-aware scheduling algorithm involves a tradeoff between the processors load, inter-processor communications, and schedule length. Scheduling algorithms are classified according to the allowance of task duplication. The performance of duplication based scheduling approaches is superior to nonduplication based ones in terms of the overall schedule length [5, 6] . However, this is usually achieved at the expense of the energy consumed when processors get overloaded with duplicated tasks [7] . Energy dissipation in cluster interconnects is as critical since a significant amount of energy is consumed by communication-intensive applications [8] . Several duplication-based heuristics were presented in the literature to solve the problem of task scheduling of a parallel program, represented as a DAG onto processors of a distributed system [6, [9] [10] [11] [12] [13] [14] . These algorithms have only targeted the optimization of the DAG schedule length, completely ignoring the energy dissipated by the cluster interconnects and the energy consumed by the processors. Knowing that the RCP A * algorithm produces schedules that are 35% inter-processor communication free as opposed to 0% for the LG, and that RCP A * uses a cluster merging procedure to minimize the amount of duplications, we consider the comparison of the energy consumed for the schedules generated by both the RCP A * and the LG [15] algorithms.
In this paper, we evaluate the energy consumption of our RCP A * algorithm presented in [16] using both random and application specific DAGs. Results from extensive simulations are compared against the LG algorithm [15] , using four different cluster interconnections technologies. The remainder of this paper is organized as follows. Section 2 reviews related work. The system model used is presented in section 3. Section 4 discusses the simulation environment and the experimental results. Finally, Section 5 concludes the paper.
Related Work
Various techniques have been developed in the area of power aware cluster computing. These techniques strive to achieve a balance between minimizing the schedule length and the energy consumption of the scheduled task graph. Our work is classified under task duplicationbased scheduling algorithms. Many algorithms such as T DS, DU P S, T CSD, and LG [9, 10, 13, 15] fall under the same category. Most of these techniques do not consider energy consumption. Some recent papers address the issue of power consumption. For instance, Energy − P erf ormance Balanced T ask Duplication based Clustering Schedule (EP BT DCS) [12] tries to achieve a balance between computing performance and energy consumption in the resulting schedule. The algorithm measures the ratio between energy savings and the schedule length each time a task is added to a cluster and compares it to a threshold value. P ower Aware T ask Clustering (P AT C) [17] is another algorithm that aims to reduce power consumption of a scheduled graph. This reduction in power consumption is achieved by eliminating edges with high communication costs through merging tasks. Two energy aware duplication algorithms have been proposed by Zong ,et al., namely EADU S and T EBU S [2] . These algorithms work by replicating predecessor tasks only if this duplication causes a decrease in energy consumption. EADU S differs from T EBU S in the fact that it focuses on the one goal of increasing energy savings when scheduling tasks while T EBU S balances between energy conservation and performance. All energy-aware algorithms in the literature use a common energy consumption model similar to the model described in Section 3.
While the LG algorithm [15] is not an energy aware algorithm, it is well known for optimizing the schedule length and the number of processors used. This is the reason why we have chosen this algorithm for comparison.
System Models
In this section, a detailed description of the models used for a parallel program, computer cluster, and energy consumption is presented.
Parallel Program & Cluster Models
A parallel program is modeled as a weighted DAG G = (V, E, w, c) [16] , where each task v ∈ |V | represents a set of instructions that are executed in series, each edge e ∈ |E| represents the communication delay and the precedence constraints between two tasks v i and v j . w(v i ) represents task v i 's execution time, and c(v i , v j ) represents the communication delay between tasks v i and v j , if v i and v i reside on different processors and is set to zero otherwise. A task having no parents is called an entry task whereas a task with no descendants is called a sink task. Unlike other approaches in [2, 12, 18] , several entry and sink tasks are allowed.
A computer cluster is modeled similar to [2, 12] as a set P of homogenous processors, Let P = P 1 , P 2 , .., P m , where m is the number of processors used. Several network interconnection technologies such as GigabitEthernet, Inf iniband, M yrinet, or QsN etII could be used among the processors. We assume that each individual processor has a dedicated communication hardware such that both communication and computation can take place simultaneously, and that the network is fully connected.
Energy Consumption Model
In this subsection, we discuss the energy consumption model presented in [2] . In this model, the authors focus on the energy consumed by the Central Processing Units (CPUs), and the energy dissipated by the cluster interconnects. The total energy consumption of a homogeneous cluster is expressed as [2, 12] :
where EN active is the total energy consumption of the active computing processors, and EL active is the total energy consumption of the active interconnects. For a parallel program represented as a DAG with n tasks, the total energy consumption of the CPUs is given by:
where P N active is the CPU energy consumption rate of the active processors. Its value is measured based the type of the processor used. w(v i ) is the execution time of task v i . The total energy dissipated by the packets transmitted through the interconnection network is given by:
where x ia is set to 1 if the ith task is mapped to processor P a , and 0, otherwise. P L active is the power dissipated by the interconnection network, and its value is measured based on the interconnect technology used. c(v i , v j ) is the communication delay between tasks v i and v j .
Experimental Results
In this section, the energy consumption of the (RCP A * ), and the LG algorithms are compared using the energy consumption model described in Section 3. Extensive simulations were conducted using both real world applications and random DAGs. To evaluate the impact of the cluster interconnects on the overall energy consumption of the cluster, we used four clusters interconnects technologies, namely GigabitEthernet, Inf iniband, M yrinet and QsN etII. Simulations were run using the High Performance Computing (HPC) cluster located in the Booth Engineering Center for Advanced Technology (BECAT) at the University of Connecticut. The cluster consists of 64 nodes, with each node containing 12 Intel Xeon X5650 Westmere cores, 48 GB of RAM, and 500 GB of storage space. The energy consumption rate value of 95 watts is used for the Intel Xeon X5650 Westmere processors [22] . The following table summarizes the energy consumption of each of the interconnection technologies used. GGen [18] , a random graph generation tool is used for generating random DAGs. GGen uses multiple techniques for generating DAGs. Among them, we used the Erdos − Rnyi technique [19] where a DAG is represented by |v| 2 possible edges, with each edge being present with an independent probability of p. Also a Layer − by − Layer method is used which is similar to the Erdos − Rnyi approach with an additional property for setting the number of layers. Moreover, the parallel Gaussian elimination graph (with 18 tasks and 29 edges), and the F F T graph (with 15 tasks and 22 edges) are used for further comparisons.
The CCR value, defined as the ratio of the average communication delays associated with edges to the average execution time in the DAG, is used to evaluate the impact of both communication and computation on parallel applications. Moreover, the energy consumption model presented in [2] is used to study the impact of the energy consumption on the schedules generated by the RCP A * and the LG algorithms. Four experiments were conducted to estimate the overall energy consumption of the CPUs, and the energy dissipated in the cluster interconnects as depicted in Figures 1-4 . In the first experiment, we compared the total energy consumption for the schedules generated by RCP A * and LG algorithms for the parallel Gaussian elimination and the F F T graphs; using four different cluster interconnection technologies as depicted in Fig.  1. Fig. 1a shows the results of the comparison for the parallel Gaussian elimination task graph, while Fig. 1b shows the results of the comparison for the F F T task graph. It can be observed from both figures that schedules generated by RCP A * consume less energy than the energy consumed by the LG algorithm. Moreover, the Inf iniband technology consumes less energy than other interconnection technologies.
In the second experiment, we compared the energy consumption for the schedules generated by RCP A * and LG algorithms using the using the GigabitEthernet as the interconnection technology since it is widely used. The energy consumed in both the network interconnects, and the CPUs is measured for different CCR values for the parallel Gaussian elimination task graph as depicted in Fig.2. As seen from Fig. 2a , the energy dissipated in the interconnects improves gradually when using the RCP A * algorithm. The main reason for this observed behavior is that, RCP A * attempts to absorb individual tasks into its cluster in its merging phase rather than absorbing a whole cluster of tasks in case of LG. Adding a cluster of tasks rather than a single task to a given cluster can lead to an increase in inter-processor communications for high CCR values. In Fig. 2b we observe that the energy consumption of the CPUs is less when using the RCP A * approach than the energy consumed when using the LG algorithm, due to the fact that a cluster merging procedure is used by the RCP A * algorithm. Hence, the amount of duplications that leads to a higher energy consumption per CPU is minimized. In general, the total energy consumption when using the RCP A * is 29% less than the energy consumed when using the LG algorithm.
In the third experiment, we used the GigabitEthernet as the interconnection technology. The energy consumed in both the network interconnects and the CPUs is measured for different CCR values. Results for the F F T task graph are depicted in Fig.  3 . In Fig. 3a , we observe that the energy dissipated in the interconnections when using the RCP A * algorithm improves gradually for high CCR values. As evident from Fig. 3b , the energy consumption of the CPUs when using RCP A * is less than the energy consumed when using the LG algorithm. In conclusion, the total energy consumption when using the RCP A * approach is 18% less than the total energy consumed when using the LG algorithm.
In the fourth experiment, we compared the interconnection energy consumption and the CPU energy consumption for the schedules generated by RCP A * and LG algorithms using random DAGs with the total number of tasks set to 150 per DAG. The energy consumption of the network interconnects and the CPUs is measured for different CCR values, and assuming various numbers of edges for each experiment as depicted in Fig.4 . Fig. 4a reveals that the energy dissipated by the cluster interconnects for the LG approach is less than the energy dissipated by RCP A * for low CCR values, while better results are obtained for RCP A * when the CCR increases. Fig. 4b shows that RCP A * achieves better results than the LG for all values of CCR. This is due to the fact that RCP A * employs a merging step in which clusters are merged together if a given cluster is a subset of another, hence reducing the processor load by minimizing the amount of duplications. In conclusion, the CPU energy consumption when using the RCP A * algorithm is 20% less than the energy consumed when using the LG approach. Moreover, the total energy dissipated by the network interconnects when using the RCP A * algorithm is 17% less than the energy dissipated using the LG algorithm for communication-intensive parallel applications. In this paper, we have evaluated the energy consumption of the static schedules generated by the RCP A * algorithm and the LG algorithm using various task graphs including the parallel Gaussian elimination task graph, the F F T task graph, random DAGs and several cluster interconnections technologies. Simulation results using random DAGs and the Gigabit Ethernet cluster interconnection technology show that, the CPU energy consumption when using the RCP A * algorithm is 20% less than the energy consumed when using the LG approach. Moreover, the total energy dissipated by the network interconnects when using the RCP A * algorithm is 17% less than the energy dissipated using the LG algorithm for communicationintensive parallel applications, and the schedules generated for the parallel Gaussian elimination, and the F ast F ourier T ransf orm (F F T ) task graphs have shown a reduction in energy consumption of 28% and 18%, respectively, when using the RCP A * algorithm.
