Let A be an hyperplane arrangement in a real or complex vector space. We denote by D(A) the module of logarithmic derivations. In this paper, we give a concept of combinatorial represented derivation and construct a system of generators of D(A) satisfying that concept. Consequently, by using only combinatorial data, we have a basis of the module when it is free. And this proved the Terao's conjecture.
Introduction
We consider an arrangement A consisting of a finite collection of linear hyperplanes in a real or complex vector space V . A is free if its module of logarithmic derivations is a free Sym(V * )-module. In free arrangement context, there is a central problem is that called Terao conjecture, which asserts the freeness of A depends only on the combinatorics of the arrangement. And more general problem, to determine whether a given arrangement is free or not, is also a very interesting problem. These problems served as a major motivation for many results in arrangements of hyperplanes. Their advances are contributed by many authors (see [4] , [5] , [7] , [8] , [10] , [13] , etc). In order to describe module D(A) of any arrangement in general, one has an unique tool up to now: Gröbner basis (see [1] ). It is easy to use this tool for computer but there are many computations which would be extremely intractable to do by hand. Therefore, it is very difficult to control combinatorial data as well as freeness. In this paper, we introduce a new approach to the problems without using Gröbner basis: to investigate its system of equations instead of module D(A). The organization of this is as follows. In Section 2 we give some results that they will lead us to the concepts of combinatorial represented derivation and characteristics vector. In Section 3 we show that there exists a system of combinatorial represented generators for any module D(A). Consequently, when it is free, this system of generators contains a basis of D(A) such that characteristics vectors are linearly independent. They permit us to construct corresponding basis between two arrangements having the same lattice.
Acknowledgements. The author is deeply grateful to Professor Nguyen Viet Dung for his advice, support and discussions.
Combinatorial data of module D(A)
Firstly, we review some basic concepts concerning free arrangements. Our standard reference is [3] . Let A be an hyperplane arrangement in ℓ−dimensional vector space V over
is the intersection lattice of A. In order to investigate freeness, it is sufficient to suppose that A is essential (see [12] ). For each hyperplane H i ∈ A, choose a defining equation α i ∈ V * and put Q(A) = 1≤i≤n α i . We identify S := Sym(V * ) with the polynomial algebra K[x 1 , · · · , x ℓ ] and denote by Der K be the module of derivations of S over K. The arrangement A is free if its module of logarithmic derivations
Next, we give some results that they will lead us to the concept of combinatorial represented derivation. 
Proof. Since θ ∈ D(A), we may write θQ = gQ with some polynomial g ∈ S. Thus
This shows that
Since the linear forms α i are coprime, α i divides ℓ j=1 a ij p j , for all 1 ≤ i ≤ n. This means that there exists polynomials
Without loss of generality, we can assume that the first ℓ normal vectors n H 1 , · · · , n H ℓ of the linear forms α 1 , · · · , α ℓ are linearly independent. Hence, the linear forms α j 's are expressible uniquely in terms of the linear forms 
The system of equations is obtained by elementary row operations. The defining polynomial of arrangement A is called canonical if it has form Q(A) = x 1 · · · x ℓ .α ℓ+1 · · · α n . In order to investigate the freeness of arrangements, we need only to consider their defining polynomials in canonical form.
Lemma 2.3
By changing suitable coordinates, we can obtain a defining polynomial of a given arrangement in canonical form without changing its freeness and lattice.
Proof. Let A be an arrangement with defining polynomial
Without loss of generality, we can assume that the first ℓ linear forms α 1 , · · · , α ℓ are linearly independent. We change our coordinate system by taking
The defining polynomial becomes
Since the changing is non-degenerate, A and B have the same lattice. It remain to prove that A and B have the same freeness. If A is free, there exists a basis
Therefore, one has
It means that A has the same freeness to some arrangement C having defining polynomial Q in polynomial ring
Hence, A and B have the same freeness.
From now on, we only consider arrangements with defining polynomials in canonical form. In this case, system (2.1) becomes
A solution is a n-
And θ is defined uniquely by the first ℓ-tuple
Lemma 2.4
Set of solutions of j-th equation is generated by the following system of canonical generators:
where e r is r-th identity vector.
Proof. One has two cases: (i) Homogeneous case. We will construct a system of generators for the equation
Indeed, the set G j \{e} is a system of generators for linear syzygies.
(ii) Non-homogeneous case. Any non-homogeneous solution θ = [k 1 , · · · , k ℓ ] can rewrite as θ = k j .e − γ, where γ is a solution of homogeneous equation. Therefore, G j is a system of generators of j−th equation.
Denote by V j set of vectors in V after removing variables x i , 1 ≤ i ≤ ℓ from G j . For any solution θ of system (2.2), θ is always a linear combination of some elements in G j . We put V j,θ ⊂ V j to be set of corresponding vectors of that linear combination and W j,θ := V j,θ \ {e}. If no confusion is possible, we still denote by W j,θ and V j,θ to be vector spaces generated by W j,θ and V j,θ , respectively. We call V θ := n j=ℓ+1 V j,θ representing vector space and any vector v ∈ V θ characteristics vector for θ. It is obvious that there are many representing vector spaces for θ in general. 
Proof of the Terao conjecture
In this section we will construct a system of combinatorial represented generators for solutions of (2.2). Consequently, if A is free, there exists a basis of D(A) only containing combinatorial represented derivations and their characteristics vectors are linearly independent.
Theorem 3.1 For any arrangement A with defining polynomial Q(A) in canonical form, there exists a set of generators for solutions of (2.2) such that these generators are combinatorially represented.
Proof. Theorem is proved in the following steps:
Step 1. In this step, we prove the theorem for homogeneous system:
We will prove by induction on number of equations of (3.1), m = n − ℓ. If m = 1, then as in lemma 2.4, G j \ {e} is a system of generators of solutions and representing vector spaces coincide with spaces W ℓ+1,θ i , θ i ∈ G j \ {e}. They are obtained by intersecting between hyperplane H ℓ+1 to some coordinate hyperplanes. Assume that it holds for m = k, we have prove it for m = k + 1. For the sake of simplicity, we will prove it for m = 2. By seeing k t .x t as an unknown, one has an usual system of linear equations. Perform the elementary row operations to transform system (3.1) to a triangular system:
then we apply the method of back-substitution to find k i . Take f = k s (a 1s x s )+· · ·+k ℓ (a 1ℓ x ℓ ) i.e. f only contains variables x t occurring in (3.2 b) , G b is the system of generators of (3.2b), and assume that a 1i = 0, ∀i < s.
.f (θ t ).e i +x i θ t f (θ t ) = 0 and θ t ∈ G b } is a generator system of solutions θ of (3.2) such that f (θ) = 0. Indeed, if θ is a solution of (3.2) with f (θ) = 0 then f (θ) = −(k 1 (a 11 x 1 ) + · · · + k s−1 (a 1s−1 x s−1 )). Therefore, f (θ) = f 1 + · · · + f s−1 such that f i = −k i (a 1i x i ), ∀i < s and f i comes from some linear combination of some elements of G f (this linear combination may contain solutions β such that f (β) = 0). Next, if θ is a solution of (3.2) with f (θ) = 0 then it is generated by solutions of k 1 (a 11 x 1 ) + · · · + k s−1 (a 1s−1 x s−1 ) = 0 (see lemma 2.4 for generators) or of the following system:
We solve this system with the same method but the size of this problem is smaller than the above. In general, put
, ∀r = 1, s. Then, generators of system (3.1) have the following form:
Step 2. In this step, we prove the theorem for non-homogeneous system. Firstly, we will describe generators for solutions of this system. In order to solve it, we use the above method but with a small modification: add vector e to system of generators in arguments.
) for all j = ℓ + 1, n. For T and X ir as above, any generator ( = e) has the following form:
a ir X ir e ir , a ir ∈ K * and
Next, we will show that θ is combinatorially represented. Indeed, if θ is a solution of j-th homogeneous equation (i.e. j / ∈ I), as step 1,
Conversely, θ is a solution of j-th non-homogeneous equation (i.e. j ∈ I), W j,θ I,T = H j . Hence, θ is combinatorially represented. Proof. If A is a free arrangement, by Saito's criterion and corollary 2.2, there exists solutions θ 1 = e, θ 2 , · · · , θ ℓ for (2.2) such that
where Q 0 = 1 x 1 ···x ℓ Q(A) and c = 0. On other hand, system (2.2) has generators and these are combinatorially represented. Therefore, solutions θ 2 , · · · , θ ℓ can linearly express through them. Hence, we may rewrite
where g i ∈ S and columns of M i are above generators. Using proposition 4.12 in [3] (see page 103), we have
This means that there exists generators β 1 = θ 1 , β 2 , · · · , β ℓ being columns of some M i such that detM i = c.Q 0 . Therefore, their corresponding derivations form a basis of D(A). Next, we will prove that their characteristics vectors are linearly independent. Indeed, one has detM(β 1 , β 2 , · · · , β ℓ ) = c.Q 0 . Hence,
After multiplying i-th rows of M(β 1 , β 2 , · · · , β ℓ ) by corresponding variables x i , we will obtain a new matrix N with columns c 1 = θ E , c 2 , · · · , c ℓ . Since generators β j have the form as in (3.4), j-th column c j has form d j .v j such that d j ∈ S and v j is a characteristics vector of β j for all j = 2, ℓ. Therefore, we may rewrite:
This shows that vectors v 2 , · · · , v ℓ are linearly independent. In order to prove Terao conjecture, we have construct two corresponding basis for modules of logarithmic derivations. In particular, we will construct two corresponding systems of characteristics vectors. (H 2 ) Any B 1 , B 2 ∈ A L,0 , their lattices have the same interaction with vector space generated by e. Next, assume that above arrangements A 1 , A 2 belong to A L . Using (H 1 ), there exists arrangements A 1,0 and A 2,0 in A L,0 having the same freeness to A 1 and A 2 , respectively. It remain to prove that A 1,0 and A 2,0 have the same freeness. Since A 1 is free, it implies that A 1,0 is also free. As corollary 3.2, D(A 1,0 ) has a basis only containing combinatorial represented derivations θ 1 , · · · , θ ℓ and their characteristics vectors v 2 , · · · , v ℓ are linearly independent. Using (H 2 ), there exists vectors w 2 , · · · , w ℓ of A 2,0 with the same combinatorial data as v 2 , · · · , v ℓ . Therefore, w 2 , · · · , w ℓ are linearly independent and their corresponding derivations β 2 , · · · , β ℓ are linearly independent. Hence, the set of β 1 = θ E , β 2 , · · · , β ℓ is a basis of D(A 2,0 ). It means that A 2 is free.
Example 3.4
We consider arrangements A, B, C with Q(A) = xyz(x + y)(x + y − 2z), Q(B) = xyz(x + 2y)(x + 2y − 5z), Q(C) = xyz(2x − y)(4x − 2y − 7z) in K 3 . 
It is easy to check that

