Abstract. Let (M, d, µ) be a metric measure space with upper and lower densities:
where β, β ⋆ are two positive constants which are less than or equal to the Hausdorff dimension of M. Assume that pt(·, ·) is a heat kernel on M satisfying Gaussian upper estimates and L is the generator of the semigroup associated with pt(·, ·). In this paper, via a method independent of Fourier transform, we establish the decay estimates for the kernels of the fractional heat semigroup {e −tL α }t>0 and the operators {L θ/2 e −tL α }t>0, respectively. By these estimates, we obtain the regularity for the Cauchy problem of the fractional dissipative equation associated with L on (M, d, µ). Moreover, based on the geometric-measure-theoretic analysis of a new L p -type capacity defined in M × (0, ∞), we also characterize a nonnegative Randon measure ν on M × (0, ∞) such that For α ∈ (0, 1], the fractional Laplace operator with respect to the spatial variable is defined by (−△) α u(t, ξ) = |ξ| 2α u(t, ξ).
In mathematical physics, the fractional Laplace operators are widely applied to construct partial differential equations in order to study the physical phenomenon, e.g. the generalized Naiver-Stokes equation, the quasi-geostrophic equation, the Fokker-Planck equation, the anomalous diffusion equation and so on. We refer the reader to [7, 9, 26, 31, 35, 36] and the references therein.
In the study of the non-linear fractional power dissipative equations, the space-time estimates for the corresponding linear equations play an important role. Let α ∈ (0, 1]. In [34] , Miao, Yuan and Zhang established the space-time estimates for the following fractional dissipative equations (1.1) ∂ t u(x, t) + (−∆) α u(x, t) = F (t, x) ∀ (x, t) ∈ R n+1 + ; u(x, 0) = f (x) ∀ x ∈ R n , thereby obtaining the well-posedness of a class of semi-linear fractional power dissipative equations. The solution of (1.1) can be written as u(x, t) = R α f (x, t) + S α F (x, t), where R α f (x, t) := e −t(−∆) α f (x); S α F (x, t) := t 0 e −(t−s)(−∆) α F (x, s)ds. In [45] , Zhai obtained a Strichartz type estimate for S α F and proved the global existence and uniqueness of regular solutions for the generalized Naiver-Stokes equation. The papers [27, 5, 38] explored some analytic-geometric properties of the regularity and the capacity associated with ∂ t + (−∆) α .
Motivated by [34, 45, 27] , we consider the same questions in the setting of the metric measure space (M, d, µ) with: d(x, y) = |x − y| ∀ x, y ∈ R n ; dµ(x) = |x| −n<γ<n dx ∀ x ∈ R n , which has been investigated extensively; see e.g. [6, 23, 4] and the references therein. The metric spaces with finite densities cover many classical geometric models, for example, Euclidean spaces, hyperbolic spaces, nilpotent Lie groups, connected Riemannian manifolds, etc. In recent years, the problems related to analysis and partial differential equations on metric spaces attract the attentions of many researchers. In [21] , under some additional assumptions on M, Grigor'yan, Hu and Lau proved an embedding theorem and obtained the existence results for weak solutions to semilinear elliptic equations. Grigor'yan and Hu [20] established equivalent characterizations for off-diagonal upper bounds of the heat kernel of a regular Dirichlet form on the metric measure space in two settings, see also Grigor'yan, Hu and Hu [18, 19] . In [3] , Ambrosio, Gigli and Savaré studied the heat flow and the calculus tools on metric measure spaces. Auscher and Hytonen [1] introduced the notion of spline function in geometrically doubling quasi-metric spaces and obtained a universal Calderón reproducing formula to study and develop function space theories, singular integrals and T (1) theorem. For further information on function spaces on metric measure spaces, we refer the reader to [32, 41, 42, 43] and the references therein.
Throughout this paper, let L be the generator of the semigroup {P t } t>0 on M introduced in Section 2.1 and we assume the semigroup {P t } t>0 possesses an integral kernel which is denoted by p t (·, ·). For α ∈ (0, 1), the fractional power of L denoted by L α is defined as (cf. [44] or [33] )
and the fractional dissipative operator associated with L is defined as
We will investigate the space-time estimates and regularity for the Cauchy problem of the fractional dissipative equation on the metric measure space:
We call u(·, ·) a weak solution to equation (1.6) provided that for any function v(·, ·) ∈ C ∞ 0 (M × (0, ∞)) one has By the Duhamel principle, the weak solution u(·, ·) can be written in the integral form as u(x, t) = e −tL α (ϕ)(x) + For the case of Laplace operator on R n , the results of [34, 27] are based on a point-wise estimate of the integral kernel of the fractional heat semigroups e −t(−∆) α in [34] . Denote by K α,t the integral kernel of the operator e −t(−∆) α , i.e.,
R n e ix·y−t|y| 2α dy and denote by K θ α,t the kernel (−∆) θ/2 K α,t (x). In [34] , by an invariant derivative technique and Fourier analysis method, the authors conclude that K α,t and K θ α,t satisfy the following point-wise estimates, respectively (cf. [34 
Unfortunately, for the case of general operator L on M, the method of [34] is no longer applicable. To overcome this difficulty, we use the subordinative formula to represent the integral kernel K L α,t of the semigroup e −tL α :
where p s (·, ·) is the integral kernel of the heat semigroup {P s } s>0 and η α t (·) satisfies the conditions (2.5) below. Without loss of generality, we introduce several assumptions of p t (·, ·): (A1)-(A4), see Sections 2.1 & 2.2. Under the assumptions (A1) & (A2), the formula (1.8) enables us to obtain the point-wise estimates for K L α,t (·, ·) and L θ/2 K L α,t (·, ·) and see Propositions 2.8 & 2.11, respectively. In Section 3, we assume that the heat kernel p t (·, ·) satisfies (A1). We apply the point-wise estimates of K L α,t (·, ·) to derive the space-time estimates for e −tL α (ϕ)(x) and G(f )(t, x), respectively, see Theorems 3.4, 3.5 & 3.6 for the details. In Section 3.2, by the aid of the spacetime estimates obtained in Section 3.1, we prove some regularity results of the Strichartz type for solutions to the problem ( It is easy to see that Propositions 2.8 & 2.11 go back to (1.7). In other words, our method is also adequate for the classical fractional heat semigroup on the setting of R n .
(ii) We should point out that for the kernel p t (·, ·) associated with e −tL , the assumptions (A1)-(A3) are reasonable. In fact, there are many operators L on M satisfying (A1)-(A3); see also Examples 2.3-2.7.
Throughout this article, we will use c and C to denote the positive constants, which are independent of main parameters and may be different at each occurrence. In the above and below, X ≃ Y means Y X Y, where the second estimate means that there is a positive constant C, independent of main parameters, such that X ≤ CY. For X = M or M + the symbols C 0 (X) stands for all continuous functions with compact support in X.
Preliminaries

2.1.
Heat kernels on metric measure spaces. In what follows, we recall the definition of the metric measure space (cf. [15] ) and other related facts.
Definition 2.1. We say that a triple (M, d, µ) is a metric measure space if (M, d) is a non-empty metric space and µ is a Borel measure on M. Moreover, we always assume M is locally compact and separable.
Let (M, µ) be a measure space. Denote by L q (M, µ), 1 ≤ q ≤ ∞, the Lebesgue spaces on (M, µ). Definition 2.2. A family {p t } t>0 of measurable functions on M × M is called a heat kernel if for almost all x, y ∈ M and s, t > 0, it satisfies
It is easy to see that the heat kernel and the Poisson kernel on R n satisfy Definition 2.2. For any Riemannian manifold M, the heat kernel associated with the Laplace-Beltrami operator satisfies Definition 2.2 under certain mild hypotheses about M (cf. [16] and [17] ).
Any heat kernel satisfying (i)-(v) above gives rise to the heat semigroup {P t } t>0 , where P t is the operator defined on L 2 (M, µ) by
In fact, by Hölder's inequality and (2.1), we can get P t f 2 ≤ f 2 . This shows that P t is a bounded operator on L 2 (M) with P t op ≤ 1. The symmetry of the heat kernel implies that P t is a selfadjoint operator. Also, (2.2) implies that P s P t = P s+t , i.e., the family {P t } t>0 is a semigroup. Furthermore, by (2.3), we know that {P t } t>0 is a strongly continuous, self-adjoint, contraction semigroup on
The generator L of the semigroup {P t } t>0 is defined by
where the limit is in L 2 (M, µ). L is a self-adjoint, positive definite operator, we also have
Let B(x, r) be the ball in M with radius r centered at the point x ∈ M, that is,
Next, we give the following assumptions for the heat kernel p t (·, ·) and a constant C > 0. Assumption (A1): The heat kernel satisfies the upper estimate
for all s > 0 and all x, y ∈ M. Assumption (A2): The heat kernel satisfies the inequality
for all s > 0 and all x, y ∈ M. Assumption (A3): The heat kernel satisfies the inequality
for all s > 0 and all x, y, x 0 ∈ M with some ε > 0.
There are many examples of heat kernels satisfying (A1), (A2) and (A3). The heat kernel of the operator L = −∆ on R n , which is also called Gaussian kernel, obviously satisfies (A1), (A2) and (A3). But beyond that, we will give several typical examples on more general settings. Example 2.3. Following from [22] , we know that the heat kernel of the operator
on R n satisfies (A1), (A2) and (A3), where (a ij (·)) i,j is a real symmetric matrix satisfying
with ω being a nonnegative weight from the Muckenhoupt class A 2 .
Example 2.4. Suppose V is a nonnegative potential that belongs to a certain reverse Hölder class (cf. [37] ). [11] implies that the heat kernel of the Schrödinger operator L = −∆ + V on R n satisfies (A1), (A2) and (A3). Furthermore, the heat kernel of the degenerate Schrödinger
A2) and (A3) (cf. [25] and [12] ). Example 2.5. Let G be a stratified Lie group and ∆ G be the sub-Laplacian on G. Suppose V is a nonnegative potential that belongs to a certain reverse Hölder class (cf. [28] ). Let L = −∆ G + V be the Schrödinger operator on G. It follows from [30] that the heat kernel of the operator L satisfies (A1), (A2) and (A3). Example 2.6. Let G be a connected and simply connected nilpotent Lie group. Let X ≡ {X 1 , · · · , X k } be left invariant vector fields on G satisfying the Hörmander condition that X together with their commutators of order ≤ m generates the tangent space of G at each point of G. The sub-Laplacian is given by ∆ G ≡ k j=1 X 2 j . Suppose V is a nonnegative potential that belongs to a certain reverse Hölder class (cf. [28] ). The sub-Laplace Schrödinger operator L is defined by L = −∆ G + V. It follows from [43] that the heat kernel of the operator L satisfies (A1), (A2) and (A3). Especially, if V = 0, then it is easy to check that the heat kernel of the operator ∆ G satisfies (A1), (A2) and (A3) (or see [40] ).
Example 2.7. Let M be a complete Riemannian manifold satisfying the doubling volume property, dµ be the Riemannian measure and ∆ M be the Laplace-Beltrami operator on M. The main results in [14] imply that the heat kernel p t (·, ·) satisfies (A1) and (A2) if the heat kernel satisfies the additional estimate p t (x, x) 1/µ(B(x, √ t)) for any geodesic ball B(x, √ t) in M. If M has nonnegative Ricci density, it follows from [29] that the heat kernel of ∆ M satisfies (A1) and (A3).
2.2.
Estimates for e −tL α . In this section, we give the estimates for the heat kernel of the semigroup e −tL α . For α > 0, let K L α,t (·, ·) be the integral kernel of the semigroup e −tL α . The subordinative formula (cf. [15] ) indicates that K L α,t (·, ·) can be expressed as
where p s (·, ·) be the integral kernel of the heat semigroup {e −sL } s>0 . Here the non-negative continuous function η α t (·) satisfies (2.5)
Please see [15] for some examples of the function η α t . Now we give a point-wise estimate of the kernel K L α,t (·, ·).
Proof. Since the measure µ satisfies (1.3), µ(B(x, r)) r β ⋆ for any (x, r) ∈ M + . So it can be deduced from (A1) and (2.4) that
On the other hand, letting τ = s/t 1/α , we have
Below we consider two cases.
This completes the proof of Proposition 2.8.
If we add one more condition (A4) to the above (A1)-(A2)-(A3): Assumption (A4):
then we can also get a lower bound for K L α,t (·, ·).
Proposition 2.9. Assume that the heat kernel p t (·, ·) satisfies (A4). Let 0 < α < 1. If the measure µ satisfies (1.2), then
Proof. In fact, it can be deduced from (A4), (2.4) and (2.5) that
which is our desired result.
Upon using the stronger condition on the heat kernel p t (·, ·), we can obtain the following estimate. 
Therefore, by (A2), we can get
In a way similar to verifying Proposition 2.8, we can prove Proposition 2.10.
Now we are in a position to give an estimate of the fractional power L θ/2 acting on the kernel of the fractional heat semigroup {e −tL α } t>0 .
Proposition 2.11. Assume that the heat kernel p t (·, ·) satisfies (A1) and (A2). Let α ∈ (0, 1) and θ > 0. If the measure µ satisfies (1.3), then for x, y ∈ M and t > 0,
Proof. Let σ be a positive number such that ασ ∈ (0, 1]. By (1.5), we can see
We apply Proposition 2.10 to obtain
where
drds s 1+σ and
For I 1 , we have
For I 2 , we obtain
It follows from the estimates of
is obtained via letting ασ = θ/2. This completes the proof of Proposition 2.11. 
Estimating solutions of the fractional dissipative equation
3.1. Estimation -part A. In this part, we give some basic space-time estimates for the solution to:
For the case M = R n and L = −∆, the space-time estimates for (3.1) have been investigated by Miao-Yuan-Zhang [34] . By the Duhamel principle, the solution to (3.1) can be written in the integral form as
Before we give the main results in this section, we state an integral inequality which can be seen as a generalization of Young's convolution inequality in Euclidean spaces ([39, Theorem 0.
3.1] ).
Lemma 3.1. Assume that X and Y are measure spaces. Let K : X×Y → R and 1/q +1/r = 1/p+1. If
The following lemma can be deduced from Propositions 2.8 & 2.11 immediately.
Assume that the heat kernel p t (·, ·) satisfies (A1) and the measure µ satisfies (1.3). For α ∈ (0, 1) and t > 0, we have
(ii) Assume that the heat kernel p t (·, ·) satisfies (A1)-(A2) and the measure µ satisfies (1.3). For θ > 0, α ∈ (0, 1) and t > 0, we have
Proof. We begin with the proof of (i). Let q obey 1/r + 1/q = 1/p + 1. By Proposition 2.8, we get
In what follows, we estimate the integral
For k ≥ 1, we can get
Similarly, we can show
By Lemma 3.1, we obtain
Now we begin to prove (ii). In a similar way to verify (i), we have
By Proposition 2.11, we use Lemma 3.1 again to get
Hence, Lemma 3.2 is proved. Definition 3.3. The triplet (q, p, r) is called an admissible triplet or a generalized admissible triplet provided that 1/q = β ⋆ (1/r − 1/p)/2α, where
Let X be a Banach space and let I = [0, T ). We define the time-weighted space-time Banach space C σ (I; X) and the corresponding homogeneous spaceĊ σ (I; X) as follows:
Now we give a space-time estimate for the term e −tL α (ϕ). In the sequel, for a Banach space X, we denote by C b (I; X) the space of all bounded continuous functions from I to X. Theorem 3.4. Assume that the heat kernel p t (·, ·) satisfies (A1) and the measure µ satisfies (1.3).
(i) Let (q, p, r) be any admissible triplet and let ϕ ∈ L r (M).
(ii) Let (q, p, r) be any generalized admissible triplet and let ϕ ∈ L r (M).
Proof. (i) We divide the argument into two cases. Case 1: p = r and q = ∞. By Lemma 3.2, for any t > 0, we have
Case 2: p = r. Denote by
is an admissible triplet, a further use of Lemma 3.2 can be deduced that for a positive constant C,
which means that F (t) is a weak (r, q) type operator. On the other hand, notice that
We can use Lemma 3.1 again to deduce that for ϕ ∈ L p (M),
This implies that F (t) is a (p, ∞) type operator. For any admissible triplet (q, p, r), we can find another admissible triplet (q 1 , p 1 , r 1 ) such that q 1 < q < ∞, r 1 < r < p and
Marcinkiewicz interpolation theorem implies that F (t) is a strong (r, q) type operator and
(ii) The argument can be also divided into two cases. Case 3: p = r and q = ∞. We have
Case 4: p = r. Because (q, p, r) is an admissible triplet, that is, 1/q = β ⋆ (1/r − 1/p)/2α, then taking q ′ such that 1/p + 1 = 1/r + 1/q ′ , we can apply Lemma 3.2 to get
On the other hand, for t ∈ I, Lemma 3.2 implies
This completes the proof of Theorem 3.4.
Now we derive the space-time estimate of the non-homogeneous part G(f ) of the solution u to the equation (3.1).
Theorem 3.5. Assume that the heat kernel p t (·, ·) satisfies (A1) and the measure µ satisfies (1.3). For b > 0 and T > 0, let r 0 = β ⋆ b/2α, I = [0, T ). Assume that r ≥ r 0 > 1 and that (q, p, r) is an admissible triplet satisfying that p > b + 1.
Proof. We first prove (i). For the case p < r(b + 1), we have
ds.
Take q ′ such that (b + 1)/p + 1/q ′ = 1/r + 1. By Lemma 3.2, we get
Let χ be an index such that (b + 1)/q + 1/χ = 1. We can use Hölder's inequality to deduce that
For the case of p ≥ r(b + 1), applying Lemma 3.2 again, we can get
The Hölder inequality can be used again to obtain
Applying the Hölder inequality on s, we obtain
where we have used the fact that (q, p, r) is an admissible triplet in the last inequality. Next we prove (ii). For the case p < r(b + 1), using Lemma 3.2, we obtain
Choosing χ such that 1 + 1/q = (1 + b)/q + 1/χ, we apply Young's inequality on the variable t to obtain
For the case p ≥ r(b + 1), we apply Lemma 3.2 again to get
Using Hölder's inequality on the spatial variable, we obtain
The above estimation indicates
.
Notice that (q, p, r) is an admissible triplet, i.e.,
So, we use Young's inequality for the variable t to get
This completes the proof of Theorem 3.5.
We can also establish the following assertion. 
Cq(I;L p ) .
Proof. (i) For the case p < r(b + 1), we use Lemma 3.2 to derive
Next we consider the case p ≥ r(b + 1). Lemma 3.2 implies
and hence Hölder's inequality is used to derive
Finally, we begin to prove (ii). Suppose
For the case p < r(b + 1), we use Lemma 3.2 to obtain
Then a direct computation gives
For the case p ≥ r(b + 1), Lemma 3.2 implies
Similar to (i), taking θ = [p − r(b + 1)]/(p − r), Hölder's inequality can be applied to get
This completes the proof of Theorem 3.6.
Estimation -part B.
This part is designed to give the Strichartz type estimates for solutions to (3.1) whose situation M = R n was investigated in Jiang-Xiao-Yang-Zhai's paper [27] . For (t 0 , x 0 , r) ∈ (0, ∞) × M × (0, ∞), the parabolic ball is defined as
and its volume is denoted by µ(B (α)
r (t 0 , x 0 )), where µ is the product measure of µ and the Lebesgue measure on (0, ∞).
As in [45] , we immediately have Theorem 3.7. Suppose that the heat kernel p t (·, ·) satisfies (A1) and the measure µ satisfies (
Proof. Assume that (q, p, 2) and (q 1 , p 1 , 2) satisfy 1 ≤ p <p ≤ ∞, 1 < q <q < ∞ and 1/q − 1/q + β ⋆ 1/p − 1/p /2α = 1. Via Lemma 3.2, we have, for any s < t,
Then the Hardy-Littlewood-Sobolev inequality implies
Theorem 3.8. The following statements are valid.
(i) Suppose that the heat kernel p t (·, ·) satisfies (A1)-(A3) and the measure µ satisfies (
Suppose that the heat kernel p t (x, y) satisfies (A1) and the measure µ satisfies (1.3). If
then there exists a constant C > 0 such that
dµ(x) dt 1.
(iii) Suppose that the heat kernel p t (·, ·) satisfies (A1)-(A3) and the measure µ satisfies (1.3).
If
is Hölder continuous in the sense that
holds for any two sufficient close points (t 0 , x 0 ), (t,
and {η α t } be a family of non-negative continuous functions on (0, +∞) defined in (2.5) such that for all t > 0
and p s (·, ·) is the kernel of e −sL . Via (A3), we know that K L α,t (·, ·) is continuous with respect to the variable x. One gets that
is also continuous. Meanwhile, for x ∈ M , one gets
Via Lemma 3.2, we know
and hence
By the above facts, we conclude that if (t, x) → (t 0 , x 0 ) then
and hence e −tL α f is continuous on M + .
(ii) Let (t, x) ∈ M + be fixed. Then we have By using the Hölder inequality and the assumption β ⋆ /p + 2α/q = 2α, we get
Denote by M R the Hardy-Littlewood maximal function on R. Similarly, we obtain
Via choosing
, we see
. Then there exists a constant C > 0 such that
which completes the proof of (ii).
(iii) Given a point (t 0 , x 0 ) ∈ M + , let x ∈ M be sufficiently close to x 0 and δ = d(x, x 0 ). Then
We first estimate the term I. By Proposition 2.9, we can see
Applying Hölder's inequality, we obtain
Similarly, for I 2 , we have
which implies
The integral
can be handled similarly. Summarizing the above estimates, we have proved that
To estimate the term II, we utilize (A3) and
. This, plus the Hölder inequality, yields
Furthermore, using the Hölder inequality again, we have
where 1/p + 1/p ′ = 1. A similar method as that of II 1 shows
Thus,
Let (x, t 1 ), (x, t 2 ) ∈ M + . Without loss of generality, we may assume t 1 > t 2 , and write
Via Lemma 3.2, we obtain
Therefore,
which completes the proof of (iii).
L p -capacities in M +
Throughout this section, we always assume that the heat kernel p t (·, ·) satisfies (A4) and the measure µ satisfies (1.3). Since we assume that the metric space M is locally compact, continuous functions with compact support are dense in L p (M) for 1 < p < ∞ (cf. [24, Chapter 3] ). Denote by C 0 (M) and C 0 (M + ) the spaces consisting of continuous functions with compact support on M and M + , respectively. p , we need to find out the adjoint operator of e −tL α . Note that for any f ∈ C 0 (M) and G ∈ C 0 (M + ), one has
For a compact subset
Thus, the adjoint operator, denoted by (e −tL α ) * , is defined as follows. For all (t,
The definition of (e −tL α ) * can be extended to the family of Borel measures ν with compact support in M + . In fact, note that if f is continuous and has a compact support in M and ν 1 stands for the total variation of ν, then a simple calculation with the following estimate (cf. Proposition 2.8)
Hence, using Riesz representation theorem, we conclude that there exists a Borel measureν on M such that
This indicates that (e −tL α ) * ν may be given as
Next, we obtain a dual description of the capacity via the above analysis.
Proof. (i) Since
then we haveC
p (K) for any compact set K ⊂ M + . Moreover, this last inequality is actually an equality -in fact, if 
and henceC
, which shows the desired equality. (ii) According to (i), we may select a sequence
, and (i) implies its equality holds.
Assume that f K is the function in the definition of C (α)
Using (i), we have
and furthermore,
So, combining the Fubini theorem with the Hölder inequality, it can be deduced that
, which completes the proof of (ii).
4.2.
Further nature of L p -capacity. Some fundamental properties of the L p -capacity are stated in the following proposition, which can be easily obtained and see the Euclidean case in [5, Proposition 2].
Proposition 4.2. The following properties are valid.
The following theorem gives the spherical capacity. 
In particularly, if t 0 r 2α 0 , then r
, then, for 1 ≤ p < ∞, there existp andq such that
Consequently, according to Theorem 3.4 (i), we have
This, together with the definition of C (α)
To get the corresponding upper bound of C
, where
we have
Using Proposition 2.9, we have
Hence,
Throughout this section, we always assume that the heat kernel p t (·, ·) satisfies Assumption (A4). Let p ∈ (1, ∞) . Assume that the measure µ satisfies (1.3), then
here and henceforth, dλ p = pλ p−1 dλ.
Proof. We prove this lemma by adopting the method in [1, Theorem 7. 
If ν j stands for the measure obtained in Proposition 4.1 (ii) for E j , then
In what follows, we prove T S by two cases.
Then using the Hölder inequality derives
S,
In a word, we have
The desired strong type inequality holds for 0 ≤ f ∈ C 0 (M).
Remark 5.2. By the above capacitary strong type inequality, it is easy to get the following capacitary weak type inequality 
Denote by L q (M + , ν), 1 ≤ q ≤ ∞, the Lebesgue spaces on M + with respect to the measure ν.
Theorem 5.3. Let 1 < p ≤ q < ∞ and ν ∈ M + (M + ). Assume that the measure µ satisfies (1.3), then the extension e −tL α :
Furthermore, assume that the measure µ satisfies (1.2) and ( ν) is bounded. Then, for a given compact subset K ⊂ M + , we use Proposition 4.1 (ii) and Hölder's inequality with
and consequently,
Via the above estimate, we have
This, upon choosing a function f ∈ L p (M) such that e −tL α f ≥ 1 on a given compact set K ⊂ M + , derives
Conversely, assume that the last condition is true, i.e., the last but one is valid for any compact set K ⊂ M + . Thus, combining Lemma 5.1 with the capacitary strong type inequality leads to
for any f ∈ C 0 (M), and then for f ∈ L p (M) via approximating with C 0 (M)-functions. Next, we verify that under 1 < p < q < ∞ the criterion λ p/q κ(ν; λ) can be replaced by an easily-checked condition ν(B r (t 0 , x 0 ) with t 0 r 2α and (t 0 , x 0 ) ∈ M + , using Proposition 2.9, we have K L α,t (x 0 , x) r −β . This, along with Fubini's theorem,
It follows from Minkowski's inequality that
In general,
This implies that for a later-decided number δ > 0,
Meanwhile, using ν(B r (t 0 , x 0 )) r qβ/p , we have
Furthermore, we obtain
Now, choosing δ = ν(K) p/βq and putting the above estimates together, we find
whence reaching λ p/q κ(ν; λ).
5.3.
The upper sector case 1 < q < p < ∞.
Metric measure space case.
In what follows, we give the first main result of this section.
Theorem 5.4. Let µ satisfy (1.2), 1 < q < p < ∞ and ν ∈ M + (M + ). Then the following two statements are equivalent:
For each integer j, there are a compact set
For the integers i, k with i < k, let
Note that for i ≤ j ≤ k,
. This in turn leads to
This implies
Secondly, we prove that (ii) ⇒ (i). Suppose
Now for each integer j = 0, ±1, ±2, ..., and f ∈ C 0 (M), let
Using integration-by-part, Hölder's inequality and Lemma 5.1, we obtain
Therefore, In what follows, we first recall some basic facts of stratified Lie groups (cf. [13] ). A Lie group G is called stratified if it is nilpotent, connected and simply connected, and its Lie algebra g admits a vector space decomposition
If G is stratified, its Lie algebra admits a family of dilations, namely,
Assume that G is a Lie group with underlying manifold R n for some positive integer n. G inherits dilations from g : if x ∈ G and r > 0, we write
The map x → rx is an automorphism of G. The left (or right) Haar measure on G is simply dx 1 · · · dx n , which is the Haar measure on g. We still denote by µ the Haar measure on G. The inverse of any x ∈ G is simply −x. The group law must have the form
is known as the homogeneous dimension of G. We define a homogeneous norm function | · | on G which is smooth away from 0. Therefore, |rx| = r |x| for all x ∈ G, r > 0, x −1 = |x| for all x ∈ G, and |x| > 0 if x = 0. The homogeneous norm induces a quasi-distance d which is defined by d(x, y) : = x −1 y . Note that µ(B(x, r)) ≃ r Q . Therefore, G is an Ahlfors-David regular space, that is, the index β ⋆ in (1.4) is exactly Q.
Before proving the next main result, we recall the dyadic type partitions on spaces of homogeneous type (cf. [8] ). They are analogues of Euclidean dyadic cubes on the space of homogeneous type.
Let X be a space of homogeneous type equipped with a quasi-metric d c and a doubling measure µ such that the associated balls are open. Let δ be a small positive number. For each k ∈ Z, fix a maximal collection of points z k γ ∈ X satisfying
Of course, by maximality there is the reverse inequality. For each k and each x ∈ X , there exists α such that
Definition 5.5. A tree is a partial ordering ≤ of the set of all ordered pairs (k, γ), which satisfies:
Lemma 13 in [8] implies the existence of the above tree. Fix a tree, and let a 0 ∈ (0, 1) be a small constant. Denote
where B(z l β ′ , a 0 δ l ) = {x ∈ X : d c (x, z l β ′ ) < a 0 δ l }. We conclude from the following theorem due to Christ [8] that Q k γ is exactly an dyadic cube for every k and γ. Proposition 5.6. There exists a collection of open sets {Q k γ ⊆ X , k ∈ Z, γ ∈ I k }, and constants δ ∈ (0, 1), a 0 > 0, η > 0, and
Below we give two technical lemmas which will be used in the sequel. The first is about L pboundedness of the fractional maximal operator of parabolic type on G.
Lemma 5.7. For a nonnegative Radon measure ν on G + , where
be the fractional parabolic maximal function of ν. Then
Part 2. The second task is to prove
and using Proposition 2.9, we obtain The following theorem is the second main result in this section.
Theorem 5.10. Let 1 < q < p < ∞ and ν ∈ M + (G + ). Then the follows are equivalent:
Proof. Firstly, we show that (i) ⇒ (ii). To do so, we first define the α-dyadic cube, which is denoted by Q (α) δ,k,γ , on the stratified Lie group as follows:
It follows from Proposition 5.6 that the family {Q (α) δ,k,γ } is dense in G + . Next, we introduce the following fractional heat Hedberg-Wolff potential generated by D α -the family of all above-defined α-dyadic cubes in G + :
Then we can show that
Indeed, by duality, (i) is equivalent to the following inequality
It is easy to check that Lemma 5.8 is also true with P d αp ν in place of P αp ν and gdν in place of dν. So, one has (e −tL α )
Consequently, (5.6)
Upon setting
one finds that (5.6) is equivalent to δ,k,γ ) and so that g
This in turn implies
and thus via duality, In fact, for a fixed x ∈ G and ρ > 0 with 2 i−1 η ≤ ρ < 2 i η, one has , where i ∈ Z and η > 0 will be determined later. For j ≤ i, let Q (α) δ,j be a cube centered at x with 2 j−1 < δ k ≤ 2 j . Then B (α) 2 j η (t, x) ⊆ Q (α) δ,j for sufficiently small η. Assume not only that E is the set of all points τ ∈ G + enjoying |τ | ρ, but also that there exists Q via letting ρ → ∞ and utilizing the monotone convergence theorem.
Step 2. We prove
Recall that (i) is equivalent to the following inequality
Thus, by Lemma 5.8, it is sufficient to check that P αp ν ∈ L q(p−1)/(p−q) ν (G + ) implies (5.8)
There is no loss of generality in assuming g ≥ 0. Since is the centered Hardy-Littlewood maximal function of g with respect to ν (cf. [10] ). The fact that M ν is bounded on L q ′ ν (G + ) and Hölder's inequality imply , whence reaching (5.8).
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