The filtering problem is addressed by taking into account imprecision in the knowledge about the probabilistic relationships involved. Imprecision is modelled in this paper by a particular closed convex sets of probabilities that is known with the name of density ratio class or constant odds-ratio (COR). The contributions of this paper are the following. First, we will define an optimality criterion based on the squared-loss function for the estimates derived from a general closed convex set of distributions. Second, after revising the properties of the density ratio class in the context of parametric estimation, we will extend these properties to state estimation accounting for system dynamics. Furthermore, for the case in which the nominal density of the COR model is a multivariate Gaussian, we will derive closed-form solutions for the set of optimal estimates and for the credible region. Third, we discuss how to perform Monte Carlo integrations to compute lower and upper expectations from a COR set of densities. Then we will derive a procedure that, employing Monte Carlo sampling techniques, allows to propagate in time both the lower and upper state expectation functionals and, thus, to derive an efficient solution of the filtering problem. Finally, we empirically compare the proposed estimator with the Kalman filter. This shows that our solution is more robust to the presence of modelling errors in the system and that, hence, appears to be a more realistic approach than the Kalman filter in such a case.
Introduction
This paper deals with the problem of estimating the state of a discretetime stochastic dynamical system on the basis of observations. One way of approaching this problem is to assume that the dynamics, the initial condition, and the observations are corrupted by noises with known distributions and then to find the conditional distribution of the state given the past observations. This is the so-called Bayesian state estimation approach.
If the dynamics and observations are linear functions of the state and the noise contributors are assumed to be Gaussian, it is well known that the optimal solution of the Bayesian state estimation problem is the Kalman filter (KF). In the non-linear/non-Gaussian case, an analytic solution of Bayesian state estimation is in general not available in closed form and a numerical or analytical approximation is required. The extended KF is the most known analytical approximation of the Bayesian state estimation problem for non-linear systems. Conversely, among the numerical techniques, the ones used most frequently are based on Monte Carlo sampling methods (see, for instance, [1, 2, 3] ).
A common trait to these techniques is that they assume that the distributions associated with the prior, state transition, and likelihood functions are perfectly known. However, in many practical cases, our information about the system to be modelled may not allow us to characterize these functions with single (precise) distributions. For example, in the Gaussian case, we may only be able to determine an interval that contains the mean of the Gaussian distribution or, in more general cases, we may only be able to state that the distribution of the noise belongs to some set of distributions.
This leads to alternative models of representation of uncertainty based on a set of probability distributions and, thus, to robust filtering. The most explored techniques for robust filtering are H ∞ [4, 5] , H 2 [6] and set-membership estimation [7, 8] . These techniques deal mainly with two kinds of uncertainties: norm-bounded parametric uncertainty and/or bounded uncertainty in the noise statistics or in the noise intensity.
In a recent paper [9] we have proposed a new more general approach to robust filtering that instead focuses attention on the use of closed convex sets of distributions to model the imprecision in the knowledge about the system parameters and probabilistic relationships involved. Norm-bounded parametric uncertainty and/or bounded uncertainty can in fact be seen as special cases of closed convex sets of distributions.
This new approach has been derived in the context of Walley's theory of coherent lower previsions [10] , which is also referred to as Imprecise Probability. 1 In [10] , it is proved that a convex set of probability distributions can be equivalently characterized by the upper (or lower) expectation functional that it generates as the upper (lower) envelope of the expectations obtained from the distributions in such a set. Hence, the imprecision in the system model can equivalently be expressed in terms of lower/upper expectations.
In [9] , by exploiting this equivalence, we have thus derived a solution of the state estimation problem which essentially consists of propagating in time both the lower and upper state expectations over the set of assumed probability distributions. This general solution has a structure that resembles the standard Bayesian solution to state estimation and, in fact, it reduces to it in the case the sets of probability distributions for initial state, measurement equation and state dynamics collapse to single distributions and, thus, the lower and upper expectation functionals coincide (no imprecision).
In [9] we have specialised this solution to the so-called linear-vacuous mixture model, which is a family made of convex combinations of a known nominal distribution (e.g., a Gaussian) with arbitrary distributions [11] .
The objective of this paper is to specialize the work in [9] to another family of closed convex sets of distributions known with the names of density ratio class [12, 13] , interval of measures [14] or constant odds-ratio (COR) model [10, Sec. 2.9.4], which are very useful in robust estimation.
The closed convex set of distributions represented by a COR model has the following form P = {p : (1 − ǫ)p 0 (x) ≤ p(x) ≤ p 0 (x) ∀x} , i.e., it is the set of (unnormalized) probability density functions that are upper bounded by the known nominal density p 0 (e.g., Gaussian) and lower bounded by the scaled version (1 − ǫ)p 0 of the nominal density. 2 Here, ǫ ∈ (0, 1) is called imprecision parameter, since it determines the degree of imprecision. Notice in fact that for ǫ = 0 there is no imprecision, since P includes the single density p 0 . This paper derives the optimal solution (w.r.t. the squared-loss function) to the state estimation problem in the case the uncertainty on initial state, measurement equation and state dynamics are modelled through COR sets of densities. Similarly to what happens in set-membership estimation, it will result that this optimal solution is a set, and in particular a convex set. The contributions of this paper are the following. First, after revising the results in [9] , we will define an optimality criterion based on the squaredloss function for the estimates derived from a general closed convex set of distributions. We will prove that for an estimate to be optimal (undominated under the squared-loss function) it must belong to a closed convex set which is determined by the lower and upper posterior means determined from the closed convex set of distributions. Second, after revising the properties of the COR models [12, 13] in the context of parametric estimation, we will extend these properties to state estimation accounting for system dynamics. Furthermore, for the case in which the nominal density of the COR model is a multivariate Gaussian, we will derive closed-form solutions for the set of optimal estimates and for the credible (i.e., Bayesian confidence) region.
Third, we discuss how to perform Monte Carlo integrations to compute lower and upper expectations from a COR set of densities. It will be shown that for COR models to compute lower and upper expectations no optimization (minimization or maximization) is necessary. Inferences can in fact be drawn by solving integral equations numerically. By exploiting this property, we will derive a procedure that employing Monte Carlo sampling techniques allows to propagate in time both the lower and upper state expectation functionals and, thus, to derive an efficient solution of the filtering problem.
Finally, we empirically compare the proposed COR based estimator with the KF and show that our solution is more robust to modelling errors and that, hence, it outperforms the KF in such a case.
Notation
Upper case letters X, Y are used to denote the variables, lower case letters x, y the values of the variables. Calligraphic upper case letters X , Y denote subsets of R k . E(·) denotes the standard expectation operator, while E(·) and E(·) denote the lower and, respectively, upper expectation operators. Subscript is used to denote the time instant, as in X k . The observation variable at time k is denoted by Y k andỹ k denotes the actual observed value of Y k at time k. δ {ỹ k } denotes a Dirac's delta on the observationỹ k .
Preliminary results
Let us summarize the basic principles of Bayesian filtering. Its goal is the estimation of the state variables of a discrete-time nonlinear system which is "excited" by a sequence of random vectors. It is assumed that nonlinear combinations of the state variables corrupted by noise are observed. We have thus
where t is the time, x t ∈ R n is the state vector at time t, w t ∈ R n is the process noise, y t ∈ R m is the measurement vector, v t ∈ R m is the measurement noise and f (·) and h(·) are known nonlinear functions. Having observed a finite sequenceỹ t = {ỹ 1 , . . . ,ỹ t } of measurements, we may, in general, seek for an estimate of an entire sequence of states x t = {x 0 , . . . , x t }. In the Bayesian framework, all relevant information on x t = {x 0 , . . . , x t } at time t is included in the posterior distribution p(x t |ỹ t ). In general, a Markov assumption is made to model the system, which implies the following independence conditions:
Using these assumptions the probability density function (PDF) over all states can be written simply as:
In many applications, we are interested in estimating p(x t |y t ), one of the marginals of the above PDF. This is the so-called Bayesian filtering problem. We have
From (3) and (4), we see that both p(x t |ỹ t ) and p(x t |ỹ t ) can be obtained recursively. Once p(x t |ỹ t ) has been computed, it is possible to compute the expected value E Xt [g|ỹ t ] w.r.t. p(x t |ỹ t ) for any function g(x t ) of interest.
In the following, we rewrite the solution of the Bayesian filtering problem in a non-recursive form. This form will be useful to extend the Bayesian filtering approach to the case in which uncertainty is modelled through sets of distributions or, equivalently, lower/upper expectations. Therefore, assume that instead of p(x t |ỹ t ) we are interested in computing directly E[g|ỹ t ], i.e., the posterior expectation of some function of interest g of X t given the sequence of observationsỹ t . Theorem 1. Assume that
and that
for all x k and k = 1, . . . , t, where
δ {ỹ i } and δ {ỹ i } is a Dirac's delta on the observationỹ i . Then for any absolutely integrable function g : X t → R, the expected value E[g|ỹ t ] is the unique solution µ of:
Proof: Let us start from the inner part of (6) . Since E Yt [h|x t ] = h(x t , y t )p(y t |x t )dy t for any absolutely integrable function h and given values of x t and y t−1 , in case h = (g − µ)δ {ỹ t } one has
which follows from the assumption that E Yt [δ {ỹt} |x t ] is well defined. Thus, one has:
given x t−1 and y t−1 . By proceeding in this way from time t − 1 to time 1, one gets
given x 0 and at time 0,
Hence, it results that:
By exploiting the additivity (linearity) property of the integrals and by solving the above equation w.r.t. µ, one gets
where the denominator is positive because of (5). The last equality follows straightforwardly from (3) and change of the integration order.
Observe that the Dirac's deltas in (6) are introduced for conditioning the joint on the observed values of Y t , i.e, {ỹ 1 , . . . ,ỹ t }, by exploiting the fact that
. 4 In fact, since all variables Y k are observed, the conditional density p(y k |x k ) must be evaluated at the observed valuẽ y k . This follows from the properties of Bayesian conditioning for probability density functions. Notice that the relation
is a consequence of a limiting procedure; for a more rigorous definition of this limiting procedure we point the reader to [10, Sec. 6.10.4] and to Example 1.
Set of distributions
In many practical problems, the uncertainty cannot be adequately quantified by using a single probability distribution. Consider for instance the model in (1) . The nonlinear functions f and h may be not perfectly known and/or the available information on the noises may be not enough to specify a single probability distribution for w and v. In this context, we say that the probabilistic knowledge is imprecise. A way to probabilistically describe such imprecision is to consider all possible distributions that are compatible with the available information on the system to be modelled. This is the approach followed by Walley in [10] . In [10] , it is proved that a convex set of probability distributions can be equivalently characterized by the lower/upper expectation functional that it generates as the lower/upper envelope of the expectations obtained from the distributions in such a set. Hence, the imprecision in the system model can equivalently be expressed in terms of lower/upper expectations.
Given, for instance, the set of distributions P that describe the imprecision on the probabilistic knowledge of a variable X ∈ X and any function g : X → R, one can define its lower and upper expectations w.r.t. P by
where p X (·) is the PDF (w.r.t. the Lebesgue measure) of X under one of the possible distributions in P, assuming it exists. In other words, the set P can then be characterized by the upper and lower expectations, E X (g) and E X (g), generated as the supremum and infimum of
over the probability measures in P. From (7), it can be verified that E X (g) = −E X (−g) and, thus, E X fully describes P. It can also be verified that E X satisfies the following properties:
for any λ > 0 and bounded scalar functions g 1 (·), g 2 (·). Observe that (C1)-(C3) are the generalization of the axioms of probability to lower expectation functionals. They specify which are the properties that the functional E X has to satisfy to be a so-called coherent lower expectation model. See [10, Ch. 2] for details about the behavioural implications of (C1)-(C3).
Conversely, given a functional E X (g) that satisfies (C1)-(C3), it is possible to define a closed convex set P of probability measures that generates the upper expectation E X (g), for any g(·). This is proved in [10] and establishes a one-to-one correspondence between closed convex sets of probability distributions and lower expectations satisfying (C1)-(C3). A functional E X (g) that satisfies (C1)-(C3) is called Coherent Lower Prevision (CLP) [10] . Observe that the definitions (7) and the properties (C1)-(C3) can straightforwardly be extended to the conditional case, i.e., E X (g 1 |y) ≥ inf X ×{y} g 1 , E X (λg 1 |y) = λE X (g 1 |y) and E X (g 1 + g 2 |y) ≥ E X (g 1 |y) + E X (g 2 |y) for any λ > 0, bounded scalar functions g 1 (·), g 2 (·) : X × Y → R and for any value y of the conditional variable Y .
CLPs are very expressive models and offer a great flexibility to the modeller. They allow to model a state of complete ignorance about the value x of X by using the so-called vacuous model, i.e., E X [g] = inf g and E X [g] = sup g, which corresponds to consider as P the set of all possible distributions. On the other side, they reduce to standard probabilistic models in case P includes only a single distribution and, thus,
All the intermediate degrees of imprecision between the single distribution case and the set of all distributions (complete ignorance) can be addressed by using suitable CLP-based models. In Section 6 we will present a CLP based model that is useful in state estimation. Before doing that, we revise results derived in [9] which allow us to extend the general Bayesian solution of the state estimation problem to the case in which the uncertainty is modelled through sets of distributions or, equivalently, CLPs.
Robust filtering through coherent lower expectations models
In Section 2, we have revised the Bayesian approach to filtering. The aim of Bayesian state estimation is to compute the conditional expectation of some function of interest g of X t given the observationsỹ
Assume that the available information does not allow us to specify a unique probability distribution describing each source of uncertainty in the dynamical system. We can then use sets of probability distributions or, equivalently, CLPs to model the available knowledge. In this and the following sections, we will assume that X k ∈ X k and Y k ∈ Y k for each k, where X k and Y k are convex subsets of R n and, respectively, R m . Consider CLPs for the initial state E X 0 , the system dynamics E X k [·|X and
for any bounded scalar functions h 1 :
and that E
is well defined for each P in the closed convex of probabilities associated to E Y k [·|x k ] and for all x k and k = 1 . . . , t. Then, given the sequence of measurementsỹ t = {ỹ 1 ,ỹ 2 , . . . ,ỹ t }, the posterior CLP E Xt [g|ỹ t ] for any bounded scalar function g : X → R is equal to the unique value µ ∈ R that satisfies the following equation:
where the above joint CLP is given by:
Equation (11) is called Generalized Bayes Rule [10, Ch. 6] . The proof of Theorem 2 can be found in [9, Th. 2].
5 Intuitively, the result follows straightforwardly from (6) by replacing standard expectations with lower expectations. The conditions in (8)- (9) generalize the Markov conditions (2). The condition (10) ensures that the Generalized Bayes Rule is applicable (in other words that that the denominator of Bayes' rule is positive) for any distribution in the closed convex set of distributions associated to E X t ,Y t .
It is worth to point out that to compute E Xt [g|ỹ t ] in the imprecise case, we cannot in general derive a recursive solution as in the Bayesian case. This is a consequence of the fact that CLPs are not additive (property (C3)), see also [9, Sec. 4] . In other words, to compute E Xt [g|ỹ t ] at any time t it is necessary to go through the joint and to find the value of µ which solves (12) . This means that the computational complexity to compute E Xt [g|ỹ t ] increases with time. In [16] , it has been shown that, for discrete state variables, the computational complexity for solving (12) increases only linearly with time. The problem is that the constant of proportionality is quadratic in the number of elements of the possibility space of the state (this number is finite in the discrete case). However, for continuous variables, such number is infinite and, thus, this result cannot be applied (this is not surprising since we know that apart from few cases, the exact solution of the filtering problem, even in the standard Bayesian case, is in general infinite dimensional in the continuous case). An approximation is thus necessary. In this paper, we will show that using a discretization approach similar to the one used in Monte Carlo (MC) sampling methods, it is possible to derive an approximate solution whose complexity increases linearly with time.
Optimality criterion and decision making
In the Bayesian setting, it is well known that the posterior mean of X, i.e.,x = E[X|y], is the value that minimizes the scalar squared error loss function (X − x)
T (X − x), i.e.,
where E X,Y [·] is the joint expectation w.r.t. the variables X, Y . In the case of CLPs, one computes lower and upper posterior expectations of X, i.e., E[X|y] and E [X|y] . Are these values optimal in some sense?
To answer this question, we must specify an optimality criterion for CLPs. In this paper, we will use the maximality criterion proposed by Walley [10, Sec. 3.9.2] . Under maximality, we say that an estimatorx 2 dominates (is preferred to)x 1 under the squared loss if for all densities p X,Y in the convex set P, it holds that
where E p X,Y denotes the expectation w.r.t. the density p X,Y . A necessary and sufficient condition for (13) to be satisfied is that
In the maximality criterion, estimators are compared w.r.t. the same distribution, and thusx 2 is said to dominatex 1 if (13) is satisfied for each distribution in the convex set. This is a straightforward generalization of the Bayesian decision criterion to set of distributions. Theorem 3. A necessary and sufficient condition forx 2 to be undominated under maximality is:
where P is the closed convex set of distributions associated to E X,Y . 6 Furthermore, X * is a convex subset of X . Proof: Condition (14) is satisfied is for all p ∈ P it holds that:
(16) Fixed p the above inequality is satisfied for allx 1 if
where E p [X|y] is the posterior mean computed w.r.t. p ∈ P. This follows from the fact that fixed p the estimate which minimizes the squared loss is the posterior mean. However, the estimatex 2 to dominatex 1 under the criterion (14) must satisfy (16) for each p ∈ P (not only for the density p such that
It is clear that anyx 1 inside X * cannot be dominated. In fact, by considering the p such thatx 1 = E p [X|y], the right hand side of (16) is negative for anyx 2 =x 1 . Thus, a sufficient condition forx 2 to be undominated is thatx 2 ∈ X * .
To prove that the conditionx 2 ∈ X * is also necessary, we must show that given x 1 / ∈ X * there existsx 2 ∈ X * such that (16) holds for any p ∈ P. Consider a given p ∈ P, then
This follows from the property of the quadratic form (·)
T (·). By selectingx 2 to be the euclidean orthogonal projection ofx 1 on X * and by noticing that:
where
, θ is the angle between the vectorŝ x 2 −x 1 andx * −x 2 , which is greater than or equal to π/2 7 since X * is convex (see the last part of the proof for the convexity of X * ). Figure 1 explains the geometry of the above inequality in case X * is a circle. Therefore, it follows that
and, thus, (17) holds for any value of y. Thus, the projection ofx 1 on X * is an estimate that dominatesx 1 for any p ∈ P.
The convexity of X * follows from the fact that P is a closed convex set. In fact consider the convex combination αx a + (1 − α)x b withx a ,x b ∈ X * and α ∈ (0, 1), then
where p a (x|y), p b (x|y) are the densities whose posterior means arex a ,x b . Thus, being (αp a (x|y) 
Constant odds ratio model
Consider a bounded scalar function g on X and define the lower expectation of g, denoted by E(g), as the unique solution µ of
where (g−µ) + = max(g−µ, 0) and (g−µ) − = − min(g−µ, 0) are the positive and, respectively, negative part of g − µ, E 0 (·) is the expectation w.r.t. some nominal probability measure P 0 , and the constant ǫ is a design parameter belonging to (0, 1). The resulting lower expectation is called the constant odds-ratio (COR) model [10, Sec. 2.9.4]. To define (18) , the modeller is therefore required to choose E 0 (·) and to specify the value of ǫ ∈ (0, 1).
What is the set of probability measures associated to (18) ? Assume that E 0 (g) = X g(x)p 0 (x)dx where p 0 (x) is the PDF (w.r.t. the Lebesgue measure) of X under E 0 , assuming it exists. By setting µ = E(g), the expression in (18) can then be rewritten as follows:
or, equivalently, In fact, the lower of the above integral is simply obtained by selecting p(x) = (1 − ǫ)p 0 (x) in the region of the space {x :
. The expression (20) can also be rewritten as:
although the expression (19) is operatively more convenient, since it transforms a minimization (infimum) problem in an equation. From expressions (20) - (21) it follows that the COR model accounts for imprecision in the knowledge of the nominal PDF p 0 and this imprecision can equivalently be represented by the following set of unnormalized densities:
For this reason the COR model is also known with the name of density ratio class [12, 13] and also as interval of measures [14] . Figure 2 shows the bound
Consider the special case g = I {B} , where B ⊆ X and I {B} is the indicator function of B (i.e., I {B} (x) = 1 if x ∈ B and zero otherwise), then from (19) it follows that:
.
(23) The equality P (B) = E(I {B} ) (respectively P (B) = E(I {B} )) follows from the fact that the expectation of an indicator over a measurable subset of X gives the probability of such subset and, thus, E(I {B} ) (E(I {B} )) gives the lower (upper) probability of B. The COR model thus provides a simple formula (23) to compute the lower and upper probability of subsets of X .
Notice also that for B = X one gets correctly E(I {B} ) = E(I {B} ) = 1 and, furthermore, that (23) satisfies all the properties (C1)-(C3) defined in Section 3 when g 1 and g 2 are indicator functions over subsets of X . Therefore, (23) defines a consistent (coherent) lower probability. In case the size of B is small, i.e., P (B) ≈ 0, (23) reduces to
which allows us to give a more direct interpretation of the COR model under the point of view of a modeller. The model (23) can in fact be used to account for the following kind of uncertainty. Assume that we specify a Gaussian density as nominal model p 0 (x) and we use this density to compute a 95% credible (Bayesian confidence) region for the value of the variable X. However, we are not very confident that the probability that the true value of the variable belongs to this set with probability 0.95, but we consider the possibility (e.g., ǫ ∈ (0, 1)) that this probability can be between (1 − ǫ)0.95 and (1 − ǫ) −1 0.95. Furthermore, if we impose the constraints (C1)-(C3), which ensure that the set of probability measures bounded by P (B) and P (B) for each B ⊆ X is consistent, we obtain the bounds (23) that can then be extend to all the bounded scalar functions g to finally obtain (19) . The work in [18] discusses a different elicitation procedure for COR models based on quantiles.
The COR model is of interest in robust filtering, since it allows to model the imprecision by simply specifying bounds on the PDF. Furthermore, these bounds are defined by only two quantities: 1 − ǫ which determines the degree of imprecision and the nominal density p 0 . The set P 0 in (22) can include unimodal (multimodal) densities whose maximum(s) can get farther from zero as the value of ǫ gets larger. Thus, the COR model allows to account for a variety of shapes that are in general critical for robustness in state estimation. An example of bimodal distribution included in the COR model of Figure 2 is shown in Figure 3 . 
Properties of the COR model: updating and prediction
The COR model has several nice properties [13] that we review in the following two subsections.
Assume that P 0 in (22) expresses our prior information on X and consider as likelihood model another COR model defined by the set of densities:
for any value x of X, where p 0 (y|x) is the nominal density that defines the COR model and the constant ǫ m ∈ (0, 1) is the imprecision which, for simplicity, we assume not depending on x. How can we compute the posterior CLP of g : X → R given Y =ỹ? Theorem 4. Consider the COR model in (18) , its associated set of prior densities P 0 in (22) and the COR likelihood model defined by (24). Assume that:
for each x ∈ X , for any positive scalar α and continuous and bounded scalar function h on X × Y. Assume also that E X (p 0 (ỹ|x)) > 0 and that p 0 (ỹ|x) is continuous and bounded for any x ∈ X and given Y =ỹ. The posterior lower prevision of g : X → R given Y =ỹ, denoted by E(g|ỹ), is the unique solution µ of
Proof: By Theorem 2, it follows that E(g|ỹ) is the unique solution µ of
Since (g − µ) is a function of X only, it follows that:
Since E Y (·|X) is a COR model, E Y (δ {ỹ} |X) can be computed as follows:
for each value x of X. Observe that
From (25) with h(x, y) = p(y|x), it then follows that (28) is equivalent to
and, thus,
For the upper, one has
By replacing the lower and upper in (27), one gets
Since E X is COR model, (26) follows straightforwardly from the definition (19) dividing by X p 0 (x)p 0 (ỹ|x)dx, which is positive because of the assumption E(p 0 (ỹ|x)) > 0.
Theorem 4 shows that, after observing Y =ỹ and in the case ǫ m = 0, the set of priors P 0 is updated to a model of the same form:
but with p 1 (x|ỹ) = p 0 (ỹ|x)p 0 (x)/ p 0 (ỹ|x)p 0 (x)dx (the case ǫ m = 0 was proved in [13] ). Therefore, we must only update the nominal density from p 0 (x) to p 1 (x|ỹ) in order to obtain the updated COR model after observing Y =ỹ. In case ǫ m > 0, the posterior model is again a COR model but in which the lower bound for the densities now is scaled by (1 − ǫ)(1 − ǫ m ) 2 . One could wonder if the assumption (25) is too restrictive. The following example shows that for instance in case the "nascent" delta function (i.e., the limiting sequence of densities that generates the Dirac's delta) is a Gaussian pulse, then (25) holds. Example 1. Consider the following integral
For σ < α √ 2π, the inequality
is satisfied for any
By using the above bounds as integration limits, one gets
For σ suitably small and assuming that h(y) is continuous and bounded around zero [15, Ch. 1], one has:
By a change of variables, z = y/σ, one gets
By noticing that − ln(σ) → ∞ for σ → 0 and that −σ ln(σ) → 0 for σ → 0, the first integral tends to 1 while the second integral to zero. Thus the above limit is equal to h(0). The following theorem shows that, conversely, the prediction step does not preserve the structure of the COR model. Theorem 5. Consider the following unconditional and conditional COR models inf
and
where g : X 0 → R, g ′ : X 1 → R and ǫ 0 , ǫ 1 ∈ (0, 1). The lower prevision
Proof: Rewrite (32) as follows
replace g in (31) with E X 1 (g ′ |X 0 ) to obtain
which is equivalent to (33).
The case in which ǫ 1 = 0 has been proved in [19, Ch. 4] . It can be observed that, because of the term 1/ ( X 1 p(x 1 |x 0 )dx 1 ), (33) is not a COR model. However, this term is essential to prevent that the imprecision grows in time.
On the other hand, since (33) has not the structure of a COR model, it implies that no recursive solution is available for the COR model.
Vector-valued and unbounded functions
In the above section we have defined properties of the COR model by considering the expectations of scalar bounded functions g. In the filtering problem, we are even interested to compute the lower (upper) expectation of g = X, which is unbounded and a vector in the multivariate case (n > 1). This means to solve a minimization (maximization) with a multiobjective unbounded cost function. In order to extend the previous results to vector-valued unbounded functions g, the idea is first to transform g to an unbounded scalar function by multiplying its components for a weighting vector, e.g., v T x where v ∈ R n and then to truncate it in a bounded region of B ⊂ R n , i.e., v T xI {B} (x). In the bi-dimensional case, one can for instance consider v = [cos(θ), sin(θ)] for θ ∈ [0, 2π). Fixed a direction θ, we can then determine the minimum r m (θ) and maximum r M (θ) (depending on θ) of r = v T xI {B} (x):
Let E p be the expectation w.r.t. a generic density p in the COR set, from the above constraints, since
By taking the limit of the truncation so that B = R n and, thus, I {B} = 1, the above equalities (the case in which ≤ and ≥ are strict) define the two tangent planes to X * (defined in (15)) orthogonal to direction determined by v and, thus, the inequalities determine a bounded region of R n that include all the points of X * . By varying θ ∈ [0, 2π) and, thus, changing the direction, we can obtain an outer approximation of X * .
Properties of the COR model in the Gaussian case
In this section, we discuss some properties of the COR model in the case the nominal model is a Gaussian density. Theorem 6. Given the COR model defined by
the set of posterior means X * defined in (15) is the following ellipsoid:
γ denotes the solution of
where φ(·) and Φ(·) are respectively the standard Gaussian density and the standard cumulate distribution function. The lower and upper probability of measurable subsets of B ⊆ X are given by:
(41)
The minimum volume ellipsoid that has lower probability 1 − α of including the true value of X has the following shape:
where the scaling factor ρ(α) > 0 ensures that the probability of x to be in ξ is at least 1 − α. Proof: Consider the eigenvalue-eigenvector decomposition P 0 = V Λ −1 V T with |V | = 1 and V V T = I, where I is the identity matrix, and define z =
2 V z) ≤ 1 do not depend on z , the value at which q(·) is computed does not matter: we can thus replace q(Λ 1 2 V z) with q(z). Assume for the moment that X = R 2 . Consider then the first component of z − µ o , i.e., the scalar z 1 − µ o1 , and assume we want to maximize it. Select then
where q(z 1 , z 2 ) has to satisfy 1 − ǫ ≤ q(z 1 , z 2 ) ≤ 1. Thus, consider
(44) Observe that to maximize the above integral, one should maximize the integral q(z 2 |z 1 )N (z 2 ; z 02 , 1) for the values z 1 such that z 1 −µ o1 ≥ 0 and to minimize it for the values z 1 such that z 1 − µ o1 < 0. This means to select q(z 2 |z 1 ) = 1 in the first case, and q(z 2 |z 1 ) = 1 − ǫ in the second case. However, in the second case q(z 2 |z 1 ) cannot be equal to 1 − ǫ otherwise 1 − ǫ ≤ q(z 1 , z 2 ) ≤ 1 is not satisfied. In other words, q(z 2 |z 1 ) = q(z 2 ) = 1 in both cases. This gives the maximum of E[Z 1 ], since in this case q(z 2 |z 1 )N (z 2 ; z 02 , 1)dz 2 = 1 and, thus, the joint COR model reduces to the single variable COR model of the variable Z 1 . Thus, for any other value of q(z 2 |z 1 ) the upper expectation E[Z 1 ] cannot be greater than the upper expectation computed for the case q(z 2 |z 1 ) = 1. The value µ o1 which solves the above equation in the case q(z 2 |z 1 ) = 1 can be computed by:
which gives the maximum of µ o1 . The above equation can be rewritten as:
where u = z 1 − z 01 (change of variable) and γ = µ o1 − z 01 . Hence, it follows that
. Letγ be the value that solves the above expression, then from γ = µ o1 − z 01 it follows that
For q(z 2 |z 1 ) = q(z 2 ) = 1 the last equality in (43) for z 2 becomes
and it is satisfied if µ o2 = z 02 . Therefore E(Z 1 ) = z 01 +γ and E(Z 2 ) = z 02 . The lower for E(Z 1 ) can be determined in a similar way E(Z 1 ) = z 01 −γ and E(Z 2 ) = z 02 . By changing the roles of Z 1 and Z 2 one gets E(Z 1 ) = z 01 and E(Z 2 ) = z 02 + γ and, respectively, E(Z 1 ) = z 01 and E(Z 2 ) = z 02 −γ. Considering the transformation µ = Λ The case with more than two dimensions can be treated in a similar way by rewriting q(z 1 , z 2 , . . . , z n ) = q(z 2 , . . . , z n |z 1 )q(z 1 ) and proceeding as before.
Equations (41) hold for any COR model; they follow from (23). The last part of the theorem, i.e., (42), follows from the fact that for ǫ = 0, given α there exists ρ(α), such that the ellipsoid (42) is the minimum volume region that has probability α of including the true value of X (this holds since the nominal density is Gaussian). Let us call this ellipsoid ξ 1 . For ǫ > 0, the minimum volume ellipsoid in (42) has to include ξ 1 . The fact that it has the same eigenvector-eigenvalue decomposition of ξ 1 follows by the fact that the level curves of the lower and upper density in P 0 are given by (42) as in the part of the proof that has proved (39). Notice that, since V is an orthonormal matrix (det(V ) = −1), it corresponds to a rotation (60 degrees in the figure) in R 2 . Table 1 reports the values of ρ(α) that ensures the ellipsoid (42), in the standard bivariate case, i.e., x T x ≤ ρ(α), to include the true value of X with lower probability equal to • Although the ellipsoid X * has the same shape of a confidence set, it has a different meaning. It represents the uncertainty on the value of the mean E(X) due to the fact that our knowledge on X is imprecise, and, thus, represented through a set of distributions. In the case ǫ = 0 (no imprecision), this set reduce to a single point, that is the mean of the Gaussian nominal density.
• Conversely, the ellipsoid (42) is a confidence ellipsoid. It represents the region of the space that has at least probability 1 − α of including the true value of X. In absence of imprecision ǫ = 0 it reduces to the confidence ellipsoid of the nominal Gaussian density.
The next corollary specializes Theorem 4 to the case in which the nominal density in the COR model is a Gaussian. Corollary 1. Assume that
and that the likelihood model is also COR:
Having observed Y =ỹ, the set of posteriors that determines the COR model is
Proof: This follows from Theorem 4 and properties of the Gaussian density.
From the expression (48), one could wonder what happens increasing of the number of observations. If n further observations of x are available, the posterior COR model becomes:
n and P
Notice that the imprecision grows as (1 − ǫ m ) 2n , while the variance of the Gaussian decreases as 1/ √ n. Figure 6 plots the value ofγ/ √ n for ǫ m ∈ {0.9, 0.8, 0.7, 0.6} as a function of n. It can be noticed that the volume of X * decreases with n. This is important because it means that the decrease of the variance is stronger than the increase of the imprecision. In other words, the uncertainty on the value of X, i.e., the volume of X * , is going to decrease at the accumulation of the evidence. 
Finally, consider Theorem 5 in case
(50) From Theorem 5, it follows that prediction does not preserve the structure of the COR model either in the Gaussian case. This means that the results derived in Theorem 6 cannot be extended to the predictive model (50) and, thus, applied to the filtering problem. However, since the only informative part in the COR model (50) is represented by the joint density N (x 1 ; Ax 0 , Q)N (x 0 ;x 0 , P 0 ), our conjecture is that the set of posterior means X * and the confidence ellipsoid has the same shape as in Theorem 6, i.e., their directions are determined by the covariance matrix. This conjecture, that we intend to prove in future work, is confirmed by numerical simulations as it will be shown in Section 7.1.
The fact that the prediction does not preserve the structure of the COR model means also that a recursive solution for the filtering problem does not exist in the case COR sets are employed to model the state dynamics and the measurement equation.
There are thus two avenues that we can follow. The first is to outerapproximate the predictions drawn with (50) with the predictions obtained from an approximating COR model in order to keep a recursive structure of the filter. For this purpose, we can consider the COR model whose set of means includes that of (50) or, whose (1 − α)% ellipsoid includes that of (50) (the previous conjecture can be very useful for this purpose). By imposing these inclusion constraints one can derive the quantities that define a COR model, the mean and the variance of the Gaussian nominal density and the imprecision factor ǫ.
The second possibility that we will follow in this paper is to solve the filtering problem by using the general approach presented in Theorem 2. In other words, we abandon the idea of solving the filtering problem recursively and, at each time step, we compute the lower posterior expectation directly from the joint model (12) . However, in order to compute (12), we need to evaluate integrals numerically.
Monte Carlo integration
In robust filtering with sets of distributions, the goal is to compute lower and upper expectations of a scalar function g (we will discuss the vectorial case in the next section). Consider for instance (50), how can one find
The following algorithm describes the steps necessary to compute numerically E X 0 (E X 1 (g ′ |x 0 )).
1. Set the sample sizes n 0 , n 1 and the scaling factors
0 , β 2 Q) for j i = 1, . . . , n 1 and i = 1, . . . , n 0 . 4. Fix i and set a numerical value for µ
0 ) and for each j i = 1, . . . , n 1 evaluate the sign of g ′ (x 
Repeat steps 4-5 to findμ
(i) , the root of the above equation, for each i = 1, . . . , n 0 . 7. For each i = 1, . . . , n 0 , define g(x 
8. By applying a bisection solve w.r.t. µ:
9. Increase n 0 , n 1 and/or the scaling factors β 1 , β 2 > 1 and repeat the previous steps up to the moment the value ofμ converges (its variations are below the prescribed level of accuracy).
The final solutionμ gives E X 0 (E X 1 (g ′ |x 0 )). To compute the upper expectation one can exploit the fact that
). Notice that the factors β 1 , β 2 > 1 are used to increase the variance of the sampling distributions in order to speed up the convergence rate for fixed values of n 0 , n 1 (in fact as it has been shown in Table 1 , at the increasing of ǫ the mass of the COR models spreads in space). The procedure described in the previous algorithm can be generalized to any other case we can meet working with COR models.
Implementation of the COR filter in the linear Gaussian case
The problem in the COR models based filtering is that no recursive solution exists. Hence, to compute the lower and upper posterior expectations, one has to go through the joint model at each time steps (as described in Theorem 2). Unfortunately, for the latter approach, one should notice that Theorem 2 in case of continuous state variables gives only a theoretical solution of the filtering problem (an infinite dimensional solution). A discretization (approximation) of the state is thus necessary for practical implementations. As in the Bayesian case, one could discretize the state just in the regions of the space which have higher probability of including the true state (this is the approach followed in Monte Carlo methods). However, since no recursive solution is available for COR models, we cannot determine such regions recursively (for instance by using the sequential importance resampling algorithm, see for instance [20] ). In other words, the solution of the filtering problem requires to sample a joint model, whose number of states increases in time.
In the following, we describe a method to perform such sampling locally and efficiently by exploiting the observability of the dynamical system.
Consider the following three COR models for initial state, state dynamics and measurement equations:
(51) Observe that for ǫ 0 = ǫ m = ǫ s = 0 (no imprecision) we will be back to the KF case. We assume that
• the imprecision parameters ǫ and the matrices A, C, P 0 , Q, R are timeinvariant;
11
• the pair of matrices (A, C) is observable being ν the observability index.
12
The observability of the pair (A, C) implies that the value of any state x k can be estimated from the system outputs y k that have been observed through the time interval (k, k + ν]. In other words, ν observations are necessary and sufficient to determine an estimate of the components of the state x k . Assume for the moment that there is not imprecision ǫ 0 = ǫ m = ǫ s = 0 and that the goal is to compute E Xt [g|ỹ t ] directly (non recursively) from the joint E X t ,Y t . To achieve this goal we exploit the observability of the pair (A, C) to sample locally from the joint E X t ,Y t . In particular, we split the time interval [0, t] in ⌊t/ν⌋ (⌊·⌋ denotes the floor function) observable parts, so that the states x k can be estimated from the observations in the interval (k, k + ν] for any k = 0, . . . , t. In this way, each ν time instants we can sample the state x k and then propagate these samples up to the next observable state at time k + ν and so on. This means that we decompose the joint E X t ,Y t [(g − µ)δ {ỹ t } ] in (3) as follows:
11 The extension to the time-variant case is straightforward. 12 The observability index is the smallest integer ν such that the matrix [C, CA, . . . , CA ν−1 ] T has rank n.
where X t−ν+2:t denotes the sequence of states from time t − ν + 2 to time t (similar for Y ) and where ν is the observability index. In other words, we have decomposed the joint in ⌊t/ν⌋ conditional and observable parts, i.e., each part includes the minimum number of observations to estimate all the components of the state. Now consider the inner conditional joint E X t−ν+2:t ,Y t−ν+1:t [(g − µ)δ {ỹ t } |x t−ν+1 ] for X t−ν+1 = x t−ν+1 and g : X t → R, which is equal to
(53) Define R t = R, C t = C, z t =ỹ t and apply the matrix inversion lemma to obtain:
by applying again (54) to N (x t−1 ; Ax t−2 , Q)N (z t−1 ; C t−1 x t−1 , R t−1 ) one gets:
,
By proceeding recursively up to time t − ν + 1, one finally gets that (53) is equivalent to:
y t−µ+2 . . .
(55) Observe that the matrix C t−µ+1 in N (z t−µ+1 ; C t−µ+1 x t−ν+1 , R t−µ+1 ) has rank equal to n (it is the observability matrix) and thus C T t−µ+1 C t−µ+1 is invertible. Hence, from the relationship z t−µ+1 = C t−µ+1 x t−µ+1 + v t−µ+1 with v t−µ+1 ∼ N (0, R t−µ+1 ) we can derive that
Since z t−µ+1 is known (vector of observations), we can use this relationship to sample values of x t−µ+1 by generating samples of the Gaussian noise v t−µ+1 . Then, we discretize f (x t−ν+1 , µ) starting from the sample values obtained from (56). Thus, we repeat the same procedure for the remaining observable parts of the joint from time 0 to time t − ν + 1 (the last sampling step will be based on the prior N (x 0 ;x 0 , P 0 )). Once we have discretized the integrals using the generated samples, the last step consists only to find the unique value of µ which solves E X t ,Y t [(g − µ)δ {ỹ t } ] = 0. This value can be easily found by using the bisection method. In case ǫ 0 , ǫ m , ǫ s > 0 (imprecision), the same sampling strategy described above can be applied to the nominal joint density (that is still Gaussian). Consider for instance the case t = 3 and ν = 2, then from the results in Section 6.3 one has that (12) is equal to:
(57) Since N (ỹ i ; Cx i , R) > 0 and it does not depend on the q, we can take it out from the inf and, thus, apply the transformation described previously to obtain:
∼ N (x 0 ;x 0 , P 0 ) and we use these samples to generate samples of x 1 , i.e., x
. At time t = 2, we stop this nested sampling procedure and we generate samples of x 2 directly from x (κ) 2 ∼ N (ỹ 2 ; Cx 2 , R)N (ỹ 3 ; CAx 2 , V 3 ) exploiting the relationship (56). Then, we generate samples
3 , W 3 ). Finally, we can apply a procedure similar to the one described in the steps 3-7 in Section 6.4 to compute the quantity of interestμ = E(g|ŷ n ). As described in Section 6.4, the imprecision can be taken into account by increasing the covariances β 1 Q, β 2 R, β 3 P 0 with β i > 1 and, thus, by spreading the samples. We can use the knowledge of the credible ellipsoid in (42) to determine the scaling factor for the covariances of each COR model for initial state, dynamics and measurement equation.
Therefore, we exploit the observability index to do a sort of resampling after each ν time steps and to break down the increasing of the numbers of samples that we would have by applying a nested MC sampling from time 0 to time t. In this way, the computational complexity increases only linearly in time.
Numerical example
For the linear Gaussian case case discussed in the previous section, we have performed numerical (Monte Carlo) simulations in order to show the performance of the COR filter and to compare this performance with other known approaches to state estimation. The true trajectory of the state and measurements are generated by the following dynamical system:
where w t ∼ p(w), x 0 =x 0 withx 0 ∼ N(0, P 0 ), v t ∼ N(0, R),
where two kinds of densities p T (w) will be considered for p(w) as shown in Figure 7 . The first density (case 1) is asymmetric w.r.t. the origin with positive mean 0.9 and variance equal to 1.1. This means that there is a nondeterministic bias in the relationship x k+1 = Ax k + w k . The second density (case 2) has zero mean and variance 2.6. Thus, the variance is greater than the one of the nominal Gaussian density (i.e., Q). We call (59) in the case 1 or 2 the true system. We assume that the modeller does not know the true system. In particular, we consider the case in which the modeller does not know p T (w) but he can specify a bound for it in the form of a COR set of densities: 13 Notice that the COR model does not require p T (w) to be stationary (time invariant). with ǫ s = 0.9, see Figure 8 . Since x k+1 = Ax k + w k by a change of variables, it follows that
which gives the COR set bounds for p(x k+1 |x k ) for any k = 1, . . . , t.
The modeller does not know the true density p T (w k ) but he knows that it belongs to the set P W . He can thus use the procedure described in Section 7 to compute lower E(g|ỹ t ) and upper E(g|ỹ t ) bounds for the posterior expectation E(g|ỹ t ) of any function of interest g of X k at each instant k = 1, . . . , t. In particular, he can compute the posterior set X * (the set of estimates that are not dominated under the squared-loss) using the procedure described in Section 6.2 and the minimum volume ellipsoid that has lower probability 0.95 of including the true value of X k (robust credible ellipsoid).
Observe that the results of Theorem 6, which provides the analytical expression for X * and the credible ellipsoid, hold only for a COR model. Since prediction does not preserve the structure of the COR model, we cannot use this result for the posterior E(g|ỹ t ). For this reason, we compute the posterior set X * and the credible ellipsoid numerically. For the former, we employ the procedure described in Section 6.2 with θ = {0, π/4, π/2, . . . , 7/4π}. For the latter, we fix the centre and the directions of the ellipsoid as in the Kalman filter based on the nominal Gaussian system and then we determine numerically the minimum value of the scaling factor ρ(α), as in (42), which ensures that the ellipsoid includes a probability of at least 0.95.
The performance of the COR based filter are compared with respect to the following approaches:
1. the optimal posterior mean and 95% confidence ellipsoid that can be obtained by applying particle filter estimation (800 particles) to the true unknown system; 2. the posterior mean and 95% confidence ellipsoid obtained with a KF based on the nominal density N (w k ; 0, Q).
The first approach, that gives the optimal MMSE (minimum mean squared error) estimate E * (X t |ỹ t ), is reported as term of comparison but it is not attainable in practice since the modeller does not know p T (w). The second approach is in general suboptimal. KF gives the optimal MMSE estimate only in the case ǫ s = 0 while, for ǫ s > 0, it provides the best linear MMSE estimator in the case E[W k ] = 0 and E[W k W 7.1.1. Case 1 Figure 9 shows the outer-approximation of the set X * computed for all 12 instants of the trajectory in a single Monte Carlo run. It can be noticed that in all the time steps X * includes always the KF estimate and the optimal Bayesian estimate. Since p T (w) is included in the COR set assumed by the modeller, from the theoretical derivations of the previous sections it follows that the optimal MMSE estimate E * (X t |ỹ t ) should be always belong to X * and, furthermore, X * is the minimum volume region that always includes E * (X t |ỹ t ). The fact that also the KF is contained in X * follows from the consideration that also the nominal Gaussian density is included in the COR set.
It should also be noticed that the true value of the state is not always in X * . This is correct, since X * is not a credible region. It represents the set that include all undominated estimators under the squared loss. In the case ǫ s = 0 (no imprecision), this set reduce to a single point, the KF posterior estimate. Thus, by providing X * , the modeller reports the set of the optimal estimators under the squared loss.
In Table 2 we show the MSE for the KF and the optimal Bayesian estimator averaged over the whole trajectory and all 100 Monte Carlo runs. Then we have reported the average number of times the KF and the optimal Bayesian estimates are included in X * . It can be noticed the inclusion Table 3 : True coverage probability of the theoretical 95% credible ellipsoid.
percentage almost coincides with the theoretical value 100%; the difference is due to numerical problems.
Case 2
In this case we have computed the coverage probability of the 95% credible ellipsoid. Table 3 shows this result. It can be noticed that the KF ellipsoid is not calibrated. It includes the true state with a probability of only 0.9, which is less than the expected 0.95. This means that the credible ellipsoid of KF is too small. The KF is in fact using a covariance matrix Q that underestimates the variance of the noise. Conversely, the COR ellipsoid includes the true value of the state with probability of 0.965. This value is (slightly) more than 0.95, which means that the credible ellipsoid of the COR filter is larger than the optimal one. This can be due to the fact that the density p T (w), for case 2, is probably not the most critical one in the COR set and also to the approximation used to compute the ellipsoid for the COR model.
Conclusions
In this paper, we have proposed an extension of the classical filtering problem that allows to model imprecision in our knowledge about initial state, system dynamics and measurement equation modelled by means of a closed convex set of probability measures known with the name of density ratio class. We have shown that this class allows to draw robust and tractable The figure reports the true value of the state (red diamond), the optimal Bayesian estimate obtained with a particle filter that knows the true density of the noise w k (red star), the KF estimate based on the nominal density (black circle) and the set of the posterior means X * (blue).
inferences. This is due, in part, to the fact that our algorithm does not need to compute optimizations: the solution method relies on Monte Carlo alone, and hence its complexity is comparable to that of precise-probability approaches.
We have also shown, in a practical case, that our extension outperforms the Kalman filter when modelling errors are present in the system. With respect to future prospects, we can devise at least two lines of investigation. The first might be concerned with deepening the comparison with the classical results. The second might focus on the extension to nonlinear systems.
