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Abstract: We prove a global asymptotic stability result for maps coming from
n-th order difference equation and satisfying a Markus–Yamabe type condition. We
also show that this result is sharp.
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1. Introduction and main results
Let F : Rn−→ Rn be a C1 map and consider the discrete dynamical
system
(1) xk+1 = F (xk).
LaSalle in [13] gave some possible generalizations of the sufficient con-
ditions for Global Asymptotic Stability (GAS) of system (1) for n = 1.
To state some of these conditions we first introduce some notations.
Let A = (aij) be an n× n matrix. We denote by σ(A) the spectrum
of A, i.e., the set of all the eigenvalues of A and by ρ(A) its spectral
radius, ρ(A) = max{λ∈σ(A)} |λ|. If A is real valued, then we write |A| =
(|aij |). Finally, we denote by DF (x) = (Dj(Fi)(x)) the Jacobian matrix
of F at x = (x1, x2, . . . , xn) ∈ Rn.
The LaSalle’s conditions dealing with DF are:
(I) For all x ∈ Rn, ρ(DF (x)) < 1.
(II) For all x ∈ Rn, ρ(|DF (x)|) < 1.
The other LaSalle’s conditions are related with writing F (x) = B(x)x
for an n × n matrix B(x) and then imposing some hypotheses on the
eigenvalues of B(x). They are studied in [5, 7], see also Section 6.
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Conditions (I) and (II) are also known as Markus–Yamabe type con-
ditions because they are similar to the condition σ(DF (x)) ⊂ {z ∈ C :
Re(z) < 0} proposed for ordinary differential equations, see [3, 11] and
the references therein. In [4] it is proved that condition (I) implies GAS
for planar polynomial maps and that there are planar rational maps sat-
isfying it having other periodic points. Later, other conditions have been
added to condition (I), like the one of having the infinite as a repeller,
for trying to obtain GAS. Nevertheless, assuming also these additional
conditions it turns out that it is possible to obtain dynamical systems
for which the origin is not GAS, see [2]. In [3, 6] there are examples
of polynomial maps defined in Rn, n ≥ 3, satisfying the condition and
having unbounded orbits. On the other hand, in [4] it is proved that,
when F is polynomial, condition (II) implies GAS.
It is well known that for any real matrix A, ρ(A) ≤ ρ(|A|), see [5, 10].
Therefore condition (II) is more restrictive than condition (I).
In this paper we will concentrate on the problem of GAS for maps of
the form
(2) F (x1, . . . , xn) = (x2, . . . , xn, f(x1, . . . , xn)),
satisfying conditions (I) or (II). Notice that general difference equations
of order n,
xm+n+1 = f(xm+1, xm+2, . . . , xm+n),
can be studied through dynamical systems generated by maps of the
above form.
It is already known that even for n = 2, condition (I) does not imply
GAS of the fixed point for maps of the form (2). The counterexample
presented in [7], based on a family introduced in [1], is given by the map
(3) F (x1, x2) =
(
x2, 2e
−x22 − bx1
)
.
For b ∈ (2/e, 1) it has a unique fixed point and satisfies condition (I).
Nevertheless, for b . 1 it is not GAS because, for instance, it has some
periodic points of period three. In fact its behavior is very complicated
because it can be seen as a perturbed twist (notice that the case b = 1
corresponds to a twist map that preserves area). Following similar ideas,
in Proposition 7 we give a simple planar rational map of the form (2),
satisfying condition (I) for which the fixed point is not GAS.
The main contribution of this paper is the following global asymptotic
stability result for difference equations satisfying condition (II). Notice
that the first part of the theorem also provides a more computable cri-
terion to check whether this condition is satisfied.
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Theorem 1. Let F : Rn −→ Rn be given by (2),
F (x1, . . . , xn) = (x2, . . . , xn, f(x1, . . . , xn))
with f : Rn −→ R being a C1-function. Then the following two conditions
are equivalent:
(H1) F satisfies condition (II), that is, for all x ∈ Rn, ρ(|DF (x)|) < 1.
(H2) For all x ∈ Rn,
(4)
n∑
i=1
|Di(f)(x)| < 1.
Moreover, if they are satisfied and F has a fixed point, then it is globally
asymptotically stable.
The above result extends a known criterion of GAS for linear differ-
ence equations, see [9, 12, 15]. Condition (4), but only at the fixed
point, already appears in [16] to obtain a result of local asymptotic
stability.
Theorem 1 is sharp in the following senses:
• The hypothesis of having a fixed point can not be removed, see
Lemma 5.
• If hypothesis (H1) is changed by ρ(|DF (x)|) < K < 1, or hypoth-
esis (H2) by
∑n
i=1 |Di(f)(x)| < K < 1, then the condition on F of
having a fixed point can be removed, see Theorem 6.
• Taking the map F linear, with f(x1, . . . , xn) =
∑n
i=1 aixi, ai ≥ 0,
it is easy to see that if either ρ(|DF (x)|) ≥ 1, or equivalently∑n
i=1 |Di(f)(x)| ≥ 1, then the origin is no more GAS. See also [17].
The paper is structured as follows. In Section 2 we present some
preliminary results about the localization of the roots of a certain class
of polynomials. Section 3 is devoted to the proof of Theorem 1 and the
optimality of its hypotheses. Finally in Section 4 we give a rational map
of the form (2) that satisfies condition (I) and has a fixed point which is
not GAS.
2. Preliminary results
The conditions that characterize whether a polynomial P (λ) = λn +∑n−1
i=0 aiλ
i has all its roots inside the unit disc are also known as Jury’s
conditions and are extensively studied and developed, see for instance [8,
14] and the references therein. Next results can be seen as a simple
and self-contained proof of the Jury’s conditions for a particular class
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of polynomials. In fact, next lemma can also be proved applying the
Perron–Frobenius Theorem (see [10]) to the matrix
AP :=

0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 0 0 · · · 0 1
−a0 −a1 −a2 · · · −an−2 −an−1

,
because under the hypothesis of the lemma, it is non-negative and its
characteristic polynomial is (−1)n(λn+∑n−1i=0 aiλi) = (−1)nP (λ). From
now on we will denote by
ρ(P ) := max{|λ| : P (λ) = 0}.
Notice that ρ(AP ) = ρ(P ).
Lemma 2. Let P (λ) = λn +
∑n−1
i=0 aiλ
i be a polynomial with ai ≤ 0 for
all i and
∑n−1
i=0 ai 6= 0. Then P has a unique positive real root, α and
ρ(P ) = α.
Proof: Applying Descartes rule, clearly P has a unique positive root,
say α. Let β be a root of P and suppose to arrive to a contradiction that
|β| > α. Since 1 = ∑n−1i=0 |ai|βi−n, we obtain that
1 ≤
n−1∑
i=0
|ai||β|i−n <
n−1∑
i=0
|ai|αi−n = 1,
which gives the desired contradiction. Therefore ρ(P ) = α.
The above lemma extends some results of [17] referred to the case∑n−1
i=0 ai = 1.
Remark 3. Let P (λ) = λn +
∑n−1
i=0 aiλ
i be a polynomial with ai ≤ 0
for all i. By Lemma 2, when
∑n−1
i=0 ai 6= 0, or directly otherwise, the
following holds: given any K > 0, ρ(P ) < K if and only if P (K) > 0.
Precisely, P (1) > 0 is the first Jury’s condition, that for this class of
polynomials suffices to characterize whether ρ(P ) < 1.
Next result relates ρ(P ) and
∑n−1
i=0 |ai|. For a, b ∈ R we denote by 〈a, b〉
the closed interval with endpoints a and b.
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Proposition 4. Let P (λ) = λn+
∑n−1
i=0 aiλ
i be a polynomial with ai ≤ 0
for all i. Then:
(i) If ρ(P ) = K < 1, then
∑n−1
i=0 |ai| ≤ K.
(ii) If
∑n−1
i=0 |ai| = K, then ρ(P ) ∈ 〈K, n
√
K〉.
Proof: If all ai = 0, the result is trivial because this condition is equiv-
alent to ρ(P ) = 0. So we assume that
∑n−1
i=0 ai 6= 0.
(i) From Lemma 2 we know that P (K) = 0, that is, Kn =
∑n−1
i=0 |ai|Ki.
Dividing this equality by Kn−1 we obtain that
K =
n−1∑
i=0
|ai|Ki−n+1 ≥
n−1∑
i=0
|ai|,
as we wanted to show.
(ii) If K = 1 the result follows directly. If K < 1,
P (
n
√
K) = K −
n−1∑
i=0
|ai|K in ≥ K −
n−1∑
i=0
|ai| = 0,
P (K)
Kn−1
= K − |an−1| −
n−2∑
i=0
|ai|Ki−n+1 ≤ K − |an−1| −
n−2∑
i=0
|ai| = 0,
and the result is a consequence of Lemma 2. When K > 1 we use the
same steps to obtain reversed inequalities.
3. Results about condition (II)
Proof of Theorem 1: First we will prove that (H1) and (H2) are equiv-
alent. The characteristic polynomial of |DF (x)| is
(−1)n
(
λn −
n∑
i=1
|Di(f)(x)|λi−1
)
:= (−1)nPx(λ).
From Remark 3, ρ(|DF (x)|) = ρ(Px) < 1 if and only if Px(1) > 0, which
is equivalent to
∑n
i=1 |Di(f)(x)| < 1 for all x ∈ Rn, as we wanted to see.
To prove the second part of the theorem, note that if p is a fixed
point necessarily p = (p, . . . , p) for some p ∈ R. Thus conjugating F by
a translation we can assume that p = 0.
Set V (x1, . . . , xn) = max{|x1|, . . . , |xn|}. We will show that V is a
strict Lyapunov function for Fn which clearly implies the desired result.
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For i = 1, . . . , n set xn+i = f(xi, . . . , xn+i−1). We claim that
|xn+i| < max{|x1|, . . . , |xn|} = V (x1, . . . , xn),
for all i = 1, . . . , n.
For i = 1 we have
|xn+1| =
∣∣∣∣∫ 1
0
d
ds
(f(sx1, . . . , sxn)) ds
∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
(
n∑
i=1
Di(f)(sx1, . . . , sxn)xi
)
ds
∣∣∣∣∣
≤
∫ 1
0
(
n∑
i=1
|xi| |Di(f)(sx1, . . . , sxn)|
)
ds
≤ max{|x1|, . . . , |xn|}
∫ 1
0
(
n∑
i=1
|Di(f)(sx1, . . . , sxn)|
)
ds
< max{|x1|, . . . , |xn|}.
Thus the claim is proved for i = 1. Now assume that the claim is proved
for i and we will prove it for i+ 1. Arguing as before we obtain that
|xn+i+1| < max{|xi+1|, . . . , |xn+i|}.
Therefore we have got the desired result since by the induction hy-
pothesis we have that |xn+j | < V (x1, . . . , xn) for all 1 ≤ j ≤ i and
|xl| ≤ V (x1, . . . , xn) for l ∈ {1, . . . , n}. This ends the proof of the claim.
Now, we will have
V (Fn(x1, . . . , xn)) = V (xn+1, . . . , x2n)
= max{|xn+1|, . . . , |x2n|} < V (x1, . . . , xn),
which shows that V is a strict Lyapunov function for Fn. Thus 0 is GAS
for Fn which implies the same result for F.
Next example shows that in Theorem 1 the existence of a fixed point
for F cannot be deduced from the condition about |D(F )|.
Lemma 5. The map F : Rn −→ Rn,
F (x1, x2, . . . , xn) =
(
x2, x3, . . . , ln
(
1 + e
x1+x2+···+xn
n
))
,
has no fixed point. Moreover, for all x ∈ Rn, the matrices D(F )(x) and
|D(F )(x)| have all their eigenvalues with modulus less than one.
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Proof: The equation F (x) = x implies that x = (x, x, . . . , x) and x =
ln(1 + ex) which has no solution. So F has no fixed point.
Notice that A(x) := D(F )(x) = |D(F )(x)|. The characteristic poly-
nomial of A(x) is
Px(λ) = λ
n − 1
n
n∑
i=1
e
x1+x2+···+xn
n
1 + e
x1+x2+···+xn
n
λi−1.
Then Px(1) > 0 and all the hypotheses of Lemma 2 hold. Therefore, for
all x ∈ Rn, ρ(A(x)) < 1, as we wanted to prove.
In contrast with the above result a slightly more restrictive condition
than hypothesis (H1), or hypothesis (H2), assumed in Theorem 1 forces
the existence of a fixed point.
Theorem 6. Let F : Rn −→ Rn be as in Theorem 1. Then next two
conditions are equivalent:
(i) There exists K˜ < 1 such that for all x ∈ Rn, ρ(|DF (x)|) < K˜.
(ii) There exists K < 1 such that for all x ∈ Rn,∑ni=1 |Di(f)(x)| < K.
Moreover, if they are satisfied then F has a fixed point which is GAS.
Proof: (i) ⇒ (ii) By hypothesis,
ρ(|DF (x)|) = ρ
(
λn −
n∑
i=1
|Di(f)(x)|λi−1
)
< K˜ < 1.
Using Proposition 4(i) we obtain
n∑
i=1
|Di(f)(x)| < K˜ < 1.
(ii) ⇒ (i) Assume that for all x ∈ Rn, ∑ni=1 |Di(f)(x)| < K < 1.
From Proposition 4(ii) we have that ρ(|DF (x)|) < n√K < 1 and the
implication follows.
Finally, in view of Theorem 1, to prove the theorem it suffices to show
that under these hypotheses the map F has a fixed point. Assume that
(ii) holds. We need to prove that the equation g(x) = f(x, . . . , x) = x
has some solution. Since
|g′(x)| =
∣∣∣∣∣
n∑
i=1
Di(f)(x, . . . , x)
∣∣∣∣∣ ≤
n∑
i=1
|Di(f)(x, . . . , x)| < K < 1,
it follows that g is a contraction and has a fixed point p. Then (p, . . . , p) is
a fixed point for F. Therefore the theorem holds.
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It is worth commenting that the planar maps (3) and also the ones
given in the forthcoming Section 4 satisfy the condition ρ(DF (x)) < K <
1 that clearly is stronger than condition (I). However their corresponding
fixed points are not GAS.
4. Results about condition (I)
Following the ideas of [1, 7] and starting from the map (3), in this sec-
tion we will construct a rational difference equation satisfying condition
(I) and having a fixed point that is not GAS.
Consider the family of maps
F (x1, x2) = (x2, g(x2)− bx1),
with g a smooth function satisfying that |g′(x)| ≤ M for all x ∈ R. It
is easy to see that if M2 − 4b < 0 then both eigenvalues of DF (x) are
complex conjugated and ρ(DF (x))) = b. Therefore all maps of the above
form with b ∈ (M2/4, 1) satisfy condition (I).
For the map given in (3), g(x) = 2e−x
2
. For b ∈ (2/e, 1), the cor-
responding F satisfies all the above conditions and it is seen in [7]
that F has a fixed point and a point of period three. So the fixed point
is not GAS.
Based on the shape of this map we consider the new family of maps
(5) F (x1, x2) =
(
x2,
a
(1 + x22)
2
− bx1
)
.
It is easy to see that for all b 6= −1 it has a unique fixed point. Since
max
x∈R
d
dx
(
a
(1 + x2)2
)
=
√
3125
2916
|a|,
the inequalities that force F to satisfy condition (I) read as
(6) |a| <
√
11664
3125
' 1.93 and b ∈
(
3125
11664
a2, 1
)
.
After a first numerical study we have obtained that for a = 9/5 and
b = 9/10 the map (5) has a fixed point at p ' (0.554338, 0.554338) and
an orbit of period three at q ' (−0.097039, 0.241179). Moreover for
these values of a and b the inequalities (6) are satisfied.
Nevertheless, proving the existence of q is rather complicated because
we have to deal with two polynomial equations in x of y of degrees 21
and 89. Instead, based on these computations we change the strat-
egy. We will force the map to have an orbit of period three at the
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point
(− 110 , 14), which is near the point q, and then the unknowns are a
and b. The conditions write as
F 3
(
− 1
10
,
1
4
)
=
(
− 1
10
,
1
4
)
.
We call g(a, b) = 0 and h(a, b) = 0 the numerators of the first and second
component of the above equation. The functions g and h are polynomials
of degrees 5 and 22, respectively. To find some values (a, b) satisfying
both equations we consider the new polynomial equations
U(a) := Res(g, h; b) = 0, V (b) := Res(g, h; a) = 0,
where Res(·, ·; c) denotes the resultant with respect to c. In fact,
U(a) = a16U5(a) and V (b) = (b
2 + 100)8V5(b),
where U5 and V5 are given polynomials of degree 5 with huge rational
coefficients. By Bolzano’s Theorem it is easy to see that there are two
values a = a∗ and b = b∗ satisfying
(7) U5(a
∗) = 0, V5(b∗) = 0, and a∗∈
(
17
10
,
18
10
)
, b∗∈
(
89
100
,
90
100
)
.
In fact a∗ ' 1.783274 and b∗ ' 0.897416. Since both components of the
point (−1/10, 1/4) are different, it is not a fixed point. Finally, notice
that a∗ < 1.8, b∗ < 1 and
b∗ >
89
100
>
3125
11664
(
18
10
)2
>
3125
11664
(a∗)2.
Thus, for these values of the parameters conditions (6) hold and therefore
the map (5) satisfies condition (I). In short, we have proved the following
result:
Proposition 7. For a∗ and b∗ satisfying (7), the map
F (x1, x2) =
(
x2,
a∗
(1 + x22)
2
− b∗x1
)
fulfills condition (I), has a fixed point and a periodic point of period three
at (−1/10, 1/4). In particular the fixed point is not GAS.
The above rational example is simpler that the classical example due
to Szlenk and given in the appendix of [4],
F (x1, x2) =
(
− kx
3
2
1 + x21 + x
2
2
,
kx31
1 + x21 + x
2
2
)
, k ∈ (1, 2/
√
3),
which has a fixed point, a periodic point of period four and also satisfies
condition (I).
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5. An open problem
Taking into account the results of [4] and Theorem 1 we know that
when a smooth map F : Rn −→ Rn has a fixed point and either
• n = 1, or
• it is triangular, or
• it is polynomial, or
• it is of the form (2),
then condition (II) implies GAS. Therefore it is natural to study the
following Markus–Yamabe type open problem:
Let F : Rn −→ Rn be a C1-function with a fixed point and
such that condition (II) holds. Is then the fixed point GAS
for the discrete dynamical system xk+1 = F (xk)?
Until now, for all maps that we have considered, the answer has been
affirmative.
6. Note added in proof
Using the tools introduced in this paper we can also prove the
global asymptotic stability of difference equations satisfying a so-called
LaSalle’s type condition, see [5]. It holds:
Theorem 8. Let F : Rn −→ Rn be given by (2), F (x1, . . . , xn) =
(x2, . . . , xn, f(x1, . . . , xn)). Assume that F (x) = B(x)x for some con-
tinuous matrix B(x) and that for all x ∈ Rn, ρ(|B(x)|) < 1. Then the
origin is globally asymptotically stable.
We remark that it is already proved in [5] that when F has not the
special form (2), then the above hypothesis on B(x) does not implies the
global asymptotic stability of the origin. Moreover, it is also proved in [7]
that in this theorem the hypothesis ρ(|B(x)|) < 1 can not be replaced
by ρ(B(x)) < 1.
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