The main assumption is that complicated systems, such as cyberphysical systems (CPSs), can be modelled by specific compositions of system manifestation features (SMFs). SMFs are regarded as architectural domains of a system having significance from an operational viewpoint. As system modelling entities, SMFs represent both physical and computing transformations of domains. Based on mereo-operandi theory (MOT), a computational framework for using SMFs in pre-embodiment design of CPSs is proposed. MOT offers a theoretical platform for concurrent modelling of architectural elements and their operations. The traditional 'application feature technology' has been generalised in order to provide a methodological basis. The computational formalisation captures state transitions and input/ output streams, in addition to spatiotemporal, physical and/or computational attributes of domains. Domain transformations are represented by flows of operation (FoOs) that consist of timesequenced and logically constrained sets of units of operations (UoOs), and processed by various computational methods as procedures. The domains of SMFs are aggregated into a feasible architecture, and their UoOs are combined into FoOs. An application case is used to explain the concepts and to demonstrate feasibility of the proposed approach. Further research will focus on implementation of an SMFs-based preembodiment design system and testing its feasibility and usability with designers of CPSs.
1. Introduction
Objectives of the presented work
Cyber-physical computing creates a high-level synergy among physical (analogue and digital hardware), middleware (control and application software) and cyber (media and knowledge) constituents of cyber-physical systems (CPSs) (Kurtoglu, Tumer, and Jensen 2010; Horváth and Gerritsen 2012) . In combination with their broad functional spectrum, the heterogeneity of the constituents and the intricacy of their interactions pose many challenges for CPS developers (Bar-Yam 2004) (De Micheli 1996) . Designers may come across some of these challenges already in the pre-embodiment design phase, where offthe-shelf or custom-made heterogeneous constituents should be built together and their interoperability should be achieved (Abdul-Ghafour et al. 2014) . This is typical for that family of CPSs which is referred to as complicated technical systems (Horváth and Gerritsen 2013) . Efficient conceptualisation of this kind of systems needs multi-disciplinary tools and unified approaches (Sztipanovits 2012) . As a novel approach, the idea of using system-level features for modelling these systems has been introduced (Liang et al. 2012 ). Nevertheless, system-level feature-based support of structural configuration and behavioural simulation of CPSs is still in its infancy even as a research issue. With the aim of keeping pace with the pioneers, our research efforts have been devoted to the development of the concept of system manifestation features (SMFs) for pre-embodiment design.
Our guiding assumptions were: (i) complicated technical systems, such as CPSs, can be modelled by using SMFs, and (ii) an SMFs-based system model can describe both the architecture and the operation of the system (Horváth and Pourtalebi 2015) . The assumptions made by Tiihonen, Soininen, and Sulonen (1996) have also been considered, namely that system feature-based configurable systems are pre-designed systems, which: (i) need to be adapted according to the customers' requirements for each order or installation, (ii) have an operation-implied or a pre-designed system architecture, (iii) consist of a large number of off-the-shelf or only pre-designed components, and (iv) are adapted by a systematic configuration process or the producer, or by using the embedded (built-in) customisation options by the end-users (Da Silveira, Borenstein, and Fogliatto 2001) . As a starting point for our research we presumed that: (i) the requirements of the engineering part of pre-embodiment design has been completed, (ii) the concepts concerning the overall architecture and operations of the system have been devised, and (iii) sufficient number of pre-designed SMFs are available as components or modules. The latter obviously minimises the need for creative or innovative design actions (Baldwin and Clark 2006) .
In other research, the tools with such functionality were referred to as product configurators, or product customisers (Stjepandić et al. 2015) . Though it is often named differently, e.g. as configuration design (Tiihonen et al. 1998) , the challenges and specific issues of preembodiment design are well acknowledged in the literature (Hotz et al. 2014) . The major novelty of our work is that we imposed a massively physical view on pre-embodiment design and modelling. We have realised that by doing so we can develop a tool that may go well beyond the affordances of traditional logic-based modelling tools or languages. This is important in a comparison with the currently commercially available system modelling and simulation tools. It is well known that some of them, e.g. Modelica®, use an analytic formulation (representation) of the functionality and behaviour of the physical components, and derive the architecture accordingly. Other tools, e.g. SysML®, support system-level representation by applying high-level logical abstractions and simplifications. A mathematical representation of components and systems is applied by MATLAB Simulink®, Ptolemy II® and LabVIEW®. The reason is that these systems have been developed based on traditional system modelling and simulation paradigms, which have made huge progress in terms of capturing the functional aspects, but did not intend to make the physicality of the system fully tangible from an architecting point of view.
The intention of our work was to model the architecture and operations of CPSs on a system level as well as on multiple component levels in their physicality. In addition, the target tool was supposed to support both the development of SMF entities and their composition into a system. The development process should be guided by novel architectural and operational principles (Oreizy et al. 1999) . Thus, the theoretical framework offered by the mereo-operandi theory (MOT) was used to guide the conceptualisation of SMFs and to transfer the theoretical concepts into a computational approach (Pourtalebi, Horváth, and Opiyo 2014b) . In this paper, we present the results of the two recently completed phases of the research, which concentrated on the theoretical fundamentals of SMFs and the computational framework (Figure 1 ). The next subsection gives a concise overview of MOT, whose details can be found in Horváth and Pourtalebi (2015) . Our first results indicate that SMFs can be used for both system configuration (Pourtalebi, Horváth, and Opiyo 2014a) and embedded customisation (Eckert, Clarkson, and Zanker 2004 ).
A brief overview of MOT
MOT has been developed to underpin transdisciplinary modelling and pre-embodiment design of complex heterogeneous systems. It includes numerous concepts to uniformly represent various parts of complex systems and to facilitate integration of inherently diverse hardware (HW), software (SW) and cyberware (CW) constituents . It aims to represent not only the architectural relations and composition of these constituents as aggregated ware (AW), but also their operations and interactions as a synergetic whole. The four assumptions of MOT are: (i) a complex system is a heterogeneous composition of HW, SW and CW constituents and their aggregations, (ii) the components of a complex system should be captured on multiple levels, (iii) it is sufficient to consider the architectural and operational characteristics and their interdependencies for a non-exhaustive description (modelling) of systems and components, and (iv) a complex system can be de-aggregated into a finite number of semantic entities (Horváth and Pourtalebi 2015) . It differentiates between homogeneous entities (constituents) and heterogeneous entities (components) . MOT facilitates the representation and manipulation of architectural domains and flows of operations on various aggregation (granularity) levels, as well as the simulation of system operations according to different application scenarios. Bjørner and Eir (2010) raised the issue of compositionality of: (i) simple entities, (ii) operations, (iii) events, and (iv) behaviours. They used mereology to study composite entities and to address the compositionality problem of software constituents. These principles seem to be extendable to SMFs too. Composability can be used as a measure of the degree to which SMFs can be assembled in various combinations to satisfy specific user requirements (Doboli et al. 2014) . The theory of SMF is seen as a complement of MOT towards a practical methodology. This complementing theory: (i) fosters the development of specific procedures, methods and algorithms for a unified handling of system-level features, (ii) interlinks their architectural and operational aspects, (iii) enables the development of SMFs ontologies and libraries, and (iv) facilitates the management of interaction of complex systems with the stakeholders (users) and the surrounding environment (Mcgrenere and Ho 2000) . In order to form a system in an aggregative manner, SMFs should have proper interfaces that support meeting composability conditions.
MOT applies the principles of spatiotemporal mereotopology for identifying and representing the architectural elements of system and their mutual relationships (Asher and Vieu 1995; . The physical entities are interpreted as proper parts of the whole, and defined as domains that lend themselves to certain operations . Domains are abstracted physical manifestations of components and constituents of various aggregation levels. Though domains are defined as spatial entities, mereotopological abstraction makes it possible to describe them without considering their actual metrics, morphology and materialisation (Borgo, Guarino, and Masolo 1996) . Thereupon, MOT is able to describe all HW, SW and CW constituents notwithstanding their inherent differences. MOT introduces two families of relationships, namely part-of and connected-to/with relations (also referred to as containment and connectivity relationships). Figure 2 introduces the possible architectural relations between components and constituents of a complex system. Part-of relations allow a logically hierarchical, multi-level de-aggregation of systems and a uniform handling of components and constituents (without differentiating between constituents). Connected-to/with relations can describe neighbourhood, remoteness and functional relationships between components and constituents.
By imposing a purely physical view, MOT assumes that existence is an intrinsic (an indispensable) operation of all entities included in a system. When existent, each domain performs either physical or computational transformations, or concurrently both. Operations are described in terms of four generic aspects: (i) underlying principles of physical, computational, informing and/or synergic effects, (ii) morphological characteristics of the domains, (iii) conduct of the elementary operations of the domains, and (iv) flows of operations of the lower-level domains. Since HW, SW and CW have different morphologies and operate according to different principles, the concept of unit of operation (UoO) has been introduced in MOT. It provides a uniform scheme for representation of HW, SW and CW constituents, as well as for AW components. In fact, UoO creates consistency with respect to the material, energy and information streams, and the state transitions of the corresponding architectural domains.
We hypothesised that the concept of features and the idea of feature-based design can be generalised, adapted and reused as a methodological analogy in the context of multidisciplinary systems. Accordingly, the core principles of the classical feature theory have been imported into a specific system-level feature theory (SLFT) and have been extended with new principles that are entailed by MOT and the contexts of CPSs. Based on the considerations discussed below, the proposed SLFT is actually a complement of MOT. SMFs capture and integrate architectural and operational views, and synthesise the architectural and operational parameters on different levels. SMFs give the opportunity for system designers to focus their attention on those aspects of the system that are the most relevant and important at a given moment.
Throughout the paper, an application case is used to explain the concepts and to demonstrate the feasibility of the proposed approach. Actually, this is a commercialised product, marketed under the fantasy name Pablo® 1 (Figure 3) . Developed for motor rehabilitation of shoulder, lower arm and hand functions, and for repetitive training, this basic system (device) can be connected to a PC via a USB interface. Including a hand loop, an element of the device is a sensor grip that makes it possible to perform exercises and contains strength and movement sensors to measure the forces of various (cylinder and pinch) grip patterns, and stretching and bending of the human hand. The device is able to measure the mobility range of the arm and the different characteristics of movements. The handle can determine which position the hand is in and when the exercise is finished. This simple system will be used to clarify the concepts introduced in association with both architecture and operation modelling.
Defining the architecture of SMFs

From traditional feature technology to SMFs
A feature is a notable property as well as a distinctive (prominent) characteristic of things (artefacts, systems, processes and phenomena) that sets them apart from similar items for humans or smart systems (Shah 1991) . In the classical theory of engineering product features, a feature is something that has significance in a given context (Xie and Ma 2015) . For example, form features capture regions of both prismatic and freeform industrial shapes that have a meaning for humans or smart system agents from a semantic point of view (e.g. chamfer, hole, rounding, sharp edge, depression, protrusion) (Bidarra and Bronsvoort 2000) . This idea has been extended to applications where geometry, structure, materialisation, implementation, etc. imply some meaning in the context of a particular application (e.g. as is done by manufacturing features, assembly features, piping features, etc.) (Syaimak and Axinte 2009) . They are often called part features or application features. Though it was addressed by many researchers, transformation between feature spaces and conversion of feature definitions between various applications remained a partially solvable problem due to the need for handling intrinsic meanings (Altidor et al. 2009 ).
On the other hand, remarkable progress has been achieved in terms of parameterised and constraints-based feature-based design algorithms. In the last two decades, attention was paid to ontology-based feature definition (Horváth et al. 1998) , information sharing (Kim, Manley, and Yang 2006) , mapping (Tessier and Wang 2013) and feature conversion (Kim et al. 2009 ). Feature-based design has had more influence on the detailed design and planning activities of product development processes, than on the conceptual or preembodiment design activities (Brunetti and Grimm 2005) . This comes from the dependence of meaning on the details of manifestation (Chen et al. 2006) . Theoretically, two categories of system-level features can be identified. The first category includes features that distinguish a particular type of system from other types of systems. We have called them paradigmatic system features (PSFs). They are generic and abstract, and do not have explicit relations with the engineering realisation/implementation of systems. The advantage of introducing paradigmatic features is to avoid mistakes in overall characterisation of systems based on specific details and attributes (the oftencited 'blind man and the elephant' situation). Examples of PSFs of CPSs are as follows: (i) open system boundary, (ii) run-time built architecture, (iii) non-linear behaviour, (iv) dynamic network management, (v) decentralised control structure, (vi) context-dependent services, (vii) smart observing and reasoning, (viii) proactive operation scenarios, (ix) functional autonomy, (x) multi-scale composition, (xi) self-evolving capabilities and (xii) transdisciplinary framework. The second category includes features that exist only in a particular implementation of a system. Above, we referred to them as SMFs. They are concurrently genotypic and phenotypic in nature. In our context, genotypic means that SMFs can be used to determine the overall composition or makeup of a system, or a component thereof. Phenotypic means that they can also be used to determine specific physical and visual traits of a system/component. Technically, these are made possible by multi-level and multi-aspect parameterisation of SMFs. PSFs and SMFs represent two different levels of abstractions, but they are conceptually not independent from each other. For instance, having wheels is a paradigmatic feature of a car, but this implies a manifestation feature that the diameter of the wheels is, say, 18 inches. Considering these facts, we could draw demarcation lines between paradigmatic features and manifestation features.
SMFs can be uniquely characterised by spatiotemporal, architectural and operational attributes. Just like traditional part features (e.g. form∼, design∼ and manufacturing∼), SMFs can be represented by computational constructs containing a structured set of interrelated parameters, constraints, values and semantic annotations. A particular SMF may occur multiple times in a system in different instantiations (with different sets of values assigned to its parameters and annotations). SMFs may also appear on multiple aggregation levels. In the language of topology it means that various rougher and finer domain topologies can be interpreted over the overall domain of a system. For instance, a digital processor simultaneously represents an architectural domain and an operation performer. In a higher resolution, the domain of the processor is an aggregate of a number of interrelated digital elements, and the operation of the processor is the sum of the specific operations of these elements. This issue is called 'multi-granularity of SMFs' and will be revisited in the next subsections from different perspectives.
SMFs are seen as prefabricated 'components' that can be used in designing both the architecture and the operation of a system. From a computational point of view, an SMF is virtual entity parametrically representing a specific domain and the related operations. However, instead of working with two separate models for architecture and operations, the proposed approach uses SMFs as dual-aspect building blocks. SMFs capture the necessary and sufficient pieces of information about architecture and operation of a component. Using SMFs supports fast configuration and adaptation of the architecture and operations of systems. It also facilitates the reuse of components in pre-embodiment design of different system variants. Nevertheless, aggregation of SMFs brings the challenge of feature interfacing, which is a well-known issue for the traditional feature theory, into the forefront. In addition, SMFs should be made interoperable in order to realise the functional objectives of the designed systems (Demoly et al. 2011) . As mentioned in the literature, features trigger ideas concerning the way of organising knowledge that facilitates computing and inferences (Ostrosi and Ferney 2007; Hotz et al. 2014) . Below, we utilise this potential from both architectural aspects and operational aspects.
Multi-level interpretation of SMFs from an architectural point of view
In this subsection, we concentrate on the interpretation of SMFs from an architectural point of view, while in Section 2.3 we present examples for defining their prescriptive contents. In Section 2.4, knowledge frames will be proposed to enable specifying SMFs on various aggregation levels. The starting point is that the information structures specifying a particular SMF should include: (i) description of domains of different physical extents and aggregation levels, (ii) capturing and representing operations happening on different aggregation levels, and (iii) interfacing between different architecture and operation levels. Thus, the computational representation should be flexible enough to allow both architecture and operation aggregation and interfacing even if the architectural and operational connections of SMFs are not standardised, or do not obey set contracts.
As interpreted by MOT, an architectural/operational domain is a spatiotemporal abstraction of the manifestation of an AW component, which may include HW, SW and CW constituents. Accordingly, the domains of an SMF, the parts of the domains and the relationships among them are described by spatiotemporal mereotopological operations introduced in Horváth and Pourtalebi (2015) . As architectural relationships within a domain and between domains, part-of and connected-to/with relationships have been introduced. For part-of relationship of physical aggregates, specific graphical and symbolic representations have been applied. For instance, the graphical relation symbol means that B is a part of A. Figure 4 shows various possible part-of relationships. Figure 4 should be interpreted in a physical view, as enforced by MOT. That is, the aggregate of all first-level components is the system itself. The aggregates of second-level components are the first-level components, and so forth-down to the levels of constituents. The various graphical entity symbols indicate the type of architectural entities on the respective levels of aggregation. The hierarchical relations between them indicate only logical relationships, while the physical relationships are captured by the abovementioned mereotopological expressions. Description of the hardware constituents of an SMF is more straightforward than that of the software constituents. The reason is that an SW constituent exists in two alternative forms: (i) in source (language) code (when it is a kind of white box, whose content is directly readable and changeable by programmers), and (ii) in compiled or binary code (when it is a kind of black box, whose machine instruction content is to be processed by processors). These two forms are discrete and need different treatment from both architectural and operational points of view. Notwithstanding that both forms should be considered in design, below we deal with only the run-time form of SW constituents. The possible containment relationships of components and constituents can be formally described by the following mereotopological expressions (relations):
. PSysCom Other architectural relationships between entities are described by either connected-to or connected-with relations. These play a dual role as: (i) spatial neighbourhood relations and as (ii) carrier architectural relations of some operations. In the latter role, they can be: (a) one-directional relations (expressing dependence of B on A) or (b) bi-directional relation (expressing mutual operational interdependence of A and B). A connected-to relation is represented by an arrow, and a connected-with relation is represented by an arrow. In the case of the latter (operation carrying) relationships, proximity and directness have also been considered. The graphical scheme, shown in Figure 5 , represents two plates (H fm and H fc ) of a capacitor that are remotely connected-with each other, and there is one connector (H ft ), which is in a direct connection with one of the plates, H fc . In Figure 5 , the type of connected-to/with relations is indicated by letters placed below the connection line (i.e. r stands for 'remote', and d is for 'direct' connection). The symbols above the arrows (at the ends of the connection line) indicate the enabler of the remote or direct connection of the components (i.e. g 1 and g 2 stand for electromagnetic fields, and e 1 for electric current).
The mereotopological relations of the entities H fm , H fc and H ft are described symbolically as r.CCon Hfm g1 wCon Hfc g2 , and d.CCon Hft e1 tCon Hfc . Note that the codes can indicate different kinds of dependencies and connectivity (i.e. existence, processing, heat producing, energy consumption, information transmission, etc.). 
Capturing architectural entities and relationships of SMFs
Below, we follow a 'from-concrete-to-abstract' reasoning in explaining how architectural entities and relationships of SMFs can be derived and represented. In other words, we will: (i) start out from a concrete existing system of moderate complexity, (ii) identify its SMFs, (iii) take one particular SMF, (iv) identify its components and constituents, (v) describe their spatiotemporal mereotopological relations, (vi) specify the operational procedures and computational methods, and (vii) define the computational knowledge frame of the SMF. Let us revisit the Pablo system now. From an architectural point of view, this system as a whole has a physical part and a computational part. Both can be modelled as an aggregate of SMFs. Among others, the physical part includes an accelerometer sensor, which consists of an MEMS (micro-electromechanical system) detector, H f , and an ASIC (applicationspecific integrated circuit) converter, A s . These two parts will be used as representative SMFs in our further investigations. The lower-level architectural components and constituents of the MEMS detector and the ASIC converter, as well as their relationships, are shown in the lower part of Figure 6 .
On a lower level (of de-aggregation), the elements of the accelerometer capture the acceleration of movements, and convert it into a capacitance change. As shown by its schematic architecture in Figure 7 , the MEMS detector (H f ) implements this functionality through a number of hardware constituents. The proof mass (H fp ) moves up and down due to acceleration. The springs (H fs ) at two ends of H fp brake and reinstate it. There are two kinds of fixed plates (H fc ) connected to V + and V-. Together with the movable plates (H fm ), which are connected to and move with H fp , these plates create capacitors. The exerted acceleration changes the distance between each H fm and H fc plates, hence changes the electric current. The change of the electric current is proportional to the acceleration.
These part-of (containment) relations can be formally specified as given below. These symbolic expressions can be read as declarative statements. For instance, the meaning of expression (a) is: 'The spring (H fs ), which is a constituent on the fifth aggregation level, is a part of the MEMS (H f ), which is a constituent on the fourth aggregation level'. Figure 8 specifies and graphically visualises the connectivity and containment relations between the constituents of the MEMS accelerometer. The constituents are all hardware constituents, working based on different physical phenomena and effects. The following symbols are used to indicate the characteristic attributes of the included constituents: (i) m: movement, (ii) r: resistance against deformation, (iii) e: electric current, and (iv) g: electromagnetic field.
Considering these, the connectivity relationships of the constituents can be described by the connected-to and connected-with relations given below. For instance, the symbolic expression (a) means: 'The proof mass (H fp ) as a constituent is directly connected with the spring (H fs ) constituent'. The enabler on the spring side of the connection is resistance against deformation (r 1 ), while the enablers on the proof mass side of the connection This form of stating (by symbolic relations) of the containment and connectivity relationships supports their computational processing.
Formal specification of architectural entities and relationships of SMFs for computation
To capture the architectural entities and relationships of SMFs for computation, the concept of the so-called architecture knowledge frames (AKFs) has been introduced. Every AKF represents one particular domain of manifestation and, by doing so, forms the spatiotemporal basis of exactly one SMF. As a structured spatiotemporal abstraction, this domain may represent a whole system, or any one of its first-, second-, third-level, or so forth de-aggregates, which are treated uniformly as SMFs. The abstracted architectural domains of SMFs reflect one particular level of component aggregation. The system, as top-level formation, manifests itself as the aggregate of the first-level compound components (AW), while the lowest level domains of components are formed by aggregates of HW, SW and/or CW constituents. The domains on the intermittent levels are formed in the same aggregative manner. The specific contents of AKFs are the basis of the digital processing of the architectural entities and their relationships. It is to be noted that in the case of systems of higher complexity, additional levels of aggregation/deaggregation can be considered, and thus AKFs can in principle be extended to any number of aggregation levels.
An AKF consists of the following sections: (i) header, (ii) domain metadata, (iii) domain entities, (iv) entity attributes, (v) entity morphologies, (vi) spatial positions, (vii) containment relations, (viii) connectivity relations, (ix) input assumptions, (x) output guarantees, and (xi) auxiliary data. The header section contains the identifiers of all entities that can be referenced in containment and connectivity relations, in addition to the overall attributes and states of the domain. Altogether these form a part of the various computational information structures describing SMFs. During computation of operations, references are made to these fields of AKFs from operation knowledge frames (OKFs). These external structural connections of SMFs are included in the 'domain metadata' section of the AKFs. This way, any web-type arrangement of domains of SMFs can be captured. The names and purposes of the represented SMFs are also included in the metadata field, to support informing designers and keyword-based retrieval.
As examples, we present two instantiations of AKF for two different SMFs. The first AKF is instantiated for the MEMS accelerometer (H f ), which is an electromechanical component. The AKF shown in Figure 9 captures the pieces of information needed to describe the architectural domains of this electromechanical component, including the physical activating constituents, whose names and relationships are shown in Figure 8 . Figure 10 shows an instance of another AKF, which is the knowledge frame of the ASIC converter of the accelerometer (A s ). This is a computational component. The AKFs of these SMFs include the specification of the lower-level entities making up their domains, assign reference-able identifiers to each of them and specify their types, architectural attributes, convex spatial closures and reference points relative to the reference system of coordinates of the domain. The containment and connectivity relations are specified for all included entities. In general, the morphology of the physical entities can be specified by skeleton models (if the entity geometries are still in the development process) or by computer-aided design (CAD) geometries (if they are standard or commercialised components).
Defining the operations of SMFs
Logical framework of specifying operations
Based on the reductionist stance taken in our work, we argue that flows and units of operations can be reasoned out from the overall operation of a system, and that the overall system operation can be aggregated from a finite set of discrete, but interlaced flows and units of operations. However, it does not entitle us to deal with non-linear, stochastic or random systems. In line with these, one of the foundational assumptions of MOT is that, similar to architectural domains, operations of SMFs can be generated by aggregation. It has also been assumed that the flows and units of operations are (i) discrete (individually identifiable), (ii) finite (in terms of cardinality and occurrence), (iii) definitive (implied by physical and computational laws), and (iv) orientated (i.e. not reversible in the operation process of a system). Below, we present the concepts and principles that help consideration of these assumptions in the computational specification of the operations of SMFs.
Theoretically, operation of an SMF can be only existence or (existence and) transformation. Every domain that is identified from an architectural point of view is supposed to be existent, but not necessarily conducting transformation. In the case of an existence operation, the attributes of the start state and the end state of a domain are identical, i.e. a 'no-change situation' is idealised. In the case of a transformation operation, the start state of an existent architectural domain is converted into a different end state under the effects of various physical phenomena. That is, manifestation changes are assumed, which also concern the conversion of the input events, quantities and qualities into the output events, quantities and qualities. The transformation can be physical or computing. The overall operation of a domain is described by a flow of operation (FoO), while the operation of the entities is described by a UoO. Since a domain is an architectural equivalent of a particular SMF, the overall operations of SMF are captured by FoOs that are aggregates of UoOs. Since domains may represent architectural manifestation of SMFs of various aggregation levels, an FoO plays the role of a UoO on a higher aggregation level, while a UoO plays the role of an FoO on a lower aggregation level. A practical implication is that specification of a higher-level SMF requires the specification of the operations of all incorporated lower-level SMFs. The involvement of SMFs in performing an operation can be conditional and temporal. These issues need attention at specifying the conduct of transformations performed by SMFs. The reasoning model shown in Figure 11 has been introduced and applied as an attempt towards facilitating formal representation of FoOs of SMFs. According to this model, the operations related to a domain of any architectural level can be defined by seven conceptual elements, namely, by: (i) the description of the domain itself (D), (ii) start state of the domain (SS), (iii) end state of the domain (ES), (iv) input events and values (I), (v) output events and values (O), (vi) procedure of transformation (P), and (vii) methods that are associated with procedural elements (M). Symbolically, FoO = {D, SS, I, P, M, O, ES}. With respect to digital processing, transformations are described by duals of a procedure (logic of implementing the transformation) and methods (computational algorithms of implementing the transformation). As mentioned earlier, a transformation can be of physical or computational nature. A procedure determines: (i) the UoOs, which eventually transform the concerned material, energy and information streams, (ii) the timed logical sequences of these UoOs and (iii) the permanent or conditional constraints imposed on UoOs. Further explanation on these will be given in the following subsections. The specification of the procedures depends on the aggregation level the domain of an SMF represents.
Due to the bijective relationship between a domain and the operations performed by it, whenever the architectural attributes of the domain are changed, the performed operation will also change, and vice versa. Interaction between domains and operations should be considered across the aggregation levels. The reason is that a lower-level UoO can contribute to multiple higher-level FoOs and/or UoOs as procedural element, or may have direct or indirect effects on other operations. Therefore, while a system can logically be de-aggregated into a containment hierarchy, its overall operation cannot be de-aggregated purely hierarchically. As a trivial example, a processor as an architectural domain is a unique part of the logic board and a unique aggregate of several subdomains, but it can contribute to the realisation of operations on multiple operational levels of the system. An FoO is a logical and temporal (timed) arrangement of transformative actions (UoOs), whose digital processing is enabled by some associated computational methods. A domain may be involved in multiple different physical operations at a given moment in time, or over a time period (Gavrilescu et al. 2010) . For instance, the main operation of a processor is digital instruction processing, but its operation also consumes energy, generates heat and so forth. In order to be able to handle multi-operations of a domain, layers have been considered for the representation and processing of elements of UoOs. The related issues and solution will be discussed in Section 3.5.
Defining the computational procedures of operations
The transformations made by SMFs extend to material (M), energy (E) and information (I) streams. In Figure 12 , an example is given to show how higher-level operations are aggregated from lower-level operations. This figure also shows how the procedural relationships of UoOs are established on different de-aggregation levels. Like domains and parts thereof in the architectural realm, operations are in containment relationship with each other (that is, an operation can be specified as part of another operation). The architectural 'connected to/connected with' relations are carriers of operational relations of FoOs that specify the transformations of M-E-I streams. These streams are represented by arrows in Figure 12 . These show the logical ordering of the related UoOs and FoOs, but temporal ordering or time sequences are not represented.
As shown in Figure 12 , each UoO represents an FoO in a lower level. There are two types of M-E-I streams associated with each FoO, namely: (i) internal streams (between the UoOs) and (ii) external streams (that connect the UoOs of an FoO to other UoOs outside that FoO). External M-E-I streams are actually inputs and outputs for operations of an SMF. The external streams appearing in a lower-level FoO may be internal streams between UoOs on a higher level, or external streams of some UoOs. For instance, the two FoOs (FoO b and FoO c ) in Figure 12 together form a higher-level FoO (FoO a ). In a graphical representation, their connectivity can be indicated by connecting the associated external streams that have the same identifiers. Figure 13 shows the aggregation of the mentioned FoOs.
For modelling the operations of a target system based on SMFs as building blocks, we have to determine not only the concerned FoOs, but also the interfaces between these FoOs. Interfaces should be able to connect SMFs according to both containment and connectivity relations. Specification of the interfaces is an important issue for three reasons. Firstly, they should allow an easy replacement of SMFs without paying attention to their internal operations and parameters. That is, they should support flexibility and interchangeability. Secondly, the interfaces make it possible to define SMFs as independent modelling building blocks. For example, if an off-the-shelf component is used, we are not interested in the details of its internal operation, but the interface should capture all pieces of information that are needed at building the component into a system as an SMF. Thirdly, the interfaces should capture that amount of information that is exactly needed for a correct architectural and operational embedding of an SMF. In fact, over-defined or incompletely defined interfaces make the matching of SMFs complicated, time consuming or even impossible.
From a computational point of view, aggregation of the operations of SMFs is facilitated by an indexing convention, which is implemented in and applied by the modelling system. As shown in Figure 13 , the containment relationships can be rendered by comparing the indexes of UoOs and FoOs. It means that UoOs with the same index as a given FoO should be regarded as its de-aggregation on a lower level. The identifiers of the M-E-I streams also help establish patterns of operational connectivity. Repeating the same stream identifiers in two FoOs indicates that these FoOs are operationally connected. Based on the above formal specification, the operational interfaces can determine what kinds of information need to be captured for the computational modelling of SMFs. These are: (i) identifier of the FoO, (ii) identifiers of the UoOs making up that FoO, (iii) identifiers of the internal streams, (iv) the UoOs that are connected by the respective internal streams, (v) identifiers of the external (outgoing and in-coming) streams, and (vi) the UoOs that receive/send external streams. In order to capture all these pieces of information in a compact form, the concept of matrix of streams (MoS) has been introduced. A MoS provides a uniform computational representation of all transformations made by UoOs, or by any individual combination of them, on M-E-I streams.
Two groups of operations are associated with an FoO: (i) the operations of the UoOs making up the FoO and (ii) the operations complementing the operations of the FoO. As such, the latter operations are externally related to processing M-E-I streams by the FoO. This second group of system-related complementary operations is indicated by the symbol › (complement). The complementing operations may be operations of the embedding environment, a coupled system, a system user, etc. All of these relationships and the other contents are represented in the MoS, as shown graphically in Figure 14 . This figure depicts the arrangement of FoO b and the included UoOs, exemplified in Figure 12 , together with the related internal and external M-E-I streams. In the matrix representation, the operations complementing FoO b are placed into the first position of the descending main diagonal of the matrix. It symbolises a kind of 'gateway' for both the input and output streams. In the rest of the positions in the main diagonal, the respective UoOs of FoO b are placed. In this context, the complementing operation represents all operations of the embedding system, while the UoOs de-aggregated in the main diagonal represent the operations (FoOs) of the customising SMFs.
The arrows in Figure 14 (a) show the orientation, while the circles contain the identifiers of the different M-E-I streams that are processed by the respective UoOs. The places of the identifiers will be the same in the matrix representation as in the graphical representation of an FoO. The size of an MoS matrix equals the number of UoOs in the FoO added by 1. As shown in Figure 14 .a, all incoming streams of the concerned FoO are included in the top first row of the MoS, which is called input row. All outgoing streams of the FoO are included in the left first column of the MoS, which is called output column. That is, the first row and column of MoS always represent external streams, while the rest of the matrix describes the internal streams of an FoO. MoS can be scaled up to capture the aggregation of an arbitrary number of FoOs.
To demonstrate the applicability of MoS formalism to a real-life case, let us take the example of the Pablo rehabilitation device again. Through this example, we can clarify how application-oriented meaning can be assigned to the formalism and symbols used in Figure 15 . We can also demonstrate how information about operations can be extracted from practical processes. Mentioned earlier was that a typical operation mode of the device is side lift. The device captures the range of the movements when side lift is exercised. The two components of the device that are involved in this FoO, namely, the MEMS detector and the ASIC converter, were discussed from an architectural perspective in Section 2.4. They transform acceleration into capacitance change (UoO CM ), and convert the value of capacitance change into value of displacement (UoO CA ), respectively. Since they have specific operational domain and distinct operations, we regard them as two SMFs.
Let us denote the FoO by FoO C and all complementary operations of FoO C by ›FoO C . With these, we can construct the MoS of the two SMFs of the rehabilitation device, as shown in Figure 16(a) . The descriptors of the M-E-I streams are shown in Figure 16(b) . The units of operations of the two discussed SMFs of the device are included in the main diagonal of the instantiated MoS. The MoS describes that UoO CM transforms an incoming material stream, M α (acceleration produced by the patient during physical training) and an energy stream, E α (input powering of the MEMS accelerometer SMF), without producing any outgoing stream. It also shows that UoO CA transforms two incoming energy streams, E β (input powering of the ASIC converter SMF) and E γ (the voltage resulted from capacitance change), respectively, into an outgoing information stream, I α , (pieces of information about acceleration, velocity and displacement).
Having discussed the computational representation of UoOs and the streams related to them (on different levels of granularity), we elaborate on some issues of specifying time dependencies of the operations of SMFs below. First, we discuss the concepts of timing and handling of operational conditions in the specification and computation of operations of the SMF represented by the ASIC converter in Section 3.3. Then, we use the example of the MEMS detector to discuss the computational methods in Section 3.4. Finally, we cast light on the contents of the knowledge frame describing its complex operations in Section 3.5, and discuss the interlacing of AKF and OKF for computational modelling and simulation of SMFs on multiple levels of aggregation in Section 3.6. This approach of information structuring and integral handling is suitable for conjoint handling of AKFs and OKFs of arbitrary number of SMFs.
Consideration of timing and conditional constraints in computation of operations
Obviously, operations of SMFs should happen in a controlled manner. Therefore, logical, temporal and conditional constraints should be considered in the computation of physical and computing operations. Towards this end, first of all, we need to operationalise the assumptions stated in Section 3.1 and to create opportunity for a purposeful logical arrangement, time scheduling and constraint management of FoOs and UoOs. In the literature, time stamping and temporal logics are widely used to capture temporal aspects of existence and transformative processes. While time stamping is typically used to assign date and time data to state changes (transformations), temporal logics is used to support procedural scheduling and synchronisation. For temporal management of operations, both event-and chronology-oriented approaches have been proposed (Eidson et al. 2012) .
Consideration of time in the formal representation of SMFs has a dual perspective: (i) incorporation of time variables in operational processes, and (ii) time-oriented programming and execution of computation and control of operational processes. Systems having a large number of physical (analogue) and cyber (computing) components pose a challenge for real-time processing and control. In the case of large complexities, there can be a dissonance between the time required for digital computation and the time elapsed by physical operations. The specification of SMFs is supposed to support the resolution of this dissonance and to create a robust platform for time-sensitive computation. Towards this end, every time-dependent operational process needs to be represented as a timed operation sequence (TOS) by introducing and evaluation of time variables. The activation points in time and the durations of the units of operations of the concerned material, energy and information streams should be included in quantitative forms in a TOS.
In the context of the Pablo rehabilitation device, there are several UoOs that should be described as TOSs. Consider, for instance, the unit of operation UoO CA , which converts value of the current change into value of acceleration, velocity and displacement. The procedure of this UoO includes five lower-level time-dependent units of operation:
. The above-mentioned five lower-level units of operation need to be described as TOSs. This can be done by including the operation's start point in time, halt points in time, resume points in time and end point in time. This time-dependent parameterisation of operation flow (FoO CA ) is shown in Figure 17 . The start point in time and the end point in time define the whole duration of this FoO. The change of a domain due to physical or computational operation is considered as an event (Tan, Vuran, and Goddard 2009) . Every event has its own time duration -this explains why halt points in time and resume points in time are made explicit in the time-oriented parameterisation of the descriptors. For example, the stream E g starts at t 1 , is halted at t C1 , is resumed at t C1 +Δ 2 and stops at t 1 +Δ 1 . These time dependences are specified for each stream in the table of descriptors, as shown in Figure 18 . According to the applied convention, the first item in the descriptors block defines the start time and the last item defines the end time of an operation. As an example, the time specification for stream E g (in the fourth row of Figure 18 ) is as follows: t 1 , .t C1 , ∧t C1 +Δ 2 , t 1 +Δ 1 , where the first item is the start time, the item after '.' is the halt time, the item after '∧' is the resume time and the last item is the end time. An operation descriptor with one timing item only means that it does not have duration.
It can be seen in Figure 17 that, as input of UoO CAA , E b1 stands for the supply of energy, while E g and E g ′ are the inputs generated by the MEMS that detects acceleration. The input energy streams E b1 and E b2 are operated on only one time. However, the stream E b3 is operated on three times by three different UoOs. Performed on the same architectural domain, these three UoOs form a group of operations with respect to E b3 and are captured by a TOS. The operation multiplicity of stream E b3 is reflected by the content of the top row of the MoS shown in Figure 19 . In this sample case, the time constraints on the operation of the concerned SMF are the point of time of the input and the point of time of the output of the respective streams.
Many of the physical and computational operations of SMFs are typically executed under (i) space, (ii) time, (iii) attribute, (iv) logical and (v) recurrence constraints. These constraints should also be included in the computational specification of the operations of SMFs. Usually, space, time and attribute constraints specify a threshold (minimum) value, or a ceiling (maximum) value or a variation interval (min/max values) for the respected variables. The logical constraints express either propositional or production rules. Production rule-type conditional constraints are declared as: if (conditions) then (consequence) else (alternative). The consequences are the states of the M-E-I streams that are influenced by the conditional events. In order to express temporal sequences, time variables are assigned to these events in our approach.
Since the techniques of using value constraints are well known in the literature (Goldratt 1990) and rather frequently used in engineering computations (Benhamou, Jussien, and O'sullivan 2013) , we do not address this issue here. We only touch upon the use and utility of logical (if-then) and recurrence constraints, which we refer to as conditional constraints. These are introduced at a given point in time, and either remain active in the rest of the operation or are deactivated at a given point in time or when a given time duration is elapsed. For instance, the empty circles in the upper part of the diagram in Figure  17 introduce two conditional constraints, C 1 (which specifies a logical condition) and R 1 (which specifies a recurrence condition) in the context of UoO CA , These conditions are included in the condition field of the table of descriptors, which specifies the working variables associated with the streams and the timed events too.
Defining the computational methods of operation of SMFs
Other important resources for computation of operation of SMFs are methods that are represented by quantitative formulas based on which the transformation of the input streams of UoOs into output streams can be computed. An arrangement of methods is needed to transform the starting state of an SMF into the end state. The methods should be compliant with physical and computational laws and principles, as well as the constraints of operation. Methods are specified by mathematical expressions, systems variables and constraints. The physical and computational laws (e.g. gravity, electromagnetic field, Figure 19 . MoS of the procedure of FoO CA . friction, etc.) and principles are represented by equations or set of equations. System variables are groups formed by individual variables and values associated with an operation parameter, in order to reflect relatedness. System variables quantify input parameters (e.g. electrical DC current of 12 V, 2 mA, for 25 min), intermittent parameters and output parameters (e.g. vertical displacement of 173 mm). The methods have a one-to-one relation with the procedural elements of a UoO, but a particular method can be applied to multiple procedural elements. Below, we give a practical example for deriving the methods from real-life operation.
The MEMS accelerometer is an analogue electromechanical component that detects acceleration based on the movement of capacitor plates attached to a spring. As illustrated in Figure 20 , it converts the detected acceleration into capacitance change, ΔC. The input acceleration produces a dynamic force in the proof mass (F = m a), which moves the plates against the spring. In turn, the spring deforms and causes a displacement × on the capacitive plates (x = F k s , where k s is the spring constant (Young's modulus)). Knowing that x = d DC C 0 (where d is the distance between the constant plates, C 0 is the initial capacitance and ΔC is the change of capacitance proportional with displacement x), the change in capacitance is proportional to acceleration (Lyshevski 2002) . These transformative steps can be described by one equation:
Many parameters of the MEMS accelerometer, such as Young's modulus of elasticity of the spring material, the proof mass, the distances between capacitor plates and the initial capacitance, are constant. Taking this into consideration, we can define a so-called accelerometer constant (k a ) that can be expressed as k a = k s d mC 0 . Using this, the relationship between the input and output quantities of the operational domain representing the MEMS accelerometer is a = k a DC. These equations are the basis of the computational method and algorithm. The ASIC converter performs computational operations. It is a chipset that converts the value of capacitance change, ΔC, into a displacement value. As an operational domain, it Figure 20 . MEMS accelerometer (Fedder et al. 2008) .
includes an (i) oscillator, (ii) a clock generator, (iii) computing units, (iv) detectors and (v) filters. The UoOs of the converter are described in Section 3.3. Knowing that a = k a DC, and d = tv 0 + 1 2 t 2 a, an equation describing the operation of the converter (i.e. converting the value of the input voltage to the distance) can be derived. The ASIC converter applies a Monte Carlo method when the acceleration is varying. Assuming that the value of acceleration in the second equation is constant, the displacement can be calculated by considering the time (t), accelerometer constant (k a ), value of current change (ΔC) and initial speed (v 0 ). Thus, the computational method can be described by the following equation:
It should be taken into consideration at applying the method that it is accurate only in the case of low acceleration and short distances.
Formal specification of operations of SMFs for computation
Resembling the formalism of AKFs, OKFs have been defined and used as means of structuring the information needed to describe physical and computational operations of SMFs. An AKF captures domain-specific containment (architectural aggregation) and connectivity (architectural dependence) information for computing, whereas an associated OKF describes an FoO and multiple units of physical and computational operations on some aggregation level. OKFs have a complex and sophisticated architecture since they have been designed to capture all information necessary for computation. The information is used for: (i) creating a pre-embodiment artefact model, (ii) integration of the computational methods/algorithms and (iii) simulation of the behaviour of an SMF in various contexts. In addition to time-sequenced operations, the information structure of OKFs can describe concurrent multi-physics operations and can be used as the basis of controlling parallel computations of operations. From a computational viewpoint, every OKF is associated (exchanges data) with the AKF of a particular SMF. This will be discussed in the next subsection.
An OKF consists of the following sections: (i) header, (ii) operation metadata, (iii) domain states, (iv) domain transformations, (v) operation constraints, (vi) units of operation, (vii) operation layers and (viii) auxiliary data ( Figure 22 ). The header section contains the identifiers of all entities that can be referenced by internal and external connectivity (operation) relations. It extends to the symbols (variables) used for the procedural elements (UoOs), M-E-I streams transformed by the domain, and the states and events of the domain. The metadata field of the OKF contains information about the FoO and the corresponding overall domain. The description of the operational state of the domain includes the start state and the end state, the specification of the timing of the streams, and the input and output events. The transformation section includes the contents of the MoS, and the information about the numerical and algorithmic processing of the concerned FoO. The operation constraints section specifies the overall time stamps, the scheduling constraints for the FoO and the operation constraints with regards to the changes in the M-E-I streams. The section of units of operation includes the identifiers of the subdomains and the UoOs performed on them. This organisation of the content of the OKFs makes it possible to refer to one or more UoOs of an OKF from a higherlevel OKF. Introducing the operation layer concept, and the related section, in the OKF makes it possible to handle multi-state, concurrent and hierarchical operations.
An important element of the OKF formalism is the use of layers for processing coinciding physical and computational operations. Actually, layering allows separating (computational) concerns, but also avoiding possible conflicts of computing concurrent operations (Figure 21 ). Introduction of layers not only rationalises the computational specification of operations, but also provides flexibility in processing concurrent elements of operation. For instance, layering makes the various states of software (language code, compiled executable, processor instruction) describable. Similarly, two or more different concurrent operations of components, whose computation needs different methods, can be captured (e.g. dynamic loading, stress calculation and thermal dilatation calculation can be combined into a multi-physics operation). In addition, layering also supports the integral treatment of primary, secondary and tertiary physical effects (e.g. rotational motion of a rubber wheel, the wear due to friction and the material behaviour on a molecular level). Each layer captures those alternative operations that are related to the same subdomain. Layers are not considered to be independent of each other. On the contrary, they are defined to share architecture and operation identifiers and variables. In this way, they can connect individual operations into a composite operation, which is needed in computation of multi-physics operations. For instance, an energy consumption variable used in a layer assigned to energy change can be specified as dependent on the temperature variable used in another layer assigned to heat change. The status of the individual variables and constraints described in the various layers can indicate if execution of an operation is possible, or not. A typical example of using layers in computing the simultaneous changes due to multiple concurrently present physical changes is consideration of effects of temperature variations in a wide temperature range on the MEMS accelerometer, which need to be minimised in the process of optimisation (Liu et al. 2015) . Because of the temperature variations thermal deformation occurs, which has a negative effect on the output performance of the accelerometer (Wang, Li, and Rizos 2009 ). The main operation (i.e. detecting the amount of acceleration) and the accompanying operation (i.e. deformation under varying temperature) can be described using two layers. The two layers contain the data needed for the computation of both respective operations, and the results of the computations on the layers can be blended when they are available. The assignment of computational methods to the layers of the springs of the detector, which connect the proof mass to the frame, can be seen in the OKF shown in Figure 22 . Calculating the changes for both layers in the case of a sequence of sufficiently small Δt, we can find the deviations of the output capacitance and resonance frequency caused by fluctuations of temperature. The influence of temperature on Young's modulus of elasticity of the spring material is approximated by the following method:
where k(T ) is Young's modulus of elasticity of the spring material at a temperature T, k(T o ) is Young's modulus at the ambient temperature T o , ζ E is the temperature coefficient of Young's modulus and ΔT is the relative temperature change. The deflection of the beam parts of the spring can be calculated by the following method:
where d is the deflection, F is the acceleration force, k(T ) is the actual Young's modulus of the spring material, and I is the moment of inertia of the spring beam. The data handled on the layers are derived partly from the general specifications in the domain states, domain transformations, operation constraints and units of operation sections of the concerned OKF and partly from the contents of the descriptive fields of the related AKF. The indexes in the OKF shown in Figure 22 refer to domains and streams. Due to the fact that a UoO can be referred to from multiple different aggregation levels, attention is to be paid to parameterisation. The issue is that parameters used on different levels are not independent from each other. Certain parameters and parameter relationships may be shared by the different levels, but some parameters may be relevant just on a particular level of aggregation. In order to be able to handle the variables on different levels, the shared parameter variables are specified as two-tuples such that V = {v, n}, where v is a valuated variable used in an SMF and n is the aggregation level. However, in computing a mathematical equation or evaluating a logical relationship only those parameters are considered, which belong to the same aggregation level.
4. Interlacing AKFs and OKFs for computational modelling and simulation of SMFs on multiple levels of aggregation
Connections among AKFs and OKFs
We focused on the specification of the descriptive information structures in the preceding sections. Therefore, we separated the architectural and operational aspects and the architectural and the OKFs. However, they are integral elements of SMFs and should be processed in a conjoint manner when SMFs are used for artefactual modelling of a system, or when the operation of systems built up by SMFs is computationally simulated. We refer to the link between the architecture and OKFs as interlacing. From a data processing point of view, interlacing is enabled by a set of references (field pointers) among the OKFs and the AKFs associated with them. This creates a composite view whose advantage is that it involves both the architectural and the operational aspects when systems are developed by using SMFs as modelling entities. On the one hand, the introduced AKF and OKF specification formalism rationalises and simplifies the development and modification of SMFs, and, on the other hand, it supports a dynamic artefactual modelling and behavioural simulation of heterogeneous systems based on pre-programmed SMFs and structures thereof. A significant advantage of the described approach is its flexibility with regards to aggregation and de-aggregation.
There are data fields included in the AKFs and OKFs for the sake of representing lowerlevel entities. In AKFs, this data field is named domain entities. In OKFs, this data field is called units of operation (Figure 23 ). The lines show the mutual relations between the metadata fields of two complementary knowledge frames, as well as those among the domain entities and the associated units of operations. The reference identifiers used consistently in both types of knowledge frame helps to simplify the search in and link run-time associated frames. Considering that one architectural domain may be linked to several UoOs and vice versa, multiple reference identifiers are typically included in the metadata fields. The simultaneous reference to the domains entities and to the units of operation in the OKFs offers an opportunity for a direct checking of the correctness of the specification of the contents of the frames before computation.
Multi-level handling of knowledge frames
Interlacing happens not only horizontally, that is between the fields of AKF and those of the corresponding fields of the OKF, but also vertically, that is among the specific fields of AKFs and OKFs representing different aggregation levels. Figure 24 shows the relationships among AKFs describing unique architectural components of an aggregate SMF. The information about containment can be retrieved from the metadata fields of the predefined SMF. Connectivity relations are specified among the subordinate components within an AKF, and make it possible to establish operational relations among them. The so-called permanent internal containment and connectivity relations are coded when the contents of an SMF are specified. Therefore, these relations can be changed only by redefining the whole SMF. Other parts of the relations, called dynamic external containment and connectivity relations, are established when SMFs are combined into structures in the design process. The data concerning these relations are included in the respective aggregate level AKF and OKF in run-time. The connectivity data can be referred from the fields of the aggregate-level frames to the fields of any lower-level frames, as needed by the intended operation.
The dynamic external relations give the basis for describing time-and constraintdependent operations, i.e. controlled transformations of M-E-I streams. An explanatory example is given in Figure 25 . In this case, two aggregation levels of operations are considered. The top matrix (MoS C ) represents the streams of the accelerometer sensor (FoO C ), which is an aggregation of the MEMS acceleration detector (UoO CM ) and the ASIC converter (UoO CA ). The streams of the MEMS detector (MoS CM ) are shown on the left side of the figure and the streams related to the ASIC converter (MoS CA ) are demonstrated on the right side of this figure. The two aggregation levels are interrelated by the transformed streams.
The internal and the external operational relations are shown in the respective matrices of streams (Figure 25) . The higher-level UoO concerns one material stream, one information stream and three energy streams. These streams variously appear in the lowerlevel UoOs. For example, after being transferred into FoO C , the material stream, M α , is transformed by UoO CMP . In MoS C , the external energy supply stream, E b , is received by UoO CA . MoS CA provides power for all lower-level UoOs. The appearance of the indices of a stream in a lower-level indicates that the concerned stream is de-aggregated. As an example, by de-aggregating the information stream (I a ) we get to the three lower-level streams. In the MoS C , there is an internal energy stream (E g ) from UoO CM to UoO CA . As explained before, the MEMS detector detects the acceleration and generates a proportional output voltage, E g , which is converted into information about the acceleration, I a1 , velocity, I a2 , and displacement, I a3 , by the ASIC converter. In the lower aggregation level, E g is an external stream from FoO CM to FoO CA that connects the two corresponding MoOs. These transformations can be modelled and processed through the multi-level handling of operational relations, as described above.
5. Discussion, conclusions and future work 5.1. Discussion of the new insights and the target application MOT was presented in one of the authors' earlier papers (Horváth and Pourtalebi 2015) ; therefore only the details of the SMF theory and its implications for the system-level design methodology are discussed. The constructs proposed by MOT have been used for architecture and operation modelling of SMFs as building blocks in pre-embodiment design of heterogeneous systems. SMFs naturally implement what is called HW, SW and CW co-design (Wolf 1994) . Though the idea of using parameterised features in CAD processes is well known and has reached a mature level in commercialised CAD systems, the idea of SMFs-based configuration and adaptation of heterogeneous systems has been considered just recently. This paper makes an attempt to contribute to the further development of this approach. Therefore, like in the 'classical' part feature theory, various issues of information structuring and parameterisation have been addressed. Parameterisation has been considered not only from geometric and structural aspects in the presented work, but also from a semantic aspect.
The main contribution of the presented work is a novel theory for SMF-based architecture modelling and operation simulation of heterogeneous systems (consisting of hardware, software and cyberware components) in the pre-embodiment phase of development. A strictly physical view is enforced, which applies the principle of aggregation in the generation of the architecture and the operations of a system, rather than that of abstraction. For a consistent specification of the architectural and operational aspects of SMFs, AKFs and OKFs have been introduced. Their information structures are the basis of the artefactual modelling of the domains of SMFs, and the simulation of the conceivable operations in the pre-embodiment phase of system development. The proposed SMF theory complements MOT and facilitates the realisation of a computer-supported system configuration and adaptation methodology, as well as the development of a CAD tool with an intended application in embedded customisation (Elgh 2014) .
During our research we obtained some new insights. For instance, due to aggregate complexity, the information structures needed to describe the architectural and operational characteristics of SMFs cannot be anything else but complicated. For this reason, it was inevitable to introduce some level of modularity with respect to entity specification and software programming. The modularisation of the architecture and operation information structures led to a large number of information constructs, and to a multitude of relationships among them. On studying practical cases, it was recognised that composability of SMFs was strongly influenced by the number and nature of relationships. In our approach, various constraints (e.g. temporal, logical) are applied to the relationships, the combination of which has an important role in fulfilling specific composability conditions. Composability is the degree to which SMFs can be assembled in various combinations to satisfy specific system and user requirements. A composition of SMFs should meet at least the major composability conditions in order to form an architecturally and operationally correct and feasible system. However, constraints cannot be predefined exhaustively when an SMF is created, since the need for them may emerge in the composition process. For the time being, we have not investigated the solution opportunities for this issue and if any systematic method exists. The same applies to dynamic constraints management and system compositionality analysis. To increase composability of SMFs, sufficient functional and interfacing information is to be included in the specification of the related information constructs. The currently proposed solution is based on formalised input assumptions and output guaranties.
We are currently working on the computational-level detailing of the SMFs-based methodology in order to be able to transfer it to a testable prototype tool. In this first phase of the work our, efforts were concentrated on guaranteeing feasibility and achieving efficiency in terms of the procedures, methods and instruments. Furthermore, it was also our goal to make the specification, operationalisation and exploitation of a large number of SMF possible. Even though we have recognised the advantages of a parallel specification or augmentation of the proposed computational approach with an SMFsbased, user-orientated pre-embodiment design methodology, we could not accomplish it yet because of the necessary experimental work. This will be done in the next phase of our research, together with the practical investigation of utility and usability issues.
Many published papers address the idea of transdisciplinary conceptualisation of CPSs and incorporating changeability into system architectures. The presented work may have an impact in this respect since architecture or operation configuration of consumer durables by end-users and embedded customisation of human-cantered heterogeneous systems are gaining importance in current days. As argued by Fricke and Schulz (2005) , 'systems to be delivered must be designed not only to meet customer or market needs, but also increasingly to meet requirements and constraints of systems sharing its operational context and throughout their entire lifecycle' and 'Flexibility, agility, robustness, and adaptability as four key aspects of changeability will be defined and described'. The methodologies and the tools used in configuration and early design of systems must provide an opportunity for upgrading the architectural components and the functional scope of system already in service, or for releasing a new version of it in a fast, reliable and economic procedure (Chandrasegaran et al. 2013) . The SMF approach outlined in this paper enables achieving flexibility, agility, robustness and adaptability in system configuration and customisation.
Conclusions and propositions
As system modelling entities, SMFs may represent both physical and computing transformations of the domains. A system model can be formed by aggregating the domains into a feasible structure and combining their UoOs into FoOs. Parameterisation of SMFs comprising HW, SW and CW constituents represents a challenge because of the associated heterogeneity and complexity issues (Merali and Mckelvey 2006) . Nevertheless, a straightforward and comprehensive constraints management and satisfaction are needed. To the best of our knowledge, no underlying mathematical theory has been developed for parametrised handling of SMFs. Being aware of the difficulties, we could strive after only a partial theory supporting parameterised computational processing of SMFs. We believe that the main advantages of the SMF-based approach are as follows:
(1) Connecting previously separated areas of system design such as designing analogue hardware, digital hardware, system and application software, knowledge structures, concept ontologies, information/data models and multimedia contents. (2) Providing a uniform system development strategy and methodology for the preembodiment design phase of system development, by only incrementally deviating from the currently applied technologies, methodologies and best practices. (3) Making possible for systems designers to focus on individual elements without losing sight of the overall architecture and operation framework, and without drowning designers in cognitive burdens. (4) Allowing dynamic modelling and easy modification of the system concept by various aggregates of domains and FoOs on a relatively high level. (5) Making system modelling transparent for each stakeholder representing different professional fields, balancing between different views and reaching a faster agreement this way.
On-going and future research
validation of the utility of the computational framework and the SMFs-based pre-embodiment design methodology with end-users. Two papers are being written at this moment to discuss the computational constructs that are needed for computer processing of SMF procedures and data, and to present the methodology proposed for composition of SMFs and system modelling. More specifically, the first paper will concentrate on what pieces of information should be included in computational constructs and how the transition from genotypes through phenotypes to instances of SMFs should be handled by a software toolbox, also considering the issues of knowledge engineering. The second paper will explain how the phenotypes of SMFs are composed and instantiated in the process of modelling a specific CPS. It will also address methodological issues in order to support system designers to tackle composability challenges with the aid of the SMF-based modelling toolbox.
Note
