Abstract: In this paper we obtain several basic formulas for generalized integral transforms, convolution products, first variations and inverse integral transforms of functionals defined on function space.
Introduction
In a unifying paper [14] , Lee defined an integral transform F γ β of analytic functionals on abstract Wiener space. For certain values of the parameters γ and β, the Fourier-Wiener transform [1] , the modified Fourier-Wiener transform [2] , the Fourier-Feynman transform [3, 11] and the Gauss transform are special cases of Lee's integral transform F γ β .
Let C 0 [0 T ] denote one-parameter Wiener space; that is the space of all continuous real-valued functions on [0 T ] with (0) = 0. Recently several papers, including [4, 9, 12, 13] , have appeared establishing several relationships involving integral transforms, convolution products, inverse integral transforms and the first variation of functionals defined on C 0 [0 T ]. Also see [15] for further work involving integral transforms.
The function space C [0 T ], induced by generalized Brownian motion, was introduced by Yeh in [17] and studied extensively by Chang and Chung [6] . In [8] , Chang, Chung and Skoug gave a necessary and sufficient condition that a functional F in L 2 (C [0 T ]) has an integral transform F γ β F also belonging to L 2 (C [0 T ]).
In this paper we obtain several very basic formulas involving generalized integral transforms, convolution products, first variations and inverse integral transforms of functionals defined on the function space C [0 T ]. In particular we extend many of the results in [12] to the C [0 T ] setting. The results in this paper are quite a lot more complicated because the generalized Brownian process is nonstationary in time, is subject to a drift ( ) and can be used to explain the position of the Ornstein-Uhlenbeck process in an external force field [16] .
Definitions and preliminaries
Let D = [0 T ] and let (Ω B P) be a probability measure space. A real-valued stochastic process Y on (Ω B P) and D is called a generalized Brownian motion process if Y (0 ω) = 0 almost everywhere and for 0 = 0 < 1 < < ≤ T ,
is normally distributed with density function
where = ( In [18] , Yeh showed that the generalized Brownian motion process Y determined by (·) and (·) is a Gaussian process with mean function ( ) and covariance function ( ) = min{ ( ) ( )}, and that the probability measure µ induced by Y , taking a separable version, is supported by C 
denote the Paley-Wiener-Zygmund stochastic integral [5, 7, 8, 10] . Then is a Gaussian random variable with mean ). Then
in the sense that if either side of (1) exists, both sides exist and equality holds. Using formula (1) we observe that
Next we give definitions of the generalized integral transform GIT, the generalized convolution product GCP and the first variation FV for functionals defined on
Definition 2.1.
Let F and G be functionals defined on K [0 T ] and let γ and β be nonzero complex numbers. Then GIT, GCP and FV are defined by formulas
if they exist.
Remark 2.2. [14] and used in [4, 9, 12, 13] . In particular, F 1 is the Fourier-Wiener transform used by Cameron and Martin in [1] while F √ 2 is the modified Fourier-Wiener transform used by Cameron and Martin in [2] . (3) and (1) we observe that
(iii) Note that for F ( ) of the form (5) below, δF ( | ) acts like a directional derivative in the direction of .
The following very simple example illustrates the last paragraph in Section 1.
Example 2.3.
while, by equation (1),
We finish this section by describing the class of functionals that we work with in this paper. Let E 0 be the space of all functionals F :
for some positive integer , where (λ 1 λ ) is an entire function of complex variables λ 1 λ of exponential type; that is to say,
for some positive constants L F and M F . To simplify the expressions, we use the following notation
Note that E 0 is a very rich class because E 0 contains many unbounded functionals. In fact, if F is given by (5) , then the function is bounded if and only if it is a constant function. Furthermore, we can show that for appropriate θ and φ, the functionals
are all elements of E 0 . These functionals are of interest in Feynman integration theories and quantum mechanics.
Remark 2.4.
For any F and G in E 0 , we can always express F by (5) and G by
using the same positive integer , where is an entire function of exponential type.
Existences theorems
In our first theorem of this section we give formulas for GIT, GCP and FV for functionals belonging to E 0 .
Theorem 3.1.
Let γ and β be nonzero complex numbers and let F and G in E 0 be given by (5) and (6) .
of F and G and FV δF of F exist, belong to E 0 , and are given by the formulas
for ∈ K [0 T ], where
and = (∂/∂λ ) .
In order to obtain a version of the inverse integral transform, IIT, of our GIT, the following two lemmas prove to be very useful.
Lemma 3.2.
Let γ and β be nonzero complex numbers. Let and Γ F γ β F be as in Theorem 3.1. Then for λ ∈ C ,
Proof. Let K ( λ) denote the right-hand side of equation (13) . Then using equation (10) we observe that
Now for = 1 , let = − A , = − A , = − A and = − A . Then substituting into equation (14) (and then suppressing the primes) gives us the formula
Next converting to polar coordinates with = cos θ and = sin θ for = 1 yields the expression
Then, using Gauss's mean value theorem from complex variables to evaluate the integrals in (15) with respect to θ 1 θ , yields the formula
Next, carrying out the integration with respect to 1 easily yields the formula
Finally, converting to polar coordinates in (16) with = cos θ and = sin θ for = 1 , and then proceeding as above we obtain that the right-hand side of equation (16) equals ( λ) which concludes the proof of Lemma 3.2.
Lemma 3.3.

Let γ β and be as in Lemma 3.2. Then for λ ∈ C ,
Equation (17) follows immediately from equation (14) by replacing γ in (14) with −γ/β.
In our next theorem, we obtain a version of the inverse integral transform IIT of our GIT given by equation (2).
Theorem 3.4.
Let γ and β be nonzero complex numbers and let F ∈ E 0 be given by (5) . Then
That is to say, IIT of our GIT is given by
Proof. Using (2) and (10) it follows that for ∈ K [0 T ],
Using (13), the right-hand side of the above equation is equal to F ( ). On the other hand, using (2) and (10) it follows that for ∈ K [0 T ],
Next, using (17), we see that the right-hand side of the above equation is also equal to F ( ) which establishes (18), as desired.
Remark 3.5.
(i) Let γ 1 γ 2 β 1 and β 2 be nonzero complex numbers. Then there are no nonzero complex numbers γ and β such that
Hence our IIT, F −1 γ β , cannot be expressed as a simple integral transform.
(ii) In general our integral transforms are not commutative. But for the special case β = 1, it follows that
for all complex numbers γ 1 and γ 2 .
Remark 3.6.
In view of Theorem 3.1, all of the functionals which arise in Theorem 3.4, as in Section 4, are elements of E 0 . That is to say, E 0 is a very natural class of functionals to study the basic relationships existing among GIT, GCP, FV and IIT.
Basic formulas
In this section we establish several very basic formulas involving GITs, GCPs, FVs and IITs of functionals in E 0 . Our first lemma is useful because it is usually much more difficult to evaluate (F * G) γ directly than it is to evaluate F γ β (F * G) γ . Using (2), (3) and (1), we easily obtain Lemma 4.1.
Let γ and β be nonzero complex numbers and let F be given by (5). Then
(19)
The following theorem is the main result in this section.
Theorem 4.2.
Let γ and β be nonzero complex numbers. Let F and G be given by (5) and (6) respectively. Then Proof. Using (7) and (10) with F replaced with (F * G) γ , it follows that for ∈ K [0 T ], 
which in turn implies that the right-hand side of equation (22) equals the expression
On the other hand, using (19) and (20), we see that the expression above equals the right-hand side of equation (21).
Next we give several examples illustrating the utility of equations (19) through (21) above. 
we obtain the following six fundamental formulas:
Now using the six formulas above, together with formula (21), one can immediately write down the generalized integral transform of the nine convolution products (
We only include two of them in this example:
In our next theorem, we obtain a basic formula for GIT of GCP. One should apply (2) repeatedly and next equation (22).
Theorem 4.4.
Let γ β F and G be as in Theorem 4.2. Then
Next, we obtain a relationship involving GITs and FVs. Equation (24) follows immediately from (7) and (9) by replacing F with δF and F γ β F with δF γ β F , respectively.
Theorem 4.5.
Let γ β and F be as in Theorem 4.2 and let be as in Theorem 3.1. Then
We obtain several very basic formulas involving GITs, GCPs and FVs for functionals F and G given by equation (5) and (6), respectively.
Theorem 4.6.
Let γ β F and G be as in Theorem 4.2 and let be as in Theorem
Proof. We first note that equation (25) follows directly from the definition of FV given in (4). Next we note that equations (26) and (27) follow from (23) and (24). Finally, equation (28) follows immediately from (24).
Now we establish a very basic formula for GCP of functionals in E 0 . To establish equation (29) we simply take the inverse integral transform F −1 γ β of both sides of (21).
Theorem 4.7.
Let γ β F and G be as in Theorem 4.2. Then
The next result is a basic formula for GCP of IITs via GITs and IITs.
Theorem 4.8.
Proof. Using (23) and (18) it follows that
γ β of each side of the above equation, we obtain (30), as desired.
The following corollary follows from Theorem 4.8 by letting
Corollary 4.9.
Let γ β and F be as in Theorem 4.8. Then
In our next theorem we list several basic formulas involving GCPs, FVs and IITs of functionals in E 0 . These formulas follow quite readily from equation (7) through (12) 
Example 4.11.
Additional results
We can show that the above results hold for larger classes of functionals than E 0 . For σ ∈ [0 1), let E σ denote the space of all functionals F : 
for some positive constants L F and M F . Note that if σ = 0, then E σ = E 0 and for 0 < σ
Remark 5.1. 
Remark 5.2.
Proceeding as in Sections 3 and 4 we can show that all the results we obtained there actually hold for all functionals F and G in E σ for 0 < σ < 1. For example fix σ ∈ (0 1) and let F and G be elements of E σ . Then (F * G) γ is given by (8) and so, by (11) and the inequality
it follows that
where
and
< ∞ and hence (F * G) γ ∈ E σ since 1 < 1 + σ < 2. . Then G and H are elements of E 1/3 . But G and H are not elements of E σ for all σ ∈ [0 1/3). Furthermore, using equations (2), (7) and (10) above, we see that Finally, using equation (21) we obtain the formula 
