Background With the increased use of simulation for surgical training, there is a need for objective forms of assessment to evaluate trainees. The Global Evaluative Assessment of Robotic Skills (GEARS) is widely used for assessing skills in robotic surgery, but there are no recognised checklist scoring systems. This study aimed to develop a checklist for suturing in robotic surgery. Methods A suturing checklist for needle driving and knot tying was constructed following evaluation of participants performing urethrovesical anastomoses. Key procedural steps were identified from expert videos, while assessing novice videos allowed identification of common technical errors. 22 novice and 13 expert videos were marked on needle driving, while 18 novices and 10 experts were assessed on knot tying. Validation of the finalised checklist was performed with the assessment of 39 separate novices by an expert surgeon and compared to GEARS scoring. Results The internal consistency of the preliminary checklist was high (Cronbach's alpha = 0.870 for needle driving items; 0.736 for knot tying items), and after removal of poorly correlating items, the final checklist contained 23 steps. Both the needle driving and knot tying categories discriminated between novices and experts, p < 0.005. While the GEARS score demonstrated construct validity for needle driving, it could not significantly differentiate between novices and experts for knot tying, p = 0.286. The needle driving category significantly correlated with the corresponding GEARS scores (r s = 0.613, p < 0.005), but the correlation for knot tying was insignificant (r s = 0.296, p = 0.127). The pilot data indicates the checklist significantly correlated with the GEARS score (p < 0.005). Conclusion This study reports the development of a valid assessment tool for suturing in robotic surgery. Given that checklists are simple to use, there is significant scope for this checklist to be used in surgical training.
required for robotic surgery are unique and cannot easily be adapted from open or laparoscopic surgery without appropriate training [1] . It is therefore recommended that robotic surgeons practise outside of the operating room, particularly in the initial error-prone phase of the learning curve where patient safety is most at risk [2] .
Simulation training tools require objective forms of assessment in order to evaluate current expertise and track progression. These include checklists and global rating scales [3] , with the Global Evaluative Assessment of Robotic Surgery (GEARS) most widely validated and used for assessment in robotic surgery [4] . Recently, the Prostatectomy Assessment and Competency Evaluation (PACE) scoring tool was validated and serves as a global rating scale specific to the evaluation of robot-assisted radical prostatectomy [5] .
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It has been proposed that checklists limit the subjective component of examination as there is a strict and unambiguous list of items that must be met, reducing the risks of variations in interpretation between examiners [6] . While it is suggested that checklists lack flexibility in their criteria, the subjective nature of global rating scales requires that assessment is undertaken by experienced surgeons. The feasibility of using multiple experts to assess videos of numerous trainees is uncertain [7] , underlining the possible use of checklists as a practical alternative.
Owing to their ease of use, checklists have formed an important component of the assessment of surgical skills in the past two decades. Checklists have been validated for surgical procedures and tasks, including laparoscopic cholecystectomy [8] , and various basic surgical skills [9] . Relevant to this study, a checklist was validated for the objective assessment of laparoscopic suturing using twenty-nine items to capture the technical steps in needle driving and knot tying [10] .
Checklists are simple to use and administer, do not necessarily require experts to use them, and have demonstrated reliability and validity in the literature. Despite this, unlike laparoscopic surgery, there is currently no technical checklist for suturing in robotic surgery [10] . The aim of this study was to devise a checklist for suturing in robotic surgery, and establish its reliability, construct validity and concurrent validity using GEARS as the standard.
Materials and methods

Checklist development
To construct the items in the checklist, videos of expert and novice surgeons undergoing suturing evaluation within a simulated operating room environment were reviewed. All participants performed the same task involving a robotic urethrovesical anastomosis (UVA) using a synthetic dry lab model (3d med). Novices were defined as having no laparoscopic, robotic or operative experience, while experts had performed over 50 robotic-assisted laparoscopic prostatectomies independently.
The checklist was developed in two stages. First, all potential steps of suturing relating to needle positioning, insertion into the tissue, exit out of the tissue, and knot tying were identified and recorded through a review of 13 videos of experts proficient in robotic surgery. 22 novice videos were then evaluated to identify additional key steps and frequent technical errors in needle driving, while a separate set of 18 novices were assessed in the same way for knot tying. The focus in this phase was to identify any errors that the novices commonly made, and attempt to capture this in the checklist to maximise the discriminatory power of the checklist between subjects of different skill levels. It was noted that novices commonly required multiple attempts at a single step, or made multiple errors in the same step, so sub-steps were included within certain items of the checklist to capture more than one attempt or error.
To ensure constant assessment, three final complete sutures from each attempt were marked, with the scores averaged to provide a more reliable representation of the subject's ability at needle driving. A 'general' domain was included in the needle driving category to account for overall competence and to allow the recording of errors. In the knot tying category, the steps for the first knot are detailed and marked individually. All subsequent knots score one point for each completed step in order to accommodate for differences in the number of knots carried out depending on the technique used by the participant.
All potential key steps were compiled into a comprehensive checklist by AG after agreement with authors, using the template developed by Moorthy et al. [10] . The needle driving category was used to evaluate 22 novices and 13 experts. 10 of the experts were used to evaluate the knot tying category along with a separate group of 18 novices. Assessment involved marking each step separately based on the checklist. An expert surgeon not involved in the development of the checklist acted as an independent observer and marked the participants using GEARS score. The finalised checklist underwent pilot validation. A surgeon experienced in robotic training used the checklist to assess the performances of 39 novices in two video sets. The novices had undergone robotic surgical training as part of two independent studies. Scores were compared to GEARS scores marked by an expert surgeon.
Statistical analysis
As the needle driving and knot tying categories of the checklist were constructed from, and used to analyse, separate sets of novice videos, their analysis was carried out separately. Cronbach's Alpha was used to determine internal consistency. Poorly correlating items were considered for deletion and discussed by the study authors. To establish construct validity, a Mann-Whitney U test was carried out to determine whether the checklist could significantly differentiate between novices and experts. Spearman's rank correlation measured the correlation between the checklist scores and GEARS.
Results
In the initial stage of constructing the checklist, 29 steps were identified, divided into 19 items related to needle driving and 10 to knot tying (Supplementary Table 1 ). The 1 3 needle driving category contained 8 procedure-specific steps, and 11 general competency items.
Reliability
Both categories demonstrated a high level of internal consistency. The Cronbach alpha of the needle driving items was 0.870, and 0.736 for the knot tying category. A Cronbach alpha above 0.70 is considered to be a satisfactory internal consistency [11] .
After viewing the individual Cronbach alpha results, nine steps or sub-steps in the needle driving category were identified and deemed redundant by the authors as they did not capture discriminatory elements of the suturing process (Supplementary Table 2 ). The same process was applied to the knot tying category. Two items were not eligible for analysis as every participant scored the same result, while removal of five other items would have led to an increased Cronbach Alpha score. It was agreed that four of these items were unnecessary, so they were removed (Supplementary Table 3 ). The items 'instruments positioned with correct C or reverse C loop' and 'short tail of thread is pulled completely through loop in one smooth motion' were retained in the checklist despite scoring poorly on analysis, as they were considered to be important distinct procedural steps in the knot tying process. Furthermore, the item 'No injuries to tissue in the process of knot tying' also scored poorly but was kept as it could indicate poor instrumental control, and therefore potentially discriminate between different skill levels. The completed checklist used for analysis of validity included 23 steps with a maximum score of 32 (Table 1) .
Following completion of the checklist, the internal consistency was tested again. The new Cronbach alpha for the needle driving category was 0.887 and the knot tying category was 0.752, demonstrating that the internal consistency improved after removal of surplus items.
Validation
The mean scores of novices and experts as marked by both GEARS and the checklist along with the Mann-Whitney U test p value are shown in Tables 2 and 3 . Both the needle driving category and the GEARS score could significantly differentiate between novices and experts, but only the knot tying checklist could differentiate between novices and experts, while the GEARS score could not (p = 0.286).
A Spearman's rank-order correlation test was carried out to measure the relationship between the checklist and the GEARS scores. The needle driving category and the accompanying GEARS scores correlated strongly (r s = 0.616, p < 0.005), while the knot tying category and the GEARS score did not correlate significantly (r s = 0.296, p = 0.127). Furthermore, the checklist and GEARS scores marked by the expert observer correlated significantly for both the first (r s = 0.738, p < 0.005, n = 19) and second (r s = 0.829, p < 0.005, n = 20) novice video sets.
Discussion
Validated checklists and global rating scores have been developed for the assessment of simulation in laparoscopic surgery [4, 12] . Although a global rating system is in use for robotic surgery, there is no current checklist that can evaluate suturing in robotic surgery. This study has aimed to construct a checklist for suturing in robotic surgery.
It has been suggested that checklists decrease the interpretation component of examining, instead forcing examiners to be observers of behaviours [13] . Checklists are a more unambiguous measure of performance. Provided the observer understands the items of the checklist and the significance of each item, it does not necessarily require experts to act as the observer. On the other hand, global rating scores require experienced surgeons to decide competency within a more broadly defined domain. This judgement relies on the surgeon's experience as to what constitutes competency, so a more junior surgeon or novice may not be able to assess this as accurately. Although it is desirable for expert surgeons to be observers of performance in all instances, it is not always feasible, given the time constraints, when assessing many trainees [3] . Consequently, the first advantage of a checklist scoring system is that observers with different levels of experience can adequately use it provided they are appropriately informed about the steps in the procedure.
Because global rating scores depend on domain-based objectives, the GEARS score has been used to assess various surgical tasks, including robot-assisted laparoscopic prostatectomy, partial nephrectomy and continuous suturing [4, 14, 15] . In contrast, checklists are based on the steps of one procedure, and are therefore more specific. If a participant is fluent in utilising the instruments but misses key steps, this may not be reflected sufficiently in the global rating scale. Checklists remove this element of subjectivity. It has long been recognised that trainees are better able to improve their proficiency with objective feedback [16] . Providing a step-by-step guide to the participant on their performance accurately allows trainees to identify which specific aspect of the task to focus on. In addition, the checklist devised in this study has items at the end which cover important general competencies not covered by the previous procedural steps in the checklist, allowing a more comprehensive assessment of the participant's ability. This is a feature lacking in other checklists in the literature.
It has equally been argued that checklists lack the flexibility to recognise alternative approaches to tasks and problem solving, which are hallmarks of competent physicians [6, 13]. However, a recent systematic review comparing the evidence for checklists and global rating scales in a variety of simulation models found that the pooled checklist and global rating scores correlated positively with each other, with both displaying high interrater reliability and a similar ability to discriminate between trainees of different experience levels [17] . This is provided the checklist used is specific to the task undertaken, corroborating with the results reported in this study that the checklist designed can significantly differentiate between participants of differing abilities in suturing. Although the knot tying category of the checklist failed to significantly correlate with the GEARS score, this is unsurprising given that the GEARS score was not able to discriminate significantly between experts and novices. This may be because of the inherent subjectivity with global rating scores and the lack of specificity to a particular surgical task. However, when the separate set of novice videos were assessed by the expert robotic surgeon, there was a strong correlation between the checklist and GEARS score. In a wider context, the checklist can be utilised not only for assessing the ability of trainee surgeons, but also for advances in surgical education research. The field of simulation in surgery is continually evolving, with novel technologies and strategies being developed and validated constantly to enhance the training of trainees. The checklist offers an objective scale to measure changes in a trainee's ability, allowing researchers to compare different training programs or curricula.
A number of limitations to this study need to be addressed. A limitation of the study was that there was only observer reviewing the videos at a time. Interrater reliability can be a useful component in measuring the reliability of an assessment tool [18] . However, inclusion and exclusion of checklist items required agreement among authors, allowing both expert and non-expert input into the creation of the checklist. Secondly, an expert robotic surgeon independently reviewed two sets of suturing videos to pilot and further validate the checklist.
Conclusion
This study reports the development of a new assessment tool for suturing in robotic surgery, and demonstrates both reliability and validity in evaluating suturing skills in robotic surgery. Given that checklists are simple to use and may be used accurately by non-experts, there is significant scope for these checklists to be used in training to assess ability and track progress.
