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Resumo Alargado
O objectivo deste trabalho é estudar certos aspectos dinâmicos relacionados com a
equação de Schrödinger não-linear e com algumas variantes, tais como a equação de
Ginzburg-Landau e a equação de Schrödinger hiperbólica. Como é claro pelos inúmeros
trabalhos desenvolvidos sobre estes tópicos desde o século passado, existem múltiplas
abordagens para se estudar estas equações. Uma dessas perspectivas é a de procurar
certas soluções especiais (isto é, soluções da equação que satisfaçam alguma propriedade
adicional) e estudar o comportamento do sistema dinâmico nas respectivas vizinhanças.
Fixada esta abordagem, várias questões se colocam: será que tais soluções existem?
Serão únicas? Serão estáveis? São estas as questões que estudamos neste trabalho.
Na primeira parte, consideramos um sistema de equações de Schrödinger não-lineares
acopladas, que admite uma classe de soluções estacionárias (isto é, soluções com uma
evolução temporal de tipo sinusoidal). O estudo destas soluções tem sido alvo de in-
vestigação activa nos últimos quinze anos, quer pelo seu interesse matemático, quer
pelo interesse físico, já que o sistema em causa modela a interacção de feixes de luz
monocromáticos. Neste modelo, a interacção entre dois feixes é determinada pelo co-
eficiente de acoplamento: os feixes exibem um comportamento atractivo se e só se o
coeficiente de acoplamento for positivo. De entre as soluções estacionárias, focamo-nos
sobre aquelas minimizam a acção do sistema. Estas soluções denominam-se estados de
acção mínima.
Em primeiro lugar, mostramos a equivalência entre a existência de estados de acção
mínima e uma desigualdade puramente algébrica envolvendo os coeficientes de acopla-
mento. No caso em que as frequências destas soluções são todas iguais, determinamos
explicitamente todas as soluções, independentemente dos coeficientes de acoplamento.
Por conseguinte, vários resultados existentes na literatura sobre o conjunto de soluções
(em combinações particulares entre número de equações e os coeficientes de acoplamento)
são simples corolários do nosso resultado geral.
No caso em que as frequências das componentes do estado de acção mínima não são
todas iguais, uma caracterização completa do conjunto de soluções torna-se impossível.
Assim sendo, viramos a nossa atenção para a questão da existência de estados de acção
mínima totalmente não-triviais, isto é, soluções em que todas as suas componentes são
diferentes de zero. Para abordar este problema, adoptamos três estratégias diferentes:
uma técnica perturbativa nos coeficientes do sistema; a construção de uma função real
de variável real cujas propriedades estão intimamente ligadas à existência de estados to-
talmente não-triviais; a restrição ao caso particular em que a não-linearidade do sistema
é cúbica. Como resultado, obtemos diversos teoremas sobre a existência de tais soluções,
consoante as frequências das componentes e os coeficientes de acoplamento.
Encerrando a primeira parte, estudamos as propriedades dinâmicas dos estados de
acção mínima. Por um lado, o facto destes estados minimizarem a acção implica compor-
v
tamentos qualitativos globais por parte do sistema dinâmico. Por outro lado, analisamos
a estabilidade destas soluções. Os resultados obtidos no caso vectorial são análogos aos
do caso escalar. Contudo, certos argumentos são simplificados para se alcançar uma
maior clareza da teoria.
Na segunda parte da tese, consideramos três variantes da equação de Schrödinger não-
linear: a equação hiperbólica; a equação de Ginzburg-Landau complexa; uma equação
abstracta com uma não-linearidade não-local. Em relação à primeira equação, as técnicas
usadas no quadro da equação de Schrödinger para o estudo de propriedades qualitativas
são, em geral, inutilizáveis. Assim, apresentamos várias classes de soluções particulares,
para as quais a análise dos comportamentos qualitativos é possível. Entre essas soluções,
destacamos as soluções de onda plana, ou seja, soluções que, nas variáveis espaciais,
satisfazem uma equação do transporte linear. Em particular, construímos as ferramen-
tas necessárias para o estudo da interacção entre soluções de onda plana e soluções
localizadas e estudamos a estabilidade das primeiras quando perturbadas pelas segun-
das.
A equação de Ginzburg-Landau complexa pode ser vista como um caso intermédio
entre a equação de Schrödinger e a equação do calor. O facto de a natureza destas
duas equações ser essencialmente diferente (a primeira é uma equação Hamiltoniana,
com múltiplas leis de conservação; a segunda é uma equação de difusão, com princípios
do máximo) faz com que a teoria qualitativa para a equação de Ginzburg-Landau seja
extremamente complexa. Neste trabalho, consideramos três problemas: a existência de
soluções estacionárias em combinações específicas dos coeficientes da equação; a existên-
cia e estabilidade de soluções de onda plana em dimensão três, mostrando em particular
que a perturbação localizada de soluções de onda plana origina soluções globalmente
definidas; a análise qualitativa no caso particular em que não existe difusão, onde deter-
minamos concretamente os expoentes da não-linearidade para os quais existem soluções
globalmente limitadas no tempo.
Terminamos a segunda parte com o estudo de uma equação de evolução abstracta
com uma não-linearidade não-local. Esta equação pode ser vista como uma simplificação
de equações mais complexas, tais como a de Ginzburg-Landau. Na verdade, dada uma
condição inicial, é possível obter explicitamente a solução desta equação. Este facto
permite analisar de forma bastante fina o conjunto de soluções globalmente definidas,
incluindo propriedades de convexidade e conexidade. Além disso, ao definirmos uma
norma intrinsecamente relacionada com tal conjunto, obtemos, por fecho topológico,
novos espaços funcionais, que relacionamos posteriormente com os espaços associados ao
operador abstracto. Por fim, mostramos que a explicitude da solução da equação pode
ser usada de forma elementar para obter resultados de existência global para equações
do calor não-lineares.
Na terceira e última parte deste trabalho, obtemos novos resultados qualitativos
para a equação de Schrödinger não-linear. Numa primeira fase, extendemos a teoria de
soluções de onda plana para a superposição numerável de ondas planas com velocidades
distintas (ou seja, satisfazendo, nas variáveis espaciais, equações do transporte distintas).
Neste quadro, além da interacção entre onda plana e solução localizada, temos também a
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interacção entre as ondas com velocidades diferentes. De forma decisiva, vemos que esta
interacção se comporta como um termo localizado, sendo incluída de forma natural na
evolução da solução localizada. Assim, obtemos a existência local de solução quando o
dado inicial é a soma de um dado localizado e de uma superposição numerável de ondas
planas. Mais, provamos a estabilidade da superposição de ondas planas com respeito a
perturbações localizadas.
Passando ao nível seguinte em complexidade, substituímos a soma por uma inte-
gração sobre todas as velocidades possíveis. Ao fazer este processo, aparece de forma
natural a transformada da onda plana, cuja construção é análoga à da transformada de
Fourier. Para construir a teoria dinâmica, estudamos primeiro as propriedades desta
nova transformada. Em particular, vemos que o espaço das imagens desta transfor-
mada não está contido no espaço das funções de quadrado integrável, sendo por isso algo
diferente do que é habitual na teoria existente para a equação de Schrödinger não-linear.
Além disso, o grupo linear associado à equação comporta-se da forma esperada no es-
paço das imagens da transformada, permitindo assim desenvolver a teoria de existência
e estabilidade de soluções neste novo espaço funcional.
Finalmente, consideramos dois novos resultados qualitativos sobre a equação de
Schrödinger não-linear: a concatenação de soluções globais com decaimento e a
existência de soluções ilimitadas com variância infinita. O primeiro resultado mostra que,
fixados dois dados iniciais que originam soluções globais com decaimento, a concatenação
de um dos dados com uma translacção do outro (por forma a estarem suficientemente
"afastados") dá origem a uma nova solução global com decaimento. Em particular, por
múltiplas concatenações, obtemos soluções globais da equação com normas iniciais ar-
bitrariamente grandes. O segundo resultado é uma tentativa de perceber a necessidade
da hipótese de variância finita nos resultados existentes de explosão em tempo finito.
Damos uma condição suficiente para a explosão em tempo finito ou infinito, que não
requer variância finita, e construímos dados iniciais satisfazendo essa condição.
Este trabalho encontra-se redigido em inglês, para que possa ser lido e usado pela
comunidade científica internacional.
Palavras-chave: equação de Schrödinger não-linear, soluções especiais, estabilidade.
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Abstract
In this thesis, we study some dynamical aspects related to the nonlinear Schrödinger
equation (NLS) and some of its variants, such as the complex Ginzburg-Landau equation
and the hyperbolic nonlinear Schrödinger equation. Our focus is the existence and
stability of "special" solutions (which includes bound-states, spatial plane waves and so
on). Part I is dedicated to the theory of ground-states for a system of weakly coupled
nonlinear Schrödinger equations; Part II looks at three variants of the (NLS); Part III
presents some new results for the (NLS).
Keywords: Schrödinger equation, special solutions, stability.
2010 AMS classification: 35B35, 35Q55, 35A01.
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Preface
The goal of this thesis is to understand dynamical behaviours of the nonlinear Schrödinger
equation
iut `∆u` λ|u|σu “ 0 (NLS)
and of some of its variants. The literature available is too vast to be cited: we simply refer
the monographs [12] and [70] for a glimpse on this subject. Evidently, one may adopt
many different perspectives on the dynamics of these evolution problems. One of those
perspectives is to understand what happens around some special solutions. By "special"
we mean solutions which satisfy some extra assumption (usually, that the solutions are
of a specific shape). This yields a series of questions: do these solutions exist? Are
they unique? Are they stable under the dynamical flow? This point of view is the main
philosophy we follow throughout this work and it will be a common theme to its three
parts.
This thesis is a collection of works I have developed since late 2013, when I first
went to the Université Paris 6 to work under the supervision of Thierry Cazenave. The
subject of my thesis at that time was to understand the dynamics behind the complex
Ginzburg-Landau equation
ut “ eiθ∆u` eiγ |u|αu, (CGL)
which can be seen as an equation "between" the nonlinear heat equation and the nonlinear
Schrödinger equation (which had been the subject of my master’s thesis). The list of
goals included blowup criteria and existence of stationary states, problems which, to the
present day, are still mostly unanswered. As a first step, he advised me to look at a
nonlocal version of the (CGL):
ut “ eiθ∆u` eiγ}u}αu,
where }u} is the norm of u in some suitable functional space. It turned out that one could
actually solve explicitly the Cauchy problem. This lead to a very precise understanding
of the dynamics behind the equation, but also indicated that this nonlocal version could
not mimic suitably the complex dynamics behind (CGL).
Some months later, he introduced me to two of his co-workers, Flávio Dickstein and
Fred B. Weissler. Almost instantly, I was invited to participate in their joint research
sessions, which was, for me, the first time cooperating in research. They were working in
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the limit case of (CGL) where θ “ pi{2. As a result, we proved finite or infinite blow-up
for any nonzero solution in Rd.
During the time I was in Paris, I travelled back and forth to Lisbon, where my
personal connections remained, and I kept in touch with my master’s thesis advisor,
Mário Figueira. In September 2014, I decided to return to Lisbon definitely and conclude
my PhD under his supervision. This choice was made for personal reasons and also
because I was feeling unacomplished with the course of my thesis. Looking back, I
wonder if it wouldn’t have been wiser to opt for a co-supervision (which was offered to
me by Cazenave). However, this brings me no sense of regret: I am pleased with the
work I have developed here in Lisbon and I was able to fully enjoy these three years.
The first subject I worked on after my return was on the existence, uniqueness and
stability of minimal action solutions of the stationary system
∆um ´ ωmum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0, m “ 1, ...,M, (M-NLS)
which is equivalent to the study of ground-states of a certain system ofM weakly coupled
nonlinear Schrödinger equations. I quickly discovered that such a problem had been, for
the last decade, an intensive field of research (motivated mostly by the system itself and
not by the fact that it yields ground-states of a dynamical problem). Regarding this
subject, I soon obtained several results, especially on the coherent case ωm ” ω.
A few months after, during a routine catchup of the latest publications on arXiv,
I noticed that Filipe Oliveira, a professor at Universidade Nova de Lisboa who had
been a member of my master’s thesis jury, had written a paper on the same subject. I
immediately contacted him and we started working together. He then told me he was
also working with Hugo Tavares, a young researcher at Instituto Superior Técnico in
Lisbon (who, coincidentally, was also a jury at my master’s thesis). The three of us got
together and wrote a nice paper regarding the incoherent case when p “ 1.
After this incursion into the elliptic world, my supervisor suggested we could work
on the hyperbolic nonlinear Schrödinger equation
iut ` uxx ´ uyy ` λ|u|σu “ 0. (HNLS)
The nonellipticity of differential operator makes many of the fine techniques available
for the (NLS) unusable. In the lines of our general philosophy and also motivated
by physical interpretations, we looked for some particular solutions and studied their
stability properties. Among them, we highlight the spatial plane wave solutions, which
are of the form upt, x, yq “ fpt, x´ cyq, where c P R is called the speed of the wave. We
developed a suitable framework to study the effect of localized perturbations on these
non-integrable solutions and proved some stability results.
Motivated by the simple form of the spatial plane wave solutions and by the results
we had obtained, we further developed the theory, this time in the context of the (NLS).
First, we studied what happens when one superposes a numerable sequence of plane
waves with different speeds. Even though the technicalities were a bit more involved,
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the results we obtained were the expected generalizations of the single wave case. It then
occured to me that one might be able to replace the numerable sum by a continuous
integration. As soon as we started to work with this continuous case, we understood
that it was intrinsically different from the numerable one. Fortunately, it turned out to
produce a very interesting theory, which is based on the plane wave transform
pTfqpx, yq “
ż
fpx´ cy, cqdc.
Trying to test the limits of this technique, my advisor suggested we could study
the same problem for the incompressible Navier-Stokes equation in dimension three.
Even though my knowledge regarding this equation is fairly minimal, we were able to
show the stability of spatial plane waves (which, in the fluids community, correspond to
laminar fluids). Afterwards, we noticed that the (CGL) shared several properties with
incompressible Navier-Stokes and so an analogous result was shown for the (CGL).
Finally, during some investigative free time, I tried to obtain some qualitative results
for the (NLS): on one hand, to evaluate the necessity of the finite-variance requirement
for the blow-up of negative energy solutions; on the other, to understand the implications
of an inequality which I now call finite speed of disturbance (as a weaker notion of finite
speed of propagation).
We now briefly explain the structure of this thesis. The first part concerns the
theory for the (M-NLS) system: after a more detailed introduction to subject (Chapter
1), we show existence of ground-states and fully characterize the set of ground-states in
the coherent case (Chapter 2). The incoherent case, where such a characterization is
unavailable, is then the subject of Chapter 3. Finally, in Chapter 4, we present some
dynamical results which are connected with the ground-states: on one hand, we have
general qualitative results related to the minimal action property of the ground-states;
on the other, we study the stability of bound-states through the dynamical flow.
In the second part, we focus on three different variants of the (NLS), namely the
hyperbolic nonlinear Schrödinger equation (Chapter 5), the complex Ginzburg-Landau
equation (Chapter 6) and the nonlocal version of the (CGL) (Chapter 7). The first
two chapters will deal mostly with the existence of special solutions and their stability
properties. In Chapter 7, a more complete study of the evolution problem is carried out.
Finally, in the third part, we present the new results for the nonlinear Schrödinger
equation: the general theory of spatial plane waves in both numerable and continuous
cases (Chapter 8); two results regarding boundedness or unboundedness of solutions to
the (NLS) (Chapter 9).
It is worth noticing that, while Part I should be read as is, the order of the chapters
of Parts II and III is not very important, since they are mostly self-contained. Moreover,
this work is essentially a compilation (with few minor adjustments and improvements)
of the papers [13], [19], [20], [21], [22], [23], [24], [25] and [26].
I end this preface with the deserved acknowledgements. This work was developed
with the support of the Fundação para a Ciência e Tecnologia, through the PhD grant
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SFRH/BD/96399/2013 and also through the grant UID/MAT/04561/2013. I am most
indebted to Mário Figueira, for his guidance and solicitude throughout these years, and to
Thierry Cazenave, who accepted to be my PhD supervisor and has always been available
for discussions even after my return to Lisbon. I want to thank to the several professors
with whom I had the pleasure to work with in the last four years: Flávio Dickstein, Fred
B. Weissler, Filipe Oliveira, Hugo Tavares, Rémi Carles, Jorge Drummond da Silva and
Ádan Corcho (in the context of a CAPES-FCT research project). In a personal point
of view, I thank my PhD colleagues, with whom I shared many of the good (and also
the hard) times of the research process. I thank my family for their warm support and
for always believing in my success (in any greater lenght than the one I had for myself).
Last, but not least, I thank my wife Andreia, who has always been by my side through
better or worse, and whose love nurtured me to become who I am today. Without it,
I am certain I would not have been able to pursue the research as I have in these past
years.
Lisbon, May 28th 2017
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Notation
a.e. almost everywhere
Re z the real part of a complex number z
Im z the imaginary part of a complex number z
z¯ the complex conjugate of a complex number z
Y the closure in X of a topological subspace Y
X 1 the topological dual of a space X
XM the product of M copies of a topological space X
xu, vyX 1ˆX the duality product of u P X 1 with v P X
X ãÑ Y Xis a subset of Y with continuous injection
un á u in E un converges to u in the weak topology of the Banach space E
distpA,Bq the Euclidean distance between the sets A,B Ă Rd
ux the partial derivative BuBx
∇u the vector of all partial derivatives of u
∆u the trace of the Hessian matrix of u
DpΩq the space of infinitely differentiable functions with compact
support in Ω
SpRdq the Schwarz space of rapidly decaying functions in Rd
Fu the Fourier transform of a function u
LppΩ, Xq the space of measurable functions u in Ω with values in X such that
}u}LppΩ,Xq “
`ş
Ω }upxq}pXdx
˘ 1
p ă 8, if p ă 8,
}u}LppΩ,Xq “ ess supxPΩ }upxq}X ă 8, if p “ 8
LppΩq “ LppΩ,Cq
}u}p the Lp norm of a function u P LppΩq
p1 the conjugate exponent of p P r1,8s so that 1p ` 1p1 “ 1
W k,ppΩq the Sobolev space of LppΩq functions whose derivatives up to order k
are also in LppΩq
HkpΩq “W k,2pΩq
CkpI,Xq the space of functions over an interval I with values in a Banach space
X which are k times differentiable
x` the minimum between 0 and a real number x
1{x` 1{x if x ą 0, 8 otherwise
x À y there exists an absolute constant C ą 0 such that x ď Cy
x ! y there exists a small absolute constant  ą 0 such that x ď yş
udx the integral of u on the x variable over the whole domain of definition
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Part I
Bound-states for systems of
weakly coupled nonlinear
Schrödinger equations
1

Chapter 1
Introduction and preliminaries
1.1 Introduction
Throughout Part I of this work, we shall focus on the system of M coupled semilinear
Schrödinger equations
ipvmqt `∆vm `
Mÿ
j“1
kjm|vj |p`1|vm|p´1vm “ 0, m “ 1, ...,M (M-NLSt)
where v “ pv1, ..., vM q : R` ˆ Rd Ñ CM , kjm P R, kjm “ kmj , and 0 ď p ă 2{pd´ 2q`.
This system arises in several physical contexts, such as nonlinear optics and Bose-
Einstein condensates ([72]). From the point of view of optics, one takes d “ 2 and makes
the following interpretation: each vm corresponds to the amplitude of a monochromatic1
electric field (or simply beam) propagating in the t-direction2; x P R2 is the coordinate
of the plane perpendicular to the axis of propagation; each coupling coefficient kjm is
connected to the refraction index of beam m passing through beam j. Positive couplings
mean that the beam j forces beam m to concentrate more along the axis of propagation,
while negative couplings imply a repeling behaviour. As such, we say that positive cou-
plings are attractive and negative ones are repulsive (see [66] and the physical references
therein).
One of the problems one may study is the local Cauchy problem for this system,
which prescribes the amplitudes of each beam at t “ 0. Following the same arguments
as for the (NLS), one may prove the standard H1 local well-posedness result:
Proposition 1.1.1. Fix p ě 1. Given v0 P pH1pRdqqM , there exist T pv0q ą 0 and
a unique maximal solution v P Cpr0, T pv0qq; pH1pRdqqM q of (M-NLSt), which depends
continuously on the initial data. If T pv0q ă 8, then one has the blow-up alternative
lim
tÑT pv0q
}∇vptq}2 “ `8.
1This means that the electric field has the form E(spatial variables)exp(iˆfrequencyˆtime), thus one
must simply determine E.
2Hence t is viewed as a spatial variable.
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Remark 1.1.1. The condition p ě 1 guarantees that the nonlinearity is locally Lipschitz,
which is an important feature in order to apply the usual techniques of local well-
posedness. The local existence for 0 ă p ă 1 is an open problem, possibly solvable using
some topological techniques (instead of fixed-point arguments). However, the remainder
of the theory we shall develop throughout these chapters works for p ą 0 without any
further restrictions.
Having the question of local existence settled, our goal will be to understand some
qualitative behaviours for this Cauchy problem. Naturally, many of the properties of the
(NLS) can be translated to system (M-NLSt). For example, one has the conservation of
individual mass (or charge)
Mmpvptqq “Mmpv0q :“ }vm}22, m “ 1, . . . ,M,
and the conservation of total energy
Epvptqq “ Epv0q :“ 12
Mÿ
m“1
}∇vm}22 ´ 12p` 2
Mÿ
j,m“1
kjm}vjvm}p`1p`1.
As a consequence, there are several qualitative results that are valid for system (M-NLSt),
simply by following the arguments for the (NLS). Global existence for p ă 2{d or Virial’s
argument for blowup of solutions with negative energy are some easy examples, which we
shall not prove. This kind of results does not depend heavily on the number of equations
and so we do not observe new dynamical behaviour in this way.
Following the general principle discussed in the preface and the known theory for the
(NLS), we look for nontrivial periodic solutions of the form v “ eiωtu, with ω ą 0 and
u “ pu1, ..., uM q P pH1pRdqqMzt0u. We call these solutions bound-states3. This ansatz
leads us to study the system
∆um ´ ωum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0, m “ 1, ...,M. (M-NLS)
These solutions have the particular property of perfectly balancing the diffraction
of the beams (associated to the ∆um term) and the refraction effects. A solution of
(M-NLS) can be seen to be a critical point of the action functional
Spuq :“ ω2
Mÿ
m“1
}um}22 ` Epuq, u P pH1pRdqqM .
Especially relevant, for both physical and mathematical reasons, are the bound-states
which have minimal action among all bound-states, the so-called ground-states. We set
G “ tu bound-state : Spuq ď Spwq, for all w bound-stateu .
3This denomination will be used both for the periodic solution v and for the spatial profile u.
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In the scalar case, one may prove that there is a unique ground-state (modulo transla-
tions and rotations). The properties of the ground-state determine qualitative behaviours
for the dynamical system (NLS). For example, in the L2-critical case (σ “ 4{d), the
ground-state determines the minimal mass for the existence of blow-up, quantization
of mass at blow-up, minimal blow-up solutions, etc. Examples of its relevance may be
found, for example, in [75], [57], [12].
The vector-valued case has attracted a lot of attention in the past ten years. More
precisely, most of the works are related to the existence of non-degenerate ground-states,
which minimize the action only among bound-states that have all components different
from zero (see, for example, [2], [4], [47]). In fact, there are almost no results concerning
ground-states and their characterization, which is the main problem on which we shall
focus throughout Chapter 2. To our knowledge, only the papers [54], [74], [47] present
advances in the characterization of ground-states, where the results obtained are quite
specific. The approach for the first two is an analysis of the system of ODE’s that one
obtains after proving that all ground-states are radial functions. In the third paper, the
approach is variational and offers only conditions for the existence (or nonexistence) of
ground-states with all components different from zero. However, each of these results
displays several restrictions, both on the power p and on the coefficients kjm.
The first question one should ask is: are there any ground-states? This question will
be answered completely in Section 2.1. It is quite straightforward to obtain a necessary
condition for the existence of bound-states: multiplying each equation by u¯m, integrating
over Rd and summing in m,
Mÿ
m“1
ω}um}22 ` }∇um}22 “
Mÿ
j,m“1
kjm}umuj}p`1p`1.
Hence, if a bound-state exists,#
u P pH1pRdqqM :
Mÿ
j,m“1
kjm}umuj}p`1p`1 ą 0
+
‰ H.
This condition depends only on the coupling coefficients and expresses the fact that, if
there is no possibility for the attraction effects to become larger than the repulsive ones,
then the nonlinear part (which corresponds to refraction) cannot oppose the diffraction.
This makes the balance needed for the existence of bound-states impossible. Even though
this is a priori only a necessary condition, it turns out that it is equivalent to the existence
of ground-states4. This is achieved by proving that ground-states are the solutions of
the minimization problem
min
#
Mÿ
m“1
ω}um}22 ` }∇um}22 :
Mÿ
j,m“1
kjm}umuj}p`1p`1 “ c
+
(1.1.1)
4Hence the existence of ground-states is also equivalent to the existence of bound-states.
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for some appropriate c ą 0 and then showing the existence of minimizers. The main
difference regarding the known existence results is that, instead of using Schwarz sym-
metrization (for which one needs the positivity of the coupling coefficients), one uses
the concentration-compactness principle by P.-L. Lions (see [49], [50]). Notice that this
approach does not say whether there exist radial ground-states or not. However, in
conjuction with other results, we prove radiality of ground-states in all the cases where
it would be possible to use Schwarz symmetrization.
On a second step, one may pose more complex questions: is the ground-state unique?
Is any ground-state fully nontrivial, that is, are all its components nonzero? Can one
characterize (explicitly) the family of ground-states? These questions are the core of
Chapters 2 and 3. Throughout Part I, we write the set of fully nontrivial ground-states
as
G˚ “ tu P G : um ı 0, m “ 1, . . . ,Mu .
If a ground-state is not fully nontrivial, then it is semitrivial. Evidently, if one finds a
complete explicit characterization of G, then the nontriviality of ground-states can be
easily studied. In Section 2.2, we study the characterization problem. This was tackled
in [54] and [74] in very specific cases. On a first attempt to solve this issue, we managed
to characterize all ground-states if the system (M-NLS) has the following property: it is
possible to group the components in such a way that two components attract each other
if and only if they are in the same group. This property is verified in all the previously
referred papers. Intuitively, the results tell us that the attractive components have the
same profile and, if there are two repulsive components, one of them has to be zero:
otherwise, it would be possible to move them away from each other indefinitely and
therefore lower the action, which would contradict the minimality of the ground-state.
If this grouping hypothesis fails, the situation becomes much more difficult. The reason
is that two components may repel each other directly but, by transitivity, they may also
attract each other (see Figure 1.1). Then the balance between these forces is not clear
and the analysis is not straightforward.
Figure 1.1: The simplest balanced system: the signs indicate whether the components attract
or repel each other. Though components 1 and 3 repel each other, they are both attracted to
component 2. This case was studied for the first time in [47].
One of the main properties of the minimization problem (1.1.1) is that it involves
two homogeneous functionals. As a consequence, problem (1.1.1) is equivalent to
6
max
#
Mÿ
j,m“1
kjm}umuj}p`1p`1 :
Mÿ
m“1
}um}22 ` }∇um}22 “ c1
+
.
Hence we must maximize the nonlinear part over a ball in pH1pRdqqM . The key
insight is that the homogeneity of the functionals involved seems to indicate that it is
not important the value of each um at each specific point x P Rd, but the overall size
of um (this intuition points in the right direction, even though more conditions on the
functionals involved are needed). What this means is that the maximization problem
should somehow be related to the finite-dimensional problem
max
#
Mÿ
j,m“1
kjmx
p`1
m x
p`1
j : xm P R0` ,
Mÿ
m“1
x2m “ 1
+
,
which determines the proportionality constants between different components5. This is
indeed true (see Theorem 2.2.4) for any choice of couplings. Thus the characterization
question is completely answered (and the nontriviality of ground-states follows).
From these general characterization theorems, one may obtain as simple corollaries
the results of [54], [74] and [47]. Moreover, we compute explicitly the set of ground-states
for some particular systems to get an insight on the complex relations between coupling
coefficients and the existence of fully nontrivial ground-states. This is the subject of
Section 2.3.
On the other hand, one may also consider periodic solutions of (M-NLSt) where the
time-frequency is not necessarily the same for each component (one then says that the
components are incoherent). These solutions are of the form
v “ peiω1tu1, ..., eiωM tuM q, um P H1pRdq, ωm ą 0,
and the corresponding stationary system is
∆um ´ ωmum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0,m “ 1, ...,M. (M-NLS’)
As such, one may study the existence and characterization of incoherent ground-
states, following the lines of Chapter 2. On one hand, the existence result is extendible
to this situation with almost no changes. On the other hand, the characterization results
fail completely: it is actually impossible to have proportional components when the fre-
quencies are not all the same. Therefore, in this framework, we shall move our attention
to the existence of fully nontrivial ground-states, which will be the focus of Chapter 3.
In this framework, we advise the reader to check [55], [51], [56] (and references therein).
To tackle this problem, we adopt three different approaches: a perturbation theory, an
extension of Mandel’s characteristic function (see [56]) and the case p “ 1.
5Therefore all components should have the same profile.
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First approach. We start by explaining the perturbative method. First of all, a scaling
reduces any (M-NLS’) system to the case ωm ě 1. Given a nonempty symmetric subset
P of t1, ...,Mu2, β P R and η ą 0, consider, for m “ 1, ...,M ,
∆um ´ p1` ηpωm ´ 1qqum `
ÿ
pj,mqRP
kjm|uj |p`1|um|p´1um
`
ÿ
pj,mqPP
βkjm|uj |p`1|um|p´1um “ 0.
For the sake of simplicity, suppose that kjm ą 0, for all pj,mq in P . If one considers
the ground-state action level, Iηβ , and the semitrivial ground-state action level, pIηβqsem,
then Iηβ ă pIηβqsem is equivalent to G “ G˚. The continuity of these action levels with
respect to β and η leads to perturbation results: if, for some β0, η0, one proves that the
ground-state action level is strictly lower than the semitrivial action level, then the same
inequality is valid for β, η close to β0, η0.
Second approach. For the approach using the ideas of R. Mandel, given a nonempty
symmetric subset P of t1, ...,Mu2 and β P R, consider the system
∆um ´ ωmum `
ÿ
pj,mqRP
kjm|uj |p`1|um|p´1um `
ÿ
pj,mqPP
βkjm|uj |p`1|um|p´1um “ 0.
We shall build a mapping β ÞÑ βˆ such that, if
• β ă βˆ, then no ground-state is fully nontrivial (G˚ “ H);
• β ą βˆ, then all ground-states are fully nontrivial (G˚ “ G);
• βˆ “ β, then some ground-states are semitrivial (GzG˚ ‰ H).
This mapping was introduced in [56] for the system with two equations to study the
existence of nontrivial ground-states as a function of the coupling coefficient k12. The
(very important) feature of the case M “ 2 is that semitrivial bound-states are never
influenced by the coupling coefficient. This implies that βˆ is constant and therefore it
defines in a very precise way when G˚ is non-empty. For more than two equations, βˆ is
not that well-behaved, as one may observe in Section 2.3.
Third approach. Finally, we consider the cubic nonlinearity case, that is, p “ 1 (for
previous works in this problematic in the case M “ 2, we refer to [1], [2], [47], [66],
[56] and [55]. The case M ě 3 was also studied in very particular cases in [52], [51],
[16], [62] and [67]). In Section 3.3, we state qualitatively what kind of combinations
on the parameters give rise either to semitrivial or to fully nontrivial ground states. In
particular, it will be evident from our analysis that the different families of parameters
play distinct roles: while the choice of the kmm coefficients can be somewhat arbitrary,
only some combinations between different ωm, and also between different kjm, j ‰ m,
allow fully nontrivial ground states to arise.
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We split our results in two groups: existence results (Subsection 3.3.1) on one hand
and nonexistence results (Subsection 3.3.2) on the other. We briefly summarize the main
ideas:
• In terms of the ωm coefficients, in order to get fully nontrivial ground states, the
two lowest coefficients (say ω1 and ω2, ω1 ď ω2) can be chosen arbitrarily, while
the remaining (ωm, m ě 3) cannot lie too far apart from ω2.
Heuristically, larger ωm make the action larger. Therefore the conclusion is that the
components u1 and u2 of the ground states (which are the components associated to
ω1 and ω2) can always “survive” (i.e. u1, u2 ı 0) when these parameters increase,
while the non-nullity of the remaining components um, m ě 3, will depend on how
large the respective ωm{ω2 quotients are.
• In terms of the coefficients kjm, j ‰ m: on one hand, if, for some m0, all kjm,
with m, j ‰ m0, are sufficiently large compared with kjm0 , j “ 1, . . . ,M , then
G˚ “ H. On the other hand, if all kjm, j ‰ m, are large and close to each
other, then all ground-states are fully nontrivial. Notice that these results are
(qualitatively) complementary for large kjm. For small kjm, the ground-states are
always semitrivial.
We end Part I with the dynamical implications that ground-states have on the time-
dependent system (M-NLSt). These implications are twofold: on one hand, ground-
states determine minimal blow-up norms, concentration of mass at the blow-up time
and blow-up profile. On the other, one may study stability properties of these periodic
solutions. As a by-product, we relate ground-states with the optimal constant of the
vector-valued Gagliardo-Nirenberg inequality
Mÿ
j,m“1
kjm}umuj}p`1p`1 ď C
˜
Mÿ
m“1
ωm}um}22
¸p`1´ dp2 ˜ Mÿ
m“1
}∇um}22
¸ dp
2
, u P pH1pRdqqM
and, using the optimal constant for the scalar case M “ 1, we compute explicitly its
value in the coherent case ω1 “ ¨ ¨ ¨ “ ωM .
1.2 Preliminaries
We start out with some definitions and known results which will be essential throughout
Part I.
Definition 1.2.1. (Bound-states and ground-states of (M-NLS’)) Fix M ě 1, 0 ă p ď
2{pd´ 2q` and ω “ pω1, . . . , ωM q P R`.
1. We define bound-state of (M-NLS’) as any element pu1, ..., uM q P pH1pRdqqMzt0u
solution of (M-NLS’) and define A to be the set of all bound-states of (M-NLS’).
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2. A fully nontrivial bound-state is a bound-state such that um ı 0, @m. The set of
such bound-states is called A˚.
3. Given u “ pu1, ..., uM q P pH1pRdqqM , set
Ipuq “
Mÿ
m“1
ż
|∇um|2 ` ωm
ż
|um|2, Jpuq “
Mÿ
j,m“1
kjm
ż
|um|p`1|uj |p`1
and define the action of u,
Spuq “ 12Ipuq ´
1
2p` 2Jpuq.
4. The set of ground-states of (M-NLS’) is defined as
G “ tu P A : Spuq ď Spwq, @w P Au Ă A,
and the set of fully nontrivial ground-states is
G˚ “ GXA˚.
Remark 1.2.1. If u P A, Ipuq “ Jpuq (one multiplies the i-th equation by um and
integrates over Rd). Therefore
Spuq “
ˆ
1
2 ´
1
2p` 2
˙
Ipuq “
ˆ
1
2 ´
1
2p` 2
˙
Jpuq.
Hence a ground-state is a bound-state with I (or J) minimal.
Remark 1.2.2. Throughout this work, we shall assume that kjm are such that
tu P pH1pRdqqM : Jpuq ą 0u ‰ H.
This hypothesis is necessary for the existence of bound-states, since Jpuq “ Ipuq ą 0,
for any u P A.
The following two lemmata are well-known results concerning ground-states for (1-
NLS) (see [12, Theorems 8.1.4, 8.1.5, 8.1.6] and [50]).
Lemma 1.2.2. There exists Q P H1pRdqzt0u radial, positive and strictly decreasing such
that
Gp1´NLSq “ teiθQp¨ ` yq : θ P R, y P Rdu.
Lemma 1.2.3. Gp1´NLSq is the set of solutions of the minimization problem
I1puq “ min
J1pwq“J1pQq
I1pwq, J1puq “ J1pQq.
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Finally, we state two results for the (M-NLS’) which we do not prove. These results
are natural extensions of their scalar versions and the proofs of the scalar case may be
easily adapted to the vector-valued case.
Proposition 1.2.4 (Pohozaev’s Identity). If u P A, then
Mÿ
m“1
}∇um}22 “ dp2p` 2Jpuq.
Proposition 1.2.5 (Regularity). If u P A, then u P C2pRdq and there exists  ą 0 such
that e|x||pupxq| ` |∇upxq|q P L8pRdq.
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Chapter 2
Existence and characterization of
ground-states of (M-NLS)
In this chapter, we study the existence and characterization problems for the system
∆um ´ ωum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0, m “ 1, ...,M, (M-NLS)
where ω ą 0, 0 ă p ă 2{pd´ 2q` and kjm “ kmj P R.
2.1 Ground-states: existence result
In this section, we prove the existence of ground-states:
Theorem 2.1.1. The set of ground-states for (M-NLS) is nonempty if and only if one
has the positivity condition
tu P pH1pRdqqM : Jpuq ą 0u ‰ H. (PC)
On a first step, we shall prove that the set of ground-states is the set of solutions of a
specific minimization problem. Afterwards, we prove that such a problem has a solution
if and only if the positivity condition is valid.
Remark 2.1.1. Given λ ą 0, let
Iλ “ inf
Jpuq“λ
Ipuq ě 0.
By the homogeneity property of I and J , one easily checks that Iλ “ λ 1p`1 I1.
Remark 2.1.2. From Hölder’s and Gagliardo-Nirenberg’s inequality,
Jpuq À
˜
Mÿ
m“1
ω}um}22
¸p`1´ dp2 ˜ Mÿ
m“1
}∇um}22
¸ dp
2
À Ipuqp`1, u P pH1pRdqqM .
Therefore Iλ ą 0 for any λ ą 0.
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Since any ground-state u P G satisfies Ipuq “ Jpuq, one should pick λ such that Iλ “
λ (so that minimizers satisfy the same condition). A simple computation determines such
λ:
λG :“
ˆ
inf
Jpuq“1
Ipuq
˙ p`1
p
. (2.1.1)
Lemma 2.1.2. The minimization problems
Ipuq “ min
Jpwq“λG
Ipwq, Jpuq “ λG (Min)
and
Ipuq “ min
JpwqěλG
Ipwq, Jpuq ě λG (2.1.2)
are equivalent.
Proof. Let u be a solution of (2.1.2). If Jpuq ą λG, there would exist c ă 1 such that
Jpcuq “ λG and Ipcuq “ c2Ipuq ă Ipuq, contradicting the minimality of u. Hence u is
a solution of (Min).
Now let u be a solution of (Min). If there existedw with Jpwq ě λG and Ipwq ă Ipuq,
then, for some c ď 1, JpcW q “ λG and, from the minimality of u, Ipuq ď Ipcwq ď
Ipwq ă Ipuq, which is absurd.
Lemma 2.1.3. Suppose that there exists a solution of the problem (Min). Then G is
the set of solutions for (Min).
Proof. Let u be a solution of (Min). Then, for some Lagrange multiplier µ P R and any
h “ ph1, ..., hM q P pH1pRdqqM ,
x´∆um`ωum, hmyH´1ˆH1 “ µpp`1qx
Mÿ
j“1
kjm|uj |p`1|um|p´1um, hmyH´1ˆH1 , 1 ď m ďM.
Taking h “ u,
λ
1
p`1
G I
1 “ IλG “ Ipuq “ µpp` 1qJpuq “ µpp` 1qλG
The definition of λG implies that µpp` 1q “ 1 and so u P A. Therefore
Ipuq “ λG and Spuq “
ˆ
1
2 ´
1
2p` 2
˙
λG.
Now take w P A. We want to see that Spwq ě Spuq. Let γ “ Jpwq. Then
Ipwq “ γ and Spwq “
ˆ
1
2 ´
1
2p` 2
˙
γ.
Set x “
´
λG
γ
¯ 1
2p`2 w. Then Jpxq “ λG. Since u is a solution of (Min),
λ
1
p`1
G I
1 “ Ipuq ď Ipxq “
ˆ
λG
γ
˙ 1
p`1
Ipxq “
ˆ
λG
γ
˙ 1
p`1
γ
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and so γ ě pI1q p`1p “ λG. Hence
Spwq “
ˆ
1
2 ´
1
2p` 2
˙
γ ě
ˆ
1
2 ´
1
2p` 2
˙
λG “ Spuq,
which implies u P G. If w P G, one must have equality in the above inequality. Then
Jpwq “ λG and, since u,w P A, Ipwq “ Jpwq “ Jpuq “ Ipuq. Therefore w is a solution
of (Min).
The proof of Theorem 2.1.1 relies on an adaptation of the concentration-compactness
principle of P.L.Lions ([49], [50]) to ensure that the weak limit of a minimizing se-
quence is still in the set of admissible functions. As it is known, the Sobolev injec-
tion H1pΩq ãÑ L2p`2pΩq is compact if Ω is a bounded set1 (see Appendix A). The
concentration-compactness principle describes the lack of compactness of the injection
H1pRdq ãÑ L2p`2pRdq, that is, it tells us what may happen to a bounded H1 sequence,
even if it does not have a strong sublimit in L2p`2. One observes one of three possibili-
ties: the sequence vanishes in every ball (vanishing case); the sequence concentrates on
some fixed ball (compactness case); the sequence splits in a concentrated part and an
escaping part (dichotomy case). Applying this principle to a minimizing sequence, one
may actually exclude both the vanishing and dichotomy cases and conclude, using the
compactness of the Sobolev injection on bounded sets, the existence of a strong sublimit
in L2p`2. This process is exemplified, for example, in [50, Theorem I.2], where this
technique is used to prove the existence of solutions of (Min) in the scalar case M “ 1.
For the general case, we need two lemmata from [49], which we present without proof.
Lemma 2.1.4 (Concentration-compactness principle for pH1pRdqqM ). Let tununPN be
a sequence in pH1pRdqqM such that
Mÿ
m“1
ω
ż
|punqm|2dx “ c.
Then, up to a subsequence, one has the one of the following:
1. Compactness: there exist yn P Rd such that
@ ą 0 DR ą 0
Mÿ
m“1
ω
ż
yn`BR
|punqm|2dx ě c´ ;
2. Evanescence:
lim
nÑ8 sup
yPRd
Mÿ
m“1
ż
y`BR
|punqm|2dx “ 0,@R ą 0;
3. Dichotomy: there exists α Ps0, cr such that, for any given  ą 0, there are sequences
tu1nunPN and tu2nunPN verifying
1Actually, this simplifies considerably the proof of existence of ground-states for bounded domains.
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• |punqm| ě |pu1nqm| ` |pu2nqm|, m “ 1, . . . ,M ;
• Mpun ´ pu1n ` u2nqq ď ;
• ˇˇMpu1nq ´ αˇˇ ď  and ˇˇMpu2nq ´ pc´ αqˇˇ ď ;
• řMm“1 ş |∇punqm|2 ě řMm“1 ş |∇pu1nqm|2 `řMm“1 ş |∇pu2nqm|2 ´ ;
• DR ą 0 Dyn P Rd : supp u1n Ă yn `BR;
• distpsupp u1n, supp u2nq Ñ 8 when nÑ8;
• supyPRd
řM
m“1 ω
ş
y`BR |pu2nqm|2dx ďMpu1nq ` .
Lemma 2.1.5 (Elimination of the evanescence case). Let 1 ă r ď 8, 1 ď q ă 8, with
q ‰ r˚ :“ rN{pN ´ rq if r ă N . Suppose that tununPN is bounded in LqpRdq, t∇ununPN
is bounded in LrpRdq and that
sup
yPRd
ż
y`BR
|un|qdxÑ 0, for some R ą 0.
Then un Ñ 0 in LspRdq, for any s between q and r˚.
Proof of Theorem 2.1.1: By Lemma 2.1.3, it suffices to prove that (Min) has a solution.
Let tunu be a minimizing sequence of (Min). From Remark 2.1.2, it follows that
infMpunq ą 0.
Up to a subsequence, there exists c ą 0 such that Mpunq Ñ c. Define
wn “
ˆ
c
Mpunq
˙1{2
un so that Mpwnq “ c.
We apply the concentration-compactness principle (cf. Lemma 2.1.4) to the sequence
twnunPN. Now we exclude the evanescence and dichotomy cases.
• In the evanescence case, it follows from Lemma 2.1.5 thatwn Ñ 0 in pL2p`2pRdqqM ,
contradicting
λG “ lim Jpwnq À lim
Mÿ
m“1
}pwnqm}2p`22p`2 “ 0.
• In the dichotomy case, fixed  ą 0, we obtain a decomposition of wn in w1n and
w2n as in Lemma 2.1.4. Up to a subsequence, we have
lim Jpw1nq “ λ1, lim Jpw2nq “ λ2.
and so |λG ´ λ1 ´ λ2| ď . Up to a subsequence, define
λ1 “ lim
Ñ0λ

1, λ2 “ lim
Ñ0λ

2.
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Notice that λ “ λ1 ` λ2. Without loss of generality, assume that λ1 ď λ2. If
λ1 ď 0, then
λG ´ ` λ1 ă λ2
and
IλG “ lim Ipunq “ lim Ipwnq ě lim inf Ipw1nq ` Ipw2nq ´ 
ě lim inf α` I
˜ˆ
λ2
Jpw2nq
˙ 1
2p`2
w2n
¸
´ 2 ě α` Iλ2 ´ 2.
Taking the limit Ñ 0, we obtain
λG ď λ2, λ
1
p`1
G I
1 “ IλG ě α` Iλ2 ą λ
1
p`1
2 I
1,
which is absurd. Hence λ1, λ2 ą 0 and so
IλG “ lim Ipunq “ lim Ipwnq ě lim inf Ipw1nq ` Ipw1nq ´ 
ě lim inf I
˜ˆ
λ1
Jpw1nq
˙ 1
2p`2
w1n
¸
` I
˜ˆ
λ2
Jpw2nq
˙ 1
2p`2
w2n
¸
´ 
ě Iλ1 ` Iλ2 ´ .
Passing to the limit Ñ 0,
λ
1
p`1
G I
1 “ IλG ě Iλ1 ` Iλ2 “ λ
1
p`1
1 I
1 ` pλG ´ λ1q
1
p`1 I1,
which is impossible, since the mapping λ ÞÑ λ 1p`1 I1 is concave.
Therefore twnunPN satisfies the compactness alternative. Since Mpunq Ñ c, it follows
from the definition of wn that tununPN also satisfies the compactness alternative, that
is, there exist yn P Rd such that
@ ą 0 DR :
Mÿ
m“1
ż
yn`BR
|punqm|2dx ě c´ .
Since unp¨´ynq is bounded in pH1pRdqqM , up to a subsequence, we have unp¨´ynq á u in
H1pRdq. For each  ą 0 fixed, it follows from the compact Sobolev injection H1pBRq ãÑ
L2pBRq that unp¨ ´ ynq Ñ u in pL2pBRqqM .
For any R ą 0 and u P H1pRdq, if φ PW 1,8pRdq is such that φ ” 1 in BR and φ ” 0
in RdzB2R, then
}u}2p`2L2p`2pBRq ď }φu}
2p`2
L2p`2pBRq À }u}
2p`2´dp
L2pB2Rq }∇pφuq}
dp
2
and
}u}2p`2
L2p`2pRdzB2Rq ď }p1´ φqu}
2p`2
L2p`2pRdzBRq À }u}
2p`2´dp
L2pBRq }∇pφuq}
dp
2 .
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It then follows from the compactness alternative that
|Jpuq ´ Jpunq| À
Mÿ
m“1
}um ´ punqmp¨ ´ ynq}2p`2L2p`2pBR q
` }um}2p`2L2p`2pRdzBR q ` }punqm}
2p`2
L2p`2pRdzBR q
À
Mÿ
m“1
}um ´ punqmp¨ ´ ynq}2p`2´dpL2pB2R q`
` }um}2p`2´dpL2pRdzBR{2q ` }punqm}
2p`2´dp
L2pRdzBR{2q À ,
for n and R large. Hence, for any , |Jpuq ´ λG| À , and so Jpuq “ λG. Finally, from
the weak semi-continuity of the H1 norm,
Ipuq ď lim inf Ipup¨ ´ ynqq “ lim inf Ipunq “ IλG ď Ipuq.
Thus u is a solution of (Min), as we wanted.
Remark 2.1.3. The exact same proof can be carried out for system (M-NLS’) and so
the question of existence of ground-states is settled for the rest of Part I.
For the case where all the components attract each other, one may improve the above
result using Schwarz symmetrization. This fact is not new (see [47]), however we display
the following result for the sake of completeness.
Proposition 2.1.6. If kjm ě 0, 1 ď m ‰ j ď M , then (Min) has a positive, radial,
decreasing solution.
Proof. Let tununPN be a minimizing sequence of (Min). Defining |w| :“ p|w1|, ..., |wM |q,
clearly t|un|unPN is also a minimizing sequence. Let |w|˚ “ p|w1|˚, ..., |wM |˚q be the
vector of the Schwarz symmetrizations of the components of |w|. The properties of the
symmetrization imply that t|un|˚unPN satisfies
Jp|un|˚q ě λG, IλG ď lim inf Ip|un|˚q ď lim Ipunq “ IλG .
Using a compactness result for Schwarz symmetrizations, up to a subsequence, we
have
|un|˚ á u in pH1pRdqqM , |un|˚ Ñ u in pL2pRdq X L2p`2pRdqqM .
Hence
Jpuq “ lim Jp|un|˚q ě λG, IλG ď Ipuq ď lim inf Ip|un|˚q “ IλG .
Therefore u is a solution of (2.1.2) and, by Lemma 2.1.2, it is a solution of (Min).
The next proposition gives another minimization problem for which the set of so-
lutions is G. This characterization will be especially useful in Section 3.3 to study the
nontriviality of incoherent ground-states.
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Proposition 2.1.7. Define the Nehari manifold as
N “ tu P pH1pRdqqM : u ı 0, Ipuq “ Jpuqu.
Then the minimization problems (Min) and
Ipuq “ min
wPN Ipwq, u P N (2.1.3)
are equivalent.
Proof. Let u be a solution of (Min). Then u P G Ă N and w P N . Since Jpwq “
Ipwq ą 0, one may define λ ą 0 so that Jpλwq “ Jpuq, that is,
λ “
ˆ
Jpuq
Jpwq
˙ 1
2p`2
.
Then, from the fact that u minimizes (Min),ˆ
Jpuq
Jpwq
˙ 1
p`1
Jpwq “
ˆ
Jpuq
Jpwq
˙ 1
p`1
Ipwq “ Ipλwq ě Ipuq “ Jpuq.
This implies that Jpwq ě Jpuq and, from Lemma 2.1.2, Ipwq ě Ipuq. Since u P N , this
implies that u is a solution of (2.1.3). On the other hand, if w is a solution of (2.1.3),
then Jpwq “ Ipwq “ Ipuq “ Jpuq and so w is a solution of (Min).
2.2 Ground-states: characterization results
This section will focus on three characterization results, each of independent interest:
the first considers an all-attractive setting (that is, kjm ě 0 for m ‰ j); the second
focuses on what happens when a group of components repels the remaining ones (i.e.,
for some 1 ď L ăM , kjm ă 0 for m ď L and j ą L); the third takes the general setting.
We start with an abstract result which relates solutions of minimization problems for
vector-valued functions with the solutions of some related problem for scalar functions.
Given a real vector space X, consider operators I1, J1 : X Ñ R and C : X ˆ X Ñ R
such that
(H1) I1 is homogeneous of degree α ą 0;
(H2) J1 is homogeneous of degree 2β ą 0 and J1pwq ą 0 if w ‰ 0;
(H3) Cpηw, ξwq “ ηβξβJ1pwq and Cpw, zq ď J1pwq1{2J1pzq1{2, @ w, z P X @ η, ξ ą 0.
Given cjm P R, 1 ď m, j ďM , with cjm ě 0 if m ‰ j, we define
Ipuq :“
Mÿ
m“1
I1pumq and Jpuq :“
Mÿ
j,m“1
cjmCpum, ujq.
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Lemma 2.2.1. Fix γ ą 0. Suppose that the family M Ă X of solutions of the mini-
mization problem
I1puq “ min
J1pwq“γ
I1pwq, J1puq “ γ
is nonempty and that u “ pu1, ..., uM q P pXzt0uqM is a solution of the minimization
problem
Ipuq “ min
JpwqěJpuq
Ipwq.
Then there exist dm ą 0 and Pm PM such that u “ pdmPmq1ďmďM .
Proof. Let R PM. First of all, we have
J1
˜ˆ
J1pRq
J1pumq
˙ 1
2β
um
¸
“ J1pRq, 1 ď m ďM.
Suppose, by absurd, and without loss of generality, that d1u1 R M,@d1 ą 0. By the
minimality of M,
I1
˜ˆ
J1pRq
J1pu1q
˙ 1
2β
u1
¸
ą I1pRq
and
I1
˜ˆ
J1pRq
J1pumq
˙ 1
2β
um
¸
ě I1pRq, 2 ď m ďM.
This implies that
Ipuq “ I1pu1q `
Mÿ
m“2
I1pumq ą I1
˜ˆ
J1pu1q
J1pRq
˙ 1
2β
R
¸
`
Mÿ
m“2
I1
˜ˆ
J1pumq
J1pRq
˙ 1
2β
R
¸
“ I
˜ˆ
J1pu1q
J1pRq
˙ 1
2β
R, ...,
ˆ
J1puM q
J1pRq
˙ 1
2β
R
¸
.
By the minimality of u,
J
˜ˆ
J1pu1q
J1pRq
˙ 1
2β
R, ...,
ˆ
J1puM q
J1pRq
˙ 1
2β
R
¸
ă Jpuq.
Using the definition of J ,
Mÿ
j,m“1,m‰j
cjmC
˜ˆ
J1pumq
J1pRq
˙ 1
2β
R,
ˆ
J1pujq
J1pRq
˙ 1
2β
R
¸
ă
Mÿ
j,m“1,m‰j
cjmCpum, ujq
ď
Mÿ
j,m“1,m‰j
cjmJ1pumq 12J1pujq 12 .
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However, by the homogeneity of C,
Mÿ
j,m“1,m‰j
cjmC
˜ˆ
J1pumq
J1pRq
˙ 1
2β
R,
ˆ
J1pujq
J1pRq
˙ 1
2β
R
¸
“
Mÿ
j,m“1,m‰j
cjmJ1pumq 12J1pujq 12 ,
which is absurd.
We now apply this general principle to the matter at hand:
Theorem 2.2.2. Suppose (PC) and that kjm ě 0, @m ‰ j. Then u P G˚ if and only if
there exist θm P R, m “ 1, ...,M , and y P Rd such that
u “ pameiθmQp¨ ` yqq1ďmďM (2.2.1)
where
pa1, ..., aM q P S` “
#
b “ pb1, ..., bM q P pR`qM :
Mÿ
j“1
kjmb
p´1
m b
p`1
j “ 1,m “ 1, ...,M
+
and
Mÿ
m“1
a2mI1pQq “ min
#
min
bPS`
#
Mÿ
m“1
b2mI1pQq
+
, min
wPGzG˚
Ipwq
+
. (2.2.2)
Remark 2.2.1. Even though the result only characterize, a priori, the elements of G˚,
one may obtain the description of G. Simply notice that, if u P GzG˚, then u has L
nonzero components, with 1 ď L ăM . If u˚ is the vector formed by such components,
it has to be a ground-state of a (L-NLS) system. By Theorem 2.2.2 applied withM “ L,
we find the explicit expression of u˚ and therefore of u.
Proof. We divide the proof in three steps:
Step 1: u P G˚ satisfies (2.2.1), with a “ pa1, ..., aM q P S`.
Let u P G˚. By Lemmata 1.2.2, 1.2.3, 2.1.2 and 2.1.3, we may apply Lemma 2.2.1
with
I1puq “
ż
|∇u|2 ` ω|u|2, J1puq “
ż
|u|2p`2, Cpu, vq “
ż
|u|p`1|v|p`1
and conclude that there exist, for each 1 ď m ď M , am ą 0, θm P R and ym P Rd such
that
u “ pameiθmQp¨ ` ymqq1ďmďM .
If there exist m0, j0 such that ym0 ‰ yj0 , one easily sees that there exists D Ă Rd of
positive measure such that, for all x P D, Qpx`ym0q ‰ Qpx`yj0q and so, using Young’s
inequality,
Qpx` ym0qp`1Qpx` yj0qp`1 ă 12Qpx` ym0q
2p`2 ` 12Qpx` yj0q
2p`2, x P D.
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On the other hand, we have in general
Qpx`ymqp`1Qpx`yjqp`1 ď 12Qpx`ymq
2p`2`12Qpx`yjq
2p`2, x P Rd, 1 ď m, j ďM.
Consequently, ż
pamQp¨ ` ymqqp`1pajQp¨ ` yjqqp`1
ď ap`1m ap`1j
ˆ
1
2
ż
Qp¨ ` ymq2p`2 ` 12
ż
Qp¨ ` yjq2p`2
˙
“ ap`1m ap`1j
ż
Q2p`2 “
ż
pamQqp`1pajQqp`1,
with strict inequality if m “ m0 and j “ j0. Therefore,
λG “ Jpuq ă JppamQq1ďmďM q “: λ
. Hence
J
˜ˆ
λG
λ
˙ 1
2p`2 pamQq1ďmďM
¸
“ λG
and
I
˜ˆ
λG
λ
˙ 1
2p`2 pamQq1ďmďM
¸
ă I ppamQq1ďmďM q “ Ipuq,
which contradicts the minimality of u. Therefore ym “ yj , for any 1 ď m, j ď M and
so u is of the form (2.2.1).
Replacing the formula of u into the system (M-NLS), we derive
Mÿ
j“1
kjma
p´1
m a
p`1
j “ 1, @1 ď m ďM.
Hence a P S`.
Step 2: If u is of the form (2.2.1), with a P S`, u P A.
Simply notice that u satisfies the system (M-NLS), using the conditions of S`.
Step 3: Conclusion.
Let u P G˚. If a does not satisfy (2.2.2), then either
min
wPGzG˚
Ipwq ă
Mÿ
m“1
a2mI1pQq “ Ipuq
or there exists b P S` such that
Mÿ
m“1
b2mI1pQq ă
Mÿ
m“1
a2mI1pQq.
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In the first case, there would exist w P GzG˚ with Ipwq ă Ipuq, which contradicts u P G.
In the second case, given θm P R, 1 ď m ďM , and y P Rd,
w :“ pbmeiθmQp¨ ` yqq1ďmďM
is in A. Moreover,
Spwq “
ˆ
1
2 ´
1
2p` 2
˙
Ipwq “
ˆ
1
2 ´
1
2p` 2
˙ Mÿ
m“1
b2mI1pQq
ă
ˆ
1
2 ´
1
2p` 2
˙ Mÿ
m“1
a2mI1pQq “ Spuq,
which contradicts u P G. We conclude that a satisfies (2.2.2). It remains to prove that
w P G. In fact,
Spwq “
ˆ
1
2 ´
1
2p` 2
˙
Ipwq “
ˆ
1
2 ´
1
2p` 2
˙ Mÿ
m“1
b2mI1pQq
“
ˆ
1
2 ´
1
2p` 2
˙ Mÿ
m“1
a2mI1pQq “ Spuq.
Therefore w P G, which ends the proof.
Theorem 2.2.3. Suppose (PC) and that there exists a partition tYku1ďkďK of t1, ...,Mu
such that, given 1 ď m ‰ j ďM ,
kjm ě 0 if and only if Dk : j,m P Yk.
Then, if u “ pu1, ..., uM q P G, there exists k P t1, ...,Ku such that um “ 0,@m R Yk.
Remark 2.2.2. In the conditions of Theorem 2.2.3, we can also characterize the set G,
since the vector of the nonzero components of a given ground-state of (M-NLS) is a
ground-state for a (L-NLS) system, with L ă M , where all the nondiagonal coupling
coefficients are nonnegative. Therefore it is possible to apply Theorem 2.2.2 to (L-NLS),
and thus obtain the description of the initial ground-state.
Proof. Step 1. The partition tYku1ďkďK defines an equivalence relation in the set
t1, ...,Mu:
m „ j if and only if Dk j,m P Yk.
We claim that (Min) is equivalent to
Mÿ
m“1
Ipumq “ min
B
Mÿ
m“1
Ipwmq, pu1, ..., uM q P B (2.2.3)
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where
B “
!
pw1, ..., wM q P pH1pRdqqM : Jpw1, . . . , wM q “ λG,
Cpwm, wjq “ 0 if m  j
)
.
To see this, suppose that u is a solution of (Min). If Cpum, ujq “ 0,@m  j, then
u is a solution of (2.2.3). By absurd, suppose that there exist m0  j0 such that
Cpum0 , uj0q ‰ 0. Let uR be defined by
uRm “ um, if m  j0, uRm “ ump¨ `Re1q if m „ j0.
Then, for large R, CpuRm, uRj q ď Cpum, ujq if m  j (with strict inequality if m “ m0,
j “ j0) and CpuRm, uRj q “ Cpum, ujq if m „ j. Hence, JpuRq ą Jpuq. However,
from the expression of uR, IpuRq “ Ipuq. This is absurd, by Lemma 2.1.2. Hence
Cpum, ujq “ 0,@m  j and u is a solution of (2.2.3).
On the other hand, if u is a solution of (2.2.3), suppose, by contradiction, that it is
not a solution of (Min). This implies that Ipuq ą Ipzq, where z is a solution on (Min)
(whose existence is ensured by Theorem 2.1.1). However, by the above, z is a solution
of (2.2.3), meaning that Ipzq “ Ipuq, which is absurd.
Step 2. Let
KG “ tk P t1, ...,Ku : Du P pH1pRdqqM :
ÿ
j,mPYk
kjmCpum,ujq ą 0u.
For z “ pz1, ..., zM q P B, define
K` “ tk P t1, ...,Ku :
ÿ
j,mPYk
kjmCpzm, zjq ą 0u Ă KG,
and z˜ as z˜m “ zm, m P Yk, k P K` and z˜m “ 0, m P Yk, k R K`.
Then
w :“
ˆ
Jpzq
Jpzq
˙ 1
2p`2
z˜ P B and I
˜ˆ
Jpzq
Jpz˜q
˙ 1
2p`2
z˜
¸
ď Ipz˜q ď Ipzq.
with strict inequality if z ‰ z˜.
For each 1 ď k ď KG, let uk P H1pRdq|Yk| be a ground-state of the system formed
by the equations of the m-th components, with m P Yk. Fix k P K`. Then, defining
ck “
˜ř
j,mPYk kjmCpwm, wjqř
j,mPYk kjmCpukm, ukj q
¸ 1
2p`2
we have ÿ
j,mPYk
kjmC
ˆ
wm
ck
,
wj
ck
˙
“
ÿ
j,mPYk
kjmC
´
ukm, u
k
j
¯
.
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Since uk is a solution of (Min), with M “ |Yk| and j,m P Yk, we obtainÿ
mPYk
I1pukmq ď
ÿ
mPYk
I1
ˆ
wm
ck
˙
“ 1
c2k
ÿ
mPYk
I1pwmq
and so
Kÿ
kPK`
c2k
ÿ
mPYk
I1pukmq ď
Mÿ
m“1
I1pwmq.
Let k0 be such that`ř
mPk0 I1puk0m q
˘p`1ř
j,mPYk0 kjmCpu
k0
m , u
k0
j q
ď
`ř
mPk I1pukmq
˘p`1ř
j,mPYk kjmCpukm, ukj q
, @k P KG.
Let u P pH1pRdqqM be defined by um “ 0, if m R Yk0 , and, otherwise,
um “
¨˝
λGř
j,mPYk0 kjmCpu
k0
m , u
k0
j q
‚˛ 12p`2 uk0m
“
¨˝ř
kPK`
ř
j,mPYk kjmCpwm, wjqř
j,mPYk0 kjmCpu
k0
m , u
k0
j q
‚˛ 12p`2 uk0m .
It is easy to see that Jpuq “ λG and, by the definition of k0,
Ipuq “
¨˚
˝ ÿ
kPK`
ÿ
j,mPYk
kjmCpum, ujq
´ř
mPYk0 I1pu
k0
m q
¯p`1
ř
j,mPYk0 kjmCpu
k0
m , u
k0
j q
‹˛‚
1
p`1
ď
¨˝ ÿ
kPK`
ř
j,mPYk kjmCpwm, wjqř
j,mPYk kjmCpukm, ukj q
˜ ÿ
mPYk
I1pukmq
¸p`1‚˛ 1p`1
“
¨˝ ÿ
kPK`
˜
c2k
ÿ
mPYk
I1pukmq
¸p`1‚˛ 1p`1 ď ÿ
kPK`
c2k
ÿ
mPYk
I1pukmq
ď
Mÿ
m“1
I1pwmq “ Ipwq ď Ipzq.
Therefore u is a solution of (2.2.3) and, by Lemma 2.1.3, u P G. Finally, if z P G, then
Ipzq “ Ipuq, which implies that all of the above inequalities must be in fact equalities.
From the above computation, we obtain, for some 1 ď kZ ď K, ck “ 0, @k ‰ kZ and
z˜ “ z. Hence K` “ tkZu and the proof is concluded.
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Theorem 2.2.4. Consider system (M-NLS) and suppose (PC). Define f : pR0` qM Ñ R,
fpyq “
Mÿ
j,m“1
kjmy
p`1
m y
p`1
j
and let Y Ă pR0` qM be the set of solutions of
fpy0q “ fmax :“ max|y|“1 fpyq, |y0| “ 1.
Then u P G if and only if there exist am P C, y P Rd, 1 ď m ď M , such that
pfmaxq1{2pp|a1|, ..., |aM |q P Y and
u “ pamQp¨ ` yqq1ďmďM , Q ground-state of (NLS). (2.2.4)
In particular, G˚ ‰ H if and only if there exists y P Y such that ym ‰ 0, m “ 1, ...,M .
Moreover G “ G˚ if and only if all elements of Y have no zero components.
Proof. Take u P G. Define uˆpxq “ p|u1pxq|, ..., |uM pxq|q and upxq “ |uˆpxq|. Since
Jpuq “ Jpuˆq and Ipuq ě Ipuˆq, uˆ is a minimizer. Fix y P Y. Now notice that
Jpuˆq “
ż
fpuˆpxqqdx “
ż
f
ˆ
uˆpxq
upxq
˙
upxq2p`2dx ď
ż
fpyqupxq2p`2dx
“
ż
f pupxqyq dx “ Jpuyq
and that, from Cauchy-Schwarz inequality,
Ipuyq “
ż
upxq2|y|2 ` |∇pupxqq|2 |y|2 “
ż Mÿ
m“1
|um|2 `
ˇˇˇˇ
ˇˇˇřMm“1 |um|∇|um|´řM
m“1 |um|2
¯ 1
2
ˇˇˇˇ
ˇˇˇ
2
ď
ż Mÿ
m“1
|um|2 ` |∇|um||2 “ Ipuˆq.
Let a ď 1 be such that Jpauyq “ Jpuˆq. Then
Ipauyq ď Ipuyq ď Ipuˆq
By the minimality of u, the above inequalities must be equalities:
a “ 1, Ipuyq “ Ipuq.
Therefore uy is also a ground-state. Notice that Jpuq “ Jpuyq implies that uˆpxq “
upxqzpxq a.e. x P Rd, where zpxq P X .
Since uy is a bound-state for (M-NLS), one easily checks that
´∆u` u “ fmax|u|2pu
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and so, setting c “ pfmaxq1{2p, cu is a bound-state for (NLS). The fact that uy is a
ground-state clearly implies that cu “ Qp¨ ` bq, for some b P Rd. From the maximum
principle (see, for example, [32, Theorem 3.5]), u ą 0 in Rd.
Since uˆpxq “ upxqypxq is a bound-state, inserting this expression into system (M-NLS),
one obtains
2∇u ¨∇ym ` u∆ym “ 0, m “ 1, ...,M
By integration by parts,ż
uym∇u ¨∇ym “ ´
ż
uym∇u ¨∇ym ´
ż
|u|2|∇ym|2 ´
ż
|u|2ym∆ym
“ ´
ż
uym∇u ¨∇ym ´
ż
|u|2|∇ym|2 ` 2
ż
uym∇u ¨∇ym
“
ż
uym∇u ¨∇ym ´
ż
|u|2|∇ym|2
Hence ż
|u|2|∇ym|2 “ 0, m “ 1, ...,M.
which, together with the smoothness of uˆ and u (cf. Proposition 1.2.5), implies that ym
is constant. Therefore
uˆ “ uy,y P X .
Finally, since u ą 0, one may write umpxq “ |umpxq|eiθpxq “ upxqyeiθpxq. Then, since
Ipuq “ Ipuˆq,
ż Mÿ
m“1
|um|2 ` |∇|um||2 “
ż Mÿ
m“1
|uˆm|2 ` |∇uˆm|2 “ Ipuˆq “ Ipuq “
ż Mÿ
m“1
|um|2 ` |∇um|2
“
ż Mÿ
m“1
|um|2 ` |∇|um||2 ` |um|2|∇θmpxq|2.
One then concludes that θm is constant, which ends the proof.
Remark 2.2.3. The previous caracterization result is also valid when the domain is a
bounded set Ω: one must simply replace Qp¨ ` yq by a generic ground-state defined on
Ω. Moreover, the fact that the constants appearing in (2.2.4) do not depend on Ω is
a remarkable property. As a consequence, the question of whether G˚ is empty or not
is also independent of Ω. For example, by Theorem 2.2.3, we know that, for M “ 3,
k12 ą 0, k13, k23 ă 0 and Ω “ Rd, either a1 “ a2 “ 0 or a3 “ 0. This has been proven by
arguing that translating the third component of a ground-state to the infinite decreases
the action, which is not an available argument for Ω bounded. Now, however, we see
that the result is also true for any Ω for which the existence of ground-states is known,
in particular over bounded domains.
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2.3 Examples
In this section, we apply the results to some special cases, obtaining in particular some
already known results (in a more simplified way).
We start with M “ 2. Given pu, vq P G˚, we denote by a, b the constants of the
characterization from Theorem 2.2.2.
Corollary 2.3.1 ([54]). Suppose that k11 “ k22 ď 0 and k12 ą ´k11. Let pu, vq P G˚.
Then a “ b “ pk11 ` k12q´
1
2p .
Proof. By Theorem 2.2.2, we know that"
k11a2p ` k12ap´1bp`1 “ 1
k22b2p ` k12bp´1ap`1 “ 1 .
Suppose that a ‰ b. By the symmetry of the system, it’s enough to prove that a ě b.
Multiplying the first equation by a2, the second by b2 and subtracting,
k11a
2p`2 ´ k22b2p`2 “ a2 ´ b2.
If a ă b, the left-hand side is nonnegative and the right one is negative, which is
absurd. Therefore a “ b. The value of a can now be directly calculated from the
system.
Corollary 2.3.2 ([74]). Suppose that p “ 1 and kjm ą 0, j,m “ 1, 2. Then
1. If k11 ‰ k22 and k11 ď k12 ď k22, G˚ “ H;
2. If k12 R rmintk11, k22u,maxtk11, k22us and pu, vq P G˚, then
a “
d
k22 ´ k12
k11k22 ´ k212
, b “
d
k11 ´ k12
k11k22 ´ k212
. (2.3.1)
Consequently, G˚ “ H if k12 ă mintk11, k22u and G˚ “ G if k12 ą maxtk11, k22u.
3. If k11 “ k12 “ k22, pu, vq P G˚ if and only if
pa, bq “
ˆ
1?
k11
cosα, 1?
k11
sinα
˙
, α Ps0, pi{2r.
Proof. By Theorem 2.2.2, we know that"
k11a2 ` k12b2 “ 1
k22b2 ` k12a2 “ 1
Therefore " pk11k22 ´ k212qa2 “ k22 ´ k12
pk11k22 ´ k212qb2 “ k11 ´ k12
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1. If k11 ‰ k22 and k11 ď k12 ď k22, suppose, without loss of generality, that k11 ă k12.
Then
a2
b2
“ k22 ´ k12
k11 ´ k12 ď 0
which is absurd.
2. If k12 R rmintk11, k22u,maxtk11, k22us, one can explicitly determine the values of a
and b, thus obtaining (2.3.1). Suppose, without loss of generality, that k11 ď k22.
If k12 ă k22, then one easily checks that
IpaQ, bQq “ k22 ´ k12
k11k22 ´ k212
` k11 ´ k12
k11k22 ´ k212
ą 1
k22
“ I
ˆ
1?
k22
Q
˙
.
Therefore G˚ “ H. If k12 ą k22, the above inequality is reversed and one obtains
G “ G˚.
3. If k11 “ k12 “ k22, then a2 ` b2 “ 1{k11 and so there exists α Ps0, pi{2r such that
pa, bq “
ˆ
1?
k11
cosα, 1?
k11
sinα
˙
.
On the other hand, any pair of this form is in S` and has minimal norm. The
conclusion follows from Theorem 2.2.2.
Corollary 2.3.3. Suppose that k11 “ k22 ą 0, k12 ą 0. and pp´ 1qppk11 ´ k12q ą 0. If
pu, vq P G˚, then a0 “ b0 “ pk11 ` k12q´
1
2p .
Proof. Again by Theorem 2.2.2,"
k11a2p ` k12ap´1bp`1 “ 1
k22b2p ` k12bp´1ap`1 “ 1
Taking the difference between the two equations and dividing by b2p,
k11
´a
b
¯2p ´ k11 ` k12ˆ´a
b
¯p´1 ´ ´a
b
¯p`1˙ “ 0.
Consider the function fpxq “ k11x2p ´ k11 ` k12pxp´1 ´ xp`1q, x ą 0. It is clear that
fp1q “ 0 and fp0q ă 0. We want to see that f does not have zeroes on both sides of 1.
One has
f 1pxq “ 2pk11x2p´1 ` k12ppp´ 1qxp´2 ´ pp` 1qxpq
“ xp´2 `2pk11xp`1 ` k12ppp´ 1q ´ pp` 1qx2q˘ “: xp´2gpxq
and
g1pxq “ 2ppp` 1qk11xp ´ 2pp` 1qk12x.
29
Clearly
g1pxq “ 0ô x “
ˆ
k12
pk11
˙ 1
p´1
.
Since g1 has a unique zero, f has at most three (counting multiplicities), one of which
x “ 1. If p ą 1, since fpxq Ñ 8 when x Ñ 8 and f 1p1q “ gp1q “ 2ppk11 ´ k12q ą 0,
all the zeroes of f have to be on the same side with respect to x “ 1, as we wanted. If
p ă 1, since fpxq Ñ ´8 when x Ñ 8 and f 1p1q “ gp1q “ 2ppk11 ´ k12q ă 0, we obtain
the same conclusion.
Suppose, without loss of generality, that f has no zeroes on s0, 1r. It follows that
fpxq “ 0 implies x ď 1 and so a ď b. By the symmetry of the system, a ě b. Hence
a “ b. The value of a can now be determined from the system.
Remark 2.3.1. In the case p ă 1 and pk11 ´ k12 ą 0, one may easily check that the
function f in the above proof has three distinct zeroes x0, 1 and x´10 .
Proposition 2.3.4. FixM ě 2, p ě 1 and suppose that, for each 1 ď m ďM , kmm ą 0.
If β “ maxm‰j |kjm| is sufficiently small, then, letting I be the set of m0’s such that
km0m0 “ maxm kmm and, for any m0 P I, Qm0 P pH1pRdqqM defined by pQqm “ 0 if
m ‰ m0 and pQqm0 “ k
´ 1
p`1
m0m0Q (recall Lemma 1.2.2), one has
G “ teiθQm0p¨ ` yq, m0 P I, θ P R, y P Rdu. (2.3.2)
Proof. Set a0 “ pk´
1
2p`2
mm q1ďmďM and S0 the vector space of symmetrical matricesMˆM
with zero diagonal, equipped with the l8 norm. Consider F : S0 ˆ RM Ñ RM ,
FmpD,aq “ kmma2p`2m `
Mÿ
j“1, m‰j
djma
p´1
m a
p`1
j ´ 1, D “ pdjmq, a “ pamq1ďmďM .
Then F p0,a0q “ 0, F is C1 and it is easy to see that the jacobian of F with respect
to a in a0 is nonzero. By the Implicit Function Theorem, if }D}S0 ă δ, there exists a
unique solution of F pD,aq “ 1, called apDq, and there exists  ą 0 small enough such
that }apDq ´ a0}RM ă . Consequently
Mÿ
m“1
papDqq2m ě
Mÿ
m“1
pa0q2m ´ 2 “
Mÿ
m“1
k
´ 1
p`1
mm ´ 2 ą min
m
tk´
1
p`1
mm u,
for  small. Moreover, since p ě 1, one easily checks that, for a fixed η ą 0 large,
when β is sufficiently small, any solution of F pD,aq “ 1 with }a}RM ă η must satisfy
}a ´ a0}RM ă .
If there existed u P G˚, by Theorem 2.2.4, u would be of the form
u “ pameiθmQp¨ ` yqq1ďmďM , a “ pamq1ďmďM P S`
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and, arguing as in Theorem 2.2.2, a would be a solution of (2.2.2). From Theorem 2.2.4,
one may easily see that, for η large, }a}RM ă η. By uniqueness, a “ apDq, for β small.
Therefore
IpQq ă
Mÿ
m“1
papDqq2mI1pQq “ Ipuq
which contradicts u P G. Therefore G˚ is empty.
If there exists u P G with at least two nonzero components, the vector of nonzero
components of u, u`, has to be a fully nontrivial ground-state for a (L-NLS) system,
with 2 ď L ď M . Applying the above argument, we obtain a contradiction. Therefore
any ground-state has exactly one nontrivial component, which must be a scalar multiple
of Q. A simple comparison of the action of such solutions proves the characterization
(2.3.2).
Remark 2.3.2. In [47], the case Ω “ Rd, M “ 3, p “ 1, k12, k23 ą 0 and k13 ă 0 is
considered. The authors prove that if kmm “ 1, m “ 1, 2, 3, k12, k23 « δ2 and k13 « ´δ,
δ ą 0 small, any fully nontrivial ground-state is not radial. This conclusion is actually
a corollary from the previous proposition: in fact, it implies that G˚ “ H.
Example 2.3.1. Consider M “ 3, p “ 1 and suppose that the coefficient matrix K is of
the form
K “
»– 0 a ba 0 c
b c 0
fifl , a ď b ď c P Rzt0u.
Now one must divide in several cases:
• c ă 0: in this case, the condition for the existence of ground-states is not verified
and so there are no ground-states;
• c ą 0, b ă 0: applying Theorem 2.2.3, any ground-state u satisfies either u1 “ 0 or
u2, u3 “ 0. The second possibility implies that u1 satisfies ´∆u1`u1 “ 0, which is
impossible. Therefore u1 “ 0. Since u “ pamQp¨ ` yqq1ďmď3, a direct substitution
on the system gives a2 “ a3 “ c´1{2.
• b ą 0: suppose that u is a fully nontrivial ground-state. Then, inserting the
characterization formula (2.2.4) in the system (M-NLS), we obtain
Ky “ p1, 1, 1qT , y “ pa21, a22, a23qT . (2.3.3)
Thus
a21 “ a` b´ c2ab , a
2
2 “ a` c´ b2ac , a
2
3 “ b` c´ a2bc .
This implies that pa` b´ cqa ą 0 and pa` c´ bqa ą 0. Now, if v is a semitrivial
ground-state, using the characterization and the fact that c ě a, b,
v “
ˆ
0, 1?
c
,
1?
c
˙
u0.
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Now, comparing the actions of these two solutions, the condition for the existence
of fully nontrivial ground-states is
´a2 ´ b2 ´ c2 ` 2ab` 2bc` 2ac
2ab ď 2
which, for a ą 0, simplifies to
2cpa` bq ď pa` bq2 ` c2, i.e., pa` b´ cq2 ě 0. (2.3.4)
Therefore, for a ą 0, one has the following:
– if a ` b ď c, G˚ “ H, since system (2.3.3) has no positive solutions. This
implies
G “
"ˆ
0, e
iθ1?
c
,
eiθ2?
c
˙
Qp¨ ` yq : θ1, θ2 P R, y P Rd
*
.
– if a` b ą c, then
G “
#˜
eiθ1
c
a` b´ c
2ab , e
iθ2
c
a` c´ b
2ac , e
iθ3
c
b` c´ a
2bc
¸
Qp¨ ` yq :
θ1, θ2, θ3 P R, y P Rd
+
.
For a ă 0, inequality (2.3.4) is reversed and strict, hence G˚ “ H.
Hence the necessary and sufficient condition for the existence of fully nontrivial ground-
states with a ď b ď c P R is a` b ą c.
Example 2.3.2. Consider M “ 3, p “ 1 and suppose that the coefficient matrix K is of
the form
K “
»– 1 a ba 1 c
b c 1
fifl , 1 ! a ď b ď c
The previous example may be seen as a limit when a, b, c are very large. With some
computations, one derives the following:
• The possible semitrivial ground-state is given by
v “
ˆ
0, 1?
1` c ,
1?
1` c
˙
.
• The possible fully nontrivial ground-state, u “ pamu0q1ďmď3, is given by
a21 “ 1` pa` bqc´ a´ b´ c
2
1` 2abc´ a2 ´ b2 ´ c2 , a
2
2 “ 1` pa` cqb´ a´ c´ b
2
1` 2abc´ a2 ´ b2 ´ c2 ,
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a23 “ 1` pc` bqa´ c´ b´ a
2
1` 2abc´ a2 ´ b2 ´ c2 .
We assume that a, b, c are such that all numerators and denominators above are
positive. Notice that this is true for a, b, c large enough and a` b ą c` 1.
As in the previous example, if one compares the corresponding action levels, one has
G˚ ‰ H if and only if
0 ď pa` b´ cqpa` b´ c´ 2q.
Since we assumed that a` b ą c` 1, the condition is simply a` b ě c` 2. We see that,
even for systems where the couplings kjm,m ‰ j, are large comparing to the diagonal
terms kmm, one may have G˚ “ H. This example shows that, in order for one to have
G˚ ‰ H, one must take into account the relation between coupling coefficients. This
does not go against the conclusion of Corollary 3.1.8 and the perturbation arguments of
Chapter 2: the problem here is that a, b and c are not close to each other.
Example 2.3.3. Consider system (3-NLS), p “ 1 and the coefficient matrix
K “
»– 0 b 1b 0 2
1 2 µ
fifl , b ą 0, µ P R.
Using the characterization result, everything is reduced to the study of the proportion-
ality constants a1, a2 and a3. For the sake of simplicity, x “ a21, y “ a22, z “ a23. It is
now a simple calculation to obtain the following:
• Semitrivial A: The possible ground-state with x “ 0 satisfies y “ p2´µq{4, z “ 12 .
This solution only exists if 2 ą µ.
• Semitrivial B: Analogously, the possible ground-state with x “ 0 satisfies x “ 1´µ,
z “ 1. This solution only exists if 1 ą µ.
• Semitrivial C: The possible ground-state with z “ 0 satisfies x “ y “ 1{b;
• Semitrivial D: If x “ y “ 0, then z “ 1{µ. This solution only exists if µ ą 0;
• Nontrivial E: For the possible fully nontrivial ground-state,
x “ µb´ 2b` 2
bpµb´ 4q , y “
µb´ b´ 1
bpµb´ 4q , z “
b´ 3
µb´ 4 .
This solution exists only if b ą 3 and µ ą 2pb´ 1q{b or if b ă 3 and µ ă 2pb´ 1q{b.
The action for each of these solutions is (up to a constant)
A : 4´ µ4 , B : 2´ µ, C : 2{b, D : 1{µ, E :
b2 ` p2µ´ 6qb` 1
bpµb´ 4q
Now we compare the various actions, whenever the solutions exist:
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1. First of all, A is always lower than B (when B exists). Therefore we may discard
this solution;
2. The solution D is the best one if µ ą 2, b{2;
3. A tideous computation shows that E is the ground-state if b ă 3 and µ ă 2pb´1q{b;
4. In the remaining area, A is better than C if 2 ą µ ą 4´ 8{b.
Intersecting these comparisons with the domains where each solution exists, we ob-
tain diagram 2, which is already revealing of the complexity of this problem.
Figure 2.1: Regions of the b´ µ plane where each solution is a ground-state.
Several remarks are necessary:
1. First of all, we see that, for b ă 3, when ´µ is very large, the ground-state is fully
nontrivial. Moreover, if b ą 3, no value of µ produces fully nontrivial ground-states;
2. One might think that some solutions (for example, the fully nontrivial one), if they
exist, would always have minimal action. However, the reader may check that this
is not true for this system;
3. It is natural that one never has u1 ‰ 0 and u2 “ 0, since the coupling coefficients
associated with the second component are larger than the coefficients associated
with the first component. In fact, this is a consequence of the monotonicity with
respect to the coefficient matrix (see Lemma 3.1.3).
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Chapter 3
Incoherent ground-states
Throughout this chapter, we consider ground-states of the system
∆um ´ ωmum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0, ωm ą 0, m “ 1, ...,M, (M-NLS’)
and focus on the question of whether ground-states are fully nontrivial or semitrivial1.
3.1 Perturbation theory
We start out by deriving monotonicity properties for the ground-state action level with
respect to the parameters of our system.
Definition 3.1.1. Given A,B P Rkˆl, we say that A ď B if
ajm ď bjm, 1 ď m ď k, 1 ď j ď l, A “ pajmq, B “ pbjmq.
Lemma 3.1.2 (Monotonicity of the action with respect to ω). Let ω “ pω1, ..., ωM q and
ω1 “ pω11, ..., ω1M q be such that ω ě ω1. Fix a matrix K “ pkjmq1ďm,jďM P RMˆM . Let
uω be a ground-state of
∆um ´ ωmum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0 m “ 1, ...,M
and uω1 be a ground-state of
∆um ´ ω1mum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0 m “ 1, ...,M.
Then Jpuωq ě Jpuω1q.
1We recall that the existence of incoherent ground-states follows the same lines as the existence of
ground-states for (M-NLS).
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Proof. Simply recall that
Jpuωq “
˜
inf
Jpuq“1
Mÿ
m“1
ωm}um}22 ` }∇um}22
¸ p`1
p
ě
˜
inf
Jpuq“1
Mÿ
m“1
ω1m}um}22 ` }∇um}22
¸ p`1
p
“ Jpuω1q.
Analogously, we may obtain the following:
Lemma 3.1.3 (Monotonicity of the action with respect toK). Fix ω P pR`qM . Consider
matrices K “ pkjmq1ďm,jďM P RMˆM and K 1 “ pk1jmq1ďm,jďM P RMˆM such that
K ě K 1. Let uK be a ground-state of
∆um ´ ωmum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0 m “ 1, ...,M
and uK1 be a ground-state of
∆um ´ ωmum `
Mÿ
j“1
k1jm|uj |p`1|um|p´1um “ 0 m “ 1, ...,M.
Then IpuK1q ě IpuKq.
Suppose that one wishes to study G˚ in function of a given set of couplings. Let P
a nonempty symmetric subset of t1, ...,Mu2 (the set of ordered couples with entries in
t1, ...,Mu) and fix a matrix K P RM2 . Given β P R, consider the system
∆um´ωmum`
ÿ
pj,mqRP
kjm|uj |p`1|um|p´1um`
ÿ
pj,mqPP
βkjm|uj |p`1|um|p´1um “ 0, (3.1.1)
where m “ 1, . . . ,M . Suppose, for the sake of simplicity, that kjm ą 0, pj,mq P P .
Everytime a functional, a set or a solution depends on β, we shall place a subscript β.
Let Iβ be the ground-state action level for each β (recall (2.1.1)),
Iβ “
ˆ
inf
Jβpuq“1
Ipuq
˙ p`1
p
.
For any X Ă t1, ...,Mu, define
IXβ :“
ˆ
inf
Jβpuq“1,um“0,mRX
Ipuq
˙ p`1
p
, Isemβ :“ mintIXβ : X Ĺ t1, ...,Muu.
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Notice that Iβ “ It1,...,Muβ . Then G˚ “ G if and only if Iβ ă Isemβ .
From the results regarding existence of ground-states, we know that, for each X Ă
t1, ...,Mu, there exists
¯
βX P R such that β ď
¯
βX if and only if IXβ “ `8. Define
¯
βsem :“ min
XĹt1,...,Mu ¯
βX ,
¯
β :“
¯
βt1,...,Mu.
Then
1. If β ď
¯
β, there are no ground-states;
2. If
¯
β ă β ď
¯
βsem, all ground-states are fully nontrivial;
3. If
¯
βsem ă β, both Iβ and Isemβ are finite.
Proposition 3.1.4. For any X Ă t1, ...,Mu, the mapping β ÞÑ IXβ , β P R, is continuous
(in R). In particular, Iβ and Isemβ are continuous with respect to β.
Proof. Notice that we only need to prove the proposition for X “ t1, ...,Mu, since any
other case may be reduced to this one.
Fix β0 P R. If β0 ă
¯
β, then Iβ ” `8 in a neighbourhood of β0 and so it is continuous.
If β0 ą
¯
β, let βn Ñ β0. By definition, there exists tununPN Ă pH1pRdqqM such that
Ipunq “ Iβn , Jβnpunq “ 1.
Let λn “ Jβ0punq´1{2p. Then Jβ0pλnunq “ 1. Moreover,
|λ´1{2pn ´ 1| “ |Jβ0punq ´ Jβnpunq| “ |βn ´ β0||JP punq|
Since
|JP punq| ď C}un}2p`2H1 ď CIpunq2p`2 ď CpIβnq2p`2 ă C,
we obtain λn Ñ 1. Therefore,
lim inf Iβn “ lim inf Ipuβnq “ lim inf Ipλnuβnq ě Iβ0 .
On the other hand, for n ą 0, let u be such that
Iβ0 “ Ipuq, Jβ0puq “ 1.
Define λn “ Jβnpuq´1{2p. As before, Jβnpλnuq “ 1 and λn Ñ 1. Hence
Iβ0 “ Ipuq “ lim Ipλnuq ě lim sup Iβn .
Therefore Iβ is continuous for β ą
¯
β.
If β0 “
¯
β and βn Ñ β0` , consider un as above. Then, since Jβ0 ď 0,
1 “ Jβnpuq “ Jβ0punq ` pβn ´ β0qJP punq ď Cpβn ´ β0qIpunq2p`2.
and so Iβn “ Ipunq Ñ 8 “ Iβ0 .
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Lemma 3.1.5. Suppose that
¯
β ă
¯
βsem. For β sufficiently close to
¯
βsem, G “ G˚.
Proof. Since
¯
β ă
¯
βsem “: β0, we have
Iβ0 ă 8, Isemβ0 “ 8,
which implies that Iβ0 ă Isemβ0 . By continuity, the same inequality must be true for β
close to β0 and so G “ G˚.
Corollary 3.1.6. Consider system (M-NLS’).
1. If M “ 2 and 0 ă k11, k22 ! k12, G “ G˚;
2. For M ě 3, if kmm “ ´1, @m and kjm “ β, @m ‰ j, there exists  ą 0 such that,
if
2
M ´ 1 ă β ă
2
M ´ 2 ` ,
then G “ G˚.
Proof. In the first case, take P “ tp1, 1q, p2, 2qu. One easily observes that
¯
βsem “ 0 and
that
¯
β ă 0. Therefore, using the previous lemma, for β ą 0 small enough, G “ G˚.
To prove the second case, take P “ tpj,mq, 1 ď m, j ď M, m ‰ ju. A simple
calculation shows that
¯
βpMq “ 2{pM ´ 1q and
¯
βsempMq “
¯
βpM ´ 1q “ 2{pM ´ 2q.
Therefore, by the previous lemma, there exists  ą 0 such that, for 2{pM ´ 1q ă β ă
2{pM ´ 2q ` , G “ G˚.
Now, we argue briefly that the same procedure may be applied to study the de-
pendence of G˚ on ω “ pω1, ..., ωM q. Suppose that ωm ą 1,@m (this condition is not
restraining at all, since any case may be reduced to this one by a simple scaling). Define
¯
η “ ´ min
1ďmďM 1{pωm ´ 1q.
For η ą
¯
η, consider the system
∆um ´ p1` ηpωm ´ 1qqum `
Mÿ
j“1
kjm|uj |p`1|um|p´1um “ 0, m “ 1, ...,M.
Now we write the dependence on η as a superscript. If one defines
Iη “
ˆ
inf
Jpuq“1
Iηpuq
˙ p`1
p
,
and, for any X Ă t1, ...,Mu,
pIηqX :“
ˆ
inf
Jpuq“1,um“0,iRX
Iηpuq
˙ p`1
p
, pIηqsem :“ min
XĹt1,...,Mu
pIηqX ,
we have once again G “ G˚ if and only if Iη ă pIηqsem. As before, we may show that
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Proposition 3.1.7. For any X Ă t1, ...,Mu, the mapping η ÞÑ pIηqX , η ą
¯
η, is contin-
uous. In particular, Iη and pIηqsem are continuous with respect to η.
Corollary 3.1.8. Consider system (M-NLS’), M ě 3. Suppose that p ď 1, ω1 ď ω2 ď
... ď ωM and kjm “ b ą 0, @m ‰ j. Assume that
M ´ 1
pM ´ 2q1{p ą
M
pM ´ 1q1{p
ˆ
ωM
ω1
˙ 2´ppN´2q
2p
. (3.1.2)
Then there exists δ ą 0 such that, if maxm |kmm| ă δb, G “ G˚.
Proof. First of all, notice that, if u is a ground-state, v “ b1{2pu is a ground-state of
∆um ´ ωmum `
Mÿ
j“1
kjm
b
|uj |p`1|um|p´1um “ 0, m “ 1, ...,M.
Therefore, we may consider that b “ 1 and that the diagonal terms are small. Then
such a system may be seen as a β-perturbation of
∆um ´ ωmum `
Mÿ
j“1,m‰j
|uj |p`1|um|p´1um “ 0, m “ 1, ...,M.
We denote by Ipω1, ..., ωM q the corresponding ground-state action level. By the mono-
tonicity properties, Ipω1, ..., ωM q ď IpωM , ..., ωM q. On the other hand, if Isempω1, ..., ωM q
is the semitrivial ground-state action level (that is, the lowest action among semitrivial
bound-states), then Isempω1, ..., ωM q ě Isempω1, ..., ω1q. The proof will be concluded if
one proves that
Isempω1, ..., ω1q ą IpωM , ..., ωM q.
Using a suitable scaling, we have
Isempω1, ..., ω1q “ ω
2´ppN´2q
2p
1 Isemp1, ..., 1q, (3.1.3)
IpωM , ..., ωM q “ ω
2´ppN´2q
2p
M Ip1, ..., 1q.
Therefore we only have to compare the ground-state and semitrivial ground-state
actions levels for
∆um ´ um `
Mÿ
j“1,m‰j
|uj |p`1|um|p´1um “ 0, m “ 1, ...,M. (3.1.4)
We claim that any fully nontrivial ground-state of (3.1.4) must be of the form u “
pumq1ďmďM , with um “ pM ´ 1q´
1
2pu0, where u0 is a scalar ground-state: by Theorem
2.2.4,
um “ ameiθmu0, am ą 0, θm P R
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Inserting this information in the system, we have
ap´1m
ÿ
j‰m
ap`1j “ 1, m “ 1, ...,M.
Suppose, without loss of generality, that a1 ă a2 and a1 ď am, i ě 2. Then# ř
j‰1 a
p`1
j “ a1´p1ř
j‰2 a
p`1
j “ a1´p2
This is a contradiction, since the first sum is larger than the second. Therefore a1 “
... “ aM “ a and so
a2ppM ´ 1q “ 1,
yielding the claim. Now compute the action for such a ground-state:
Ipuq “ M
pM ´ 1q 1p
Ipu0q. (3.1.5)
Since the mapping M ÞÑM{pM ´ 1q 1p is strictly decreasing and any semitrivial ground-
state is a fully nontrivial ground-state for the same system with M ´ L equations, for
some L P N, we have
Ip1, ..., 1q “ M
pM ´ 1q 1p
Ipu0q
Isemp1, ..., 1q “ min
1ďLďM´2
#
M ´ L
pM ´ L´ 1q 1p
Ipu0q
+
“ M ´ 1
pM ´ 2q 1p
Ipu0q.
The result follows from (3.1.3) and hypothesis (3.1.2).
Notice that the first part of Corollary 3.1.6 is already known (see [56] and [55]).
Also, in Corollary 3.1.8, if ω1 “ ωM , the result is a particular case of [52] and [62].
Even so, we prove these results for two reasons: first, the proof is very simple when
one looks from this pertubative perspective; second, the approach is rather different in
nature and it deals only with continuity properties, which may have a greater capacity
of generalization to other systems.
Regarding Corollary 3.1.8, a comment is in need: it might be expected that the
restriction p ď 1 would be technical. In fact, forM “ 2, the result is valid for any p ą 0.
By contrast, we prove
Proposition 3.1.9. Consider system (3-NLS), with p “ 3, kmm “ 0,@m, and kjm “
1,@m ‰ j. Then G˚ “ H.
Proof. First of all, using the characterization result, any fully nontrivial ground-state is
of the form u “ pamu0q1ďmď3, with u0 a scalar ground-state. Inserting this formula in
the system and writing bm “ a2m, $&%
b1pb22 ` b23q “ 1
b2pb21 ` b23q “ 1
b3pb21 ` b22q “ 1
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Suppose, without loss of generality, that b1 ‰ b3. Multiply the first equation by b1, the
third by b3 and take the difference. Then
b22pb21 ´ b23q “ b1 ´ b3, i.e., b22pb1 ` b3q “ 1.
Define x “ b1{b2, y “ b3{b2. The above and the second equation imply
x2 ` y2 “ 1{b32 “ x` y.
Now divide the system by b32 and take the difference between the two last equations:
x2 ` y2 “ ypx2 ` 1q.
Hence x “ yx2 and so y “ 1{x. Therefore x4` 1 “ x3` x. One easily checks that x “ 1
is the only positive solution to this equation. Therefore x “ y and b1 “ b3, which is
absurd. Therefore b1 “ b2 “ b3 and so am “ a “: 2´1{6.
We observe that v “ p1, 1, 0qu0 is also a bound-state. Now compute the action of u
and v:
Ipuq “ 3
21{6
Ipu0q ą 2Ipu0q “ Ipvq.
This means that u cannot be a ground-state, which ends the proof.
Remark 3.1.1. We conjecture that the previous result applies for more general M and
p, with kmm “ µ,@m, and kjm “ b, @m ‰ j, µ ! b. In fact, a necessary and sufficient
condition for the existence of fully nontrivial ground-states should be (see equation
(3.1.5))
M
pM ´ 1q1{p ď
M ´ 1
pM ´ 2q1{p .
In fact, if the only possible fully nontrivial ground-state is the one with all components
equal, this condition determines whether it truly is a ground-state. Numerical simulations
suggest that this uniqueness should hold for any p,M . We advise the reader to compare
this hypothesis with the condition for existence of fully nontrivial ground-states that
appears in [52].
3.2 Mandel’s characteristic function
Once again, consider system (3.1.1): for a given nonempty symmetric subset P of
t1, ...,Mu2 and β P R,
∆um ´ ωmum `
ÿ
pj,mqRP
kjm|uj |p`1|um|p´1um `
ÿ
pj,mqPP
βkjm|uj |p`1|um|p´1um “ 0,
with m “ 1, . . . ,M . For the sake of simplicity, we suppose that kjm ą 0,@pj,mq P P .
We define
JP puq “
ÿ
pj,mqPP
kjm
ż
|um|p`1|uj |p`1, JNP puq “
ÿ
pj,mqRP
kjm
ż
|um|p`1|uj |p`1.
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As before, we shall place a subscript β whenever a solution, function or set depends
on β. Suppose that Gβ˚ ‰ H. Therefore there exists uβ nontrivial bound-state such that
Ipuβq ď Isemβ .
Since Ipuβq “ Jβpuβq,
pIsemβ qp ě Ipuβq
p`1
Jβpuβq , i.e. JNP puβq ` βJP puβq ě Ipuq
p`1pIsemβ q´p.
Hence
β ě Ipuβq
p`1pIsemβ q´p ´ JNP puβq
JP puβq “: Bβpuβq.
Define
βˆ “ inf
uPpH1pRdqzt0uqM
Bβpuq.
Then β ă βˆ clearly implies Gβ˚ “ H. Moreover, it is not hard to check that, if β ą βˆ,
Gβ˚ “ Gβ. Also, if βˆ “ β, GβzGβ˚ ‰ H.
Let us look deeper into the properties of βˆ. Suppose, for instance, that βˆ0 ą β0.
Then
Ipuqp`1
Jβˆ0puq
ą pIsemβ0 qp, @u : JP puq ‰ 0.
Take β0 ď β ď βˆ0. If usemβ (the best semitrivial bound-state) satisfies JP pusemβ q ‰ 0,
then
pIsemβ qp “
Ipusemβ qp`1
Jβpusemβ q
ě Ipu
sem
β qp`1
Jβˆ0pusemβ q
ą pIsemβ0 qp,
which is absurd, by the monotonicity properties. Therefore JP pusemβ q “ 0, for all β P
rβ0, βˆ0s. In turn, by the definition of Isemβ , we see that it is constant in this interval and
so the function β ÞÑ βˆ is constant on rβ0, βˆ0s. Moreover, since β ă βˆ0 “ βˆ, G`β “ H for
all β P rβ0, βˆ0q.
Thus condition βˆ ą β has more implications than the simple dichotomy seen in [56].
Precisely because of this fact, is not as powerful when studying the nonemptiness of G˚
as one would desire: for example, if P contains all diagonal terms, one has β ě βˆ for all
β.
Proposition 3.2.1. Let u be a semitrivial bound-state for (M-NLS’) and suppose that
P Ă t1, ...,Mu is such that
pj,mq P P ñ umuj ” 0. (3.2.1)
Then, for β large, u R G.
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Proof. Suppose that u is a ground-state for a sequence βn Ñ8. The hypothesis (3.2.1)
implies that
Ipuqp`1
Jβpuq “
Ipuqp`1
Jpuq .
Since, for each βn, u is the semitrivial bound-state with the lowest action, this im-
plies that βˆn “ 1ˆ,@n. Taking n0 large, βn0 ą 1ˆ “ βˆn0 , which implies that G “ G˚,
contradicting u P G.
Proposition 3.2.2. Consider system (M-NLS’) and fix p ě 1. Suppose that kjm “ β ą
0, @m ‰ j, and kmm “ µ ą 0,@m. If β ! µ, any ground-state has exactly one nonzero
component.
Proof. Through a normalization, one may assume µ “ 1. From [56], the property is true
for M “ 2. We now proceed by induction: suppose that the result is true for M ´ 1
equations. Then there exists βM´1 and u0 with only one nonzero component such that
Ipuqp`1
Jβpuq ě
Ipu0qp`1
Jβpu0q “
Ipu0qp`1
Jpu0q “ Ipu0q
p,@u semitrivial ,@0 ă β ă βM´1. (3.2.2)
Consider the function β ÞÑ βˆ. Since u0 has only one nonzero component, βˆ is constant on
p0, βM´1q. Take any u such that JP puq ‰ 0. W.l.o.g., assume that the last component
has the largest L2p`2 norm. For each 1 ď m ďM , define
rm “ }um}2p`2}uM}2p`2 ď 1, Vm “ ppvmq1, ..., pvmqM q, pvmqj “ umδjm
Then, using (3.2.2) and JβpVmq “ JpVmq,
Ipuqp`1pIpu0qq´p ´ JNP puq
JP puq “
´řM
m“1 IpVmq
¯p`1
I´ppu0q ´řMm“1 JpVmq
JP puq
“
´
IpVM q
JpVM q1{pp`1q `
řM´1
m“1 r2m
IpVmq
JpVmq1{pp`1q
¯p`1
I´ppu0q ´ 1´řM´1m“1 r2p`2m
JP puq
JpVM q
ě p1`
řM´1
m“1 r2mqp`1 ´ 1´
řM´1
m“1 r2p`2m
2
řM´1
m“1 r
p`1
m `řM´1j,m“1 rp`1m rp`1j “: gpr1, ..., rM´1q
Since p ě 1, g is bounded below over the set r0, 1sM´1 by a constant m ą 0. Hence
Bβpuq ě m ą 0,@u. Therefore, taking βM “ mintβM´1,mu, we see that βˆ ě m ą β,
for 0 ă β ă βM . The properties of βˆ imply that the result is true for M equations.
3.3 The cubic nonlinearity case
In this section, to simplify some notations and to highlight the different roles each family
of parameters has, we define
µm :“ kmm, bjm “ kjm, m ‰ j, j,m “ 1, . . .M.
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Using this notation, system (M-NLS’) becomes
∆um ´ ωmum ` µm|um|2um `
Mÿ
j“1,j‰m
bjm|uj |2um “ 0, m “ 1, ...,M.
Moreover, we shall write
|u|2ω “ ω}u}22 ` }∇u}22.
Throughout this section, we shall assume that µm, bjm ě 0, for all j,m.
3.3.1 Existence of fully nontrivial ground states
In this section, we prove three results that guarantee the existence of fully nontrivial
ground-states. Before we proceed, we need the following definition:
Definition 3.3.1. Let α ą 1 and k ě 2. We say that a vector a “ pa1, . . . , akq P Rk is
α-admissible pa P Aαq if
max
1ďmďk am ă α min1ďmďk am.
The next lemma ensures that, up to rotations, all ground-states are nonnegative.
Since, in terms of nontriviality, rotations are harmless, we may restrict ourselves to the
case where all components of the ground-states are nonnegative. In that case, we may
rewrite our system as
∆um ´ ωmum ` µmu3m `
Mÿ
j“1,j‰m
bjmu
2
jum “ 0, m “ 1, ...,M. (3.3.1)
Lemma 3.3.2. Suppose that µm, bjm ě 0, for all 1 ď m, j ďM . If u “ pu1, . . . , uM q P
G, then there exists θj P R such that
uj “ eiθj |uj |, 1 ď j ďM.
Proof. Since u P G, it is easy to check that v “ p|u1|, . . . , |uM |q is also in G. It then
follows from a standard application of the maximum principle that either uj ” 0 or
|ujpxq| ą 0 for any x P Rd and any j. We now conclude as in the proof of Theorem
2.2.4.
Theorem 3.3.3 (Existence Result I). Let M ě 3, 0 ă ω1, ¨ ¨ ¨ , ωM and bjm ” b ą 0,
with
pω1, ¨ ¨ ¨ , ωM q P A1` 1
M´2
.
Then there exists a constant B “ Bpωm, µmq ą 0, such that, for b ą B, G “ G˚.
Proof. We will proceed by mathematical induction on the number of equations. As
mentioned in the introduction, it is well-known that the result holds true for M “ 2
equations. Indeed, in this case, for all ω1, ω2 ą 0, the system (3.3.1) admits a fully
nontrivial ground state for b large enough.
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We now consider an admissible ω “ pω1, . . . , ωM q P AαpMq, with
αpMq “ 1` 1
M ´ 2 .
Given X Ĺ t1, 2, . . . ,Mu, we denote by IX the ground state level of the system
∆um ´ ωmum ` µmu3m ` bum
ÿ
jPX,j‰m
u2j “ 0, m P X.
Notice that if X Ă t1, . . . ,Mu, then pωm : m P Xq P Aαp#Xq. Hence, following the
ideas in [62], we assume, by induction hypothesis, that there exists a ground state level
IX with #X “ M ´ 1 and, for any Y with #Y ă M ´ 1, IX ă IY . Without loss of
generality, we assume that
Isem :“ It1,...,M´1u “ mintIX : #X “M ´ 1u,
where Isem is achieved by the fully nontrivial ground state pu1, . . . , uM´1q, solution of
∆um ´ ωmum ` µmu3m ` bum
M´1ÿ
j“1
j‰m
u2j “ 0, m “ 1, . . . ,M ´ 1.
Define N as in Proposition 2.1.7. We prove our result by exhibiting v “ pv1, . . . , vM q P
N , vm ı 0, such that Ipvq ă Ipu1, . . . , uM´1, 0q “ Isem, which guarantees that the
energy level of v is inferior to the energy level of any solution of p3.3.1q with trivial
components.
For a fixed w P H1pRdq, w ‰ 0, and θ ą 0, we choose t ą 0 such that
v “ ptu1, . . . , tuM´1, tθwq P N .
A straightforward computation leads to
t2 “ 1` θ
2C1
1` µMθ4C2 ` 2b
M´1ÿ
m“1
θ2Dm
,
where
C1 “ |w|
2
ωM
M´1ÿ
m“1
|um|2ωm
, C2 “ }w}
4
4
M´1ÿ
m“1
|um|2ωm
and Dm “ }umw}
2
2
M´1ÿ
m“1
|um|2ωm
.
Now, since ptu1, . . . , tuM´1, tθwq P N ,
Iptu1, . . . , tuM´1, tθwq “ 14
´M´1ÿ
m“1
|tum|2ωm ` θ2|tθw|2ωM
¯
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“ t
2
4
´
1` C1θ2
¯M´1ÿ
m“1
|um|2ωm .
Thus
Iptu1, . . . , tuM´1, tθwq ă 14
M´1ÿ
m“1
|um|2ωm “ Idpu1, . . . , uM´1, 0q
if and only if
p1` θ2C1q2 ´ 1´ µMθ4C2
θ2
ă 2b
M´1ÿ
m“1
Dm.
By taking the limit θ Ñ 0` we conclude that we need to exhibit w such that C1 ă
b
řM´1
m“1 Dm, that is
|w|2ωM ă b
M´1ÿ
m“1
}umw}22. (3.3.2)
This is straightforward if there exists 1 ď m0 ďM ´ 1 such that ωM ď ωm0 . Indeed, in
this case, by multiplying the equation
∆um0 ´ ωm0um0 ` µm0u3m0 ` bum0
M´1ÿ
m“1
m‰m0
u2m “ 0
by um0 and integrating, we obtain, for b ą maxtµm : 1 ď i ďMu,
|um0 |2ωM ď |um0 |2ωm0 “ µm0}um0}44 ` b
M´1ÿ
m“1
m‰m0
}umum0}22 ă b
M´1ÿ
m“1
}umum0}22
and we can choose w “ um0 . Hence, in the rest of the this proof, we may assume that
ωM ą ωm for all 1 ď i ďM ´ 1.
Without loss of generality, we may also assume that
}u1}4 ě }um}4 for all 1 ď j ďM ´ 1. (3.3.3)
We then choose w “ u1 and, since
|u1|2ω1 “ µ1}u1}44 ` b
M´1ÿ
m“2
}umu1}22, (3.3.4)
the condition (3.3.2) is equivalent to
ωM ´ ω1 ă pb´ µ1q}u1}
4
4
}u1}22
.
By (3.3.4),
ω1 ă µ1 }u1}
4
4
}u1}22
` b
M´1ÿ
m“2
}u1um}22
}u1}22
ă µ1 }u1}
4
4
}u1}22
` b2
M´1ÿ
m“2
}u1}44 ` }um}44
}u1}22
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ă ppM ´ 2qb` µ1q}u1}
4
4
}u1}22
,
where we have used the hypothesis (3.3.3).
Hence, for (3.3.2) to hold, it is sufficient that ωM ´ ω1 ă b´ µ1pM ´ 2qb` µ1ω1.
By taking the limit bÑ `8, this condition holds for large b if ωM ă p1` 1M´2qω1, which
is true if pω1, . . . , ωM q P A1` 1
M´2
.
In the cubic nonlinearity case, if bjm ” b ą 0, one is able to extend Theorem 2.2.4
to system (M-NLS’). The following result states that, if k components have the same ω,
then any ground state has those components proportional to each other.
Theorem 3.3.4. Let M ě 3, bjm ” b ą 0 and 0 ă ω1, . . . , ωM . Suppose that, for some
k P t2, . . . ,Mu, ω1 “ ¨ ¨ ¨ “ ωk ” ω. Consider the function f : Rk ÞÑ R defined by
fpy1, ¨ ¨ ¨ , ykq “
kÿ
j,m“1
m‰j
by2my
2
j `
kÿ
m“1
µmy
4
m,
set fmax “ max|y|“1 fpyq and define the set Y in the following way:
1. if maxtµ1, . . . , µku ą b, setting em to be the m-th vector of the canonical basis of
Rk,
Y “
"
˘em : i is such that µm “ max
j“1,...,k µj
*
;
2. if maxtµ1, . . . , µku ă b, then fmax ă b and
Y “
#
y “ py1, . . . , ykq P Rk : ym “ ˘
ˆ
fmax ´ b
µm ´ b
˙1{2+
;
3. if maxtµ1, . . . , µku “ b,
Y “
!
y “ py1, . . . , ykq P Rk : |y| “ 1 and ym “ 0 @m such that µm ă b
)
.
Then, denoting by GM´k`1 the set of ground states for the system$’’’&’’’%
∆u´ ωu` µu3 ` bu
ÿ
jąk
u2j “ 0
∆um ´ ωmum ` µmu3m ` bu2um ` bum
ÿ
jąk
j‰m
u2j “ 0, m “ k ` 1, . . . ,M
with µ “ fmax, one has
G “ tpuy, uk`1, . . . , uM q P pH1pRdqqM : pu, uk`1, . . . , uM q P GM´k`1,y P Yu.
47
Proof. We proceed in two steps.
Step 1. Characterization of ground states. Take u “ pu1, ¨ ¨ ¨ , uM q P G, and let us show
that u “ puy, uk`1, . . . , uM q, where pu, uk`1, . . . , uM q P GM´k`1 and y P Y. Define
upxq “
˜
kÿ
m“1
u2mpxq
¸1{2
.
If u “ 0, there is nothing left to prove. Otherwise, let Y be the (nonempty) set of
solutions to the maximization problem
fpy0q “ fmax “ max|y|“1 fpyq, |y0| “ 1. (3.3.5)
Take y P Y and w “ pw1, . . . , wM q “ puy, uk`1, . . . , uM q. Let us show that w is also
a ground state solution. We have
Jpuq “
Mÿ
m“1
µm}um}44 `
ÿ
j‰m
b}umuj}22 “
ż
fp|u1|, ¨ ¨ ¨ , |uM´1|q `
ÿ
iąk
ż
µmu
4
m
`
ÿ
j,mąk,m‰j
ż
bu2mu
2
j `
ÿ
iąk
kÿ
j“1
ż
2bu2mu2j
“
ÿ
iąk
ż
µmu
4
m ` b
ÿ
j,mąk,m‰j
ż
u2mu
2
j ` 2b
ÿ
iąk
ż
u2mu
2 `
ż
f
ˆ |u1|
u
, ¨ ¨ ¨ , |uM´1|
u
˙
u4
ď
ÿ
iąk
ż
µmu
4
m ` b
ÿ
j,mąk,m‰j
ż
u2mu
2
j ` 2b
ÿ
iąk
ż
u2m|y|2u2 `
ż
fpyqu4
“
Mÿ
m“1
µm}wm}44 `
ÿ
j‰m
b}wmwj}22 “ Jpwq
Furthermore, since }∇u}22 ď
řk
m“1 }∇um}22,
Ipwq “
Mÿ
m“1
|wm|2ωm “
ÿ
m“k`1
|um|2ωm `
kÿ
m“1
|uym|2ω
“
Mÿ
m“k`1
|um|2ωm ` |u|2ω ď
kÿ
m“1
|um|2ωm “ Ipuq.
By Lemmata 2.1.2 and 2.1.3, w is a ground state. Moreover,
f
ˆ |u1|
u
, . . . ,
|uk|
u
˙
“ fpyq for a.e. x P Rd,
so that, if we write upxq “ pupxqzpxq, ukpxq, . . . , uM pxqq, with zm “ |um|{u, then zpxq P
Y for a.e. x P Rd. Observe that z P C8 as u and u are both smooth and u ‰ 0.
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Let us now check that pu, uk`1, . . . , uM q P GM´k`1. Since y is a solution to the
maximization problem (3.3.5), there exists a Lagrange multiplier µ P R such that
µym “ µmy3m ` b
kÿ
j“1,j‰m
y2j ym, m “ 1, . . . , k.
Multiplying by ym and summing in i, we obtain µ “ fmax. Hence, since w is a solution
of (3.3.1), the pair pu, uk`1, . . . , uM q must be a solution of$&% ∆u´ ωu` µu
3 ` bu
ÿ
jąk
u2j “ 0
∆um ´ ωmum ` µmu3m ` bu2um ` bum
ř
jąkj‰m bu
2
j “ 0, m “ k ` 1, . . . ,M.
Moreover, the minimality of w implies that pu, uk`1, . . . , uM q P GM´k`1.
Finally, let us see that actually z is constant. We know that u “ puz, uk`1, . . . , udq
is also a sollution of (3.3.1). Inserting this expression onto system (3.3.1) and using the
above equations, we see that
u∆zm ` 2∇zm ¨∇u “ 0, m “ 1, . . . , k.
Arguing as in the proof of Theorem 2.2.4 this implies thatż
|∇zm|2|u|2 “ 0, m “ 1, . . . , k.
Since u ą 0, we conclude that z is constant. Therefore
G Ď tpuy, uk`1, . . . , uM q P pH1pRdqqM : pu, uk`1, . . . , uM q P GM´k`1,y P Yu.
The other inclusion comes from the fact that, given y P X , µ “ fmax and
pu, uk`1, . . . , uM q P GM´k`1,
then puy, uk`1, . . . , uM q is a bound state of (3.3.1) with action equal to that of u.
Step 2. Expression of Y. Take y “ py1, . . . , ykq such that |y| “ 1. Then
fpyq “
kÿ
m“1
µmy
4
m `
kÿ
m“1
by2mp1´ y2mq “ b`
kÿ
m“1
y4mpµm ´ bq.
Define gpz1, ¨ ¨ ¨ , zkq “ b `řkm“1 z2mpµm ´ bq. Then y is a maximizer of f on the unit
ball if and only if z “ py21, ¨ ¨ ¨ , y2kq is a maximizer of g on the convex set ∆k “ tz P Rk :
zm ě 0, řm zm “ 1u. Now one must split in several cases:
• If maxm µm ą b, writing ∆`k “ tz P Rk :
ř
m zm “ 1; zm “ 0,@m : µm ď bu,
max
zP∆k
gpzq ă max
zP∆`
k
gpzq
Since g is a strictly convex function on ∆`k , its maximum is attained at some
vertex. Hence the maximizers are em, for i’s such that µm “ maxtµ1, . . . , µku.
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• If maxm µm ă b, then g is a strictly concave function and so the maximum is
attained at a unique point z0 “ ppz0q1, ¨ ¨ ¨ , pz0qkq on the interior of ∆k. This
implies that, for some Lagrange multiplier η P R,
pz0qmpµm ´ bq “ η for every m “ 1, . . . , k.
Multiplying the i-th equation by pz0qm and summing up, we obtain η “ fmax ´ b
and therefore
pz0qm “ fmax ´ b
µm ´ b ;
• Finally, if maxm µm “ b, writing ∆0k “ tz P Rk :
ř
m zm “ 1; zm “ 0,@m : µm ă bu,
max
zP∆k
gpzq ď max
zP∆0
k
gpzq.
Since g is constant on ∆0M´1, we obtain the desired expression.
We now prove a more refined version of Corollary 3.1.8:
Theorem 3.3.5 (Existence Result II). Let M ě 3, 0 ă ω1 ď ω2 ď ¨ ¨ ¨ ď ωM and
bjm ” b. Then, setting ω “ ω2{ω1, ρpMq “ pM ´ 2q{pM ´ 1q and
α “ αpω1{ω2,M, dq :“
¨˝
1´ ρpMq ´ ρpM ´ 1qb
2ω2 pρpM´1q`ωq2`ω2pρpM´1q`2ωq2 ` ρpMq
‚˛´ 24´d ,
if
pω2, . . . , ωM q P Aα,
there exists a constant B “ Bpωm, µmq ą 0, such that, for b ą B, G “ G˚.
Proof. Along this proof, we denote by Ipω1, ω2, . . . , ωM q the ground state action level of
system (3.3.1), and by Isempω1, ω2, . . . , ωM q the semitrivial ground state level, that is
Isempω1, ω2, . . . , ωM q “ mintIX : X Ă t1, . . . ,Mu, #X ďM ´ 1u.
Our aim is to prove that
Ipω1, ω2, . . . , ωM q ă Isempω1, ω2, . . . , ωM q. (3.3.6)
Since the proof is long, we divide it into several steps.
Step 1. It is enough to prove (3.3.6) in the case µm “ 0 for all i and b “ 1. In fact,
by considering the scaling Um “
?
bum and by the continuity of the levels I and Isem
(cf. Proposition 3.1.4), one may consider the case b large as a perturbation of this
case. Also, using the scaling Umpxq “ ω´1{21 umpω´1{21 xq, the vector pω1, ω2, . . . , ωM q
becomes p1, ω2{ω1, . . . , ωM{ω1q. Hence, one may focus on the case ω1 “ 1, to simplify
the notations.
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Step 2. Let us now start with the core of the proof. From Lemma 3.1.2, one has the
following properties:
Ip1, ω2, . . . , ωM q ď Ip1, ωM , . . . , ωM q (3.3.7)
Isemp1, ω2, . . . , ωM q ě Isemp1, ω2, . . . , ω2q (3.3.8)
and, using a suitable scaling,
Ip1, ωM , . . . , ωM q “
ˆ
ωM
ω2
˙ 4´d
2
I
ˆ
ω2
ωM
, ω2, . . . , ω2
˙
(3.3.9)
ď
ˆ
ωM
ω2
˙ 4´d
2
Ip1, ω2, . . . , ω2q.
We will now focus our attention on Ip1, ω2, . . . , ω2q, proving that
Ip1, ω2, . . . , ω2q ă KIsemp1, ω2, . . . , ω2q, (3.3.10)
for some constant K ą 0.
Step 3. Now take a semitrivial u “ pu1, . . . , uM q that achieves Isemp1, ω2, . . . , ω2q. Since
ω1 “ mintω1, . . . , ωMu, using an argument similar to that in the proof of Theorem 3.3.3,
one has u1 ‰ 0. Since one may order the remaining components as one wishes, we shall
suppose that uM “ 0. Next, we want to apply Theorem 3.3.4. To that end, following
the notations of that theorem, we determine explicitly fmax and Y. First of all, since
µm “ 0, one has
Y “
!
y “ px2, . . . , xM´1q P RM´2 : xm “ ˘p1´ fmaxq1{2
)
.
On the other hand, since Y is the set of solutions of the maximization problem
fpy0q “ fmax “ max|y|“1 fpyq, |y0| “ 1,
any element in Y has unit norm. Since´
p1´ fmaxq1{2 , . . . , p1´ fmaxq1{2
¯
P Y,
we obtain p1´ fmaxq1{2 “ pM ´ 2q´1{2, that is, fmax “ 1 ´ 1{pM ´ 2q. Theorem 3.3.4
now implies that
u “ pu1,˘pM ´ 2q´1{2u, . . . ,˘pM ´ 2q´1{2u, 0q
where pu1, uq is a (nontrivial) ground-state of"
∆w1 ´ w1 ` w22w1 “ 0
∆w2 ´ ω2w2 ` µw32 ` w21w2 “ 0 , µ “ 1´
1
M ´ 2 . (3.3.11)
51
Step 4. We will provide an estimate of the L4 norm of u1 in terms of the L4 norm of u.
To this end, consider
w “ pw1, w2q “
´
u1,
1?
ω2
u1
¯
.
Since ω2 ě 1, a simple computation yields
|w1|21 ` |w2|2ω2 “ |u1|21 `
1
ω2
|u1|2ω2 ď 2|u1|21. (3.3.12)
Furthermore, since pu1, uq is in particular a solution of (3.3.11), we obtain that
|u1|21 “
ż
u21u
2 “ |u|2ω2 ´ µ
ż
u4 ď |u|2ω2 .
Combining this with (3.3.12), we get |w1|21` |w2|2ω2 ď |u1|21` |u|2ω2 . Now it is easy to see
that
µ
ż
w42 ` 2
ż
w21w
2
2 “ µ` 2ω2ω22
ż
u41 ď µ
ż
u4 ` 2
ż
u21u
2. (3.3.13)
Indeed, if the converse inequality was true, pu1, uq would not be a solution of (2.1.2) and
so it would not be a ground-state of (3.3.11).
Now, from (3.3.13), for any ε ą 0,
µ` 2ω2
ω22
ż
u41 ď µ
ż
u4 ` ε
ż
u41 ` 1ε
ż
u4.
Choosing ε “ µ` 2ω22ω22
one obtains the estimate
ż
u41 ď 2ω22 pµ` ω2q
2 ` ω22
pµ` 2ω2q2
ż
u4,
as wanted.
Step 5. We are now ready to prove (3.3.10). Consider
v “ pv1, . . . , vM q “ pu1, pM ´ 1q´1{2u, . . . , pM ´ 1q´1{2uq.
Then
|u1|21 `
Mÿ
m“2
|um|2ω2 “ |v1|21 `
Mÿ
m“2
|vm|2ω2
and
Mÿ
j,m“1
j‰m
}vmvj}22 ´
Mÿ
j,m“1
j‰m
}umuj}22 “
˜
2
Mÿ
j“2
}v1vj}22 ´ 2
Mÿ
j“2
}u1uj}22
¸
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`¨˚
˚˝ Mÿ
j,m“2
j‰m
}vmvj}22 ´
Mÿ
j,m“2
j‰m
}umuj}22
‹˛‹‚ “ ˆM ´ 2M ´ 1 ´ M ´ 3M ´ 2
˙
}u}44 ą 0.
If one defines
t2 “
Mÿ
m“1
|vm|2ωm
Mÿ
j,m“1
j‰m
}vmvj}22
then tv P N p1, ω2, . . . , ω2q (the Nehari manifold associated with the ground-state level
Ip1, ω2, . . . , ω2q) and
t2 “
Mÿ
m“1
|vm|2ωm
Mÿ
j,m“1
j‰m
}vmvj}22
“
Mÿ
m“1
|um|2ωmˆ
M ´ 2
M ´ 1 ´
M ´ 3
M ´ 2
˙
}u}44 `
Mÿ
j,m“1
j‰m
}umuj}22
“ 1´
ˆ
M ´ 2
M ´ 1 ´
M ´ 3
M ´ 2
˙
}u}44ˆ
M ´ 2
M ´ 1 ´
M ´ 3
M ´ 2
˙
}u}44 `
Mÿ
j,m“1
j‰m
}umuj}22
“ 1´
M ´ 2
M ´ 1 ´
M ´ 3
M ´ 2
}u1u}22
}u}44 `
M´2
M´1
ď 1´
M ´ 2
M ´ 1 ´
M ´ 3
M ´ 2
}u1}24
}u}24 `
M´2
M´1
ď 1´
M ´ 2
M ´ 1 ´
M ´ 3
M ´ 2d
2ω22
pµ` ω2q2 ` ω22
pµ` 2ω2q2 `
M ´ 2
M ´ 1
“: Cpω2,Mq2
Hence
Ip1, ω2, . . . , ω2q ď Iptvq “ t2Ipuq “ t2Isemp1, ω2, . . . , ω2q. (3.3.14)
Step 6. Putting together all the relations between the various action levels, namely
(3.3.7), (3.3.8), (3.3.9) and (3.3.14), one arrives to
Ip1, ω2, . . . , ωM q ď t2
ˆ
ωM
ω2
˙ 4´d
2
Isemp1, ω2, . . . , ωM q
ď C2
ˆ
ωM
ω2
˙ 4´d
2
Isemp1, ω2, . . . , ωM q ă Isemp1, ω2, . . . , ωM q,
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provided that ωd ă αω2, with α “ C´ 44´d .
Finally, we close this section with an existence result for the situation where the
interaction coefficients bjm do not necessarily coincide.
Theorem 3.3.6 (Existence Result III). Consider the system (3.3.1) with M ě 3, ω “
ω1 “ ¨ ¨ ¨ “ ωM and bjm “ bmj ą 0. Suppose that
α :“ min
m
ˆ
min
j
bjm ´ µm
˙
ą 0
and
max
1ďiďM
k‰j
|bjm ´ bik| ă α
M ´ 2 .
Then G “ G˚.
Proof. Once again, we will proceed by mathematical induction on the number of equa-
tions. Following the steps of the proof of Theorem 3.3.3, in order to prove this result we
only need to exhibit w P H1pRdq such that
|w|2ω ă
M´1ÿ
m“1
biM
ż
u2mw
2 (3.3.15)
which is the analogous of condition (3.3.2) for the system at hand. Here, pu1, ¨ ¨ ¨uM´1q,
assumed by induction hypothesis to be fully nontrivial, is a ground state achieving the
level Isem “ It1,2,...,M´1u with Isem ď IX for any #X ďM ´ 1.
Without loss of generality, we may assume once again that for all 1 ď i ď M ´ 1,
}u1}4 ě }um}4. Multiplying
∆u1 ´ ωu1 ` µ1|u1|2u1 `
M´1ÿ
j“2
b1ju
2
ju1 “ 0
by u1 and integrating by parts leads to
|u1|2ω “ µ1}u1}44 `
M´1ÿ
j“2
b1j
ż
u2ju
2
1.
Hence, taking w “ u1, condition (3.3.15) is equivalent to
µ1}u1}44 `
M´1ÿ
j“2
b1j
ż
u2ju
2
1 ă
M´1ÿ
m“1
biM
ż
u2mu
2
1,
that is
M´1ÿ
j“2
pbjM ´ b1jq
ż
u2ju
2
1 ` pb1M ´ µ1q
ż
u41 ą 0.
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Since ż
u2ju
2
1 ă 12
´ ż
u4j `
ż
u41
¯
ă
ż
u41,
we have ż
u41 ą 1M ´ 2
M´1ÿ
j“2
ż
u2ju
2
1.
Finally, for (3.3.15) to hold, it is sufficient that
M´1ÿ
j“2
´
bjM ´ b1j ` b1M ´ µ1
M ´ 2
¯ ż
u2ju
2
1 ą 0,
which is true under the conditions stated in Theorem 3.3.6.
3.3.2 Nonexistence of fully nontrivial ground states
Theorem 3.3.7 (Nonexistence Result I). Let M ě 3, 0 ă ω1 ď ω2 ď ¨ ¨ ¨ ď ωM and
bjm ” b ą 0. There exists a constant α “ αpω1, ω2q such that, if pω2, . . . , ωM q R Aα
and b ą maxtµ1, . . . , µMu, then every ground state solution u of (3.3.1) is such that
um ” . . . uM ” 0, for all m such that ωm ą αω2. In particular, under these conditions,
G˚ “ H.
Proof. Along this proof, we will denote by ub “ pu1,b, . . . , uM,bq a solution of the system
(3.3.1), highlighting the dependence on b. Since the proof is long, we divide it in three
steps.
Step 1. Define Um,bpxq :“
?
b um,bpxq, which is a ground-state of
´∆Um,b ` ωmUm,b “ µm
b
U3m,b ` Um,b
ÿ
j‰m
U2j,b. (3.3.16)
We claim that there exists C “ Cpω1, ω2q such that |Um,b|2ωm ď C. Associated to system
(3.3.16), we denote the corresponding action function by Iω,µ
b
, the Nehari manifold by
Nω,µ
b
, and the ground state level by Ipω, µb q. Observe that
Mÿ
m“1
|Um,b|2ωm “ I
´
ω,
µ
b
¯
ď Ipω, 0q
by Lemma 3.1.3. On the other hand,
Ipω, 0q “ inftIω,0puq : u ‰ 0, u P Nω,0u
ď inftIω,0pu1, u2, 0, . . . , 0q : pu1, u2q ‰ p0, 0q, pu1, u2, 0, . . . , 0q P Nω,0u.
Then |Um,b|2ωm ď I, where I is the ground state level of the two equation system#
´∆w1 ` ω1w1 “ w1w22
´∆w2 ` ω2w2 “ w2w21.
Thus the claim made above follows.
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Step 2. Next, we prove that there exists C “ Cpω1, ω2q such that
}?b um,b}8 “ }Um,b}8 ď C, @b ą maxtµ1, . . . , µMu. (3.3.17)
Observe that, since d ď 3, we have the continuous embedding H1pRdq ãÑ L6pRdq.
Let us perform a standard Brézis-Kato type argument to pass fromH1 to L8 bounds.
First of all, if there is a sequence pk Ñ8 such that }Um,b}pk ď 1, the conclusion is obvious
for C :“ 1. Suppose that Um,b P L2`2δpRdq for some δ ą 0. We test the equation for
Um,b in (3.3.16) with U1`δm,b , obtaining
1` δ
p1` δ{2q2
ż ´
|∇U1`δ{2m,b |2 ` ωm|Um,b|2`δ
¯
“ µm
b
ż
|Um,b|4`δ `
ż
|Um,b|2`δ
ÿ
j‰m
U2j,b.
Since ω1 ď ωm and µm{b ď 1, we deduce that
min
"
1` δ
p1` δ{2q2 , ω1
*ż ´
|∇|Um,b|1`δ{2|2 ` ωm|Um, b|2`δ
¯
ď
ż
|Um,b|1`δpU3m,b ` Um,b
ÿ
j‰m
U2j,bq ď }Um,b}1`δ2`2δ}hb}2
where hb :“ U3m,b ` Um,b
ř
j‰m U2j,b. Thus
C26 min
"
1` δ
p1` δ{2q2 , ω1
*
}U1`δ{2m,b }26 ď }Um,b}1`δ2`2δ}hb}2
or, equivalently,
}Um,b}6`3δ ď
ˆ
1
C26
max
"p1` δ{2q2
1` δ ,
1
ω1
*
}hb}2
˙ 1
2`δ }Um,b}p1`δq{p2`δq2`2δ .
Assuming, without loss of generality, that }Um,b}2`2δ ě 1, then from the fact that
p1 ` δq{p2 ` δq ď 1 we deduce that }Um,b}p1`δq{p2`δq2`2δ ď }Um,b}2`2δ. Moreover, from the
H1pRdq bound of Step 1, there exists C “ Cpω1, ω2q such that }hb}2 ď C for every
b ą maxtµ1, . . . , µMu. Thus we conclude the existence of κ “ κpω1, ω2q such that
}Um,b}6`3δ ď
ˆ
κmax
"p1` δ{2q2
1` δ ,
1
ω1
*˙ 1
2`δ }Um,b}2`2δ.
Now we iterate, by letting
δp1q “ 0, 2` 2δpk ` 1q “ 6` 3δpkq
Observe that δpkq Ñ 8, since δpkq ě p3{2qk´2, k ě 2. With this choice of δ in the
previous estimate, we obtain the iterative relation
}Um,b}L2`2δpk`1q ď
ˆ
κmax
"p1` δ{2q2
1` δ , ωm
*˙ 1
2`δ }Um,b}2`2δpkq
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which, together with δp1q “ 0, gives
}Um,b}3`6δpkq “ }Um,b}2`2δpk`1q ď
kź
j“1
„
κmax
"p1` δ{2q2
1` δ , ωm
* 1
2`δpjq }Um,b}2
ď exp
˜ 8ÿ
j“1
1
2` δpjq log
„
κmax
"p1` δpjq{2q2
1` δpjq , ωm
*¸
}Um,b}2
As δpjq ě p3{2qj´2, j ě 2, we see that
8ÿ
j“1
1
2` δpjq log
«
C
p1` δpjq{2q2
1` δpjq
ff
ă 8,
which provides the uniform bound in L8pRdq. Finally, it follows easily from scaling
arguments that the bound C may be written as
C “ Cpω1{ω2q?ω2. (3.3.18)
Step 3. Take i ě 3 such that ωM ě . . . ωm ą αω2 :“ MC2, where C is the constant
appearing in (3.3.18). Take j P tm, . . . ,Mu. By multiplying the equation for uj,b by uj,b
itself and recalling that µj{b ď 1 and (3.3.17) holds, we obtain
0 ď
ż
|∇uj,b|2 ď
ż
µju
4
j,b `
ż
b u2j,b
ÿ
k‰j
u2k,b ´
ż
ωju
2
j,b
ď
ż
u2j,bpMC2 ´ ωjq ď 0,
which implies that uj,b ” 0.
Theorem 3.3.8 (Nonexistence Result II). Take a subset P Ĺ t1, . . . ,Mu with #P ě 2.
There exists a constant B “ Bppλm, µmq1ďmďM , pbjmq1ďm,jďM,pj,mqRP 2q such that, if
min
pj,mqPP 2
bjm ą B,
then any ground state u of system (3.3.1) satisfies um0 ” 0 for every m0 R P . In
particular, G˚ “ H.
Proof. Let pu1, . . . , uM q P G. Define Ippωm;µm; bjmqpj,mqPP 2q to be the ground state
level for the system
´∆wm ` ωmwm “ µmw3m `
ÿ
jPP
bjmw
2
jwm, m P P.
Then
Ipu1, . . . , uM q “ minpw1,...,wM qPNM Ipw1, . . . , wM q ď minpw1,...,wM qPNM
wm“0, iRP
Ipw1, . . . , wM q
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“ Ippωm;µm; bjmqpj,mqPP 2q.
Let b “ minpj,mqPP 2 bjm. From Lemma 3.1.3 and a simple normalization argument,
Ippωm;µm; bjmqpj,mqPP 2q ď Ipωm; 0, . . . , 0; b, . . . , bq “ b´1Ipωm; 0, . . . , 0; 1, . . . , 1q.
Hence
Ipu1, . . . , uM q ď b´1Ipωm; 0, . . . , 0; 1, . . . , 1q.
Fix i R P and suppose that um ‰ 0. Then, for a constant C ą 0, independent of bjm,
|um|2ωm “ µm}um}44 `
ż
u2m
ÿ
j‰m
bjmu
2
j ď C
˜
µm|um|4ωm ` |um|2ωm
ÿ
j‰m
bjm|uj |2ωj
¸
.
Therefore
1 ď C
˜
µm|um|2ωm `
ÿ
j‰m
bjm|uj |2ωj
¸
ď 4C
˜
µm `
ÿ
j‰m
bjm
¸
Ipu1, . . . , uM q
ď 4C
˜
µm `
ÿ
j‰m
bjm
¸
b´1Ipωm; 0, . . . , 0; 1, . . . , 1q,
which is absurd for b sufficiently large.
Theorem 3.3.9 (Nonexistence Result III). Let bjm ” b ą 0. Assume, without loss of
generality, that µ1 ď µ2 ď ¨ ¨ ¨ ď µM .
Then, if
b ă 21´M2 ?µ1µM ,
G˚ “ H.
Proof. Consider a fully nontrivial ground state pu1, u2, . . . , uM q P NM
We then compute t ą 0 such that ptu1, 0, . . . , 0q P NM :
t2|u1|2ω1 “ t4µ1}u1}44 ô t2 “
|u1|2ω1
µ1}u1}44
.
Since pu1, u2, . . . , uM q is a ground state, Ipu1, u2, . . . , uM q ď Iptu1, 0, . . . , 0q, that is
1
4
´ Mÿ
m“1
µm}um}44 ` 2b
ÿ
măj
}umuj}22
¯
ď 14µ1t
4}u1}44,
i.e.,
µ1}u1}44
´ Mÿ
m“1
µm}um}44 ` 2b
ÿ
măj
}umuj}22
¯
ď |u1|4ω1 .
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Multiplying the first line of system (3.3.1) by u1 and integrating then yields
µ1}u1}44
´ Mÿ
m“1
µm}um}44 ` 2b
ÿ
măj
}umuj}22
¯
ď
´
µ1}u1}44 ` b
Mÿ
j“2
}u1uj}22
¯2
.
Hence
µ1}u1}44
Mÿ
m“2
µm}um}44 ` 2bµ1}u1}44
ÿ
măj
}umuj}22 ď 2bµ1}u1}44
Mÿ
j“2
}u1uj}22
` b2
´ Mÿ
j“2
}u1uj}22
¯2
,
that is
µ1}u1}44
Mÿ
m“2
µm}um}44 ` 2bµ1}u1}44
ÿ
1ăiăj
}umuj}22 ď b2
´ Mÿ
j“2
}u1uj}22
¯2
ď b2
´ Mÿ
j“2
}u1}24}uj}24
¯2
.
Finally,
Mÿ
m“2
µ1µm}um}44 ď b2
´ Mÿ
j“2
}uj}24
¯2 ď b22M´2 Mÿ
j“2
}uj}44.
From this inequality, we obtain that
b22M´2 ě µ1
Mÿ
m“2
µm}um}44
Mÿ
m“2
}um}44
ě µ1mintµm : m ‰ 1u.
By interchanging the roles of µ1 and µj , j ě 2, we get that for all j P t1, . . . ,Mu,
b22M´2 ě µj mintµm : m ‰ ju.
In particular,
b ě
?
µ1µM
2M2 ´1
.
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Chapter 4
Dynamical implications
In this chapter, we study some properties of the initial value problem$&%
ipvmqt `∆vm `řMj“1 kjm|vj |p`1|vm|p´1vm “ 0,
vmp0q “ pvmq0 P H1pRdq
m “ 1, ...,M. (M-NLSt)
On the first section, we look at the global influence that ground-states have on the
dynamics of (M-NLSt). Afterwards, we study the stability of ground-states (and also
some bound-states) as periodic solutions of (M-NLSt). We recall (cf. Proposition 1.1.1)
that the initial value problem is locally well-posed for 1 ď p ă 2{pd ´ 2q` and that, if
the maximal time of existence T pv0q is finite, then
lim
tÑT pv0q
}∇vptq}2 “ 8,
4.1 Qualitative results
We recall that we are always assuming (PC). Moreover, we have
Ipuq “
Mÿ
m“1
ωm}um}22 ` }∇um}22, Jpuq “
Mÿ
j,m“1
kjm}ujum}p`1p`1.
Define
D “ tu P pH1pRdqqM : Jpuq ą 0u ‰ H
and, for each u “ pu1, . . . , uM q P pH1pRdqqM ,
Mpuq “
Mÿ
m“1
ωm}um}22, Kpuq “
Mÿ
m“1
}∇um}22, Epuq “ 12Kpuq ´
1
2p` 2Jpuq
GNpuq “ Mpuq
p`1´ dp2 Kpuq dp2
Jpuq .
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Proposition 4.1.1. The set of solutions for the minimization problem
GNpuq “ min
wPDGNpwq, u P D (4.1.1)
is G, up to scalar multiplication and scaling.
Proof. By Lemma 2.1.3 and Theorem 2.1.1, we know that G ‰ H is the set of solutions
of
Ipuq “ min
Jpwq“λG
Ipwq, Jpuq “ λG.
Let u P G and w P D. Since Ipuq “ Jpuq ą 0, we have u P D. Define
ν “
ˆ
JpuqMpwq
MpuqJpwq
˙ 1
2p
and
ζ “
ˆ
ν2
ˆ
Mpwq
Mpuq
˙˙ 1
d
.
Then zpxq “ νwpζxq satisfies
Jpzq “ Jpuq, Mpzq “Mpuq GNpzq “ GNpwq.
By the minimality of u, Ipuq ď Ipzq, which implies that GNpuq ď GNpzq “ GNpwq.
Therefore u is a solution of (4.1.1). On the other hand, if w is a solution of (4.1.1), then
one has necessarily GNpzq “ GNpuq, which implies that Ipzq “ Ipuq. Therefore z P G,
which concludes our proof.
Set
CM “ GNpuq´1, u P G.
Corollary 4.1.2. The optimal constant C ą 0 for the vector-valued Gagliardo-Nirenberg
inequality
Mÿ
j,m“1
kjm}umuj}p`1p`1 ď C
˜
Mÿ
m“1
ωm}um}22
¸p`1´ dp2 ˜ Mÿ
m“1
}∇um}22
¸ dp
2
, u P pH1pRdqqM
is CM .
Remark 4.1.1. In the special case ωm ” 1, one may compute more explicitly CM :
indeed, given u P G with real nonnegative components, Theorem 2.2.4 implies that, up
to rotations, u “ pfmaxq´1{2pQy, where Q is the scalar ground-state and y P pR0` qM
satisfies
|y| “ 1,
Mÿ
j,m“1
kjmy
p`1
m y
p`1
j “ fmax :“ max|z|“1
Mÿ
j,m“1
kjm|zm|p`1|zj |p`1.
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Therefore
Mpuq “ pfmaxq´1{pMpQyq “ pfmaxq´1{p}Q}22,
Kpuq “ pfmaxq´1{pKpQyq “ pfmaxq´1{p}∇Q}22
and
Jpuq “ pfmaxq´1´1{p
˜
Mÿ
j,m“1
kjmy
p`1
m y
p`1
j
¸ż
|Q|2p`2 “ pfmaxq´1{p
ż
|Q|2p`2
Hence the value of CM is given by
CM “ fmax
}Q}2p`22p`2
}Q}2p`2´dp2 }∇Q}dp2
“ fmaxC1
where C1 is the optimal constant for the (scalar) Gagliardo-Nirenberg inequality (see
[75]).
We now focus on the critical case p “ 2{d.
Remark 4.1.2. Let w P A. Since p “ 2{d, the Pohozaev identity (see Proposition 1.2.4)
implies that
Epwq “ 0.
Therefore
GNpuq “ Mpuq
2
d
p` 1 , @u P A.
Proposition 4.1.1 then implies that all ground-states have the same mass.
Remark 4.1.3. It is easy to see that, for any v P pH1pRdqqM ,ˆ
1´ 1
p` 1CMMpvq
2
d
˙
Kpvq ď 2Epvq.
From the vector-valued Gagliardo-Nirenberg inequality, we have the following global
existence result for (M-NLSt):
Proposition 4.1.3. Suppose that v0 P pH1pRdqqM is such that
Mpv0q ă
ˆ
p` 1
CM
˙ d
2 “Mpuq,
with u P G. Then T pv0q “ 8.
Proof. It is a well-known fact that the functionals M and E are preserved by the flow
generated by (M-NLSt). Hence, if v is the solution of (M-NLSt) with initial data v0, we
have, by Remark 4.1.3, an uniform bound on Kpvptqq and so T pv0q “ 8.
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Remark 4.1.4. It is important to notice that Proposition 4.1.3 is valid for any vector
pω1, . . . , ωM q P pR`qM . In fact, since system (M-NLSt) preserves individual masses,
there is an entire family of "total mass" norms which can be used in the qualitative
results of this section.
The following result is an adaptation of the result in [41] to the vector case.
Lemma 4.1.4. Suppose that tununPN Ă pH1pRdqqM verifies
1. Mpunq “M ą 0 @n P N;
2. Kpunq “ K ą 0 @n P N;
3. Epunq Ñ 0.
Then, given δ0 ą 0, up to a subsequence, there exist yn P Rd and R ą 0 such that
Mÿ
m“1
ωm
ż
yn`BR
|punqm|2dx ěMpuq ´ δ0,
where u P G. If M “ Mpuq and K “ Kpuq, then unp¨ ´ ynq Ñ u0 in pH1pRdqqM and
u0 P G.
Sketch of the proof: For a fixed  ą 0, we apply Lemma 2.1.4 to the sequence tununPN.
If the dichotomy case is true, un is decomposed in a localized part u1n and a remainder
u2n. Since |Mpu2nq ´ pM ´ αq| ă , up to a subsequence,
limMpu2nq “M2 ą 0,
Then one may apply again Lemma 2.1.4 to the sequence tu2nunPN. This process may be
iterated, thus decomposing un in a series of localized parts u1n, . . . ,uLn plus a remainder
wn satisfying ˇˇˇˇ
ˇMpunq ´ Lÿ
l“1
Mpulnq
ˇˇˇˇ
ˇ ă , Kpunq ě Lÿ
l“1
Kpulnq ´ ,
and ˇˇˇˇ
ˇJpunq ´ Lÿ
l“1
Jpulnq
ˇˇˇˇ
ˇ ă .
By contradiction, suppose that, for any u P G,
Mpulnq ăMpuq ´ δ0 “
ˆ
p` 1
CM
˙ d
2 ´ δ0, l ď L
Then, by the vector-valued Gagliardo-Nirenberg inequality (cf. Corollary 4.1.2) and by
remark 4.1.3,
Jpunq ď
Lÿ
l“1
Jpulnq `  À
Lÿ
l“1
Kpulnq ` 
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À
Lÿ
l“1
ˆ
1´ 1
p` 1CMMpu
l
nq
2
d
˙´1
Epulnq `  À Epunq ` .
However, Epunq Ñ 0 and Jpunq Ñ pp` 1qK, which is absurd. This proves the first part
of the result.
If M “ Mpuq, then the above argument shows that only the compactness alterna-
tive is possible (there can only exist one localized part). Since tununPN is bounded in
pH1pRdqqM , there exists u0 P pH1pRdqqM such that un á u0 and, from the compactness
alternative, it follows that un Ñ u0 in pL2pRdqXL2p`2pRdqqM (see the proof of Theorem
2.1.1). In particular Mpu0q “Mpuq, Kpu0q ď Kpuq and
Jpu0q “ lim Jpunq “ pp` 1qKpuq “ Jpuq.
By the minimality of u, we conclude that u P G. Moreover, Kpu0q “ Kpu0q “
limKpunq, which implies the strong convergence un Ñ u0 in pH1pRdqqM .
Using the previous lemma, one may prove the following results in the same way as
in the scalar case M “ 1:
Proposition 4.1.5 (L2 concentration). Fix p “ 2{d. Let v0 P pH1pRdqqM be such that
T “ T pv0q ă 8. Then, if v is the corresponding solution of (M-NLSt), there exists
x : r0, T pv0qq Ñ Rd such that, for any R ą 0,
lim inf
tÑT pv0q
Mÿ
m“1
ωm
ż
|x´xptq|ăR
|vmptq|2 ěMpuq, u P G.
Proposition 4.1.6 (Blowup profile). Fix p “ 2{d. Let v0 P pH1pRdqqM be such that
T pv0q ă 8 and Mpv0q “ Mpuq, where u P G. Let v be the corresponding solution of
(M-NLSt). Then, for any sequence tn Ñ T pv0q, there exists u0 P G and yn P Rd such
that ˆ
Kpu0q
Kpvptnqq
˙N
4
v
˜ˆ
Kpu0q
Kpvptnqq
˙ 1
2 ¨ `yn, tn
¸
Ñ u0 in pH1pRdqqM
4.2 Stability of bound-states
In this section, we study the stability of bound-states with respect to the flow generated
by (M-NLSt). The scalar case is treated in [12], [65] and [38], among others. For
ground-states, stability is equivalent to the condition p ă 2{d (the L2-subcritical case -
see Appendix B). Notice that, from the gauge and translation invariances, one should
study the orbital stability of ground-states (that is, modulo rotations and translations).
In [12], it is possible to find examples which show that one must really consider this kind
of stability.
For the general case of bound-states, the problem is much more difficult. It can be
seen that, assuming non-degeneracy, the orbital stability of a bound-state is directly
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related with the Morse index of the action at the bound-state (see [38]). If this index is
1, then stability is again equivalent to the condition p ă 2{d. If the index is greater than
1, the problem remains open. We observe that the assumption of non-degeneracy is not
always true, even for ground-states: in the hypothesis of Corollary 2.3.2, there exists a
continuum of ground-states which are not related by gauge invariance. This situation,
though somewhat excepcional, shows that one cannot use a priori the results of [38].
Here, we show the analogous stability results for ground-states of (M-NLSt), assuming
only the positivity condition (PC). This was done for M “ 2 and kjm ą 0 in [55]. The
framework will be very close to the scalar case as is [12], though some subtle changes
will be done. Specifically, to prove stability (or instability), one proves that the set of
ground-states is the set of minimizers of an adequate minimization problem. This is
done in two steps:
1. Prove that the minimization problem has a solution, independently of the existence
of ground-states;
2. Using the solution found in the previous step, show the equivalence between
ground-states and minimizers.
Here, we change the argument. We shall prove directly that ground-states are minimizers
and conclude the equivalence. This is more efficient, since the proof of existence of
minimizers without using the ground-states and assuming only (PC) has to go through
the concentration-compactness principle. Furthermore, we define three different classes
of bound-states and prove stability results for these solutions. These are generalizations
of the results obtained in [55].
Define, for any u P pH1pRdqqM ,
Hpuq :“ Kpuq ´ dp2p` 2Jpuq, Spuq “
1
2Ipuq ´
1
2p` 2Jpuq.
If u P A, Pohozaev’s identity (cf. Proposition 1.2.4) implies that Hpuq “ 0.
Remark 4.2.1. Consider, for u P pH1pRdqqM and λ ą 0, Ppu, λqpxq “ λ d2upλxq. By a
change of variables, one sees that
MpPpu, λqq “Mpuq.
Now, differentiating SpPpu, λqq with respect to λ,
d
dλ
SpPpu, λqq “ HpPpu, λqq. (4.2.1)
Remark 4.2.2. As in the scalar case, one may prove the Virial identity for (M-NLSt)
(see Appendix C): given v “ pv1, ..., vM q : r0, T q Ñ pH1pRdqqM solution of (M-NLSt),
one has
d2
dt2
Mÿ
m“1
}xvmptq}22 “ 8Hpvptqq. (4.2.2)
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The quantity
řM
m“1 }xvmptq}22 is called the variance of vptq. This identity will be essential
to prove instability.
Definition 4.2.1. Let S Ă pH1pRdqqM be invariant by the flow generated by (M-NLSt).
We say that S is:
1. stable if, for each δ ą 0, there exists an  ą 0 such that, for any v0 P pH1pRdqqM
with
inf
wPS }v0 ´w}pH1pRdqqM ă ,
the solution v of (M-NLSt) with initial data v0 satisfies
inf
wPS }vptq ´w}pH1pRdqqM ă δ,@t ă T pv0q.
2. weakly unstable if there exist  ą 0 and a sequence vn0 such that
inf
wPS }v
n
0 ´w}pH1pRdqqM Ñ 0, nÑ8
and, letting vn be the solution of (M-NLSt) with initial data vn0 ,
sup
tPr0,T pvn0 qq
inf
wPS }v
nptq ´w}pH1pRdqqM ą .
3. unstable if, for any v0 P S, there exists a sequence vn0 Ñ v0 such that T pvn0 q ă 8,
for any n P N.
Lemma 4.2.2. There exists µ ą 0 such that
Mpuq “ µ, @u P G.
Proof. This follows easily from the identities Ipuq “ Jpuq and Pohozaev’s identity.
Lemma 4.2.3. Fix p ă 2{d and assume (PC). Then G is the set of of solutions of the
minimization problem
Epuq “ min
Mpwq“µ
Epwq, Mpuq “ µ. (4.2.3)
Moreover, if twnunPN is a minimizing sequence, then Jpwnq Ñ Jpuq, with u P G.
Proof. Let w be such that Mpwq “ µ. Consider the function (see Remark 4.2.1)
λ ÞÑ fpλq “ EpPpw, λqq “ SpPpw, λqq ´ 12Mpwq, λ ą 0
Since p ă 2{d, f has a unique minimizer λ0. Let z “ Ppw, λ0q. Then f 1pλ0q “ 0, which
implies that Hpzq “ 0, i.e.,
Kpzq “ dp2p` 2Jpzq.
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Therefore,
Epzq “ dp´ 22dp Kpzq.
Using the vector-valued Gagliardo-Nirenberg inequality,
2p` 2
dp
Kpzq “ Jpzq ď CMMpzq 2´pd´2qp2 Kpzq dp2 , (4.2.4)
and so, from Mpzq “ µ,
2p` 2
dp
Kpzq 2´dp2 ď CMµ 2´pd´2qp2 .
Let u P G. By Lemma 4.1.1, we obtain Kpzq ď Kpuq. Therefore
Epwq ě Epzq “ dp´ 22Np Kpzq ě
dp´ 2
2dp Kpuq “ Epuq
and so u is a solution of (4.2.3). If w is also a solution of (4.2.3), then one must have
equality in (4.2.4). Again by Lemma 4.1.1,
νwpζxq P G,
with
ν “
ˆ
JpuqMpwq
MpuqJpwq
˙ 1
2p
and
ζ “
ˆ
ν2
ˆ
Mpwq
Mpuq
˙˙ 1
d
.
Since Mpwq “Mpuq and Jpwq “ Jpuq, ν “ ζ “ 1. Therefore w P G.
If twnunPN is a minimizing sequence, define tznunPN as above. Then tznunPN is also
a minimizing sequence and
}wn ´ zn}pH1pRdqqM Ñ 0, nÑ8.
Hence
dp´ 2
2p2p` 2qJpuq “ Epuq “ limEpznq “ lim
dp´ 2
2p2p` 2qJpznq “ lim
dp´ 2
2p2p` 2qJpwnq,
as we wanted.
Definition 4.2.4. Fix X Ă t1, . . . ,Mu and let L “ |X|. An element U P A belongs
to GX if the vector of its nonzero components is a ground-state for the (L-NLS) system
formed by the components j P X.
Theorem 4.2.5. Assume (PC) and p ă 2{d. For any X Ă t1, ...,Mu, let G1 Ă GX be
such that distpG1, GXzG1q ą δ, for some δ ą 0. Then G1 is stable.
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Proof. We start with the stability for X “ t1, ...,Mu (that is, for G). By contradiction
suppose that there exists a sequence tvn0unPN Ă pH1pRdqqM such that, for some u0 P G1,
}vn0 ´ u0}pH1pRdqqM Ñ 0, nÑ8
and, letting vn be the solution of (M-NLSt) with initial data vn0 , there exist ttnunPN and
 ą 0 such that
inf
uPG1
}vnptnq ´ u}pH1pRdqqM “ .
By continuity and conservation of mass and energy,
Epvnptnqq “ Epvn0 q Ñ Epu0q, Mpvnptnqq “Mpvn0 q ÑMpu0q “ µ.
Therefore, the sequence
wn “
ˆ
µ
Mpvn0 q
˙ 1
2
vnptnq
is a minimizing sequence of (4.2.3). By Lemma 4.2.3, Jpwnq Ñ Jpu0q. Since Ipwnq Ñ
Ipu0q, it follows from Theorem 2.1.1 that wn Ñ u1, with u1 P G, which implies that
vnptnq Ñ u1. Taking  ă δ, one obtains dpu1, G1q ă δ, which means that u1 P G1, which
is absurd.
In the general case, given X Ă t1, ...,Mu, one may proceed exactly as above: for i R
X, since the mass of each component is conserved, the i-th components must converge to
0 in L2 and, by interpolation, to 0 in L2p`2. This means that the remaining components
are a minimizing sequence of (4.2.3), for the (L-NLS) system formed by the components
in X, and therefore must converge to a ground-state of such a system.
Remark 4.2.3. In many cases, the set G is discrete modulo translations and rotations.
Then any connected component of G is stable. Since these components are obtained by
translations and rotations of a given element, one obtains orbital stability of ground-
states.
In Lemma 4.2.3, one proves that, if p ă 2{d, the set of ground-states may be obtained
by minimizing the energy given a fixed mass. If instead one minimizes the energy given
fixed individual masses,
Epuq “ min
tw:}wm}22“cmu
Epwq, }um}22 “ cm ą 0, (4.2.5)
one obtains bound-states with possibly incoherent components (the existence of solutions
may be ensured by the concentration-compactness principle). Since these bound-states
are always nontrivial, there are cases where they are not ground-states. However, one
may still prove that these solutions form a stable set, just by adapting the proof of
Theorem 4.2.5. In some cases, one may still obtain characterization results for (4.2.5):
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Proposition 4.2.6. Suppose (PC), p ă 2{d, kjm ą 0,m ‰ j and that there exists β ą 0
such that
Mÿ
j“1
kjm “ β, @m.
Then, for c “ }β 12pQ}22, the set Bc of solutions to (4.2.5) with cm ” c is given by
Bc “ tpeiθmβ 12pQp¨ ` yqq1ďmďM : θm P R, y P Rdu.
Proof. Define, for u P H1pRdq,
E1puq “ 12}∇u}
2
2 ´ β2p` 2}u}
2p`2
2p`2.
By [12, Corollary 8.3.8], the set of solutions of the minimization problem
E1puq “ min
}w}22“}β
1
2pQ}22
E1pwq, }u}22 “ }β
1
2pQ}22
is teiθβ 12pQp¨ ` yq : θ P R, y P Rdu. Let u “ pu1, ..., uM q P pH1pRdqqM be such that
}um}22 “ }β
1
2pQ}22. Then
Mÿ
m“1
E1pumq ě
Mÿ
m“1
E1pβ
1
2pQq.
Let Q be the vector formed by M copies of β 12pQ. Now, from Young’s inequality, we
have
Epuq ě
Mÿ
m“1
E1pumq ě
Mÿ
m“1
E1pβ
1
2pQq “ EpQq.
Therefore Q is a solution of (4.2.5). If u is also a solution, one must have equality in the
above relation, which implies that
um “ eiθmβ
1
2pQp¨ ` ymq, θm P R, ym P Rd.
If there exist m0, j0 such that ym0 ‰ yj0 , one easily sees that there exists D Ă Rd
of positive measure such that, for all x P D, Qpx ` ym0q ‰ Qpx ` ym0q. Using Young’s
inequality,
Qpx` ym0qp`1Qpx` yj0qp`1 ă 12Qpx` ym0q
2p`2 ` 12Qpx` yj0q
2p`2, x P D.
On the other hand, we have in general
Qpx`ymqp`1Qpx`yjqp`1 ď 12Qpx`ymq
2p`2`12Qpx`yjq
2p`2, x P Rd, 1 ď m, j ďM.
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Consequently, ż
pamQp¨ ` ymqqp`1pajQp¨ ` yjqqp`1
ď ap`1m ap`1j
ˆ
1
2
ż
Qp¨ ` ymq2p`2 ` 12
ż
Qp¨ ` yjq2p`2
˙
“ ap`1m ap`1j
ż
Q2p`2 “
ż
pamQqp`1pajQqp`1,
with strict inequality if m “ m0 and j “ j0. Thus
Epuq “ 12Kpuq ´
1
2p` 2Jpuq ą
1
2KpQq ´
1
2p` 2JpQq “ EpQq,
which is absurd. Hence
Bc “ tpeiθmβ 12pQp¨ ` yqq1ďmďM : θm P R, y P Rdu.
Now we turn our attention to the case p ě 2{d. Define, for w ‰ 0, λ˚pwq to be the
maximum of the function gpλq “ SpPpw, λqq.
Lemma 4.2.7. Assume (PC) and p ą 2{d. Then G is the set of of solutions of the
minimization problem
Spuq “ min
Hpwq“0
Spwq, Hpuq “ 0. (4.2.6)
Proof. By (4.2.1), one may check that λ˚pwq “ 1. Therefore
SpPpλ,wqq ď Spwq,@λ ą 0.
On the other hand, there exists λ0 ą 0 such that JpPpλ0,uqq “ λG. Hence, for u P G,
Spuq ď SpPpλ0,wqq ď Spwq,@w : Hpwq “ 0.
Therefore G is a subset of the set of solutions of (4.2.6) and the latter is nonempty.
Now consider v solution of (4.2.6). Define, for σ ą 0, vσpxq “ σ
1
pvpσxq. By a change
of variables,
Hpvσq “ σ2´d`
2
pHpvq “ 0.
Since v is a minimizer, one must have
d
dσ
Spvσq
ˇˇˇ
σ“1
“ 0, i.e. xS1pvq,vyH´1ˆH1 “ 0
On the other hand, there exists η such that S1pvq “ ηH 1pvq. Applying to v and using
Hpvq “ 0,
0 “ xS1pvq,vyH´1ˆH1 “ ηxH 1pvq,vyH´1ˆH1 “ ´2pηKpvq.
Therefore η “ 0 and so v P A. Given u P G, Hpuq “ 0, and so Spuq ď Spvq, which
means that v P G.
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Lemma 4.2.8. Let u P G and w P pH1pRdqqM such that Hpwq ă 0. Then
Hpwq ď Spwq ´ Spuq.
Proof. Since Hpwq ă 0, one has λ˚pwq ă 1. Moreover, the mapping λ ÞÑ SpPpw, λqq is
concave in pλ˚pwq, 1q. Therefore, by Remark 4.2.1,
Spwq ě SpPpw, λ˚pwqqq`p1´λ˚pwqqHpwq ě SpPpw, λ˚pwqqq`Hpwq ě Spuq`Hpwq,
since HpPpw, λ˚pwqqq “ 0 and u is a solution of (4.2.6).
Remark 4.2.4. More generally, given any v P pH1pRdqqM , one may prove as above that,
if w is such that Hpwq ă 0 and SpPpw, λ0qq ě Spvq,
Hpwq ď Spwq ´ Spvq.
Definition 4.2.9. We denote by R the set of bound-states such that all nonzero com-
ponents are equal to the same ground-state of (NLS), up to scalar multiplication and
rotation.
Theorem 4.2.10. Assume (PC) and p ą 2{d. Then G and R are unstable.
Proof. Firstly, we prove that G is unstable. Consider a ground-state u. Then, for any
λ ą 1, uλ :“ Ppu, λq satisfies
Hpuλq ă 0.
Let vλ be the solution of (M-NLS) with initial data uλ. For t small, Hpvλptqq ă 0. From
the conservation of mass and energy,
Spvλptqq “ Spuλq.
By the previous Lemma, for any t such that Hpvλptqq ă 0, one has
Hpvλptqq ď Spvλptqq ´ Spuq ď Spuλq ´ Spuq “ ´δ ă 0.
Therefore, by continuity, one must have Hpvλptqq ď ´δ,@t ă T puλq. Now, using (4.2.2),
d2
dt2
Mÿ
m“1
}xpvλqmptq}22 “ 8Hpvλptqq ă ´8δ. (4.2.7)
Since the variance is positive, one must have T pvλq ă 8 and so G is unstable.
If u “ pu1, ..., uM q P R, then there exist am ě 0, θm P R and y P Rd such that
um “ ameiθmQp¨`yq. Since Qp¨`yq is a ground-state for (1-NLS), there exists a sequence
tv0nunPN such that v0n Ñ Qp¨ ` yq in H1pRdq and T pv0nq ă 8, @n. Let vn be the solution
of (1-NLS) with initial data v0n. Then one can observe that vn “ pameiθmvnq1ďmďM
is a solution of (M-NLS), with initial data v0n “ pameiθmv0nq1ďmďM . Since v0n Ñ U in
pH1pRdqqM , one concludes that R is unstable.
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Theorem 4.2.11. Assume (PC) and p ą 2{d. If u P A is a local minimum of S over
the set
H :“ tw : Hpwq “ 0u,
then the set teiθup¨ ` yq : θ P R, y P Rdu, is weakly unstable.
Proof. Let u P A be a local minimum of S restricted to H. Let Bδpuq be a ball with
center at u and radius δ fixed such that
Spuq ď Spwq, @w P Bδpuq XH.
For  ą 0 small, one has
Ppw, λ˚pwqq P Bδpuq, @w P BpUq.
From Remark 4.2.4, if w P Bpuq is such that Hpwq ă 0,
Hpwq ď Spwq ´ Spuq.
Notice that, from the invariance of S and H regarding rotations and translations, the
same remains valid for
w P Σ :“ teiθzp¨ ` yq : θ P R, y P Rd, z P Bpuqu.
Consider uλ “ Ppu, λq, λ ą 1. Then Hpuλq ă 0. Let vλ be the solution of (M-NLS)
with initial data uλ. If vλptq P Σ, @t ă T puλq, then, arguing as in the previous proof,
Hpvλptqq ď Spuλq ´ Spuq “ ´δ ă 0, @t ă T puλq.
Then (4.2.7) is valid, which leads to T puλq ă 8. Since Σ is bounded, we arrive at a
contradiction.
Remark 4.2.5. Set p ą 2{d. Assuming that u P A is a non-degenerate critical point of
the action (modulo rotations), the Morse index of S at u, mpuq, is greater or equal to
1: a negative direction is given by the path λ ÞÑ SpPpu, λqq. Notice that this direction
does not belong to the tangent space of H at u. Therefore, the condition in the above
theorem is equivalent mpuq “ 1. The problem for mpuq ě 2 is much more difficult, and
it is still unanswered for the scalar equation.
Theorem 4.2.12. Assume (PC) and p “ 2{d. Then A is unstable.
Proof. First, notice that 2Epwq “ Hpwq, for any w P pH1pRdqqM . Let u P A. Then
2Epuq “ Hpuq “ 0. For any λ ą 1, Hpλuq ă 0. Since 2E “ H, the conservation
of energy implies that, setting vλ to be the solution of (M-NLS) with initial data λu,
Hpvλptqq “ Hpλuq, t ă T pλuq. One now concludes as in the supercritical case, using
the Virial identity.
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Part II
Dynamics for some variants of the
nonlinear Schrödinger equation
75

Chapter 5
Some L8 solutions of the
hyperbolic nonlinear Schrödinger
equation
5.1 Introduction
In this chapter, we shall consider the hyperbolic nonlinear Schrödinger equation
iut ` uxx ´∆yu` λ|u|σu “ 0, (HNLS)
where
λ P R, 0 ă σ ă 4{pd´ 2q`, u “ upt, x,yq, px,yq P Rd, d ě 2.
This is a special case of a larger class of dispersive equations, namely
iut ´ Lu` λ|u|σu “ 0,
with L a second-order differential operator on the spatial variables. In fact, (HNLS)
corresponds to the case where the principal part of L has a unique negative direction. It
is important to notice that, when all directions are positive, L is elliptic, which includes
the nonlinear Schrödinger equation.
Physically, (HNLS) is related with deep water waves and plasma physics (for d “ 2)
and nonlinear optics (for d “ 3); see [68], [18]. In the latter case, t is to be interpreted
as the propagation direction and x is time. Due to its practical relevance, this equation
has been analyzed numerically in several papers (see [73], [68]). On the other hand, from
a theoretical point of view, there exist works on both the linear equation and on some
special solutions to (HNLS) (see [31], [30], [46], [53], [36]). However, a qualitative theory
is still to be discovered. In fact, even though there is a very complete set of techniques
for (NLS), the presence of a negative direction makes most of them unusable, as we shall
see later on.
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In this chapter, we shall build examples of solutions for the initial value problem
associated with (HNLS),"
iut ` u` λ|u|σu “ 0, :“ B2xx ´∆y
up0, x,yq “ u0px,yq . (5.1.1)
Interestingly enough, even though these solutions present all sorts of qualitative be-
haviour (global existence, blow-up, etc.), none of them will be in H1pRdq.
In Section 5.2, we present a large family of L8 (semiclassical) solutions, which present
both global and blow-up behaviour (in the L8 norm). To do this, one uses the gener-
alized pseudo-conformal transformation applied to solutions of a special nonlinear wave
equation.
In Section 5.3, we make some considerations on hyperbolically radial solutions. These
solutions will be defined on special regions in Rd, over which one may observe several
qualitative properties. The key ingredient is a reduction to the radial (NLS) equation,
which allows to transfer results to this setting. The extension of such solutions to the
whole space is a very difficult question (see Remark 5.3.3 and [46]).
In Section 5.4, we turn our study to spatial plane wave solutions, that is, solutions
of the form upt, x,yq “ fpt, x ´ c ¨ yq. For these solutions, one may also observe global
existence and blow-up. Furthermore, we study local well-posedness on spaces that in-
clude both spatial plane waves and H1 solutions and study the stability of these plane
waves regarding small H1 perturbations.
Finally, in Section 5.5, we consider spatial standing waves, that is, solutions of the
form upt, x,yq “ eiωxφpt,yq. As in the spatial plane wave case, we study local well-
posedness on spaces that include both spatial standing waves and H1 solutions and
study the H1-stability of these spatial standing waves.
Remark 5.1.1. A motivation to consider spatial plane waves and spatial standing waves
is the fact that, for some models in nonlinear optics (see [68]), the negative direction
x actually represents time and so these solutions are such that their time evolution (in
the physical model) is of a specific form. Actually, in this context, the term "spatial"
can be a bit misleading, but we introduce it so that there is no confusion with the
standard mathematical notion of plane waves and standing waves. These solutions do
not present finite energy in the H1 sense; however, they do have finite energy on the
plane Oyz, transverse to the axis of propagation, for each fixed physical time x. Notice
that such a question is not posed on the (NLS) model, since there is no dependence on
the physical time. One could even argue that, since the energy of solutions of (NLS)
has no dependence in time, the integration of the energy in the time variable is infinite.
Therefore, in the context of nonlinear optics, the finite-energy assumption in both x and
y directions may be too restrictive and should be replaced by a finite-energy condition
on the transverse plane. This is supported by the difficulty in finding examples of finite-
energy solutions. Notice that these solutions do exist; however, an explicit example is
yet to be found.
One of the main tools in the development of a qualitative theory for a given equation
is to figure out certain spatial quantities whose evolution in time has a very explicit
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form (in most cases, it turns out that they are, in fact, constant in time). As in (NLS),
(HNLS) has an Hamiltonian formulation, which enables one to obtain conservation laws
from invariances of the equation (which are, usually, more obvious to determine).
Since (HNLS) and (NLS) are quite similar in an algebraic way, one might expect
that invariances of (NLS) have a very close-related counterpart in the (HNLS) setting.
In fact, one has the following invariances of the (HNLS):
1. Space-time translations: vpx,y, tq “ upx` x0,y` y0, t` t0q;
2. Gauge invariance; vpx,y, tq “ eiθupx,y, tq;
3. Galilean invariance: vpx,y, tq “ e i2 pax´b¨yq´ i4 pa2´|b|2qtupx´ at,y´ bt, tq;
4. Dilation invariance; vpx,y, tq “ λ 2σ upλx, λy, λ2tq;
5. Hyperbolic invariance (d “ 2):
vpx, y, tq “ upx coshα` y sinhα, x sinhα` y coshα, tq;
Remark 5.1.2. Since the dilation invariance is the same for both (NLS) and (HNLS),
the notion of B-criticality (see Appendix B) is the same.
The application of the technique presented in Appendix C implies the following
conservation laws, which may be rigorously justified using the same process as in (NLS):
1. Conservation of energy and linear momentum:
dEpuptqq
dt
:“ d
dt
ˆż |uxptq|2
2 ´
|∇yuptq|2
2 ´
λ
σ ` 2 |uptq|
σ`2
˙
“ 0,
d
dt
Im
ż
u¯ptq∇uptq “ 0;
2. Conservation of mass:
d
dt
ż
|uptq|2 “ 0;
3. Center of mass evolution law:
d
dt
ż
x|uptq|2 “ Im
ż
u¯ptquxptq, d
dt
ż
y|uptq|2 “ ´ Im
ż
u¯ptquyptq;
4. Virial identity (part I):
d
dt
Im
ż
u¯ptqpxuxptq ´ y ¨∇yuptqq “ 4Epu0q ` λ
ˆ
2d` 4
σ ` 2 ´ d
˙ż
|uptq|σ`2
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Remark 5.1.3. Notice that the energy gives no direct information on the L2-norm of
the gradient. As a consequence, several techniques that are available for the (NLS) are
unusable here. For example, the standard global existence result in the L2-subcritical
case relying on Gagliardo-Nirenberg’s inequality is not applicable.
In the context of (HNLS), the pseudo-conformal transform (see Appendix B) induces
the conservation law
d
dt
ż
p|x|2 ´ |y|2q|uptq|2 “ 4 Im
ż
u¯ptqpxux ´ y ¨∇yuptqq
which implies the (second part of the) Virial identity
d2
dt2
V puptqq :“ d
2
dt2
ż
p|x|2 ´ |y|2q|uptq|2 “ 16Epu0q ` 4λ
ˆ
2d` 4
σ ` 2 ´ d
˙ż
|uptq|σ`2.
Remark 5.1.4. Similarly to Remark 5.1.3, note that V is not a definite functional, which
overthrows, for example, the variance blow-up argument for the supercritical focusing
equation. It becomes clear that there is a certain "competition" between the x-direction
and the y-direction (see [68] for a discussion on this topic). However, it is not clear at
all how does this competition evolve in time: such a problem remains open.
Remark 5.1.5. As in the L2-critical (NLS), the pseudo-conformal transform may be
used to obtain global solutions of (HNLS) for small H2 initial data and large σ. Specifi-
cally, if one considers v “ T0,´1u, a straightfoward calculation shows that u is a solution
of (5.1.1) on r0, T q if and only if v is a solution of the corresponding nonautonomous
equation
ivt ` vxx ´∆yv ` λp1´ tq dσ´42 |v|σv “ 0
on the interval r0, T1`T q. Therefore, the global existence for u is equivalent to the exis-
tence of v on r0, 1q, which may be achieved using Strichartz estimates (see, for example,
[15]).
5.2 A family of semiclassical solutions
We apply the transformation Ta0,k (cf. Appendix B) to obtain a family of solutions of
(HNLS) in the L2-critical case σ “ 4{d. The idea will be to use bound-states of (HNLS)
(which are never in H1, as proved in [30]). We say that a u is a semiclassical solution of
(HNLS) if u P Cpr0, T q, L8pRdqq and u satisfies (HNLS) in the distributional sense. The
following theorem displays a family of semiclassical solutions as well as their dynamics.
Theorem 5.2.1. Let A0 P L8pRdq be a solution of
uxx ´∆yu` λ|u|4{du “ pkpx2 ´ |y|2q ` γ0qu, k, γ0 P R. (5.2.1)
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Then the (HNLS) admits the following family of semiclassical solutions:
ψpt, x,yq “ exp
ˆ
´d2
ż t
0
apτqdτ
˙
A0
ˆ
px,yq exp
ˆ
´
ż t
0
apτqdτ
˙˙
ˆ exp
ˆ
iaptqx
2 ´ |y|2
4
˙
exp
ˆ
iγ0
ż t
0
exp
ˆ
´2
ż s
0
apτqdτ
˙
ds
˙
(5.2.2)
with a1ptq` aptq2 “ 4k exp
´
´4 şt0 apτqdτ¯, ap0q “ a0 P R. Futhermore, if A0p0q ‰ 0 and
1. if k ă 0, the solution blows up in finite time in the L8 norm, for any initial data
a0;
2. if k “ 0, the solution blows up at T “ ´1{a0;
3. if k ą 0, the solution is global in time and its L8 norm decays like Op1{tq.
Proof. First of all, notice that φpt, x,yq “ eiγ0tA0px,yq is a solution of
iut ` u` λ|u|4{du´ kpx2 ´ |y|2qu “ 0.
Hence, for any given a0 P R,
ψpt, x,yq “ pTa0,kφqpt, x,yq “ eiγ0gptqφ
ˆ
x
bptq ,
y
bptq
˙
exp
ˆ
iaptqpx2 ´ |y|2q
4
˙
fptq
is a solution of (HNLS). Using (B.3), one arrives at the expression (5.2.2).
To study the long-time behaviour of these solutions, we first observe that, since
a2 ` 6a1a` 4a3 “ 0,
aptq “ t` c2pt` c2q2 ` c1 , for some c1, c2 P R.
It follows from a simple computation that c1 “ a1p0q ` ap0q2 “ 4k. Now one splits in
two possibilities:
1. if k ď 0, then a blows up at t0 “
a
4|k| ´ c2 as 1{t2 for k ă 0 and as 1{t for k “ 0.
Since A0p0q ‰ 0, it follows from (5.2.2) that ψ also blows up in the L8 norm at
time t0;
2. if k ą 0, then a is global in time and decays as Op1{tq, which implies in turn that
ψ is global in time and presents the same decay in L8.
Remark 5.2.1. A different technique using a hydrodynamical approach was used by O.
Rozanova ([64]) to obtain a similar class of solutions for the (NLS). In fact, we observe
that such a technique results in the generalized pseudo-conformal transform Ta0,k, which
endows this transformation with a concrete physical interpretation.
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Remark 5.2.2. In the particular case k “ 0, γ0 ă 0, λ ě 0 and d “ 2, we obtain easily
an L8 solution of (5.2.1). This is an elementary consequence of the energy integral for
the Klein-Gordon equation uxx ´ uyy ` λ|u|2u “ γ0u,
Epupxqq “
ż
|uxpxq|2dy `
ż
|uypxq|2dy ` λ
ż
|upxq|4dy ´ γ0
ż
|upxq|2dy “ Epup0qq,
which implies
}u}L8pR2q À sup
x
}upx, ¨q}H1pRq ď Ep0q.
5.3 Hyperbolically symmetric solutions
In this section, we focus our attention on a particular class of non-integrable solutions
of (5.1.1) in d “ 2. These solutions are invariant for the hyperbolic invariance, and so,
for each time t P r0, T q, they are constant on the hyperbolas x2´ y2 “ k. We refer these
solutions as having hyperbolic symmetry. More precisely, we look for solutions of (5.1.1)
of the form
upt, x, yq “
"
Φpt,ax2 ´ y2q “ Φpt, rq, r2 “ x2 ´ y2 ě 0
Ψpt,ay2 ´ x2q “ Ψpt, sq, s2 “ y2 ´ x2 ě 0 ,
with Φ,Ψ : r0, T qˆs0,8rÑ C.
Fix now  ą 0. First, we restrict our analysis to the region
D1 “ tpx, yq P R2 : x2 ´ y2 ą 2u
and consider the problem$&%
iut ` u ` λ|u|σu “ 0, u “ upt, x, yq, px, yq P D1
up0, x, yq “ u0px, yq, px, yq P D1
upt, x, yq “ 0, px, yq P BD1 , t P r0, T q
(5.3.1)
In the following and for simplicity of notation, we shall drop the superscript on u.
Next, we look for solutions of (5.3.1) with hyperbolic symmetry: upt, x, yq “ Φpt, rq,
r “ax2 ´ y2 ą . Since
u “ Φrr ` Φr
r
, r ą 
the (HNLS) becomes
iΦt ` Φrr ` Φr
r
` λ|Φ|σΦ “ 0
and if we set u˜pt, x, yq “ Φpt,ax2 ` y2q, it follows that problem (5.3.1) is formally
equivalent to the radial (NLS) problem:$&% iu˜t `∆u˜` λ|u˜|
σu˜ “ 0, u˜ “ u˜pt, x, yq, px, yq P Ω “ R2zBp0, q
u˜p0, x, yq “ u˜0px, yq, px, yq P Ω
u˜pt, x, yq “ 0, px, yq P BΩ, t P r0, T q
. (5.3.2)
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It becomes clear that the solutions of (5.3.1) with hyperbolic symmetry are closely
related to radial solutions of the (NLS) on the exterior domain Ω “ R2zBp0, q. In a
very similar way, setting
D2 “ tpx, yq P R2 : y2 ´ x2 ą 2u,
a solution with hyperbolic symmetry vpt, x, yq “ Ψpt, sq, s “ay2 ´ x2 ą , of$&%
ivt ` v ` λ|v|σv “ 0, v “ vpt, x, yq, px, yq P D2
vp0, x, yq “ v0px, yq, px, yq P D2
vpt, x, yq “ 0, px, yq P BD2 , t P r0, T q
corresponds, through the expression v˜pt, x, yq “ Ψpt,ax2 ` y2q, to a solution of$&% iv˜t ´∆v˜ ` λ|v˜|
σv˜ “ 0, v˜ “ v˜pt, x, yq, px, yq P Ω “ R2zBp0, q
v˜p0, x, yq “ v˜0px, yq, px, yq P Ω
v˜pt, x, yq “ 0, px, yq P BΩ, t P r0, T q
. (5.3.3)
Remark 5.3.1. Notice that the (NLS) in (5.3.2) and (5.3.3) concerns the focusing and
defocusing cases, respectively (or vice-versa, according to the sign of λ). We shall take
note of this when we consider the similar problem to (5.3.1) on the domain D1 YD2 .
Finally, the problem on the domain D10 “ tpx, yq P R2 : x2 ´ y2 ą 0u (resp. D20 “
tpx, yq P R2 : y2 ´ x2 ą 0u) will be considered as well, namely"
ivt ` v ` λ|v|σv “ 0, v “ vpt, x, yq, px, yq P D10 presp. px, yq P D20q
vp0, x, yq “ v0px, yq, px, yq P D1
Note that here the problem of finding solutions with hyperbolic symmetry ammounts
to the study of the radial (NLS) in all of R2. Now we can state the following results:
Theorem 5.3.1 (Solutions with hyperbolic symmetry on D1 ). Let u˜0 P H10 pΩq, Ω “
R2zBp0, q be a radial function, u˜0px, yq “ Φ0pρq, with ρ “
a
x2 ` y2. Then, for 0 ă
σ ă 8, there exists T pΦ0q ą 0 and a semiclassical solution with hyperbolic symmetry of
(5.3.1)
u P Cpr0, T pΦ0qq;L8pD1 qq,
with initial data up0, x, yq “ Φ0p
a
x2 ´ y2q, and one has the blow-up alternative:
T pΦ0q ă 8 ñ lim sup
tÑT pΦ0q
}uptq}8 “ 8.
In addition, let us consider the following cases:
1. If 0 ă σ ă 4, then T pΦ0q “ 8;
2. If 4 ď σ ă 8 and
(a) λ ă 0, then T pΦ0q “ 8;
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(b) λ ą 0, let
EpΦ0q “ Epu˜0q :“ 12
ż
Ω
|∇u˜0|2 ´ λ
σ ` 2
ż
Ω
|u˜0|σ`2
be the energy associated with (5.3.2). Assume that u˜0 P H2pΩqXL2pΩ, p|x|2`
|y|2qdxdyq and that the energy Epu˜0q verifies one of the following conditions:
i. Epu˜0q ă 0;
ii. Epu˜0q ě 0 and, for θpxq “ 12 |x|2 ´ 2 log |x|,
Im
ż
Ω
p∇θ ¨∇u˜0qu˜0 ą 0,
ˇˇˇˇ
Im
ż
Ω
p∇θ ¨∇u˜0qu˜0
ˇˇˇˇ2
ě 8Epu˜0q
ż
Ω
θ|u˜0|2;
Then T pΦ0q ă 8.
Theorem 5.3.2 (Solutions with hyperbolic symmetry on the cone D10). Let u˜0 P
H2pR2q, be a radial function, u˜0px, yq “ Φ0pρq, with ρ “
a
x2 ` y2. Then, for 0 ă
σ ă 8, there exists T pΦ0q ą 0 and a semiclassical solution with hyperbolic symmetry of
(5.3.1)
u P Cpr0, T pΦ0qq;L8pD10qq,
with initial data up0, x, yq “ Φ0p
a
x2 ´ y2q, and one has the blow-up alternative:
T pΦ0q ă 8 ñ lim sup
tÑT pΦ0q
}uptq}8 “ 8.
In addition, let us consider the following cases:
1. If 0 ă σ ă 2, then T pΦ0q “ 8;
2. If 2 ď σ ă 8 and
(a) λ}u˜0}22 ă 4, then T pΦ0q “ 8;
(b) λ ą 0, let
EpΦ0q “ Epu˜0q :“ 12
ż
|∇u˜0|2 ´ λ
σ ` 2
ż
|u˜0|σ`2.
Suppose that u˜0 P L2pR2, p|x|2` |y|2qdxdyq and that Epu˜0q verifies one of the
following conditions:
i. Epu˜0q ă 0;
ii. Epu˜0q ě 0 and
Im
ż
px ¨∇u˜0qu˜0 ą 0,
ˇˇˇˇ
Im
ż
px ¨∇u˜0qu˜0
ˇˇˇˇ2
ě 4Epu˜0q
ż
|xu˜0|2;
Then T pΦ0q ă 8 and, for 2 ď σ ă 4, the blow-up is taken at the cone
C “ tpx, yq P R2 : x2 ´ y2 “ 0u in the sense that
@ ą 0 lim inf
tÑT pΦ0q
}uptq}L8pD10zD1 q “ 8 (5.3.4)
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Proof. We start with the proof of Theorem 5.3.1. The local existence and uniqueness of
solution for the problem (5.3.2) with u˜0 P H10 pΩq is a consequence of [9, Theorem 1]:
there exists T pu˜0q “ T pΦ0q ą 0 and a unique maximal solution u˜ P Cpr0, T pΦ0qq;H10 pΩqq
of the problem (5.3.2). Since u˜0 is radial symmetric, it follows by uniqueness that u˜ptq
is also radial symmetric for all t P r0, T pΦ0qq.
On the other hand, using the classical inequality for radial functions
}u˜}L8pΩq ď C}∇u˜}
1
2
L2pΩqq}u˜}
1
2
L2pΩqq. (5.3.5)
one has u˜ P Cpr0, Tmaxq, L8pΩqq, u˜ “ Φpt, ρq. Setting upt, x, yq “ Φpt,
a
x2 ´ y2q, it
follows that u is a solution of (5.3.1) in the distributional sense.
We recall that u˜ satisfies the following conservation laws:ż
Ω
|u˜ptq|2 “
ż
Ω
|u˜0|2, Epu˜ptqq “ Epu˜0q, 0 ă t ă T pΦ0q. (5.3.6)
We derive, from (5.3.5) and (5.3.6),ż
Ω
|∇u˜ptq|2 ď 2Epu˜0q ` 2
σ ` 2}u˜0}
2
L2pΩq}u˜ptq}σL8pΩq
ď 2Epu˜0q ` 2
σ ` 2}u˜0}
2`σ2
L2pΩq
ˆż
Ω
|∇u˜ptq|2
˙σ
4
.
For σ ă 4, we obtain the control of the norm }∇u˜ptq}L2pΩq and the solution is global.
The case 2.(a) is trivial by (5.3.6). Finally, under the assumptions of case 2.(b), it follows
that the maximal time of existence, Tmax, of the solution
u P Cpr0, Tmaxq,H2pΩq XH10 pΩqq X C1pp0, Tmaxq, L2pΩqq,
is finite (cf. [45, Proposition 1.6]). We claim that this implies
lim sup
tÑTmax
}u˜ptq}L8pΩq “ 8.
Indeed, if this was not true, using Duhamel’s formula and Gronwall’s lemma, }u˜ptq}H2
should be bounded in r0, Tmaxq, which is absurd. Hence T pΦ0q “ Tmax and the proof of
Theorem 5.3.1 is concluded.
The same procedure is used in Theorem 5.3.2, but now we have R2 instead of Ω.
Hence, the proof amounts to the well-known global existence and blow-up results for
(NLS) in R2. In the case 2(b), 2 ď σ ă 4, we have the concentration of u˜ at the origin
(cf. [58, Remark 3.1]) in the sense that
@ ą 0 lim inf
tÑT pΦ0q
}uptq}L8ptx2`y2ă2uq “ 8,
which implies (5.3.4).
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Remark 5.3.2. The above results are obviously valid for the domains D2 and D20: one
must simply replace λ by ´λ.
Finally, one may consider the problems$&%
iut ` u` λ|u|σu “ 0, u “ upt, x, yq, px, yq P D “ D1 YD2
up0, x, yq “ u0px, yq, px, yq P D
upt, x, yq “ 0, px, yq P BD, t P r0, T q
and "
iut ` u` λ|u|σu “ 0, u “ upt, x, yq, px, yq P D0 “ D10 YD20
up0, x, yq “ u0px, yq, px, yq P D0
and build L8 solutions by gluing solutions on regions D1 and D2 (resp. D10 and D20).
Over D (resp. D0), in the case σ ă 4 (resp. σ ă 2), the solutions are always global.
Otherwise, we note that the sign of λ is not sufficient to guarantee global existence: if
λ ą 0, then the equation is focusing on regions D10 and D1 ; if λ ă 0, then it is focusing
on D20 and D2 . In either case, one may observe finite-time blow-up.
Remark 5.3.3. Fix a continuous initial data u0 P CpR2q with hyperbolic symmetry.
Consider the radial (NLS) counterparts Ču0 ˇˇD10 and Ču0 ˇˇD20 . Assuming these are H1 func-
tions, one may build a L8 solution u of (HNLS) on D0 with initial data u0. The question
is wether the continuity of u0 over t|y| “ |x|u remains valid for u (in the sense that u
admits a continuous extension to R2). The answer is, in general, negative: take Q to
be the positive radial ground-state of (NLS) in R2 and consider the pseudo-conformal
transform of V “ eitQ,
W pt, x, yq “ p1´ tq´1V
ˆ
t
1´ t ,
x
1´ t ,
y
1´ t
˙
exp
ˆ
´ipx
2 ` y2q
4p1´ tq
˙
.
One easily checks that W is radial, W p0, 0, 0q “ V p0, 0, 0q “ Qp0q and |W pt, 0, 0q| “
p1´ tq´1|V pt, 0, 0q| “ p1´ tq´1Qp0, 0q. Then, setting
u0px, yq “
#
Qpax2 ´ y2q, x2 ´ y2 ą 0
e´i
y2´x2
4 Qpay2 ´ x2q, y2 ´ x2 ą 0 ,
the corresponding solution is given by
upt, x, yq “
"
V pt,ax2 ´ y2q, x2 ´ y2 ą 0
W pt,ay2 ´ x2q, y2 ´ x2 ą 0 ,
which is not continuous at t|y| “ |x|u for any positive time t ą 0.
5.4 Spatial plane waves
In this section, we shall consider spatial plane waves, that is, solutions of the form
upt, x,yq “ fpt, x´ c ¨yq, where c P Rd´1, c ‰ 0, is a fixed vector. For u to be a solution
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to the (HNLS), one must have
ift ` p1´ |c|2qfzz ` λ|f |σf “ 0, fp0, zq “ f0pzq (5.4.1)
One of the interesting properties is that the size of |c| determines the nature of the
equation: fix, for example, λ “ 1. Then,
1. if |c| ă 1, (5.4.1) is the focusing (NLS), which may exhibit blow-up phenomena;
2. if |c| “ 1, one may solve expliclty (5.4.1):
fpt, zq “ fp0, zqei|fp0,zq|σt, t P R
We observe that such solutions verify |fpt, zq| “ |fp0, zq|,@t, z, which means that
these solutions are localized (that is, their shape is not distorted by the flow of the
equation);
3. if |c| ą 1, (5.4.1) is the defocusing (NLS), for which no blow-up solutions exist.
Remark 5.4.1. Spatial plane waves also exist for the (NLS); however, the speed of the
wave has no influence in the global dynamics. Furthermore, the existence of solutions
with constant amplitude is a unique property of (HNLS).
Remark 5.4.2. If d ě 3, fix 1 ď n ă d. We write x “ px,y1,y2q P R ˆ Rd´n ˆ Rn´1.
One may also consider solutions of the form upt,xq “ fpt, x´ c ¨y1,y2q, c P Rd´n, which
we shall call n-dimensional spatial plane waves. In this situation,
ift ` p1´ |c|2qfzz ´∆y2f ` λ|f |σf “ 0.
If |c| ă 1, then f satisfies a (HNLS)-type equation; if |c| ě 1, then one arrives to
the (NLS) equation, where one may observe global existence and finite-time blow-up,
depending on the sign of λ.
5.4.1 Local existence
We now develop a suitable functional framework that includes both solutions in H1pRdq
and spatial plane waves. Given c P Rd´1zt0u, define the space of spatial plane waves
Xc “
!
u P L1locpRdq : Df P H2pRq : upx,yq “ fpx´ c ¨ yq a.e.
)
and endow it with the norm }u}Xc “ }f}H2 (we say that f is the profile of u). We
observe that, up to measure zero sets, the correspondence between u P Xc and its profile
is bijective: if f, f˜ : RÑ C differ in a zero-measure set, then
gpx,yq “ fpx´ c ¨ yq, g˜px,yq “ f˜px´ c ¨ yq
differ also in a zero-measure set (for the Lebesgue measure in Rd).
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If u0 P Xc, then the solution of
iut ` u “ 0, up0q “ u0
is given by upt, x,yq “ pUptqf0qpx ´ c ¨ yq, where f0 is the profile of u0, and Uptq is
the Schrödinger group eip1´|c|2qt∆ acting on H2pRq for |c| ‰ 1, and the identity map for
|c| “ 1. It is clear that uptq P Xc,@t, and that
}uptq}Xc “ }Uptqf0}H2 “ }f0}H2 “ }u0}Xc ,
which means that Uptq induces naturally the group of isometries eit on Xc. Set
E “ H1pRdq ‘Xc.
Obviously, the group eit is also defined on E, since it is simply the sum of the corre-
sponding groups in each of the spaces. Moreover, define
X 1c “
!
u P L1locpRdq : Df P L2pRq : upx,yq “ fpx´ c ¨ yq a.e.
)
and E1 “ H´1pRdq ‘X 1c.
For a fixed h P Rd´1, define the translation operator Th : L1locpRdq Ñ L1locpRdq,
pT chuqpx,yq :“ upx` c ¨ h,y` hq a.e. px,yq P Rd.
If φ P X 1c, then
φpx,yq “ fpx´ c ¨ yq “ fppx` c ¨ hq ´ c ¨ py` hqq “ pThφqpx,yq, a.e. px,yq P Rd.
and therefore T chφ “ φ, @φ P X 1c.
Lemma 5.4.1. One has H´1pRdq XX 1c “ t0u.
Proof. Take w P H´1pRdq XX 1c. Then there exist vi P L2pRdq, i “ 0, ..., d, such that
w “ v0 `
dÿ
i“1
pviqxi
and, for any Ω Ă Rd open,
}w}H´1pΩq “
˜
dÿ
i“0
ż
Ω
|vi|2
¸1{2
.
Take Ω “ tpx,yq P Rd : |x| ă 1u. Fix h P Rd´1 such that c ¨ h “ 1. Using the fact that
T chw “ w, one has
}w}2H´1pRdq “
dÿ
i“0
ż
Rd
|vi|2 “
dÿ
i“0
ÿ
mPZ
ż
Ω
|T c2mhvi|2 “
ÿ
mPZ
}T c2mhw}2H´1pΩq “
ÿ
mPZ
}w}2H´1pΩq.
Therefore one must have }w}H´1pΩq “ 0 and so }w}H´1pRdq “ 0.
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Lemma 5.4.2. For any c1, c2 P Rd´1zt0u, pH´1pRdq ‘Xc1q XXc2 “ t0u.
Proof. Take z P pH´1pRdq ‘Xc1q XXc2 . We write z “ w ` φ1, with w P H´1pRdq and
φ1 P Xc1 . Fix h P Rd´1. Then
T c2h z “ z, i.e., w ´ T c2h w “ ´φ1 ` T c2h φ1.
The r.h.s. is in H´1pRdq, while the l.h.s. is in Xc1 . Therefore both sides are equal to 0:
w “ T c2h w, φ1 “ T c2h φ1.
One now concludes that w, φ1 “ 0 as in the previous proof.
Theorem 5.4.3. Let 1 ď σ ă 4{pd ´ 2q`. For every u0 P E, there exists T pu0q ą 0
and a unique solution of (5.1.1) u P Cpr0, T pu0qq, Eq XC1pp0, T pu0qq, E1q which depends
continuously on u0. Also, the blow-up condition holds in the sense that
lim
tÑT pu0q
}uptq}E “ 8 if T pu0q ă 8.
Proof. On E, one actually observes a decoupling of the (HNLS) equation: writing the
solution u as v ` φ, v P H1pRdq, φ P Xc, φpx,yq “ fpx´ c ¨ yq, one has
ivt ` v ` λ|v ` φ|σpv ` φq ´ λ|φ|σφ “ ´piφt ` φ` λ|φ|σφq. (5.4.2)
It is clear that the right hand side is in X 1c. We claim that the left hand side is in
H´1pRdq: the problem resides on the nonlinear part. Since f P H2pRq ãÑW 1,8pRq, one
has φ PW 1,8pRdq. Therefore
||v ` φ|σpv ` φq ´ |φ|σφ| À |v| ` |v|σ`1
Since v P H1pRdq, |v|σ`1 P Lσ`2σ`1 pRdq, the nonlinear term may be written as a sum of a
L2 function with a L
σ`2
σ`1 function, both of them lying in H´1pRdq, by Sobolev’s injection.
Using the fact that H´1pRdqXX 1c “ t0u (see Lemma 5.4.1), one concludes that both
sides of (5.4.2) are zero:
ivt ` v ` λ|v ` φ|σpv ` φq ´ λ|φ|σφ “ 0 (5.4.3)
ift ` p1´ c2qfzz ` λ|f |σf “ 0 (5.4.4)
Fix an initial data u0 “ v0 ` φ0, where φ0 has profile f0. For (5.4.4), one may use
the H2 local well-posedness result for the one dimensional (NLS) equation and obtain
the profile f . Then, one focus on (5.4.3) and solves for v. Since the nonlinear term in
(5.4.3) satisfies the estimates
|p|v ` φ|σpv ` φq ´ |φ|σφq ´ p|w ` φ|σpw ` φq ´ |φ|σφq|
Àp1` |v ` φ|σ ` |w ` φ|σq|v ´ w| À p1` |v|σ ` |w|σ ` |φ|σq|v ´ w| (5.4.5)
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and
|∇p|v ` φ|σpv ` φq ´ |φ|σφq| À p1` |v|σ ` |φ|σq|∇v|
` p|v|σ´1 ` |φ|σ´1q|v||∇φ|, (5.4.6)
the local existence result for (5.4.3) actually follows from the standard Kato’s method
(see [12, Section 4.4])applied in the (HNLS) context.
Remark 5.4.3. Recall that, in the case |c| “ 1, the explicit solution of (5.4.4) is given
by
fpt, zq “ fp0, zqei|fp0,zq|σt, t P R,
which implies that, if fp0, ¨q P W 1,8pRq, then fpt, ¨q P W 1,8pRq, for all t ą 0. Since no
estimate of eit over Xc is necessary, one may actually weaken the definition of Xc in
this case, by replacing f P H2pRq with f PW 1,8pRq.
Remark 5.4.4. Fix d “ 2 and σ ě 1. We claim that one is able to extend the above local
well-posedness result to H1pR2q ‘Xc1 ‘Xc2 . In fact, the decoupling of the equation on
each of the function spaces still holds (see Lemma 5.4.2): for u “ v`φ`ψ, v P H1pR2q,
φ P Xc1 with profile f and ψ P Xc2 with profile g, one has
ivt ` v ` λ p|v ` φ` ψ|σpv ` φ` ψq ´ |φ|σφ´ |ψ|σψq “ 0 (5.4.7)
ift ` p1´ c21qfzz ` λ|f |σf “ 0,
igt ` p1´ c22qgzz ` λ|g|σg “ 0.
We point out that the nonlinear term of the first equation is truly in H´1pR2q: note
that
||v ` φ` ψ|σpφ` ψ ` vq ´ |φ|σφ´ |ψ|σψ|
ď ||v ` φ` ψ|σpφ` ψ ` vq ´ |φ` ψ|σpφ` ψq| ` ||φ` ψ|σpφ` ψq ´ |φ|σφ´ |ψ|σψ|
Àp|v|σ ` |φ|σ ` |ψ|σq|v| ` |ψ|σ|φ| ` |φ|σ|ψ|.
Using the fact that φ, ψ P L8pR2q, the terms with |v|’s are treated as in the previous
proof. It remains to check the last couple of terms. For example, take |φ|σψ. Thenż
R2
|φpx, yq|2σ|ψpx, yq|2dxdy “
ż
R2
|fpx´ c1yq|2σ|gpx´ c2yq|2dxdy
“ 1|c1 ´ c2|
ż
R2
|fpwq|2σ|gpzq|2dwdz
ď 1|c1 ´ c2| }f}
2σ´28 }f}22}g}22
and so |φ|2ψ P L2pR2q ãÑ H´1pR2q. In fact, (5.4.7) expresses the interaction between
spatial plane waves with different velocities, which turns out to be an H1 function.
Remark 5.4.5. One may apply the construction made in this section to the case of n-
dimensional spatial plane waves (cf. Remark 5.4.2), by replacing the profile space H2pRq
by HkpRnq, with 2k ´ 2 ą n, so that HkpRnq ãÑW 1,8pRnq.
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5.4.2 Stability result
The aim of this section is to prove that a large class of spatial plane waves is stable with
respect to H1pRdq perturbations. The idea is to obtain a global existence result for small
data in the large power case for equation (5.4.3). This is not trivial, as one may observe
by analyzing (5.4.3): since there are both linear and quadratic in v, these lower order
terms may disrupt the smallness of v. Moreover, it is not clear that the spatial plane
wave substrate φ (which has both infinite mass and energy) does not increase indefinitely
the H1pRdq component.
Remark 5.4.6. One may try to study the linear part of (5.4.3)
ivt ` v ` λ|φ|2v ` 2φRe vφ¯ “ 0, (5.4.8)
which is closely related to decay estimates of L “ i ` iV pt, xqr¨s, where V pt, xqrvs “
λ|φ|2v ` 2φRe vφ¯. If one drops the second term in the potential, one might be able
to use the results of [28], [29] to obtain such estimates. Their method is to consider
approximations of the free group eitL given by Feynman’s path integral and requires
some physical interpretation on the effect of the potential on the motion of quantum
particles. However, if one does not drop the second term, this physical interpretation
becomes unclear. Moreover, a simple calculation shows that (5.4.8) does not conserve
the L2 norm.
Theorem 5.4.4. Let σ ě 4, d “ 2. Suppose that c P R is such that p|c| ´ 1qλ ą 0. Fix
φ0 P Xc and let f0 be its profile. If f0 P H2pRq X L2pR, x2dxq XW 1,1pRq, then the plane
wave φ of (HNLS) with initial data φ0 is H1-stable, i.e.,
@δ ą 0 D ą 0 }v0}H1 ă ñ }u´ φ}L8pp0,8q,H1pRdqq ă δ,
where u is the (global) solution in E of (HNLS) with initial data v0 ` φ0.
Proof. Step 1. Properties of φ. Recall that φpt, x, yq “ fpt, x´ cyq, where f P H2pRq is
a solution of
ift ` p1´ c2qfzz ` λ|f |σf “ 0, fp0q “ f0.
Since p|c| ´ 1qλ ą 0, the above equation is in the defocusing case. Therefore, f is global
in H2pRq ([12, Theorem 5.3.1]).
By hypothesis, f0 P H1pRq X L2pR, x2dxq and so, since σ ě 4, it follows from [12,
Theorem 7.3.1] that
}fptq}L8 ď C
t1{2
.
Moreover,
}fptq}L8 ď C}fptq}H1 ď CEpf0q.
Finally, we would like to estimate }∇fptq}8. From Duhamel’s formula, one has
∇fptq “ Sptq∇f0 `
ż t
0
Spt´ sq∇p|fpsq|σfpsqqds.
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Hence, for t ą 2,
}∇fptq}L8 ď}∇f0}L1 `
ż t
0
1?
t´ s}fpsq}
σ´1
L8 }fpsq}L2}∇fpsq}L2ds
À}∇f0}L1 `
ż 1
0
1?
t´ sEpf0q
σ´1}f0}L2Epf0qds
`
ż t
1
1?
t´ s
1
sσ´1{2
}f0}L2Epf0qds
À}∇f0}L1 ` Cpf0q
ˆż 1
0
1?
t´ sds`
ż t
1
1?
t´ s
1
sσ´1{2
ds
˙
À}∇f0}L1 ` Cpf0q
ˆ
1?
t´ 1 `
ż t´1
1
1
sσ´1{2
ds` 1pt´ 1qσ´1{2
ż t
t´1
1?
t´ s
˙
À}∇f0}L1 ` Cpf0q
ˆ
1?
t´ 1 ` 1`
1
pt´ 1qσ´1{2
˙
ď Cpf0q.
For t ď 2, a similar procedure allows one to bound }∇fptq}L8 ď Cpf0q. Therefore ∇f
is uniformly bounded in L8. Since φpt, x, yq “ fpt, x´ cyq, it follows that
}φptq}L8pR2q ď min
"
C
t1{2
, CEpf0q
*
, }∇φptq}L8pR2q ď Cpf0q.
Step 2. Setup. Fix v0 P H1pR2q and consider the corresponding solution v of
ivt ` v ` λp|v ` φ|σpv ` φq ´ |φ|σφq “ 0.
We recall that v is defined on p0, T pu0qq, where u0 “ v0`φ0. Since f is global in H2pRq,
the blow-up alternative of Theorem 5.4.3 then implies that, if T pu0q ă 8,
}vptq}H1 Ñ8, tÑ T pu0q.
For a given η ą 0, which shall be fixed later, take T ą 0 large enough so that
}φptq}L8 ď η, t ě T.
If }v0}H1 ă  is small enough, the fixed-point used in the local existence result implies
that v is defined on p0, T ` 1q and that }vptq}H1 ď 2}v0}H1 , 0 ă t ă T ` 1. Therefore,
one may, without loss of generality, take as initial data upT q “ vpT q ` φpT q and prove
the stability result.
Choose θ P L8pR` ˆ R`q such that
0 ď θ ď 1, θpw, zq ” 1, for w ď z, θpw, zq ” 0, for w ě 2z.
We develop the nonlinear part as
|v ` φ|σpv ` φq ´ |φ|σφ “ θp|v|, |φ|q p|v ` φ|σpv ` φq ´ |φ|σφq
92
` p1´ θp|v|, |φ|qq p|v ` φ|σpv ` φq ´ |φ|σφq
“: g1pv, φq ` g2pv, φq.
The definition of θ implies that
|g1pv, φq| “ θp|v|, |φ|q||v ` φ|σpv ` φq ´ |φ|σφ| À θp|v|, |φ|qp|v|σ ` |φ|σq|v| À |φ|σ|v|
and
|g2pv, φq| “ p1´ θp|v|, |φ|qq ||v ` φ|σpv ` φq ´ |φ|σφ|
À p1´ θp|v|, |φ|qq p|v|σ ` |φ|σq|v| À |v|σ`1.
In a similar fashion, we write
∇p|v ` φ|σpv ` φq ´ |φ|σφq “ θp|v|, |φ|q∇ p|v ` φ|σpv ` φq ´ |φ|σφq
` p1´ θp|v|, |φ|qq∇ p|v ` φ|σpv ` φq ´ |φ|σφq
“: g3pv, φq ` g4pv, φq ` g5pv, φq ` g6pv, φq.
where
|g3pv, φq| À |v|σ|∇φ|, |g4pv, φq| À |φ|σ´1|∇φ||v|
|g5pv, φq| À |v|σ|∇v|, |g6pv, φq| À |φ|σ|∇v|
Define, for j “ 1, 2, ρj “ σ ` j and γj such that pγj , ρjq is an admissible pair.
Consider, for 0 ă t ă T pu0q,
hptq “ }v}L8pp0,tq,H1pR2qq `
2ÿ
j“1
}v}
Lγj pp0,tq,W 1,ρj pR2qq.
We write Duhamel’s formula,
vptq “ Uptqv0 `
2ÿ
i“1
ż t
0
Upt´ sqgipvpsq, φpsqqds
and
∇vptq “ Uptq∇v0 `
6ÿ
i“3
ż t
0
Upt´ sqgipvpsq, φpsqqds.
Therefore, for any admissible pair pq, rq,
}v}Lqpp0,tq,W 1,rpR2qq ď C}v0}H1 `
6ÿ
i“1
››››ż ¨
0
Up¨ ´ sqgipvpsq, φpsqqds
››››
Lqpp0,tq,LrpR2qq
.
For the sake of simplicity, we shall omit both the temporal and spatial domains. In the
next steps, we shall estimate each term of the sum by a suitable power of hptq. Constants
depending on φ will be ommited.
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Step 3. Estimate of higher order terms in v. Set
µj “ pσ ` j ´ 2qpσ ` jq2 .
Since σ ě 4, we have µj ą γj . First, we estimate the pure power terms g2 and g5: using
Strichartz’s estimates and Hölder inequality,››››ż ¨
0
Up¨ ´ sqg2pvpsq, φpsqqds
››››
LqpLrq
À }|v|σ`1}
L
γ12 pLρ12 q
À }v}σLµ2 pLρ2 q}v}Lγ2 pLρ2 q
À
´
}v}σLγ2 pLρ2 q ` }v}σL8pLρ2 q
¯
}v}Lγ2 pLρ2 q
À hptqσ`1.
In a similar way,››››ż ¨
0
Up¨ ´ sqg5pvpsq, φpsqqds
››››
LqpLrq
À }|v|σ||∇v|}
L
γ12 pLρ12 q
À }v}σLµ2 pLρ2 q}∇v}Lγ2 pLρ2 q À hptqσ`1.
Now we move to the estimate for g3:››››ż ¨
0
Up¨ ´ sqg3pvpsq, φpsqqds
››››
LqpLrq
À }|v|σ||∇φ|}
L
γ11 pLρ11 q
À }v}σ´1Lµ1 pLρ1 q}∇v}Lγ1 pLρ1 q À hptqσ.
Step 4. Estimate for the linear terms in v. For i “ 1, 4, 6, we have››››ż ¨
0
Up¨ ´ sqgipvpsq, φpsqqds
››››
LqpLrq
À }gipv, φq}L1pL2q À }|φ|σ|v|}L1pH1q.
Then, using the decay estimate for }φ}8, for b ą 0 small enough,
}|φ|σ|v|}L1pH1q À
ż t
0
}φpsq}σ´18 }φpsq}W 1,8}vpsq}H1ds
À }v}L8pH1q}φ}L8pW 1,8q}φ}bL8pL8q
ż t
0
}φpsq}σ´1´b8 ds
À }v}L8pH1qηb
ˆ
1`
ż t
1
1
s
σ´1´b
2
ds
˙
À ηbhptq.
Step 5. Conclusion. Putting together Steps 2, 3 and 4, there exists a universal constant
D such that
hptq ď D
´
}v0}H1 ` hptqηb ` hptqσ ` hptqσ`1
¯
.
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Now, for η ă p1{2Dq1{b and since }v0}H1 ă ,
hptq À ` `hptqσ ` hptqσ`1˘
If  is sufficiently small, then the above inequality implies hptq P r0, h0s Y rh1,8q, for
some  ă h0 ă δ, h1. Since hp0q ă , by continuity, one has hptq ď h0 ă δ, for all
t ă T pu0q. The blow-up alternative then implies that T pu0q “ 8, which concludes the
proof.
Consider the (NLS) equation in dimension two. Fix an initial data f0 P H3pR2q X
L2pR2, p|x|2 ` |y|2qdxdyq XW 1,1pR2q. For σ ě 2, [12, Theorem 6.2.1] may be adapted
to prove that, if }f0}H3 is sufficiently small, then the corresponding solution f is global
and bounded in H3pR2q ãÑW 1,8pR2q. Moreover, one has
}fptq}8 À 1
t
}p|x| ` |y|qf0}2}f0}2 for t large.
This decay allows one to prove the following
Theorem 5.4.5. Let σ ě 7{3, d “ 3. Fix a 2-dimensional spatial plane wave φ of
(HNLS), with speed |c| ą 1, and let f0 be its initial profile. If f0 P H3pR2qXL2pR2, p|x|2`
|y|2qdxdyq XW 1,1pR2q has sufficiently small H3 norm, then φ is H1-stable, i.e.,
@δ ą 0 D ą 0 }v0}H1 ă ñ }u´ φ}L8pp0,8q,H1pRdqq ă δ,
where u is the (global) solution in E of (HNLS) with initial data v0 ` φ0.
5.5 Spatial standing waves
One of the ways to overcome the presence of a negative direction is to search for solutions
of the (HNLS) of the form upt, x,yq “ eiωxφpt,yq, (somehow in analogy to the usual
notion of bound-state - recall that in some models of nonlinear optics, these are truly
time-periodic solutions). Inserting this expression into the equation,
iφt ´ ω2φ´∆yφ` λ|φ|σφ “ 0.
Setting vpt,yq “ e´iω2tφp´t,yq, one arrives to
ivt `∆yv ´ λ|v|σv “ 0.
which is the (NLS) in Rd´1. Consider the initial value problem
ivt `∆yv ´ λ|v|σv “ 0, vp0,yq “ v0pyq P H1pRd´1q.
As it is well-known,
1. for λ ą 0 or σ ă 4{pd´ 1q, one has global existence of solutions in H1pRd´1q;
2. for λ ă 0 and σ ą 4{pd ´ 1q, initial data v0 P H1pRd´1q X L2pRd´1, |y|2dyq with
negative energy blows up in finite time.
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5.5.1 Local existence and stability
As in section 5.4.1, one may build a local well-posedness theory to include both H1
solutions and spatial standing waves. Set k “ td`12 u ` 1, where txu denotes the integer
part of x. If one defines
Yω “
!
φ P L1locpRdq : Df P HkpRd´1q : φpx,yq “ eiωxfpyq a.e.
)
,
Y 1ω “
!
φ P L1locpRdq : Df P Hk´2pRd´1q : φpx,yq “ eiωxfpyq a.e.
)
and set F “ H1pRdq ‘ Yω and F 1 “ H´1pRdq ‘ Y 1ω, then one has the following
Theorem 5.5.1. Let 1 ď σ ă 4{pd ´ 2q`. For every u0 P F , there exists T pu0q ą 0
and a unique solution of (5.1.1) u P Cpr0, T pu0qq, F q XC1pp0, T pu0qq, F 1q which depends
continuously on u0. Also, the blow-up condition holds in the sense that
lim
tÑT pu0q
}uptq}F “ 8, if T pu0q ă 8.
Sketch of the proof. The proof is almost identical to that of Theorem 5.4.3. First of
all, since H´1pRdq X Y 1ω “ H, a solution u “ v ` φ P F of (HNLS) with initial data
u0 “ v0 ` φ0 P F , φ0pyq “ eiωxf0pyq, is equivalent to a solution of the system
ivt ` v ` λ|v ` φ|σpv ` φq ´ λ|φ|σφ “ 0, vp0q “ v0 (5.5.1)
ift `∆yf ´ λ|f |σf “ 0, fp0q “ f0, φpt, x,yq “ eiωx´iω2tfp´t,yq. (5.5.2)
One then proceeds to solve (5.5.2) backwards in time using the usual H2 local well-
posedness results for (NLS). Finally, the fact that f P W 1,8pR2q and the estimates
(5.4.5) and (5.4.6) allow the use of Kato’s method to build the unique solution v of
(5.5.1).
Moreover, one may also deriveH1-stability for spatial standing waves, in a completely
analogous fashion:
Theorem 5.5.2. Fix ω P R, λ ą 0, d “ 2 and σ ě 3. Given φ0 P Yω, suppose that its
profile f0 satisfies f0 P L2py2dyq XH2pRq XW 1,1pRq. Let φ be the spatial standing wave
with initial data φ0. Then φ is H1-stable, i.e.,
@δ ą 0 D ą 0 }v0}H1 ă ñ }u´ φ}L8pp0,8q,H1pRdqq ă δ,
where u is the (global) solution of (HNLS) in F with initial data v0 ` φ0.
Sketch of the proof. Setting φpt, x, yq “ eiωx´iω2tfp´t, yq, one sees that
}φptq}W 1,8pR2q À }fp´tq}W 1,8pRq
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and that f satisfies a defocusing (NLS) in dimension 1. As in the spatial plane wave
case, this implies that φ is global and that
}φptq}L8 À 1
t1{2
, }∇φ}L8 À 1.
The proof then follows from Steps 2-5 in the proof of Theorem 5.4.4, with precisely the
same estimates.
Remark 5.5.1. Spatial standing waves are solutions which lie on H1pT ˆ Rd´1q, and
so one could simply try to extend the (NLS) results over this space (see, for example,
[69]). We find our approach more interesting for its novelty and because it allows to
understand the effect of H1 perturbations on these special solutions.
5.6 Further comments
Let us summarize some interesting questions that rise from this chapter:
1. The H1 framework may not be suited for some physical models. The question then
is: what is a suited framework? The spaces E and F , built from some classes of
solutions, indicate that a local well-posedness theory may be presented in such a
way that it includes functions without decay at infinity. Even in a mathematical
perspective, the "bound-state" solutions built in [46] and [53] do not lie in H1. It
would be interesting to find local-wellposedness on more general spaces, which do
not demand decay at infinity.
2. A blow-up solution in the H1 framework is yet to be found. Our solutions never
possess sufficient decay to assure integrability. An example of blow-up would be
of extreme importance.
3. The construction of spaces E and F has a great capacity of generalization: let
Z be the class of functions which have a particular shape. For a given equation,
which is locally well-posed in X , suppose that one has a class of solutions in Z.
This will imply that the profile of these solutions verifies a reduced equation, for
which one may have local existence over some space Y. If Z X X “ H, then one
should be able to prove local well-posedness on
E “ X ‘ tu P Z : the profile of u is in Yu.
Furthermore, this allows one to obtain a suitable functional framework to study
the effect of X -perturbations on solutions in Z.
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Chapter 6
The Ginzburg-Landau equation
In this chapter, we consider the complex Ginzburg-Landau equation
ut “ eiθ∆u` eiγ |u|σu, (CGL)
where
0 ď θ, γ ď pi2 , 0 ă σ ă 4{pd´ 2q
`, u “ upt, xq, pt, xq P Rˆ Rd.
From a mathematical point of view, (CGL) can be seen as an interpolation between
the heat equation and the Schrödinger equation. The nature of these two equations is
essentially different: in the context of the heat equation, one has regularization and maxi-
mum principles (which can then be used for comparison results), while in the Schrödinger
equation, the setting is Hamiltonian, with several conservation laws, but with no gain of
global differentiability and no (known) maximum principle. Consequently, even though
many qualitative results are known for the (NLS) and for the nonlinear heat equation
ut “ ∆u` λ|u|σu, λ P R,
it is not clear how to obtain analogous results for the (CGL). In this chapter, we shall
focus on three problems:
1. Existence of bound-states: as in the (NLS), one may look for solutions of the form
upt, xq “ eiωtφpxq, and so
iωφ “ eiθ∆φ` eiγ |φ|σφ.
The above equation is an elliptic equation with complex coefficients. The existence
of bound-states for the (CGL) is, apart from some simple perturbative cases, an
open problem. The "interpolation" between a Hamiltonian system and a gradient
one makes it impossible to use the general techniques from critical point theory
for both Hamiltonian and gradient systems. If one tries to decompose the system
in the real and imaginary parts, one finds an elliptic system of non-cooperative
type for which no known results are available. On the other hand, if one tries to
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use topological tools (like degree theory), one stumbles in the need of an a priori
bound for the possible solutions. This is, in general, not available1, as one can see
from the existence of indefinitely large bound-states for the (NLS).
2. Existence and stability of spatial plane waves for θ ‰ pi{2 and σ “ 2: as for the
(HNLS), one may consider solutions of the form upt, x, y, zq “ fpt, x´cy, zq, c P R.
We consider the three-dimensional case because it is the first spatial dimension for
which global well-posedness for any initial data is unknown. This means that the
profile of the wave exists globally (since it satisfies a Ginzburg-Landau equation in
dimension two), while it is not certain that perturbations in R3 of the spatial plane
wave will not lead to blow-up behaviour. Even though the general goal will be the
same as in Section 5.4.2, the technique is fairly different, due to the presence of
the diffusive term cos θ∆u.
3. Blow-up phenomena for the case θ “ pi{2, γ ‰ pi{2: in this last section, we show
that, when σ ă 2{d, any nonzero solution blows-up in finite or infinite time. We
observe that, for σ ą 2{d, one may prove the existence of globally small bounded
solutions as in the (NLS) case.
6.1 Bound-states: existence results
To stress the difficulty in finding bound-states, we start with the following non-existence
result:
Proposition 6.1.1. Given Ω an open subset of Rd, suppose that u P H10 pΩq is a solution
of
iωu “ eiθ∆u` eiγ |u|σu, ω ą 0, 0 ď γ ď θ ď pi{2, γ ‰ pi{2.
Then u ” 0. The same conclusion is valid if ω “ 0 and θ ‰ γ.
Proof. Multiply the equation by u¯ and integrate:
ω}u}22 ` sin θ}∇u}22 “ sin γ}u}σ`2σ`2, cos γ}∇u}22 “ cos γ}u}σ`2σ`2.
Then one has ω cos θ}u}22 “ sinpγ ´ θq}u}σ`2σ`2. If u ı 0, then either θ “ pi{2 and
sinpγ ´ θq “ 0
or θ ă pi{2 and
sinpγ ´ θq ą 0.
From the assumptions on γ and θ, both cases are impossible.
1Using the arguments of [3], one may find an a priori bound under the assumption that the bound-
state has a bounded Morse index.
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As a consequence of the non-existence result, one can argue that a direct pertur-
bative argument around the (NLS) ground-state is impossible. In fact, the (NLS) case
corresponds to θ “ γ “ pi{2 and ω “ 1, which lies in the frontier of the region of non-
existence. If one could apply a direct perturbative argument (that is, without having
a dependence between γ and θ), one would find an open region of existence around
θ “ γ “ pi{2, which is absurd.
We prove a perturbation result around a simple eigenvalue λ of the Laplace-Dirichlet
operator to show existence of bound-states for the (CGL) with a linear damping term:
ut “ eiθ∆u` eiγ |u|σu` ku, k P R.
The result we present here is quite similar to that of [14]: therein, it is proven that, over
open bounded connected subsets of Rd, the equation
iωu “ eiθ∆u` eiγ |u|σu` ku
has a solution pω, uq P R ˆ H10 pΩq if σ is sufficiently small and pλ cos θ ´ kq cos γ ą 0.
The goal of our result is to trade the freedom in k for the freedom in σ.
Define H :“ tu P H10 pΩq : ∆u P L2pΩqu. This space is a real Hilbert space when
equipped with the scalar product
pu, vq “ Re
ż
Ω
uv¯ ` Re
ż
Ω
∆u∆v¯.
Let λ be an eigenvalue of ´∆ : H ÞÑ L2pΩq. Assuming that the corresponding
eigenspace is of the form Cφ, we set
H “ Cφ‘H1, H1 “ pCφqK.
Theorem 6.1.2. Suppose that Ω is a bounded, connected, open subset of Rd. Fix θ, γ P R
and σ ą 0. Then there exist µ0 ą 0 and C1 mappings
v : p´µ0, µ0q ÞÑ H, ω, k : p´µ0, µ0q ÞÑ R
such that vp0q “ φ, ωp0q “ ´λ sin θ, kp0q “ λ cos θ and
∆v ` µeipγ´θq|v|σv ` pk ´ iωqe´iθv “ 0.
Proof. Define the mapping F : RˆH1 ˆ Rˆ R ÞÑ L2pΩq as
F pµ, ζ, ω, kq “ ∆v ` µeipγ´θq|v|σv ` pk ´ iωqe´iθv, v “ φ` ζ. (6.1.1)
If one sets
k0 ´ iω0 “ λeiθ,
it follows that F p0, 0, ω0, k0q “ 0. Furthermore, the mapping pζ, ω, kq ÞÑ F pµ, ζ, ω, kq is
of class C1 and
BF
Bζ pµ, ζ, ω, kqw “ ∆w ` µe
ipγ´θq `|v|σw ` σ|v|σ´2vRepv¯wq˘` pk ´ iωqe´iθw,
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BF
Bω pµ, ζ, ω, kq “ ´ie
´iθv, BFBk pµ, ζ, ω, kq “ e
´iθv.
Now we check that the jacobian
J “ BFBpζ, ω, kqp0, 0, ω0, k0q : H1 ˆ Rˆ R ÞÑ L
2pΩq
is a bijection. Applying to an element pw, a, bq P H1 ˆ Rˆ R, we have
Jpw, a, bq “ ∆w ` λw ` e´iθpb´ iaqφ.
If Jpw, a, bq “ 0, then
0 “
ż
Jpw, a, bqφ¯ “ e´iθpb´ iaq}φ}22,
which implies a, b “ 0. Thus ´∆w “ λw and so w is an eigenvector with eigenvalue λ.
However, since w P H1, this means that w “ 0. Hence J is injective. On the other hand,
given f P L2pΩq, write
f “ ´e´iθpb˜´ ia˜qφ` ψ,
ż
Ω
ψφ¯ “ 0.
The orthogonality condition implies that there exists w˜ P H1 such that ∆w˜ ` λw˜ “ ψ.
Then
Jpw˜, a˜, b˜q “ f,
which shows that J is surjective.
With the above considerations, one may apply the Implicit Function Theorem [78,
Theorem 4.B] and the proof is finished.
Corollary 6.1.3. Suppose that Ω is a bounded, connected, open subset of Rd such that
the Laplace-Dirichlet operator over Ω has a simple eigenvalue. Fix 0 ď θ, γ ď pi{2,
γ ‰ pi{2 and σ ą 0. There exists  ą 0 such that, for any k with 0 ă λ cos θ ´ k ă ,
there exist ω ą 0 and a solution u P H of
iωu “ eiθ∆u` eiγ |u|σu` ku. (6.1.2)
Proof. Consider the mappings v, ω, k from the previous theorem and the mapping F as
in (6.1.1). Then
F pµ, ζpµq, ωpµq, kpµqq “ 0, µ P p´µ0, µ0q.
Differentiating with respect to µ at µ “ 0, we obtain
eipγ´θq|φ|σφ`∆w ` λw ` e´iθ
ˆBk
Bµ ´ i
Bω
Bµ
˙
φ “ 0, w “ BvBµ.
Multiplying by φ¯ and integrating over Ω, we arrive at
Bk
Bµ “ ´ cos γ
}φ}σ`2σ`2
}φ}22
ă 0, BωBµ “ sin γ
}φ}σ`2σ`2
}φ}22
.
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Thus the mapping µ ÞÑ kpµq is locally invertible at 0, which implies that one may write
µ “ µpkq, v “ vpkq and ω “ ωpkq, for |k ´ λ cos θ| ă . Finally, if λ cos θ ´ k ą 0, then
µpkq ą 0 and so upkq “ µpkq 1σ vpkq satisfies (6.1.2).
We end this section with an explicit computation of some bound-states in the special
case Ω “ R. First, let us state two simple facts:
• Given a positive function a P C2pRq and k P R, writing upxq :“ apxq exppik ln apxqq,
one has
u2pxq “
ˆ
a2pxqp1` ikq ` ikp1` ikqpa
1pxqq2
apxq
˙
exppik ln apxqq.
• If a is the unique H1pRq solution of a2 “ αa´ βaσ`1, α, β ą 0, then
pa1q2
a
“ αa´ 2β
σ ` 2a
σ`1.
Hence both a2 and pa1q2{a are linear combinations of a and aσ`1.
Using these considerations, let us search for a solution u P H1pRq of
u2 “ eiθ˜u´ eiγ˜ |u|σu, θ˜ “ pi2 ´ θ, γ˜ “ γ ´ θ
of the form u “ a exppik ln aq, where a ą 0. Then
a2 ´ k2 pa
1q2
a
“ cos θ˜a´ cos γ˜aσ`1
ka2 ` k pa
1q2
a
“ sin θ˜a´ sin γ˜aσ`1.
Simplifying,
a2 “ 11` k2
“pk sin θ˜ ` cos θ˜qa´ pk sin γ˜ ` cos γ˜qaσ`1‰ (6.1.3)
pa1q2
a
“ 11` k2
„ˆ
sin θ˜
k
´ cos θ˜
˙
a´
ˆ
sin γ˜
k
´ cos γ˜
˙
aσ`1

(6.1.4)
Hence, writing
α “ k sin θ˜ ` cos θ˜1` k2 , β “
k sin γ ` cos γ
1` k2
we require that
sin θ˜
k
´ cos θ˜ “ p1` k2qα, sin γ˜
k
´ cos γ˜ “ p1` k2q 2β
σ ` 2 . (6.1.5)
103
Indeed, if these equalities hold, then (6.1.4) follows from (6.1.3), which is simply the
equation for a bound-state of (NLS). The first condition in (6.1.5) implies that θ˜ ‰ 0
and
k “ ˘1´ cos θ˜
sin θ˜
“: k˘.
However, if k “ k´, then a would be a bound-state of (NLS) with negative frequency α,
which does not exist (see [5]). Thus k “ k` and the second condition in (6.1.5), after
some simplifications, turns out to be equivalent to
cos γ
sinpγ ´ θq “
sinpθ˜ ´ γ˜q
sin γ˜ “
σ
σ ` 4 .
A necessary condition for this equality to hold is γ ą θ, which agrees with Proposition
6.1.1. Moreover, we see that the existence of such solutions depends on a particular
relationship between θ, γ and σ, which confirms somehow the perturbative results (where
one parameter is always dependent on the remaining ones). Finally, we remark that, for
γ ď pi{4, the condition above is never verified:
cos γ
sinpγ ´ θq ą
cos γ
sin γ ě 1 ą
σ
σ ` 4 .
6.2 Spatial plane waves: existence and stability
In this section, we focus on the existence and stability of spatial plane waves (cf. Section
5.4) for the (CGL) when σ “ 2 and θ ‰ pi{2 (that is, with a diffusion term). Before we
proceed, we state some known properties of the (CGL) (see [33], [34]):
• the linear semigroup tT ptqutě0 for (CGL) can be seen to be a convolution with a
kernel which shares the properties of the heat kernel. Using the explicit formula,
one may prove the decay estimate
}T ptqu}LppRdq À t´
1
2
´
d
q
´ d
p
¯
}u}LqpRdq, 1 ď q ď p ď 8.
Moreover, one has }T ptqu0}2 Ñ 0 as tÑ8 (this is easily seen on the Fourier side);
• for d “ 2, one has global well-posedness for
u0 P L2pR2q, giving u P Cpr0,8q;L2pR2qq X Cpp0,8q;L8pR2qq
or
u0 P H2pR2q, giving u P Cpr0,8q;H2pR2qq.
• for d “ 3 and small viscosity θ „ pi{2, global well-posedness for generic initial
data is unknown. In this case, one might expect that the Schrödinger part of the
equation (which is focusing) may give birth to the formation of singularities (see
[63] for strong numerical evidence).
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• the nonlinearity |u|2u presents LdpRdq-critical decay behaviour:
}|T ptqu0|2T ptqu0}LdpRdq „ 1t .
Using the arguments of [44], one may prove global existence for small data in
LdpRdq (this was done for the Navier-Stokes equation, which shares many similar-
ities with the (CGL)).
With these properties in mind, we focus on the case d “ 3. The global existence of
spatial plane waves is a trivial matter: indeed, when one seeks solutions of (CGL) of the
form φpt, x, y, zq “ fpt, x´ cy, zq, c P R, it is immediate that the profile f should satisfy
ft “ p1` c2qeiθ∆f ` eiγ |f |2f, f “ fpw, zq, pw, zq P R2, (6.2.1)
which is simply (CGL) in dimension d “ 2 (up to a scaling). Thus, given f0 P H2pR2q,
there exists a unique global solution f of (6.2.1) with initial data f0. To fix ideas, define
Xc “
"
φ P L1locpR3q : φpx, y, zq “ f
ˆ
x´ cy?
1` c2 , z
˙
a.e., f P H2pR2q
*
,
which is a Banach space with the induced norm }φ}Xc “ }f}H2 . The semigroup tT ptqutě0
can be extended to Xc by setting
pT ptqφqpx, y, zq :“ pT ptqfq
ˆ
x´ cy?
1` c2 , z
˙
, a.e. px, y, zq P R3.
With this extension, we say that φ P Cpr0,8q;Xcq is a solution of (CGL) if it satisfies
the Duhamel formula. Thus we have
Proposition 6.2.1. Given φ0 P Xc, there exists a unique global solution φ of (CGL) in
Cpr0,8q;Xcq.
To prove stability of spatial plane waves with respect to localized perturbations (that
is, with spatial decay at infinity), one must prove a type of "small data global existence"
result for the perturbed equation
vt “ eiθ∆v ` eiγ
`|v ` φ|2pv ` φq ´ |φ|2φ˘ , v “ vpx, y, zq, px, y, zq P R3. (6.2.2)
Since the (CGL) presents global existence for small data in L3pR3q, we shall assume that
the initial perturbation v0 is in L3pR3q.
Lemma 6.2.2. Fix f0 P H2pR2q and let f be the (global) solution of (CGL) with initial
data f0. Then
1. }fptq}2 Ñ 0 as tÑ8;
2. For τ ą 0 sufficiently large, one has, for 2 ď p ď 8,
}fptq}p À 1pt´ τq1{2´1{p }fpτq}2, t ą τ.
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Proof. For the first part, one has
1
2
d
dt
}fptq}22 “ ´ cos θ}∇fptq}22 ´ cos γ}fptq}44.
This implies that
lim
τÑ8
ż 8
τ
}∇fptq}22 ` }fptq}44dt À limτÑ8
ż 8
τ
}∇fptq}22 ` }f0}22}∇fptq}22dt “ 0.
Given δ ą 0, there exist t, τ ą 0 such that
}fptq}22 À }T ptqfpτq}22 `
ż t
τ
}fpsq}36ds À }T ptqfpτq}22 `
ż t
τ
}∇fpsq}22 ` }fpsq}44ds
À }T ptqfpτq}22 ` δ À 2δ,
since the linear semigroup satisfies }T ptqfpτq}22 Ñ 0 as t Ñ 8. For the second part, it
follows from [34] that, if }g0}2 is sufficiently small, then the corresponding solution g
satisfies
}gptq}p À 1
t1{2´1{p
}g0}2, t ą 0, 2 ď p ď 8.
Thus the conclusion follows from the first part, by taking g0 “ fpτq, τ large.
Theorem 6.2.3. Given φ0 P Xc, let φ be the solution of (CGL) with initial data φ0. If
v0 P L3pR3q satisfies }v0}3 ă ,  “ pφq small, then there exists a unique global solution
u of (CGL) with initial data φ0 ` v0 such that
t
1
2´ 32p pu´ φq P Cpr0,8q;LppR3qq, p “ 3,8.
Moreover, one has, for p “ 3,8,
sup
tą0
!
t
1
2´ 32p }u´ φ}p
)
ă δpq, with δpq ÝÝÑ
Ñ0 0.
Proof. As it was previously discussed, the existence of u is equivalent to the existence
of the remainder v solution of (6.2.2) with initial data v0. From Lemma 6.2.2, given any
η ą 0, there exists τ ą 0 such that the profile f of φ satisfies
}fpτq}2 ă η, }fptq}p À ηpt´ τq1{2´1{p , t ą τ, 2 ď p ď 8.
Moreover, since f is a global solution in H2, we have
sup
tPr0,τ s
}fptq}8 À sup
tPr0,τ s
}fptq}H2 ď K.
The proof follows in two steps: first, we focus on the time interval p0, τq; then, we take
as starting point t “ τ and show global existence. The only difference between the two
steps is the way we estimate φ.
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Step 1. Fix L ą 0 to be chosen later and consider the space
E “ tv P Cpr0, τq, L3pR3qq : }vptq}3 ` t 12 }vptq}8 ďMeLt, 0 ă t ă τu.
endowed with the distance
dpv, wq “ sup
tPp0,τq
te´Ltt 12 }vptq ´ wptq}8 ` e´Lt}vptq ´ wptq}3u.
For any v P E , set
Φpvqptq “ T ptqv0 ` eiγ
ż t
0
T pt´ sq `|v ` φ|2pv ` φq ´ |φ|2φ˘ psqds.
We shall prove that, for suitable choices of M and , the mapping Φ : E ÞÑ E is a strict
contraction, thus yielding a solution on the interval p0, τq. For any 0 ď t ď τ ,
}Φpvqptq}3 À }v0}3 `
ż t
0
ˆ
1
pt´ sq1{4 }|v|
2v}2 ` }|v|2|φ|}3 ` }|φ|2|v|}3
˙
ds
À }v0}3 `
ż t
0
ˆ
1
pt´ sq1{4 }v}
3{28 }v}3{23 ` }v}8}φ}8}v}3 ` }φ}28}v}3
˙
ds
À }v0}3 `
ż t
0
ˆ
1
pt´ sq1{4
e3Ls
s3{4
M3 ` e
2Ls
s1{2
KM2 ` eLsK2M
˙
ds
À eLt
ˆ
` e2LτM3 ` eLττ1{2KM2 ` K
2M
L
˙
and
}Φpvqptq}8 À 1
t1{2
}v0}3 `
ż t
0
ˆ
1
pt´ sq3{4 }|v|
2v}2 ` 1pt´ sq1{2 p}|v|
2|φ|}3 ` }|φ|2|v|}3q
˙
ds
À 1
t1{2
}v0}3 `
ż t
0
1
pt´ sq3{4
e3Ls
s3{4
M3ds
`
ż t
0
1
pt´ sq1{2
ˆ
e2Ls
s1{2
KM2 ` eLsK2M
˙
ds
À e
Lt
t1{2
ˆ
` e2LτM3 ` eLττ1{2KM2 ` K
2M
p4Lq1{4 τ
3{4
˙
,
where we usedż t
0
eLs
pt´ sq1{2ds ď
ˆż t
0
e4Lsds
˙1{4ˆż t
0
1
pt´ sq2{3
˙3{4
À e
Lt
p4Lq1{4 t
3{4´1{2.
In a similar fashion,
}Φpvqptq ´ Φpwqptq}3 À eLt
ˆ
e2LτM2 ` eLττ1{2KM ` K
2
L
˙
dpv, wq
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and
}Φpvqptq ´ Φpwqptq}8 À t1{2eLt
ˆ
e2LτM2 ` eLττ1{2KM ` K
2
p4Lq1{4 τ
3{4
˙
dpv, wq.
Therefore, choosing M “ 2, for  small and L large, one has
e´Lt}Φpvptqq}3 ` t1{2e´Lt}Φpvptqq}8 ă 2, dpΦpvq,Φpwqq ă 12dpv, wq
and so Φ : E ÞÑ E is a strict contraction. Thus it follows from the Banach fixed point
theorem that there exists a solution v of (6.2.2) on p0, τq with }vpτq}3 ă 2eLτ .
Step 2. We now take as a starting point t “ τ and use, once again, a fixed-point
argument on pτ,8q. To simplify notations and without loss of generality, we assume
τ “ 0. We now set
F “ tv P Cpr0,8q, L3pR3qq : }vptq}3 ` t 12 }vptq}8 ďM, 0 ă t ă τu.
endowed with the distance
dpv, wq “ sup
tPp0,8q
tt 12 }vptq ´ wptq}8 ` }vptq ´ wptq}3u
and show that Φ : F ÞÑ F is a strict contraction. For convenience, we write
|v ` φ|2pv ` φq ´ |φ|2φ “ |v|2v ` g2pv, φq ` g1pv, φq,
where gj , j “ 1, 2, is essentially |v|j |φ|3´j . Then
}Φpvqptq}3 À }v0}3 `
ż t
0
`}Spt´ sq|v|2v}3 ` }Spt´ sqg2pv, φq}3 ` }Spt´ sqg1pv, φq}3˘ ds.
We estimate each term seperately. For the cubic term in v,ż t
0
}Spt´ sq|v|2v}3ds À
ż t
0
1
pt´ sq1{4 }|v|
2v}2ds À
ˆż t
0
1
pt´ sq1{4
1
s3{4
ds
˙
M3 ÀM3.
The quadratic term is estimated asż t
0
}Spt´ sqg2pv, φq}3ds À
ż t
0
1
pt´ sq1{4 }|v|
2|φ|}2ds
À
ż t
0
1
pt´ sq1{4 }φ}8}v}
1{28 }v}3{23 ds
À
ż t
0
ˆ
1
pt´ sq1{4
1
s3{4
ds
˙
M2η ÀM2η.
For the linear term in v, one must use mixed Lebesgue estimates for the heat kernel:
indeed, using the explicit formula of the semigroup, one may prove that
}Sptqw}L3pR3q À 1
t1{6
}w}L3pR,L2pR2qq, t ą 0, w P C80 pR3q.
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Thus ż t
0
}Spt´ sqg2pv, φq}3ds À
ż t
0
1
pt´ sq1{6 }|v||φ|
2}L3xpL2y,zqds
À
ż t
0
1
pt´ sq1{6
›››}f}2L12w,z}v}L3y,z›››L3x ds
À
ˆż t
0
1
pt´ sq1{6
1
s5{6
}v}3ds
˙
η2 ÀMη2.
Putting these estimates together, we obtain
}Φpvqptq}3 À 2` pM2 ` η2qM.
The L8 estimate is obtained in a similar fashion:
}Φpvqptq}8 À 1
t1{2
}v0}3 `
ż t
0
1
pt´ sq3{4
´
}|v|2v}2 ` }|v|2|φ|}2 `
››|φ|2|v|››
L8x pL4{3y,zq
¯
ds
À 1
t1{2
}v0}3 `
ż t
0
1
pt´ sq3{4 }v}
3{28 }v}3{23 ds
`
ż t
0
1
pt´ sq3{4
´
}v}1{28 }φ}8}v}3{23 ` }v}8}f}2L8{3
¯
ds
À 1
t1{2
}v0}3 `
ˆż t
0
1
pt´ sq3{4
1
s3{4
ds
˙
pM2 ` η2qM
À 1
t1{2
`
2eLτ ` pM2 ` η2qM˘ .
Reproducing the same arguments, one may check that
dpΦpvq,Φpwqq À pM2 ` η2qdpv, wq.
Hence, for M “ 4 and η,  small, the mapping Φ : F ÞÑ F is a strict contraction, thus
yielding a solution v of (6.2.2) on p0,8q.
6.3 The case θ “ pi{2: a qualitative result
Throughout this section, we consider the complex Ginzburg-Landau in the special case
θ “ pi{2 and γ ‰ pi{2:
iut `∆u` eiγ |u|σu “ 0, ´pi{2 ď γ ă 0. (CNLS)
In the case γ “ 0, the equation reduces to the usual (NLS). Since the presence of eiγ
has no influence in generic estimates that one may do on the nonlinearity, the standard
local well-posedness techniques that apply to the (NLS) are also applicable here:
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Proposition 6.3.1 (Local well-posedness in H1pRdq). Fix 0 ă σ ă 4{pd ´ 2q`. Given
u0 P H1pRdq, there exist T pu0q ą 0 and a unique maximal solution
u P Cpr0, T pu0qq;H1pRdqq
of (CNLS), which depends continuously on the initial data. If T pu0q ă 8, then one has
the blow-up alternative
lim
tÑT pu0q
}uptq}H1 “ `8.
On the other hand, the presence of a non-real coefficient in the nonlinearity breaks
the Hamiltonian character of the dynamical system. As such, even though one has the
gauge invariance u ÞÑ eiλu, the L2 norm is not conserved: in fact,
1
2
d
dt
}uptq}22 “ ´ sin γ}uptq}σ`2σ`2 ě 0.
Remark 6.3.1. Observe that, if the spatial domain were a bounded set Ω, then
1
2
d
dt
}uptq}22 ě ´ sin γ|Ω|´
σ
2 }uptq}σ`22 .
This implies that, if u0 ı 0,
1
}uptq}σ2
ď 1}u0}σ2
` σ sin γ|Ω|
´σ2 t
2 , t ă T pu0q.
Since the right-hand side is negative for large t (recall that sin γ ă 0), we conclude that
T pu0q ă 8. Thus all nontrivial solutions blow-up in finite time.
The behaviour of solutions over bounded domains strongly indicates that the equa-
tion over Rd should also present blow-up in finite time. By localizing the L2 norm of
u, one may use the ideas for bounded domains and obtain blow-up in finite or infinite
time:
Theorem 6.3.2. Fix σ ă 2d . There exists δ ą 0 such that if u ı 0 is a global H1
solution of (CNLS), then
sup
0ďsďt
}∇upsq}2 ě δ}up0q}
d`2
d
2 t
2´dσ
dσ , t ą 0. (6.3.1)
Moreover,
lim
tÑ8 t
´ 2´dσ
dσ sup
0ďsďt
}∇upsq}2 “ 8. (6.3.2)
Remark 6.3.2. It is currently unknown if blow-up may occur in finite time. Moreover,
one cannot even ensure blow-up of the L2 norm (which would be a natural conjecture,
given Remark 6.3.1)
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Proof of Theorem 6.3.2. Step 1. Finite or infinite time blow-up. We fix a cut-off function
ψpxq “ νθp|x|q, where
θprq “
$’&’%
1 0 ď r ď 1
2´ r 1 ď r ď 2
0 r ě 2
and ν P R is such }ψ}2 “ 1. Given λ ą 0, set
ψλpxq “ ψpλxq.
It follows that
}ψλ}2 “ λ´ d2 and }∇ψλ}8 “ νλ. (6.3.3)
We now localize the mass of u: using the duality H´1 ´H1, apply ψ2λu P H´1pRdq
to (CNLS):
1
2
d
dt
ż
|u|2ψ2λ “ 2 Im
ż
uψλ∇u ¨∇ψλ ´ sin γ
ż
|u|σ`2ψ2λ. (6.3.4)
We define
fλptq “ }uψλ}2, Kt “ }∇u}L8pp0,tq,L2q.
It follows from Hölder’s inequality and (6.3.3) that
fλptqσ`2 ď }ψλ}σ2
ż
|u|σ`2ψ2λ “ λ´
dσ
2
ż
|u|σ`2ψ2λ
and ˇˇˇ
Im
ż
uψλ∇u ¨∇ψλ
ˇˇˇ
ď }∇ψλ}8}ψλu}2}∇u}2 “ νλKtfλptq.
These estimates together with (6.3.4) imply that, for any fixed T ą 0,
f 1λptq ě ´2νλKt ´ sin γλ
dσ
2 fσ`1λ ptq ě ´2νλKT ´ sin γλ
dσ
2 fσ`1λ ptq, t ă T.
If one has
fλp0qσ`1 ě 4p´ sin γq´1λ 2´dσ2 νKT , (6.3.5)
it follows that fλ is increasing on p0, T q and
f 1λptq ě ´ sin γ2 λ
dσ
2 fσ`1λ ptq, t ă T. (6.3.6)
Integrating this inequality,
1
fλptqσ ď
1
fλp0qσ `
σ sin γλ dσ2 t
2 , t ă T.
Since sin γ ă 0 and fλ is a nonnegative quantity, one must have
T ď ´ 2
σ sin γ λ
´ dσ2 fλp0q´σ. (6.3.7)
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Suppose, by contradiction, that KT is bounded for all T ą 0. Since
lim
λÑ0 fλp0q “ limλÑ0 }ψλu0}2 “ }u0}2,
the condition (6.3.5) is verified for any T ą 0, as long as λ is sufficiently small. Hence
(6.3.7) is valid for any T ą 0, which is absurd. Hence KT is unbounded. Since KT is
nondecreasing, we conclude that
lim
TÑ8KT “ 8. (6.3.8)
Step 2. Proof of estimate (6.3.1). Since, by Dominated Convergence, the function
λ ÞÑ fλp0q i continuous and
lim
λÑ0 fλp0q “ }u0}2, limλÑ8 fλp0q “ 0,
there exists λ0 ą 0 such that
fλ0p0q “ 12}u0}2. (6.3.9)
On the other hand, define λpT q so that
fλ0p0qσ`1 “ 4p´ sin γq´1λpT q
2´dσ
2 νKT .
From (6.3.8), if T is large enough,
λpT q ď λ0.
Since fλp0q is a nonincreasing function of λ,
fλpT qp0qσ`1 ě fλ0p0qσ`1 “ 4p´ sin γq´1λpT q
2´dσ
2 νKT ,
which means that (6.3.5) is valid for λpT q. Therefore, by (6.3.7),
T ď 2´σ sin γ λpT q
´ dσ2 fλpT qp0q´σ ď 2´σ sin γλpT q
´ dσ2 fλ0p0q´σ.
Using the definition of λpT q, one has
T
2´dσ
dσ ď 4´ sin γ
´ 2
´σ sin γ fλ0p0q
´σ
¯ 2´dσ
dσ
fλ0p0q´pσ`1qνKT
“ 2 2`dσdσ p´ sin γq´ 2dσ σ´ 2´dσdσ fλ0p0q´
d`2
d νKT .
(6.3.10)
Inequality (6.3.1) now follows from (6.3.10) and (6.3.9).
Step 3. Proof of (6.3.2). Given T ą 0, we define µpT q so that
fµpT qp0qσ`1 “ 4p´ sin γq´1µpT q 2´dσ2 νKT .
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It follows easily from the monotonicity of the mappings
µ ÞÑ fµp0q, T ÞÑ KT
that the mapping T ÞÑ µpT q is nonincreasing. From Step 1, we have
4p´ sin γq´1µpT q 2´dσ2 “ fµpT qp0q
σ`1
KT
ď }u0}
σ`1
2
νKT
Ñ 0, T Ñ8,
and so µpT q Ñ 0 as T Ñ8. As a consequence,
lim
TÑ8µpT q
2´dσ
2 KT “ lim
TÑ8
´ sin γfµpT qp0qσ`1
4ν “
´ sin γ}u0}σ`12
4ν
and so there exists η ą 0 such that
µpT q 2´dσ2 KT ą η 2´dσdσ , T ě 2. (6.3.11)
The definition of µpT q implies that (6.3.5) is true for λ “ µpT q. By (6.3.6),
f 1µpT q ě
´ sin γ
2 µpT q
dσ
2 fσ`1µpT q, 0 ă t ă T.
Integrating the above differential inequality on pT {2, T q and using (6.3.11), we obtain,
for T ě 2,
fµpT qpT {2q´σ ´ fµpT qpT q´σ ě ´ sin γσ4 µpT q
dσ
2 T ě ηK´
dσ
2´dσ
T T.
Since µpT q ď µpT {2q,
fµpT {2qpT {2q´σ ´ fµpT qpT q´σ ě ηK´
dσ
2´dσ
T T, T ě 2. (6.3.12)
One easily observes that
fµpsqpsq ď fµptqpsq ď fµptqptq, s ď t.
Therefore the mapping t ÞÑ fµptqptq´σ is nonincreasing, so it has a limit as t Ñ 8.
Taking the limit T Ñ8 in (6.3.12), we deduce that
lim
TÑ8K
´ dσ2´dσ
T T “ 0
which is equivalent to (6.3.2).
Under some restrictions on γ, one may strengthen Theorem 6.3.2: in fact, using the
next lemma, one can replace sup0ďsďt }∇upsq}2 by }∇uptq}2. Notice that (6.3.13) is
identical to condition (2.2) in [61].
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Lemma 6.3.3. Suppose that γ is such that
´ sin γ ě σ
σ ` 2 . (6.3.13)
Then, for any H1 solution u of (CNLS), the mapping t ÞÑ }∇uptq}2 is nondecreasing.
Proof. Formally, multiplying (CNLS) by ∆u¯, integrating over Rd and taking the imagi-
nary part,
1
2
d
dt
}∇uptq}22 “ ´ Im
´
eiγ
ż
∇p|u|σuq ¨∇u
¯
“ ´ Im
ˆ
eiγ
σ ` 2
2
ż
|u|σ|∇u|2 ` σ2
ż
|u|σ´2u2p∇uq2
˙
“ ´ sin γ σ ` 22
ż
|u|σ|∇u|2 ` σ2 Im e
iγ
ż
|u|σ´2u2p∇uq2
ě
ˆ
´ sin γ σ ` 22 ´
σ
2
˙ż
|u|σ|∇u|2 ě 0.
These computations are valid if u is, for example, an H2 solution. The general case
follows by continuous dependence.
Remark 6.3.3. As it is well-known, in the (NLS) case, one has global well-posedness
and scattering for oscillating data. Since the proof relies only on the properties of the
Schrödinger group and not on the specific coefficient of the nonlinearity, such a result
is also valid in the context of the (CNLS). Thus we see that the exponent σ “ 2{d is
critical in terms of qualitative behaviours. Let us give an heuristic argument for the
criticallity of σ “ 2{d: if one looks for solutions of (CNLS) of the form
upt, xq “ ρptqei |x|
2
4pt`t0q ,
where t0 ą 0 is given, then ρ must satisfy
ρ1 “ ´ d2pt` t0qρ´ ie
iγ |ρ|σρ.
Setting z “ pt` t0q d2 ρ, we get to the equation
z1 “ ´ieiγpt` t0q´ dσ2 |z|σz.
Multiplying the equation by z and taking the real part, one easily gets to
1
σ|zptq|σ “
1
σ|zp0q|σ ` sin γ
ż t
0
ds
ps` t0q dσ2
. (6.3.14)
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If σ ą 2d , then the integral on the right-hand side of (6.3.14) is convergent, and we see
that if |zp0q| is sufficiently small so that
1
σ|zp0q|σ ě ´ sin γ
ż 8
0
ds
ps` t0q dσ2
,
then the solution is global; and if |zp0q| is larger, then the solution blows up in finite
time. On the other hand, if σ ď 2d , then the integral on the right-hand side of (6.3.14) is
divergent. Therefore, for every zp0q, the solution blows up at the finite time T given by
1
σ|zp0q|σ “ ´ sin γ
ż T
0
ds
ps` t0q dσ2
.
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Chapter 7
An abstract evolution problem
with a nonlocal nonlinearity
7.1 Introduction
Let X be a complex Hilbert space (with scalar product x¨, ¨y and norm } ¨ }). If one
defines p¨, ¨q “ Rex¨, ¨y, then X is a real Hilbert space with this scalar product. Let A be
a negative, self-adjoint linear operator on X with dense domain DpAq. It follows that A
is the infinitesimal generator of a contraction semigroup tetAutě0. Since A is self-adjoint,
iA is skew-adjoint and we note by teitAutPR the isometry group generated by iA. Let
´pi2 ă θ, γ ă
pi
2 .
Then eiθA is the generator of the contraction semigroup tSθptqutě0, with
Sθptq “ eit sin θAet cos θA.
Fix σ ą 0. Given any u0 P X, consider the initial value problem"
u1 “ eiθAu` eiγ}u}σu,
up0q “ u0. (7.1.1)
in the equivalent form
uptq “ Sθptqu0 ` eiγ
ż t
0
Sθpt´ sq}upsq}σupsqds (7.1.2)
It is easy to see that this problem is locally well-posed for any u0 P X, giving a unique
maximal solution u P Cpr0, Tmaxpu0qq;Xq. The maximal time of existence Tmaxpu0q for
the corresponding solution u is finite if and only if }uptq} Ñ 8 as tÑ Tmaxpu0q.
The above problem can be seen as an attempt to better understanding the blowup
mechanics related with power nonlinearities, present in equations such as the nonlinear
heat equation and, more generally, the complex Ginzburg-Landau equation. The most
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surprising fact about this evolution problem is that it has an explicit solution. As a
consequence, one is able to determine precisely the set G of initial data for which the
corresponding solution is global and study geometrical properties for this set, such as
convexity and connectedness (see Section 7.2). Using the explicit formula, one can see
that (at least for σ ě 1), the set G is the unit ball for a special norm. In Section 7.3,
assuming that A is invertible, we proceed to study the relationship between the space
defined by this norm and some interpolation spaces that one may construct using X and
DpA´1q. Moreover, we prove local well-posedness for these new spaces (Section 7.4).
Finally, in Section 7.5, we discuss some applications to nonlinear heat equations and
obtain, in an easy way, global well-posedness for small data.
7.2 Explicit solution and blow-up characterization
Definition 7.2.1. For any u P X, if
σ cos γ
ż 8
0
}Sθpsqu}σds ą 1
define T puq as the only solution of the equation
σ cos γ
ż T puq
0
}Sθpsqu}σds “ 1
(the uniqueness follows from the classical result of [48]). Otherwise, set T puq “ 8.
Proposition 7.2.2. For any u0 P X,
uptq “ Sθptqu0”
1´ σ cos γ şt0 }Sθpsqu0}σdsı eiγσ cos γ
, 0 ď t ă T pu0q (7.2.1)
is the unique maximal solution of problem (7.1.1) in the class
Cpr0, T pu0qq, Xq X C1pp0, T pu0qq, DpAqq.
Consequently, the set of initial data u0 P X that give rise to global solutions is precisely
G :“ tu0 P X : Tmaxpu0q “ 8u “
"
u0 P X : σ cos γ
ż 8
0
}Sθptqu0}σdt ď 1
*
.
Proof. It can easily be seen that u P Cpr0, T pu0qq, Xq X C1pp0, T pu0qq, DpAqq. For any
0 ă t ă T pu0q,
u1ptq “ e
iθASθptqu0”
1´ σ cos γ şt0 }Sθpsqu0}σdsı eiγσ cos γ
` eiγ Sθptqu0}Sθptqu0}
σ”
1´ σ cos γ şt0 }Sθpsqu0}σdsı eiγσ cos γ`1
“ eiθAuptq ` eiγ}uptq}σuptq.
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Since up0q “ u0, then uptq is the (only) solution of (7.1.1) over the interval r0, T pu0qq
in the class Cpr0, T pu0qq, Xq X C1pp0, T pu0qq, DpAqq. Moreover, since }uptq} Ñ 8 as
tÑ T pu0q, the blow-up alternative implies that T pu0q “ Tmaxpu0q.
Remark 7.2.1. Since Sθptq “ eit sin θAet cos θA, a change of variables yields
G “
"
u0 P X :
ż 8
0
}etAu0}σ ď cos θ
σ cos γ
*
.
Remark 7.2.2. If the spectrum of A is bounded above by ´m ă 0, thenż 8
0
}etAu0}σdt ď }u0}σ
ż 8
0
e´σmtdt “ 1
σm
}u0}σ.
This means that there exists r ą 0 such that Brp0q Ă G. Also, if the spectrum of A is
bounded below by a constant ´M ă 0,ż 8
0
}etAu0}σdt ě 1
σM
}u0}σ,
and so there exists R ą 0 such that G Ă BRp0q.
Remark 7.2.3. The above result can be also extended for the more general abstract
equation "
u1ptq “ eiθAuptq ` eiγF pt, uquptq,
up0q “ u0.
where F P Cpr0,8q ˆX;Rq satisfies, for a fixed σ ą 0,
F pt, λxq “ |λ|σF pt, xq, @λ P C @pt, xq P r0,8q.
Proposition 7.2.3. Fixed σ ą 0, one has the following:
1. The set G is star-shaped and symmetric;
2. If σ ě 1, G is convex;
3. If σ ă 1, let λ be an eigenvalue of A. Then there exists Mpλq ą 0 such that, if the
diameter of the spectrum of A is larger than Mpλq, then G is not convex.
Proof. The first statement is obvious, since, if u0 P G, ku0 P G, for any k P r´1, 1s. The
second is a direct consequence of the convexity of the map u ÞÑ }u}σ.
We now prove the last assertion. Let φ1, φ2 be two eigenvectors of A, normalized in
X, associated, respectively, with the eigenvalues ´λ1,´λ2 ă 0.
It is easy to see that, for ai “ pλi cos θ{ cos γq1{σ, i “ 1, 2,ż 8
0
}etAaiφi}σdt “ cos θ
σ cos γ , i “ 1, 2,
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so that aiφi P G, i “ 1, 2. We claim that, for any η P p0, 1q, when λ1 is fixed and λ2 is
sufficiently large, one hasż 8
0
}Sθptq pηa1φ1 ` p1´ ηqa2φ2q }σdt ą η
ż 8
0
}Sθptqa1φ1}σdt
` p1´ ηq
ż 8
0
}Sθptqa2φ2}σdt “ cos θ
σ cos γ ,
which proves that G is not convex.
Fix any η P p0, 1q and let
fpx, yq “ `η2x2 ` p1´ ηq2y2˘σ{2 ´ ηxσ ´ p1´ ηqyσ, x, y P R`.
When y{xÑ 0,
fpx, yq
xσ
Ñ ησ ´ η ą 0,
which means that there exists D ą 0 such that
fpx, yq ě η
σ ´ η
2 x
σ ą 0, @ y ď Dx (7.2.2)
One can easily check that, for t ě Tλ2 “ logpa2{Da1qλ2´λ1 ,
Da1e
´λ1t ě a2e´λ2t.
Notice that Tλ2 Ñ 0 as λ2 Ñ8. Then, using (7.2.2), one has´
η2a21e
´2λ1t ` p1´ ηq2a22e´2λ2t
¯σ{2 ´ ηaσ1e´σλ1t ´ p1´ ηqaσ2e´σλ2t ě ησ ´ η2 aσ1e´σλ1t
for any t ą Tλ2 . We conclude thatż 8
0
}Sθptq pηa1φ1 ` p1´ ηqa2φ2q }σdt´ η
ż 8
0
}Sθptqa1φ1}σdt
´ p1´ ηq
ż 8
0
}Sθptqa2φ2}σdt
“
ż 8
0
´
η2a21e
´2λ1t ` p1´ ηq2a22e´2λ2t
¯σ{2 ´ ηaσ1e´σλ1t ´ p1´ ηqaσ2e´σλ2tdt
ą
ż Tλ2
0
´
η2a21e
´2λ1t ` p1´ ηq2a22e´2λ2t
¯σ{2 ´ ηaσ1e´σλ1t ´ p1´ ηqaσ2e´σλ2tdt
`
ż 8
Tλ2
ησ ´ η
2 a
σ
1e
´σλ1tdt ě ´
ż Tλ2
0
ηaσ1e
´σλ1t ` η
σ ´ η
2
e´σλ1Tλ2
σλ1
ą 0
for sufficiently large λ2.
If Ax “ kx for some k ă 0, then the set G is just a ball in X and therefore is convex,
regardless of σ. One may ask if, when the diameter of the spectrum of A is small, the
set G remains convex for any σ ą 0.
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Proposition 7.2.4. Fix σ ą 0. Suppose that X has a basis tφkukPN of eigenvectors
of A and that the first eigenvalue λ1 of ´A is strictly positive. If the diameter of the
spectrum of A is sufficiently small, then G is convex.
Proof. Suppose that the spectrum of A is bounded from below by a constant ´M ă 0.
It follows from Remark 2.2 that there exist constants r,R ą 0 such that Brp0q Ă G Ă
BRp0q. Let x, y P G be such that the segment between them does not intersect Br{2p0q
and consider V “ spantx, yu. If dimV “ 0, 1, then it is clear that the segment between
x and y is in G. Suppose that dimV “ 2 and also that }x} ě }y}. Let x1 P V be an
orthogonal vector to x with norm }x} and define
fpa, bq “
ˆż 8
0
e´σλ1t}ax` bx1}σdt
˙2{σ
, gpa, bq “
ˆż 8
0
}etApax` bx1q}σdt
˙2{σ
, a, b P R
Observe that f is a strictly convex function. Writing x “ řk akφk and x1 “ řk bkφk,
then
gpa, bq “
¨˝ż 8
0
˜ÿ
k
e´2λktpaak ` bbkq2
¸σ{2
dt‚˛2{σ
and
fpa, bq “
¨˝ż 8
0
e´σλkt
˜ÿ
k
paak ` bbkq2
¸σ{2
dt‚˛2{σ
One has ˇˇˇˇ
ˇˇ
˜ÿ
k
paak ` bbkq2e´2λkt
¸σ{2
´ e´σ1λt
˜ÿ
k
paak ` bbkq2
¸σ{2 ˇˇˇˇˇˇ
ď
˜ÿ
k
paak ` bbkq2
¸σ{2 ´
e´σλ1t ´ e´σmaxk λkt
¯
,
which means that
gpa, bq Ñ fpa, bq as max
k
λk ´ λ1 Ñ 0,
uniformly over C “ tpa, bq P R2 : r2{4R2 ď a2 ` b2 ď 4u and on x and y (since
x, y P BRp0q). Also, one easily checks that the same holds true for their first and second
derivatives. Therefore, for maxk λk ´ λ1 ă  sufficiently small, the Hessian matrix of g
is positive definite on C (since it converges to a strictly positive definite matrix - the
Hessian matrix of f - uniformly in that set). Hence g is convex in any convex subset
of C. Recalling that }y} ď }x} and }x1} “ }x}, there exists pa0, b0q P R2 such that
y “ a0x ` b0x1 and a20 ` b20 ď 1. From the hypothesis that the segment between x and
y does not intersect Br{2p0q, it follows that the segment between p1, 0q and pa0, b0q is
inside C. Since g is convex in any convex subset of C, we have
gpηp1, 0q ` p1´ ηqpa0, b0qq ď ηgp1, 0q ` p1´ ηqgpa0, b0q, @η P p0, 1q,
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which implies that the segment between x and y is in G. Since the smallness of  does
not depend on x and y, we obtain that, if maxk λk ´ λ1 ă , then, for all x, y such that
the segment between them does not intersect Br{2p0q, that same segment is in G. Since
Brp0q Ă G, one may easily observe that the segment between any two points x, y P G is
inside G (regardless of whether the segment intersects Br{2p0q).
Remark 7.2.4. The size of the spectrum in the previous result depends on λ1. This is
not unexpected, since, in Proposition 7.2.3, M also depended on a fixed eigenvalue of A
(which we might take as λ1).
7.3 The functional space defined by the blow-up norm
Throughout this section, we shall suppose that, for some δ ą 0,
p´Au, uq ě δ}u}2.
This implies that A is invertible. Moreover, we assume that X has a basis tφkukPN of
eigenvectors of A. Let tλkukPN be the corresponding set of eigenvalues. Thus one may
define the spaces DpA´1{βq, for any β ě 1, as the space of formal linear combinations
u “ řką0 akφk such that
}u}2DpA´1{βq :“
ÿ
ką0
a2k
λ
2{β
k
ă 8.
The fact that the set G is the unit ball for a specific norm is quite interesting. One
may wonder if this norm is equivalent to some other already known norm. More precisely,
if one defines, for any σ ě 1 and u0 P DpAq,
}u0} 9Eσ “
ˆż 8
0
}etAu0}σdt
˙1{σ
and take the completion of DpAq for this norm,
9Eσ :“ DpAq}¨} 9Eσ ,
does this space coincide with an interpolation space of X and DpA´1q? Since any
interpolation space will lie in DpA´1q, one should consider the restricted space
Eσ “ DpA´1q X 9Eσ.
Remark 7.3.1. If the spectrum of A is bounded, then, by Remark 7.2.2, Eσ “ X, for
all σ ě 1. Therefore, we shall suppose that the spectrum of A is unbounded throughout
this section.
Lemma 7.3.1. If σ ą β ě 1, then X ãÑ Eσ ãÑ Eβ. Moreover, E1 » DpA´1q.
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Proof. The injection X ãÑ Eσ is a direct consequence of the exponential decay of the
semigroup. Fix u P DpAq. Recall the decay estimate of the semigroup tetAutě0,
}etAu} ď p1{?2tq}u}DpA´1q.
Then, given u P X,
}u}β9Eβ À
ż }u}DpA´1q?
2
0
}etAu}βdt`
ż 8
}u}
DpA´1q?
2
}etAu}βdt
À }u}
σ´β
σ
DpA´1q
¨˝ż }u}DpA´1q?
2
0
}etAu}σdt‚˛
β
σ
`
ż 8
}u}
DpA´1q?
2
}etAu}σdt
À }u}DpA´1q ` }u}σ9Eσ .
Hence, given any λ ą 0,
}λu}β9Eβ À }λu}DpA´1q ` }λu}
σ
9Eσ
, i.e., }u}β9Eβ À λ
1´β}u}DpA´1q ` λσ´β}u}σ9Eσ .
When β “ 1, the limit λ Ñ 0 gives DpA´1q ãÑ 9E1 and so E1 » DpA´1q. When β ą 1,
the optimization in λ gives
}u} 9Eβ À }u}
σ´β
βpσ´1q
DpA´1q}u}
σpβ´1q
βpσ´1q
9Eσ
À }u}Eσ .
Since the complex interpolation of X and DpA´1q is DpA´1{βq, let us compute the
norm of each eigenvector φk in Eσ and DpA´1{βq:
}φk}Eσ “
ˆż 8
0
e´σλktdt
˙1{σ
“ 1pσλkq1{σ , }φk}DpA´1{βq “
1
λ
1{β
k
.
It becomes clear that, if σ ą β, DpA´1{βq ­ãÑ Eσ and, if σ ă β, Eσ ­ãÑ DpA´1{βq. Thus
the only possibility for an identification is to consider β “ σ. A simple calculation proves
that, for σ “ 2, the spaces are, in fact, identical: since uptq “ Sptqu0 satisfies ut “ Au,
then taking the scalar product in DpA´1{2q with u, one obtains
1
2
d
dt
}u}2DpA´1{2q “ ´}u}2.
Integrating in p0,8q gives the equality }u0}DpA´1{2q “
?
2}u0}E2 .
Considering the above, one may hope that, for any σ, DpA´1{σq » Eσ. However, we
have the following result:
Proposition 7.3.2. Fixed σ ě 1,
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1. If σ ě 2, DpA´1{σq ãÑ Eσ;
2. If σ ď 2, Eσ ãÑ DpA´1{σq;
3. For any β ą σ, DpA´1{βq ãÑ Eσ;
4. If σ ą 2 is even, Eσ fi DpA´1{σq.
Remark 7.3.2. The hypothesis in the last statement is needed for technical reasons.
We conjecture that Eσ fi DpA´1{σq, at least for σ ą 2.
Proof. We begin with the first two statements. Fix u0 P DpAq and write u0 “ ř akφk.
Then
}u0}σ9Eσ “
ż 8
0
˜ÿ
kě1
a2ke
´2λkt
¸σ{2
dt and }u0}σDpA´1{σq «
˜ÿ
kě1
a2k
λ
2{σ
k
¸σ{2
Define bk “ a2k{λ2{σk and suppose, without loss of generality, that
ř
bk “ 1. If σ ě 2, the
real function x ÞÑ xσ{2 is convex, and so
}u0}σ9Eσ “
ż 8
0
˜ÿ
kě1
bkλ
2{σ
k e
´2λkt
¸σ{2
dt ď
ÿ
kě1
bk
ż 8
0
λke
´σλktdt “ 1
σ
ÿ
kě1
bk
ď 1
σ
}u0}σDpA´1{σq.
If σ ď 2, then the function x ÞÑ xσ{2 is concave and the inequality is reversed. The
result follows by density.
The third assertion is a consequence of the decay properties of the semigroup. Since,
for any u0 P DpAq, }etAu0} ď e´δt}u0} and }etAu0} ď p1{
?
2tq}u0}DpA´1q, by interpola-
tion, one has }etAu0} ď p1{
?
2tq1{β}u0}DpA´1{βq, for all β ě 1. Then, since β ą σ,
}u0}σ9Eσ “
ż 8
0
}etAu0}σ ď
ż 1
0
1
p?2tqσ{β }u0}
σ
DpA´1{βq `
ż 8
1
e´δpt´1q}u0}σDpA´1{βq
ďC}u0}σDpA´1{βq.
We now prove the last statement, only in the case σ “ 4, by building a suitable
counterexample. Choose a sequence tλmumPN of eigenvalues of A such that, for any
m ě 1,
m´1ÿ
j“1
λ
1{2
m λ
1{2
j
λm ` λj ă 1.
Let ψm be a normalized eigenvector with eigenvalue λm and define uN “ řNm“1 λ1{4m ψm.
Then }uN}4
DpA´1{4q “ N2 and
}uN}49E4 “
ż 8
0
˜
Nÿ
m“1
λ1{2m e´2λmt
¸2
dt “
Nÿ
m“1
Nÿ
j“1
λ
1{2
m λ
1{2
j
2pλm ` λjq
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“ N4 `
Nÿ
m“1
m´1ÿ
j“1
λ
1{2
m λ
1{2
j
λm ` λj ď
5N
4 .
If there exists an universal constant C such that }uN}DpA´1{4q ď C}uN}E4 , then N2 ď
5C4N
4 , for all N P N, which is absurd.
Remark 7.3.3. It is natural to define
E8 “
#
u0 P DpA´1q : sup
tPp0,8q
}etAu0}σ ă 8
+
.
It is obvious that E8 “ X. Since DpA´1{σq is a complex interpolation space between X
and DpA´1q, one concludes that, in general, Eσ is not the complex interpolation between
E8 and E2.
Another way of interpolating function spaces in the real interpolation method (see
[7]): given two Banach spaces A0 and A1 for which the sum and the intersection is
well-defined, set
}u}pA0,A1qθ,q “
ˆż 8
0
t´θ
ˆ
inf
u“u0`u1t}u0}A0 ` t}u1}A1u
˙q dt
t
˙ 1
q
, u P A0 `A1
and define
pA0, A1qθ,q “
!
u P A0 `A1 : }u}pA0,A1qθ,q ă 8
)
Proposition 7.3.3. Given 1 ă σ ă 8, we have
Eσ » pDpA´1q, Xq1´ 1
σ
,σ “ pE1, E8q1´ 1
σ
,σ.
Proof. From [10, Theorem 3.5.3], we have
}f}pDpAq,Xq1´ 1σ ,σ – }f} `
ˆż 8
0
}SptqAf}σ
˙ 1
σ “ }Af}Eσ .
Since A : DpAq Ñ X and A : X Ñ DpA´1q are isomorphisms, for u “ Af , one has
}u}Eσ – }f}pDpAq,Xq1´ 1σ ,σ – }u}pX,DpA´1qq1´ 1σ ,σ
7.4 Local well-posedness in Eσ
In this section, we prove that the initial value problem (7.1.1) is locally well-posed for
u P Eσ. We make the same assumptions as in the previous section, that is, A is invertible
and X admits a basis of eigenvectors of A.
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Remark 7.4.1. The semigroup tSθptqutě0 is defined only on X. Given u P DpA´1q, we
define
Sθptqu “ Sθptq
˜ÿ
ką0
akφk
¸
“
ÿ
ką0
ake
´eiθλktφk, t ě 0.
Lemma 7.4.1. For any f P L1pp0, T q, Eσq, define F rf sptq “
şt
0 Sθpt ´ sqfpsqds. Then
F rf s P L8pp0, T q, Eσq X Lσpp0, T q, E8q and one has the estimates
}F rf s}L8pp0,T q,Eσq À }f}L1pp0,T q,Eσq (7.4.1)
and
}F rf s}Lσpp0,T q,E8q À }f}L1pp0,T q,Eσq. (7.4.2)
Proof. Since
}Sθpt´ sqfpsq}σ9Eσ “
ż 8
0
}Sθpτ ` t´ sqfpsq}σdτ “ 1cos θ
ż 8
pt´sq cos θ
}eτ∆fpsq}σdτ
ď 1cos θ }fpsq}
σ
9Eσ
,
we have
}F rf s}L8pp0,T q, 9Eσq À sup
tPr0,T s
ż t
0
}Sθpt´ sqfpsq} 9Eσds À }f}L1pp0,T q,Eσq.
Moreover,
}F rf s}L8pp0,T q,DpA´1qq À sup
tPr0,T s
ż t
0
}Sθpt´ sqfpsq}DpA´1qds À }f}L1pp0,T q,DpA´1qq.
This proves the first inequality. For the second, recall that E8 “ X. Then, for any
φ P Lσ1p0, T q,ż T
0
››››ż t
0
Sθpt´ sqfpsqds
››››φptqdt À ż T
0
ż t
0
}Sθpt´ sqfpsq}ds|φptq|dt
À
ż T
0
ż T
s
}Sθpt´ sqfpsq}|φptq|dtds
À
ż T
0
ˆż T
s
}Sθpt´ sqfpsq}σdt
˙ 1
σ
ˆż T
s
|φptq|σ1dt
˙ 1
σ1
ds
À
ż T
0
ˆż T´s
0
}Sθptqfpsq}σdt
˙ 1
σ
ds}φ}Lσ1 p0,T q À }f}L1pp0,T q,Eσq}φ}Lσ1 p0,T q.
Therefore, by duality,
}F rf s}Lσpp0,T q,E8q À }f}L1pp0,T q,Eσq.
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Proposition 7.4.2. For any u0 P Eσ, define T “ T pu0q as in definition 7.2.1 and let
u P Cpr0, T q, EσqXLσpr0, T q, E8q be defined by (7.2.1). Then u is the unique (maximal)
solution of (7.1.2) in this class.
Remark 7.4.2. For any σ ě 1 and u0 P Eσ, the formula (7.2.1) clearly defines a solution
of (7.1.2) in the class Cpr0, T q, EσqXC1pp0, T q, E8q. From the regularization properties
of the semigroup, if two solutions coincide at t0 ą 0, they are equal for any t ą t0. This
does not guarantee a priori that the uniqueness of solution for t ě 0, which is the fact
one must prove.
Proof. Let u0 P Eσ and let u, v be two solutions of (7.1.2) with initial data u0 in the class
Cpr0, T q, Eσq X Lσpr0, T q, E8q. If one proves uniqueness for small T , the regularization
property of the semigroup will prove uniqueness for any T ą 0. Therefore, given  ą 0,
we suppose that T is small enough so that
}u}L8pp0,T q,Eσq, }v}L8pp0,T q,Eσq ď 2}u0}Eσ , }u}Lσpp0,T q,E8q, }v}Lσpp0,T q,E8q ď .
Then
}}u}σu´ }v}σv}L1pp0,T q,Eσq À
ż T
0
}u}σ}u´ v}Eσ ` }v}Eσ |}u}σ ´ }v}σ|
À}u´ v}L8pp0,T q,Eσq ` }u0}Eσ
ż T
0
|}u}σ ´ }v}σ|
À}u´ v}L8pp0,T q,Eσq ` }u0}Eσ
ż T
0
`}u}σ´1 ` }v}σ´1˘ }u´ v}
Using Hölder’s inequality and Young’s inequality,
}}u}σu´ }v}σv}L1pp0,T q,Eσq À}u´ v}L8pp0,T q,Eσq
`}u0}Eσ
ˆż T
0
}u}σ ` }v}σ
˙
}u´ v}Lσpp0,T q,E8q
À}u´ v}L8pp0,T q,Eσq ` }u0}E2}u´ v}Lσpp0,T q,E8q.
On the other hand, by (7.4.1) and (7.4.2),
}u´ v}L8pp0,T q,Eσq ` }u´ v}Lσpp0,T q,E8q À }}u}σu´ }v}σv}L1pp0,T q,Eσq
À  `}u´ v}L8pp0,T q,Eσq ` }u´ v}Lσpp0,T q,E8q˘ ,
Therefore, for small , one obtains u “ v in L8pp0, T q, E2q X L2pp0, T q, E8q, which
concludes the proof.
7.5 Application to nonlinear heat equations
In this brief section, we show how the abstract evolution problem (7.1.1) gives some
information on the solutions of some nonlinear heat equations. We explain the general
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idea: suppose that u : r0, T s ˆ Ω Ñ R is a smooth solution of an evolution problem of
the form "
ut ´∆u “ Npuqu
up0q “ u0, u
ˇˇ
BΩ “ 0.
, (7.5.1)
where Npuq can either be local (i.e., Npuqpxq “ Npupxqq) or a nonlocal operator. In
any case, we suppose that, for some σ ą 0,
0 ď Npuqpxq ď }u}σ, x P Ω, u ě 0. (7.5.2)
The idea is to bound solutions of (7.5.1) using solutions of (7.1.1). In this way, one may
obtain directly global existence results for small data. To that end, we must also assume
that
}u} ă }u` w}, u, w ě 0, w ı 0. (7.5.3)
Lemma 7.5.1. Let u ě 0 be a smooth solution of (7.5.1) with initial data u0. Let v be
the solution of
vt ´∆v “ }v}σv, vp0q “ u0.
Then u ď v for as long as both exist.
Proof. Take w0 ě 0, w0 ı 0 and consider, for any  ą 0, w “ Sptqw0. Let v be the
solution of
vt ´∆v “ }v}σv, vp0q “ u0 ` w0.
Since }u0} ă }v0}, there exists a maximal interval r0, t0s such that
}uptq} ď }vptq}, 0 ă t ď t0.
One has
pu´ v ` wqt ´∆pu´ v ` wq “ Npuqu´ }v}σv.
Multiplying this equation by pu´ v ` wq` and integrating in Ω,
1
2
d
dt
ż
|pu´ v ` wq`|2 ď
ż
pNpuq ´ }v}σqupu´ v ` wq`
` }v}σ
ż
pu´ vqpu´ v ` wq` ď }v}σ
ż
|pu´ v ` wq`|2,
where we used (7.5.2). Since pu0 ´ v0 ` w0q` ” 0, we conclude that u ď v ´ w on
r0, t0s. From (7.5.3), }u} ă }u ` w} ď }v} on r0, t0s, and so t0 is the maximal time of
existence of both u and v. The result follows by taking Ñ 0.
Corollary 7.5.2. ([76]) Fix Ω an open bounded subset of RN . Let u P Cpr0, T q, L8pΩqq
be a maximal weak solution of
ut ´∆u “ |u|σu, up0q “ u0 ě 0, u
ˇˇ
BΩ “ 0. (7.5.4)
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Then, if for some T0 ą 0, ż T0
0
}et∆u0}σ8dt ď 1σ ,
then T ą T0. In particular, if ż 8
0
}et∆u0}σ8dt ď 1σ ,
then u is globally defined.
Proof. We take X “ L8pΩq (observe that Proposition 7.2.2 is still applicable when X is
simply a Banach space and A is a m-dissipative operator). Applying Lemma 7.5.1, u is
bounded by the solution v of (7.1.1) with initial data u0. Since v is defined up to time
T0 (cf. Proposition 7.2.2), the blow-up alternative for u implies T ą T0.
Remark 7.5.1. The previous corollary is a sufficient condition for existence of solutions
on r0, T s. A necessary condition is given in [77]: if the solution of (7.5.4) is defined up
to time T , then
sup
tPr0,T s
t}et∆u0}σ8 ď 1σ .
It is interesting that the limiting constant is the same in both conditions. The gap
between the two conditions comes from the inequality
sup
tPr0,T s
t}et∆u0}σ8 ď
ż T
0
}et∆u0}σ8dt.
Corollary 7.5.3. Fix ρ P L2wpRN q positive, that is,
}ρ}2L2w :“ suptą0 t
2|tρ ą tu| ă 8, ρ ě 0.
Let u P Cpr0, T q, L2pRN qq be a maximal weak solution of
ut ´∆u “ pρ ˚ uqσu, up0q “ u0 ě 0.
Then, if ż 8
0
}et∆u0}σ2dt À 1σ ,
then T “ 8.
Proof. One simply takesX “ L2pRN q and applies lemma 7.5.1, noticing that, by Young’s
inequality,
}ρ ˚ u}8 À }ρ}L2w}u}2.
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Part III
New results for the nonlinear
Schrödinger equation
131

Chapter 8
Spatial plane waves and the
nonlinear Schrödinger equation
This chapter is devoted to the theory of plane waves and its implications on dynamics of
the nonlinear Schrödinger equation. Even though our interest is focused on the (NLS),
the ideas and arguments of this section should be applicable to other evolution problems,
such as the wave equation, the heat equation, the Zakharov-Kuznetzov equation, and so
on.
Let us briefly recall what has been done in Section 5.4: in the context of the hyper-
bolic nonlinear Schrödinger equation
iut ` uxx ´∆yu` λ|u|σu “ 0, u : r0, T q ˆ Rd Ñ C,
one may look for spatial plane waves in Rd, d ě 2, that is,
upt, x, y, zq “ fpt, x´ cy, zq.
We say that f is the profile and c is the speed of the wave. These solutions satisfy a
nonlinear Schrödinger equation in dimension one, and so their behaviour can be well-
understood. Evidently, these solutions are not integrable in R2. However, assuming that
fpt, ¨q P HspRd´1q, 2s ą d´ 1, it is clear that they are L8 solutions.
We then considered the space of spatial plane waves in R2
Xc “
 
u P L1locpR2q : Df P H2pRq : upx, yq “ fpx´ cyq a.e.
(
and looked for a local well-posedness result over
E “ H1pR2q ‘Xc.
Due to the lack of decay of elements in Xc, the sum is indeed a direct sum. Then the
initial value problem for u0 “ v0 ` φ0 P E was proven to be equivalent to the initial
value problem for the system$’’&’’%
ivt ` vxx ´ vyy ` λ|v ` φ|σpv ` φq ´ λ|φ|σφ “ 0, φpt, x, yq “ fpt, x´ cyq
vp0q “ v0
ift ` p1´ c2qfzz ` λ|f |σf “ 0
fp0q “ f0
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where f0 is the profile of φ0. Since the second equation is independent of v, one could
solve it and introduce the solution onto the first equation. Thus, to prove local well-
posedness on E, it sufficed to show an H1 local well-posedness result for the first equa-
tion. This was achieved by making the crucial observation that the nonlinear terms lie
in H´1 (even though they involve φ, which is only in L8).
With such a local well-posedness result, we considered the following situation: take
a spatial plane wave φ with initial data φ0, and assume that φ is globally defined. If one
introduces an H1 perturbation on the initial data, φ0 ` v0, the corresponding solution
is given by u “ φ` v (since φ only depends on the plane wave part of the initial data).
Then a natural question is the following:
Stability problem: if  is sufficiently small, does u stay close to φ?
This question corresponds to a global existence result for v that ensures that v stays
small for all times. Results of such nature are indeed valid for (NLS) in H1 for large σ
(see [15], [39], [40], [43], [59]). Looking at the equation for v, two types of problems may
arise: the presence of lower order terms in v and the lack of integrability of φ. Despite
these difficulties, we proved the result for any σ ě 4 even.
In light of these results, we make two observations:
• This framework can be applied to other equations, such as the (NLS): the proofs
rely solely on generic properties of the semigroup;
• This process can be iterated: instead of having a single plane wave with speed c,
one could have a collection of plane waves, each one with a distinct speed.
This chapter is devoted to the development of these ideas in the context of the
nonlinear Schrödinger equation in R2
iut `∆u` λ|u|σu “ 0. (NLS)
Before we enter into the technicalities of the proofs, we give a brief summary of the
contents of this chapter.
Take a sequence of wave speeds
¯
c “ tcnunPN, with ci ‰ cj , i ‰ j, and consider the
space
X
¯
c “
!
φ P L1locpR2q : φpx, yq “
ÿ
ně1
fnpx´ cnyq, pp1` c2nqfnqnPN P l1pH2pRqq
)
.
endowed with the induced norm (which, as we will check, is well-defined). As before, we
look for a local well-posedness result for the (NLS) in
E
¯
c “ H1pR2q ‘X
¯
c,
which turns out to be equivalent to a local well-posedness result for the infinite system"
ivt `∆v ` λ|v ` φ|σpv ` φq ´řně1 λ|φn|σφn “ 0, φnpt, x, yq “ fnpt, x´ cnyq
ippfnqt ` p1` c2nqpfnqzz ` λ|fn|σfn “ 0, n P N
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The equations for the profiles fn are solved using the H2pRq local well-posedness result
(here, one must be careful to ensure that all profiles exist up to some time T ą 0).
Once again, it remains to prove that one may solve the equation for v in H1pR2q,
which amounts to check that the nonlinear terms are in H´1pR2q. Under the additional
hypothesis σ ě 1, this can be shown to be true: heuristically, if one develops the nonlinear
terms, one obtains some terms with v, which are well-behaved, and some products of
diferent φn’s. Remarkably, these terms lie in L2pR2q: take, for example, φjφk, j ‰ k.
Thenˆż
R2
|φjpx, yq|2|φkpx, yq|2dxdy
˙1{2
“
ˆż
R2
|fjpx´ cjyq|2|fkpx´ ckyq|2dxdy
˙1{2
“ 1|cj ´ ck|1{2
ˆż
R2
|fjpwq|2|fkpzq|2dwdz
˙1{2
ď 1|cj ´ ck|1{2 }fj}L2}fk}L2 . (8.0.1)
However, since one has an infinite sum of such terms, one must be able to controlÿ
j‰k
1
|cj ´ ck|1{2 }fj}L2}fk}L2 .
The above quantity turns out to be preserved by the flow of the infinite system, since one
has conservation of the L2 norm of each fn, and therefore it can controlled by the initial
data. For similar but more technical reasons, we shall also need to control products of
the form φj∇φk, j ‰ k:ˆż
R2
|φj |2|∇φk|2
˙1{2
ď p1` c
2
kq1{2
|cj ´ ck|1{2 }fj}L2}Bzfk}L2 .
Hence we shall restrict ourselves to A
¯
c “ H1pR2q ‘ Y
¯
c, where
Y
¯
c “
#
φ P X
¯
c :
ÿ
j‰k
}fj}L2}fk}L2
|cj ´ ck|1{2 ă 8,
ÿ
j‰k
p1` c2kq1{2
|cj ´ ck|1{2 }fj}L2}Bzfk}L2 ă 8
+
.
One finally concludes that it is possible to solve the equation for v and arrives to the
local well-posedness result over A
¯
c. The stability property is again true for any σ ě 4
even, under the additional hypothesis that the initial profiles of the plane waves are
small enough (recall, however, that the plane wave still has infinite mass and energy).
The smallness condition appears naturally because of the interference between waves
with different speeds. These results are stated precisely and shown in Section 8.1.
In the remainder of the chapter, we replace the infinite sum of plane waves with an
integration over a continuum of wave speeds. That is, we consider
X “
"
φ P L1locpR2q : φpx, yq “
ż
R
fpx´ cy, cqdc, f P L1cpR;H1z pRqq X L8c pR, L2zpRqq
*
,
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endowed with the norm }φ} “ }f}L1cpH1z q ` }f}L8c pL2zq. One can actually define an inte-
gral transform, the plane wave transform, mapping functions in two speed variables to
functions in two physical variables
pTfqpx, yq “
ż
fpx´ cy, cqdc.
As we shall see, the properties of the continuous case differ from those of the numer-
able case. On a first step, the focus must be directed to understand how the plane wave
transform works (see Section 8.2). Among other properties, we highlight the following:
• Tf P LppR2q, p ě 2 under suitable conditions on f ;
• Tf R L2pR2q if f P C0pR2q is positive;
• The convolution of two functions, the Fourier transform and the Laplace transform
may be obtained using the plane wave transform transform;
• Several classical linear equations, such as the heat equation, the Schrödinger equa-
tion and the wave equation, may be solved by means of this transform.
One should regard the theory of plane waves in analogy to the Fourier series and
transform: one starts with a simple periodic function with a given frequency, superposes
a numerable family of functions with different frequencies to arrive to the Fourier series
and passes to the continuous case to obtain the Fourier transform, where one also has
the concepts of physical and frequency variables.
Evidently, our construction is not the same as the Fourier one and many properties
will differ. One aspect is that, while the Fourier construction makes all sense in one vari-
able (and its multidimensional version is simply the application of the one-dimensional
case to each variable), the plane wave construction needs (at least) a two-dimensional
setting. In another perspective, the Fourier transform is based on the solutions of the
ODE
u2pxq ` k2upxq “ 0,
while the plane wave theory is based on solutions of the transport equation
uypx, yq ` cuxpx, yq “ 0.
With this new transform in hand, we try to obtain some results in the spirit of
the numerable case. That is, look for local well-posedness and stability results in E “
H1pR2q ` X (this sum is not a direct sum). This is done in Section 8.4. The main
difference is that now the (NLS) may be decoupled into$’’&’’%
ivt ` vxx ` vyy ` λ|v ` φ|σpv ` φq “ 0
vp0q “ v0
iφt ` φxx ` φyy “ 0
φp0q “ φ0
.
136
Surprisingly, when one passes to the continuous case, there exists a decoupling such that
the equation for the plane wave component is linear. The existence of solution for this
system is trivial. However, since E is not a direct sum, one cannot prove the equivalence
of (NLS) and this system directly: it is not clear that different decompositions of an
initial data u0 “ v0 ` φ0 “ v1 ` φ1 P E do not give rise to different solutions. This
problematic can be solved by proving directly a uniqueness result over E and so one is
able to prove a local well-posedness result over E.
Regarding the stability property, the proof of the numerable case is easily extendible
to the continuous case: for σ ě 4 even and if the profile f is small in some suitable
norms, then the stability of the plane wave component was valid. Notice that, since the
plane wave component can lie also in H1pR2q, one may construct H1 global solutions
with arbitrarily large norms. This observation shows that the theory of spatial plane
waves, apart from its intrinsic interest, can also provide some new results for the classical
H1 theory for the (NLS).
8.1 The numerable case
Let us recall the numerable construction. Fix a sequence of wave speeds
¯
c “ tcnunPN,
with ci ‰ cj , i ‰ j. Define the spaces
X
¯
c “
!
φ P L1locpR2q : φpx, yq “
ÿ
ně1
fnpx´ cnyq, pp1` c2nqfnqnPN P l1pH2pRqq,
)
and
Z
¯
c “
#
φ P L1locpR2q : φpx, yq “
ÿ
ně1
fnpx´ cnyq, pfnqnPN P l1pL2pRqq
+
.
Lemma 8.1.1. If
¯
f P l1pL2pRqq is such that
φpx, yq “
ÿ
ně1
fnpx´ cnyq “ 0, x, y P R2,
then
¯
f ” 0.
Proof. Fix k P N, h P R and define
φhpxq “ φpx` ckh, hq “ fkpxq `
ÿ
ně1,n‰k
fnpx` pck ´ cnqhq.
Arguing by contradiction, suppose that there exists an open interval sa, br such that
}fk}L2psa,brq “ δ ą 0.
Since
¯
f P l1pL2pRqq, there exists n0 P N such thatÿ
něn0
}fn}L2 ă δ{2.
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On the other hand, for h large enough, one has
n0ÿ
n“1,n‰k
}fnp¨ ` pck ´ cnqhq}L2psa,brq ă δ{2.
Hence
δ “ }fk}L2psa,brq ď
ÿ
ně1,n‰k
}fnp¨ ` pck ´ cnqhq}L2psa,brq ă δ,
which is impossible.
Since each element of X
¯
c and Z
¯
c may be represented in a unique way, we define the
norms of these spaces as the norm induced by the profile space:
}φ}X
¯
c :“
ÿ
ně1
}p1` c2nqfn}H2 , }φ}Z
¯
c :“
ÿ
ně1
}fn}L2 .
Lemma 8.1.2. Consider H´1pR2q and Z
¯
c as subspaces of D1pR2q. Then H´1pR2qXZ
¯
c “
t0u.
Proof. Suppose that
¯
f P l1pL2pRqq is such that the function φ defined by
φpx, yq “
ÿ
ně1
fnpx´ cnyq
is in H´1pR2q. Fix k P N and define
φhpx, yq “ φpx` ckh, y ` hq “ fkpx´ ckyq `
ÿ
ně1,n‰k
fnpx´ cny ` pck ´ cnqhq.
Given ψ P C80 pR2q, it is easy to check (see Lemma 5.4.1) that, since φ P H´1pR2q,
xφh, ψyH´1ˆH1 Ñ 0, hÑ8.
Through a similar argument to that of the previous proof, one may check that, when
hÑ8, ż ˜
fkpx´ ckyq `
ÿ
ně1,n‰k
fnpx´ cny ` pck ´ cnqhq
¸
ψpx, yqdxdy
Ñ
ż
fkpx´ ckyqψpx, yqdxdy.
Hence one has necessarilyż
fkpx´ ckyqψpx, yqdxdy “ 0,@ψ P C80 pR2q
and so fk ” 0. Since k P N is arbitrary, one concludes that φ ” 0.
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Define the following subspaces of D1pR2q:
E
¯
c “ H1pR2q ‘X
¯
c, E
1
¯
c “ H´1pR2q ‘ Z¯c. (8.1.1)
Notice that it follows from the previous lemma that these sums are indeed direct sums.
Moreover, consider A
¯
c “ H1pR2q ‘ Y
¯
c, where
Y
¯
c “
#
φ P X
¯
c :
ÿ
j‰k
}fj}L2}fk}L2
|cj ´ ck|1{2 ă 8,
ÿ
j‰k
p1` c2kq1{2
|cj ´ ck|1{2 }fj}L2}Bzfk}L2 ă 8
+
.
Lemma 8.1.3. Fix σ ě 1. Take v P H1pR2q and φ P Y
¯
c. Writing
φpx, yq “
ÿ
ně1
fnpx´ cnyq,
define φnpx, yq “ fnpx´ cnyq and
g “
ÿ
ně1
|φn|σφn
Then g P Z
¯
c, |v ` φ|σpv ` φq ´ g P Lσ`2σ`1 ` L2 and
}|v ` φ|σpv ` φq ´ g}
L
σ`2
σ`1`L2
À }v}σ`1H1 ` }v}H1}φ}σX
¯
c
` }φ}σ´1X
¯
c
ÿ
j‰k
}fj}L2}fk}L2
|cj ´ ck|1{2 .
Furthermore, if ∇v P Lσ`2, ∇p|v ` φ|σpv ` φq ´ gq P Lσ`2σ`1 ` L2 and
}∇p|v ` φ|σpv ` φq ´ gq}
L
σ`2
σ`1`L2
À }v}σLσ`2}∇v}Lσ`2 ` }v}σH1}φ}X
¯
c ` }v}H1}φ}σX
¯
c
` }φ}σ´1X
¯
c
ÿ
j‰k
p1` c2kq1{2
|cj ´ ck|1{2 }fj}L2}∇fk}L2 .
Proof. Since, for any k P N,
}φk}L8 ď
ÿ
ně1
}φn}L8 ď
ÿ
ně1
}fn}L8 ď }φ}X
¯
c , (8.1.2)
one has
}g}Z
¯
c ď
ˆ
sup
k
}φk}σ8
˙›››››ÿ
ně1
|φn|
›››››
Z
¯
c
ď }φ}σX
¯
c
›››››ÿ
ně1
|φn|
›››››
Z
¯
c
À }φ}σ`1X
¯
c
and so g P Z
¯
c. For the second part of the result, recall the classical estimates
||a|σa´ |b|σb| ď pσ ` 1qp|a|σ ` |b|σq|a´ b|, a, b P C
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and
||a` b|σpa` bq ´ |a|σa´ |b|σb| À |a|σ|b| ` |b|σ|a|, a, b P C.
Applying the triangular inequality N ` 1 times,ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇv ` ÿ
kě1
φk
ˇˇˇˇ
ˇ
σ ˜
v `
ÿ
kě1
φk
¸
´ g
ˇˇˇˇ
ˇ ď
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇv ` ÿ
kě1
φk
ˇˇˇˇ
ˇ
σ ˜
v `
ÿ
kě1
φk
¸
´
ˇˇˇˇ
ˇÿ
kě1
φk
ˇˇˇˇ
ˇ
σ ˜ÿ
kě1
φk
¸ˇˇˇˇ
ˇ
`
Nÿ
j“1
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇÿ
kěj
φk
ˇˇˇˇ
ˇ
σ ˜ÿ
kěj
φk
¸
´
ˇˇˇˇ
ˇ ÿ
kěj`1
φk
ˇˇˇˇ
ˇ
σ ˜ ÿ
kěj`1
φk
¸
´ |φj |σφj
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ ÿ
kěN`1
φk
ˇˇˇˇ
ˇ
σ ˜ ÿ
kěN`1
φk
¸
´
ÿ
kěN`1
|φk|σφk
ˇˇˇˇ
ˇ
From (8.1.2), the limit of the last term as N Ñ8 is 0. Henceˇˇˇˇ
ˇ
ˇˇˇˇ
ˇv ` ÿ
kě1
φk
ˇˇˇˇ
ˇ
σ ˜
v `
ÿ
kě1
φk
¸
´ g
ˇˇˇˇ
ˇ ď
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇv ` ÿ
kě1
φk
ˇˇˇˇ
ˇ
σ ˜
v `
ÿ
kě1
φk
¸
´
ˇˇˇˇ
ˇÿ
kě1
φk
ˇˇˇˇ
ˇ
σ ˜ÿ
kě1
φk
¸ˇˇˇˇ
ˇ
`
ÿ
jě1
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇÿ
kěj
φk
ˇˇˇˇ
ˇ
σ ˜ÿ
kěj
φk
¸
´
ˇˇˇˇ
ˇ ÿ
kěj`1
φk
ˇˇˇˇ
ˇ
σ ˜ ÿ
kěj`1
φk
¸
´ |φj |σφj
ˇˇˇˇ
ˇ
À
˜
|v|σ `
ˇˇˇˇ
ˇÿ
kě1
φk
ˇˇˇˇ
ˇ
σ¸
|v| `
ÿ
jě1
˜ˇˇˇˇ
ˇ ÿ
kěj`1
φk
ˇˇˇˇ
ˇ
σ
|φj | `
ˇˇˇˇ
ˇ ÿ
kěj`1
φk
ˇˇˇˇ
ˇ |φj |σ
¸
À|v|σ`1 `
ÿ
kě1
}φk}σL8 |v| `
ÿ
jě1
ÿ
kěj`1
`}φk}σ´1L8 ` }φj}σ´1L8 ˘ |φjφk|
The first term, |v|σ`1, is in Lσ`2σ`1 , by Sobolev’s injection. The second term is clearly in
L2. Finally, we prove that the third term is also in L2: recalling (8.0.1),›››››ÿ
jě1
ÿ
kěj`1
`}φk}σ´1L8 ` }φj}σ´1L8 ˘ |φjφk|
›››››
L2
À }φ}σ´1X
¯
c
ÿ
jě1
ÿ
kěj`1
}φjφk}L2
ď }φ}σ´1X
¯
c
ÿ
j‰k
}fj}L2}fk}L2
|cj ´ ck|1{2 ă 8.
Hence |v ` φ|σpv ` φq ´ g P Lσ`2σ`1 ` L2 and
}|v ` φ|σpv ` φq ´ g}
L
σ`2
σ`1`L2
À }v}σ`1H1 ` }v}H1
ÿ
kě1
}φk}σL8 ` }φ}σ´1X
¯
c
ÿ
j‰k
}fj}L2}fk}L2
|cj ´ ck|1{2 .
We now prove the last assertion.
∇p|w|σwq “
´σ
2 ` 1
¯
|w|σ∇w ` σ2 |w|
σ´2w2∇w¯.
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Hence
∇p|v ` φ|σpv ` φq ´ gq “
´σ
2 ` 1
¯
|v ` φ|σ∇pv ` φq ` σ2 |v ` φ|
σ´2pv ` φq2∇pv ` φq
´
ÿ
kě1
´σ
2 ` 1
¯
|φk|σ∇φk ` σ2 |φk|
σ´2φ2k∇φk
and so
|∇p|v ` φ|σpv ` φq ´ gq| ď
ˇˇˇ ´σ
2 ` 1
¯
|v ` φ|σ∇pv ` φq ´
´σ
2 ` 1
¯
|φ|σ∇φ
ˇˇˇ
`
ˇˇˇσ
2 |v ` φ|
σ´2pv ` φq2∇pv ` φq ´ σ2 |φ|
σ´2φ2∇φ
ˇˇˇ
`
ˇˇˇˇ
ˇ´σ2 ` 1¯ |φ|σ∇φ´ ÿ
kě1
´σ
2 ` 1
¯
|φk|σ∇φk
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇσ2 |φ|σ´2φ2∇φ´ ÿ
kě1
σ
2 |φk|
σ´2φ2k∇φk
ˇˇˇˇ
ˇ “ I1 ` I2 ` I3 ` I4.
We now estimate
I1 ` I2 À p|v|σ ` |φ|σq|∇v| ` p|v|σ´1 ` |φ|σ´1q|v||∇φ|
and
I3 À
ˇˇˇˇ
ˇÿ
kě1
p|φ|σ ´ |φk|σq∇φk
ˇˇˇˇ
ˇ À ÿ
kě1
`|φ|σ´1 ` |φk|σ´1˘ |φ´ φk||∇φk|
À }φ}8
ÿ
j‰k
|φj ||∇φk|.
The analogous estimate may be derived for I4. Since, for any j ‰ k,
}φj∇φk}2L2pR2q ď
1` c2k
|cj ´ ck| }fj}
2
2}Bzfk}22,
the claimed estimate follows easily.
Theorem 8.1.4. Fix σ ě 1 and u0 P A
¯
c. Then there exists a unique maximal so-
lution u P Cpr0, T q, A
¯
cq X C1pp0, T q, E1
¯
cq (cf. (8.1.1)) of (NLS) such that up0q “ u0.
Furthermore, if T ă 8, then
}uptq}E
¯
c Ñ8, tÑ T.
Proof. Step 1. Write u0 “ v0 ` φ0, v0 P H1pR2q, φ0 P Y
¯
c,
φ0px, yq “
ÿ
ně1
pf0qnpx´ cnyq.
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We claim that, over A
¯
c, the initial value problem for (NLS) is equivalent to the initial
value problem $’’’’’’&’’’’’’%
ivt `∆v ` λ|v ` φ|σpv ` φq ´
ÿ
ně1
λ|φn|σφn “ 0,
vp0q “ v0
ipfnqt ` p1` c2nqpfnqzz ` λ|fn|σfn “ 0, n P N
fnp0q “ pf0qn
(8.1.3)
(8.1.4)
where φnpt, x, yq “ fnpt, x´ cnyq. Indeed, if v and pfnqnPN are solutions of this problem,
it is trivial to check that
upt, x, yq “ vpt, x, yq `
ÿ
ně1
fnpt, x´ cnyq
is a solution of (NLS). On the other hand, suppose that u is a solution of (NLS) with
initial condition u0. Decompose u as v ` φ and write
φpt, x, yq “
ÿ
ně1
fnpt, x´ cnyq, gpt, x, yq “
ÿ
ně1
p|fn|σfnq pt, x´ cnyq
Then
ivt ` vxx ` vyy ` λ|v ` φ|σpv ` φq ´ λg “ ´piφt ` φxx ` φyy ` λgq
Since the left hand side is in H´1pR2q and the right hand side is in Z
¯
c, by Lemma 8.1.2,
both sides must be equal to zero:$’’&’’%
ivt ` vxx ` vyy ` λ|v ` φ|σpv ` φq ´ λg “ 0
vp0q “ v0
iφt ` φxx ` φyy ` λg “ 0
φp0q “ φ0
.
Furthermore, by Lemma 8.1.1, the second equation is equivalent to the infinite system
(8.1.4), which proves the claim.
Step 2. We solve the infinite system (8.1.4). For each n P N, define
ph0qnpzq “ pf0qnp
a
1` c2nzq.
Then
}hnp0q}H2 À p1` c2nq3{4}pf0qn}H2 .
Since pp1` c2nqpf0qnq P l1pH2q, p1` c2nq3{4}pf0qn}H2 Ñ 0 as nÑ8.
Now consider the initial value problem
iphnqt ` phnqzz ` λ|hn|σhn “ 0, hnp0q “ phnq0.
It follows from the H2 local well-posedness results for (NLS) that there exists a time Tn
and a unique maximal solution hn P Cpr0, Tnq,H2pRqq XC1pr0, Tnq, L2pRqq of the above
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problem. Moreover, since }hnp0q}H2 Ñ 0, for n ě n0 sufficiently large, Tn “ 8. Define
the common time of existence,
T8 “ inf
năn0 Tn.
Notice that, since the infimum is taken over a finite set, T8 ą 0. Then each hn is define
on r0, T8q. If T8 ă 8, then, as tÑ T8,
}hnptq}H2 Ñ8, for some n P N.
Setting
fnpt, ¨q “ hn
˜
t,
¨a
1` c2n
¸
, 0 ď t ă T8,
it is clear that the sequence pfnqnPN is the unique solution of (8.1.4) on r0, T8q. Moreover,
considering that
sup
n
}hnptq}H2 ď sup
n
p1` c2nq3{4}fnptq}H2 ď
››`p1` c2nqfnptq˘nPN››l1pH2q ,
if T8 ă 8, one has ››`p1` c2nqfnptq˘nPN››l1pH2q Ñ8, tÑ T8.
Finally, it follows from the conservation of the L2 norm that˜ÿ
j‰k
}fjptq}L2}fkptq}L2
|cj ´ ck|1{2
¸1{2
“
˜ÿ
j‰k
}pf0qj}L2}pf0qk}L2
|cj ´ ck|1{2
¸1{2
, 0 ď t ă T8.
Moreover, since }hnp0q}H2 Ñ 0, it is not hard to check thatÿ
j‰k
p1` c2kq1{2
|cj ´ ck|1{2 }fjptq}L2}Bzfkptq}L2 ď CpT q, 0 ď t ď T ă T8
Setting
φpt, x, yq “
ÿ
ně1
fnpt, x´ cnyq,
this implies that φ P Cpr0, T8q, Y
¯
cq X C1pp0, T8q, Z
¯
cq.
Step 3. We now solve (8.1.3). The idea here is to use Kato’s method (see, for
example, Section 4.4 of [12]). Notice that the main problem is that the nonlinearity
depends on t and x through φ and g. However, this does not pose any difficulty, since φ
and g work essentially as W 1,8 coefficients. We write Npvq “ |v ` φ|σpv ` φq ´ g. Any
constants involving norms of φ will be ommited.
Set r “ σ ` 2 and q such that pq, rq is an admissible pair. Given T,M ą 0, consider
the space
E “
!
v P L8pp0, T q;H1pR2qq X Lqpp0, T q;W 1,rpR2qq :
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}v}L8pp0,T q;H1pR2qq ăM, }v}Lqpp0,T q;W 1,rpR2qq ăM
)
.
endowed with the distance
dpv, wq “ }v ´ w}L8pp0,T q;L2pR2qq ` }v ´ w}Lqpp0,T q;LrpR2qq.
It is easy to check that E is a complete metric space. Set
Φpvq “ S2ptqv0 `
ż t
0
S2pt´ sqNpvqpsqds.
It follows from Strichartz estimates and Lemma 8.1.3 that
}Φpvq}L8pp0,T q,H1pR2qq ` }Φpvq}Lqpp0,T q,W 1,rpR2qq À }v0}H1 ` pT ` T
q´q1
qq1 qp1`Mσ`1q
From the estimate
|Npvq ´Npwq| À p1` |φ|σ ` |v|σ ` |w|σq|v ´ w|
one may deduce the usual Lipschitz estimate for Φ:
dpΦpvq,Φpwqq À pT ` T q´q
1
qq1 qp1`Mσqdpv, wq.
Choosing T,M ą 0 in such a way that Φ : E Ñ E is a strict contraction mapping,
we obtain, by Banach’s fixed point theorem, the existence and uniqueness of a local
solution v to (8.1.3) with initial data v0 on r0, Tmaxq, where Tmax “ mintT8, Tvu. The
uniqueness property allows the construction of a unique maximal solution defined on
r0, Tvq, Tv ď T8. Furthermore, if Tv ă T8,
}vptq}H1 Ñ8, tÑ Tv.
Step 4. Conclusion. It follows from the previous steps that u “ v ` φ is the unique
solution of (NLS) on E
¯
c, with initial data u0. If Tv ă 8, then either Tv ă T8 or
T8 ă 8. In any case,
}uptq}E
¯
c “ }vptq}H1 ` }φptq}X
¯
c Ñ8, tÑ Tmax,
which implies that u is not extendible over E
¯
c.
Lemma 8.1.5. Set σ ě 4. If u P Cpr0, T s,H1pRqq is a solution of
iut `∆u` λ|u|σu “ 0 (8.1.5)
with initial data u0 P H1pRq sufficiently small and xu0 P L2pRq, then
}uptq}8 À 1
t1{2
}u0}1{22 }xu0}1{22 .
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Proof. Consider the differential operator
pPuqpt, xq “ px` 2itBxqupt, xq.
One may easily check that
pPuqpt, xq “ 2itei |x|
2
4t Bx
ˆ
e´i
|x|2
4t upt, xq
˙
and that rP, iBt `∆s “ 0. Applying P to (8.1.5), one obtains
ipPuqt `∆pPuq ` 2itei |x|
2
4t Bx
ˆˇˇˇˇ
e´i
|x|2
4t u
ˇˇˇˇσ
e´i
|x|2
4t u
˙
“ 0.
Set v “ e´i |x|
2
4t u. Since
2itei
|x|2
4t Bx p|v|σvq “
´σ
2 ` 1
¯
|v|σPu` σ2 e
i
|x|2
2t |v|σ´2v2Pu,
we obtain the following Duhamel’s formula for Pu:
pPuqptq “ S1ptqxu0 ` iλ
ż t
0
S1pt´ sq
„´σ
2 ` 1
¯
|v|σPu` σ2 e
i
|x|2
2t |v|σ´2v2Pu

psqds.
Let pq, rq and pγ, σ ` 2q be Strichartz admissible pairs in dimension one, i.e., r ě 2 and
2
q
“ 12 ´
1
r
,
2
γ
“ 12 ´
1
σ ` 2 .
It then follows from Strichartz estimates that, setting
µ “ 2σpσ ` 2q4` σ ě γ,
}Pu}Lqpp0,T q;Lrq À }xu0}2 ` }Pu}Lγpp0,T q;Lσ`2q}u}pµ´γqσ{µL8pp0,T q;H1q}u}γσ{µLγpp0,T q;Lσ`2q.
From [12, Theorem 6.2.1], if }u0}H1 ă  sufficiently small, then
}u}L8pp0,T q;H1q ` }u}Lγpp0,T q;Lσ`2q À .
Hence, adding the inequalities with pq, rq “ p8, 2q and pq, rq “ pγ, σ ` 2q,
}Pu}L8pp0,T q;L2q ` }Pu}Lγpp0,T q;Lσ`2q À }xu0}L2
and so, for any 0 ă t ă T ,
}∇vptq}2 “ 12t}Puptq}2 À
1
t
}xu0}2.
The claimed estimate now follows from Gagliardo-Nirenberg’s inequality:
}uptq}8 “ }vptq}8 À }∇vptq}1{22 }vptq}1{22 À
1
t1{2
}xu0}1{22 }uptq}1{22
À 1
t1{2
}xu0}1{22 }u0}1{22 .
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Lemma 8.1.6. Set σ ě 4. Given M ą 1, there exists  “ pMq ą 0 such that, given
φ0 P Y
¯
c satisfying
Npφ0q “
ÿ
ně1
}zpf0qn}2 ` }Bzpfnq0}1 ăM, }φ0}X
¯
c ă 
the solution φpt, x, yq “ ř fnpt, x´ cnyq of
ipfnqt ` p1` c2nqfn ` λ|fn|σfn “ 0, fnp0q “ pfnq0
is global and satisfies
}φptq}8 À min
"
,
M
t1{2
*
, }∇φptq}8 ÀM3, }φptq}X
¯
c ď 32}φ0}X¯c , t ą 0.
Proof. We write
φpt, x, yq “
ÿ
ně1
φnpt, x, yq, φnpt, x, yq “ fnpt, x´ cnyq, φ0px, yq “
ÿ
ně1
pf0qnpx´ cnyq.
Using the rescaling hnpt, zq “ fnpt,
a
1` c2nzq, one arrives to
iphnqt ` phnqzz ` λ|hn|4hn “ 0, hnp0, zq “ ph0qnpzq “ pf0qnp
a
1` c2nzq.
Step 1. We now collect some properties of hn.
First of all, it follows from [12, Theorem 6.2.1] that there exists 0 ą 0 such that, if
}ph0qn}H1 ă 0, then hn is global and
}hnptq}H1 ď 32}ph0qn}H1 , t ą 0.
Using Lemma 8.1.5,
}hnptq}8 ď C
t1{2
}zph0qn}1{22 }ph0qn}1{22 , t ą 0.
These properties imply that
}hnptq}8 À min
"
}ph0qn}H1 , 1
t1{2
}zph0qn}1{22 }ph0qn}1{22
*
.
Now we obtain an uniform estimate for }Bzhnptq}L8 . Recall, from the proof of Theorem
8.1.4, that there exists T ą 0 (independent of n) such that hn is defined on r0, T s and
}hnptq}H2 ď 2}phnq0}H2 , for 0 ă t ă T . Hence
}Bzhnptq}L8 À 2}phnq0}H2 , 0 ă t ă T.
For t ą T , since
Bzhnptq “ eitB2zzBzph0qn `
ż
0
eipt´sqB2zzBz
`|hnpsq|4hnpsq˘ ds,
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one has
}Bzhnptq}8 À }Bzphnq0}1 `
ż t
0
1?
t´ s}hnpsq}
σ´18 }hnpsq}2}Bzhnpsq}2ds
À }Bzphnq0}1 `
ż T
0
1?
t´ s}hnpsq}
σ`1
H1 ds
`
ż t
T
1?
t´ s
1
spσ´1q{2
}zph0qn}pσ´1q{22 }ph0qn}pσ´1q{22 }hnpsq}2H1ds
À }Bzphnq0}1 ` Cpph0qnq
ˆż 1
0
1?
t´ sds`
ż t´1
1
1?
t´ s
1
spσ´1q{2
ds
`
ż t
t´1
1?
t´ s
1
spσ´1q{2
ds
˙
À }Bzphnq0}1 ` Cpph0qnq
´ 1?
t´ 1
`
ż t´1
1
1
spσ´1q{2
ds` 1pt´ 1qpσ´1q{2
ż t
t´1
1?
t´ s
¯
À }Bzphnq0}1 ` Cpph0qnq
ˆ
1?
t´ 1 ` 1`
1
pt´ 1qpσ´1q{2
˙
À }Bzphnq0}1 ` Cpph0qnq.
where
Cpph0qnq “ }ph0qn}σ`1H1 ` }zph0qn}pσ´1q{22 }ph0qn}pσ´1q{22 }ph0qn}2H1 .
Thus we obtain the estimate
}Bzhnptq}8 À }ph0qn}H2 ` }Bzphnq0}1 ` Cpph0qnq
Step 2. Now we write the estimates of Step 1 in terms of φ. Some simple computations
show that, for any 1 ď q ď 8,
}hnptq}q “ p1` c2nq´1{2q}fnptq}q, }Bzhnptq}q “ p1` c2nq´1{2q`1{2}Bzfnptq}q
}Bzzhnptq}q “ p1` c2nq´1{2q`1}Bzzfnptq}q, }zhnptq}2 “ p1` c2nq´3{4}zfnptq}2
Notice that, if }φ0}X
¯
c ă  ăM , then
}phnq0}H2 ď
ÿ
ně1
}phnq0}H2 ď
ÿ
ně1
p1` c2nq3{4}pfnq0}H2 ď .
Hence
}φptq}8 ď
ÿ
ně1
}fnptq}8 “
ÿ
ně1
}hnptq}8
À
ÿ
ně1
min
"
}ph0qn}H1 , 1
t1{2
}zph0qn}1{22 }ph0qn}1{22
*
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ď min
#ÿ
ně1
}pf0qn}H1 , 1
t1{2
ÿ
ně1
}zpf0qn}1{22 }pf0qn}1{22
+
ď min
#
,
1
t1{2
˜ÿ
ně1
}zpf0qn}2 ` }pf0qn}2
¸+
ď min
"
,
M ` 
t1{2
*
and, in a similar fashion,
}∇φptq}8 ď
ÿ
ně1
p1` c2nq1{2}Bzfnptq}8 “
ÿ
ně1
}Bzhnptq}8
À
ÿ
ně1
}ph0qn}H2 ` }Bzphnq0}L1 ` }ph0qn}σ`1H1
`
ÿ
ně1
}zph0qn}3{22 }ph0qn}pσ´1q{22 }ph0qn}2H1
À `M `
ÿ
ně1
}zph0qn}σ´12 ` }ph0qn}σ´12 }ph0qn}4H1 À `M `M3 ÀM3.
Theorem 8.1.7. Set σ ě 4. Given M ą 1, there exist pMq ą 0 and δ “ δp,Mq, with
δp,Mq Ñ 0 as Ñ 0, such that, if φ0 P Y
¯
c and v0 P H1pR2q satisfy
ÿ
ně1
}zpf0qn}L2 ` }Bzpfnq0}L1 `
ÿ
j‰k
p1` c2j q1{2}Bzpf0qj}L2 ` }pf0qj}L2
|cj ´ ck|1{2 }pf0qk}L2 ăM,
}φ0}X
¯
c ă , }v0}H1 ă ,  ă pMq,
then the solutions of (NLS) u and u˜, with initial data v0 ` φ0 and φ0, respectively, are
both globally defined and satisfy
}u´ u˜}L8pp0,8q;H1pR2qq ď δp,Mq.
Proof. We shall only prove the case σ “ 4, where one may develop the nonlinear term
explicitly. For the general case, one uses a cut-off function to split the nonlinearity in
lower and higher order terms (see the proof of Theorem 5.4.4). The main idea of the
proof is, once again, to obtain a "small data global existence" result for theH1 component
(see, for example, [12, Theorem 6.2.1]).
Step 1. Setup. From the previous lemma, it follows that, for  ą 0 sufficiently small, φ
is global and
}φptq}L8 À min
"
,
M
t1{2
*
ÀM, }∇φptq}L8 ÀM3, }φptq}X
¯
c À , t ą 0.
Fix v0 P H1pR2q and consider the corresponding solution v of
ivt ` vxx ` vyy ` λp|v ` φ|4pv ` φq ´
ÿ
ně1
|φn|4φnq “ 0, φnpt, x, yq “ fnpt, x´ cnyq.
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We recall that v is defined on p0, T pu0qq, where u0 “ v0 ` φ0. Since φ is global in X
¯
c,
the blow-up alternative of Theorem 8.1.4 then implies that, if T pu0q ă 8,
}vptq}H1 Ñ8, tÑ T pu0q.
We develop the nonlinear part as
λp|v ` φ|4pv ` φq ´
ÿ
ně1
|φn|4φnq “
5ÿ
i“0
gipv, φq,
where each gi has exactly i powers of v. Define, for i “ 3, 4, 5, ρi “ i`1 and γi such that
pγi, ρiq is an admissible pair. In particular, ρ3 “ γ3 “ 4. Consider, for 0 ă t ă T pu0q,
hptq “ }v}L8pp0,tq,H1pR2qq `
5ÿ
i“3
}v}Lγi pp0,tq,W 1,ρi pR2qq. (8.1.6)
We write Duhamel’s formula,
vptq “ S2ptqv0 `
5ÿ
i“0
ż t
0
S2pt´ sqgipvpsq, φpsqqds.
Therefore, for any admissible pair pq, rq,
}v}Lqpp0,tq,W 1,rpR2qq ď C}v0}H1 `
5ÿ
i“0
››››ż ¨
0
S2p¨ ´ sqgipvpsq, φpsqqds
››››
Lqpp0,tq,W 1,rpR2qq
.
(8.1.7)
For the sake of simplicity, we shall omit both the temporal and spatial domains. In the
next steps, we shall estimate each term of the sum by a suitable power of hptq using an
appropriate Strichartz estimate. All constants depending solely onM shall be ommited.
Step 2. Estimate of higher-order terms in v on (8.1.7). Here, we shall estimate››››ż ¨
0
S2p¨ ´ sqgipvpsq, φpsqqds
››››
LqpW 1,rq
, i “ 3, 4, 5.
Take i “ 3. Then it follows from Step 1 that››››ż ¨
0
S2p¨ ´ sqg3pvpsq, φpsqqds
››››
LqpW 1,rq
À }g3pv, φq}
L
γ13 pW 1,ρ13 q
À }|v|3|φ|2}L4{3pW 1,4{3q À }v}3L4pW 1,4q
À }v}3Lγ3 pW 1,ρ3 q À hptq3.
Now we treat the case i “ 4, 5:››››ż ¨
0
S2p¨ ´ sqgipvpsq, φpsqqds
››››
LqpW 1,rq
À }gipv, φq}
L
γ1
i pW 1,ρ1i q
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À }|v|i|φ|5´i}
L
γ1
i pW 1,ρ1i q À }v}
i´1
Lµi pLρi q}v}Lγi pW 1,ρi q
where
µi “ pi´ 1qpi` 1q2 ą γi.
Then, through the interpolation Lγi ´ Lµi ´ L8 and the injection H1 ãÑ Lρi ,››››ż ¨
0
S2p¨ ´ sqgipvpsq, φpsqqds
››››
LqpW 1,rq
À hptqi, i “ 4, 5.
Step 3. Estimate of the linear term in v.››››ż ¨
0
S2p¨ ´ sqg1pvpsq, φpsqqds
››››
LqpW 1,rq
À }g1pv, φq}L1pH1q À }|v||φ|4}L1pH1q.
Using the properties deduced in Step 1,
}|v||φ|4}L1pH1q À
ż t
0
}φpsq}3L8}φpsq}W 1,8}vpsq}H1ds
À }v}L8pH1q}φ}L8pW 1,8q}φ}1{2L8pL8q
ˆż t
0
}φpsq}5{2L8ds
˙
À }v}L8pH1q}φ}L8pW 1,8q}φ}1{2L8pL8q
ˆ
1`
ż t
1
1
s5{4
ds
˙
À 1{2}v}L8pH1q À 1{2hptq.
Step 4. Estimate of the term independent on v. Define
D “ tpj, k, l,m, nq P N5 : pk, l,m, nq ‰ pj, j, j, jqu.
Then ››››ż ¨
0
S2p¨ ´ sqg0pvpsq, φpsqqds
››››
LqpW 1,rq
À }g0pv, φq}L1pH1q
“
›››››|φ|4φ´ ÿ
ně1
|φn|4φn
›››››
L1pH1q
“
››››››
ÿ
pj,k,l,m,nqRD
φjφkφlφmφn
››››››
L1pH1q
ď
ÿ
pj,k,l,m,nqRD
ż t
0
}pφjφkφlφmφnqpsq}H1ds
ď
ż t
0
˜ ÿ
l,m,ně1
}φlpsq}L8}φmpsq}L8}φnpsq}L8
¸
ˆ
˜ÿ
j‰k
}∇φjpsqφkpsq}L2 ` }φjpsqφkpsq}L2
¸
ds
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ď
ż t
0
˜ÿ
ně1
}φnpsq}L8
¸3
ˆ
˜ÿ
j‰k
p1` c2j q1{2
|cj ´ ck|1{2 }Bzfjpsq}L2}fkpsq}L2 `
}fjpsq}L2}fkpsq}L2
|cj ´ ck|1{2
¸
ds.
Recalling that
}fkpsq}2 “ }pf0qk}2, }Bzfkpsq}2 ď 32}Bzpf0qk}2, k P N, s ą 0,
one estimatesÿ
j‰k
p1` c2j q1{2
|cj ´ ck|1{2 }Bzfjpsq}L2}fkpsq}L2 `
}fjpsq}L2}fkpsq}L2
|cj ´ ck|1{2
ď 32
ÿ
j‰k
p1` c2j q1{2
|cj ´ ck|1{2 }Bzpf0qj}L2}pf0qk}L2 `
}pf0qj}L2}pf0qk}L2
|cj ´ ck|1{2 ÀM.
Hence, by Lemma 8.1.6,››››ż ¨
0
S2p¨ ´ sqg0pvpsq, φpsqqds
››››
LqpW 1,rq
À
ż t
0
˜ÿ
ně1
}φnpsq}L8
¸3
À }φ}1{2L8pL8q
ż t
0
˜ÿ
ně1
}φnpsq}L8
¸5{2
À 1{2
ˆ
1`
ż t
1
1
s5{4
ds
˙
À 1{2.
Step 5. Estimate of the quadratic term in v. Recalling that φ,∇φ are bounded in
L8pL8q, one has››››ż ¨
0
S2p¨ ´ sqg2pvpsq, φpsqqds
››››
LqpW 1,rq
À }g2pv, φq}L4{3pW 1,4{3q À }|v|2|φ|3}L4{3pW 1,4{3q
À
ˆż t
0
ż
|φ|4|v|8{3 ` |φ|4|v|4{3|∇v|4{3 ` |φ|8{3|v|8{3|∇φ|4{3
˙3{4
À
ˆż t
0
}φ}8{3L8
ˆż
|v|2 ` |∇v|2 ` |v|4 ` |∇v|4
˙˙3{4
À
ˆˆż t
0
}φ}8{3L8
ż
|v|2 ` |∇v|2
˙
`
ˆż t
0
ż
|v|4 ` |∇v|4
˙˙3{4
À
ˆ
}v}2L8pH1q
ˆ
1`
ż t
1
1
s8{6
ds
˙
` }v}4L4pW 1,4q
˙3{4
À hptq3{2 ` hptq3.
Step 6. Conclusion. Putting together Steps 2, 3, 4 and 5, there exists a constant D,
depending only on M , such that
hptq ď D
´
}v0}H1 ` 1{2 ` hptq1{4 ` hptq3{2 ` hptq3 ` hptq4 ` hptq5
¯
. (8.1.8)
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For  sufficiently small, we arrive at
hptq À }v0}H1 `
´
hptq3{2 ` hptq3 ` hptq4 ` hptq5
¯
The conclusion now follows from an usual bootstrap argument: If }v0}H1 is sufficiently
small, then the above inequality implies hptq P r0, h0s Y rh1,8q, for some  ă h0 ă δ, h1.
Since hp0q “ , by continuity, one has hptq ă δ, for all t ă T pu0q. The blow-up alternative
then implies that T pu0q “ 8. This implies that
}u´ φ}L8pp0,8q,H1pR2qq ď δp,Mq.
Now notice that this property is also valid for u˜, since it is a solution of (NLS) with
v0 ” 0. Hence
}u´ u˜}L8pp0,8q,H1pR2qq ď }u´ φ}L8pp0,8q,H1pR2qq ` }u˜´ φ}L8pp0,8q,H1pR2qq ď 2δp,Mq.
8.2 The plane wave transform
Definition 8.2.1 (Plane wave transform). Given f P C0pR2q, we define the plane wave
transform Tf as
pTfqpx, yq “
ż
fpx´ cy, cqdc.
The variables of the plane wave transform are called physical variables, while the variables
of f “ fpz, cq are called speed variables.
Now we state some simple properties of this transform, whose proof is quite straight-
forward.
Lemma 8.2.2 (Algebraic properties). Fix any f P C0pR2q.
1. Translation property:
T pfp¨ ` z0, ¨ ` c0qqpx, yq “ pTfqpx` c0y ` z0, yq;
2. Scaling property:
T pfpµ¨, λ¨qqpx, yq “ 1
λ
pTfq
´
µx,
µ
λ
y
¯
;
3. Monotonicity: if g P C0pR2q,
f ď g ñ Tf ď Tg;
4. Derivation: if f P C10 pR2q,
∇pTfq “ pT pfzq,´T pcfzqq.
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Proposition 8.2.3 (Lp integrability, p ą 2). Fix f P C0pR2q. Then
}Tf}2Lp ď
ż 1
|c´ c1|2{p }fpcq}Lp{2z }fpc
1q}
L
p{2
z
dcdc1, 2 ă p ă 8
and
}Tf}L8y pLpxq ď }f}L1cpLpzq, 1 ď p ď 8.
Consequently, T can be continuously extended in a unique way to L1cpLpzq, for any 1 ď
p ă 8.
Proof. Take ψ P C0pR2q. Then, for q “ p{2,ˇˇˇˇż
|pTfqpx, yq|2ψpx, yqdxdy
ˇˇˇˇ
ď
ż
|fpx´ cy, cqfpx´ c1y, c1qψpx, yq|dxdydcdc1
ď
ż ˆż
|fpx´ cy, cqfpx´ c1y, c1q|qdxdy
˙1{q
}ψ}Lq1dcdc1
ď
˜ż 1
|c´ c1|1{q
ˆż
|fpz, cqfpz1, c1q|qdzdz1
˙1{q
dcdc1
¸
}ψ}Lq1
ď
ˆż 1
|c´ c1|q }fpcq}Lqz}fpc
1q}Lqzdcdc1
˙
}ψ}Lq1 .
This implies that
}Tf}2Lp “ }|Tf |2}Lq ď
ż 1
|c´ c1|2{p }fpcq}Lqz}fpc
1q}Lqzdcdc1.
On the other hand, given φ P C0pRq, for a.e. y P R,ˇˇˇˇż
Tfpx, yqφpxqdx
ˇˇˇˇ
ď
ż
|fpx´ cy, cq||φpxq|dxdc ď
ż ˆż
|fpx´ cy, cq|pdx
˙1{p
}φ}Lp1dc
“ }f}L1cpLpzq}φ}Lp1 .
Remark 8.2.1. As a consequence of the above result, for any f P C0pR2q,
}Tf}LppR2q À }f}Lp1c pLp{2z q, 2 ă p ă 8.
Indeed, it follows from Young’s inequality thatż 1
|c´ c1|2{p }fpcq}Lp{2z }fpc
1q}
L
p{2
z
dcdc1 À
›››› 1|c´ c1|2{p }fpcq}Lp{2z
››››
Lpc
}f}
Lp
1
c pLp{2z q
À }f}2
Lp
1
c pLp{2z q.
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Example 8.2.1. It is a simple exercise to compute the transform of the characteristic
function of the unit square: if f “ 1r0,1s2 , then
pTfqpx, yq “
$’’’’’’’’’’&’’’’’’’’’’%
1, 0 ď x ď 1, x´ 1 ď y ď x
x{y, 0 ď x ď 1, y ě x
px´ 1q{y, 0 ď x ď 1, y ď x´ 1
py ´ xq{y, x ď 0, x´ 1 ď y ď x
´1{y, x ď 0, y ď x´ 1
py ´ x` 1q{y, x ě 1, x´ 1 ď y ď x
1{y, x ě 1, y ě x
0, otherwise
Figure 8.1: The transform of 1r0,1s2 .
We claim that Tf R L2pR2q. In fact, one hasż
txě1,yěxu
|Tf |2dxdy “
ż 8
1
ˆż y
1
1
y2
dx
˙
dy “
ż 8
1
y ´ 1
y2
dy “ 8.
Corollary 8.2.4. If f P L1cpL8z q satisfies f ě 0 and f ı 0, then Tf R L2pR2q.
Proof. Since f ı 0 and f ě 0, there exists a ą 0 and a squareQ Ă R2 such that f ě a1Q,
which implies that Tf ě aT1Q. Using the translation and scaling properties, one may
write the transform of 1Q in terms of T1r0,1s2 , which does not belong to L2pR2q.
Example 8.2.2. Consider f “ 1r0,1s2´1r0,1sˆr1,2s. Then, using the expression for T1r0,1s2
and the translation property, it is easy to check that Tf P L2pR2q.
Example 8.2.3. Let’s compute the transform of fpz, cq “ e´c2´z2 :ż
e´c2´px´cyq2dc “
ż
e´c2´x2`2cxy´c2y2dc “ e´x2
ż
e
´p1`y2q
´
c´ xy1`y2
¯2
e
x2y2
1`y2 dc
“ e´ x
2
1`y2 1a
1` y2
ż
e´c2dc “ 2pi 1a
4pip1` y2qe
´ x21`y2 .
154
It is interesting that f is the kernel of the 2D-heat kernel in Fourier variables at time
t “ 1, and that its transform is the 1D-heat kernel in physical variables at time t “ 1`y2.
Proposition 8.2.5. Given f P L1pR2q, one has
pTfqpx, yq “ F´1ξ rpFz,cfqp¨, y¨qs pxq, a.e. px, yq P R2
where Fξ denotes the Fourier transform in the ξ variable. Consequently, one has the
following inversion formula
fpz, cq “ F´1ξ,η
„
pFxpTfqq
ˆ
ξ,
η
ξ
˙
pz, cq, a.e. pz, cq P R2
Proof. First of all, since f P L1pR2q, one has Tf P L8y pL1xq. For a.e. y P R, one may
then take the Fourier transform of Tfp¨, yq:
FxrTfp¨, yqspξq “
ż
fpx´ cy, cqe´2piixξdxdc “
ż
fpz, cqe´2piizξ´2piicyξdzdc
“ pFz,cfqpξ, yξq.
Proposition 8.2.6. Take f P L1cpL2zq X FpH1pR2qq. For each y P R, define Γy “
tpξ, yξq : ξ P Ru and let
piy : H1pR2q ÞÑ L2pΓyq
be the usual trace operator on Γy. Moreover, consider the isomorphism
j : L2pΓyq ÞÑ L2pRq
jpfqpξq “ fpξ, yξq ξ P R.
and Πy “ j ˝ piy. Then, for a.e. y P R,
FxrTfp¨, yqs “ ΠyFz,cf.
Proof. Take fn Ñ f in L1cpL2zq X FpH1pR2qq, fn P SpR2q. In particular,
Tfn Ñ Tf in L8y pL2xq.
Hence, for a.e y P R2, using the previous result,
FxrTfp¨, yqs “ limFxrTfnp¨, yqs “ limΠyFz,cfn “ ΠyFz,cf.
Corollary 8.2.7 (Transform of the product of two functions). For f, g P C0pR2q,
T pfgqpx, yq “
ż
R
´
T
´
e´2piikcf
¯
px, yq
¯´
T
´
e2piikcg
¯
px, yq
¯
dk.
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Proof. The result is a simple application of Proposition 8.2.5. First of all, notice that
pFz,cf ˚ Fz,cgqpξ, yξq “
ż
pFz,cfqpl, k1qpFz,cgqpξ ´ l, yξ ´ k1qdldk1
“
ż
pFz,cfqpl, yl ` kqpFz,cgqpξ ´ l, ypξ ´ lq ´ kqdldk
“
ż
pFz,ce´2piickfqpl, ylqpFz,ce2piickgqpξ ´ l, ypξ ´ lqqdldk
“
ż ´
pFz,ce´2piickfqp¨, y¨q ˚ pFz,ce2piickgqp¨, y¨q
¯
pξqdk.
Hence
T pfgqp¨, yq “ F´1ξ ppFz,cf ˚ Fz,cgqpξ, yξqq
“ F´1ξ
ˆż ´
pFz,ce´2piickfqp¨, y¨q ˚ pFz,ce2piickgqp¨, y¨q
¯
pξqdk
˙
“
ż
F´1ξ
´
pFz,ce´2piickfqp¨, y¨q
¯
F´1ξ
´
pFz,ce2piickgqp¨, y¨q
¯
dk
“
ż
T
´
e´2piickf
¯
p¨, yqT
´
e2piickg
¯
p¨, yqdk.
Proposition 8.2.8 (Parseval’s identity for the plane wave transform). For any p ě 1,
if f P L1cpLpzq and g P L1cpLp1z q, one hasż
pTfqpx, yqgpx, yqdxdy “
ż
fpz, cqpTgqpz,´cqdzdc.
Proof. If f, g P C0pR2q, the result follows fromż
pTfqpx, yqgpx, yqdxdy “
ż
fpx´ cy, cqgpx, yqdxdydc “
ż
fpz, cqgpz ` cy, yqdydcdz
“
ż
fpz, cqpTgqpz,´cqdzdc.
The general case is obtained by a density argument.
Corollary 8.2.9. If f P L1cpL2zq is such that Tf ” 0, then f ” 0.
Proof. Fix h P SpR2q, h “ hpz, cq. Let ψ P C8pRq be such that ψ ” 1 in r´1, 1s and
ψ ” 0 in Rzr´2, 2s. For any  ą 0, define
ψpξq “ ψ
ˆ
ξ

˙
, h “ h´
´
F´1ξ ψ
¯
‹z h.
It is clear that Fzh P SpR2q has support outside the strip t|ξ| ă u. Furthermore,
}h´ h}L8c pL2zq “ }ψFzh}L8c pL2zq Ñ 0, Ñ 0.
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Setting
gpξ, ηq :“ pFzhq
ˆ
ξ,
η
ξ
˙
,
it follows that g P SpR2q and so F´1ξ,η g P SpR2q. By Proposition 8.2.5, T pF´1ξ,η gq “ h.
Using Proposition 8.2.8,ż
fpz, cqhpz, cqdzdc “ lim
ż
fpz, cqhpz, cqdzdc “ lim
ż
fpz, cq
´
T pF´1ξ,η gq
¯
pz, cqdzdc
“ lim
ż
Tfpz,´cqpF´1ξ,η gqpz, cqdzdc “ 0
and so f ” 0.
Corollary 8.2.10 (L2 integrability). Take f P L1pR2q. Then
}Tf}2L2pR2q “
ż 1
|ξ| |Fzf |
2 pξ, cqdξdc “
ż 1
|ξ| |Fz,cf |
2 pξ, ηqdξdη “ }f}
L2cp 9H1{2z q.
Consequently, if the spectrum of f lies in ps ´ M,´rYs,M rqˆs ´ M,M r, for some
M,  ą 0, Tf P L2pR2q.
Proof. This is a direct consequence of the formula for T in terms of the Fourier transform.
Corollary 8.2.11. Take f P L1pR2q and g P L1pRq. Then
T pfp¨, cq ˚ gq “ pTfqp¨, yq ˚ g.
Proof. By definition,
T pfp¨, cq ˚ gqpx, yq “
ż
pfp¨, cq ˚ gqpx´ cyqdc “
ż
fpx´ cy ´ z, cqgpzqdzdc
“ ppTfqp¨, yq ˚ gqpxq.
Corollary 8.2.12 (Convolution through the plane wave transform). Take f1, f2 P
L1pRq. If f “ f1 b f2, that is, fpz, cq “ f1pzqf2pcq, then
pTfqpx, 1q “ pf1 ˚ f2qpxq.
More generally, for any y ‰ 0, one has
pTfqpx, yq “ pf1 ˚Θyf2qpxq, Θyf2p¨q “ 1|y|f2p¨{yq.
and, for y “ 0, pTfqpx, 0q “ `ş f2pcq˘ f1pxq.
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Proof. The result is trivial for y “ 0. Given y ‰ 0, one has
pTfqpx, yq “
ż
fpx´ cy, cqdc “
ż
f1px´ cyqf2pcqdc “
ż 1
|y|f1px´ c
1qf2
ˆ
c1
y
˙
dc1
“ pf1 ˚Θyf2qpxq.
Remark 8.2.2. Corollary 8.2.12 and Proposition 8.2.3 give a new proof of Young’s
inequality:
}f1 ˚ f2}Lp ď }Tf}L8y pLpxq ď }f}L1cpLpzq “ }f1}Lp}f2}L1 .
Moreover, since, for a.e. y P R,ˇˇˇˇż
pTfpx, yq ´ Tfpx, 0qqψpxqdx
ˇˇˇˇ
“
ˇˇˇˇż
pfpx, cq ´ fpx´ cy, cqqψpxqdcdx
ˇˇˇˇ
ď
ż
|f2pcq|}f1p¨q ´ f1p¨ ´ cyq}Lp}ψ}Lp1dc,
when y Ñ 0, by Dominated Convergence Theorem,
}Tfpx, yq ´ Tfpx, 0q}Lpx ď
ż
|f2pcq|}f1p¨q ´ f1p¨ ´ cyq}LpdcÑ 0
which is a new way to prove convergence of mollifiers.
8.3 Solving some linear PDE’s using the plane wave trans-
form
In this short section, we apply the plane wave transform to solve some classical equations.
Example 8.3.1 (The wave equation). Consider the wave equation in R2
utt ´ uxx ´ uyy “ 0.
If one supposes that upx, y, tq “ fpt, x´ cyq, one arrives to
ftt ´ p1` c2qfzz “ 0,
which may be explicitly solved:
fpt, z, cq “ f0pz ´
?
1` c2t, cq ` f0pz `
?
1` c2t, cq
2 `
1
2
?
1` c2
ż z`?1`c2t
z´?1`c2t
f1ps, cqds,
Notice that we introduced on purpose the speed c as an independent variable of f . Now,
taking the transform of fpt, ¨q,
pTfqpt, x, yq “
ż
f0px´ cy ´
?
1` c2t, cq ` f0px´ cy `
?
1` c2t, cq
2
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` 1
2
?
1` c2
˜ż x´cy`?1`c2t
x´cy´?1`c2t
f1ps, cqds
¸
dc,
one obtains a solution of the 2D wave equation. We remark that, unlike Poisson’s formula
for classical solutions, this representation does not involve derivatives of f1.
Example 8.3.2 (The Schrödinger equation). Take the linear Schrödinger equation:
iut ` uxx ` uyy “ 0.
Introducing the plane wave ansatz upx, y, tq “ fpt, x´ cyq,
ift ` p1` c2qfzz “ 0.
The solution is given by
fpt, z, cq “ 1a
4ipip1` c2qt
ż
e
i|z´w|2
4p1`c2qt f0pw, cqdw
which, through the plane wave transform, gives a family of solutions to the two dimen-
sional Schrödinger equation.
upt, x, yq “
ż 1a
4ipip1` c2qte
i|x´cy´w|2
4p1`c2qt f0pw, cqdwdc.
Example 8.3.3 (The heat equation). We now consider a slightly different application
of the plane wave transform. Take the heat equation in one dimension:
ut “ uxx.
Here, instead of taking a plane wave in two spatial dimensions, we consider a plane wave
in time and space. The ansatz upt, xq “ fpx´ ctq implies that
´cf 1 “ f2, i.e., fpz, cq “ Apcqe´cz `Bpcq.
Setting Bpcq “ 0 and applying the transform T , one arrives to the following family of
solutions to the heat equation:
upt, xq “
ż
Apcqe´cx`c2tdc.
Actually, if one is given an initial condition up0, xq “ u0pxq, then one observes that A is
the inverse Laplace transform of u0. Although this integral representation is certainly
valid, the presence of the term e´cx implies a strong decay of A at infinity. Now,
if one replaces c with ic in the integral representation, one still obtains a solution to
the heat equation. This procedure makes no sense when one starts with the ansatz
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upt, xq “ fpx ´ ctq; however, the integral representation is still meaningful for complex
values of c. Hence another family of solutions is
upt, xq “
ż
A˜pcqe´icx´c2tdc.
In this situation, one sees that A˜ is none other than the inverse Fourier transform of u0
and so
upt, xq “ Fc
´
e´c2tF´1x u0
¯
,
which is precisely the solution of the heat equation given by the Fourier transform. This
integral representation was studied in [17] as a generalization of the Fourier transform.
Example 8.3.4 (The Schrödinger equation II). As in the previous example, one may
derive a family of solutions to the 1D-Schrödinger equation using T in both space and
time:
upt, xq “
ż
Apcqe´icx`ic2tdc.
Givan an initial condition u0, A corresponds to the Fourier transform of u0. The sub-
stitution c ÞÑ ´ic gives the family
upt, xq “
ż
A˜pcqe´cx´ic2tdc
which is connected to the Laplace transform.
We finish with a result stating that the above classical arguments to reduce the
dimension of the equations are valid in a functional setting. The result, although stated
only for the linear Schrödinger equation, may also be extended to more equations.
Proposition 8.3.1. Let S1 and S2 be the free Schrödinger groups in dimensions one
and two, respectively. Given f P L1cpL2zq, one has
T pS1pp1` c2qtqfpcqq “ S2ptqTf in S 1pR2q.
Proof. Suppose that f P SpR2q. Then, from the formula of Proposition 8.2.5,
Fx rS2ptqTf s pξ, yq “ Fx
”
F´1ξ,η
´
e´4pi2ipξ2`η2qtFx,yTf
¯ı
pξ, yq
“ F´1η
”
e´4pi2ipξ2`η2qtFx,yTf
ı
pξ, yq “ F´1η
”
e´4pi2ipξ2`η2qtFy ppFz,cfqpξ, yξqq
ı
pξ, yq
“ F´1η
„
e´4pi2ipξ2`η2qt 1|ξ| ppFzfqpξ,´η{ξqq

pξ, yq
“ Fη
„
e´4pi2ipξ2`η2qt 1|ξ| ppFzfqpξ, η{ξqq

pξ, yq
“ Fη
”
e´4pi2ip1`η2qξ2t ppFzfqpξ, ηqq
ı
pξ, yξq
“ Fz,η
”
F´1ξ e´4pi
2ip1`η2qξ2t ppFzfqpξ, ηqq
ı
pξ, yξq
“ FxT pS1pp1` c2qtqfpcqqpξ, yq.
The general case follows by a density argument.
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8.4 The continuous case
Consider
X “  φ P L8pR2q : φ “ Tf, p1` |c|qf P L1cpH1z q X L8c pH1z q(
endowed with the induced norm
}φ}X “ }p1` |c|qf}L1cpH1z q ` }p1` |c|qf}L8c pH1z q.
Notice that such a norm is well-defined, by Corollary 8.2.9. Furthermore, since L1cpH1z q ãÑ
L1cpL8z q, one has, by Proposition 8.2.3 and Remark 8.2.1,
}φ}W 1,4 , }φ}L8 À }φ}X .
Now consider the subspace of L4pR2q
E “ H1pR2q `X,
endowed with the semi-norm
}u}E “ inf
u“v`φ t}v}H1 ` }φ}Xu .
Lemma 8.4.1. The semi-norm } ¨ }E is a norm in E. Moreover, pE, } ¨ }Eq is a Banach
space and E ãÑ L4pR2q.
Proof. This is a classical result (see, for example, [7, Lemma 2.3.1])
Lemma 8.4.2. Let tS2ptqutPR be the Schrödinger group in dimension two. Then
}S2ptq}EÑE “ 1, t P R.
Proof. Given u P E, write u “ v`φ, v P H1pR2q, φ P X, φ “ Tf . Then, by Proposition
8.3.1,
}S2ptqφ}X “ }S1pp1` c2qtqf}L1cpH1z q ` }S1pp1` c2qtqf}L8c pL2zq
“ }f}L1cpH1z q ` }f}L8c pL2zq “ }φ}X .
Hence
}S2ptqv}H1 ` }S2ptqφ}X “ }v}H1 ` }φ}X
and, taking the infimum on both sides, one concludes the proof.
For the sake of clarity, we define do we mean as a solution of (NLS) over E.
Definition 8.4.3. Given u0 P E and u P Cpr0, T s, Eq, T ą 0, we say that u is a solution
of (NLS) with initial data u0 if u satisfies the Duhamel formula
uptq “ S2ptqu0 ´ iλ
ż t
0
S2pt´ sq|upsq|σupsqds, 0 ď t ď T,
where S2 is the Schrödinger group in dimension two.
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Lemma 8.4.4. For any σ ě 1 and u0 P E, if u1, u2 P Cpr0, T s, Eq, T ą 0, are two
solutions of (NLS) with initial data u0, then u1 ” u2.
Proof. Since u1, u2 are two solutions with the same initial data,
pu1 ´ u2qptq “ iλ
ż t
0
S2pt´ sq p|u1psq|σu1psq ´ |u2psq|σu2psqq ds, 0 ď t ď T. (8.4.1)
Let r ě 2 be such that r1 ě 4{pσ ` 1q. Take p such that
r1p ě 4, r1p1 ě 4{σ.
Then, since
||u1|σu1 ´ |u2|σu2| ď Cp|u1|σ ` |u2|σq|u1 ´ u2|, 0 ď s ď T,
using Hölder’s inequality,
}||u1|σu1 ´ |u2|σu2|}Lr1 ď Cp}u1}σLr1p1σ ` }u2}σLr1p1σq}u1 ´ u2}Lr1p .
Define γ and q such that pγ, r1pq and pq, rq are admissible pairs, i.e.,
2
γ
“ 12 ´
1
r1p,
2
q
“ 12 ´
1
r
.
For any J “ r0, ts, 0 ă t ď T and for q “ 2r{pr ´ 2q, it follows that
}||u1|σu1 ´ |u2|σu2|}Lq1 pJ,Lr1 q ď Cp}u1}σL8pJ,Lr1p1σq ` }u2}σL8pJ,Lr1p1σqq}u1 ´ u2}Lq1 pJ,Lr1pq
Using Strichartz’s estimates in (8.4.1),
}u1 ´ u2}LγpJ,Lr1pq ď Cp}u1}σL8pJ,Lr1p1σq ` }u2}σL8pJ,Lr1p1σqq}u1 ´ u2}Lq1 pJ,Lr1pq.
Since E ãÑ Lr1p1σpR2q,
}u1´u2}LγpJ,Lr1pq ď Cp}u1}σL8pJ,Eq`}u2}σL8pJ,Eqq}u1´u2}Lq1 pJ,Lr1pq ď C 1}u1´u2}Lq1 pJ,Lr1pq
where C 1 does not depend on J . The result now follows from [12, Lemma 4.2.2].
Lemma 8.4.5. For any σ ě 1 and u P E, |u|σu P H´1pR2q.
Proof. Writing u “ v ` φ,
|u|σ`1 À |v|σ`1 ` |φ|σ`1.
Since v P H1pR2q, v P Lσ`2pR2q and so |v|σ`1 P Lσ`2σ`1 pR2q. On the other hand, recalling
that φ P Lp, for any p ě 4, |φ|σ`1 P L2pR2q. Hence |u|σ`1 P L2pR2q ` Lσ`2σ`1 pR2q ãÑ
H´1pR2q.
162
Theorem 8.4.6. Fix σ ě 1 and u0 P E. Then there exists a unique maximal solution
u P Cpr0, T q, Eq of (NLS) (cf. definition 8.4.3) such that up0q “ u0. The solution
depends continuously on the initial data. Furthermore, if T ă 8, then
}uptq}E Ñ8, tÑ T.
Proof of Theorem 8.4.6. Write u0 “ v0`φ0, for some v0 P H1pR2q, φ0 P X. Once again,
define r, p, q and γ as in the proof of Lemma 8.4.4. In what follows, constants involving
φ0 shall be ommited from the estimates. Given T,M ą 0, consider the space
E “
!
u “ v ` S2φ0 : v P L8pp0, T q;H1pR2qq X Lγpp0, T q;W 1,r1ppR2qq,
}v}L8pp0,T q;H1pR2qq ăM, }v}Lγpp0,T q;W 1,r1ppR2qq ăM
)
.
endowed with the distance
dpu1, u2q “ }u1 ´ u2}L8pp0,T q;L2pR2qq ` }u1 ´ u2}Lγpp0,T q;Lr1ppR2qq.
As in the proof of Theorem 8.1.4, E is a complete metric space. Define, for u P E ,
Φpuq “ S2ptqφ0 `
ˆ
S2ptqv0 `
ż t
0
S2pt´ sq|upsq|σupsqds
˙
. (8.4.2)
One has
}|u|σu}W 1,r1 À}u}σLr1p1σ}u}W 1,r1p
Àp}u´ S2φ0}Lr1p1σ ` }S2φ0}Lr1p1σqσp}u´ S2φ0}W 1,r1p ` }S2φ0}W 1,r1pq
Àp}u´ S2φ0}H1 ` }φ0}Xqσp}u´ S2φ0}W 1,r1p ` }φ0}Xq,
where the last estimate follows from the fact that X ãÑ W 1,4pR2q and that S2 is a
unitary group over X. Hence
}|u|σu}Lq1 pp0,T q;W 1,r1 q
Àp}u´ S2φ0}L8pp0,T q;H1q ` }φ0}Xqσp}u´ S2φ0}Lq1 pp0,T q;W 1,r1pq ` T
1
q1 }φ0}Xq
Àp1`MqσpT γ´q
1
γq1 M ` T 1q1 q,
It follows from Strichartz estimates that
}Φpuq ´ S2φ0}L8pp0,T q,H1pR2qq ` }Φpuq ´ S2φ0}Lqpp0,T q,W 1,rpR2qq
À }v0}H1 ` p1`MqσpT
γ´q1
γq1 M ` T 1q1 q. (8.4.3)
Now we show a Lipschitz estimate for Φ: since
||u1|σu1 ´ |u2|σu2| À p|u1|σ ` |u2|σq|u1 ´ u2|, 0 ď s ď T,
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using Hölder’s inequality,
}||u1|σu1 ´ |u2|σu2|}Lr1 À p}u1}σLr1p1σ ` }u2}σLr1p1σq}u1 ´ u2}Lr1p , 0 ď s ď T,
It follows that
}||u1|σu1 ´ |u2|σu2|}Lq1 pp0,T q;Lr1 q
ď Cp}u1}σL8pp0,T q;Lr1p1σq ` }u2}σL8pp0,T q;Lr1p1σqq}u1 ´ u2}Lq1 pp0,T q;Lr1pq
Using Strichartz estimates in (8.4.2),
dpΦpu1q,Φpu2qq À p}u1}σL8pp0,T q;Lr1p1σq ` }u2}σL8pp0,T q;Lr1p1σqq}u1 ´ u2}Lq1 pp0,T q;Lr1pq
À p}u1 ´ S2ptqφ0}σL8pp0,T q;Lr1p1σq ` }u2 ´ S2ptqφ0}σL8pp0,T q;Lr1p1σq(8.4.4)
` }S2ptqφ0}σL8pp0,T q;Lr1p1σqq}u1 ´ u2}Lq1 pp0,T q;Lr1pq
À p1`MσqT γ´q
1
γq1 dpu1, u2q
Hence, forM fixed (but sufficiently large) and T ą 0 small, (8.4.3) ensures that Φ : E Ñ E
and (8.4.4) implies that Φ is a strict contraction over E . Therefore, by Banach’s fixed
point theorem, there exists a local solution u with initial data u0, which, by Lemma 8.4.4,
may be extended to a maximal interval of existence r0, Tmaxq. Moreover, if Tmax ă 8,
one has
lim
tÑTmax
}uptq ´ S2ptqφ}H1 “ 8, φ P X.
Remark 8.4.1. The existence part of Theorem 8.4.6 could be proved as in the numerable
case, by performing a fixed-point argument only on the H1 component. We see, however,
that, in the continuous case, the integrability properties of the X component allows a
more direct argument. Moreover, notice that, when one applies the fixed-point theorem,
one only ensures the uniqueness of a solution of the form vptq ` S2ptqφ0 and not the
uniqueness of u (which is proved using Lemma 8.4.4).
Theorem 8.4.7. Set σ ě 3. Given M ą 1, there exist pMq ą 0 and δ “ δp,Mq, with
δp,Mq Ñ 0 as Ñ 0, such that, if φ0 “ Tf0 P X and v0 P H1pR2q satisfy›››› f0p1` c2q1{2
››››
L1cpL1zq
` }pf0qz}L1cpL1zq ` }f0}L1cpH2z q ` }cf0}L1cpH2z q ăM,
}φ0}X ă , }v0}H1 ă ,  ă pMq,
then the solution u of (NLS) with initial data v0 ` φ0 is globally defined. Moreover, if
S2 is the free Schrödinger group in dimension two,
}u´ S2φ0}L8pp0,8q,H1pR2qq ď δp,Mq
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Sketch of the proof of Theorem 8.4.7. The proof is very similar to that of the numerable
case and again will only be done for σ “ 4. We start with some estimates for S2φ0: using
Propositions 8.2.3 and 8.3.1,
}S2ptqTf0}L8 “ }T pS1pp1` c2qtqf0q}L8 ď }S1pp1` c2qtqf0}L1cpL8z q
À 1
t1{2
›››› f0p1` c2q1{2
››››
L1cpL1zq
, }f0}L1cpH1z q
}∇S2ptqTf0}L8 “ }S2ptq∇Tf0}L8 “ }S2ptqppf0qz,´cpf0qzq}L8
ď }S1pp1` c2qtqppf0qz,´cpf0qzq}L1cpL8z q
À 1
t1{2
}pf0qz}L1cpL1zq , }f0}L1cpH2z q ` }cf0}L1cpH2z q.
The Theorem will be proved if we show that the unique solution v of
ivt ` vxx ` vyy ` λ|v ` φ|σpv ` φq “ 0, vp0q “ v0, φptq “ S2ptqφ0
is global and remains small in the H1 norm, for all t ą 0. As before, we decompose the
nonlinear term as
λ|v ` φ|σpv ` φq “
5ÿ
i“0
gipv, φq,
define h as in (8.1.6) and apply some Strichartz estimates in the Duhamel’s formula for v
in order to obtain inequality (8.1.8). The estimates for i “ 1, ..., 5 are mutatis mutandis
those that were derived for the numerable case, since one has control of the W 1,8 norm
of S2φ0. For the autonomous term, using the decay of }φ}W 1,8 ,
}|φ|5}L1pH1q ď
ż t
0
}φpsq}W 1,8}φpsq}2L8}φpsq}24 À }φ}2X
ˆ
1`
ż t
1
1
s3{2
˙
À 2
Theorem 8.4.8. Set σ ě 3. For any given K ą 0 and M ą 1, there exists φ0 P
X XH1pR2q satisfying the conditions of Theorem 8.4.7 and
}φ0}L2pR2q ą K, }∇φ0}L2pR2q ą K.
Consequently, for any v0 P H1pR2q such that
}v0}H1 ă pMq
the H1 solution u of (NLS) with initial data v0 ` φ0 is global and satisfies
}u´ S2φ0}L8pp0,8q,H1pR2q ď δppMq,Mq.
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Proof of Theorem 8.4.8. Let ψ P C8pRq be such that 0 ď ψ ď 1, ψ ” 1 in r´1, 1s and
ψ ” 0 in Rzr´2, 2s. Take g P SpRq such that
}F´1ξ ψ}L1}g}W 1,1 ` }g}H2 ă
?
M, }g}H1 ă
a
pMq, |Fgp0q| ą 0.
For any  ą 0, define
ψpξq “ ψ
ˆ
ξ

˙
, g “ g ´
´
F´1ξ ψ
¯
‹z g.
Then
}g}Hs “ }p1` |ξ|2qs{2Fg}L2 ď }p1` |ξ|2qs{2Fg}L2 “ }g}Hs , s “ 1, 2.
and
}g ´ g}W 1,1 ď }F´1ξ ψ}L1}g}W 1,1 ď }F´1ξ ψ}L1}g}W 1,1 ă
?
M.
Finally, take f P SpR2q such that
}f}L1XL8 ă
?
, }cf}L1 ă
?
M, }cf}L2 ą K}|ξ|1{2Fg}L2p|ξ|ą1q .
Defining φ “ T pf b gq, it is now easy to check that φ satisfies the conditions of
Theorem 8.4.7. Moreover, by Corollary 8.2.10, for  ą 0 small
}∇φ}L2 ě }cf}L2}|ξ|1{2Fg}L2 ą }cf}L2}|ξ|1{2Fg}L2p|ξ|ą1q ą K.
All that is left is to prove that, for  ą 0 small enough, }φ}L2 ą K. This follows from
}φ}L2 “ }f}L2
›››› Fg|ξ|1{2
››››
2
Ñ8, Ñ 0.
Remark 8.4.2. The global H1 solutions given by Theorem 8.4.8 have small Lσ`2 norm,
since this norm is controlled by }v0}H1 ` }φ0}X . Therefore the energy of these solutions
will always be positive and so there is no possible contradiction with the usual Virial
blowup result by Glassey [35].
Lemma 8.4.9. Suppose that f P L1cpH1z q X L8c pL2zq. If
zf, p1` c2qfz P L1cpL2zq X L8c pL2zq. (8.4.5)
then, for some C “ Cpfq,
}S2ptqTf}L2p À
"
C 2 ď p ď 8
Cp1` t2q 1 ă p ă 2 .
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Proof. From Proposition 8.3.1 and Remark 8.2.1,
}S2ptqTf}L4 “ }T pS1pp1` c2qtqfpcqq}L4
À }S1pp1` c2qtqfpcq}L1cpL2zq ` }S1pp1` c2qtqfpcq}L8c pL2zq “ }f}L1cpL2zq ` }f}L8c pL2zq.
Furthermore, from Proposition 8.2.3,
}S2ptqTf}L8 “ }T pS1pp1` c2qtqfpcqq}L8 À }f}L1cpH1z q.
The estimate for 2 ă p ă 8 follows by interpolation. Now take 1 ă p ă 2. By
Proposition 8.2.3,
}S2ptqTf}L2p ď
ż 1
|c´ c1| }S1pp1` c
2qtqfpcq}Lpz}S1pp1` pc1q2tqqfpc1q}Lpzdcdc1.
Using Hölder’s inequality,
}S1pp1` c2qtqfpcq}Lpz ď
›››› 11` |z|
››››
L
2p
2´p
}p1` |z|qS1pp1` c2qtqfpcq}L2z
À }fpcq}L2z ` }zS1pp1` c2qtqfpcq}L2z .
Recall the classical estimate, valid a.e. for c P R:
}zS1pp1` c2qtqfpcq}L2z ď }zfpcq}L2z ` 2p1` c2qt}fzpcq}L2z .
Hence, setting
Θpc, tq “ }fpcq}L2z ` }zfpcq}L2z ` 2p1` c2qt}fzpcq}L2z ,
we have
}S2ptqTf}L2p À
ż 1
|c´ c1|Θpc, tqΘpc
1, tqdcdc1.
By a analogous reasoning to that of Remark 8.2.1 and (8.4.5),
}S2ptqTf}L2p À 1` t2.
Theorem 8.4.10. Fix σ “ 1. Consider u0 “ v0 ` φ0, v0 P H1pR2q, φ0 “ Tf0 P X.
Assume that
p1` c3qp1` |z|qf0 P L1cpH2z q X L8c pH2z q.
Then there exists a unique global solution u P Cpr0,8q, Eq of (NLS) with initial data u0.
Proof of Theorem 8.4.10. The theorem will be proved once we show that the unique
solution of
ivt ` vxx ` vyy ` λ|v ` φ|pv ` φq “ 0, vp0q “ v0, φptq “ S2ptqφ0 (8.4.6)
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is globally defined. In the following, we perform formal calculations which can be justified
with suitable regularization arguments. Multiplying (8.4.6) by v¯, integrating over R2 and
taking the imaginary part, we obtain
1
2
d
dt
}vptq}2L2 ` λ Im
ż
|v ` φ|pv ` φqv¯ “ 0.
and so
1
2
d
dt
}vptq}2L2 À }φ}L8}v}2L2 ` }v}L2}φ}2L4
Since, by the previous lemma, }φ}L4 and }φ}L8 are uniformly bounded, Gronwall’s
lemma implies that
}vptq}L2 À Cptq,
where C : R` Ñ R is a non decreasing continuous function. Now, multiplying (8.4.6) by
vt, integrating and taking the real part,
d
dt
ˆ
1
2}∇vptq}
2
L2 ´
λ
3 }v ` φ}
3
L3
˙
“ Imλ
ż
∇ p|v ` φ|pv ` φqq ¨∇φ¯.
Recalling that ∇φptq “ S2T pfz,´cfzq and applying the previous lemma,
d
dt
ˆ
1
2}∇vptq}
2
L2 ´
λ
3 }pv ` φqptq}
3
L3
˙
À
ż
|∇φptq|2|φptq| ` |∇φptq||φptq||vptq| ` |∇φptq|2|vptq| ` |∇φptq||∇vptq||vptq|
À }φptq}L4}∇φptq}2L8{3 ` }φptq}L4}∇φptq}L4}vptq}L2
` }∇φptq}2L4}vptq}L2 ` }∇φptq}L8}∇vptq}L2}vptq}L2
À p1` tq4 ` Cptq ` Cptq}∇vptq}2.
Define the energy
Eptq “ 12}∇vptq}
2
L2 ´
λ
3 }v ` φ}
3
L3 .
From Gagliardo-Nirenberg’s inequality,
}v ` φ}3L3 À }v}3L3 ` }φ}3L3 À }∇v}L2}v}2L2 ` p1` tq6 À Cptq2}∇v}L2 ` p1` tq6.
Let Tmax be the maximal time of existence of the solution of (8.4.6). Then, for any
0 ă t0 ă t ă Tmax,
}∇vptq}2L2 À |Ept0q|`Cptq2}∇vptq}L2`p1`tq6`
ż t
t0
`p1` sq4 ` Cpsq ` Cpsq}∇vpsq}2˘ ds.
Suppose, by contradiction, that Tmax ă 8. Since }∇vptq}L2 Ñ8 as tÑ Tmax, one has,
for t ą t1 sufficiently close to Tmax,
}∇vptq}2L2 À
ż t
t0
Cpsq}∇vpsq}2ds.
However, this implies that }∇vptq}2L2 is bounded on rt1, Tmaxs, which is absurd.
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Chapter 9
Finite speed of disturbance and
other qualitative results
In this chapter, we discuss some properties of the nonlinear Schrödinger equation over
Rd
iut `∆u` λ|u|σu “ 0, λ P R, 0 ă σ ă 4{pd´ 2q` (NLS)
which can be used to obtain simple qualitative results. The first part will focus on the
concept of finite speed of disturbance, while the second will deal with solutions of the
(NLS) with infinite variance.
As it is well-known, the linear Schrödinger equation has infinite speed of propagation:
the information at one point x P Rd can influence points at arbitrary distance. This may
be seen in the linear equation either by taking as initial condition the Dirac delta or by
observing that the speed of a given frequency ξ is an unbounded function of ξ. In fact,
it has been proven in [27] that the only solution of the linear Schrödinger equation with
compact support at two different times is the zero solution.
Finite speed of propagation is a useful tool to obtain qualitative results on the dy-
namics of an equation, the classical example being the wave equation. One of these
properties is localization, i.e., to study what happens near a point x P Rd, one only
needs to look at the backward light cone.
A similar application of finite speed of propagation is the concatenation of initial
data: if one takes two compactly supported initial data u0, v0, then, given v P Rd, the
solution with initial condition u0 ` v0p¨ ´ vq, |v| large, will behave like the sum of the
individual solutions up to a large time Tv. Moreover, if the nonlinear effects have already
dissipated by time Tv, one expects that the solution is global. Results of this type are
currently unavailable for the (NLS).
In this chapter, we give a weaker notion of speed of propagation and use it to obtain
concatenation results for the (NLS). Finite speed of disturbance is an estimate for the
amount of mass that appears in some observation set, taking into account the distance
between that set and the initial support.
In the second part of the chapter, we look at solutions of the (NLS) with infinite
variance. So far, blow-up results rely heavily on the Virial identity: defining the variance
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and the energy
V pwq “ }xw}22, Epwq “ 12}∇w}
2
2 ´ 1σ ` 2}w}
σ`2
σ`2,
one has Epuptqq “ Epu0q and pV puptqqq2 ď 16Epuptqq “ 16Epu0q for as long as u exists.
Hence, if V pu0q ă 8 and Epu0q ă 0, one sees that the solution u must cease to exist.
One of the natural questions that arises from this result is: do we really need V pu0q ă
8? This seems natural, since the local well-posedness is posed over H1 without any
constraints on the variance. In fact, in [60], it was proved that the finite variance
condition could be replaced by the radiality of the initial data u0. The only result (to
our knowledge) that overcomes somehow this problem has appeared on [42], for the cubic
(NLS) in dimension 3: for any initial data u0 with negative energy, the corresponding
solution cannot be H1-bounded uniformly in time. Here, we shall consider the general
L2-(super)critical case and build examples of nonradial unbounded H1 solutions.
9.1 Finite speed of disturbance
Let us start with the linear equation
iut `∆u “ 0, up0q “ u0 P H1pRdq. (LS)
If one takes φ PW 1.8pRdq real-valued, then
1
2
d
dt
ż
φ2|u|2 “ 2 Im
ż
φu∇φ ¨∇u ď 2}φu}2}∇φ}8}∇u}2.
Integrating this differential inequality,
}φuptq}2 ď }φu0}2 ` 2t}∇φ}8 sup
sPr0,ts
}∇upsq}2 “ }φu0}2 ` 2t}∇φ}8}∇u0}2,
since the L2 norm of the gradient is preserved by (LS). Now take two disjoint smooth
open sets A,B Ă Rd and take φ PW 1,8 such that
φ ” 1 on B, φ ” 0 on A, }∇φ}8 ă 1distpA,Bq .
Then
}uptq}L2pBq ď 2t}∇u0}2distpA,Bq ` }u0}L2pRdzAq, A,B Ă R
d.
In the special case where φu0 ” 0, one has
}φuptq}2 ď 2}∇φ}8}∇u0}2t.
and so one obtains the finite speed of disturbance for the (LS):
}uptq}L2pBq ď 2}∇u0}2distpA,Bq t. (9.1.1)
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This inequality tells us that, even though information may travel at any speed, the
amount of information that reaches some set B grows (at most) linearly in time, with
growth factor inversely proportional to the distance between the source of the informa-
tion and the observation set. In another way, even though the higher frequencies travel
faster, they carry a controlled amount of mass.
Remark 9.1.1. Fix t ě 0. Given any γptq ě 1, the choice B “ RdzpA ` Bγptqp0qq in
(9.1.1) yields
}uptq}L2pRdzpA`Bγptqp0qqq ď
2}∇u0}2t
γptq .
For any  ą 0, if γptq “ γt, γ “ 2}∇u0}2{, we see that
}uptq}L2pRdzpA`Bγtp0qqq ď .
This means that most of the total mass lies inside a specific cone of light, with speed
given by the initial kinetic energy.
Remark 9.1.2. Suppose that B is such that, for some unit vector v P Rd,
distpA,B ` vtq “ distpA,Bq ` t, t ą 0.
Using the Galilean invariance
ubpx, tq “ ei
bv
2
´
x´ bv2 t
¯
upt, x´ bvtq, b ą 0,
one has, for any set C with distpA,Cq ą 0,
}ubptq}L2pCq ď 2}∇ubp0q}2distpA,Cq t.
For each fixed t ą 0, take C “ B ` bvt. One then arrives at a more general estimate for
the speed of disturbance
}uptq}L2pBq “ }uvptq}L2pB`bvtq ď tdistpA,Bq ` bt
`
4}∇u0}22 ` b2}u0}22
˘1{2
, b ą 0.
Notice that, taking both b, tÑ8, one has the trivial bound }uptq}L2pBq ď }u0}2.
In the (NLS) case, analogous computations yield
}φuptq}2 ď 2}∇φ}8
˜
sup
sPr0,ts
}∇upsq}2
¸
t. (9.1.2)
Choosing φ as in the linear case, one has
}uptq}L2pBq ď
2t supsPr0,ts }∇upsq}2
distpA,Bq ` }u0}L2pRdzAq, A,B Ă R
d.
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in the general case and, if suppu0 Ă A, one obtains the finite speed of disturbance for
the (NLS)
}uptq}L2pBq ď
2 supsPr0,ts }∇upsq}2
distpA,Bq t.
In this case, we see that, as long as u remains bounded in H1, the solution will have
finite speed of disturbance and the previous considerations are still valid. Another useful
estimate can be obtained from (9.1.2): using Gagliardo-Nirenberg’s inequality,
}uptq}Lσ`2pBq ď }φuptq}σ`2 À }φuptq}
1´ dσ2pσ`2q
2 }∇pφuptqq}
dσ
2pσ`2q
2
À
˜
2t
distpA,Bq supsPr0,ts }∇upsq}2
¸1´ dσ2pσ`2q
}∇pφuptqq}
dσ
2pσ`2q
2 (9.1.3)
À
˜
2t
distpA,Bq supsPr0,ts }∇upsq}2
¸1´ dσ2pσ`2q
ˆ
ˆ
}∇uptq}22 ` 1distpA,Bq2 }u0}
2
2
˙ dσ
4pσ`2q
.
Remark 9.1.3. Consider the defocusing case λ ă 0 in the L2-critical case. As it is
well-known, given any initial data u0 P H1pRdq X L2p|x|2dxq “: Σ, the corresponding
solution of (NLS) u scatters to a linear solution, i.e., there exists a unique u` P Σ such
that
}Sp´tquptq ´ u`}Σ Ñ 0, tÑ8.
Thus one may define the forward scattering operator as the mapping u0 ÞÑ u`. We
observe that the simple application of finite speed of disturbance can lead to an estimate
for the scattering operator. In fact, using the lens transform (see [11] and Appendix B),
if v is the solution of the nonlinear Schrödinger equation with an harmonic potential
ivt `∆v ´ |x|2v ` λ|v|4{dv “ 0, vp0q “ u0,
then the Fourier transform uˆ` of u` is precisely vppi{2q (this has been observed in [70]).
This equation also enjoys finite speed of disturbance:
}vptq}L2pBq ď
2t supsPr0,ts }∇vpsq}2
distpA,Bq ` }u0}L2pRdzAq, A,B Ă R
d.
Moreover, by conservation of energy, one has
}∇vptq}2 À }v0}Σ “ }u0}Σ, t ą 0.
Thus, taking t “ pi{2, one obtains
}uˆ`}L2pBq ď pi}u0}ΣdistpA,Bq ` }u0}L2pRdzAq, A,B Ă R
d.
In particular, the localization of the initial data on the physical side implies a localization
of the scattering state u` on the frequency side.
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Remark 9.1.4. Finite speed of perturbation, being a weaker version of the classical finite
speed of propagation, can be observed in a larger number of equations. In particular, it
would be interesting to study this concept for other dispersive PDE’s for which one has
infinite speed of propagation, such as the Korteweg-de-Vries equation.
With the concept of finite speed of disturbance at hand, we state the main result of
this section. Since global existence in the L2-subcritical case is already known for any
initial data, we focus on the L2-(super)critical case σ ě 4{d. In what follows, NLSpu0q
will denote the maximal solution of (NLS) with initial condition u0. We recall the Besov
space Bsρ,2pRdq, which is the closure of DpRN q with the norm
}u}2Bsρ,2 “ }u}2ρ ` }u}29Bsρ,2 :“ }u}
2
ρ `
ż 8
0
˜
τ´s sup
|y|ăτ
}up¨ ´ yq ´ u}ρ
¸2
dτ
τ
.
Given any time interval I, we set
}u}SspIq “ }u}L8pI,Hsq ` }u}LγpI,Bsρ,2q, ρ “
dpσ ` 2q
d` sσ , γ “
4pσ ` 2q
σpd´ 2sq , 0 ă s ă 1,
and, for q “ 4pσ ` 2q{σd,
}u}S0pIq “ }u}L8pI,L2q ` }u}Lσ`2pI,Lσ`2q, }u}S1pIq “ }u}L8pI,H1q ` }u}LqpI,W 1,σ`2q
Define the set of global decaying solutions with bounded Strichartz norms (up to
order one) as
GD “
!
u0 P H1pRdq : T pNLSpu0qq “ 8, }NLSpu0q}S1p0,8q ă 8
)
.
As proven in [12, Theorem 6.2.1], there exists δ ą 0 such that
tu0 P H1pRdq : }u0}H1 ă δu Ă GD.
Theorem 9.1.1 (Concatenation of initial data). Set σ “ 4{d or σ ě mint1, 4{du. Given
initial data u0, v0 P H1, a fixed time T ă T pu0q, T pv0q and  ą 0, there exists DT ą 0
such that, for any w0 P H1 small enough,
T pu0 ` v0p¨ ´ yq ` w0q ą T, |y| ą DT
and, taking s such that σ “ 4{pd´ 2sq,
}NLSpu0 ` v0p¨ ´ yq ` w0q ´NLSpu0q ´NLSpv0p¨ ´ yqq}Ssp0,T q ă .
Moreover, if u0, v0 P GD, there exists D8 ą 0 such that u0 ` v0p¨ ´ yq ` w0 P GD,
|y| ą D8, and
}NLSpu0 ` v0p¨ ´ yq ` w0q ´NLSpu0q ´NLSpv0p¨ ´ yqq}Ssp0,8q ă .
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Before we prove Theorem 9.1.1 (which will be done first for the critical case and then
for the supercritical one), we make a few comments.
Remark 9.1.5. The value of D8 depends only on the global bound M for NLSpu0q and
NLSpv0q and the size of the supports of the initial data. One may extend the above
result for general (not compactly supported) initial data. In that case, the value of d8
will depend of the specific shape of the initial data.
Remark 9.1.6. Independently of the spatial dimension, the result is always true for
σ “ 4{d. In the supercritical case, one could try to prove the concatenation result with
similar arguments to those of [12, Theorem 6.2.1]. However, the information given by
the finite speed of disturbance concerns the solution itself and not its derivatives. As a
consequence, one must try to prove global well-posedness by using as little derivatives as
possible. This is achieved over the critical space Hs, with σ “ 4{pd´ 2sq and s ą 0. To
estimate properly the interaction between the two solutions in Besov spaces, we require
that σ ě 1.
Remark 9.1.7. Observe that the concatenation of two compactly supported initial data
with positive energy also has positive energy. Thus the concatenation result does not
contradict the Virial blow-up argument.
It is important to notice that the second part of Theorem 9.1.1 can be iterated: one
starts with two global solutions with linear decay and builds a new global solution with
linear decay. Moreover, the L2 and H1 norms of the new initial data is the sum of the
corresponding norms of the given data. As a consequence, one obtains
Corollary 9.1.2. Set σ “ 4{d or 1, 4{d ď σ. Given K1,K2 ą 0, there exists u0 P GD
compactly supported such that
}u0}2 “ K1, }∇u0}2 “ K2.
Our result indicates that blow-up behaviour is necessarily connected with how much
localized is the initial data: if the initial data is made up of small H1 pieces, sufficiently
spread out in space, the corresponding solution is global. On the other hand, we point
out that the Virial blow-up argument is also connected with the localization of the
initial data, through both variance and energy. Though far from concrete, an underlying
necessary and sufficient condition for blow-up becomes apparent.
Remark 9.1.8. The question of concatenation of global solutions with no decay prop-
erties is not a trivial matter. The argument used to prove the concatenation result
still works if we add small H1 perturbations to the initial data. Consequently, such a
procedure cannot be applied to generic global solutions: if so, one would prove that,
around the concatenation of the ground-state with the zero solution (which is again the
ground-state), any initial data gives rise to global solutions, which is false (see [6]).
Proof of Theorem 9.1.1 for σ “ 4{d. Step 1. Before we proceed, we make a number of
simplifications using the symmetries of the (NLS). First, we may consider y “ 2De1,
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where e1 P Rd is the first element of the canonic basis of Rd. Moreover, due to the
translation invariance, we may prove the result for the initial data u0p¨ ` y{2q ` v0p¨ ´
y{2q “ u0p¨`De1q`v0p¨´De1q. In what follows, δpDq will denote a decreasing function
such that
δpDq Ñ 0, D Ñ8.
Define A´ “ tx P Rd : x1 ă ´D{2u and A` “ tx P Rd : x1 ą D{2u. Since u0, v0 P L2,
}u0p¨ `De1q}L2pRdzA´q, }v0p¨ ´De1q}L2pRdzA`q ă δpDq. (9.1.4)
Set u “ NLSpu0p¨ `De1qq, v “ NLSpv0p¨ ´De1qq and consider the initial value problem
iwt `∆w ` |u` v ` w|σpu` v ` wq ´ |u|σu´ |v|σv “ 0, wp0q “ w0 P H1.
Notice that
NLSpu0p¨ `De1q ` v0p¨ ´De1q ` w0q “ u` v ` w
for as long as any three solutions exist. As a consequence, the local existence of w as a
L2-solution is a trivial matter.
Step 2. Since T ă T pu0q, T pv0q, there exists M ą 0 such that
}u}L8pp0,T q,H1q, }v}L8pp0,T q,H1q ďM. (9.1.5)
One has
||u` v ` w|σpu` v ` wq ´ |u|σu´ |v|σv| À |v|σ|u| ` |u|σ|v| ` |u|σ|w| ` |v|σ|w| ` |w|σ`1
We write B` “ tx P Rd : x1 ą 0u and B´ “ tx P Rd : x1 ă 0u. The idea is that, due to
(9.1.4), u is small over B` and v is small over B´.
Setting ρ “ pσ ` 2q{pσ ` 1q,
}|u|σv}Lρ À }|u|σv}LρpB`q ` }|u|σv}LρpB´q
À }u}σLσ`2pB`q}v}Lσ`2pB`q ` }u}σLσ`2pB´q}v}Lσ`2pB´q “ I1 ` I2
We estimate I1: we use (9.1.3) on the first term and the uniform bound (9.1.5),
I1 À }u}σLσ`2pB`q}v}Lσ`2 À
ˆ
TM
distpA´, B`q ` }u0}L2pRdzA´q
˙ σ2
σ`2
M
2σ
σ`2`1
À
ˆ
TM
D
` δpDq
˙ σ2
σ`2
M
2σ
σ`2`1
À δpDq.
The same reasoning can be applied to I2, which implies that }|u|σv}Lρ ă δpDq. Analo-
gously, we also have }|v|σu}Lρ À δpDq.
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We apply Strichartz estimates to the Duhamel formula for w on a fixed interval p0, tq:
}w}S0p0,tq À }w0}2 ` t
1
ρ δpDq ` }|u|σ|w|}Lρpp0,tq,Lρq
` }|v|σ|w|}Lρpp0,tq,Lρq ` }w}σ`1S0p0,tq
À }w0}2 ` t
1
ρ δpDq ` }u}σLσ`2pp0,tq,Lσ`2q}w}S0p0,tq
` }v}σLσ`2pp0,tq,Lσ`2q}w}S0p0,tq ` }w}σ`1S0p0,tq
À }w0}2 ` t
1
ρ δpDq ` t σσ`2Mσ}w}S0p0,T q ` }w}σ`1S0p0,tq.
We choose T0 such that
T
σ
σ`2
0 M
σ À 12 ,
so that
}w}S0p0,tq À }w0}2 ` δpDq ` }w}σ`1S0p0,tq, t ă T0.
A standard obstruction argument then implies that there exists η ą 0 small such that,
if
}w0}2 ` δpDq ă η1, η1 ă η,
then w exists (as an L2 solution) up to time T0 and }wpT0q}2 ă 2η1. This process may
be iterated as long as the L2 norm of w remains below η. Thus, for sufficiently small
}w0}2 and large D, one guarantees that w exists up to time T and that
}w}S0p0,T q ă η ă .
This concludes the proof of the first part of Theorem 9.1.1.
Step 3. For the second part of the Theorem, fix δ ą 0 small and choose T large enough
such that
}u}S0pT,8q, }v}S0pT,8q ď δ.
Applying the first part of the Theorem, for DT large, w is defined up to time T with
}w}S0p0,T q ď δ.
Recalling that ρ “ pσ ` 2q{pσ ` 1q, one easily checks that
}|u|σv}LρppT,8q,Lρq À }u}σS0pT,8q}v}S0pT,8q ď δ,
}|v|σu}LρppT,8q,Lρq À }v}σS0pT,8q}u}S0pT,8q ď δ.
Let T ˚ be the maximal time of existence of w. Applying Strichartz estimates to the
Duhamel formula
wptq “ Spt´ T qwpT q ´ iλ
ż t
T
Spt´ sq p|u` v ` w|σpu` v ` wq ´ |u|σu´ |v|σvq ds,
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with T ă t ă T ˚, one has
}w}S0pT,tq À }wpT q}2 ` δ ` }|u|σ|w|}LρppT,tq,Lρq
` }|v|σ|w|}LρppT,tq,Lρq ` }w}σ`1S0pT,tq
À δ ` }u}σLσ`2ppT,tq,Lσ`2q}w}S0pT,tq
` }v}σLσ`2ppT,tq,Lσ`2q}w}S0pT,tq ` }w}σ`1S0pT,tq
À δ ` δ}w}S0pT,tq ` }w}σ`1S0pT,tq, T ă t ă T ˚.
Thus
}w}S0pT,tq À δ ` }w}σ`1S0pT,tq, T ă t ă T ˚,
which, for δ sufficiently small, implies that
}w}S0pT,tq ă , T ă t ă T ˚.
The blow-up alternative (on L2) now implies that T ˚ “ 8 and that }w}S0p0,8q ă .
Moreover, since the initial data is in H1, by persistence of regularity, w is globally
defined in H1.
The remainder of this section will focus on the proof of Theorem 9.1.1 for the super-
critical case. To that end, we shall work on Hs, with σ “ 4{pd´2sq. An admissible pair
of particular importance is
ρ “ dpσ ` 2q{pd` sσq, γ “ 4pσ ` 2q
σpd´ 2sq “ σ ` 2.
Lemma 9.1.3. One has
W 1,ρpRdq ãÑ Bsρ,2pRdq ãÑ L
σρρ1
ρ´ρ1 pRdq.
Proof. The second injection is a direct consequence of Sobolev’s injection. For the first,
we take u P C80 pRdq and write
}u}2Bsρ,2 À }u}2ρ`
ż 1
0
˜
τ´s sup
|y|ăτ
}up¨ ´ yq ´ u}ρ
¸2
dτ
τ
`
ż 8
1
˜
τ´s sup
|y|ăτ
}up¨ ´ yq ´ u}ρ
¸2
dτ
τ
The characterization of Sobolev spaces using translation operators (see, for example, [8,
Proposition 8.5]) implies that
}up¨ ´ yq ´ u}ρ À }∇u}ρ|y|
Hence
}u}2Bsρ,2 À }u}2ρ `
ż 1
0
˜
τ´s sup
|y|ăτ
}∇u}ρ|y|
¸2
dτ
τ
`
ż 8
1
˜
τ´s sup
|y|ăt
}u}ρ
¸2
dτ
τ
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À }u}2W 1,ρ
ˆ
1`
ż 1
0
dτ
τ1´2s `
ż 8
1
dτ
τ1`s
˙
À }u}2W 1,ρ .
As in the first step of the proof of Theorem 9.1.1 in the critical case, from now on,
δpDq will denoted a decreasing function of D such that δpDq Ñ 0 as D Ñ8.
Lemma 9.1.4. Fix σ ą 4{d such that σ ě 1. Given u0, v0 P H1 and T ă T pu0q, T pv0q,
if one writes u “ NLSpu0p¨ `De1qq and v “ NLSpv0p¨ ´De1qq, then
}|u` v|σpu` vq ´ |u|σu´ |v|σv}Lγ1 pp0,T q,Bs
ρ1,2q ď δpDq.
Proof. Set
Npu, vq “ |u` v|σpu` vq ´ |u|σu´ |v|σv (9.1.6)
and
M “ }u}L8pp0,T q,H1q ` }u}Lγpp0,T q,W 1,ρq ` }v}L8pp0,T q,H1q ` }v}Lγpp0,T q,W 1,ρq,
Bptq “ }uptq}W 1,ρ ` }vptq}W 1,ρ .
It is easy to check, using Hölder’s inequality, that
}Bptqσ`1}Lγ1 p0,T q À T
4´σpd´2sq
4 Mσ`1
Once again, write
A´ “ tx P Rd : x1 ă ´D{2u, A` “ tx P Rd : x1 ą D{2u,
B´ “ tx P Rd : x1 ă 0u, B` “ tx P Rd : x1 ą 0u.
Since u0, v0 P L2,
}u0p¨ `De1q}L2pRdzA´q, }v0p¨ ´De1q}L2pRdzA`q ă δpDq.
We set 0 ă a, b ă 1 such that
}z}Lα À }z}aLρ}∇z}1´aLρ , }z}Lρ À }z}bL2}∇z}1´bL2 , α “ σρρ1{pρ´ ρ1q, z P C80 pRdq.
Then
}Npu, vq}29Bs
ρ1,2
“
ż 8
0
˜
τ´s sup
|y|ăτ
}Npu, vqp¨ ´ yq ´Npu, vq}ρ1
¸2
dτ
τ
À
ż 1
0
˜
τ´s sup
|y|ăτ
}Npu, vqp¨ ´ yq ´Npu, vq}Lρ1 pB`q
¸2
dτ
τ
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`
ż 1
0
˜
τ´s sup
|y|ăτ
}Npu, vqp¨ ´ yq ´Npu, vq}Lρ1 pB´q
¸2
dτ
τ
` }Npu, vq}2
Lρ1 pB`q ` }Npu, vq}2Lρ1 pB´q À I21 ` I22 ` I23 ` I24 .
We treat I1 as follows: setting C˘ “ B˘`B1p0q and recalling that W 1,ρ ãÑ Bsρ,2 ãÑ Lα,
α “ σρρ1{pρ´ ρ1q,
}Npu, vqp¨ ´ yq ´Npu, vq}Lρ1 pB`q À
´
}u}σ´1LαpC`q ` }v}σ´1LαpC`q
¯
ˆ `}u}LαpC`q}vp¨ ´ yq ´ v}LρpB`q ` }v}LαpC`q}up¨ ´ yq ´ u}LρpB`q˘
À Bptqσ´1}u}LαpC`q}vp¨ ´ yq ´ v}Lρ `Bptqσ}up¨ ´ yq ´ u}LρpB`q
For the first term, take a smooth cut-off function φ with φ ” 1 over C` and φ ” 0 over
A´. Then, from Gagliardo-Nirenberg and finite speed of disturbance,
}u}LαpC`q À }φu}Lα À }φu}aLρ}∇pφuq}1´aLρ À }φu}abL2}∇pφuq}ap1´bqL2 }u}1´aW 1,ρ
À }φu}abL2Map1´bqBptq1´a À
ˆ
TM
D
` }u0}L2pRdzA´q
˙ab
Map1´bqBptq1´a
À δpDqBptq1´a
For the second term, taking  ą 0 small, for |y| ă 1,
}up¨ ´ yq ´ u}LρpB`q “ }up¨ ´ yq ´ u}LρpB`q}up¨ ´ yq ´ u}1´LρpB`q
À `}u}LρpC`q˘ p}up¨ ´ yq ´ u}Lρq1´
À
´
}φu}bL2}∇pφuq}1´bL2
¯ p}∇u}Lρ |y|q1´
À δpDqBptq1´|y|1´
Hence
|I1| À δpDqBptqσ´a}v}Bsρ,2 ` δpDqBptqσ`1´
ˆż 1
0
1
τ1`2s´2p1´q
dτ
˙1{2
À δpDq `Bptqσ`1´a `Bptqσ`1´˘
À δpDqp1`Bptqσ`1q
and so
}I1}Lγ1 p0,T q À δpDqpT
1
γ1 ` T 4´pd´2sqσ4 q À δpDq.
For the I3 term,
|I3| À }|u|σv}Lρ1 pB`q ` }|v|σu}Lρ1 pB`q À }u}σLαpB`q}v}ρ ` }v}σα}u}LρpB`q
À `δpDqBptq1´a˘σ }v}W 1,ρ ` }v}σW 1,ρδpDq
À δpDqBptqσp1´aq`1 ` δpDqBptqσ À δpDqp1`Bptqσ`1q.
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As for the I1 term, this implies }I3}Lγ1 p0,T q À δpDq. The estimates for I2 and I4 are
analogous. Thus
}Npu, vq}Lγ1 pp0,T q, 9Bs
ρ1,2q
À δpDq.
Finally,
}Npu, vq}Lγ1 pp0,T q,Bs
ρ1,2q À }Npu, vq}Lγ1 pp0,T q,Lρ1 q ` }Npu, vq}Lγ1 pp0,T q, 9Bsρ1,2q
À }I3}Lγ1 p0,T q ` }I4}Lγ1 p0,T q ` δpDq À δpDq.
Proof of Theorem 9.1.1 for σ ą 4{d. We follow closely the proof of the L2-critical case
σ “ 4{d. Set y “ 2De1, u “ NLSpu0p¨ ` y{2qq and v “ NLSpv0p¨ ´ y{2qq. Once again,
consider the initial value problem
iwt `∆w ` |u` v ` w|σpu` v ` wq ´ |u|σu´ |v|σv “ 0, wp0q “ w0 P H1.
Define
Mptq “ }u}Lγpp0,tq,W 1,ρq ` }v}Lγpp0,tq,W 1,ρq.
We recall (cf. [12, Corollary 2.3.9]) that
}Sptqw0}Ssp0,tq ď }w0}Hs , t ą 0.
Thus, applying Strichartz estimates on the Duhamel formula for w on a time interval
0 ă t ă T ,
}w}Ssp0,tq À }w0}Hs `
´
}u}σLγpp0,tq,Bsρ,2q ` }v}
σ
Lγpp0,tq,Bsρ,2q ` }w}
σ
Ssp0,tq
¯
}w}Ssp0,tq
` }Npu, vq}Lγ1 pp0,tq,Bs
ρ1,2q.
where Npu, vq is defined as in (9.1.6). It follows from Lemmata 9.1.3 and 9.1.4 that
}w}Ssp0,tq À }w0}Hs ` δpDq `Mptqσ}w}Ssp0,tq ` }w}σ`1Ssp0,tq.
Choose T0 such that
MσpT0q À 12 .
Then
}w}Ssp0,tq À }w0}Hs ` δpDq ` }w}σ`1Ssp0,tq.
An obstruction argument now implies that, if
}w0}Hs ` δpDq ă η1, η1 ă η,
then w exists (as an Hs solution) up to time T0 and }wpT0q}Hs ă 2η1. For small enough
}w0}Hs and D large, the process can be iterated so that w is defined on r0, T s and
}w}Ssp0,T q ă . The proof of the global existence is completely analogous to the proof
for the critical case.
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To finish this section, consider the weakly coupled nonlinear Schrödinger system"
iut `∆u` k11|u|2pu` k12|v|p`1|u|p´1u “ 0
ivt `∆v ` k22|v|2pv ` k12|u|p`1|v|p´1v “ 0 , u, v P Cpr0, T q,H
1pRdqq, (2-NLS)
where kij P R and 1 ď p ă 2{pd ´ 2q` (see Part I). Using the standard techniques
available for the (NLS), one may show that the initial value problem is locally well-
posed for u0, v0 P HspRdq if p ă 2{pd ´ 2sq` and is conditionally locally well-posed if
p “ 2{pd´ 2sq`. We set T pu0, v0q as the maximal time of existence of the solution with
initial conditions u0, v0 and write pu, vq “ p2NLSqpu0, v0q. Finally, write
GD2 “
!
pu0, v0q P pH1pRdqq2 : T pp2NLSqpu0, v0qq “ 8, }p2NLSqpu0, v0q}pS1p0,8qq2 ă 8
)
It is easy to check that (2-NLS) has finite speed of disturbance for each component:
if u0 has compact support and B is a set such that distpsuppu0, Bq ą 0, then
}uptq}L2pBq ď
2 supsPr0,ts }∇upsq}2
distpsuppu0, Bq t.
The same is valid for v. Consequently, one may prove the analogous concatenation result:
Proposition 9.1.5. Set p “ 2{d or p ě 2. Given two compactly supported initial data
u0,v0 P pH1pRdqq2, a fixed time T ă T pu0q, T pv0q and  ą 0, there exists DT ą 0 such
that
T pu0 ` v0p¨ ´ yqq ą T, |y| ą DT
and, taking s such that p ě 2{pd´ 2sq,
}p2NLSqpu0 ` v0p¨ ´ yqq ´ p2NLSqpu0q ´ p2NLSqpv0p¨ ´ yqq}pSsp0,T qq2 ă .
Moreover, if u0,v0 P GD, there exists D8 ą 0 such that u0 ` v0p¨ ´ yq P GD, |y| ą D8,
and
}p2NLSqpu0 ` v0p¨ ´ yqq ´ p2NLSqpu0q ´ p2NLSqpv0p¨ ´ yqq}pSsp0,8qq2 ă .
When k11, k22 ă 0, any compactly supported initial data of the form u0 “ pu0, 0q
or v0 “ p0, v0q is in GD2: the system (2-NLS) is reduced to a defocusing (NLS). As a
consequence, we have
Corollary 9.1.6. Set p “ 2{d or p ě 2. Moreover, suppose that k11, k22 ă 0. Given
u0, v0 P H1pRdq compactly supported, there exists D8 ą 0 such that pu0, v0p¨´yqq P GD2,
for any |y| ą D8.
Thus blow-up behaviour can only appear if the initial supports of the two components
are sufficiently close to each other. We recall that, if k12 ą 0 is large, blow-up behavior
is possible, by the usual Virial argument.
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9.2 Unbounded solutions with infinite variance
Consider the initial value problem for the focusing L2-(super)critical (NLS) over R2:
iut `∆u` |u|σu “ 0, up0q “ u0 P H1pR2q, σ ě 2.
Theorem 9.2.1. There exists a universal constant C ą 0 such that the following is
true: given u0 P H1pR2q real with Epu0q ă 0, suppose that there exists a sequence of real
functions tvnunPN Ă H1pR2q such that Epu0 ` vnq ă 0 and
}vn}H1 ă n exp
˜
´Cnθ
ˇˇˇˇ
V pu0 ` vnq
Epu0 ` vnq
ˇˇˇˇ1{2¸
, θ “ 2pσ ` 2qσ3 . (9.2.1)
Then, if the solution u of (NLS) with initial data u0 is globally defined,
}u}L8pp0,8q;H1q “ `8.
Proof. By contradiction, suppose that u is globally defined and that, for some large n,
}u}L8pp0,8q;H1q ă n.
Set v0 :“ vn given by (9.2.1). As a consequence, }v0}H1 ă n, V pu0 ` v0q ă 8 and
Epu0 ` v0q ă 0. It follows from the Virial argument that the solution w of (NLS) with
initial data w0 “ u0 ` v0 blows-up before
T ˚ :“
ˇˇˇˇ
V pu0 ` vnq
Epu0 ` vnq
ˇˇˇˇ1{2
.
On the other hand, one may write the equation for the remainder v “ w ´ u:
ivt `∆v ` |u` v|σpu` vq ´ |u|σu “ 0, vp0q “ v0.
Using Kato’s method, we claim that the solution of this Cauchy problem exists up to
time
T˚ :“ 1
Cnθ
ln
ˆ
n
}v0}H1
˙
.
We briefly sketch the required estimates: set
Φpvqptq :“ Sptqu0 ` i
ż t
0
Spt´ sq p|u` v|σpu` vq ´ |u|σuq psqds,
Define ρ “ σ ` 2 and γ so that pγ, ρq is an admissible pair. Then, for any admissible
pair pq, rq,
}Φpvq}Lqpp0,T q;W 1,rq À }v0}H1 ` }|u` v|σpu` vq ´ |u|σu}Lγ1 pp0,T q;W 1,ρ1 q
À }v0}H1 ` T
1
γ1´ 1γ }v}σ`1Lγpp0,T q,W 1,ρq (9.2.2)
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` }|u|σp|v| ` |∇v|q}Lγ1 pp0,T q,Lρ1 q ` }|∇u||u|σ´1|v|}Lγ1 pp0,T q,Lρ1 q.
For the last term, Hölder’s inequality implies that
}|∇u||u|σ´1|v|}ρ1 À }∇u}2}u}σ´12pσ`2q}v}2pσ`2q À nσ}v}2pσ`2q
and so, choosing p so that pp, 2σ ` 4q is an admissible pair,
}|∇u||u|σ´1|v|}Lγ1 pp0,T q,Lρ1 q À nσT
1
γ1´ 1p }v}Lppp0,T q,L2pσ`2qq.
The penultimate term in (9.2.2) can be estimated analogously. Notice that p ă γ. With
these estimates, one then chooses T so that
T
1
γ1´ 1pnσ ` T 1γ1´ 1γ }v0}σH1 ă
´
T
1
γ1´ 1p ` T 1γ1´ 1γ
¯
nσ ă T 1γ1´ 1pnσ “ 12C ,
where C is a universal constant. The fixed point argument then ensures that v exists
up to time T and that }vpT q}H1 ă 2}v0}H1 . This process may be iterated for as long as
}vpkT q}H1 ă 2k}v0}H1 ă n. Thus v exists up to time
T˚ “ 1
Cnθ
ln
ˆ
n
}v0}H1
˙
as claimed.
Finally, we remark that the maximal time of existence of v must coincide with that
of w. Thus one must have
1
Cnθ
ln
ˆ
n
}vn}1H
˙
“ T˚ ă T ˚ “
ˇˇˇˇ
V pu0 ` vnq
Epu0 ` vnq
ˇˇˇˇ1{2
,
that is,
}vn}H1 ą n exp
˜
´Cnθ
ˇˇˇˇ
V pu0 ` vnq
Epu0 ` vnq
ˇˇˇˇ1{2¸
which contradicts the choice of vn.
Using Theorem 9.2.1, one may now exhibit several unbounded nonradial solutions of
the (NLS).
Example 9.2.1. Suppose that u0 P H1pR2q is such that u0pxq „ |x|´2, |∇u0pxq| “
Op|x|´2q and Epu0q ă 0. The prescribed asymptotic behaviour implies thatż
|x|2|u0pxq|2dx „
ż 1
|x|2dx “ `8.
For any given R ą 0 large, choose a cutoff function φR P C8pR2q so that φR ” 0 over
BRp0q and φR ” 1 on R2zBR`1p0q. Then, setting vR “ ´φRu0,ż
|vRpxq|2 ` |∇vRpxq|2dx À
ż 8
R
1
r3
dr À 1
R2
,
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ż
|x|2|u0 ` vR|2dx À 1`
ż R
1
1
r
dr À lnR,
and Epu0 ` vRq Ñ Epu0q. Fixed n P N, we have, for a sufficiently large R “ Rpnq,
}vR}H1 À 1R2 ă n exp
˜
´Cnθ
ˇˇˇˇ
lnR
Epu0 ` vRq
ˇˇˇˇ1{2¸
À n exp
˜
´Cnθ
ˇˇˇˇ
V pu0 ` vRq
Epu0 ` vRq
ˇˇˇˇ1{2¸
.
Thus vn “ vRpnq satisfies the conditions of Theorem 9.2.1 and so the solution u of (NLS)
with initial data u0 is unbounded in H1.
Example 9.2.2. Take any compactly supported function f P H1pR2q with Epfq ă
0. Choose another compactly supported function g P H1pR2q (for simplicity, take
supp f, g Ă B1p0q). Given any sequence txnunPN Ă Rd with |xn| ą 2|xn´1| and |x1| ą 3,
define
u0pxq “ fpxq `
ÿ
iě1
λigpx´ xiq, λm “ pV pgp¨ ´ xiqqq´1{2 .
and
vnpxq “ ´
ÿ
iąn
λigpx´ xiq.
In this way, it is clear that V pu0`vnq “ V pfq`n. Moreover, for |x1| large enough, }vn}H1
is small and so Epu0` vnq ă Epu0q{2, for any n. It is clear that, when |xn`1| Ñ 8, one
has }vn}H1 Ñ 0, since
λ´2m “
ż
B1pxmq
|x|2|g|2 ě p|xm|2 ´ 1q}g}22 ě p4m|x1|2 ´ 1q}g}22.
Then one chooses R “ Rpnq large such that
n exp
˜
´Cnθ
ˆ
2V pfq ` n
Epu0q
˙1{2¸
ą }vn}H1 , whenever |xn`1| ą Rn.
This placement of txnunPN provides an initial data u0 and a sequence tvnunPN satisfying
the conditions of Theorem 9.2.1.
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Appendix A
Essential estimates and linear
theory
A.1 Gagliardo-Nirenberg inequality
Given k ą 0, p ě 1, consider the space 9W k,ppRdq endowed with the semi-norm
}u} 9Wk,ppRdq “
ÿ
|α|“k
ˆż
Rd
|Dαupxq|pdx
˙ 1
p
.
An important feature of these spaces is that they behave well under scalings: if uλpxq “
upλxq, then
}uλ} 9Wk,ppRdq “
ÿ
|α|“k
ˆż
Rd
λkp|pDαuqpλxq|pdx
˙ 1
p “ λk´ dp }u} 9Wk,ppRdq.
We define the scaling index as the number lpk, p, dq “ lp 9W k,ppRdqq :“ k ´ d{p. This
notion may also be extended to the case p “ 8: we set lpk,8, dq “ k.
Remark A.1. The scaling index may be defined for other function spaces: if B Ă D1pRdq
is a vector space, equipped with a semi-norm } ¨ }B such that
}uλ}B ď λb}u}B, u P B,
then one defines lpBq “ b. For example, lp 9Hs,ppRdqq “ s´ d{p, for s P R.
Proposition A.1.1 (Gagliardo-Nirenberg’s inequality). Consider three different pairs
pk, pq, pm, rq, p0, qq P Nˆ r1,8s such that
lpk, p, dq “ θlpm, r, dq ` p1´ θqlp0, q, dq, for some θ P
„
k
m
, 1

.
We exclude the case p “ 8, r ą 1 and θ “ 1. Then
}u} 9Wk,ppRdq À }u}θ9Wm,rpRdq}u}1´θLqpRdq, u P C8c pRdq.
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The relation between the scaling indices can be derived by noticing that the inequality
must be preserved under scalings. The restriction θm ě k reflects the need of sufficent
m derivatives to be able to control k derivatives.
As a consequence of the Gagliardo-Nirenberg inequality,
Theorem A.1.2 (Sobolev injection). Given Ω Ă Rd and 1 ď r ď 8,
1. if r ă d, then W 1,rpΩq ãÑ LppΩq, for p P
”
r, drd´r
ı
;
2. if r “ d ą 1, then W 1,rpΩq ãÑ LppΩq, for r ď p ă 8;
3. if r “ d “ 1, then W 1,1pΩq ãÑ LppΩq, for r ď p ď 8;
4. if r ą d, then W 1,rpΩq ãÑ L8pΩq X C0,1´d{ppΩ¯q, the space of bounded continuous
functions which are Hölder continuous of exponent 1´ d{p.
If Ω is bounded and has a uniformly Lipschitz continuous boundary, then the injections
1., 2. and 3. are compact for p ‰ 8.
A.2 The Schrödinger unitary group
Consider the initial value problem
iut `∆u “ 0, up0, xq “ u0pxq, u “ upt, xq, pt, xq P Rˆ Rd. (LS)
Using the Fourier transform, it is easy to conclude that, for any u0 P SpRdq,
upt, xq “ pSptqu0qpxq :“ F´1pe´4pi2iξ2tFu0qpxq (A.1)
“ 1p4piitqd{2
ż
Rd
e
i|x´y|2
4t u0pyqdy, pt, xq P Rˆ Rd
is a solution of (LS) in C8pR,SpRdqq. Since
}uptq}2 “ }e´4pi2i¨2tFu0}2 “ }Fu0}2 “ }u0}2,
the family tSptqutPR may be extended to a unitary group defined on L2pRdq. It follows
from classical semigroup theory that tSptqutPR is generated by i∆ (as an operator defined
on L2pRdq). Hence, for any u0 P L2, the unique solution of (LS) in CpR;L2pRdqq X
C1pR;H´2pRdqq is given by (A.1).
It follows directly from (A.1) that
}uptq}8 À 1
td{2
}u0}1, u0 P SpRdq.
Applying the Riesz-Thorin interpolation theorem, we have, for any p ě 2,
}uptq}p À 1
t
d
´
1
2´ 1p
¯ }u0}p1 , u0 P SpRdq. (A.2)
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Remark A.1. All these considerations are still valid for the linear hyperbolic Schrödinger
equation
iut ` uxx ´∆yu “ 0, u “ upt, x,yq, pt, x,yq P Rˆ Rˆ Rd´1.
As in the general ODE theory, the knowledge of the linear solutions allows to solve
the inhomogeneous equation
iut `∆u “ f, up0q “ u0. (A.3)
Indeed, if f P CpR, L2pRdqq, then u P CpR, L2pRdqq is a solution of (A.3) in the sense of
distributions if and only if u satisfies the Duhamel formula
uptq “ Sptqu0 ´ i
ż t
0
Spt´ sqfpsqds, t P R. (A.4)
Other combinations of regularities between u and f give the same result. We highlight
the following:
Proposition A.2.1 (Duhamel formula). Suppose that u0 P H1pRdq and that f P
Cpr0, T s,H´1pRdqq. If u given by (A.4) is in Cpr0, T s;H1pRdqq, then it is the unique
solution of (A.3) in the class Cpr0, T s;H1pRdqq X C1pp0, T q;H´1pRdqq.
A.3 Strichartz estimates
We begin with some heuristic arguments. Given p ě 2, we define s2pLppRdqq “ s2pp, dq
such that
lps2pp, dq, 2, dq “ lp0, p, dq, i.e., s2pp, dq “ d
ˆ
1
2 ´
1
p
˙
.
The above relation means that 9Hs2pp,dqpRdq has the same scaling index as LppRdq. Our
heuristic will consist in saying that these two spaces behave in a similar fashion, because
their index is the same.
Let u P L8pR;L2pRdqq be a solution of (LS). Since
s2pL8pRqq “ 1{2, s2pL2pRdqq “ 0,
we say that u has 1{2 derivatives in time and 0 in space. Now, since u satisfies iut`∆u “
0, one sees that one may convert a given number of time derivatives into twice that
number of spatial derivatives. That is, choosing q ě 2, this means that u also has
1{2 ´ 1{q derivatives in time and 2{q derivatives in space. Converting back into Lp
spaces, since
lp 9H1{2´1{qpRqq “ lpLqpRqq, lp 9H2{qpRdqq “ lpLrpRdqq, 2
q
“ d
ˆ
1
2 ´
1
r
˙
,
this tells us that (possibly) one has u P LqpR, LrpRdqq. Another way to see the relation-
ship between q and r is to notice that the scaling uλpt, xq “ upλ2t, λxq maps solutions of
the (NLS) into solutions of the (NLS). Then any space where the solution may live should
behave, under the scaling invariance, in the same way as the space L8pR, L2pRdqq.
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Remark A.1. Saying that two spaces behave in a similar fashion based solely on their
scaling index is obviously incorrect. However, one should regard these arguments in the
opposite direction: if two spaces do not have the same scaling index, then they surely
behave in different ways.
Definition A.3.1 (Admissible pair). We say that a pair pq, rq is admissible if
2
q
“ d
ˆ
1
2 ´
1
r
˙
, 2 ď q, r ď 8, pq, rq ‰ p2,8q.
The hidden regularity (derived heuristically) can be made concrete using the linear
decay estimate (A.2) and some duality arguments:
Theorem A.3.2 (Strichartz estimates). Given two admissible pairs pq, rq and pγ, ρq,
we have
}Sp¨qu0}LqpR;LrpRdqq À }u0}2,››››ż
R
Sp´sqfpsqds
››››
L2pRdq
À }f}Lq1 pR;Lr1 pRdqq,
and ››››ż
săt
Spt´ sqfpsqds
››››
LqpR;LrpRdqq
À }f}Lγ1 pR;Lρ1 pRdqq.
Remark A.2. These inequalities may be seen as a type of Gagliardo-Nirenberg inequal-
ity where one does not lose any spatial derivatives through the estimate.
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Appendix B
Invariances of the nonlinear
Schrödinger equation
The nonlinear Schrödinger equation presents a number of invariances1 which are decisive
for the qualitative study of the equation. In fact, beyond the generic group properties,
decay estimates and Strichartz estimates (which do not depend on the nonlinearity),
the invariances are the simplest object that distinguishes different nonlinearities and,
consequently, different qualitative behaviours.
The nonlinear Schrödinger equation
iut `∆u˘ |u|σu “ 0, u “ upt, xq, pt, xq P Rˆ Rd.
has the following invariances;
1. Space-time translations: vpt, xq “ upt` t0, x` x0q;
2. Gauge invariance; vpt, xq “ eiθupx, tq;
3. Galilean invariance: vpt, xq “ e i2 pax´ i4a2tqupt, x´ atq;
4. Dilation invariance; vpt, xq “ λ 2σ upλ2t, λxq;
5. Rotation invariance: vpt, xq “ upt, Axq, A rotation matrix;
In the L2-critical case, one may find another class of invariances, for which we present
the complete formal deduction: given smooth functions u : R ˆ Rd Ñ C and g, a, b, f :
r0, T q Ñ R, define
upt, xq “ v
ˆ
gptq, x
bptq
˙
exp
ˆ
iaptq|x|2
4
˙
fptq (B.1)
A tedious but straighfoward calculation shows that
iut `∆u` λ|u|4{du “
´
i
f
f 1 v ´ i
b1
b2
x ¨∇v ` ivsg1 ´ a1 |x|
2
4 v ` b
´2∆v ` iab´1x ¨∇v
1Mappings T that act on solutions u of the equation and produce a new solution v “ Tu.
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` iad2 v ´ v
a2
4 |x|
2 ` λ|f |4{d|v|4{dv
¯
ˆ exp
ˆ
ia|x|2
4
˙
f
If we consider the restrictions
piq f
1
f
“ ´ad2 , piiq b
1 “ ab, piiiq fp0q “ bp0q “ 1
(which imply that f “ b´d{2), we obtain
iut `∆u` λ|u|4{du “
´
ivsg
1 ´ a
1 ` a2
4 |x|
2v ` b´2∆v
` λb´2|v|4{dv
¯
ˆ exp
ˆ
ia|x|2
4
˙
f
Finally, if we demand that, for some k P R,
pivq g1 “ b´2, pvq a1 ` a2 “ 4kb´4,
one arrives at
iut `∆u` λ|u|4{du “
´
ivs `∆v ` λ|v|4{dv ´ k|x|2v
¯
ˆ b´2 exp
ˆ
ia|x|2
4
˙
f.
Therefore u is a solution of (NLS) if and only if v is a solution of the (NLS) with a
harmonic potential
ivs `∆v ` λ|v|4{dv ´ k|x|2v “ 0.
Notice that, from piiq and pvq,
a2 ` 2a1a “ ´4kb´4
ˆ
4b
1
b
˙
“ ´pa1 ` a2q4a.
Hence
a2 ` 6aa1 ` 4a3 “ 0 (B.2)
with an initial condition ap0q “ a0 and, since bp0q “ 1, a1p0q “ 4k ´ a20. It follows from
piq, piiq, piiiq and pivq that
bptq “ exp
ˆż t
0
apτqdτ
˙
, fptq “ exp
ˆ
´d2
ż t
0
apτqdτ
˙
,
gptq “ gp0q `
ż t
0
exp
ˆ
´2
ż ρ
0
apτqdτ
˙
dρ. (B.3)
Notice that the presence of gp0q induces only a translation in time, which is a well
known-invariance, and so we shall consider
pviq gp0q “ 0.
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In conclusion, the transform defined by (B.1) with hypothesis piq´ pviq is a 2-parameter
transform, the generalized pseudo-conformal transform, which we denote by u “ Ta0,kv.
For example, choosing a0 “ 0 and k P R`, we obtain from (B.2)
aptq “ 4kt4kt2 ` 1 , bptq “ p4kt
2 ` 1q1{2, gptq “ 1?
4k
tan´1p?4ktq, fptq “ 1p4kt2 ` 1qd{4 .
In the special case k “ 1{4, the transformation (B.1) reads
upt, xq “ `T0,1{4v˘ pt, xq “ 1p1` t2qd{4 v
ˆ
tan´1ptq, x?
1` t2 ,
˙
e
i
|x|2t
4p1`t2q
which is the inverse of the lens transform (see [11], [71]).
On the other hand, if k “ 0 and a0 P R, we get a1 ` a2 “ 0 and so
aptq “ a01` a0t , bptq “ 1` a0t, gptq “
t
1` a0t , fptq “ p1` a0tq
´d{2.
This means that the transformation v “ Ta0,0u is precisely the pseudo-conformal trans-
form and so the generalized pseudo-conformal invariance is the composition of the lens
transform with the usual pseudo-conformal invariance.
Remark B.1. For the hyperbolic nonlinear Schrödinger equation
iut ` uxx ´∆yu` λ|u|4{du “ 0, u “ upt, xq, pt, xq P Rˆ Rˆ Rd´1.
analogous computations may be carried out: if one defines
upt, x,yq “ v
ˆ
gptq, x
bptq ,
y
bptq
˙
exp
ˆ
iaptqpx2 ´ |y|2q
4
˙
fptq,
with a, b, f, g as before, then u is a solution of (HNLS) if and only if v is a solution of
the (HNLS) with a "harmonic" potential
ivs ` vxx ´∆yv ` λ|v|4{dv ´ kpx2 ´ |y|2qv “ 0.
Finally, given a function space B for which one may define the scaling index lpBq
(see Appendix A), we define the notion of B-criticallity for the (NLS): recall that the
scaling
u ÞÑ uλpt, xq “ λ 2σ upλ2t, λxq, λ ą 0
is an invariance of the (NLS). Then
}uλptq}B “ λ 2σ`lpBq}upλ2tq}B.
We then say that the (NLS) (or σ) is B-critical if the scaling does not change the norm
in B, i.e., lpBq “ ´2{σ. If lpBq ă ´2{σ (resp. lpBq ą ´2{σ), we say that the equation
is B-supercritical (resp. B-subcritical). For example, if B “ L2pRdq, then lpBq “ ´d{2
and so σ is L2-critical if σ “ 4{d.
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Remark B.2. In a subcritical case, if one chooses λ ă 1, then the time of existence
of uλ increases and its B-norm decreases. This type of dependence is a natural one:
smaller solutions should exist for larger times. Indeed, the standard applications of the
Banach fixed point theorem to prove local well-posedness imply this dependence. On the
other hand, in the supercritical case, one observes an increase in both time of existence
and B-norm (which means that larger solutions exist for larger times). This unnatural
dependence indicates that the Cauchy problem may be ill-posed for supercritical cases.
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Appendix C
Dual dynamical systems
This appendix is dedicated to some observations concerning the theory of invariances
and evolution laws for evolution equations. The goal is to present in a clear and practical
way these concepts. The main consequence is that one shall be able to obtain evolution
laws with trivial computations.
Let H be a complex Hilbert space, with inner product x¨, ¨y. Taking p¨, ¨q “ Rex¨, ¨y,
H becomes a real Hilbert space. Let H,G real functionals defined on a dense subspace
V, with continuous derivatives in H. Consider the hamiltonian dynamical system over
V given by
i
du
dt
“ H 1puq, (SDH)
which we assume to be locally well-posed. The goal is to study the time evolution of G
throughout the trajectories of this system. One has
d
dt
Gpuptqq “
ˆ
G1puptqq, du
dt
ptq
˙
“ pG1puptqq,´iH 1puptqqq “: P puptqq. (C.1)
Given w P V, consider the initial value problem
i
dv
dt
“ G1pvq, vp0q “ w, (SDG)
which we suppose that is locally well-posed, Then
d
dt
Hpvptqq “ pH 1pvptqq, dv
dt
ptqq “ pH 1pvptqq,´iG1pvptqqq
“ ´pG1pvptqq,´iH 1pvptqqq “ ´P pvptqq.
Hence
P pwq “ ´ d
dt
Hpvptqq
ˇˇˇ
t“0
, (C.2)
and so the evolution of G through the trajectories of H can be determined by computing
the evolution of H through the trajectories of G. In this sense, the dynamics are dual
to each other.
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In most applications, the dynamical system (SDG) is easily solvable, while (SDH) is
a complex system. Moreover, since (SDG) is independent of H, one only needs to solve
it once to study the evolution of G through any system (SDH),
We now give some ilustrative examples. We consider H “ L2pRdq, endowed with the
usual inner product. We do not care about the subspace V: it should be clear in each
case that it exists.
• Evolution of the L2 norm: in this case, Gpuq “ 12}u}22. Then system (SDG) is
i
dv
dt
“ v, vp0q “ w
which has the explicit solution vptq “ e´itw. Hence, to determine the evolution of
the L2 norm, it suffices to compute pHpe´itwqq1p0q. If H is gauge invariant, this
derivative is null and so the L2 norm is conserved.
• As it is well known, in a Hamiltonian system, the Hamiltonian is a conserved
quantity. This is trivial: taking G “ H,
d
dt
Hpuptqq “ P puptqq “ ´ d
dt
Hpuptqq
and so ddtHpuptqq “ 0.
• The (NLS) as an Hamiltonian system: one of the most essential properties of the
(NLS) is that it can be written as
i
du
dt
“ E1puq, Epuq “ 12}∇u}
2
2 ´ λσ ` 2}u}
σ`2
σ`2.
Considering the previous examples, we obtain directly the conservation of mass
}u}22 and the conservation of energy E.
• Linear momentum: setting Gpuq “ 12 Im
ş
uu¯x, system (SDG) is
i
dv
dt
“ ivx, vp0q “ w
whose solution is vpx, tq “ wpx`tq. IfH is translation invariant, pHpwpx`tqq1p0q “
0, @w P V, and momentum is conserved. Otherwise, take, for example,
Hpuq “ 12}∇u}
2
2 ` 12}xu}
2
2 ´ 1α` 2}u}
α`2
α`2,
(which corresponds to the nonlinear Schrödinger equation with an harmonic po-
tential),
d
dt
Hpwpx` tqq
ˇˇˇ
t“0
“ d
dt
1
2}px´ tqw}
2
2
ˇˇˇ
t“0
“ ´
ż
x|w|2
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and so, if u is a solution of (SDH),
1
2
d
dt
Im
ż
uptqu¯xptq “
ż
x|uptq|2.
Notice that, by the classical method, one would multiply the equation by iu¯x and
integrate by parts twice.
• Virial’s identity for the (NLS): considering Gpuq “ 12}xu}22, the solution of (SDG)
is vptq “ e´it|x|2w. Hence
´P pwq “ d
dt
Hpe´it|x|2wq
ˇˇˇ
t“0
“ d
dt
ż
| ´ 2itxw `∇w|2
ˇˇˇ
t“0
“ 2 Im
ż
xw∇w¯
and so, if u is a solution of (NLS),
d
dt
}xu}22 “ ´4 Im
ż
xuptq∇u¯ptq.
Now we would like to compute the second derivative of G. To that end, we shall
take P as the new G and proceed as before: if G “ Im ş xw∇w¯, (SDG) becomes
i
dv
dt
“ ip2x ¨∇v ` dvq
with the explicit solution vptq “ edtwpe2txq (clearly connected to the scaling in-
variance of (NLS)). Since
d
dt
Hpvptqq
ˇˇˇ
t“0
“ d
dt
˜
ep2d`4´2dqt
2 }∇w}
2
2 ´ e
pdpα`2q´2dqt
α` 2 }w}
α`2
α`2
¸ ˇˇˇ
t“0
“ 2}∇w}22 ´ dαα` 2}w}
α`2
α`2,
we finally arrive at
d2
dt2
}xu}22 “ ´4 ddt Im
ż
xuptq∇u¯ptq “ 8}∇u}22 ´ 4dαα` 2}u}
α`2
α`2.
We point out that the classical method involves many more computations, whose
level of complexity is certainly higher than these quite simple computations.
We now make a series of observations:
Remark C.1. In this framework, Noether’s theorem becomes trivial: if H is invariant
throughout the orbits of (SDG), then P ” 0 and so G is conserved by (SDH). On the
other hand, if G is conserved, P ” 0 and so H must be invariant by the action of (SDG).
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Remark C.2. These considerations are not restricted to Hamiltonian dynamical sys-
tems: one may also consider the system
du
dt
“ H 1puq. (C.3)
In this case, the dual dynamical system is
dv
dt
“ G1pvq, vp0q “ w (C.4)
and there is no change in the sign of P (see (C.2)). This allows the computation of
evolution laws for more general systems, such as the heat equation, Moreover, suppose
that for some flow vpt;wq of type (C.4), the functional H decreases throughout its
trajectories. Hence G also decreases by the action of (C.3), which means that G is a
Lyapunov functional. Hence, finding Lyapunov functionals is equivalent to finding ways
to decrease H. For these systems, a trivial example is G “ ´H.
Remark C.3. The technique is additive: considering a system of the form
du
dt
“
ÿ
cjH
1
jpuq, cj P t1,´iu,
we define P as in (C.1). Letting Pj be the functional related to
du
dt
“ cjH 1jpuq,
one easily checks that P “ řPj . With this observation, one may decompose the dy-
namical system and compute the derivative for each one individually. A system which
falls under this scenario is the complex Ginzburg-Landau equation
ut “ eiθ∆u` eiγ |u|αu, θ, γ P R,
with
H1puq “ ´cos θ2 }∇u}
2
2 ` cos γα` 2}u}
α`2
α`2, c1 “ 1
and
H2puq “ sin θ2 }∇u}
2
2 ´ sin γα` 2}u}
α`2
α`2, c2 “ ´i.
Remark C.4. Suppose that G has a parameter θ P R, G “ Gpθ, uq. In this case, one
may consider the auxilliary system
ivθ “ G1pθ, uq, vp0q “ w.
where G1 is the derivative in u. Setting
P pθ, zq “ pH 1pzq,´iG1pθ, zqq,
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one has
d
dθ
Hpvpθqq
ˇˇˇ
θ“0
“ P p0, wq, d
dt
Gp0, uptqq “ ´P p0, uptqq.
Notice that one could replace θ “ 0 with θ “ θ0 by considering G˜pθ, uq “ Gpθ ´ θ0, uq.
As an example, take the (NLS) in dimension two. This system is invariant by rotations
on the space variables:
upt, x, yq ÞÑ upt, x cos θ ` y sin θ, y cos θ ´ x sin θq “: vpt, x, y; θq.
Observe that
ivθ “ irvx vys
„ ´x sin θ y cos θ
´x cos θ ´y sin θ
 „
x
y

.
Since (NLS) is invariant through the action of this dynamical system, we know that, if
there exists G “ Gpθ, vq with ivθ “ Gpθ, vq, then Gpθ, ¨q will be conserved by the (NLS)
flow. After some computations, we conclude that, for θ “ 0,
Gp0, vq “ Im
ż
pyvx ´ xvyqv¯
is a conserved quantity.
Remark C.5. The fact that P determines the evolution of the Hamiltonian in the dual
dynamical system was used in [37] to conclude the instability of ground-states for the
(NLS) with a magnetic potential. It would be interesting to find more situations where
this duality could be used to conclude more properties of the system at hand. For
example, the blowup dynamics for the (NLS) could be studied by duality, taking either
G1puq “ }∇u}22 or G2puq “ }u}α`2α`2, and understanding how the (NLS) energy evolves
through the flow of G1 or G2.
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Appendix D
Injectivity of the plane wave
transform
In this appendix, we give another proof of
Tf ” 0ñ f ” 0.
This proof is based on arguments that do not involve the expression of T in terms of the
Fourier transform. For the sake of simplicity, we shall assume that f is good enough so
that all integrations are automatically justified.
Proposition D.0.1. Given f P CpR2q with exponential decay at infinity, if Tf ” 0,
then f ” 0.
Proof. Step 1. Reduction to radial case. Since Tf ” 0,ż
fpx´ cy, cqdc “ 0, px, yq P R2.
Then, given any h P R, ż 1
0
ż
fpx` hz ´ cy, cqdcdz “ 0,
which means that the integration of f over any non-vertical strip is null. Define
f˜pz, cq “ 12pi
ż 2pi
0
fpAθpz, cqqdθ, Aθpz, cq “ pc cos θ ´ z sin θ, c sin θ ` z cos θq
Then, for any , δ ą 0 and any strip S “s´ δ, ` δrˆR,ż
S
f˜pz, cqdcdz “ 12pi
ż 2pi
0
ż
S
fpAθpz, cqqdcdθ “ 12pi
ż 2pi
0
ż
A´1
θ
S
fpz, cqdcdz “ 0,
since the rotation of a strip is still a strip. In particular, the function
 ÞÑ
ż
f˜p, cqdc
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is zero. Since f˜ is a radial function, f˜p, cq is an even function, and soż 8
0
f˜p, cqdc “ 0,  ą 0.
Hence
0 “
ż 2pi
0
ż 8
0
f˜p, cqdcdθ “
ż
R2zBp0q
f˜pz, cq?
c2 ` z2 ´ 2dzdc
which implies, in polar coordinates, thatż 8

f˜prqr?
r2 ´ 2dr “ 0,  ą 0. (D.1)
Step 2. f˜ must be zero. We write f˜ “ f` ´ f´, with f`, f´ ě 0 and f`f´ ” 0. Fix
a P R`. W.l.o.g., let panqnPN Ă R` be a strictly increasing sequence with a0 “ a and
such that
f˜
ˇˇ
ra2k,a2k`1s ě 0, f˜
ˇˇ
ra2k`1,a2k`2s ď 0, k P N. (D.2)
There are two possibilities: either an is bounded or not. We consider the case where an
is not bounded, the other being quite similar. Define
hnprq “ ra
r2 ´ a2n
1pan,`8q
and
SN prq “
Nÿ
n“0
p´1qnhnprq, N P N.
Since hnprq ď hn`1prq for r ą an`1, it is easy to check that, for N even,
SN
ˇˇ
pa2k,a2k`1q ą 0, SN
ˇˇ
pa2k`1,a2k`2q ă 0, SN
ˇˇ
paN ,8q ą 0, k P N, 2k ` 2 ď N (D.3)
This implies that, for all N even, f`SN ě 0. On the other hand, the same reasoning
shows that, for all N odd, f´SN ď 0. Given k P N, it follows from (D.1) and from the
decay of f thatˇˇˇˇż 8
0
f`S2k ´
ż 8
0
f´S2k`1
ˇˇˇˇ
“
ˇˇˇˇ
ˇ
ż 8
0
2kÿ
n“1
p´1qnpf` ´ f´qhn `
ż 8
0
f´h2k`1
ˇˇˇˇ
ˇ
“
ˇˇˇˇ
ˇ 2kÿ
n“1
p´1qn
ż 8
0
fhn `
ż 8
0
f´h2k`1
ˇˇˇˇ
ˇ
“
ˇˇˇˇż 8
0
f´h2k`1
ˇˇˇˇ
Ñ 0, k Ñ8
Since, for any k, ż 8
0
f`S2k ě 0,
ż 8
0
f´S2k`1 ď 0,
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it follows that ż 8
0
f`S2k,
ż 8
0
f´S2k`1 Ñ 0, k Ñ8.
Set Sprq “ limSN prq. By Monotone Convergence Theorem, the functions f`S and
´f´S are integrable, positive and have integral over r0,8q equal to 0. Hence f`S, f´S ”
0. It follows from (D.2) and (D.3) that f`prq, f´prq “ 0 for r ą a. Since a ą 0 is arbi-
trary, we conclude that f˜ ” 0.
Step 3. Conclusion. Since f˜ is the average of f over any circle centered at the origin
and f˜ ” 0, it follows that fp0, 0q “ 0. To prove that fpz0, c0q “ 0 for any pz0, c0q P R2,
consider
fpz0,c0qpz, cq “ fpz ` z0, c` c0q.
Then Tfpz0,c0q ” 0 and therefore, by the previous steps, fpz0, c0q “ fpz0,c0qp0, 0q “ 0.
Remark D.1. It follows directly from this proof that the integral of f over the collection
of all strips in R2 determines uniquely the values of f . This implies that the integral
of f over all strips determines the integral of f over all balls. This is not trivial at all,
since the value of the latter cannot be obtained from the first ones using algebraic set
relations. Furthermore, it is easy to check that, if one starts with a collection of strips
with a finite number of possible directions, such a result is no longer valid.
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