This paper considers the dependence on an unknown parameter q of the solution of the linear abstract Cauchy problem (1.1) I _(t) = A(q)x(t) + u(t), x(0) = x0.
O_<t_<T,
Our ultimate goal is to formulate and establish the convergence of a gradient-based parameter estimation algorithm applicable in this abstract setting.
This algorithm employs computation of the gradient D x(t;q) of the q solution of (1.1) with respect to the parameter. Conditions for the existence of this gradient are established in [11].
In Section 2 we review these conditions and the general setting for the remainder of the paper.
Convergence of the algorithm requires certain smoothness properties of the gradient D x(t;q) with respect to q. These properties are established in q Section 3 and their applicability to a linear delay-differential equation is discussed in Section 4.
In this example the delay is among the parameters so that in this setting the parameter dependence appears in unbounded terms of the evolution operator A(q).
An abstract parameter estimation algorithm is presented in Section 5.
In Section 6 its convergence is established using the results of Section 3.
In Section 7 we present several numerical examples which indicate the performance of the algorithm for delay and coefficient estimation in linear delay-differential equations. Additional examples may be found in [12] .
Numerical testing and evaluation on a wider variety of parameter estimation problems will be undertaken in a subsequent paper.
The General Setting
The application of quasilinearization to parameter estimation requires knowledge of the derivative of the state with respect to the unknown parameter. Th|stopic is addressed in [11] .
In this section we review the framework used_there to obtaindifferentiability and establish notation to be used in the remainder of this paper[ Let P be an open subset of a normed linear space P with norm I.I and let X be a Banach space with norm II°II. For every q e P let A(q) be a linear operator on D(A(q)) in X. Throughout this paper we assume (HI) A(q) generates a strongly continuous semigroup S(t;q) on X;
lls(t;q)xll _<MeWtjJxJl, x c x, t > o, q E D, for some constants M and w independent of q, x, and t.
Fix T > 0 and u E LI(0,T;X). Define Q(t;q) = _Its(t-s;q)u(s)ds for q E P, v 0 0 < t < T. Note that if (1.1) has a strong solution then it is given by the formula x(t) = S(t;q)x 0 + Q(t;q) for 0 < t < T.
In applications
of this theory it is useful to consider just those terms of A(q) in which the parameter appears. 
Parameter Dependence
In this section we deduce smoothness properties of the solution x(t;q) = S(t;q)x 0 + Q(t;q) with respect to q. These properties are derived from similar properties of F(q,q 0) and G(q,q 0) which are operators related to A(q). These results will be used in Section 5 to prove convergence of the parameter estimation algorithm. Throughout this section T > 0, x0 e X, to q at q*. 
We therefore obtain by substitution
Let e > 0 be given and let C = Me wt.
Theorem 1 [II]) that for all x e X
It can be shown (see the proof of
Combining (3.3) with (H5ii) shows that for some 6 > 0 1 IIS(t,q)y -S(t;q*)yll < _CIly H, o _< t _ T, y 6 Y, whenever Iq -q*l S 61 .
(ll5i) we obtain
In particular, putting 
4.

Application to a Delay-Differential F4uation
In this section we apply the framework of the previous sections to the linear delay-differential equation 
Then is well known that A(q) generates a strongly continuous semigroup S(t;q) on X satisfying S(t;q) = (y(t), yt ) where y(t) = y(t;q) denotes the solution of (4.1) with u = 0.
It is a consequence of standard results that 
"Tly ( .q,) _ y(t-q_;q*)ldt 
The Algorithm
In this section we define a parameter estimation algorithm based on quasilinearization and establish local convergence using the results of 
[qo -q*l _ 5*.
In particular, qk _ q* as k _ _ whenever Proof This estimate is a direct consequence of (5.3).
Numerical Examples
In this section we consider several examples in which the above algorithm was used to solve parameter estimation problems in delaydifferential equations.
In these examples the emphasis is on delay identification since in the abstract setting this represents an unbounded perturbation of the generator as noted in Section 4.
With the exception of Example 6.8, the various unknown parameters are estimated using data generated from closed-form expressions for the solution found by the "method of steps". The algorithm is implemented by an averaging scheme [2] which approximates the state equation and the associated sensitivity equations by a system of ordinary differential equations. This system is solved by a fourth-order Runge-Kutta routine.
In the one delay examples the averaging scheme is implemented with the delay interval [-r,O] divided into sixteen equal segments, except that The convergence of the states to ten data points on the interval [0,2] is illustrated in Figure I . The results are similar to those of Example 6.3, except that the solution has become somewhat more sensitive to the coefficients. Figure 3 . 
and the algorithm is asked to estimate unknown parameters in the system _(t) = ax(t) + bx(t-r), t > 0 x(t) = t + I, t < 0 x(t) = 1, t < 0,
In this example we consider the second-order equation dx t) + w2x(t) + a0 _-(t-r) + alx(t-r) = u(t), t > 0, where u(t) is the step function of Example 6.3. This equation models a harmonic oscillator with retarded damping and restoring forces.
In [13] a quasilinearization algorithm is used to estimate coefficients in this
equation.
The methods of this paper allow the delay r to be added to the set of unknown parameters. For this example the averaging method was used to compute "data" values for the parameter estimation algorithm with "true"
values of w = 6, a0 = 2.5, a I = 9, and r = 1. 
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