Hurricane Sandy was one of the deadliest and costliest of hurricanes over the past few decades. Many states experienced significant power outage, however many people used social media to communicate while having limited or no access to traditional information sources. In this study, we explored the evolution of various communication patterns using machine learning techniques and determined user concerns that emerged over the course of Hurricane Sandy. The original data included ~52M tweets coming from ~13M users between October 14, 2012 and November 12, 2012. We run topic model on ~763K tweets from top 4,029 most frequent users who tweeted about Sandy at least 100 times. We identified 250 well-defined communication patterns based on perplexity. Conversations of most frequent and relevant users indicate the evolution of numerous storm-phase (warning, response, and recovery) specific topics. People were also concerned about storm location and time, media coverage, and activities of political leaders and celebrities. We also present each relevant keyword that contributed to one particular pattern of user concerns. Such keywords would be particularly meaningful in targeted information spreading and effective crisis communication in similar major disasters. Each of these words can also be helpful for efficient hash-tagging to reach target audience as needed via social media. The pattern recognition approach of this study can be used in identifying real time user needs in future crises.
communication patterns based on perplexity. Conversations of most frequent and relevant users indicate the evolution of numerous storm-phase (warning, response, and recovery) specific topics. People were also concerned about storm location and time, media coverage, and activities of political leaders and celebrities. We also present each relevant keyword that contributed to one particular pattern of user concern.
DATA DESCRIPTION AND ANALYSES
In this study, we analyze raw data (~52 M tweets, ~13 M users, Oct 14 -Nov 12, 2012) obtained from Twitter. Please see (52) for the detailed steps involved in data collection. The data includes a text database with user and text identifiers, texts, and some additional useful information. The network database includes the relationship graphs of active users i.e. the list of followees for each user (31) . These were reconstructed using Twitter API. Only a minor fraction of the texts (~ 1.35%) are geo-tagged by Twitter. For relevance, user activity was assessed on the basis of number of tweets (~11.83 M) in the data that included the word 'sandy', co-appeared with other words after filtering out ~46.45 M tweets that are in English i.e. non-English tweets were removed.
First, we analyzed the texts that evolved in the tweets of top 4,029 most frequent users who tweeted at least 100 times about Sandy (AF ≥ 100), producing ~763 K tweets and ~95 M words. After removing the punctuations, English stop-words, repeated words such as 'http' and '@' from these tweets, we observed that the 50 most frequent words contribute ~30% of all the words in the texts. We present the highly frequent words as a word cloud in Figure 1 where the frequencies of these words can be seen. 'sandy' and 'hurricane' are the top two most frequent word. The word 'storm' is also on top of the list. Interestingly, we found that the word 'storm' was more popular on October 23, 2012 shortly after the tropical depression was formed (Table  1) . Later on, 'hurricane' and 'sandy' became more frequent close to the landfall on October 29. The word 'superstorm' was also popular. The appearance of 'sandy' before the tropical depression was formed (October 22) suggests those tweets having 'sandy' out of context. The labelling of a tropical storm should be given importance as it is strongly connected to how information disseminates later. Any given word can be a part of a specific topic evolved over time. Also, each word can be a part of multiple topics. The text database needs to be carefully analyzed to infer aggregate and user-specific topic pattern.
We also analyzed the texts that evolved in the tweets of the top 157,622 most frequent users who tweeted at least 10 times about Sandy (AF ≥ 10), producing ~3.9 M tweets. After removing the punctuations, English stop-words, repeated words such as 'http' and '@' from these tweets, we observed that these 100 most frequent words contribute ~37.5% of all the words in the texts. Any given word can be a part of a specific topic evolved over time. Also, each word can be a part of multiple topics. The text database needs to be carefully analyzed to infer aggregate and user-specific topic pattern. We present the highly frequent words as a heatmap over time in Figure 2 and Figure 3 where the frequencies of these words can be seen. 'sandy' and 'hurricane' are the top two most frequent word. The word 'storm' is also on top of the list. Interestingly, we found that the word 'storm' was more popular on October 23, 2012 shortly after the tropical depression was formed. Later on, 'hurricane' and 'sandy' became more frequent close to the landfall on October 29. The word 'superstorm' was also popular. The appearance of 'sandy' before the tropical depression was formed (October 22) suggests those tweets having 'sandy' out of context. The labelling of a tropical storm should be given importance as it is strongly connected to how information disseminates later. The other words in the list can be broadly classifies into several categories. Words such as 'east', 'coast', 'stay', 'safe', 'update', 'watch', 'path', 'prepare', 'emergency' appeared more frequently before the storm. Some words, for example, 'power', 'water', 'food', 'gas', 'home' were more prominent close to or shortly after the landfall. Considerably after the landfall, topics including 'help', 'relief', 'victims', 'donate', 'affect', 'please', 'fema', 'without', 'shelter' appeared to emerge. Words such as 'weather', 'state', 'time', 'still', 'sandys', 'hit', 'ny', 'nj', 'york' were fairly uniformly distributed both before and after the landfall.
MODEL DESCRIPTION AND FORMULATION
The crisis communication patterns and their evolution in these networks were based on topic models that are well-established in the machine learning literature. A topic model is a generative model that follows a probabilistic process for generating documents based on a set of straightforward probabilistic sampling rules. This process explains how words in a document can be generated based on some latent variables i.e. topics that evolve in a document. The overall procedure includes the following steps (56): (i) select a distribution over topics to make a new document, (ii) for each word in the document, select a topic randomly and then a word from that topic following that distribution. The process can also be reversed and the set of topics that generate the collection of documents can be obtained. The model fitness of such generative models should find the best set of latent variables (i.e. topics of the documents) based on which the observed data can be reasonably explained (i.e. words in the documents). The generative process, as discussed above, does not assume any specific ordering of the words ('bag-of-words' assumption in natural language processing) in a document (56) and the frequency of word appearance in a document is the only information that is relevant. The ordering of the words can be useful at times, however, this is not captured by topic models. A topic model can also be applied to other types of discrete data.
Formally speaking, the problem of identifying various social interaction topics is to determine latent patterns through for ∈ {1,2, … } and each topic is a distribution of different words. A word is defined as the basic unit of data to be selected from a set of possible words of size , a user tweets about topics, and the user can contribute to the collection of tweets. The generative process is summarized below (see Figure 4a ):
For each word in tweet i. Select a topic ~ Multinomial ( ) ; ∈ {1,2, … } ii. From topic , a word is selected ~ Multinomial ( ) ; ∈ {1,2, … } Now, given tweets, topics over unique words, the main objectives of the inference of topic pattern classifications are:
i. Find the probability of a word given each topic , ( | = ) = where ( | = ) is represented with multinomial distributions over words of size ii. Find the probability of a topic for a word in tweet , ( = | ) = where ( | ) is represented with multinomial distributions over topics.
The above model views the topic pattern as a probability distribution over words and tweeting activities as a mixture of these patterns. From topics, the probability of i-th word in a given tweet is:
Here, is the latent variable referring to the pattern from which the i-th word is drawn, ( | = ) indicates the probability of word under the j-th pattern and ( = | ) is the probability of selecting a word from pattern j in the tweet . Intuitively, ( | ) determines the importance of a word in forming a pattern and ( | ) determines the prevalence of the pattern in different tweets. The complete model of pattern generation by IPM follows:
~ Dirichlet ( ) Here, and are hyper-parameters for the prior distributions of and respectively. We assume Dirichlet prior distributions which are conjugate to the multinomial distributions.
The joint distribution of words and patterns ( , ) written as:
The first term can be written as (57):
Here is the number of times word is assigned to pattern and (•) = ∑ . The second term can be written as:
Here is the number of times a word from tweet is assigned to pattern and
A pattern can be assigned to a word using the following conditional distribution (57) :
, , (
Here, is the count excluding the current pattern assignment of . The first ratio expresses the probability of word in pattern and the second ratio expresses the probability of pattern in the tweet .
PARAMETER ESTIMATION AND MODEL SELECTION
There are various approximation techniques for estimating the parameters of this model (57; 58) . We used the Gibbs sampling approach proposed by (57) . The algorithm can be found in detail in (57) . Only a brief description of the approach is provided here. To estimate the model parameters, a Markov Chain Monte Carlo (MCMC) procedure is used. In MCMC, samples are taken from a Markov chain constructed to converge to a target distribution. In our model, each state of the chain is the assignment of a pattern to a word and the transition from one state to another follows a specific rule based on Gibbs sampling approach (59) . In this procedure, the next state is reached by sampling the variables from a conditional distribution which specifies the distribution of the variables conditioned on the current assignment of all other variables and the observations. The parameters of LDA, representing the hidden patterns, can be computed as:
The model selection was based on Perplexity -a metric to measure the predictive capacity of the model to infer the unseen data in each run. In machine learning, Perplexity is a commonly used metric to report the performance of a probabilistic model that refers to the average likelihood of obtaining a test data set given a set of model parameters. Perplexity can be defined as the exponential of the negative of average predictive likelihood of a test data given a model (57) . In this study, the algorithm was run for different number of topic patterns (K) and perplexity in each run was computed. Next, the optimal number of patterns was selected based on perplexity values. For a given set of words { } and ∈ given a model ℳ, Perplexity of a test data set can be defined as:
where is the number of words in each topic and ( |ℳ) can be derived from Eq. (1). Figure 4 .b indicates that there exist 250 well-defined pattern in the data since there is no significant change in perplexity after that. Table 1 -3 present the details on each type of the communication pattern along with the associated keywords. The top ten words contributing to each pattern are tabulated in Appendix (Table 1-Table 8 ) in the decreasing order of their occurrence probability from left to right (60) . Topic model was applied to ~763 K tweets including ~95 M words from the 4,029 users being active at least 100 times (AF ≥ 100) demonstrating their high degree of appearance and relevance to Sandy. Most discussions during the warning phase (before October 29, 2012), listed in Table 1 are related to storm prediction (W1-13), storm watch (W14-19), and storm preparedness (W34-37). Storm prediction topics consist of words like NASA, NOAA, satellite, predict, path, model, track, form, regain, weaken and other similar words. Conversations on storm watch are expressed through keywords including warn, watch, issue, advisory, forecast. People were also concerned about storm preparedness and words like 'get', 'ready', 'try', 'prepare', 'parent', 'children', 'care', 'neighbor' contributed to such topics. A number of topics are specific to user concern (W38-45), people expressed their thoughts and prayers for the people who stayed along the path of the hurricane. Some topics were related to updates on weather condition made of 'wind', rain', 'snow', 'water', 'heavy', 'strong' and several weather measurement units. People also expressed their concern about previous hurricanes such as Katrina and Irene as Sandy was approaching. The causality of a major hurricane like Sandy was also a major topic of concern (W31-33). Some claimed global warming and climate change to be responsible, some supposed gay marriage to be a source of storm formation.
CRISIS COMMUNICATION PATTERNS

Patterns of Warning Phase
Patterns of Response Phase
Turning to topics evolved during the response phase (during or immediately after the landfall on October 29, 2012), we observe that people were mainly concerned about the basic needs such as gas/fuel (RP1-3), food/water (RP4-5), and the adverse impacts caused by significant power outage in different states (RP6-16). Several discussions went on transportation related topics (RP17-25) as expressed by 'flight', 'travel', 'airlines', 'subway', 'bus', 'train', 'metro', 'station', 'bridge', 'tunnel', 'mta', 'cancel', 'service', 'suspend', 'resume', 'line' and other similar words (Table 2) . People also talked about how local officials such as state governors responded (RP26-28) to the situation and whether or not an evacuation order is issued (RP 29) . Major infrastructures such as Statue of Liberty, World Trade Center and Nuclear Power Plant were also part of many interactions (RP30-32). The severity of death tolls was highlighted in several topics (RP33-37). Hospitals undertook precarious evacuations (RP38) and several rescue efforts went on by the police department (RP39-40). Concerns about the impact of fire (RP41), flood (RP42-43), cleaning debris (RP44-45), and pets/animals (RP46-47) also emerged. People also talked about different ongoing crimes (RP48) and the status of the stock market (RP49). First responders such as FEMA (RP50-52), National Guard, Navy, American Red Cross and Army also appeared in a number of topics (RP53-58). Some people discussed about the cancellation of major events (RP59-62) and closure of offices and schools (RP63-64).
Recovery Phase and Phase Independent Patterns
The recovery phase of the storm primarily included discussions about numerous disaster relief efforts such as Occupy Sandy and popular hashtags like 'sandyaid', 'sandyrelief', 'sandyhelp', 'sandyvolunteer' among others (RC1-16). Some discussions were specific to the recovery process itself when people talked about survivors and victims of the storm and lessons learned from Hurricane Sandy (RC17-26). Economic losses, devastating damage, and other aftermaths caused by Sandy (RC17-26) were also discussed in this particular phase of the storm (Table 1) . Various topics were phase independent and specific to location, time, media coverage, political leaders and celebrities as listed in Table 3 . When the location category is considered, we observe that many patterns represent user concern about East Coast, New York and New Jersey (L1-12). These were the areas that experienced major impact of Sandy. People also communicated about the other states/areas slightly impacted or close to the path of Sandy. These included Long Island, Staten Island, Rhode Island, Connecticut, Virginia, North Carolina, Delaware, Philadelphia, and Maryland (L13-21). Other specific locations such as Hudson River (L22) and any given street address that was flooded (L23). Time related topics were also prominent (T1-6) that included day and year of Sandy's landfall (October 29, 2012) in addition to other specific time units.
Media played a salient role during Hurricane Sandy. Numerous patterns were part of the media coverage, both traditional news media (NM1-16) and easily accessible social media (NM17-25). Traditional media sources included CNN, LA Times, Sky News, NYT, ABC News, Daily Mail, CBS, USA Today, Washington Post, Huffington Post, BBC, Forbes, Reuters, and Wall Street Journal. On the other hand, Facebook, Twitter, and Instagram were among the popular social media topics as people talked about several social media activities such as 'tweet', 'status', 'page', 'share', 'message', 'follow' and so on. Some topics represented solely different broadcasting steps such as live updates, live coverage, press briefings, and others (NM26-30). Political leaders such as President Obama (PC1-3), Mitt Romney and Bill Clinton (PC4-7) appeared in several discussion topics. Some interactions were on the 2012 US Election and its relevance to Hurricane Sandy (PC8-12). Celebrity activities during that period were also prominent in a number of occasions. For example, Karl Rove, Jim Cantore, Lindsay Lohan, and Dina Lohan appeared in a few conversations (PC13-16). Some other topics were uncategorized (O1-33).
DISCUSSION
Conversations of most frequent and relevant users (~763 K tweets from top 4029 highly active users; AF ≥ 100) indicate evolution of numerous topics at different phases of the storm such as warning, response, and recovery. People were also concerned about phase independent topics specific to location, time, media coverage, political leaders, and celebrity activities. We observed that the top 50 most frequent words contribute up to ~30% of all words in those tweets, however, each word can be part of any specific topic or multiple topics. Warning phase topics were related to storm prediction, storm watch and advisory, storm preparedness, user concerns about the storm, previous hurricane experience and causes responsible for storm formation such as climate change and global warming. Communications during the response phase may include basic needs of people such as food, water, gas, power and so on. People also express concern on major infrastructures and different transportation facilities such as subway, metro, train, bus, airlines, and others. Many interactions include how local officials responded to the storm threat and order mandatory evacuations. First responders such as FEMA, hospitals, pets/animals, fire, flooding, event cancellation, rescue operations, work or school closure were among the topics. People primarily discussed about several disaster relief and fundraising efforts in the recovery phase. In addition, possible aftermath and lessons learned from such major disaster also emerged during this phase. While some communication patterns are location (impacted states/areas) and time specific, some were specific to media coverage including both traditional news media and social media. Political leaders, 2012 US election and celebrity activities were among other topics of discussion.
The pattern recognition approach of this study can be used in identifying real time user needs in future crises. For example, if users express their concern about locating nearby shelters in social media, this will emerge out if the model is applied. Introducing hashtags are common these days in social media. The keywords that constitute a particular pattern of user concern, as presented in this study, would help emergency managers to use such keywords as hashtags at different phases (warning, response and recovery) of major hurricanes and help vulnerable population receive more crisis information via social media. Future studies should capture the complex contagion of hurricane Sandy in more details. For example, how user concerns spread through the network of twitter users (followee-follower versus direct user mentions) and the rate of information propagation, content relevance, risk profiling. Subgraphs of geo-tagged users (~2% in the raw data) may help to understand the mobility pattern and spatial correlation with their network activity.
