Humans can perceive their spatial surroundings both by the visual and the auditory senses. Even though the auditory system has much lower spatial resolution, it can still serve as an alternative or supplementary information channel for the visual modality. In this paper, we investigate the feasibility of conveying elaborate visual information by auditory patterns. A system is developed which transforms two-dimensional binary images into \auditory images". Such images are based on slow raster-scanning of a perceptual auditory surface around the subject while emitting sounds that correspond to the brightness level of the images at each location. The parameters involved in such a system are quantitatively investigated with respect to their e ect on performance. These parameters include resolution, level di erence, sound color contrast, speed, surface curvature, etc. The graphic percepts of synthetic auditory images which correspond to simple shapes are also analyzed. The experimental results show that sound localization can be used to convey visual information quite successfully for simple shapes and low resolution patterns.
Introduction
Sound localization has been investigated from many aspects. Comprehensive reviews can be found in 25, 26, 11, 15] . One of the focal points in localization research has been the investigation of 3-D auditory displays. In natural environments, sounds provide important cues indicating the direction of objects (e.g. moving vehicles) or sources of information. Thus, making better use of the auditory information channel can alleviate the visual overload problem 5]. For example, in an aircraft, the preponderance of information is presented to the pilot in the visual modality. During critical periods of high workload, this overload in the visual channel can reduce the pilot and system e ectiveness and safety. In most research works that deal with information displays, virtual displays generally emphasize visual information. However, many investigators have pointed out the importance of the auditory system as an alternative or supplementary information channel. Such a display could be realized with an array of real sound sources or loudspeakers 4] . Other examples of 3-D localization research include 3-D auditory displays in advanced human-machine interfaces such as computer workstations, airport tower control, tra c control, and virtual reality systems 1, 8, 7] . In general, such works involve contexts in which the user's spatial awareness is important, particularly when visual cues are limited or even entirely absent 23]. Hence, one of the major purposes of 3-D auditory displays is to convey spatial information via sound, especially when visual information is not available.
The information conveyed in conventional auditory displays is limited to very few directional cues which represent few condensed objects such as targets, airplanes etc. In this paper, we investigate the feasibility of conveying more elaborate visual information by spatial auditory patterns. The e ort in our work is to display not just point-like objects but also detailed shape information. Therefore it is required to display a whole array of points by auditory means. Here we outline two previous works by Meijer 13] and Lakatos 10] that also tried to convey visual information by auditory means. In transforming a visual image into auditory display, Meijer mapped the row position of a pixel (picture element) in the image onto a sound at a particular frequency. The brightness level of each pixel was mapped to the amplitude of the sound. Di erent rows were mapped to di erent frequency components. For each column, the sounds corresponding to di erent rows were summed and displayed as one combined sound pulse. Each column of the image was presented sequentially to the subject. The problem with Meijer's method is that each column is represented by a simultaneous combination of frequency components. We believe that it is too di cult to retrieve elevation information from such a combination. Meijer did not present any results of experiments on subjects to support such a coding scheme. Lakatos 10] mapped the alphanumeric pattern onto an array of 16 loudspeakers con gured like a one-digit LCD (liquid crystal display). The acoustic image of the pattern was generated by outlining its shape with sequential pulses at the appropriate speakers. This sounded like a rapidly moving, pulsating sound source tracing the form of each pattern. Lakatos performed his experiments only in an anechoic environment and therefore parameters such as distance, resolution, etc. were xed. Furthermore, his method of tracing shapes was limited to shapes that could be represented by tracing a line.
In contrast, the raster-scanning principle of our system enables one to represent a much lager variety of shapes. In addition, it is also possible to control all the display parameters in the system. The system, which delivers the auditory cues by headphones, can be installed in any environment. Results from works previously done on sound localization 11, 18, 22, 23, 25, 26] are incorporated in this scheme to achieve a more natural auditory representation of visual information. First, the shape to be displayed is raster-scanned visually and then displayed by a similar auditory raster-scan. Then, we synthesize the sound stimulus at a desired location by incorporating the major localization cues of Interaural Time Di erence (ITD), Interaural Intensity Di erence (IID), as well as the Head Related Transfer Function (HRTF). When presented via headphones, the synthesized auditory image can be adjusted to correspond to a visual image. This means that the subject can easily locate the position and detect the brightness level of pixels in the visual image from the synthesized sound stimulus delivered over the headphones. The natural relation of this representation (i.e. location in the image which corresponds to location of sound) reduces the subjects' e ort in interpreting the information presented in the auditory display. This paper addresses the delity, accuracy and resolution of this method, and the optimal values of parameters for conveying visual information via such auditory images. One of the advantages of auditory display is that auditory stimuli are detected more quickly than visual stimuli and tend to produce an alerting or orienting response 16, 19] . Another advantage of audition is that it is primarilya temporal sense | humans are extremely sensitive to changes in an acoustic signal over time 16, 9] . Compared to the auditory system, the human visual system (HVS) is very sensitive to spatial changes (expressed as contrast changes in the viewed scene). In fact, the spatial resolution of the HVS exceeds, by orders of magnitude, the corresponding ability of the auditory system to resolve spatial detail | namely, the ability to accurately localize sound. Nevertheless, the auditory system might still be quite useful as means of conveying visual information to visually impaired persons. In this paper, a system is developed which transforms two-dimensional binary images into \auditory images" (see Fig. 1 ). Auditory images are based on slowly raster-scanning the perceptual auditory surface while emitting sound signals whose sound level corresponds to the brightness value of the images at each location. The perceived spatial con guration of the sound can convey low resolution visual data via the auditory channel.
The objective of this paper is to investigate quantitatively the parameters involved in such a system. These parameters include resolution, level di erence, sound color contrast, speed, surface curvature, and so on. In this paper, we analyze the perceptual e ects of synthetic auditory images which correspond to simple shapes or boundaries of objects. Our general purpose is to establish a method by which we can convey morphological information of various shapes employing sound localization.
The Experimental Method
To simplify the auditory display, we limit its task to representation of binary images. A binary image contains su cient information to represent a large variety of visual shapes. Such shapes could be 2-D objects, characters or even 3-D objects. In a binary representation, we assign two values to the picture elements (pixels):`1' to the pixels corresponding to the points within the shape and`0' to background pixels. In order to use the ability of auditory localization e ciently, we map the binary image onto a virtual curved surface like a big virtual screen which is located in front of the listener (see Fig. 1 ). Each pixel in the image now corresponds to a small square piece of that surface. To distinguish between the pixels of the original image and the elements of the auditory analog, we call the latter \soundel". The soundels are arranged in rows. Raster-scanning of these rows is equivalent to a similar scanning of the corresponding image on the virtual screen in front of the subject. The surface is scanned row by row from upper left corner to bottom right corner. This is done by virtually moving a sound source on the surface. The curvature of the surface can be varied as elaborated in section 3. The center of the surface is horizontally in front of the listener. The way the sound source traverses each soundel of the auditory image is similar to the way an electron beam raster-scans a non-interlaced TV monitor. To distinguish between bright and dark pixels, the level of the sound source is modulated in proportion to the gray-scale value of the corresponding pixels of the image that is displayed. When the pixel has a value of 1, the level of the sound source is high. When the pixel has a value of 0, the sound level is low. When the sound is presented via a headphone, the listener perceives a point sound source moving on a virtual surface with its changing level re ecting the shape presented in the image.
In our experiment, the spatialized sound source is synthesized by the use of a sound generation card 1 . We store the audio track on disk prior to audio playback. In the process of spatialization, the sound generation card rst pre-processes the incoming sound signal through a \distance model" lter (described in section 3), which simulates sound attenuation as a function of the speci ed distance from the sound source to the listener. As sound waves radiate from a point source, their power spreads over an ever-increasing volume. This spread reduces the sound pressure level as the sound propagates from the source position to the subject position. The \distance model" appropriately attenuates the sound level to match a particular distance. The distance model and the left and right HRTFs can be changed dynamically as often as every 46 ms. Both systems are controllable with a very ne resolution. This is accomplished by dynamically interpolating the HRTF for each ear from the four nearest stored pair of HRTFs. The HRTFs also include an \inter-aural delay", which adjusts the overall lter characteristic so that its group delay accurately reproduces the di erent delays between sounds arriving at the \closer" and more \distant" ears. The sound signal is then convolved with the HRTFs corresponding to the simulated direction of the sound source. Finally, the outputs from the left and the right channels are presented on the two ear-pieces of the headphone (Sony MD-50). Hence, it is quite feasible to synthesize audio over headphones that faithfully simulates the three-dimensional perceptual space of the user.
One sound stimulus used in our experiments is broad-band white noise which is generated digitally with a pseudo-random number generator and stored in a data le. The sampling rate at which the stored data le is played back is 44.1 kHz, so the cuto frequency of the analog output of the sound generation card is about 22 kHz (half the sampling frequency). This broad-band white noise provides su cient localization cues in the synthesized sound. It was observed that sound source azimuth could be synthesized nearly perfectly for all listeners, while localization in elevation was less robust and more subject to individual di erences 22, 24] . The localization in elevation could be one aspect of perception that is strongly a ected by the use of non-individualized HRTFs. Consequently, it is found that it is di cult for the listener to discriminate between di erent rows (which di er in elevation) of auditory patterns when only white noise stimulus is used. In order to increase the discriminative power in elevation, the noise is colored by adding a narrow-band component to the white noise stimulus (see Fig. 2 ). Middlebrooks 14] and Butler 2] have shown that the spectrum of the sound, especially narrow-band sound, a ects localization in elevation. Although narrow-band noise can be used to provide elevation cues, it also can introduce front-back and top-down confusions. Also, according to 3], the e ects of the narrow-band noise on the performance of localization in elevation were not consistent among subjects. In addition to these, we nd that narrow-band noise signals centered at high frequencies are quite unpleasant to the subjects. For wide-band stimuli, the range of frequencies which a ects the performance of localization in elevation lies mainly in the high frequency band, typically above 5 KHz 22] . In order not to a ect the natural localization in elevation, the added narrow-band component is chosen from the low frequency range of 1 KHz to 5 KHz. Each band is centered 0.5 KHz apart from the center of the next band (the bandwidth f is 200 Hz). The colored noise in our experiment is used to indicate di erent rows in the raster-scan process which are at di erent elevations. The spectral density of the colored noise is constant except for a pulse-like narrow-band addition (see Fig. 2 ). For all the rows, the spectrum is at above 5 KHz and still provides the necessary cues for localization in elevation. The added narrowband components provide additional cues which help the subject identify a particular row.
In our experimental setup, the rows are always evenly spread in the range of ?36 to 54 in elevation, irrespective of the number of rows in the image.
The colored noise is generated by feeding the white noise to a band enhancement lter which has the spectral amplitude shown in Fig. 2 . The band enhancement lter consists of two parts: an all-pass component, and an enhancement band, which has a center frequency f c and a bandwidth f. We denote by R the color contrast of the stimuli. R is equal to the amplitude di erence (in decibels) between the enhancement band and the all-pass component of the band-enhancement lter. When generating colored noise, we constrain its total energy to be a pre-determined constant. This means that for larger R we redistribute more energy for the enhancement band and less energy for the all-pass component to keep the energy in the output stimulus unchanged. When R is small, there is considerable energy in the allpass component and thus there are enough broad-band localization cues in the sound source synthesized from the colored noise. For a given R, one can generate a set of colored noise signals with di erent center frequencies which represent all the rows in the auditory image. Stimuli with higher center frequencies and consequently higher characteristic pitches are used for upper rows. We nd in our experiments that listeners can discriminate di erent rows more easily according to their respective pitches. As further elaborated in section 3, the optimal amount of color expressed by R is determined empirically .
In addition to the synthesized spatial cues, when the auditory image is displayed, the subject can also use temporal cues. In the scanning process, when the sound source is moved from one soundel to the next, a short pause is inserted between neighboring soundels to increase azimuthal discrimination. In this case, the subject hears discrete sound pulses and can trace every soundel distinctly.
There are many factors which determine the perceptual e ects of the synthesized auditory image. They include: level di erence between louder and softer soundels (which correspond to`1' and`0' in the image respectively), the color contrast, the scanning speed, the curvature of the virtual surface on which the sound source is moved, and the row size of the images (number of soundels-pixels in each row).
Shape perception is investigated with three kinds of experimental patterns: raster-scan random pattern, free-hit random pattern, and raster-scan simple shape pattern. In the rasterscan random pattern test, binary random images are mapped to auditory images on a curved surface, which are scanned with a sound source. The purpose of the raster-scan random pattern test is to derive the optimal scanning parameters: the scanning speed, the curvature of the surface, the level di erence, the color contrast, and the row size of the image. We use fteen 7 7 binary random images which have approximately the same complexities to determine the rst four parameters. That is, the`1's and`0's in the images are generated randomly, the images have the same number of white pixels and are uncorrelated with each other. To determine the optimal row size, we use fourteen 7 7 to 7 19 binary random images, two for each size. They have the same percentage of white pixels and are uncorrelated with each other. When presenting each random auditory image, a silent pause is introduced between successive soundels and a longer silent pause is introduced between successive scans of the image. The subjects are asked to listen to the auditory images and record the`1's that they hear at the corresponding positions on the test form. Each pattern is repeatedly \displayed" to the subject until he recognizes it entirely. The total time required by the subject to recognize each auditory pattern is also recorded. In these tests we present the subjects with di erent scanning speeds, level di erences, color contrasts, surface curvatures, and row sizes. From the data gathered, the optimal presentation parameters are derived in the next section.
As to the color contrast parameter, although we can obtain an estimated value from the subjects' performances in the raster-scan random pattern experiments, it is not very reliable. This is because sequential presentation of soundels adds auxiliary temporal cues which biases the subjects' performances. To derive a better estimate of the optimal value for color contrast, we perform the free-hit random pattern experiments. In the experiments, binary random images are generated the same way as in the raster-scan random pattern test, but the sound source emits only the louder soundels corresponding to the white pixels in a random order. Since the auxiliary temporal cues are removed by presenting only the white pixels from the image in a random sequence, subjects can localize the synthesized sound source only from the elevation and azimuth cues derived from the HRTFs, ITDs, IIDs, and the color contrast of the sound stimuli. Thus, the resulting data from the tests helps us to determine if the colored noise signals enhance localization in elevation. If they do, we may reliably estimate the value of the optimal color contrast. In the free-hit random pattern tests, each subject listens to a set of fteen 5 5 binary random auditory images.
The objective of the raster-scan random pattern and the free-hit random pattern tests, in which binary random images are used, is to determine the optimal parameters involved in the scheme of auditory display. We also introduce the raster-scan simple shape pattern experiment since it enables us to measure the subjects' ability to recognize complex meaningful patterns such as alphabetical letters (see Fig. 6 ). In this experiment, the subjects are required to identify such patterns. At the beginning of this test, each subject is informed that the auditory patterns are meaningful.
In addition to these experiments, an experiment is performed to estimate the Minimal Audible Angle (MAA) in azimuth for our setup. This is elaborated in detail in section 3.5.
Experimental Results
Ten adults volunteered to participate in all of the experiments described in section 2. None reported hearing loss or history of hearing problems. None had previously participated in a headphone localization experiment.
Subjects participate in a training session before the actual experiments are conducted. Quantitative evaluation of the subjects' performance in all the experiments is carried out as follows. Matching scores are derived from the match between the perceived shapes and the displayed shapes. In addition, the recognition time required is also considered to be part of each subjects' performance in each task.
When evaluating the match between the perceived shapes and the displayed shapes, we use the 
where f is the evaluation of the match between the perceived shapes and the displayed shapes. N 1 is the number of`1's in the perceived shape, N 2 is the number of`1's in the real shape, is a constant (we use = 3), and d i is the distance between the closest`1' pixel in the rst shape and a corresponding`1' pixel in the second shape. When two shapes match each other exactly, we will get the maximum value of f, which is 1. Lower values of f denote less similarity between the displayed and perceived shapes. Generally, f gives a quantitative measure about the extent to which two shapes match each other.
To determine a total score for each subject, we have to consider the recognition time required. For instance, if the match between the perceived shape and the displayed shape is constant, then the longer the recognition time, the poorer the performance. Therefore, a penalty factor is introduced which is related to the recognition time required by each subject. Here, we multiply the PFM from Eq. (1) by a factor b = e ?0:03(k?1) to get the nal score. k is the recognition time measured in terms of the number of presentations of the auditory image. The constant 0:03 is chosen so that when the shape is recognized in the second presentation, the performance will be penalized by 3%. Each additional presentation further reduces the score by 3%.
We nd that in various experiments, especially in the raster-scan random pattern and the free-hit random pattern experiments, the performances of the subjects are di erent, presumably because some subjective factors a ect their performances. For example, each subject's motivations or capabilities may be di erent. Under identical conditions, each subject resolves the auditory image in a time that depends on his interest, ability and motivation. Thus the standard deviation of the performance scores tends to be large due to these factors. In the analysis of the experimental data, one has to assess the e ect of variation of each parameter (such as speed, contrast etc.) on the total performance. We use the technique called analysis of variance 12] for this purpose.
The test statistic used in the analysis of variance technique is called an F-ratio, which is de ned as 12]:
where 2 bc is the estimated variance of mean performances with respect to variations of a single parameter (between-column variance), and 2 re is the estimate of remainder variance 12]. The random sampling distribution of F-ratio rests upon the null hypothesis that each variance estimate in the ratio is based upon populations (outcomes due to variations of a single parameter) with equal means and variances. If the observed F exceeds the value corresponding to a level of signi cance, we will accept this null hypothesis with that level of probability P. Generally we choose P=0.05 or less as speci ed level of signi cance. This means that if the observed F-ratio is higher than the corresponding value, we shall reject the null hypothesis with a probability of 95% or more. In the rest of the paper, we refer to the parameter (1-P) as \con dence". In the determination of parameters in our system, we perform one separate experiment for each single parameter with the rest of the parameters xed. When we reject the null hypothesis with a high level of probability (95% or more), we have a high level con dence that the corresponding parameter has an e ect on the subjects' performances. 
Speed
In this section we analyze the parameter \speed" de ned as the inverse of the time duration in which the sound source pauses in every soundel of the auditory image. The performance scores for all subjects are summarized in Table 1 together with the group means. Using analysis of variance 12], we calculate the F-ratio of Table 1 from the betweencolumn variance and the remainder variance as 32.50, which is far more than the value (10.39) for P=0.001 level of signi cance. That means we can be sure at the con dence level of 99.9% that the speed really a ects the performance of the subjects. Evidently, the slower the speed, the better the performance. However, one has to consider that the time required by the subject also includes recording time required by the subjects to record the shapes on experiment forms. The net time required for localization is shorter. In applications that require fast shape perception, the recording time can be eliminated.
Level Di erence
Level di erence is the di erence (in decibels) between loud and soft soundels that correspond to`1' and`0' pixels respectively. The performance of the subjects versus sound level di erence is shown in Table 2 .
The F-ratio from the between-column variance and the reminder variance is 30.09, which Table 2 show that in order to get an average score of over 0.8, the level di erence should be greater than 20 dB. According to 21], the corresponding subjective loudness of the loud soundel is 4 times as great as that of the soft soundel, independent of the absolute intensities of loud and soft soundels. Table 2 also shows that performance increases monotonically with level di erence. However, informal tests show that larger intensities of a loud soundel may cause discomfort to the subject. This implies that there is a upper limit for the level di erence between loud and soft soundels.
In our experiment, we use colored noise with di erent color bands as stimuli for sound source spatialization for di erent rows. According to 21], the subjective loudness of the sound source will be a ected by its frequency components. Therefore, di erent colored noises with the same level may have di erent subjective loudnesses. In the localization of binary auditory images, this di erence is not a problem since our purpose is only to distinguish between loud soundels and soft soundels on the same rows. But, if we try to transform multi-level gray scale images into auditory images, the soundels with the same gray level in di erent rows may sound di erent in loudness. This phenomenon might result in confusion in determination of the brightness levels in di erent rows of the images. In the current setup, all of our images are binary, so loudness di erences between rows are negligible compared to the large di erences between soundels that correspond to white and black pixels.
Curvature
In our experiments, binary images are mapped onto a curved surface. This surface can be varied between a at vertical plane and a front hemisphere as shown in Fig. 3 . Figure 3 shows a horizontal cross section of the curved surface. r is the distance between the head and the at vertical plane in front of the head. If we draw a line from the head H to any point Q on the curved surface, then the line intersects with the at vertical plane at P and the hemisphere at S. The curvature Cur is de ned as: Cur = PQ=PS (3) and the distance from the head to the synthesized sound source is: HQ = r cos( ) (1 ? Cur) + r Cur (4) Equation (4) corresponds to the horizontal cross section line of the curved surface when is the azimuth (i.e. HQ lies in the horizontal plane). Equation (4) also describes the entire D surface when the angle is measured between the line HO and HQ in 3-D space. The at vertical plane corresponds to curvature 0 and the hemisphere corresponds to curvature 1. From Fig. 3 and Eq. (4), it can be easily shown that the distance between the point on the curved and the head varies with respect to the angle and the curvature. The distance decreases monotonically with the curvature and increases monotonically with the angle .
A \distance model" is incorporated in the sound generation card. This model simulates the spreading loss as a function of the speci ed distance from the source to the listener, which scales a sound's apparent level by the inverse of the distance raised to an exponent ( HQ ? ). Hardware limitations limit the choice of exponent to be between 0:5 and 1:2. In our experiment we typically choose this exponent as = 0:5. As a result, the level of the sound presented on the headphone decreases monotonically with the angle and increases monotonically with the curvature. The scores under di erent curvatures are shown in Table 3 . The horizontal cross section of the curved surface on which the sound source moves. r is the distance from the head to the center of the curved surface. The F-ratio from the between-column variance and the remainder variance of Table 3 is 0.50, which is much less than the value of 1.42 for P=0.25 level of signi cance. So, it seems highly likely that the performance is not a ected by the curvature parameter.
In our experiment, the sound level di erence between loud and soft soundels is 20 dB. Evidently, the surface on which the distance changes the most with respect to azimuth and elevation angles is the at vertical plane. Here the maximal azimuth angle between the left or right side and the median plane is 70 . Thus, the ratio of the distance from the center of the surface to the head HO to the distance from the side to the head HP is HO=HP = cos(70 ) = 0:342, and the level ratio of the loud soundels on these two points is q cos(70 ) = :585. This means that the level of the loud soundel on the side is 4.7 dB less than at the center. The level of soft soundel at the center is still 15 dB less than that of loud soundel on the side. So even in the extreme case ( at vertical plane), it is almost impossible to confuse the soft with the loud soundels. Hence, the curvature parameter has almost no in uence on the localization of binary auditory images. On the other hand, the curvature could be an important factor in the presentation of multi-level auditory images (which are not investigated in this paper). This is because the soundels that correspond to the pixels with the same brightness level and di erent locations will have di erent levels when presented with headphones.
Color Contrast
In order to increase discrimination ability in the elevation, the sound is colored by adding a narrow-band component to an all-pass white noise. The center frequencies of the color bands di er for di erent rows. The highest center frequency which is below 5 KHz corresponds to the upper row. The center frequencies are listed in Table 4 Color contrast value determines the amount of \color" in colored noises for di erent rows of the pattern. We perform two types of experiments to nd the optimal value of color contrast for presentation of auditory images. In the raster-scan random pattern experiment, the performance scores versus color contrast are shown in Table 5 .
The F-ratio from the between-column variance and the remainder variance of Table 5 is 3.77, which is above the value (2.69) for P=0.05 level of signi cance. Thus we can have 95% con dence that the performance is a ected by the color contrast. From Table 5 we can see that although there are variations in the individual performances for di erent color contrasts, they are not signi cant. Most of the subjects have weak performance peaks around 10 dB or 15 dB. From Fig. 4 we observe a very at peak near 15 dB. We think that in the experiment with the raster-scan random patterns, the temporal cues help subjects localize the sound source. Subjects can determine the location of soundels by counting the short pause between neighboring soundels and by counting the scanning lines. These factors can account for the atness of this plot, which seems almost independent of the color contrast. It is found that noise coloring greatly increases the ability to discriminate rows of patterns. In the free-hit random pattern experiment, the performance of the subjects depends only on the azimuth and elevation HRTF cues and the noise coloring as is described in section 2. The e ect of temporal cues is eliminated and the e ect of noise coloring becomes more signi cant. The performance scores of the subjects in the free-hit random pattern tests versus the color contrast are shown in Table 6 . The F-ratio from Table 6 is 16.22, far greater than the value (6.12) for P=0.001 level of signi cance. Thus one can have 99.9% con dence that the variations in performance for di erent color contrasts are signi cant and are re ected in the means. The mean performance derived from random pattern experiments is shown in Fig. 4 . The peak at about 15 dB is apparent and agrees with the result from the raster-scan random pattern tests.
From Fig. 4 , we see the optimal color contrast is near 15 dB. If the portion of the color band becomes larger, the performance is poorer. This can be explained by the reduction of energy in the all-pass component which also is important for localization. In such a case the colored noise almost becomes a pure tone and the azimuth cues are lost as well.
Lateral Size and Lateral Resolution
In this section we estimate the best lateral resolution and the optimal row size for auditory patterns. The spatial dimension along which variations generally produce the greatest e ect in inter-aural di erence is azimuth (neither elevation nor distance) 6, p414-415]. The reason is that the localization in elevation is determined mainly by the spectral cues of the HRTF while the localization in azimuthal direction is mainly determined by inter-aural di erences 14]. There are also reported front-back or top-down confusions which probably result from ambiguities caused by the roughly spherical shape of the head and the primary role of In- . These iso-ITD or iso-IID contours lie on vertical planes parallel to the medial saggital plane. Hence, auditory localization is most sensitive in the lateral direction which is usually measured by the angle of azimuth around the head. The lateral resolution can be represented by the Minimal Audible Angle (MAA) in azimuth. Even though the MAA has been measured in the past 6, 15] , it is important to estimate it with our experimental setup and specify its minimal resolution. In this experiment, the elevation is maintained at 0 . The stimulus is a colored noise with its color band from 4.0 to 4.2 kHz and its color contrast being 10 dB. The experiment consists of 4 sections. In each section 30 pairs of soundels are presented. The second soundel in each pair is delayed by 500 ms from the rst one. 15 of the 30 pairs in each section consist of two soundels with the same location while the other 15 pairs consist of two soundels that di er in their azimuthal angles. All displaced pairs within each section have the same angular displacement. Each section has di erent angular displacements. When each pair of soundels is presented in the front of the head, the subjects are asked to nd if the second soundel of each pair has a di erent azimuth from the rst. The ratio of correct detections for several angle displacements are shown in Table 7 .
If we require a minimal ratio of 0.75 for mean correct ratio for Table 7 , we can deduce that in our experimental setup the MAA is about 4 . The MAA found in the free eld localization (with the correct identi cation ratio of 0.75) is about 1:5 in the 0 azimuthal direction 15] with the frequency of stimulus around 4 KHz. Hence, our setup is less e cient than the free eld setup. The conclusion of the MAA experiment is that neighboring soundels have to be separated by at least 4 in azimuth in order to achieve e ective localization in the displayed pattern.
To determine the optimal row size in the raster-scan random pattern test, we present the subjects with auditory images of di erent row sizes which range from 7 7 to 7 19 with the range of azimuth constrained within ?70 to +70 . The performance is shown Table 8 .
The mean performance is plotted in Fig. 5 . It is shown that the smaller the size, the better the performance. The F-ratio from the between-column variance and the remainder variance is 24.54, the corresponding value for P=0.001 level of signi cance is 4.73. This signi cance level indicates that row size has a strong e ect on subjects' performance.
We see from Fig. 5 that there is a monotonic decrease in performance with increasing row sizes. Although we can convey more information with a larger pattern size, it may become more di cult for the subjects to perceptually assimilate the increased formation. This is due to the fact that the scanning process in sound image presentation is a sequential process. When the number of the soundels in the auditory image becomes larger, the total scan time also becomes larger. In this case, subjects have di culty in remembering and integrating the perceived sounds.
Raster-Scan Simple Shape Recognition
In all experiments described above, the patterns are generated using a random number generator and are of the same complexity. In this experiment, 28 meaningful auditory patterns consisting of a few English characters and simple shapes are presented. The subjects are told to listen to the auditory patterns without marking every soundel separately. They are asked only to identify global shapes. In this test, the blanking pulse is not added between adjacent soundels. Before the actual experiment, the subjects are not trained with similar auditory patterns but are informed that the patterns represent characters or simple shapes.
The size of these binary patterns is 9 13. The time duration for each soundel is 50 ms. The subjects can identify most of the shapes and letters. The percentage of correct recognition ranges from 80% to 85%. Errors occur only when the shapes are unfamiliar to the subjects and when there are problems with exact localization of the horizontal positions of the soundels. The original shapes and the perceived shapes are shown in Fig. 6 . This suggests that if we train the subjects, the performance can be greatly improved. Also the blanking pulse (which is removed from the above experiment) can be reintroduced and could improve the perception of the auditory images. Of course, the disadvantage of a blanking period is additional time required for each pattern.
Conclusion
In this paper we examine a display method for auditory patterns that represent visual information. The best parameters for the patterns, such as: size, resolution, level di erence, curvature, speed, and color contrast, are determined by experiments. The experimental data show that we can use sound localization to convey visual information successfully. The op-
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PATTERN PATTERN S8 S6 S3 S1 S3 S6 S8 Figure 6 : The column \Pattern" denotes the original patterns. The other columns represent the shapes identi ed by four subjects respectively.
timal scanning speed and the optimal level di erence appear to di er slightly from one subject to the other. We nd that colored stimuli improves the localization in elevation. The optimal color contrast is found to be about 15 dB with our setup. Since the Minimal Audible Angle (MAA) for our setup is about 4 , we use much larger spacing of about 11 for better discrimination between adjacent soundels. It is also found that in a raster-scanned auditory pattern, a blanking pulse between adjacent soundels improves localization. Apart from the objective factors we investigate in these experiments, a few subjective factors might a ect the performance of each subject; for example, the extent to which the subject is familiar with the scanning pattern, the extent to which the subject can operate with colored noise and so on. This can explain some of the performance variation in the experimental results. We investigate here the perception of binary auditory images only. The presentation of multi-level auditory images (which correspond to gray-scale images) would require more research on the discrimination of loudness of synthesized sound sources. We also plan to combine the system in this paper with the automatic sound localization model developed in our laboratory and described in 17, 18] .
