We study the L 2 gradient flow of the Yang-Mills functional on the space of connection 1-forms on a principal G-bundle over the sphere S 2 from the perspective of Morse theory. The resulting Morse homology is compared to the heat flow homology of the space ΩG of based loops in the compact Lie group G. An isomorphism between these two Morse homologies is obtained by coupling a perturbed version of the YangMills gradient flow with the L 2 gradient flow of the classical action functional on loops. Our result gives a positive answer to a question due to Atiyah.
Introduction
Let Σ := S 2 denote the unit sphere in the euclidian space Ê 3 . Let G be a compact Lie group, g its Lie algebra (endowed with an Ad-invariant inner product), and P a principal G-bundle over Σ. In this paper we give an affirmative answer to a question raised by Atiyah relating Yang-Mills Morse homology of the space of gauge equivalence classes of g-valued connections on P to heat flow homology of the group ΩG of based loops in G. The Morse complexes we shall be concerned with are the complex generated by the L 2 gradient flow of the Yang-Mills functional YM on the one hand, and the complex generated by the L 2 gradient flow of the classical action functional on ΩG on the other. Our goal is to establish a chain isomorphism between these two Morse complexes.
Let us describe our setup. We denote by ad(P ) := P × Ad g the adjoint Lie algebra bundle over Σ, and by A(P ) the space of g-valued 1-forms on P . The latter is an affine space over Ω 1 (Σ, ad(P )), the space of ad(P )-valued 1-forms on Σ. The curvature of a connection A ∈ A(P ) is F A = dA+ 1 2 [A∧A] ∈ Ω 2 (Σ, ad(P )). The space A(P ) is acted on by the groups G(P ) and G 0 (P ) of gauge, respectively based gauge transformations of P , cf. Section 2.1 for precise definitions. On A(P ) we consider the G(P )-invariant Yang-Mills functional YM : A(P ) → Ê,
The corresponding Euler-Lagrange equation is the second order partial differential equation d * A F A = 0, called Yang-Mills equation. Critical points of YM are degenerate (due to the gauge invariance of the functional) but satisfy the so-called Morse-Bott condition, cf. the discussion in Section 2.3. We shall be concerned with a perturbed version of the negative L 2 gradient flow equation associated with (1) , which is the PDE
Cf. Section 2.2 below for the precise form of the perturbation V − : A(P ) → Ê. The term d A Ψ (where Ψ ∈ Ω 0 (Σ, ad(P ))) is introduced to make (2) invariant under time-dependent gauge transformations.
Let S 1 := Ê/2π . The free loop group of G is the space ΛG := C ∞ (S 1 , G), endowed with the group multiplication defined by (x 1 x 2 )(t) := x 1 (t)x 2 (t) for x 1 , x 2 ∈ ΛG. The based loop group of G is the subgroup ΩG := {x ∈ ΛG | x(0) = ½} of ΛG. Throughout we will identify ΩG with the quotient of ΛG modulo the free action of G defined by (h · x)(t) := hx(t) for h ∈ G and x ∈ ΛG. We endow G with the biinvariant Riemannian metric induced by the Ad-invariant inner product on g and consider on ΛG the classical action functional E : ΛG → Ê,
It descends to a functional on ΩG by biinvariance of the Riemannian metric on G. It is well-known that the critical points of E are precisely the closed geodesics in G. As a consequence of the invariance of the functional E under conjugation with elements h ∈ G, it follows that critical points of E are degenerate. However, also here it turns out that the Morse-Bott condition is satisfied. The (perturbed) negative L 2 gradient flow equation resulting from (3) is the PDE
For the precise form of the perturbation V + : ΩG → Ê, we refer to Section 2.2 below.
Morse homology groups for loop spaces of compact Lie groups and homogeneous spaces have been computed in a classical paper by Bott [4] , which constitutes an application of Morse theoretic ideas in the context of infinite dimensional Hilbert manifolds. For further applications to the theory of closed geodesics on general compact manifolds we refer to Klingenberg [12] . However, in both instances, Morse theory is based on a W 1,2 gradient flow, leading to an ODE in Hilbert space. In contrast, the L 2 gradient flow approach to Morse theory on loop spaces of compact Riemannian manifolds has only recently been investigated by Weber [22] and uses techniques from parabolic PDEs (cf. also Salamon and Weber [16] for an application to Floer homology of cotangent bundles). In the present work, we shall follow the latter approach and specialize some of the results in [22] to loop spaces of compact Lie groups. Complementary to heat flow homology, a Morse homology theory based on the L 2 gradient flow (2) on compact Riemann surfaces of arbitrary genus has been laid down by this author in [19] . These results are used throughout the present article.
Main results
In their seminal paper [3] , Atiyah and Bott studied the Yang-Mills functional YM over a compact Riemann surface from a Morse-Bott theoretical point of view. This led them to the discovery of a close correspondence between the Morse theoretical picture of a stratification of the space A(P )/G(P ) into stable manifolds and certain moduli spaces of semi-stable holomorphic vector bundles, and initiated a lot of further research in algebraic geometry as documented e.g. by the review article [11] by Kirwan. In [3] , Atiyah and Bott pointed out that in the genus zero case the Yang-Mills critical points correspond via a so called holonomy map to closed geodesics in G. This observation was subsequently made more explicit through works by Gravesen [9] and Friedrich and Habermann [8] . In these articles, a holonomy map Φ : A(P ) → ΩG is constructed which assigns to a connection A its holonomy along the greater arcs in Σ connecting the north and south pole, cf. Appendix A for details. The map Φ is equivariant with respect to the actions of G(P ) by gauge transformations and of G by conjugation. It furthermore maps critical points of the Yang-Mills functional to closed geodesics in G (of a certain homotopy type, determined by the bundle P ), preserving the Morse indices. The natural question, raised by Atiyah, whether this apparent close relation between the aforementioned sets of generators of Morse complexes extends to the full Morse theory picture has not been resolved so far. However, a formal consideration invoking an adiabatic limit of a certain deformation of the standard Riemannian metric on Σ = S 2 indicates a positive answer to his question. Namely it is suggested that for a family of Riemannian metrics on Σ which approximates a δ-impulse on the equator, connecting trajectories of the Yang-Mills gradient flow could be constructed in a bijective way from from those of the heat flow (4) . Such an approach, although successfully been followed in many related contexts (cf. e.g. [6, 10] ), did not provide an answer to that question. However, Davies has obtained some interesting preliminary results in his unpublished PhD thesis [5] supervised by Salamon.
The aim of the present paper is to settle Atiyah's question following a completely different approach. The guiding idea in our proof is to combine the L 2 gradient flows (2) and (4) by studying a so-called hybrid moduli space problem. For a given pairĈ ± of critical manifolds of the functionals YM, respectively E, we shall consider the space of configurationŝ
HenceM(Ĉ − ,Ĉ + ) is the moduli space of tuples (A, Ψ, x) such that (A, Ψ) solves the perturbed Yang-Mills gradient flow equation (2) on the negative time interval (−∞, 0], while x is a solution of the perturbed loop group gradient flow equation (4) on the positive time interval [0, ∞). Both solutions are coupled under the holonomy map Φ : A(P ) → ΩG as introduced above. The moduli space M(C − , C + ) then to be studied is the quotient ofM(Ĉ − ,Ĉ + ) modulo the actions by gauge transformations and left translations x → hx (for h ∈ G). As pointed out before, the sets of critical points of both functionals YM and E are degenerate in a Morse-Bott sense. This fact requires us to use a certain variant of Morse theory, called Morse theory with cascades, as introduced by Frauenfelder in [7] and described in [19, Section 8.1] . Throughout we shall work on fixed sublevel sets {A ∈ A(P ) | YM(A) ≤ a} and {x ∈ ΛG/G | E(x) ≤ b} (where usually b = 4a/π). As an additional datum, we fix a Morse function h on the union of critical manifolds of YM below the level a (respectively of E below the level b), the discrete set of critical points of which are the generators of two Morse complexes
Here and throughout this article we adopt the convention that ΩG = ΛG/G shall denote the connected component of the based loop group which contains the image of A(P ) under the map Φ, cf. Appendix A. It is determined by the equivalence class of the principal G-bundle P . Our goal is to set up a chain homomorphism Θ between the complexes in (5). It is defined for a pair of generators of equal Morse index by a count of elements in a certain moduli space with cascades. These are constructed from a suitable concatenation of elements in M(C − , C + ) and negative gradient flow lines of the function h, cf. Definition 5.1. The key observation, allowing us to show invertibility of the homomorphism Θ, is the property of the holonomy map Φ : A(P ) → ΩG to decrease energy. Namely, for any connection A ∈ A(P ) there holds the inequality
(cf. Lemma A.4), with equality if A is a Yang-Mills connection. Inequality (6) is not a new result and can be found in Gravesen [9] . In our context it leads directly to the proof of invertibility of Θ and thus implies the desired isomorphism in Morse homology.
Theorem 1.1 (Main result) Let G be a compact Lie group, and P a principal G-bundle P over Σ. Let a ≥ 0 be a regular value of YM and set b := 4a/π. Then, for a generic a-admissible perturbation V = (V − , V + ) ∈ Y a (cf. Definition 2.7 below) the chain homomorphism
induces an isomorphism
of Morse homology groups.
Let us point out here that the method of defining chain maps between Morse homology complexes by utilizing hybrid moduli spaces is a fairly recent one. It has successfully been employed by Abbondandolo and Schwarz [2] in proving that Floer homology HF * (T * M ) of cotangent bundles T * M is isomorphic to singular homology of the free loop space ΛM (M a compact manifold). In their situation, a crucial role is played by an inequality similar to (6) , relating the symplectic action to the classical action via Legendre duality.
Further directions
G-equivariant Morse homology The group G acts in a natural way on the quotient spaces G(P )/G 0 (P ) and ΛG/G. In the first case, it is given by
In the second case the group G acts by conjugation g[x] = [g −1 xg]. In his thesis [18] the author has worked out a G-equivariant version of Theorem 1.1. This is mainly a technical extension and requires to replace the spaces A(P )/G 0 (P ) and ΛG/G by (A(P ) × E n G)/G(P ), respectively by (ΛG × E n G)/(G × G), for a suitable finite-dimensional approximation E n G of the classifying space EG.
Higher genus surfaces Morse homology HM a * A(P )/G 0 (P ), V − , h as considered in this article for Σ = S 2 has more generally been defined in [19] for closed Riemann surfaces of arbitrary genus. It is known from [5, 9] that Yang-Mills connections on principal G-bundles P over such surfaces correspond bijectively to certain geodesic polygons in the Lie group G. Moreover, an estimate similar to (43) relating the energy functionals YM and E continuous to hold true in this more general situation. Hence one should be able to prove a version of Theorem 1.1 for higher genus surfaces, but this is open at present. associated to P via the adjoint action
of G on g. We denote the space of smooth ad(P )-valued differential k-forms by Ω k (Σ, ad(P )), and by A(P ) the space of smooth connections on P . The latter is an affine space over Ω 1 (Σ, ad(P )). The group G(P ) acts on A(P ) by gauge transformations. We call a connection A ∈ A(P ) irreducible if the stabilizer subgroup Stab A ⊆ G(P ) is trivial. Otherwise it is called reducible.
It is easy to show that Stab A is a compact Lie group, isomorphic to a subgroup of G. Let z ∈ Σ be arbitrary but fixed. We let G 0 (P ) ⊆ G(P ) denote the group of based gauge transformation, i.e. those gauge transformations which leave the fibre P z ⊆ P above z pointwise fixed. It is a well-known fact that G 0 (P ) acts freely on A(P ).
On A(P ) we define a gauge-invariant L 2 inner product by α, β = Σ α∧ * β for α, β ∈ Ω 1 (Σ, ad(P )). The curvature of the connection A is the ad(P )-
The formal adjoint d * A of it is given by d A = − * d A * . The covariant Hodge Laplacian on forms is the operator
The perturbed Yang-Mills functional YM V has been introduced in (1) . If V = 0, we write YM and call this the unperturbed Yang-Mills functional.
Its Hessian is the second order differential operator
We also make use of the notation
Throughout we will use Sobolev spaces of sections of vector bundles and Banach manifolds modeled on such Sobolev spaces, like e.g. various groups of gauge transformations. A detailed account of this subject is given in the book [20, Appendix B] . We therefore keep the discussion of these matters short. Let 1 ≤ p ≤ ∞ and k ≥ 0 an integer. We fix a smooth reference connection A ∈ A(P ). It determines a covariant derivative ∇ A on Ω * (Σ, ad(P )).
We employ the notation W k,p (Σ, ad(P )) and W k,p (Σ, T * Σ ⊗ ad(P )) for the Sobolev spaces of ad(P )-valued 0-and 1-forms whose weak derivatives (with respect to ∇ A ) up to order k are in L p . These spaces are independent of the choice of A. However, for k ≥ 1, the corresponding norms depend on this choice. The standard Sobolev embedding and Rellich-Kondrachov compactness theorems apply to these spaces. The affine (k, p)-Sobolev space of connections on P is defined as
This definition is again independent of the choice of smooth reference connection A. To define Sobolev spaces of gauge transformations we need to assume kp > dim Σ = 2. Then let G k,p (P ) denote the set of equivariant maps P → G which are of the form g = g 0 exp(ϕ), where g 0 is a smooth such map and ϕ ∈ W k,p (Σ, ad(P )). (Here we view ϕ as an equivariant map P → g).
The space G k,p (P ) is a Banach manifold modeled on W k,p (Σ, ad(P )). As a well-known fact we remark that G k,p (P ) is a group with smooth group multiplication and inversion. It acts smoothly on A k−1,p (P ) by gauge transformations. Let I be a finite or infinite interval. We often make use of the parabolic Sobolev space
of ad(P )-valued 0-forms admitting one time and two space derivatives in L p (and similarly for ad(P )-valued 1-forms). The parabolic Sobolev space A 1,2;p (P ) of connections is defined analogously, with W 2,p (Σ, ad(P )) and L p (Σ, ad(P )) in (7) replaced by A 2,p (P ), respectively A 0,p (P ). Note that when there is no danger of confusion, we for ease of notation write 
Banach spaces of abstract perturbations
Perturbations of the Yang-Mills funcional Our construction of a Banach space of perturbations is based on the following L 2 local slice theorem due to Mrowka and Wehrheim [13] . We fix p > 2 and let
there are constants ε, δ > 0 such that the map
is a diffeomorphism onto its image, which contains an L 2 ball,
Proof: For a proof we refer to [13, Theorem 1.7] . 2
We fix the following data. (i) A dense sequence (A i ) i∈AE of irreducible smooth connections in A(P ).
(ii) For each i ∈ AE a dense sequence (η ij ) j∈AE of smooth 1-forms in Ω 1 (Σ, ad(P ))
We fix i ∈ AE and a constant ε i > 0 such that the conclusion of Theorem 2.1 applies for A 0 := A i and this constant ε i . Note that by assumption, 
is a diffeomorphism onto its image. Hence
is a well-defined smooth map with image being contained in
is a well-defined map for every triple ℓ = (i, j, k) ∈ AE 3 . Note also that V − ℓ is invariant under the action of G 1,p (P ) by gauge transformations.
Proposition 2.2 For every
Proof: For a proof we refer to [19, Proposition 2.6] .
2
Proof: For a proof we refer to [19, Proposition 2.7] .
2 Proposition 2.4 Let A 0 ∈ A(P ) and p > 2. There exist constants c(A 0 ), c(A 0 , p) and δ(A 0 , p) such that the estimates
Proof: For a proof we refer to [19, Proposition A.4] . 
, and hence the map V − ℓ is non-negative for sufficiently large indices k. For the remainder of this article we allow only for triples (i, j, k) ∈ AE 3 such that k satisfies these conditions and renumber the subset of such triples by integers ℓ ∈ AE.
Given ℓ ∈ AE, we fix a constant C ℓ > 0 such that the following conditions are satisfied.
(
for all A ∈ A(P ), β ∈ Ω 1 (Σ, ad(P )), and 1 < p < ∞. Here the notation ∇V − ℓ : A(P ) → Ω 1 (Σ, ad(P )) and H A V − ℓ : Ω 1 (Σ, ad(P )) → Ω 1 (Σ, ad(P )) refers to the L 2 gradient and Hessian (at the point A ∈ A(P )) of the map V − ℓ . The existence of the constant C ℓ has been shown in [19, Proposition A.6] . The universal space of perturbations is the normed linear space
It is a separable Banach space isomorphic to the space ℓ 1 of absolutely summable real sequences. Further relevant properties of the perturbations V 
Perturbations of the loop group energy functional
We shall follow closely Salamon and Weber [16] in our construction of a Banach space Y + of perturbations of the loop group energy functional E. Let us fix the following data.
(i) A dense sequence (x i ) i∈AE of points in ΩG. 4] , and
. For x i ∈ ΩG as in (i) above and q ∈ G within distance ι of
we define the smooth map
where
The L 2 distance appearing in the argument of ρ k above refers to the L 2 distance induced after isometrically embedding the manifold G in some ambient euclidian space Ê N . Note that V + ℓ extends uniquely to a map V + ℓ : ΛG → R on the free loop group, which is invariant under the free action h · x → hx of G on ΛG.
, it follows that the map V ℓ is non-negative for sufficiently large indices k (for given pair (i, j)). We henceforth consider only those multiindices ℓ = (i, j, k) which satisfy this condition, and renumber the set of such triples (i, j, k) by integers ℓ ∈ AE.
Let Y + denote the real vector space spanned by the maps V + ℓ , ℓ ∈ AE. We endow it with a norm analogously to that of the space Y − (cf. the previous section), turning it into a separable Banach space isomorphic to the space ℓ 1 of absolutely summable real sequences (cf. [22, Section 7.1] for details).
Critical manifolds
We introduce some further notation concerning the set of critical points of the functionals YM and E. Let
being understood in the weak sense. Similarly, the notation crit(YM V − ) refers to the set of critical points of the perturbed Yang-Mills functional. We furthermore let
denote the set of critical points of E, where we again interpret the equation ∇ t ∂ t x = 0 in the weak sense. The set of critical points of the perturbed energy functional is denoted by crit(E V + ). We subsequently make use of the holonomy map Φ : A(P ) → ΛG as given by (40). A discussion of its properties is postponed to A. Let CR(YM) and CR(E) denote the set of connected components of crit(YM), respectively of crit(E). The group G 0 (P ) of based gauge transformations acts freely on A(P ), hence on crit(YM). We define CR(YM) as the set of connected components of crit(YM)/G 0 (P ) in A(P )/G 0 (P ). It is a standard fact that every such connected component is a finite-dimensional submanifold of A(P )/G 0 (P ) diffeomorphic to some homogeneous space G/H. Likewise, the group G acts freely on ΛG and on CR(E). We denote by CR(E) = CR(E)/G the set of connected components of crit(E)/G in ΛG/G ∼ = ΩG. Furthermore, the holonomy map Φ induces a bijection between CR(YM) and CR(E) which preserves the action filtration given on both these sets, cf. Theorem A.2. For the remainder of this section we fix a regular value a of YM and put b := 4a/π, which is a regular value of E. Furthermore, we denote
We introduce the notation
for the intersection of CR(YM) etc. as defined above with the sublevel set crit a (YM), respectively crit b (E). As a consequence of Theorem A.5 the holonomy map Φ induces a bijection between CR a (YM) and
is finite (cf. [19] for a proof) it follows that such a choice is possible. We next choose for each C ∈ CR
Definition 2.7 Let a be the regular value of YM as fixed above. We call
For the regular value b = 4a/π of E we analogously define the subspace of
It is straightforward to show that the spaces Y − a , respectively Y + b are closed subspaces of the Banach spaces Y ± , and hence Y a is a closed subspace of Y . The following proposition shows that adding a small a-admissible perturbation to YM leaves the set of critical points below level a unchanged. Proposition 2.8 Let a be the regular value of YM as fixed above. Then there is a constant δ = δ(a) > 0 with the following significance. Assume V − ∈ Y − a and V − < δ. Then it holds,
Proof: For a proof we refer to [19, Proposition 2.9] . 2
The analogous statement holds true for the energy functional E. and V + < δ. Then,
Proof: For a proof we refer to [22, Lemma 7.4] . 2
Gradient flow lines
In this section we fix perturbations V ± ∈ Y ± . As discussed in [19] it is convenient to introduce into the G(P )-invariant Yang-Mills gradient flow equation an additional gauge fixing term −d A Ψ, Ψ ∈ Ω 0 (Σ, ad(P )). Solutions of this new flow equation are then invariant under time-dependent gauge transformations. This point requires to introduce some further notation. For an interval I ⊆ R we denote byP I := I × P the trivial extension of the principle G-bundle P to the base manifold I × Σ, and setP :=P R − . We let G(P ) denote the group of smooth gauge transformations of the principle G-bundleP and call this the group of time-dependent gauge-transformations (and similarly for
can naturally be identified with the connection = A + Ψ ds ∈ A(P ). The action of the group G(P ) on A(P ) by gauge transformations is given by
Definition 2.10 Let V ∈ Y be a perturbation. The G(P )-invariant, perturbed Yang-Mills gradient flow is the nonlinear PDE
for connections = A + Ψ ds ∈ A(P ).
One easily checks that with ∈ A(P ), also g * is a solution of (10), for every g ∈ G(P ).
Definition 2.11
The perturbed loop group gradient flow equation is the nonlinear PDE
for a smooth path x : s → x(s) ∈ ΛG of free loops.
Equation (11) is clearly invariant under the action of the group G on ΛG via (h·x)(t) = hx(t). The proper analytical setup for a study of the perturbed Yang-Mills and loop group gradient flow equations will be introduced in Section 3.1.
Morse homologies for the Yang-Mills and heat flows
Morse homology theories based on the perturbed Yang-Mills and loop group gradient flows have been developed by Weber, respectively the author in [22, 19] . We here only give a brief description of both these Morse homology theories. Let a ≥ 0 be a regular value of YM. We fix an a-admissible perturbation V − ∈ Y − a (cf. Definition 2.7). Let h : crit a (YM)/G 0 (P ) → R be a smooth Morse-Smale function (with respect to some fixed Riemannian metric on the finite-dimensional smooth manifold crit a (YM)/G 0 (P )). We let
denote the complex generated as a 2 vector space by the set crit(h) of critical points of h. To each x ∈ crit(h) we assign the index Ind(x) to be the sum of the Morse indices of x as a critical point of YM and of the function h. For x − , x + ∈ crit(h) we call the set M(x − , x + ) as in [19, Section 8.2 ] the moduli space of Yang-Mills gradient flow lines with cascades from x − to x + .
Lemma 2.12 For generic, a-admissible perturbation V − ∈ Y − a , Morse function h, and all x − , x + ∈ crit(h), the set M(x − , x + ) is a smooth manifold (with boundary) of dimension
Proof: For a proof we refer to [19, Lemma 8.3] . 2
For k ∈ AE we define the Morse boundary operator
to be the linear extension of the map
where x ∈ crit(h) is a critical point of index Ind(x) = k. The numbers n(x, x ′ ) are given by counting modulo 2 the flow lines with cascades (with respect to YM V − and h) from x to x ′ , i.e. • ∂ YM k+1 = 0 for all k ∈ AE 0 and thus there exist well-defined homology groups
.
This Yang-Mills Morse homology is independent of the choice of a-admissible perturbation V − and Morse function h.
Proof: For a proof we refer to [19 
Weber's heat flow homology for the loop space ΩM of a closed manifold M is based on a similar construction of a chain complex and a boundary operator. One of his main results is the following theorem (which he only states for the case where the action functional E V is Morse, the adaption to the present case of a Morse-Bott situation being straight-forward). 
The homology HM b * (ΩM, V + , h) is called heat flow homology . It is independent of the choice of b-admissible perturbation V + and Morse function h.
Proof: For a proof we refer to [22, Theorem 1.14] . 2
Hybrid moduli spaces
The main idea in comparing Yang-Mills Morse homology to heat flow homology consists in the following construction of a so-called hybrid moduli space. For abbreviation we set A 0 := A(0), x 0 := x(0), and x A 0 := Φ(A(0)). For critical manifoldsĈ − ∈ CR(YM) andĈ + ∈ CR(E) let us definê
By construction, the group G(P )×G acts freely on the spaceM(Ĉ − ,Ĉ + ). Let us denote C − :=Ĉ − /G 0 (P ) and C − :=Ĉ + /G. The moduli space we shall study further on is the quotient
We show subsequently thatM(Ĉ − ,Ĉ + ) arises as the zero set F −1 (0) of an equivariant (with respect to G(P ) × G) section F of a suitably defined Banach space bundle E over a Banach manifold B. After proving that the horizontal differential d x F at any such zero x ∈ F −1 (0) is a surjective Fredholm operator, it will follow from the implicit function theorem that the moduli space M(C − , C + ) is a finite-dimensional smooth manifold.
3 Fredholm theory and transversality
The nonlinear setup
The Banach manifolds we shall use are modeled on weighted Sobolev spaces in order to make the Fredholm theory work. To define these, we choose numbers δ > 0 and p > 3, and a smooth function β such that β(s) = −1 if s < 0 and β(s) = 1 if s > 1. We define the δ-weighted (k, p)-Sobolev norm (for 1 ≤ p ≤ ∞ and an integer k ≥ 0) of a measurable function (respectively, a measurable section of a vector bundle) u over R − × Σ or R + × S 1 to be the usual (k, p)-Sobolev norm of the function (or section) e δβ(s)s u.
Recall the definition of parabolic Sobolev spaces at the end of Section 2.1. We fix numbers δ > 0, p > 3. Let A 1,2;p δ (P ) denote the space of timedependent connections on P which are locally of class W 1,2;p and for which there exists a limiting connection A − ∈ crit(YM) and a number T − ≤ 0 such that the time-dependent 1-form α − := A − A − satisfies
Similarly, let G 2,p δ (P ) denote the group of gauge transformations ofP which are locally of class W 2,p and in addition satisfy the following two conditions. First, the time-dependent ad(P )-valued 1-form g −1 dg satisfies
(this condition being necessary to make sure that g * A ∈ L p δ (R, A 2,p (P )) for every A with this property). Second, there exists a limiting gauge transformation g − ∈ G 2,p 0 (P ), a number T − ≤ 0, and a bundle valued 0-form
such that lim s→−∞ A(s) = A − holds in the sense of (15) for some A − ∈Ĉ − . We identify such pairs as before with connections = A + Ψ ds onP . The action of the group G 2,p δ (P ) onB by gauge transformations as in (9) is smooth. It is free by our requirement that lim s→−∞ g(s) = g − be a based gauge transformation. The resulting quotient space
is again a smooth Banach manifold. LetĈ + ∈ CR(E). We defineB + (Ĉ + , δ, p) to be the Banach manifolds of maps x : R + ×S 1 → G such that the condition
is satisfied for some x + ∈Ĉ + . To make sense of the difference x − x + and of the Sobolev spaces involved in this definition, we consider the Lie group G as being isometrically embedded in some euclidian space Ê N . Now put
and define B := B − ×B + . We define the Banach space bundle E = E(C − , C + , δ, p) over B in the following way. LetÊ − be the trivial Banach space bundle over
, andÊ + be the trivial Banach space bundle overB + with fibresÊ
We set
The action of G 2,p δ (P )×G onB − ×B + lifts to a free action onÊ − ×Ê + ×ΛG via
Let E denote the respective quotient space and define the smooth section
Yang-Mills Hessian and linearized Yang-Mills gradient flow
For A ∈ A(P ), we let H A denote the augmented Yang-Mills Hessian defined by
Here H A V − denotes the Hessian of the map V − : A(P ) → R. In order to find a domain for H A which makes the subsequent Fredholm theory work, we fix an irreducible smooth reference connection A 0 ∈ A(P ) and decompose the space Ω 1 (Σ, ad(P )) of smooth ad(P )-valued 1-forms as the L 2 (Σ) orthogonal sum 
In the case p = 2 this is a densely defined symmetric operator on the Hilbert space
It was shown in [19, Proposition 5.2] that it is self-adjoint. Next we consider the linearization of the Yang-Mills gradient flow (10). Since every solution (A, Ψ) of the Yang-Mills gradient flow is gauge equivalent under G(P ) to a solution satisfying Ψ ≡ 0 (cf.
where the number δ > 0 refers to the weight function fixed at the beginning of Section 3.1. In the following we shall be concerned with the linear operator
for a smooth path s → A(s) ∈ A(P ), where s ∈ R − . It arises as the linearization of the Yang-Mills gradient flow (10) at a solution (A, Ψ) = (A, 0). Some of its properties are collected in B.
Linearized loop group gradient flow
We discuss the linearized loop group gradient flow, following Weber [22] . The Hessian of the energy functional E at the loop x ∈ ΛG is the linear operator
for vector fields ξ along x. Here R denotes the Riemannian curvature tensor of G, and H x V + denotes the Hessian of the map V + : ΛG → R. Let x : R + × S 1 → G be a smooth map. We define for p > 1 the Banach spaces
Note that these depend on x, which is suppressed in our notation. For short we will often drop x * T G and simply write L p (S 1 ) etc. The number δ > 0 refers to the weight function fixed at the beginning of Section 3.1. We denote
for a smooth path s → x(s) ∈ ΛG, where s ∈ R + . Note that the operator D x arises as the linearization of the loop group gradient flow (11) . We discuss some of its properties in B.
Linearized moduli space problem
We fix numbers p > 3, δ > 0 and regular values a > 0 and b := 4a π of YM, respectively of E. Throughout we let V = (V − , V + ) ∈ Y a be an a-admissible perturbation with V sufficiently small such that Propositions 2.8 and 2.9
Put A 0 := A(0) (and analogously for α 0 , x 0 , and ξ 0 ). We use the notation
where Φ is the holonomy map as in (40). We define the linear operator
where we denote N A (α, ξ) := x it follows that its linearization dF(u), where u = (A, Ψ, x), acts on the space of pairs (α, ψ, ξ) where α(s) converges exponentially to some α − ∈ T A −Ĉ − as s → −∞, and likewise ξ(s) → ξ + ∈ T x +Ĉ + as s → ∞. This asymptotic behaviour is in slight contrast to that required for elements of Z δ,p , the domain of the operator D u . However, it is easy to see that dF(u) is Fredholm if and only if this property holds for D u , and that the Fredholm indices are related via the formula
To see this, we view dF(u) as a compact perturbation of the operator D u , the latter being extended trivially to
The operator D u arises as the linearization of the unperturbed YangMills gradient flow equation (10) . The Fredholm theory for general perturbations V ∈ Y can be reduced to the unperturbed case because the terms involving V contribute only compact perturbations to the operator D u .
Because the zero eigenspaces of the Hessians H A − and H x + are in general (i.e. if dim C ± ≥ 1) non-trivial, we cannot directly refer to standard theorems on the spectral flow to prove Theorem 3.3 below. As an intermediate step, we instead use the Banach space isomorphisms
given by multiplication with the weight function e δβ(s)s (with β : R → R the function introduced at the beginning of Section 3.1). In the sequel we assume that the weight δ satisfies 0 < δ < δ 0 (C − , C + ) where the positive constant δ 0 (C − , C + ) is defined to be the infimum of the set |λ| ∈ R λ = 0 is eigenvalue of H A for some A ∈Ĉ − or λ = 0 is eigenvalue of H x for some x ∈Ĉ + .
We furthermore denote
We use the notation
It is easy to check that the operator D u is Fredholm if and only if this holds for D δ u , in which case both Fredholm indices coincide. Note also that the operator D δ A takes the form
and hence, if δ > 0 is chosen sufficiently small, the operator family s → H A − (β + β ′ s)δ converges to the invertible operator H A − + δ as s → −∞. Analogously, we have that
Here the operator family s → H x − (β + β ′ s)δ converges to the invertible operator H x + − δ as s → ∞.
Fredholm theorem
For short, we use notation like L p (I) := L p (I, L p (Σ, T * Σ ⊗ ad(P )) to denote the L p space of ad(P )-valued 1-forms over I × Σ, where I is some interval. 
is satisfied for all (α, ψ, ξ) ∈ Z p . Here R denotes the compact operator as in Lemma B.2. As a consequence, the operator D δ u has finite-dimensional kernel and closed range.
Proof: Inequality (23) is invariant under gauge transformations in G(P ), and thus it suffices to prove it for Φ = 0. Set ζ := (α, ψ). 
Here we used (48) to bound the term χζ Z p,− . The estimate for the term (1 − χ)ζ Z p,− follows from Lemma B.2, which remains valid for any D δ A sufficiently close (in operator norm) to D δ A − . This property holds by Lemma B.1. We now apply Lemma B.4 to bound the term ξ. Let T = T (x) > 0 be as in the lemma. This yields for some constant c = c(x, p, δ) > 0 that
From the definition of N A and boundedness of the operator dΦ(A 0 ) :
To control the term α(0) W 1,2 (Σ) we use Lemma B.8 with H = W 1,2 (Σ), V = W 2,2 (Σ), and V * = L 2 (Σ). Choosing ε > 0 in that lemma sufficiently large this implies for a constant c(A, p) > 0 the estimate
The last line follows, as by definition the norm of
, and the norm of Z p,− is stronger than that of
)). Combining estimates (25), (26), (27) with (24) yields the claimed inequality (23) (with T (u) := max{T (A), T (x)}).
To finish the proof, we note that the operator
is bounded and that the operator R and the inclusion maps
are compact (by Rellich's theorem). Hence the assertions on the kernel and the range follow from the abstract closed range lemma (cf. [15, p. 14] ). The proof is complete.
We now state and prove the main result concerning the linear operator D u .
Theorem 3.3 (Fredholm theorem) The operator D u is a Fredholm operator of index
(Here ind A − , respectively ind x + , denotes the number of negative eigenvalues of H A − and H x + , counted with multiplicities).
Proof: As pointed out after Remark 3.1 it sufficies to prove the assertion for the operator D δ u , for any sufficiently small weight δ > 0. That the operator D δ u has finite-dimensional kernel and closed range is part of Lemma 3.2. It remains to establish the formula for the index. Let H := L 2 (S 1 , x * T G) and denote
Note that S is a closed subspace of H. Let T be the orthogonal complement of S in H. We set K := {(α(0),
On the other hand, because the operators D δ A and D δ x are surjective, the dimension of coker D δ u equals the codimension of the affine space
to see that this codimension is given by
Combining (28) and (29) and using that dim K = ind H A − (by Lemma B.3) and dim T = ind x + + dim C + (by Lemma B.5), the asserted index formula follows. 2
Remark 3.4 In view of Remark 3.1 and Theorem 3.3 we obtain the formula
for the Fredholm index of the linearization of F.
Transversality
Throughout we fix a regular value a ≥ 0 of YM. Our aim here is to show that for every pair (C − , C + ) ∈ CR a (YM) × CR b (E) (where b = 4a/π) and a residual subset of a-admmissible perturbations V = (V − , V + ) ∈ Y a (cf. Definition 2.7) the linearized section dF(u) is surjective, for all u ∈ M(C − , C + ). Recall the definition of the Banach manifold B, the Banach space bundle E, and the section F (cf. Section 3.1). We now change our notation slightly and let M(C − , C + ; V) indicate the moduli space as in (14), i.e. defined for a fixed perturbation V ∈ Y a . Throughout the rest of this section we also replace the notation F by F V . Let thenF : B × Y a → E denote the section of the Banach space bundle E defined bŷ
We call the zero set M univ (C − , C + ) := {w ∈ B × Y a |F(w) = 0} the universal moduli space. Thus the perturbation V ∈ Y a which had previously been kept fixed is now allowed to vary over the Banach space Y a . In this section, our main result is the following. 
As shown in Theorem 3.6 below, the linearized operator dF (w) is surjective, for every w ∈ M univ (C − , C + ). 
of π is residual in Y a . Again by the implicit function theorem, it follows that
is the intersection of finitely many residual subsets, hence residual in Y a . For this set Y reg a , the assertions of the theorem are satisfied. 2 Theorem 3.6 (Transversality) The horizontal differential dF (w) of the mapF as in (31) is surjective, for every pair (C − , C + ) ∈ CR a (YM)×CR b (E) and every w ∈ M univ (C − , C + ).
Proof: The theorem follows, combining Lemmata 3.8 and 3.9 below.
To prove Theorem 3.6 we distinguish the cases where C + = Φ(C − ) (stationary case) or C + = Φ(C − ) (non-stationary case). We are naturally led to this distinction by our definition of a-admissible perturbations which are assumed to be supported away from the critical manifolds.
Transversality at stationary flow lines
Throughout we fix a pair (C − , C + ) ∈ CR a (YM) × CR b (E) such that C + = Φ(C − ) is satisfied. In this case, we show that transversality of the section F holds automatically (i.e. for the perturbation V = 0). 
As by assumptionζ + H A ζ = 0 is satisfied by ζ := (α, ψ) it follows thaṫ
The inequality in (32) shows that ϕ − is convex. Because lim s→−∞ ϕ − (s) = 0 it thus follows that ϕ − vanishes identically orφ − > 0. Assume by contradiction the second case. Then the first identity in (32) shows that ζ(0), H A ζ(0) < 0 and from Proposition A.6 it follows that
where we denote ξ 0 := ξ(0) = dΦ(A)ζ(0). Likewise, from the assumption that ξ satisfiesξ + H x ξ = 0 it follows thaṫ
and so the map ϕ + is convex. Because lim s→∞ ϕ + (s) = 0 it follows thaṫ ϕ + ≤ 0 and hence in particularφ + (0) = −2 ξ 0 , H x ξ 0 ≤ 0. This contradicts (33) and shows that our assumption was wrong. Hence ϕ − and therefore ζ vanish identically. Now ξ 0 = dΦ(A)ζ(0) = 0, and convexity of ϕ + shows that also ξ vanishes identically. Hence ker D δ u is trivial, as claimed. 2
Proof: By applying a suitable gauge transformations we may assume that [u] is represented by u of the form u = (A, 0, x). Because C + = Φ(C − ) by assumption, it follows from the gradient flow property that u does not depend on s and therefore satisfies the assumptions of Proposition 3.7. In this case it follows from (3.4) that ind dF(u) = dim C − . We check that this number equals the dimension of ker dF(u), which will imply the claim. First, the map [α 0 ] → (α, ψ, ξ) where (α(s), ψ(s)) := (α 0 , 0) for s ∈ R − and ξ(s) := dΦ(A)α 0 for s ∈ R + is an inclusion of T [A] C − into ker dF(u). Second, this map is surjective because otherwise the kernel of the map D δ u could not be trivial, in contradiction to Proposition 3.7. The claim follows.
Transversality in the non-stationary case
, where b = 4a/π. We show surjectivity of the linearized operator in the case where C + = Φ(C − ). Under this assumption, the following result holds true.
The proof is based on the following auxiliary result. 
is surjective.
(ii) The linear operator
is surjective. (i) numbers 0 ≤ λ ± ≤ µ ± and critical manifolds
Proof: Assume case (ii). Let
), a sequence of gauge transformations (g j,ν ) ν∈AE ⊆ G(P ) and a sequence of reparametrization times (τ
) and a sequence of reparametrization times (τ + j,ν ) ν∈AE ⊆ [0, ∞), with the following significance: There exists a subsequence (again labeled by ν) such that, as ν → ∞,
Here the notationM(Ĉ ± j ,Ĉ ± j∓1 ) refers to the moduli spaces of connecting trajectories for the gradient flows of YM V , respectively of E V as introduced in [19] and [22] . As we show next, the moduli space M(C − , C + ) is compact in the sense of Definition 4.1. 
(The integers ind A − and ind x + denote the number of negative eigenvalues of H A − , respectively of H x + (for A − ∈Ĉ − and x + ∈Ĉ + ).
To prove the theorem we need the following two lemmata, the first one being due to the author [19] and the second one due to Weber [22] . Lemma 4.3 Let ν = A ν + Ψ ν ds, ν ∈ AE, be a sequence of solutions of the perturbed Yang-Mills gradient flow equation (10) on R − × Σ. Assume there exists a critical manifoldĈ − ∈ĈR(YM) such that ν (s) converges toĈ − as s → −∞, for every ν ∈ AE. Then there exists a sequence g ν ∈ G(P ) of gauge transformations such that a subsequence of the gauge transformed sequence (g ν ) * ν converges uniformly on compact sets I × Σ to a solution * of (10).
Proof: For a proof we refer to [19, Theorem 6.1] .
2 Lemma 4.4 Let x ν , ν ∈ AE, be a sequence of solutions of the gradient flow equation (11) on the interval R + . Assume the uniform energy bound
holds for some constant C and all ν ∈ AE. Then there exists a solution x * of (11) on R + × S 1 such that a subsequence of x ν converges uniformly to x * on compact sets I × S 1 .
Proof: For a proof we refer to [22, Proposition 4.14] . 2
The sequence x ν satisfies condition (35). Namely, thanks to the energy inequality (44) it follows for a constant C(C − ) and all ν that
The last inequality follows from the assumption that A ν (s) converges toĈ − as s → −∞. Hence Lemmata 4.3 and 4.4 apply and show that there exists a subsequence of u ν (which we still label by ν) and a sequence g ν of gauge transformations such that (g ν ) * (A ν , Ψ ν ) and x ν converge uniformly on compact sets I × Σ, respectively I × S 1 . Furthermore, the limit as
is the restriction of a solution of (10) or (11) 
denote the Morse-Bott complexes as in Section 2.5. The corrsponding Morse homology groups will for short be denoted by
The construction of the moduli space M(C − , C + ) in Section 2.6 gives rise to a chain map Θ : CM 
where for each j, x 
the moduli space of hybrid flow lines with cascades from x − to x + .
(The nonnegative integers Ind(x ± ) denote the sum of the Morse indices of x − as a critical point of YM and of h, respectively the sum of the Morse indices of x + as a critical point of E and of h). 
where m denotes the total number of cascades of the elements ofM
. Adapting the arguments of [7, Corollary C.15 ] to the present situation it follows that m = m − +m + +1 (we here have to take into account the additional cascade coming from the configuration x 0 ). The asserted formula for the quotient space modulo the action of Ê m − × Ê m + then follows. 
where # M hybr (x − , x + ) denotes the number (counted modulo 2) of elements of M hybr (x − , x + ). We define the homomorphism Θ k : CM 
Proof: From the compactness Theorem 4.2 it follows that the number of elements of M hybr (x − , x + ) is finite and hence the homomorphism Θ is welldefined. The proof is then completed by standard arguments as e.g. carried out in [2] . 2
Proof of the main theorem
The aim of this final section is to prove Theorem 1. of abelian groups. It remains to show that these homomorphisms are in fact isomorphisms. In our proof we follow closely the line of argument employed by Abbondandolo and Schwarz in [2] . Proof: (Theorem 1.1) It suffices to prove that each of the chain homomorphisms Θ k is in fact an isomorphism and hence induces an isomorphism in homology. Let k ∈ AE 0 and fix a set p := (p 1 , . . . , p m ) of generators of CM a,− k . We order the entries p j of the tuple p such that the following two conditions are met. First, we require that
holds for all 1 ≤ i, j ≤ m. Secondly, in case where p i and p j lie on the same critical manifold C − ∈ CR(YM) we choose our ordering such that 
which by our choice of the ordering of p implies that the tuple q is ordered by non-decreasing E V + action. Furthermore, if E V + (q i ) = E V + (q j ) for some i ≤ j then either q i and q j lie on different critical manifolds in CR b (E) or otherwise h(q i ) ≤ h(q j ). Let us represent the homomorphism Θ k with respect to the ordered bases p and q by the matrix (Θ k ij ) 1≤i,j≤m ∈ m×m 2 . The following two observations are now crucial. Both are a consequence of the energy inequality
for all A ∈ A(P ) as in Theorem A. Assume by contradiction that M hybr (p j , q i ) contains at least one element. Let p j ∈ C − and q i ∈ C + for critical manifolds C ± . The gradient flow property and (39) imply that
. This inequality must in fact be an equality because otherwise there would be a contradiction to condition (36) and identity (38). Hence C + = Φ(C − ), and the gradient flow property of the function h implies that h(q j ) = h(Φ(p j )) ≥ h(q i ). With i > j, condition (37) and again identity (38) show that this can only be the case if h(q j ) = h(q i ). It follows that q j = q i because h is monotone decreasing. Thus i = j, which is a contradiction. These two observations imply that the matrix (Θ k ij ) 1≤i,j≤m takes the form
, and thus is invertible in . This completes the proof of the theorem. 2
A Holonomy map and critical manifolds
We let Σ = S 2 ⊆ Ê 3 be the unit sphere, endowed with the standard round metric induced from the ambient euclidian space Ê 3 . Fix the pair z ± = (0, 0, ±1) of antipodal points and set D ± := Σ \ {z ∓ }. We parametrize the hypersurfaces D ± ⊆ R 3 by the maps
The inverses of u ± give rise to coordinate charts on Σ. Set λ : [0, π) → Ê, r → sin(r). The Riemannian metric in these coordinates is g ± = dr 2 + λ 2 dt 2 and the volume form is dvol(D ± ) = λ dr ∧ dt. The Hodge star operator acts on differential forms on D ± as * 1 = λ dr ∧ dt,
We define the family γ t (0 ≤ t ≤ 2π) of paths between z + and z − as
= (cos(t) sin(r), sin(t) sin(r), cos(r)).
We fix two points p ± ∈ P z ± in the fibre P z ± ⊆ P above z ± . For a connection A ∈ A(P ), letγ A t denote the horizontal lift of the path γ t with respect to A, starting at p + .
Definition A.1 For the parameter 0 ≤ t ≤ 2π we define g A (t) ∈ G by the conditionγ A t (π) = p − · g A (t). Therefore t → g A (t) is a loop in ΛG. Now we define the map
The map Φ is called the holonomy map of the principal G-bundle P .
Note that Φ is independent of the choice of p − , while replacing p + by p + ·h for some h ∈ G results in the conjugate holonomy map hΦh −1 . Similarly, replacing A by g * A for a gauge transformation g ∈ G(P ) with g(p + ) = h ∈ G yields Φ(g * A) = hΦ(A)h −1 . Thus for the subgroup of gauge transformations G 0 (P ) based at z + , i.e. for
it follows that Φ descends to a G-equivariant map Φ : A(P )/G 0 (P ) → ΩG, again denoted Φ and named holonomy map. The next theorem gives an explicit description of the set of Yang-Mills connections on the principal Gbundle P . Recall that the set of isomorphism classes of principal G-bundles is in bijection with the elements of the fundamental group π 1 (G), as any such bundle P is determined up to isomorphism by the homotopy class of the transition map D + ∩ D − → G of a trivialization of P over the open sets D ± . Let i ± : D ± → Σ denote the inclusion maps and P ± := (i ± ) * P the corresponding pull-back bundles. Because D ± ⊆ Σ is contractible, the bundles P ± are trivial and thus admit sections over D ± . Given A ∈ A(P ) we can choose sections s ± : D ± → P ± in such a way that the pull-back of the connections (i ± ) * A ∈ A(P ± ) under s ± are of the form u ± dt for maps
for 0 < r < π. Because the connections (i ± ) * A are well-defined near r = 0 it follows that lim r→0 u ± (r, t) = 0. Following Gravesen [9] we set ℓ(r) := 1 2 (1 − cos(r)) and
and split the map u + as
(m A ∈ C ∞ (D + , g) being defined through this equation). Because u + (r, t) → 0 as r → 0 this definition implies that also lim r→0 m A (r, t) = 0. Inserting (42) into (41) yields
Because ℓ(π) = 1 and u − (r, t) → 0 as r → 0 it follows that lim r→π m(r, t) = 0. The following energy identity is due to Gravesen [9, Section 2]. There is also a generalization to higher genus surfaces, cf. Davies [5, Section 4.2].
Lemma A.4 (Energy identity) For every A ∈ A(P ), the identity
is satisfied.
Proof: We identify A ∈ A(P ) locally on D ± with 1-forms u ± ∈ Ω 1 (D ± , g) as in (41) and make use of the decomposition (42). It follows that the curvature F A is identified on D ± with the 2-form ∂ r u ± dr ∧ dt. Recall also the formula * (dr ∧ dt) = λ −1 for the Hodge star operator on 2-forms. In addition, we use that ∂ r ℓ(r) = 1 2 λ(r). Hence it follows that
The term in the second but last line vanishes as follows from the above stated property lim r→0 m A (r, t) = lim r→π m A (r, t) = 0. 
with equality if A is Yang-Mills. In this case, the loop x A is a geodesic.
Proof: In view of Remarks 2.5 and 2.6 and the assumptions on λ ± ℓ it follows that V − ≥ 0 and V + ≤ 0. Hence it suffices to prove the inequality in the case of vanishing perturbations V ± = 0, where it follows from the energy identity (43) (note that the last term in (43) is non-negative). Equality in the case where A is a Yang-Mills connection and the assertion that then x A is a closed geodesic follow from the discussion in [8, p. 236] .
The following is an infinitesimal version of the energy identity (43).
Proposition A.6 Let A ∈ C − and x = Φ(A) ∈ C + . Let α ∈ Ω 1 (Σ, ad(P )) such that α, H A α < 0 and β := dΦ(A)α. Then it follows that β, H x β < 0.
Proof:
The claim is an immediate consequence of the energy identity (43) which implies that for sufficiently small ε > 0 the map ε → E(x A+εα ) is strictly monotone decreasing. 2
B A priori estimates
Estimates involving D δ A For A ∈ A(P ) we let H A denote the augmented Yang-Mills Hessian as in (17) . Unless otherwise stated we assume in the following that the term V − in H A vanishes.
Lemma B.1 For every A − ∈ A(P ) there exists c(A − ) > 0 such that the operator D A in (19) satisfies the estimate
for all time-dependent connections A = A − + α. Similar estimates hold for the operator D δ A in (21) and for domains with R − being replaced by some interval I ⊆ R − . It clearly admits an estimate as claimed. The other terms follow similarly. 2
The following is a basic estimate involving the operator D δ A in (21), here for a stationary path A(s) ≡ A (for all s ∈ R − ).
Lemma B.2 Let A ∈ A(P ) and assume for some δ > 0 that the operator H A + δ is injective. Then for every p ≥ 2 there exists a constant c(A, p, δ) and a compact operator R : Z p,− → L p,− such that the estimate (The integer ind A denoting the number of negative eigenvalues of H A + δ).
Proof:
The proof follows the lines of [22, Theorem 8.5 ] and consists of four steps. Throughout we set ζ := (α, ψ) and denote H := L 2 (Σ, T * Σ⊗ad(P ))⊕ L 2 (Σ, ad(P )).
Step 1 The statement on surjectivity and the kernel is true in the case p = 2.
The operator H A + δ with domain as in (18) is an unbounded self-adjoint operator on the Hilbert space H, cf. [19, Proposition 5.1] . Denote by E − and E + its negative, respectively positive eigenspaces. Since H A + δ is assumed to be injective, H splits as an orthogonal sum H = E − ⊕ E + . Let P ± denote the projections onto E ± and set H ± = (H A + δ)| E ± . As H − and −H + are negative-definite self-adjoint operators, it follows from the Hille-Yosida theorem (cf. for instance [14, Section X.8]) that they generate strongly continuous contraction semigroups s → e sH − on E − respectively s → e −sH + on E + , both defined for s ≥ 0. This allows us to define the map K : Ê → L(H) by K(s) := −e −sH − P − for s ≤ 0, e −sH + P + for s > 0.
As one easily checks, K is strongly continuous in R \ {0} and its pointwise operator norm satisfies Step 2 For every p ≥ 2 there exists a constant c 1 (A, p) such that the following holds. If ζ ∈ Z 2,− and D δ A ζ ∈ L p,− , then ζ ∈ Z p,− and
K(s)
The claim follows from standard arguments based on the linear estimate
cf. [18, Proposition A.6] . Full details are given in [18, Lemma 3.20] .
Step 3 The operator Q : L p,− → L p (R − , H) defined through (47) is bounded, for every p ≥ 2. (In the following, we let c 2 (A, p) denote its operator norm.)
The claim follows from Young's convolution inequality with
In the last step we used that for p ≥ 2 the L p,− norm dominates the L p (R − , H) norm.
Step 4 We prove the lemma.
The estimates of Step 2 and
Step 3 imply that
This shows (45) because the operator
has finite rank (of dimension equal to dim ker D δ A ) and therefore is compact. To prove surjectivity we note that the operator D δ A has closed range by (45) and the abstract closed range lemma (cf. [15, p. 14] ). Hence it suffices to show that ran D δ A is dense in L p,− . Let η ∈ L p,− ∩ L 2,− be given. The latter is a dense subspace of L p,− because it contains all compactly supported smooth functions. By Step 1 there exists some ζ ∈ Z 2,− such that D A ξ = η. From (45) and the assumption η ∈ L p,− it follows that ξ ∈ Z p,− which implies surjectivity. Again (45) 
(The integer ind A denoting the number of negative eigenvalues of H A + δ).
Proof: The proof is divided into three steps.
Step 1 Stationary case.
Consider the case where the path A ≡ A − is stationary. In this case Lemma B.2 applies and yields surjectivity of D δ A and formula (50). In particular, D δ A is a Fredholm operator.
Step 2 Nearby case.
Let us assume that for some sufficiently small ε > 0 the condition
is satisfied. We here consider A − as a stationary connection over Ê − × Σ.
Surjectivity and the Fredholm index are preserved under small perturbations with respect to the operator norm. By Lemma B.1, the operator norm of D δ A depends continuously on A with respect to the C 0 (Ê − , C 1 (Σ)) topology. Therefore surjectivity is implied by assumption (51). As the Fredholm indices of D δ A − and D δ A coincide it follows that (50) holds true in the nearby case.
Step 3 General case.
The general case can be reduced to the nearby case by a standard argument as e.g. carried out in the proof of [22, Proposition 8.3] .
Estimates involving D δ x
The following lemma gives a basic estimate for the operator D δ x in (22) .
Lemma B.4 Let p ≥ 2 and x ∈ C ∞ (R 1 × S 1 , G) such that lim s→∞ x(s) = x + holds in C 1 (S 1 ) for some x + ∈ C ∞ (S 1 , G). Then for every sufficiently small δ > 0 there exist positive constants c and T , which depend only on x, p, and δ, such that for every ξ ∈ Z p,+ the estimate
