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Abstract
Gaussian Processes (GPs) with an appropriate kernel are known to provide accurate
predictions and uncertainty estimates even with very small amounts of labeled data. However,
GPs are generally unable to learn a good representation that can encode intricate structures
in high dimensional data. The representation power of GPs depends heavily on kernel
functions used to quantify the similarity between data points. Traditional GP kernels are not
very effective at capturing similarity between high dimensional data points, while methods
that use deep neural networks to learn a kernel are not sample-efficient. To overcome these
drawbacks, we propose deep probabilistic kernels which use a probabilistic neural network to
map high-dimensional data to a probability distribution in a low dimensional subspace, and
leverage the rich work on kernels between distributions to capture the similarity between
these distributions. Experiments on a variety of datasets show that building a GP using
this covariance kernel solves the conflicting problems of representation learning and sample
efficiency. Our model can be extended beyond GPs to other small-data paradigms such as
few-shot classification where we show competitive performance with state-of-the-art models
on the mini -Imagenet dataset.
1. Introduction
The success of deep learning in recent times has largely been facilitated by the availability of
huge labeled datasets (Deng et al., 2009). Given a sufficient amount of labeled (training)
data, deep neural networks achieve superhuman prediction performance on unseen (test)
data (Krizhevsky et al., 2012; Graves et al., 2013). However, machine learning is increasingly
being applied to areas where it is extremely challenging to procure a large amount of labeled
data. Examples of such novel applications include materials science (Zhang and Ling, 2018),
poverty prediction (Jean et al., 2016), and infrastructure assessment (Oshri et al., 2018).
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(c) Representation Learning
Figure 1: Performance of our models for regression on the UCI (Lichman et al., 2013) CTSlice Dataset
(Dimensionality = 384) (a) Our approaches, DPKL and SSDPKL, have significantly lower average
RMSE than previous state of the art approaches, SSDKL (Jean et al., 2018) and DKL (Wilson et al.,
2016) with n = {50, 100, 200, 300, 400, 500} labeled data points. The smaller size of error bars in
DPKL and SSDPKL also shows that there is lower variability in our results across trials as compared
to the baselines. (b) There is a high correlation between predicted uncertainty (Average Output
Variance) and model performance (Empirical MSE) for DPKL with n = 100 labeled samples. (c)
Points with similar target values have similar mean embeddings in the 2-dimensional latent space
learned by DPKL with n = 100 labeled samples.
While accuracy of most machine learning models deteriorates when trained on small datasets,
a key drawback of deep neural networks is the inability to provide appropriate uncertainty
estimates on test data leading to confident but inaccurate predictions when trained on small
data.
Gaussian Processes (GPs) (Rasmussen, 2003) are non-parametric models that leverage
correlation (similarity) between data points to give a probabilistic estimate of the target
function values. Exploitation of similarity in a non-parametric fashion contributes to sample
efficiency, while probabilistic estimation helps to quantify model uncertainty in unlabeled
regions of the input space. However, traditional GP Kernels are usually too simplistic to
adequately capture the similarity between high dimensional data points, or to model complex
structures in the data. Due to this, GPs have enjoyed limited success in real-world prediction
tasks. The success of deep neural networks in learning low dimensional representations of
high dimensional data has led to works (Wilson et al., 2016; Wilson and Nickisch, 2015;
Al-Shedivat et al., 2016; Jean et al., 2018) that use a neural network to map data to a low
dimensional latent space and then build a GP for prediction on the latent space. However
owing to the huge data requirement of neural networks, these approaches are generally unable
to learn an effective latent representation in the small-data regime in which GPs are typically
applied.
To enable powerful, sample efficient representation learning, we propose a new approach
for learning highly expressive GP kernels with small amounts of labeled data by mapping
data points to probability distributions in a latent space with a probabilistic neural network
(Neal, 2012). We then leverage the theory of kernel embeddings of distributions (Muandet
et al., 2017) to build expressive kernels, and consequently GPs, on the latent probability
distributions.
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Probabilistic models are well known to outperform deterministic models when the amount
of data is insufficient to capture the complexity of the task. This is seen in the superiority of
soft thresholding over hard thresholding in clustering, in the better generative capabilities
of Bayesian GANs (Saatci and Wilson, 2017) over conventional GANs, and in the superior
prediction performance of Bayesian Neural Networks over deterministic Neural Networks
in small data settings (Gal, 2016; Gal et al., 2017). Therefore we expect to obtain similar
benefits by replacing deterministic neural networks with probabilistic neural networks for GP
kernel learning. However, training probabilistic models usually involves estimating intractable
posterior distributions over model parameters via approaches that are either expensive (For
eg. MCMC (Andrieu et al., 2003)) or inexact (For eg. Variational Inference (VI) (Blei
et al., 2017)). Moreover, these approaches assume that the target function value (output) at
any data point (input) is independent of other inputs, given the model parameters. This
independence assumption does not hold in GPs, which leverage the correlation between input
points to predict the outputs, making the aforementioned approaches infeasible in our setting.
To overcome these issues, we convert the problem of training a probabilistic neural network
to an optimization problem over a space of probability distributions and then use functional
gradient descent to learn the distribution over neural network parameters by maximizing
data likelihood. The learned distribution is empirically approximated by an ensemble of
neural networks (samples) which converge to the full distribution in the limit. We derive a
closed form expression for the functional gradient in terms of samples and give an efficient
training algorithm for our Deep Probabilistic Kernel Learning (DPKL) approach. While
functional gradient descent has previously been used to train probabilistic neural networks
(Liu and Wang, 2016), the approach described therein relies on the conditional independence
of outputs given model parameters, just like MCMC and VI and thus cannot be directly used
to learn GP kernels. To the best of our knowledge, ours is the first work that builds a GP on
top of the distributional output of a probabilistic neural network to predict target values.
We also extend our model to two other paradigms in small data settings - semi-supervised
learning (Zhu and Goldberg, 2009) and few-shot classification (Chen et al., 2019). The
former involves adding a regularizer to DPKL that provably incorporates additional structural
information from unlabeled data, while the latter involves using a probabilistic neural network
trained via functional gradient descent to perform softmax classification on only a small
number of training examples (few-shot) of each class. The details of all models are described
in Section 3.
As shown in Fig. 1, our models - DPKL and its semi-supervised variant SSDPKL - clearly
outperform previous state of the art approaches - DKL (Wilson et al., 2016) and SSDKL
(Jean et al., 2018) in terms of RMSE on a regression task (Fig. 1a), accurately quantify
uncertainties in terms of variance of the predicted output (Fig. 1b), and learn embeddings
that clearly captures similarity between data points with respect to target values (Fig. 1c).
Further experimental results are presented in Section 4.
2. Background and Related Work
Given a training set of data points X ∈ X ⊆ Rn×D, and associated targets y ∈ Rn×1, our
goal is to accurately predict the target y∗ for an unseen (test) data point x∗ assuming small
training set size (small n) and high dimensionality (large D).
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Gaussian Processes. Gaussian Processes (GPs) (Rasmussen, 2003) are non-parametric
models that, when appropriately designed, can give highly accurate predictions with calibrated
uncertainty estimates in the small data (small n) regime. A Gaussian Process defines a
probability distribution over functions H : Rd → R such that if H ∼ GP(µ,K) then individual
function values form a multivariate Gaussian distribution i.e. H(X) = [H(x1), . . . ,H(xn)] ∼
N (µ,K) with entries of the mean vector given by µi = µ(xi), and of the covariance matrix
given by Kij = K(xi,xj). A GP is fully specified by the mean function µ (typically µ ≡ 0)
and the covariance kernel K (typically RBF or Matern kernel) which measures the similarity
between data points. Data is also assumed to be corrupted by noise η ∼ N (0, σ2η) and the
overall covariance is
Cov(H(xi), H(xj)) = K(xi,xj) + σ2η1{i = j}
Given the training data X and associated targets y, the predicted target function value H(x∗)
at an unlabeled data point x∗ follows a Gaussian posterior distribution, i.e. Pr(H(x∗)|X,y,x∗) =
N (µ(x∗), σ2(x∗)) where µ(x∗) = k∗T (K + σ2η)−1y and σ2(x∗) = k∗∗ − k∗T (K + σ2η)−1k∗
with k∗ = K(X,x∗) and k∗∗ = K(x∗,x∗). We refer readers to (Rasmussen, 2003) for further
details.
Deep Kernel Learning. Deep Kernel Learning (DKL) (Wilson et al., 2016; Wilson
and Nickisch, 2015; Al-Shedivat et al., 2016) uses a neural network to learn a GP kernel
as Kij = K(gw(xi), gw(xj)) where K is a standard GP kernel and gw(.) represents the
neural network with parameters w which map high-dimensional data to a low-dimensional
embedding and can be learned by minimizing the GP negative log likelihood, i.e.,
w∗ = arg min
w
− log Pr(y | X,w), y ∼ N (µ,K) (1)
Standard kernels (like RBF or Matern) make simplifying assumptions on the structure
and smoothness of functions which do not hold in high dimensions due to the curse of
dimensionality (Garnett et al., 2013; Rana et al., 2017). DKL avoids these assumptions and
effectively captures covariance in high dimensions but, like all neural network based models,
required a large amount of labeled data for accurate prediction.
Probabilistic Neural Networks. Probabilistic models are known to work well in
small data settings because they learn a distribution (instead of a point estimate) over
model parameters. Probabilistic or Bayesian Neural Networks (BNNs) (Neal, 2012) learn a
distribution p(w) over parameters w that best explains the data. Therefore we expect better
sample efficiency, by using probabilistic instead of deterministic neural networks for GP
kernel learning. Prior works (Graves, 2011; Hernández-Lobato and Adams, 2015) on training
probabilistic neural networks are not suited for maximizing GP log likelihood in our setting.
We propose a new approach called Deep Probabilistic Kernel Learning (DPKL) described in
Section 3. Note that our approach is targeted at improving GP kernel learning and not at
replacing BNNs. BNNs do not capture similarity between data points the way GPs do. Nor
do they provide closed form uncertainty estimates, like the GP output variance, on test data.
Hence GPs and BNNs are generally not used for the same tasks. Prior works on Deep GPs
(Damianou and Lawrence, 2013; Dai et al., 2015) hierarchically stack GPs for prediction.
They do not use neural networks and suffer from expensive and complicated training as
intractable posterior distributions need to be approximated. (Bachoc et al., 2017, 2018)
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Figure 2: (a) Our model (DPKL) maps training points to probability distributions in the latent
space and learns a GP whose kernel is the inner product between the RKHS embeddings of these
distributions. (b) If unlabeled data is available we train a semi-supervised model (SSDPKL) which is
a regularized version of DPKL. The regularizer is the average squared error between the RKHS norm
of unlabeled points and their projections onto the subspace spanned by the labeled points.
theoretically study GPs on distribution inputs. But they assume that the input itself is a
distribution while we use neural networks to learn distributional embeddings of deterministic
inputs.
Semi-Supervised Learning. Recently, (Jean et al., 2018) proposed Semi-Supervised
Deep Kernel Learning (SSDKL) approach which uses posterior regularization, given a large
amount of unlabeled data, to reduce the labeled data requirement for GP kernel learning.
Various other semi-supervised learning approaches (Kingma et al., 2014; Odena, 2016;
Tarvainen and Valpola, 2017; Laine and Aila, 2016) have been studied which yield accurate
predictions with few labeled and many unlabeled examples. However sufficient unlabeled
data may not always be available to enable effective regularization especially in the presence
of cost/memory constraints. Our approach combines probabilistic neural networks and GPs
to yield accurate, uncertainty aware predictions with very few labeled and no unlabeled
examples.
Few-shot Classification. To demonstrate the efficacy of our model in other small
data settings we also propose an extension to few-shot classification (Chen et al., 2019) in
Section 3. By replacing their baseline deterministic models with our probabilistic model
we not only achieve significant improvement over the baseline but also achieve comparable
accuracy to state of the art meta-learning methods (Finn et al., 2017; Vinyals et al., 2016;
Sung et al., 2018; Snell et al., 2017).
3. Deep Probabilistic Kernel Learning
In this section we describe our model - Deep Probabilistic Kernel Learning (DPKL). We
refer the reader to Appendix A (Supplementary Material) for proofs of all theoretical results
contained herein.
Model Overview. DPKL predicts output y ∈ R given input x ∈ X ⊆ RD using a
Gaussian Process (GP) learned over probability distributions in a low dimensional latent space
Z ⊆ Rd where distributions in Z are obtained by passing the input data through a proba-
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Algorithm 1: Deep Probabilistic Kernel Learning
Input :Training points X and targets y along with a set of initial model parameters
{w(0)i }mi=1
Output :A set of model parameters {wi}mi=1 ∼ pˆ(w) where pˆ(w) is obtained by
performing functional gradient descent on (6)
1 Initialize model parameters {w(0)i }mi=1 ∼ p0(w) for some known p0(w)
2 for iteration t do
3 w
(t+1)
i = w
(t)
i − tφ(w(t)i ), φ(w) =
∑m
l=1 κ(w,wl)∇wlLˆ(w1, . . . ,wm)
4 end
bilistic neural network. The dimensionality d of Z is much smaller than the dimensionality
D of X .
Latent Space Mapping with Probabilistic Neural Networks. Each data point x
passes through a probabilistic neural network with parameters W ∼ p(W) to give a random
variable Z = gW(x) ∈ Z. Due to the stochasticity of W, each data point xi generates a
different distribution p(Z|xi) in the latent space.
GP Regression over Latent Distributions. We assume a GP prior H ∼ GP(0,K)
over target functions H which take distributions p(Z|xi) as input and output yˆi, an estimate
of the true label yi. K is the kernel matrix which models covariance between GP inputs
(probability distributions). Given any two probability distributions p(Z|xi) and p(Z|xj), the
corresponding entry of K is given by
Kij = Ez∼p(Z|xi), z′∼p(Z|xj)[k(z, z
′)] (2)
Here k can be any standard kernel like the Radial basis function (RBF) kernel in which case
the above expression would be
Kij = Ez∼Pr(Z|xi), z′∼Pr(Z|xi)[
1
2
exp(−||z− z′||2)] (3)
This choice of kernel between probability distributions follows previous works (Muandet
et al., 2012, 2017) which use similar kernels to build predictive models, such as, SVMs, with
distribution inputs. Kij corresponds to the inner product between distributions p(Z|xi)
and p(Z|xj) in the Reproducing Kernel Hilbert Space (RKHS) Hk defined by the kernel k
(Muandet et al., 2017) and thus K is positive definite. We expect uncertainty due to the
scarcity of training data to be better captured by probability distributions in the latent space
Z than by individual points and hence perform GP regression over distributions in Z.
Observe that (2) can be rewritten as
Kij = Ew,w′∼p(W)[k(gw(xi), gw′(xj))]
= Ew,w′∼p(W)[kij(w,w′)] (4)
Thus Kij is a functional that takes p(W), the distribution of the model parameters W, as
input and outputs its expectation, and kij(w,w′) = k(gw(xi), gw′(xj)). The overall data
log likelihood is then also a functional of p and the negative log likelihood, L[p] is given by
6
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substituting the above kernel in the standard expression for negative log likelihood of GPs
(Rasmussen, 2003)
L[p] = − log Pr(y|X, p(W))
=
1
2
yT (K[p] + σ2I)−1y +
1
2
log(det(K[p] + σ2I)) (5)
where det(A) denotes the determinant of a matrix A.
Training Algorithm and its Derivation. During training, we seek to maximize the
likelihood of the training data. In other words, we seek the distribution p∗ in some class of
distributions P such that
p∗(W) = arg min
p(W)∈P
L[p] (6)
Since the negative log likelihood, L[p], is a functional of the distribution p, we can use
Functional Gradient Descent to search for distributions in P that minimize its value. However
the choice of P is extremely critical to the success of this approach. Previous works in
learning GP kernels using neural networks (Wilson et al., 2016; Jean et al., 2018) assume
that P = {p(w)|p(w) = p(w)δ(w¯)}, i.e., P is the space of Dirac Deltas centered around w¯.
This reduces (6) to a problem of finding a point estimate of the model parameters. As we
will show in our experiments in Section 4 these approaches are not very effective in small
data settings possibly due to the restrictive nature of the search space. However, choosing
an arbitrary search space might make it challenging to compute the expectations (4) due to
the difficulty in sampling from general high dimensional probability distributions.
Recently, Stein’s Variational Gradient Descent (SVGD) (Liu and Wang, 2016) has been
proposed as a tractable approach for learning high dimensional probability distributions
using Functional Gradient Descent in a RKHS. SVGD minimizes the KL divergence between
the true and approximate posteriors, and relies on the assumption that the target value
at any data point is independent of other inputs, given the model parameters (yi depends
only on xi given w). Neither of these is true in our case as we seek to maximize the GP
log-likelihood wherein the target value at any data point is, in fact, correlated with the target
values at the other data point and these correlations are captured by the kernel matrix K.
However in what follows we will show how similar ideas can be used to perform functional
gradient descent in our case as well.
As in SVGD, we assume that P includes all smooth transformations from a tractable
initial distribution p0. Mathematically, P = {p(u)|u = w+ s(w),w ∼ p0(w), s ∼ Hκ} where
Hκ is a RKHS given by a kernel κ between model parameters w (note that this is different
from the RKHS Hk into which distributions in the latent space Z are embedded and which
is given by the kernel k). Distributions in this set P can closely approximate almost any
arbitrary distribution, particularly distributions that admit Lipschitz continuous densities
(Villani, 2008). Moreover, expectations (like (4)) can be tractably approximated by sample
averages with samples ui, ui = wi + s(wi),wi ∼ p0(w).
If w ∼ p(W) (for any p(W)) then u = T (w) is distributed as u ∼ p[T ](u) =
p(T−1(u))det(∇wT−1(u)) as long as T is a smooth one-to-one transform which holds for
infinitesimal shifts u = w + s(w). Substituting the transformed model parameters in (4)
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gives the new expression for the entries of Kij ,
Kij = Ew,w′∼p(W)[k(gT (w)(xi), gT (w′)(xj))]. (7)
Thus, for fixed p(W), Kij is a functional of the transformation T i.e. a functional of the
shift s in this case. Therefore, the problem of finding p∗(W) in (6) reduces to the problem
of finding the optimal shift s(w) (given an initial distribution p(W)) that minimizes the
negative log-likelihood L[s], that is,
s∗(W) = arg min
s(W)
L[s]. (8)
Updating the shift s via functional gradient descent on L[s] allows us to approach the optimal
shift s∗(W) that minimizes (8) just like regular gradient descent. Since the entries of K
involve expectations, the expression for the functional gradient with respect to s would also
involve expectations. In practice we only have access to samples w1, . . . ,wm ∼ p(w). The
following result gives an estimate of the functional gradient of the negative log-likelihood
with respect to these samples at s = 0.
Proposition 1 If we draw m realizations of model parameters w1, . . . ,wm ∼ p(w) for any
p ∈ P, the functional gradient of the negative log likelihood can be approximated as
∇sL |s=0'
m∑
l=1
κ(wl, .)∇wlLˆ(w1, . . . ,wm), (9)
where κ is the kernel between model parameters and Lˆ(w1, . . . ,wm) is the empirical negative
log likelihood
Lˆ(w1, . . . ,wm) =
1
2
yT (Kˆ+ σ2I)−1y
+
1
2
log(det(Kˆ+ σ2I)) (10)
and the entries of the empirical kernel matrix, Kˆ are Kˆij(w1, . . . ,wm) = 1m2
∑
l′
∑
l kij(wl,wl′).
Observe that the transformation u = w − ∇sL |s=0 is equivalent to a step in the direction
of the negative functional gradient at s = 0. By repeatedly transforming weight samples
w1, . . . ,wm thus, we only need to evaluate the gradient at s = 0 which is a crucial advantage
since the expression for the gradient at non-zero shifts is much more complicated. The
complete algorithm for DPKL is given in Algorithm 1. Each update corresponds to a weighted
average of the gradient of the empirical negative log likelihood with respect to all samples
w1, . . . ,wm ∼ p(w), where the weighting is by the kernel κ(wl,wl′), which controls the
effect that the different samples have on each other. When m = 1 this reduces to gradient
descent on the negative log likelihood as in Deep Kernel Learning (Wilson et al., 2016). As
m increases we expect the quality of the approximation to improve, with a trade-off between
better approximations and computational complexity (due to increase in the number of
gradient computations per iteration) as m increases.
We also note that the gradient estimates in (9) are biased as the expectation with respect
to weights w appears inside the matrix inversion in (5). While we observe clear improvements
8
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in performance when using DPKL and its extensions in the present form over a wide range
of experiments, it would be interesting to analyze the effect of bias in gradients and potential
improvements on deriving unbiased estimators (such as in (Belghazi et al., 2018; Rawat et al.,
2019)).
Efficient Implementation. Recall the expression for the elements of the kernel matrix
K,
Kij = Ew,w′∼p(W)[k(gw(xi), gw′(xj))]. (11)
Computing Kij has complexity O(m2) where m is the number of samples of w used to
approximate the expectation in the above expression. Since the total number of (i, j) pairs
is n2 the overall complexity will be too large (O(n2m2)). To avoid this issue we can use
the Random Fourier Features approximation (Rahimi and Recht, 2008) to approximate the
non-linear kernel K by a linear kernel as follows.
Proposition 2 The kernel matrix K can be approximated as K ' RRT where the entries
of the matrix R ∈ Rn×q are given by
Rij = Ew[fvj ,bj (gw(xi))], 1 ≤ i ≤ n, 1 ≤ i ≤ q (12)
where the v1, . . . ,vq are i.i.d samples from the Fourier Transform of the shift-invariant
kernel k and b1, . . . , bq are i.i.d samples from the Uniform [0, 2pi] distribution and fv,b(z) =
(
√
(2/q)) cos(vz+ b).
The overall kernel is now linear and the computation has complexity O(n2q + nmq). Semi-
Supervised Learning (SSDPKL). While our base model, DPKL, only uses labeled data,
it can be augmented with unlabeled data using the regularizer of (Jean et al., 2018). Assuming
the dataset X is divided into nl labeled points XL (with labels yL) and nu unlabeled points
XU , the new optimization problem is
p∗(W) = arg min
p(W)∈P
1
nl
L[p] +
α
nu
∑
x∈XU
σ2(x). (13)
Here σ2(x) is the GP posterior variance (see Section 2). This is a significant generalization
of the loss function proposed in (Jean et al., 2018) since in their model P is restricted to only
Dirac Delta functions while in our model P includes all smooth probability distributions. We
call this model Semi-Supervised Deep Probabilistic Kernel Learning (SSDPKL). The model
can be trained using functional gradient descent on the loss in (13) similar to Algorithm 1.
The following result (illustrated in Fig. 2b) explains the rationale behind using this regularized
loss function in our model.
Proposition 3 For any unlabeled point, x ∈ XU , if ωx is the embedding in the RKHS Hk,
of p(Z|x) and ωLx , is its orthogonal projection onto the subspace HLk ⊆ Hk, spanned by RKHS
embeddings of p(Z|xi), i = 1, . . . , nl,xi ∈ XL then, assuming the GP kernel matrix K is
invertible, the posterior variance of x is given by σ2(x) = ||ωx − ωLx ||2Hk .
Thus minimizing posterior variance encourages the model to learn a mapping that better
spans the distributions induced by unlabeled data in the latent space Z potentially leading
to better generalization.
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Figure 3: Results for regression on 6 UCI Datasets with n = {50, 100, 200, 300, 400, 500} labeled
samples. Our approach, DPKL, and its semi-supervised version, SSDPKL, significantly outperform
the state-of-the-art - DKL (Wilson et al., 2016) and SSDKL (Jean et al., 2018) - in terms of average
RMSE (lower is better) over 10 trials. All kernel learning methods significantly outperform a simple
GP with RBF kernel (see Appendix B) thus validating the usefulness of kernel learning.
Extension to classification. Conventional (pointwise) classification involves learning
a representation zi = gw(xi) and then using a softmax loss to learn probability for class c as
ρik =
exp θTc zi∑C
l=1 exp θ
T
l zi
(14)
where θc is the weight vector of the softmax layer for class c. The model is trained by
minimizing the negative log likelihood L =
∑n
i=1
∑K
k=1 yik log ρik.
In our model we learn a probabilistic representation (instead of a deterministic repre-
sentation) as Zi = gW(xi), Zi ∼ p(Z | xi). Therefore we replace dot products in (14) with
probabilistic inner products
pic =
exp νic∑C
l=1 exp νil
(15)
where νic = Ez∼p(Z|xi),θk∼p(Θc)[θ
T
c z] which corresponds to the inner product between distri-
butions p(Z|xi) and p(Θc) using a linear kernel. The distributions p(W) and p(Θc) for all c,
can be learned using functional gradient descent on the negative log likelihood as in DPKL
(Algorithm 1).
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Figure 4: (a) DPKL gives highest average accuracy over 10 trials (higher is better) on MNIST
with n = {100, 200} and is competitive with baselines for n = {300, 400, 500, 600} labeled samples
(b) Empirical Error Probability and Prediction Entropy are highly correlated for n = 100 (c) The
2-D TSNE embeddings of the mean of the learned latent distributions show that DPKL learns a
meaningful latent representation (the colorbar shows the digit label for each points) with n = 100.
4. Experimental Results
We apply our model DPKL, to various classification and regression tasks in the small data
regime. All models are implemented in TensorFlow (Abadi et al., 2016) on a Titan X GPU
with 3072 CUDA cores. Following (Liu and Wang, 2016) we use the RBF kernel as the kernel
κ between model parameters w with bandwidth chosen according to the median heuristic
described in their work since it causes
∑
j κ(w,wj) ' 1 for all w, leading κ to behave like a
probability distribution.
UCI Regression. We compare DPKL, and its semi-supervised variant, SSDPKL, to
DKL (Wilson et al., 2016) and SSDKL (Jean et al., 2018) both of which use deterministic
neural networks to map data into the latent space. The comparison is on a regression task
across 7 datasets in the UCI repository (Lichman et al., 2013). For each dataset we use
n = {50, 100, 200, 300, 400, 500} labeled examples. The semi-supervised models - SSDPKL,
and SSDKL, additionally have access to (at most) 50000 unlabeled examples from the
corresponding datasets while the supervised models - DPKL and DKL - do not use any
unlabeled examples. We used the same architecture as (Jean et al., 2018) for neural networks
(D − 100 − 50 − 50 − d) in all models. Here D is the dimensionality of the datasets and
d = 2 is the dimensionality of the latent embedding z ∈ Z. In DPKL and SSDPKL, we
used m = 50 samples of the model to represent the distribution over model parameters. The
results for the CTSlice dataset are shown in Fig. 1 while those for the remaining 6 datasets
are shown in Fig. 3. From Fig. 3 it is clear that, barring the ‘electric’ dataset, our approaches
have significantly lower root mean squared error (RMSE) than baseline approaches across all
sample sizes. The gain is especially significant in the small data (nl ≤ 200) regime. Plots
with error bars are included in Appendix B.
MNIST Classification. We compare the extension of DPKL to classification (as
described in Section 3) to 3 baselines, a single Deep Neural Network, a Bayesian Neural
Network (BNN) trained using Stochastic Variational Inference (Graves, 2011), and Ensemble
Learning (Lakshminarayanan et al., 2017) which involves averaging the output probabilities
of m neural networks trained independently on the same data. We use m = 5 for both
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mini-Imagenet
Method 1-shot 5-shot
Baseline 42.11± 0.71 62.53± 0.69
DPKL (Ours) 44.26± 0.74 64.26± 0.68
MatchingNet 48.14± 0.78 63.48± 0.66
ProtoNet 44.42± 0.84 64.24± 0.72
MAML 46.47± 0.82 62.71± 0.71
RelationNet 49.31± 0.85 66.60± 0.69
Table 1: For both 1 and 5-shot classification on mini-Imagenet our approach, DPKL, improves upon
the Baseline approach of (Chen et al., 2019) and is competitive with the state-of-the-art meta-learning
approaches, MatchingNet (Vinyals et al., 2016), ProtoNet (Snell et al., 2017), MAML (Finn et al.,
2017), and RelationNet (Sung et al., 2018)
Ensemble Learning and DPKL. All neural networks have a single hidden layer with 30 nodes.
Softmax classification is performed on the output of the hidden layer as described in (15) for
DPKL and (14) for the other models. Results in Fig. 4a show that DPKL achieves the highest
accuracy in the small data (n ≤ 200) regime. While Ensemble Learning has slightly higher
accuracy after that, we note that the variance of DPKL accross 10 trials is significantly lower
than Ensemble Learning, possibly due to the implicit regularization introduced by the kernel
κ between individual models wl, l = 1, . . . ,m due to which the predictions are potentially
more reliable. Since Ensemble Learning just averages predictions of multiple models, it
shows high prediction variance and a different set of trials or a different dataset may lead to
worse results. Fig. 4b shows uncertainty quantification in DPKL (error probability is highly
correlated with entropy of the predicted class probabilities i.e. high entropy implies high
error probability). Fig. 4c shows that DPKL learns a meaningful embedding as digits with
same labels are mapped nearby in the latent space.
Few-shot Classification. We also apply DPKL to a Baseline approach for few-shot
(1-shot and 5-shot) classification (Chen et al., 2019). Here a pre-trained base model with a
deterministic feature extractor (4-layer convolution backbone) and a softmax classifier, is
fine-tuned on a small number of examples (1 or 5) of classes that were unseen during training.
We measure accuracy on a test dataset of examples from the unseen classes. We replace
the softmax classifier of the Baseline with the DPKL approach for classification (Section 3),
keeping other model parameters unchanged. Our results (Table 1) on the mini-Imagenet
dataset show that DPKL clearly improves over the approach of (Chen et al., 2019) and
is competitive with several state-of-the-art meta-learning approaches. Thus, our model,
which was originally designed to improve GP regression, is able to match meta-learning
models specifically designed for few-shot classification. Further details on the experiments
are contained in Appendix B.
5. Conclusion
We propose a novel approach for sample efficient learning that maps high dimensional data to
probability distributions in a low dimensional latent space and then predicts target values by
12
Deep Probabilistic Kernels for Sample-Efficient Learning
performing GP regression or softmax classification on these distributions. Our approach relies
on the theory of kernel embeddings of probability distributions, and functional gradient descent
for estimating the optimal distribution over model parameters. Our model outperforms
state-of-the-art GP kernel learning methods and is competitive with state-of-the-art meta-
learning approaches for Few-Shot classification, while learning a meaningful representation
of the data and accurately quantifying uncertainties on unlabeled data. In future we plan to
theoretically analyze the convergence of our approach, seek potential improvements through
optimal kernel selection and unbiased gradient estimation, and apply our model to areas
like Active learning (Krause and Guestrin, 2007) and Bayesian Optimization (Brochu et al.,
2010) where GPs have been successful in the past.
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Appendix A. Proof of Theoretical Results
A.1 Proof of Proposition 1
Recall that the entries of the kernel matrixKij under the transformation u = T (w) = w+s(w)
are given by
Kij = Eu,u′∼p[T ](U)[k(gu(xi), gu′(xj))] (16)
= Ew,w′∼p(W)[k(gT (w)(xi), gT (w′)(xj))] (17)
Defining kij(w,w′) = k(gw(xi), gw′(xj)) we have
Kij = Ew,w′∼p(W)[kij(w + s(w),w′ + s(w′))] (18)
Assuming that the distributions p(W) and shifts s(W) are functions in a RKHS H given
by the kernel κ (κ, k, and K are all different), we have (from the definition of functional
gradient ∇sKij [s]),
Kij [s+ r] = Kij [s] +  < ∇sKij [s], r >H +O(2) (19)
Thus we need to compute the difference Kij [s+ r]−Kij [s] which, from (18) is given by
Kij [s+ r]−Kij [s] = Ep[kij(w + s(w) + r(w),w′ + s(w′) + r(w′))]
−Ep[kij(w + s(w),w′ + s(w′))]
(20)
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We use Ep to denote the expectation when w,w′ ∼ p(W). The above equation can be
rewritten as Kij [s+ r]−Kij [s] = V1 + V2 where
V1 = Ep[kij(w + s(w) + r(w),w′ + s(w′) + r(w′))]− Ep[kij(w + s(w),w′ + s(w′) + r(w′))]
(21)
= Ep[∇wkij(w + s(w),w′ + s(w′) + r(w′))r(w))] +O(2) (22)
= Ep[(∇wkij(w + s(w),w′ + s(w′) + r(w′))
−∇wkij(w + s(w),w′ + s(w′)) +∇wkij(w + s(w),w′ + s(w′)))r(w))] +O(2)
(23)
= Ep[∇wkij(w + s(w),w′ + s(w′)))r(w))] +O(2) (24)
=  < Ep[∇wkij(w + s(w),w′ + s(w′)))κ(w, .))], r >H +O(2) (25)
where the last line follows from the RKHS property. Similarly,
V2 = Ep[kij(w + s(w),w′ + s(w′) + r(w′))]− Ep[kij(w + s(w),w′ + s(w′))] (26)
=  < Ep[∇w′kij(w + s(w),w′ + s(w′)))κ(w′, .))], r >H +O(2) (27)
Since we transform the weights w after every iteration, therefore we only ever need to
compute the gradient at s(w) = 0. Thus, finally, we have the expression
∇sKij [s] |s=0= Ep[∇wkij(w,w′)κ(w, .) +∇w′kij(w,w′)κ(w′, .)] (28)
If we draw m samples of model parameters w1, . . . ,wm ∼ p(w), the empirical estimate
of ∇sKij [s] |s=0 given by replacing expectations with sample averages is given by
∇sKij [s] |s=0' 1
m2
m∑
l,l′=1
[∇wlkij(wl,wl′))κ(wl, .)) +∇wl′kij(wl,wl′))κ(wl′ , .))] (29)
Without loss of generality consider all the terms in the above expression that contain the
gradient with respect to w1 and let us call that part of the summation T1. Therefore
T1 =
1
m2
m∑
l′=1
∇w1kij(w1,wl′))κ(w1, .)) +
1
m2
m∑
l=1
∇w1kij(wl,w1))κ(w1, .)) (30)
Recall the expression for the empirical estimate of the entries of the kernel matrix Kij
Kˆij ' 1
m2
m∑
l,l′=1
kij(wl,wl′) (31)
Differentiating both sides with respect to w1,
∇w1Kˆij '
1
m2
m∑
l′=1
∇w1kij(w1,wl′) +
1
m2
m∑
l=1
∇w1kij(wl,w1) (32)
Note that the term∇w1kij(w1,w1) occurs in both summmations. This is because∇w1kij(u,v) =
∇ukij(u,v)∇w1u+∇vkij(u,v)∇w1v = ∇w1kij(w1,w1)+∇w1kij(w1,w1) when u = v = w1
(u,v,w1 are all variable) .
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Substituting (32) in (30)
T1 = κ(w1, .)∇w1Kˆij (33)
We can apply the same argument to simplify the terms in (29) that contain gradients with
respect to other weights w2, . . . ,wm in the same fashion. Therefore,
∇sKij [s] |s=0 ' 1
m2
m∑
l,l′=1
[∇wlkij(wl,wl′))κ(wl, .)) +∇wl′kij(wl,wl′))κ(wl′ , .))] (34)
=
m∑
l=1
κ(wl, .)∇wlKˆij (35)
From the chain rule for functional gradient descent we have ∇sL =
∑
i,j
∂L
∂Kij
∇sKij [s]
and the corresponding empirical estimate ∇sL |s=0'
∑
i,j
∂Lˆ
∂Kˆij
∇s(
∑m
l=1 κ(wl, .)∇wlKˆij).
Switching the order of the summations gives
∇sL |s=0'
m∑
l=1
κ(wl, .)∇wlLˆ(w1, . . . ,wm) (36)
A.2 Proof of Proposition 2
According to the Random Fourier Features approximation described in (Rahimi and Recht,
2008), any shift-invariant kernel k (like the RBF kernel) can be approximated as
k(z, z′) ' Ev,b[2 cos(vz+ b) cos(vz′ + b)] (37)
where v is distributed as the Fourier Transform of the shift invariant kernel k, b is uniformly
distributed in [0, 2pi]. Recall that the entries of the kernel matrix Kij are given by
Kij = Ew,w′∼p(W)[k(gw(xi), gw′(xj))] (38)
Substituting (37) in (38) gives
Kij ' Ew,w′∼p(W)[Ev,b[2 cos(vgw(xi) + b) cos(vgw′(xj) + b)]] (39)
Since w,w′ are drawn in i.i.d fashion we can switch the order of the expectations and use
the independence of w and w′ to get
Kij ' Ev,b[Ew[
√
(2) cos(vgw(xi) + b))]Ew′ [
√
(2) cos(vgw′(xj) + b)]] (40)
Replacing expectations by sample averages gives the final result.
A.3 Proof of Proposition 3
From the theory of kernel embeddings of probability distributions (Muandet et al., 2017), we
know that for any data point x the embedding of the distribution p(Z|x) in the RKHS Hk is
given by
ωx =
∫
k(z, .)p(z|x)dz (41)
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where k is the kernel corresponding to the RKHS Hk. Under our model Z = gW(x) where
W ∼ p(W). Therefore
ωx =
∫
k(gw(x), .)p(w)dw (42)
The RKHS norm of the embedding ωx is thus given by
||ωx||2Hk =< ωx,ωx >Hk=
∫
k(gw(x), gw′(x))p(w)p(w
′)dwdw′ (43)
= Ew,w′∼p(W)[k(gw(x), gw′(x))] = k∗∗ (44)
This holds for any data point x and thus holds for any unlabeled data point x ∈ XU .
LetHLk ' Hk be the subspaceHk with basis vectors ωx1 , . . . ,ωxnl , the RKHS embeddings
of the distributions in Z generated by the nl labeled points x1, . . . ,xnl . The orthogonal
projection matrix for this subspace is given by (Roy and Banerjee, 2014)
PHLk = L(L
TL)−1LT (45)
where the ith column of the matrix L is the vector ωxi . Therefore the RKHS norm of the
orthogonal projection ωLx of ωx, x ∈ XU onto the subspace HLk is given by
||ωLx ||2Hk = (ωLx )TP THLk PHLkω
L
x = (ω
L
x )
TL(LTL)−1LTωLx (46)
The (i, j)th entry of LTL is given by the inner product
< ωxi ,ωxj >Hk=
∫
k(gw(xi), gw′(xj))p(w)p(w
′)dwdw′ (47)
which is precisely the Kij , the (i, j)th entry of the GP kernel matrix K. Similarly the jth
entry of LTωLx is given by the inner product
< ωx,ωxj >Hk=
∫
k(gw(x), gw′(xj))p(w)p(w
′)dwdw′ (48)
which is the jth entry of the vector k∗ (k∗[i] = Ew,w′∼p(W)[k(gw(x), gw′(xi))]). Thus overall
||ωLx ||2Hk = k∗TK−1k∗ (49)
Finally from the Pythagoras Theorem we know that
||ωx − ωLx ||2Hk = ||ωx||2Hk − ||ωLx ||2Hk = k∗∗ − k∗TK−1k∗ = σ2(x) (50)
where the last equality is obtained by substituing the results of (44) and (49). Note that in
this case we assume that the RKHS embeddings ωx1 , . . . ,ωxnl are linearly independent and
form a basis for HLk ' Hk.
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Figure 5: Results for regression on 6 UCI Datasets with n = {50, 100, 200, 300, 400, 500} labeled
samples. All kernel learning approaches outperform a simple GP with RBF kernel. The proposed
approach, DPKL, and its semi-supervised version, SSDPKL, significantly outperform the previous
state-of-the-art approaches - DKL (Wilson et al., 2016) and SSDKL (Jean et al., 2018) - in terms of
average RMSE (over 10 trials). All error bars cover 1 standard deviation.
Appendix B. Additional Experimental Details
Regression. We used the RBF kernel as the kernel k between the samples in the latent
space. Thus
k(z, z′) =
1
2
exp(−1
2
||z− z′||2) (51)
The bandwidth of the RBF kernel k was set to 2. Note that the RBF kernel in the latent
space (k) does not have any additional hyperparemters like length scales or variances unlike
the baseline models DKL (Wilson et al., 2016) and SSDKL (Jean et al., 2018). This is
because we expect our probabilistic neural network to generate suitable distributions in the
latent space that can be modeled by this simple kernel. The superior performance of our
model over the baselines validates this point. The model was trained using the procedure
described in Algorithm 1. Labels are normalized to have zero mean and unit variance. We
used the Adam Optimizer (Kingma and Ba, 2014) for gradient descent with a learning rate
of 10−3. Owing to the small number of labeled examples, cross validation with early stopping
was used to control the number of epochs (90 − 10 validation split). However due to the
small size of the validation set we did not use it to tune any other hyperparameters. The GP
kernel was approximated using the Random Fourier Features Approximation of (Rahimi and
Recht, 2008) for which q = 100 samples were drawn from the Fourier Transform of k. We
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set the GP measurement noise variance η = 0.1 and the regularizer for SSDPKL α = 1. We
perform 10 trials for each dataset for each value of n. Each trial corresponds to a different
random train-test split. We show the results for RMSE in the UCI datasets with error bars
(one standard deviation) in Fig. 3. For the baselines - DPKL and SSDPKL we used the code
provided by the authors of (Jean et al., 2018) without any changes.
MNIST Classification. The BNN was trained using the Tensorflow probability imple-
mentation (Dillon et al., 2017) while the ensemble approach was trained using the pseudocode
of (Lakshminarayanan et al., 2017) minus the optional adversarial training. We used mini-
batches of size 16 for calculating gradients in Ensemble Learning , DPKL, and DNN, and
performed batch gradient descent for the BNN (using smaller minibatches typically gave
worse performance for the BNN). Each model was trained for 100 epochs and the model with
the best validation accuracy (by checking after every 10 epochs) was selected. We used a
90− 10 validation split for this purpose. All models were trained using the Adam Optimizer
(Kingma et al., 2014) with a learning rate of 10−3.
Few-shot Classification. In DPKL for few-shot classification, data is projected into
distributions in a 30-dimensional latent space by passing it through neural network with a
single hidden layer of 30 nodes. For 1-shot classification we used m = 15 realizations of the
neural network to approximate its distribution and trained the model for 40 epochs while for
5-shot classification we used m = 10 and trained the model for 30 epochs. In both cases we
followed (Chen et al., 2019) in using a 4-layer convolution backbone for the feature extractor,
and using L2 regularization on the classifier parameters with λ = 0.01. As in (Chen et al.,
2019), the mini-Imagenet dataset consists of a subset of 100 classes (600 examples per class)
from the original Imagenet dataset. During training, the feature extractor with the Baseline
classifier was trained on all examples of 64 classes. In the fine-tuning stage we replaced the
Baseline Classifier with DPKL. For fine tuning 20 of the remaining 36 classes were selected
as novel. Each experiment involved drawing a random sample of 5 novel classes and picking
1 or 5 (depending on 1-shot or 5-shot) instances per class for fine-tuning following which we
measured the accuracy on a query set consisting of 16 examples per novel class. We used a
batch size of 4 during fine tuning. Results were averaged over 600 experiments and reported
with 95% confidence intervals. For the meta-learning approaches MatchingNet (Vinyals et al.,
2016), ProtoNet (Snell et al., 2017), MAML (Finn et al., 2017), and RelationNet (Sung et al.,
2018), we report the results on mini-Imagenet as reported in (Chen et al., 2019).
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