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ALS alternating least squares alternirajocˇi najmanjˇsi kva-
drati
BCD block coordinate descent blocˇni koordinatni spust
BKT Bayesian knowledge tracing Bayesovsko sledenje znanju
CAT computerized adaptive testing racˇunalniˇsko prilagojeno testi-
ranje
CDM cognitive diagnostic model kognitivni diagnosticˇni model
CP canonical decomposition / pa-
rallel factors
kanonicˇna dekompozicija / pa-
ralelni faktorji




EDM educational data mining izobrazˇevalno podatkovno ru-
darjenje
IRT item response theory teorija odgovora na postavko
ITS intelligent tutoring system inteligentni tutorski sitem





PCA principal component analysis metoda glavnih komponent
PFA performance factors analysis analiza faktorjev uspesˇnosti




Naslov: Priporocˇanje ucˇnih nalog v izobrazˇevalnih sistemih
Avtor: Mihael Rajh
Priporocˇilni sistemi ucˇnega gradiva so pogost pristop k personalizaciji ucˇnega
okolja. V tej diplomski nalogi se posebej osredotocˇamo na nacˇine priporocˇanja
ucˇnih nalog na osnovi podatkov o uspesˇnosti ucˇencev. V tem kontekstu so
bili razviti sˇtevilni pristopi, ki z modeliranjem sposobnosti profilirajo ucˇence
in naloge. Pri napovedovanju prihodnje uspesˇnosti ucˇencev so se dodatno
izkazale tudi faktorizacijske tehnike. Nekatere izmed teh modelov opiˇsemo in
posebej izpostavimo tenzorsko ter utezˇeno faktorizacijo za dinamicˇno napo-
vedovanje uspesˇnosti. Nato nekatere faktorizacijske pristope ovrednotimo na
podatkih zbranih iz spletnega ucˇnega sistema. Na koncu opredelimo sˇe krite-
rije uspesˇnega priporocˇanja v izobrazˇevalnih sistemih in ocenimo primernost
faktorizacije za ta namen. Nenegativna matricˇna in tenzorska faktorizacija
nista dosegli bistveno boljˇsega napovedovanja kakor napovedovanje s pov-
precˇjem nalog. Cˇasovno utezˇena matricˇna faktorizacija pa se je izkazala kot
mozˇna alternativa tenzorski faktorizaciji. Za namen priporocˇanja se faktori-
zacija zdi primerna le v dolocˇenih situacijah in s primerno obravnavo njenih
pomanjkljivosti. Iz tega sklepamo, da mora odlocˇitev o metodi in strategiji
priporocˇanja uposˇtevati cilj in splosˇni kontekst ucˇnega okolja.
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Recommendation systems for learning materials are a common approach to
personalizing learning environments. In this Bachelor’s Thesis we focus on
recommending learning exercises using student’s performance data. Many
approaches using skill modeling to profile students and exercises have been
developed in this context. Additionally, factorization techniques have been
shown to perform well in predicting students’ future performance. We de-
scribe some of these models and focus specifically on tensor and weighted
factorization for dynamic performance prediction. We then evaluate some
factorization approaches on data gathered from an online learning platform.
Finally, we specify criteria for successful recommending in educational sys-
tems and assess the appropriateness of factorization for this purpose. Non-
negative matrix and tensor factorization did not significantly improve on
predicting with item averages. However, temporally weighted matrix fac-
torization was found to be a viable alternative to tensor factorization. For
recommending purposes, factorization seems appropriate only under some
circumstances and with enough consideration for its weaknesses. From this
we conclude that the choice of a recommendation model and strategy must
take into account the goal and context of the learning environment.





Uporaba tehnologije v izobrazˇevalnih institucijah s sabo prinasˇa nove prilozˇnosti
in vprasˇanja o njeni uporabni vrednosti ter zmogljivosti. V sˇtevilnih siste-
mih za upravljanje ucˇenja (LMS) in mnozˇicˇnih prosto-dostopnih spletnih
tecˇajih (MOOC) se redno zbirajo podatki o ucˇencih, njihovih aktivnostih in
uspesˇnostih. Taksˇne zbirke podatkov so spodbudile zanimanje raziskovalcev
in rast sorodnih znanstvenih podrocˇij.
Posebej lahko izpostavimo podrocˇji ucˇne analitike (learning analytics) in
izobrazˇevalnega podatkovnega rudarjenja (EDM). Ucˇna analitika se ukvarja z
zbiranjem, analizo in porocˇanjem podatkov o ucˇencih, z namenom izboljˇsanja
rezultatov ucˇnega procesa. EDM pa je osredotocˇen na razvoj metod za
analizo podatkov zbranih v ucˇnih okoljih. Ucˇna analitika pri tem pogo-
steje uporablja celostne pristope k analizi, ki sluzˇijo kot podpora cˇlovesˇkemu
odlocˇanju, EDM pa poudarja avtomatizacijo in poenostavitev [2].
Eden izmed ciljev teh podrocˇij je priporocˇanje ucˇnega gradiva. Ucˇni
sistemi lahko vsebujejo ogromno ucˇnih virov in jih hkrati nudijo sˇtevilnim
ucˇencem. S posredovanjem ustreznega gradiva uporabnikom zagotovimo per-
sonalizacijo ucˇnega procesa, kar lahko ucˇenje hkrati izboljˇsa in pospesˇi. S tem
namenom so bili razviti sˇtevilni priporocˇilni sistemi [16]. Za priporocˇanje
pogosto uporabljajo ocene, ki jih uporabniki dodelijo gradivu, kar omogocˇa
uporabo podobnih pristopov kolaborativnega filtriranja kot v komercialnih
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priporocˇilnih sistemih. Sˇtevilni tudi vkljucˇujejo podatke, ki so specificˇni za
podrocˇje ucˇenja, kot so predznanje in ucˇni stili uporabnikov.
V tej diplomski nalogi se osredotocˇamo na priporocˇanje ucˇnih nalog, ki
ne uporablja eksplicitnih ocen uporabnikov. Veliko ucˇnih podrocˇij je polnih
prakticˇnih aplikacij znanja, ki jih lahko ocenjujemo avtomatizirano, kot so
racˇunske vaje v matematiki, programerske vaje v racˇunalniˇstvu, gramaticˇne
vaje v jezikoslovju. Zanima nas, ali je mozˇno avtomatizirati priporocˇanje
taksˇnih vaj s pomocˇjo faktorizacijskih metod. S tem bi lahko pretvorili po-
ljubno bazo vaj v ucˇni sistem, ki se prilagaja uporabniku.
Diplomsko delo je sestavljeno iz sˇestih poglavij. V drugem poglavju pred-
stavimo pogoste metode modeliranja uporabnikov in njihovih znanj. V tre-
tjem poglavju opiˇsemo metode faktorizacije in njihovo uporabo pri napo-
vedovanju ucˇnih rezultatov. V cˇetrtem poglavju sledi ovrednotenje napo-
vedovanja s faktorizacijo na podatkih zbranih iz projekta Tomo. V petem
poglavju so opisane metode izbiranja in priporocˇanja ucˇnih nalog. Temu sledi




Eden izmed nacˇinov individualizacije ucˇnih virov je prilagajanje obstojecˇim
sposobnostim in znanjem uporabnikov. Znanje ucˇenca je latentna spremen-
ljivka, ki je ne moremo neposredno opazovati ali meriti, vendar vpliva na
ucˇne rezultate. Dolocˇanje taksˇnih znanj preucˇuje podrocˇje ucˇne analitike
imenovano modeliranje sposobnosti (skill modeling), ki je del modeliranja
ucˇencev (learner modeling).
Cˇe zˇelimo ustrezno modelirati povezavo med sposobnostmi in rezultati
ucˇencev, moramo imeti dobro predstavo o tem, na kaj se podane naloge
nanasˇajo. Zagotovitev, da vaje merijo to, kar predpostavljamo, se imenuje
veljavnost (validity), kar preucˇuje psihometrija. Psihometrija je veja psiho-
logije, ki se ukvarja z merjenjem latentnih lastnosti ljudi, kot so osebnost,
sposobnosti, ter staliˇscˇa, in s konstrukcijo veljavnih merskih instrumentov.
Tako ucˇna analitika kot psihometrija se torej ukvarjata s preucˇevanjem
latentnih sposobnosti, vendar v razlicˇnih kontekstih. Psihometrija preucˇuje
precˇne podatke (cross-sectional data), ki so zbrani v kratkem cˇasovnem
okvirju, ucˇna analitika pa podatke, zbrane skozi daljˇse cˇasovno obdobje (lon-
gitudinal data) [11]. V tem poglavju so predstavljeni nekateri izmed najpo-
gosteje uporabljenih pristopov modeliranja sposobnosti iz teh podrocˇij.
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2.1 Kognitivni diagnosticˇni modeli
Cilj kognitivne diagnoze je razvrsˇcˇanje oseb v razrede glede na stanja njihovih
latentnih lastnosti. Te lastnosti so tukaj opredeljene diskretno, tipicˇno kar
binarno, in tako izrazˇajo le, ali je oseba usvojila dolocˇeno sposobnost, ali
pa ne. Povezave med nalogami in sposobnostmi opisuje binarna Q-matrika,
ki jo moramo dolocˇiti vnaprej, po navadi z ekspertnim znanjem [19]. Cˇe
imamo podanih N nalog in R sposobnosti, je Q-matrika velikosti N×R, kjer
posamezen vnos definiramo kot
qnr =
1, cˇe potrebujemo sposobnost r, da resˇimo nalogo n0, drugacˇe. (2.1)
M oseb nato razporedimo v grucˇe glede na njihove latentne lastnosti, ki jih
oznacˇimo z αm ∈ RR. V literaturi srecˇamo αm pod imeni stanje znanja
(knowledge state), konceptno stanje (concept state), ali kar vektor atribu-
tov (attribute vector). Vsak vnos αmr ponazarja, ali je oseba m usvojila
sposobnost r.
Glede na izbrani model lahko iz vektorja atributov izracˇunamo vzorec
idealnih odgovorov (ideal response pattern) ξm ∈ RN . Vnosi v ξm so rezul-
tati, ki naj bi jih oseba m z vektorjem atributov αm dosegla na N nalogah.
Cˇe vnaprej izracˇunamo vse mozˇne vzorce idealnih odgovorov, je dolocˇanje
vektorja atributov αm za osebo m preprosto, saj moramo le poiskati vzorec
idealnih odgovorov ξm, ki se najbolje ujema z njenimi rezultati.
Kognitivnih diagnosticˇnih modelov (CDM) je veliko, pregled podajajo
DiBello, Roussos in Stout (2006) [15]. Tukaj se omejimo na modele DINA,
DINO, NIDA ter NIDO, ki so posplosˇitev sˇumnih logicˇnih vrat IN ter ALI
(noisy-AND, leaky-OR) [13]. Povezave med nalogami in sposobnostmi mode-
liramo z dvoslojno Bayesovsko mrezˇo, kjer se sposobnosti nahajajo v prvem
sloju kot starsˇi nalog v drugem sloju, prisotnost povezav med njimi pa je po-
dana s Q-matriko. Vpliv sposobnosti na naloge dolocˇimo z logicˇnimi vrati,
ki so aplicirana sˇumno. Glede na izbrana logicˇna vrata in definicije sˇuma
dobimo enega izmed omenjenih sˇtirih modelov.
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Model DINA (deterministic input, noisy AND) privzema, da moramo za






Sˇum apliciramo na posamezne naloge. Za vsako dolocˇimo verjetnost spodrsa
sn, da ucˇenec naloge ne resˇi pravilno, cˇeprav ima vse zahtevane sposobno-
sti, in verjetnost ugiba gn, da ucˇenec nalogo resˇi pravilno, cˇeprav ni usvojil
zahtevanih sposobnosti. Verjetnost pravilnega odgovora je potem
P (xmn = 1|Q,αm, sn, gn) = (1− sn)ξmng1−ξmnn . (2.3)
Po modelu DINO (deterministic input, noisy OR) pa idealni odgovor
izracˇunamo disjunktivno. Uporabimo ga v primeru, ko lahko naloge resˇimo
na vecˇ razlicˇnih nacˇinov, saj za pravilno resˇitev potrebujemo le eno izmed
relevantnih sposobnosti. Sˇum DINO aplicira enako kot DINA, torej je verje-




(1− αmr)Qnr . (2.4)
Model NIDA (noisy input, deterministic AND) namesto na naloge sˇum
aplicira na sposobnosti. Za vsako izmed njih dolocˇimo verjetnost spodrsa
sr, da ucˇenec usvojeno sposobnost ne aplicira pravilno, in verjetnost ugiba
gr, da ucˇenec manjkajocˇo sposobnost na nek nacˇin nadomesti pri resˇevanju.
Verjetnost pravilnega odgovora izracˇunamo konjunktivno:
P (xmn = 1|Q,αm, s,g) =
R∏
r=1
[(1− sr)αmrg1−αmrr ]Qnr . (2.5)
Model NIDO (noisy input, deterministic OR) je ekvivalenten NIDA, le
verjetnost pravilnega odgovora izracˇunamo disjunktivno. Ucˇenec mora tako
za pravilen odgovor med vsemi zahtevanimi sposobnostmi uspesˇno aplicirati
ali z ugibanjem nadomestiti le eno.
6 Mihael Rajh
Ker lahko sposobnosti s kognitivno diagnozo definiramo tudi nebinarno,
je seveda mozˇnih CDM-jev zelo veliko. Von Davier (2005) [36] v svojem delu
predlaga splosˇni diagnosticˇni model (general diagnostic model), s katerim
lahko generiramo obsˇiren razred CDM-jev .
2.2 Teorija odgovora na postavko
Zacˇetki teorije odgovora na postavko (IRT) segajo v sredino dvajsetega stole-
tja. Eden izmed poglavitnih razlogov za njen razvoj je potreba po statisticˇni
prilagoditvi rezultatov testiranja glede na lastnosti uporabljenega testa. La-
stnosti postavk testnega instrumenta, kot so tezˇavnost, razlocˇevalna mocˇ in
zmozˇnost ugibanja, imajo znaten vpliv na pridobljene rezultate. Optimalno
merjenje sposobnosti bi se moralo prilagajati taksˇnim specifikam merskega
instrumenta [34].
IRT verjetnost pravilnega odgovora modelira kot logisticˇno funkcijo spo-
sobnosti testirane osebe. Birnbaumov logisticˇni model s tremi parametri jo
podaja kot
Pn(θm) = cn +
1− cn
1 + e−an(θm−bn)
; θm ∈ (−∞,∞),
an ∈ (−∞,∞), bn ∈ (−∞,∞), cn ∈ [0, 1].
(2.6)
Parameter an je razlocˇevalni parameter, ki opisuje, kako hitro verjetnost
uspeha raste glede na sposobnost θm. Parameter bn je parameter tezˇavnosti
in je enak sposobnosti osebe, ki na postavko pravilno odgovori s 50% verje-
tnostjo. Parameter cn pa je parameter ugiba in poda verjetnost, da oseba
brez sposobnosti (θm → −∞) pravilno odgovori na postavko.
Cˇeprav imajo ti parametri obsˇirno teoreticˇno zalogo vrednosti, se po na-
vadi gibljejo v manjˇsih intervalih (an ∈ [−2.8, 2.8], bn ∈ [−3.0, 3.0], cn ∈
[0, 0.35]) [1]. Poleg tega je nenavadno imeti negativen parameter an, saj to
pomeni, da verjetnost uspesˇnega odgovora z viˇsanjem sposobnosti pada. Vsi
navedeni parametri so specificˇni za postavko oziroma nalogo n, parameter
sposobnosti θm pa je odvisen od osebe m.
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Cˇe enacˇbo poenostavimo s cn = 0 za vse naloge, dobimo logisticˇen model
z dvema parametroma, kjer ugibanja ne uposˇtevamo. Cˇe dodatno dolocˇimo
sˇe an = 1.0 za vse naloge, pa dobimo logisticˇen model z enim parametrom
oziroma Raschev model, ki je bil razvit neodvisno od IRT. Parametre lahko
izracˇunamo z metodo najvecˇjega verjetja [13].
V Birnbaumovem logisticˇnem modelu je sposobnost enodimenzionalna la-
stnost, ki dolocˇa verjetnost pravilnega odgovora. Merimo torej neko splosˇno
znanje oziroma zmozˇnost, ki se aplicira na vse uporabljene postavke v razlicˇnih
merah. Poleg tega se ta model lahko uporablja le za postavke, pri katerih
pravilnost odgovora merimo binarno. Od njegove zasnove se je podrocˇje IRT
razsˇirilo z modeli, ki odpravijo te pomanjkljivosti. Njihov pregled je na voljo
v delu van der Linden in Hambelton (2013) [34].
Ker v priporocˇilnih sistemih pricˇakujemo naloge, ki zahtevajo razlicˇne
sposobnosti, tukaj omenimo sˇe multidimenzionalne IRT modele. Glede na
nacˇin uposˇtevanja interakcij med vecˇ sposobnostmi, jih lahko v grobem raz-
delimo na kompenzacijske in delno kompenzacijske modele. Kompenzacijski
modeli predpostavljajo, da osebe pri resˇevanju uporabijo vse svoje sposob-
nosti v razlicˇnih merah, delno kompenzacijski modeli pa, da so postavke
sestavljene iz vecˇ delov, ki zahtevajo specificˇna znanja [30]. Kompenzacijska
razsˇiritev logisticˇnega modela s tremi parametri (M3PL) je




kjer je dn parameter odseka (intercept), ekvivalenten an · bn v enacˇbi (2.6).
Parametra θm in an sta tu vektorja z vnosi za vecˇ sposobnosti.
IRT modeli so eden izmed temeljev racˇunalniˇsko prilagojenega testiranja
(CAT). CAT je oblika racˇunalniˇskega preverjanja znanja, ki se sproti pri-
lagaja uporabnikovi ravni sposobnosti. Multidimenzionalne razsˇiritve IRT
modelov pa so veliko kompleksnejˇse in zato niso pogostokrat uporabljene v
okoljih za prilagojeno ucˇenje [13].
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2.3 Modeliranje ucˇenja
V nasprotju s psihometricˇnimi metodami, ki dolocˇujejo znanje oseb kot stati-
cˇno, poskusˇamo pri modeliranju ucˇenja uposˇtevati spremembe v znanju skozi
cˇas. Posledicˇno spadajo ti modeli pod okrilje ucˇne analitike ter EDM. Dve
pomembni metodi iz teh podrocˇij sta Bayesovsko sledenje znanju (BKT) in
analiza faktorjev uspeha (PFA) [28].
BKT je poseben primer skritega modela Markova, ki podobno kot sˇtevilni
CDM-ji sposobnosti modelira binarno. Pogosto se uporablja v inteligentnih
tutorskih sistemih (ITS), kjer sluzˇi kot osnova za prilagajanje ucˇencem in
izbiro akcij sistema. Pri tem predpostavlja, da so sposobnosti natancˇno opre-
deljene in razlocˇene med sabo (fine-grained skill definition) [11].
Osnovni BKT model kot opisan v delu avtorjev Corbett in Anderson
(1994) [10] opredeljuje sˇtiri parametre na ravni sposobnosti. Parameter p(L0)
je verjetnost, da je ucˇenec zˇe usvojil dano sposobnost, preden jo prvicˇ upo-
rabi. Parameter p(T ) je verjetnost, da ucˇenec med resˇevanjem usvoji sposob-
nost. Verjetnosti p(S) in p(G) pa sta parametra spodrsa in ugiba, opredeljena
podobno kakor pri modelu NIDA. BKT nato sproti posodablja verjetnost
p(Ln), da je oseba usvojila sposobnost, glede na pravilnost poskusa xn:
p(Ln|xn) = p(Ln−1|xn) + (1− p(Ln−1|xn))p(T ),
p(Ln−1|xn = 1) = p(Ln−1)(1− p(S))
p(Ln−1)(1− p(S)) + (1− p(Ln−1))p(G) ,
p(Ln−1|xn = 0) = p(Ln−1)p(S)
p(Ln−1)p(S) + (1− P (Ln−1))(1− p(G)) .
(2.8)
Slabost tega modela je, da se morajo naloge navezovati na tocˇno eno spo-
sobnost. V nasprotnem primeru jih moramo dodatno razcˇleniti na manjˇse
korake. Parametri sposobnosti so globalni in se ne prilagajajo posame-
znim ucˇencem. Poleg tega ne uposˇteva pozabljanja, cˇasa med poskusi, ali
tezˇavnosti nalog. Kot odgovor na te pomanjkljivosti so bile razvite sˇtevilne
razsˇiritve in razlicˇice osnovnega modela. Nekatere med njimi so navedene v
delu avtorja Pela´nek (2017) [28].
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PFA pa temelji na analizi faktorjev ucˇenja (LFA), ki je razsˇiritev Rasche-
vega logisticˇnega modela opisana v delu avtorjev Cen, Koedinger in Junker
(2006) [6]. LFA je bil razvit z namenom izdelave kognitivnega modela, ki
ga lahko enostavno prilagajamo in uporabimo za izboljˇsanje inteligentnih




, δmn = αm +
R∑
r
qnr(βr + γrcmr) (2.9)
Parameter αm opisuje raven sposobnosti za osebo m, parametra βr in
γr pa sta odvisna od sposobnosti r in opisujeta njeno tezˇavnost ter hitrost
ucˇenja v tem vrstnem redu. Spremenljivka cmr je sˇtevilo preteklih poskusov
osebe m na nalogah, ki se nanasˇajo na sposobnost r. Vrednost qnr je vnos v
specificirani Q-matriki in pove, ali se naloga n nanasˇa na sposobnost r.
PFA ta model spremeni z opusˇcˇanjem cˇlena am, ker ga v prilagodljivih
ucˇnih okoljih ne moremo oceniti vnaprej. Razsˇiri pa cˇlen γr, saj LFA ne
razlocˇuje med uspesˇnimi in neuspesˇnimi poskusi. Tako dobimo sledecˇi PFA







qnr(βr + γrsmr + ρrfmr) (2.10)
Spremenljivki smr in fmr sta tukaj locˇena sˇtevca za sˇtevilo preteklih uspe-
hov in neuspehov osebe m pri resˇevanju nalog, ki se nanasˇajo sposobnosti r.
Faktorja γr in ρr pa dolocˇata njun vpliv na verjetnost prihodnjega uspeha.
2.4 Primerjava modelov sposobnosti
V tem razdelku opisane metode primerjamo med sabo glede na njihove la-
stnosti in dosezˇeno uspesˇnost v literaturi. Eden izmed uveljavljenih nacˇinov
ovrednotenja modelov je ocenjevanje njihove zmozˇnosti napovedovanja rezul-
tatov. Pri tem za staticˇno modeliranje sposobnosti zadosˇcˇa precˇno prever-
janje, za modeliranje ucˇenja pa sta razlocˇeni validacija v kontekstu modela
in validacija z zunanjim instrumentom [13]. Ob primerjavi uvedemo tudi
faktorizacijske metode, ki jih nato podrobneje opiˇsemo v sledecˇem poglavju.
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CDM-ji in BKT sposobnost modelirajo diskretno oziroma kot mnozˇico
stanj, ki opisujejo delezˇ usvojenega znanja. Pogosto se uporablja binarna
razlocˇitev, kjer vrednost 0 predstavlja neusvojeno sposobnost, vrednost 1 pa
usvojeno. BKT te sposobnosti povezuje z rezultati resˇevanja nalog preko
oblike skritega modela Markova. Relacija med sposobnostmi in rezultati v
CDM-jih ni splosˇno dolocˇena, eden izmed mozˇnih nacˇinov je uporaba sˇumnih
logicˇnih vrat. IRT in PFA v nasprotju s temi modeli sposobnosti modelirajo
zvezno in jo z rezultati navezˇejo preko parametricˇne logisticˇne funkcije. Vsi
modeli pri napovedovanju uspesˇnosti resˇevanja uposˇtevajo sˇum, tipicˇno s
parametri spodrsa in/ali ugiba.
Vsi navedeni modeli razen IRT potrebujejo vnaprej dolocˇeno Q-matriko,
ki naloge povezuje s posameznimi sposobnostmi. IRT in BKT sta v osnovni
obliki enodimenzionalna modela, ki ne dovoljujeta vpliva vecˇ sposobnosti na
eno nalogo. Multidimenzionalne razsˇiritve IRT, ki uposˇtevajo vecˇ sposobno-
sti, pa lahko v glavnem opredelimo kot vsaj delno kompenzacijsko, kjer lahko
pomanjkanje ene sposobnosti deloma nadomestimo s prisotnostjo druge. PFA
lahko prav tako uvrstimo med kompenzacijske modele. CDM-ji so po naravi
dovolj splosˇni, da lahko interakcije med sposobnostmi opredelimo konjunk-
tivno, disjunktivno ali kompenzacijsko.
Verjetno najpomembnejˇsa razlika je v uposˇtevanju ucˇinka cˇasa. CDM-ji
in IRT modeli sposobnosti razumejo kot staticˇno spremenljivko, in zato v
osnovni obliki niso primerni za ucˇne sisteme, kjer pricˇakujemo posodabljanje
njihovih meritev. BKT in PFA, ki sta bila ustvarjena za taksˇno uporabo, pa
sposobnost modelirata dinamicˇno z uposˇtevanjem vpliva nadaljnjih poskusov
resˇevanja.
Wu idr. (2015) [39] so v svojem delu poleg predlaganega kognitivnega
modela primerjali uspesˇnost modelov IRT, DINA, probabilisticˇne matricˇne
faktorizacije in nenegativne matricˇne faktorizacije na precˇnih podatkih. Pri
napovedovanju rezultatov sta bili faktorizacijski metodi primerljivo uspesˇni
kakor pristopa z modeliranjem.
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V delu Chen idr. (2017) [8] so primerjani modeli probabilisticˇne matricˇne
faktorizacije, IRT, DINA, LFA in BKT na longitudinalnih podatkih. Modela
DINA in BKT tipicˇno dosegata vecˇjo napako kakor ostali pristopi. Rezultati
nakazujejo, da je modeliranje z logisticˇno funkcijo uspesˇnejˇse, in da so metode
matricˇne faktorizacije podobno obetavne za napovedovanje.
Thai-Nghe, Drumond, Krohn-Grimberghe in Schmidt-Thieme (2010) [33]
so za napovedovanje ucˇnih rezultatov primerjali logisticˇno regresijo in ma-
tricˇno faktorizacijo na razlicˇnih preslikavah podatkov. Boljˇse rezultate je do-
segla matricˇna faktorizacija, ki za naloge, ki niso bile prisotne v ucˇni mnozˇici,
poda povprecˇne vrednosti. Najbolje se je odrezala faktorizacija na podlagi
sposobnosti, ki jih potrebujemo za naloge, namesto nalog samih.
Ker veliko teh modelov potrebuje vnaprej dolocˇeno Q-matriko, tukaj
omenimo sˇe njeno algoritmicˇno dolocˇevanje. Za posamezne naloge zˇelimo
torej ugotoviti, na katere sposobnosti se navezujejo. Gre za podrocˇje EDM-
ja, imenovano odkrivanje strukture domene (domain structure discovery) ali
grucˇenje glede na tematiko (topic clustering).
V sklopu psihometrije obstaja metoda Q-matrike, ki temelji na kognitivni
diagnozi [3]. Sprva nakljucˇno inicializirano Q-matriko posodabljamo z algo-
ritmom plezanja na hrib. V posameznih iteracijah osebam dolocˇimo vzorce
idealnih odgovorov, ki se najbolje prilegajo njihovim rezultatom, in napako
opredelimo kot sˇtevilo neujemanj. Postopek nato ponovimo z vecˇ inicializa-
cijami in povecˇujemo sˇtevilo sposobnosti, dokler se napaka ne zmanjˇsuje vecˇ
bistveno. Taksˇen postopek lahko dosezˇe primerljivo uspesˇnost kot metoda
PCA, a ni primeren za Q-matrike z vecˇjim sˇtevilom nalog [12].
Avtorji metode LFA so z njo uspesˇno izboljˇsali ekspertno dolocˇeno Q-
matriko [6]. Uporabljena Q-matrika je bila namenjena uporabi v inteligen-
tnem tutorskem sistemu, z natancˇno opredeljenimi sposobnostmi iz podrocˇja
geometrije, npr. plosˇcˇina petkotnika (pentagon area) in viˇsina trapezoida
(trapezoid height). S kombinatoricˇnim iskanjem so posamezne sposobnosti
zdruzˇili ali razbili na manjˇse, sˇe natancˇneje dolocˇene.
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Winters, Shelton, Payne in Mei (2005) [38] so poskusili Q-matriko dolocˇiti
z metodami kolaborativnega filtriranja. Na podatkih iz programerskih kurzov
so pokazali, da le metoda SVD konsistentno premaga nakljucˇno grucˇenje, a
tudi ta ne dosega visoke natancˇnosti ali priklica.
Delo Desmaraisa (2011) [12] se osredotocˇa na nenegativno matricˇno fak-
torizacijo in podatke, ki se nanasˇajo na splosˇna podrocˇja kot sta svetovna
zgodovina in biologija. Izmed vseh podrocˇij sta iz rezultatov resˇevanja do-
bro dolocˇljivi le kategoriji matematike in francosˇcˇine. Primerjalni poskus s
simuliranimi podatki nakazuje, da sposobnosti, ki se navezujejo na presˇiroka
podrocˇja, nimajo bistvenega vpliva na rezultate.
V delu avtorjev Desmarais in Naceur (2013) [14] pa so z matricˇno fak-
torizacijo uspesˇno izboljˇsali ekspertno dolocˇeno Q-matriko v kontekstu kom-




Intuitivno lahko predpostavimo, da premajhna ali prevelika tezˇavnost ucˇnih
nalog upocˇasni proces ucˇenja. Prelahke naloge od uporabnika ne zahtevajo
veliko vesˇcˇin ali pozornosti, zato se pridobivanje znanja upocˇasni, prav tako
pa lahko uporabnik zaradi pomanjkanja izziva izgubi zanimanje. Po drugi
strani pa so pretezˇke naloge lahko sˇe bolj ovirajocˇe, saj uporabnik nima
primernih predznanj, da bi se uspesˇno lotil resˇevanja.
Cˇeprav z uposˇtevanjem sposobnosti ucˇencev nacˇeloma hkrati prilagajamo
tezˇavnost nalog, lahko o slednjem spregovorimo kot locˇenem in morebiti
sˇirsˇem podrocˇju. Dolocˇanje tezˇavnosti nalog za posamezne uporabniku lahko
opredelimo kot problem napovedovanja manjkajocˇih vrednosti. Napovedano
verjetnost uspesˇnega resˇevanja dolocˇene naloge namrecˇ lahko za uporabnika
uporabimo tudi kot mero tezˇavnosti. Cˇe je napovedana verjetnost uspeha
visoka, je naloga za uporabnika lahka in obratno.
Faktorizacijske metode lahko dosezˇejo primerljivo uspesˇnost pri napove-
dovanju v sklopu ucˇenja kakor logisticˇni modeli [39] [8]. Splosˇni pristopi k
faktorizaciji pa se od metod modeliranja razlikujejo v tem, da sposobnosti
uporabnikov ne definirajo eksplicitno. Namesto tega uporabnike preslikajo
v nizko-dimenzionalne prostore kot vektorje latentnih faktorjev. Pogoste
faktorizacijske tehnike so SVD (singularni razcep), PCA (metoda glavnih
komponent), probabilisticˇna in nenegativna matricˇna faktorizacija [4].
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Ker lahko ucˇenci v ucˇnih sistemih naloge resˇujejo vecˇkrat z razlicˇno
uspesˇnostjo, je tu kljucˇno modeliranje ucˇinka cˇasa. Koren, Bell in Volin-
sky (2009) [22] to opredelijo z modeliranjem latentnih faktorjev kot funkcijo
cˇasa. Ker v sklopu ucˇenja starejˇsi rezultati ucˇencev niso nujno tocˇen odraz
njihovega znanja, je en nacˇin uposˇtevanje cˇasa uporaba utezˇene faktoriza-
cije, kjer rezultatom z utezˇjo znizˇujemo vpliv na faktorje glede na cˇas, ki je
pretekel od njihove meritve.
Alternativno Thai-Nghe idr. (2012) [32] predlagajo uporabo tenzorske
faktorizacije. V tem primeru faktoriziramo tridimenzionalni tenzor name-
sto matrike, kjer tretja dimenzija predstavlja cˇas. Metoda se je izkazala
za uspesˇno in dosegla manjˇso napako kakor matricˇna faktorizacija. Sledecˇi
razdelki opisujejo metode faktorizacije in enega izmed algoritmov zanje.
3.1 Matricˇna faktorizacija
Matricˇna faktorizacija ali matricˇna dekompozicija je postopek, ki vhodno
matriko faktorizira v produkt manjˇsih matrik. Cˇe znane rezultate zapiˇsemo
v matriko X ∈ RN×M , kjer je N sˇtevilo uporabnikov, M pa sˇtevilo nalog, jo
lahko v splosˇnem formaliziramo kot:
X ≈ PQT ; P ∈ RN×R,Q ∈ RM×R. (3.1)
To je minimazicijski problem, kjer minimiziramo Frobeniusovo normo raz-
like med matriko in produktom. Frobeniusova norma je kvadratni koren vsote
vseh kvadratov elementov matrike, in je tukaj ekvivalentna RMSE.
P,Q = arg min
A,B






Konstanta R se imenuje stopnja razcepa in je tipicˇno veliko manjˇsa od
prvotnih dimenzij. Matricˇno faktorizacijo lahko razumemo kot iskanje R
latentnih faktorjev, ki opisujejo posameznega uporabnika oziroma nalogo.
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pir · qjr. (3.3)
Tukaj lahko opazimo, da je matrika Q sorodna Q-matrikam pri mode-
liranju sposobnosti. Obe predstavljajo povezave med predmeti (v nasˇem
primeru nalogami) in latentnimi spremenljivkami. V primeru modeliranja
so te spremenljivke vnaprej opredeljene kot sposobnosti. Tu pa so neome-
jene in slabsˇe interpretabilne. Ne predstavljajo nujno sposobnosti, temvecˇ
kombinacije razlicˇnih prikritih faktorjev, ki imajo opazen vpliv na izmer-
jene vrednosti. Lahko pa predpostavimo, da implicitno zajamejo tudi vpliv
sposobnosti [32].
3.2 Tenzorska faktorizacija
Tenzor je posplosˇitev matrike v vecˇdimenzionalen prostor. Red tenzorja je
sˇtevilo njegovih dimenzij. Skalarji so tako tenzorji 0. reda, vektorji so tenzorji
1. reda, matrike pa tenzorji 2. reda. Nekatere izmed sledecˇih operacij so
zaradi enostavnosti opisane na tenzorjih 3. reda, a se lahko razsˇirijo na
poljubno sˇtevilo dimenzij. Podrobnejˇse razlage so na voljo v delih Kolda in
Bader (2009) [21], ter Rabanser, Shchur in Gu¨nnemann (2017) [29].
Vlakna in rezine. Vektorji tenzorja, ki imajo fiksne vse razen n-te koor-
dinate, se imenujejo vlakna n-te dimenzije. Matrike tenzorja, ki imajo fiksne
vse razen dveh koordinat, pa so rezine tenzorja. Rezine tridimenzionalnega
tenzorja X imenujemo horizontalna ali vodoravna (Xi::), lateralna ali bocˇna
(X:j:) in frontalna ali cˇelna (X::k).
Frobeniusova norma. Frobeniusovo normo tenzorja definiramo enako











Matricizacija. Matricizacija ali splosˇcˇitev tenzorja po n-ti dimenziji
je transformacija, ki elemente tenzorja preuredi v matriko. Matricizacija





Ik. Taksˇna transformacija spremeni vlakna n-te dimenzije v stolpce
matrike. Vrstni red teh stolpcev se v literaturi razlikuje, tukaj privzemamo
definicijo iz dela Kolda in Bader (2009) [21]. Za ilustracijo je podan primer
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]
Produkt tenzorja in matrike. Matriko lahko s tenzorjem zmnozˇimo
po eni izmed njegovih dimenzij, pri cˇemer nastane nov tenzor. Cˇe tenzor
X ∈ RI1×I2×...×IN zmnozˇimo z matriko M ∈ RJ×In po n-ti dimenziji, dobimo
tenzor X×nM ∈ RI1×···×In−1×J×In+1×···×IN . Intuitivno je to mnozˇenje vsakega
vlakna n-te dimenzije z matriko M. Operacija je tako ekvivalentna mnozˇenju
matrike z matricizacijo tenzorja po n-ti dimenziji, cˇe rezultat nato zlozˇimo
nazaj v tenzor. Kot primer zmnozˇimo zgoraj navedeni tenzor z matriko
M = [ 1 1 00 0 1 ] po prvi dimenziji.
(X×1 M)::1 =
[
2 14 26 38
4 10 16 22
]
, (X×1 M)::2 =
[
4 16 28 40
5 11 27 23
]
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Notranji in zunanji produkt. Notranji produkt vektorjev a in b je




ai · bi; a ∈ RN ,b ∈ RN , 〈a,b〉 ∈ R (3.5)
Zunanji produkt vektorjev a in b pa ustreza matricˇnemu produktu abT ,
cˇe vektorja pojmujemo kot matriki velikosti N × 1.
(a ◦ b)i,j = ai · bj; a ∈ RN ,b ∈ RM , a ◦ b ∈ RN×M (3.6)
Sˇe nekaj matricˇnih produktov. Sledecˇi operatorji niso potrebni za
teoreticˇno razumevanje dekompozicije tenzorja, so pa pomemben del sledecˇega
ALS algoritma.
Kroneckerjev produkt je posplosˇitev zunanjega produkta na matrike. Cˇe




a11B a12B · · · a1JB





aI1B aI2B · · · aIJB
 (3.7)
Khatri-Rao produkt je Kroneckerjev produkt med ustrezajocˇimi si bloki
dveh blocˇnih matrik. V sklopu tenzorske dekompozicije kot bloke razumemo
posamezne stolpce, torej gre za Kroneckerjev produkt med stolpci. Med
matrikami A ∈ RI×K in B ∈ RJ×K je rezultat AB velikosti (IJ)×K.
AB =
[
a1 ⊗ b1 a2 ⊗ b2 · · · aK ⊗ bK
]
(3.8)
Hadamardov produkt pa je produkt med ustrezajocˇimi si elementi dveh
matrik iste velikosti. Dimenzije rezultata so enake kot pri vhodnih matrikah.
A ∗B =

a11b11 a12b12 · · · b1Ja1J





aI1bI1 aI2bI2 · · · bIJaIJ
 (3.9)
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Rang tenzorja. Tenzor N -tega reda ima rang 1, cˇe ga lahko izrazimo
kot zunanji produkt N vektorjev. Matriko prvega ranga torej izrazimo kot
p ◦ q, tridimenzionalni tenzor prvega ranga pa kot p ◦ q ◦ t. Izraz rang se
sicer tudi uporablja kot sinonim za red (sˇtevilo dimenzij) tenzorja, v sklopu
dekompozicij pa ima drugacˇen pomen. Rang tenzorja X je definiran kot
minimalno sˇtevilo tenzorjev prvega ranga, ki jih lahko sesˇtejemo v X.





pr ◦ qr ◦ tr‖F ); X =
R∑
r=1
pr ◦ qr ◦ tr (3.10)
Dekompozicija tenzorja. Podobno kot matricˇna dekompozicija po-
skusˇa dekompozicija tenzorja razstaviti vhodni tenzor na manjˇse kompo-
nente, s katerimi ga lahko nato aproksimiramo. Pristopov k temu problemu
je vecˇ, tukaj omenimo najpomembnejˇsi dekompoziciji, CP in Tuckerjevo de-
kompozicijo.
CP dekompozicija ima vecˇ imen. Idejo je leta 1927 pod imenom poliadicˇna
oblika tenzorja (polyadic form of tensor) vpeljal Hitchock. Leta 1970 so jo
popularizirali Harshman kot PARAFAC (paralelni faktorji) ter Carroll in
Chang kot CANDECOMP (kanonicˇna dekompozicija). V novejˇsi literaturi
se obicˇajno obravnava pod imenom CP (CANDECOMP/PARAFAC) [21].
Slika 3.1: Graficˇni prikaz CP dekompozicije tenzorja 3. reda.
CP temelji na ideji ranga tenzorja. Ugotavljanje ranga tenzorja se imenuje
rangovna dekompozicija ali CPD (kanonicˇna poliadicˇna dekompozicija) in
je NP-tezˇek problem. Lahko pa tenzor poskusimo le aproksimirati z vsoto
majhnega sˇtevila tenzorjev ranga 1. Isˇcˇemo torej N · R latentnih vektorjev,
kjer je N red oziroma sˇtevilo dimenzij tenzorja, R pa rang dekompozicije.
Graficˇna predstavitev CP je podana na sliki 3.1.
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Formalno CP dekompozicijo opiˇsemo s sledecˇo minimizacijo.
Xˆ = arg min
Y
(‖X− Y‖F ); Y =
R∑
r=1
pr ◦ qr ◦ tr (3.11)




pir · qjr · tkr. (3.12)
Tuckerjeva dekompozicija pa tenzor razstavi na jedrni tenzor in faktorske
matrike. Ta dekompozicija je oblika vecˇdimenzionalne metode PCA. Jedrni
tenzor poda dodatno informacijo o interakcijah med razlicˇnimi elementi ten-
zorja in predstavlja zgosˇcˇeno obliko prvotnega tenzorja.
Slika 3.2: Graficˇni prikaz Tuckerjeve dekompozicije tenzorja 3. reda.
Prvotni tenzor rekonstruiramo tako, da jedrni tenzor zmnozˇimo s fak-
torskimi matrikami po ustreznih dimenzijah. Graficˇni prikaz Tuckerjeve de-
kompozicije je podan na sliki 3.2. Formaliziramo jo s sledecˇo enacˇbo, kjer je
X ∈ RI×J×K vhodni tenzor, G ∈ RA×B×C jedrni tenzor, P ∈ RI×A, Q ∈ RJ×B
in T ∈ RK×C pa so faktorske matrike.
Xˆ = arg min
Y
(‖X− Y‖F ); Y = G×1 P×2 Q×3 T (3.13)








gabc · pia · qjb · tkc. (3.14)
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CP lahko obravnavamo kot poseben primer Tuckerjeve dekompozicije.
Cˇe latentne vektorje CP-ja posameznih dimenzij zlozˇimo skupaj, dobimo N





pr ◦ qr ◦ tr = I×1 P×2 Q×3 T, (3.15)
kjer je I ∈ RR×R×R diagonalni tenzor, enak 1 na superdiagonali in 0 drugje.




pr ◦ qr = I×1 P×2 Q = IPQT , (3.16)
kjer je I identicˇna matrika. Sledi, da je CP posplosˇitev matricˇne faktoriza-
cije na vecˇ dimenzij. Iskanje CP dekompozicije je torej iskanje N latentnih
matrik, kjer je N red tenzorja.
V grobem je za ocenjevanje latentnih parametrov priporocˇljivejˇsa CP de-
kompozicija, za kompresijo in zmanjˇsevanje dimenzionalnosti pa Tuckerjeva
dekompozicija [29], zato se bomo v nadaljevanju omejili na CP.
3.3 Algoritem ALS
Algoritem ALS (alternirajocˇi najmanjˇsi kvadrati) je oblika blocˇnega koordi-
natnega spusta (BCD) [20]. Blocˇni koordinatni spust je optimizacijski algo-
ritem, ki v vsaki iteraciji izbere smer oziroma mnozˇico koordinat, ki jih nato
optimizira, pri cˇemer vse neizbrane koordinate fiksira. ALS kot koordinate
razume vnose v faktorskih matrikah in izmenicˇno optimizira eno matriko na-
enkrat glede na trenutne vrednosti v ostalih matrikah. To naredi z metodo
najmanjˇsih kvadratov (least squares).
Matricˇna faktorizacija iˇscˇe dve faktorski matriki, ki ju lahko zmnozˇimo v
podano matriko. ALS algoritem to izvede z izmenicˇnim resˇevanjem sledecˇih
enacˇb.
P = arg min
A
(‖QAT −XT‖F ) in Q = arg min
B
(‖PBT −X‖F ) (3.17)
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Tenzorska faktorizacija pa iˇscˇe vecˇ faktorskih matrik, ki se v podani ten-
zor zmnozˇijo po enacˇbi (3.15). Cˇe zˇelimo posamezne matrike optimizirati z
metodo najmanjˇsih kvadratov, moramo najprej ta produkt izraziti matricˇno.
Matricizacije CP dekompozicije tenzorja tretjega reda so:
Xˆ(1) = P(TQ)T , Xˆ(2) = Q(TP)T , Xˆ(3) = T(QP)T , (3.18)
kjer  predstavlja Khatri-Rao produkt. ALS algoritem potem izmenjujocˇe
resˇuje sledecˇe enacˇbe.
P = arg min
A
(‖(TQ)AT −XT(1)‖F ), Q = arg min
B
(‖(TP)BT −XT(2)‖F )




Resˇitve teh enacˇb lahko izrazimo analiticˇno. Cˇe z † oznacˇimo Moore-
Penrose psevdoinverz, je resˇitev za matriko P:
P = X(1)[(TQ)T ]† = X(1)(TQ)(TTT ∗QTQ)†. (3.20)
Pri dolocˇanju CP dekompozicije moramo uposˇtevati obstoj CP degenera-
cij (CP degeneracies), ki se lahko pojavijo, ko poskusimo aproksimirati tenzor
z drugim tenzorjem nizˇjega ranga. Zgodijo se, ko se dva ali vecˇ faktorjev zacˇne
povecˇevati proti neskoncˇnosti, a se ti hkrati skoraj iznicˇijo. Dekompozicijo
dodatno upocˇasnijo t.i. mocˇvirja (swamps), ki so posledica kolinearnosti fak-
torjev. Degeneracije so poseben in zahtevnejˇsi primer mocˇvirij, mocˇvirja pa
se lahko pojavijo tudi brez degeneracij [9].
Li, Kindermann in Navasca (2013) [23] so za razresˇitev mocˇvirij utemeljili
uporabo iterativne regularizacije Tikhonova. Enacˇba za matriko P je:
Pn+1 = arg min
A
(‖(Tn Qn)AT −XT(1)‖F + λ‖A−Pn‖F ), (3.21)
kjer je n sˇtevec iteracije.
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Taksˇna regularizacija se bistveno razlikuje od bolj tipicˇne L2 regularizacije
Tikhonova, saj na faktorskih matrikah ni enotnih omejitev, kaznovane so le
vecˇje spremembe v posameznih iteracijah. Prednost tega pristopa je, da ne le
pospesˇi dekompozicijo v primeru mocˇvirij, temvecˇ tudi poiˇscˇe kriticˇno tocˇko
prvotne cenilne funkcije (3.19) in ne regularizirane cenilne funkcije. Po drugi
strani pa ne razresˇi mocˇvirij v primeru degeneracij.
Iterativna regularizacija Tikhonova je torej uporabna predvsem, ko zˇelimo
pridobiti cˇim natancˇnejˇso dekompozicijo tenzorja. Cˇe se zˇelimo izogniti pre-
nasicˇenju oziroma prevelikemu prilagajanju podatkov, pa lahko uporabimo
tudi L2 regularizacijo [24]. Enacˇba za matriko P je v tem primeru:
P = arg min
A
(‖(TQ)AT −XT(1)‖F + λ‖A‖F ). (3.22)
Lim in Comon (2009) [24] sta v svojem delu pokazala, da se degeneracije
ne zgodijo v primeru nenegativnih dekompozicij nenegativnih tenzorjev, ko so
vhodni tenzor in faktorske matrike omejeni na nenegativne vrednosti. Kim,
He in Park (2014) [20] podajajo pregled BCD dekompozicijskih algoritmov
za razresˇitev taksˇnega problema.
Algoritem ANLS (alternirajocˇi nenegativni najmanjˇsi kvadrati) je podo-
ben obicˇajnemu ALS algoritmu, le da za razresˇitev problema nenegativnih
najmanjˇsih kvadratov uporabi projektivne iterativne metode (projected ite-
rative methods) ali metode aktivne mnozˇice (active-set methods). To pristop
se razlikuje od uporabe obicˇajnega ALS algoritma, kjer po vsaki iteraciji ne-
gativne elemente faktorskih matrik nastavimo na nicˇ, saj s tem ne zagotovimo
minimizacije ciljne funkcije.
Ker v nasˇem primeru s faktorizacijo tenzor dopolnjujemo, moramo uposˇtevati
tudi obicˇajno znaten delezˇ manjkajocˇih podatkov. Pregled resˇitve okrnjenih
najmanjˇsih kvadratov (censored least squares) podaja Williams (2018) [37].
Opiˇsemo jo s sledecˇo enacˇbo, kjer je M maska enakih dimenzij kakor X in
nam pove, kateri izmed podatkov so prisotni:
P = arg min
A
(‖M ∗ (QA−X)‖F ). (3.23)
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Ker so faktorji posameznih oseb oziroma nalog med sabo neodvisni, lahko
problem resˇimo kar iterativno. Izracˇunamo torej vsak stolpec A posebej, pri
cˇemer iz ustrezajocˇega stolpca matrike X odstranimo elemente glede na vre-
dnosti v M. Prav tako iz matrike Q odstranimo tem elementom pripadajocˇe
vrstice. Graficˇni prikaz je podan na sliki 3.3.
Slika 3.3: Resˇitev okrnjenih najmanjˇsih kvadratov. Vprasˇaji predstavljajo
manjkajocˇe vrednosti v matriki X, osencˇene celice pa odstranjene vrednosti
glede na matriko M.
Prednost tega pristopa je, da lahko v matriko M zapiˇsemo poljubne vre-
dnosti, ne le 0 ali 1. S tem lahko za vsak element v matriki X dolocˇimo
utezˇ, in posledicˇno njegov vpliv na resˇevanje. To je koristno predvsem, kadar
vsem podatkom ne zaupamo enako, in zˇelimo nekatere le delno uposˇtevati
pri koncˇni resˇitvi. V tem primeru pa elementov X in Q ne moremo preprosto
odstraniti. Namesto tega resˇujemo enacˇbo
pi = arg min
ai
(‖(QTdiag(mi)Q)ai −QTdiag(mi)xi‖F ). (3.24)
Matrika diag(mi) je kvadratna matrika, ki ima na diagonali vektor mi,
ostale vrednosti pa so enake 0.
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Spodaj prilagamo psevdokodo utezˇenega regulariziranega ANLS algo-
ritma za CP dekompozicijo tenzorja tretjega reda.
CP WRANLS(XI×J×K , MI×J×K , R, λ):
inicializiraj PI×R, QJ×R, TK×R
matriciziraj X v X(1), X(2), X(3)
matriciziraj M v M(1), M(2), M(3)
ponavljaj:
za vsak pi v P:
pi ← wr nls(pi, TQ, x(1)i, m(1)i, λ);
za vsak qj v Q:
qj ← wr nls(qj, TP, x(2)j, m(2)j, λ);
za vsak tk v T:
tk ← wr nls(tk, QP, x(3)k, m(3)k, λ);
dokler zaustavitveni kriterij ni izpolnjen
vrni P,Q, T
X je vhodni tenzor, M je tenzor maske oziroma utezˇi, R je rang dekom-
pozicije, λ pa faktor regularizacije. Kot zaustavitveni kriterij lahko dolocˇimo
maksimalno sˇtevilo iteracij ali pa konvergenco algoritma.
Funkcija wr nls(xn, A, b, m, λ) vrne resˇitev nenegativnih najmanjˇsih
kvadratov z uposˇtevanjem utezˇi in regularizacije. Vrne torej x iz enacˇbe
arg min
x




(‖m ∗ (AxT − bT )‖F + λ‖x‖F ) (3.26)





V tem poglavju preizkusimo napovedovanje uspesˇnosti resˇevanja nalog s fak-
torizacijskimi metodami. Metode smo ovrednotili na podatkih zbranih v
projektu Tomo. Projekt Tomo je spletna storitev za ucˇenje programiranja
Fakultete za matematiko in fiziko Univerze v Ljubljani [17]. Na tem mestu
se posebej zahvaljujemo za dostop do teh podatkov.
Podatki so bili iz sistema pridobljeni in anonimizirani dne 16. 4. 2019 in
obsegajo 1299 dni oziroma 3 leta in 204 dni. V njih je prisotnih 6645 nalog,
porazdeljenih med 1583 zbirk, ki so naprej porazdeljene med 150 kurzov.
Naloge so razdeljene na dele, ki so najmanjˇsa ucˇna enota in predstavljajo
posamezne probleme, ki jih uporabniki poskusˇajo resˇevati. Teh je 16725.
Projekt Tomo dovoljuje podvajanje delov nalog, zato smo te najprej
grucˇili glede na navodila. Pri tem je bilo izlocˇenih 123 delov, ki navodila
niso imeli, ali pa je bilo to podano drugacˇe (viˇsje v hierarhiji nalog ali izven
spletnega sistema). Ostalih 16603 delov nalog smo zdruzˇili v 5344 grucˇ z
edinstvenimi navodili. Med njimi je 3210 grucˇ, za katere imamo vsaj en
poskus resˇevanja, in jih od tu naprej imenujemo kar naloga.
Za izbrane naloge je prisotno skupaj 219371 poskusov resˇevanja, ki jih je
izvedlo 2793 razlicˇnih uporabnikov. V povprecˇju je uporabnik poskusil resˇiti
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75,56 nalog z 78,54 poskusi, naloge pa je v povprecˇju poskusilo resˇiti 65,74
uporabnikov z 68,34 poskusi. Distribuciji nalog in uporabnikov preko sˇtevila
poskusov sta podani na slikah 4.1 in 4.2.
Cˇe poskuse cˇasovno porazdelimo v serije glede na par (uporabnik, naloga),
je prisotnih poskusov za 211026 parov, oziroma za 2,35% vseh mozˇnih. Upo-
rabnik torej v povprecˇju poskusi resˇiti posamezne naloge 1,04-krat. Poskusi
so ocenjeni binarno, kot pravilni ali nepravilni. Pricˇakovali bi, da uporabnik
resˇuje nalogo, dokler mu je ne uspe resˇiti pravilno. V resnici je le 3,77% serij
daljˇsih od enega poskusa, 94,82% teh pa se zˇe zacˇne s pravilnim poskusom.
Pravilnost poskusov je nasploh zelo visoka, saj je le 7,28% vseh poskusov
nepravilnih. Med vsemi serijami je 92,49% taksˇnih, da uporabniku nikoli ni
spodletelo, in 7,24% taksˇnih, da uporabniku nikoli ni uspelo. Mesˇanih, kjer je
uporabnik oddal vsaj en pravilen in vsaj en nepravilen poskus isti naloge, je
torej le 0,27%. Med njimi se skoraj polovica (47,91%) zacˇne s pravilnim po-
skusom. Cˇasovni razpon serij nakazuje, da uporabniki pogostokrat ponovno
resˇujejo naloge sˇele vecˇ mesecev po prvem poskusu.
Slika 4.1: Distribucija nalog preko sˇtevila poskusov.
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Slika 4.2: Distribucija uporabnikov preko sˇtevila poskusov.
4.1 Postopek ovrednotenja
Glede na distribucijo pravilnosti poskusov smo se odlocˇili za napovedovanje
pravilnosti prvega poskusa (correct first attempt, CFA) [32]. Napovedujemo
torej le pravilnost prvega poskusa uporabnika i na nalogi j, vsi sledecˇi poskusi
uporabnika na isti nalogi pa so zavrzˇeni.
Validacijo smo izvedli z off-line testiranjem na istih ucˇencih [28]. Poskuse
uporabnika (na vseh nalogah) smo razporedili v vrsto glede na cˇas resˇevanja.
Prvih 80% smo nato dodelili ucˇni mnozˇici, zadnjih 20% pa testni mnozˇici.
Modele smo prilagodili ucˇni mnozˇici, in z njimi napovedali rezultate za celo-
tno testno mnozˇico, brez ponovnih vmesnih prilagajanj.
Za napovedovanje smo preizkusili nenegativno matricˇno in nenegativno
tenzorsko faktorizacijo. Nenegativna omejitev poleg preprecˇevanja degenera-
cij omogocˇa tudi enostavnejˇso interpretacijo faktorjev, saj lahko ti napoved
le povecˇajo, ne pa tudi zmanjˇsajo. Zaradi te aditivne lastnosti lahko faktorje
razumemo kot lastnosti uporabnikov in nalog, ki povecˇajo mozˇnost uspeha,
kar je skladno s pojmovanjem sposobnosti [12].
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Za faktorizacijo smo uporabili algoritem CP WRANLS iz razdelka 3.3,
implementiran v programskem jeziku Python. Problem nenegativnih naj-
manjˇsih kvadratov smo resˇili z metodo aktivne mnozˇice, ki je dostopna v
knjizˇnici SciPy s funkcijo nnls. Uporabili smo regularizacijo L2. Faktorske
matrike smo inicializirali z nakljucˇnimi vrednostmi iz intervala [0, 1). Kot
zaustavitveni kriterij smo dolocˇili 100 iteracij.
Pri napovedovanju smo dodatno preizkusili sˇe Plattovo kalibracijo in
utezˇevanje poskusov glede na pravilnost ter glede na cˇas. Za dolocˇevanje
hiperparametrov smo ucˇno mnozˇico po enakem postopku ponovno razdelili
na zmanjˇsano ucˇno mnozˇico in validacijsko mnozˇico. Pri vsaki izbiri hiper-
parametrov smo faktorizacijo pognali vecˇkrat in izbrali tisto, ki je dosegla
najmanjˇsi RMSE. Uspesˇnost metod smo primerjali na osnovi metrik RMSE,
AUC krivulj ROC, AUC krivulj PR, ter kalibracijskih krivulj. V preostanku
tega razdelka so podrobneje opisane primerjane metode.
Napovedovanje s povprecˇjem. Kot izhodiˇscˇe za ovrednotenje faktorizacij-
skih metod smo uporabili napovedovanje s povprecˇjem, specificˇno napovedo-
vanje z globalnim povprecˇjem, s povprecˇjem ucˇenca, ter s povprecˇjem nalog.
Globalno povprecˇje in povprecˇje ucˇenca lahko napovesta rezultate za vse po-
datke v testni mnozˇici, saj je vsak ucˇenec iz testne mnozˇice prisoten tudi v
ucˇni mnozˇici. Povprecˇje nalog pa ne more napovedati rezultatov za naloge,
ki niso prisotne v ucˇni mnozˇici, kar velja tudi za faktorizacijske metode. V
teh primerih smo kot nadomestno napoved podali povprecˇje ucˇenca.
Nenegativna matricˇna faktorizacija. Poskuse najprej zapiˇsemo v matriko
X ∈ RN×M , kjer je N sˇtevilo uporabnikov in M sˇtevilo nalog. Posamezen
vnos v matriki xij opredelimo kot 1, cˇe je bil prvi poskus uporabnika i na
nalogi j pravilen, in kot 0, cˇe je bil nepravilen. Matriko X nato faktoriziramo
in vrednosti iz ucˇne mnozˇice napovemo glede na enacˇbo (3.3).
Nenegativna tenzorska faktorizacija. Poskusom posameznih ucˇencev naj-
prej dolocˇimo indeks k, tako da jih cˇasovno porazdelimo v vrsto od naj-
zgodnejˇsega do najstarejˇsega. Najzgodnejˇsemu dolocˇimo k = 0, za vsa-
kega starejˇsega pa k povecˇamo za 1. Poskuse nato zapiˇsemo v tenzor X ∈
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RN×M×Kmax , pri cˇemer uposˇtevamo le zadnjih Kmax poskusov ucˇenca. Po-
samezen vnos xijk, k < Kmax opredelimo kot 1 ali 0 na enak nacˇin kakor












Faktor φ dolocˇa mocˇ utezˇevanja pri napovedovanju. Cˇe je φ = 0, gre za
preprosto povprecˇenje napovedi za k ∈ {0, 1, ...Kmax − 1}. Vecˇji kot je φ,
manjˇso relativno tezˇo dajemo napovedim za vecˇje vrednosti k. Postopek je
povzet po delu Thai-Nghe idr. (2012) [32].
Utezˇevanje glede na cˇas. V tem primeru poskusom dolocˇimo indeks k na
enak nacˇin kakor pri tenzorski faktorizaciji. Na podlagi indeksa poskusom
izracˇunamo utezˇ e−wt·k, kjer wt dolocˇa mocˇ utezˇevanja. Ta pristop uvajamo
predvsem kot alternativo tenzorju za uposˇtevanje cˇasa pri napovedovanju s
faktorizacijo.
Utezˇevanje glede na pravilnost. Ker je delezˇ pravilnih poskusov zelo visok,
ima zˇe globalno povprecˇje visoko tocˇnost napovedovanja. Da bi izboljˇsali
diskriminacijo faktorizacij in preprecˇili prilagajanje le vecˇinskemu razredu,
smo poskusili nepravilnim poskusom podati relativno vecˇjo utezˇ winc kakor
pravilnim poskusom (wcor).
Plattova kalibracija. Ker faktorizacije podajajo napovedi realnih vredno-
sti, moramo te za klasifikacijo zaokrozˇiti. Pri uporabi v priporocˇilnih sistemih
pa je dobro, cˇe lahko te napovedi razumemo tudi kot verjetnost uspeha. S
tem namenom izbrane modele locˇeno prilagodimo zmanjˇsani ucˇni mnozˇici
iz postopka optimizacije hiperparametrov, in nato preko napovedi za vali-
dacijsko mnozˇico zgradimo logisticˇno funkcijo. Na osnovi taksˇne Plattove
kalibracije nato primerjamo kalibracijske krivulje na testni mnozˇici.
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4.2 Rezultati
Slika 4.3: RMSE napovedovanja s povprecˇji in faktorizacijami.




NNMF-5 nenegativna matricˇna faktorizacija, rang = 5, λ = 1.0
NNMF-10 nenegativna matricˇna faktorizacija, rang = 10, λ = 1.0
NNTF-5 nenegativna tenzorska faktorizacija, rang = 5, λ = 5.0,
Kmax = 32, φ = 0.05
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Najvecˇjo AUC vrednost ROC krivulje je dosegla tenzorska faktorizacija,
a ji matricˇna faktorizacija in povprecˇje naloge tesno sledita. Cˇe modele
primerjamo glede na RMSE, je najnizˇjo napako doseglo povprecˇje naloge,
vendar je to najverjetneje posledica nekaterih visokih (>> 1.0) napovedi, ki
jih lahko podajo faktorizacijske metode. Iz primerjave NNMF-5 in NNMF-10
je razvidno, da je faktorizacija z nizˇjim rangom uspesˇnejˇsa.
Pri tenzorski faktorizaciji opozarjamo, da bi morda ta metoda lahko do-
segla boljˇso diskriminacijo z uposˇtevanjem vecˇ podatkov preko viˇsjega Kmax.
Izbrana vrednost Kmax je bila najviˇsja, ki ni bila prostorsko prezahtevna.
Ker med povprecˇjem naloge in faktorizacijskimi metodami ni bistvenih
razlik v uspesˇnosti, sklepamo, da so za napovedovanje na teh podatkih ekvi-
valentne. Morebitni boljˇsi rezultati, ki bi jih lahko dosegla tenzorska fakto-
rizacija, pa s sabo prinasˇajo tudi veliko vecˇjo racˇunsko zahtevnost.
Utezˇevanje glede na cˇas.
Slika 4.5: ROC AUC napovedovanja s cˇasovno utezˇeno nenegativno matricˇno
faktorizacijo glede na wt. Ostali hiperparametri so enaki kakor pri NNMF-5.
Cˇasovno utezˇevanje z ustrezno vrednostjo wt je izboljˇsalo diskriminacijo
faktorizacije. Vrednost AUC krivulje ROC je povecˇalo bolj kakor tenzorska
faktorizacija, kar lahko deloma pripiˇsemo uposˇtevanju vecˇjega dela podatkov.
Ker so podatki zapisani v matriki, je postopek tudi manj racˇunsko zahteven.
Iz tega sklepamo, da je pristop obetavna alternativa tenzorski faktorizaciji.
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Utezˇevanje glede na pravilnost.
Slika 4.6: ROC AUC napovedovanja z razredno utezˇeno nenegativno ma-
tricˇno faktorizacijo glede na razmerje winc/wcor. Ostali hiperparametri so
enaki kakor pri NNMF-5.
Slika 4.7: PR AUC napovedovanja z razredno utezˇeno nenegativno matricˇno
faktorizacijo glede na razmerje winc/wcor. Ostali hiperparametri so enaki
kakor pri NNMF-5.
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Slika 4.8: Inv. PR AUC napovedovanja z razredno utezˇeno nenegativno
matricˇno faktorizacijo glede na razmerje winc/wcor. Ostali hiperparametri so
enaki kakor pri NNMF-5.
Utezˇi wcor in winc sta glede na razmerje izracˇunani tako, da je skupna
tezˇa podatkov enaka kakor brez utezˇevanja. Inv. PR AUC je AUC vre-
dnost krivulje inverzne natancˇnosti in inverznega priklica, torej PR krivulje
za negativni razred (nepravilne poskuse). Razmerje med pravilnimi in ne-
pravilnimi poskusi v podatkih je priblizˇno 15, 97 : 1. Rezultati nakazujejo,
da taksˇno utezˇevanje nima bistvenega vpliva na uspesˇnost napovedovanja.
Razlike lahko pripiˇsemo sˇumu.
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Plattova kalibracija.
Slika 4.9: RMSE napovedovanja s faktorizacijami in kalibriranimi faktoriza-
cijami. Hiperparametri so enaki kakor pri NNMF-5 oziroma NNTF-5.
Slika 4.10: ROC AUC napovedovanja s faktorizacijami in kalibriranimi fak-
torizacijami. Hiperparametri so enaki kakor pri NNMF-5 oziroma NNTF-5.
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Slika 4.11: Kalibracijske krivulje faktorizacij in kalibriranih faktorizacij. Hi-
perparametri so enaki kakor pri NNMF-5 oziroma NNTF-5.
Obe kalibrirani faktorizaciji sta dosegli slabsˇo diskriminacijo kakor neka-
librirani razlicˇici. Razlog za to je morda, da so najzgodnejˇsi podatki, ki so
najtocˇnejˇsi odraz ucˇencˇevega znanja, uporabljeni za kalibriranje namesto za
gradnjo faktorizacijskega modela. Nenegativna tenzorska faktorizacija sicer
dosezˇe nizˇji RMSE s kalibracijo, vendar je to odraz vecˇjega delezˇa napacˇno
negativno opredeljenih napovedi. Iz tega sklepamo, da kalibracija za napo-




Cˇe lahko uspesˇno napovemo pravilnost poskusov na ucˇnih nalogah, to sˇe
ne zadostuje za ustrezno priporocˇanje. V tem poglavju je podan pregled
strategij izbiranja nalog. Na zacˇetku so predstavljene strategije sistemov
CAT in ITS. Sledi opis nekaterih ciljev priporocˇanja. Na koncu ovrednotimo
sˇe priporocˇanje s pomocˇjo faktorizacije.
5.1 Racˇunalniˇsko prilagojeno testiranje (CAT)
in inteligentni tutorski sistemi (ITS)
Cilj CAT okolij je optimizacija testiranja. Iz celotnega nabora nalog zˇelimo
torej izbrati le tiste, ki nam povedo najvecˇ o sposobnosti ucˇenca, in tako
skrajˇsati cˇas testiranja. Sposobnost je po navadi modelirana bodisi z logi-
sticˇno funkcijo iz enacˇbe (2.6), ali pa na osnovi normalne porazdelitve:
Pn(θm) = cn + (1− cn)Φ[an(θm − bn)], (5.1)
kjer je Φ normalna porazdelitvena funkcija (normal cumulative distri-
bution function), parametri pa imajo enak pomen kakor v enacˇbi (2.6).
Pred zacˇetkom testiranja moramo dovolj natancˇno dolocˇiti parametre na-
log. Ocena sposobnosti se nato med resˇevanjem sproti posodablja glede na
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pravilnost odgovorov ucˇenca, z njo pa sistem izbere sledecˇe naloge. Testira-
nje se zakljucˇi, ko je meritev sposobnosti dovolj zanesljiva. Pregled podrocˇja
in strategij izbire nalog podajata van der Linden in Pashley (2009) [35].
Pogosti strategiji izbire nalog v CAT sistemih sta maksimizacija infor-
macije in Bayesovski pristop. Maksimizacija informacije na vsakem koraku
izbere nalogo, ki prispeva najvecˇ informacije o sposobnosti ucˇenca. Oceno
sposobnosti lahko izracˇunamo preko najvecˇjega verjetja. Pricˇakovana (Fi-










Bayesovski pristop pa privzema model iz enacˇbe (5.1). Parametru spo-
sobnosti dolocˇimo apriorno porazdelitev, iz katere lahko s pomocˇjo verjetja
izracˇunamo sˇe posteriorno porazdelitev. Oceno sposobnosti nato pridobimo
kot pricˇakovano vrednost posteriorne porazdelitve. Kriterij izbire naloge je
|bn − E(θm|xm1, xm2, ...xmk)| < δ, (5.3)
kjer bn predstavlja parameter tezˇavnosti naloge n, E(θm|xm) oceno spo-
sobnosti preko pricˇakovane vrednosti, xm1, xm2, ...xmk prvih k odgovorov ucˇenca
m, ki so zˇe znani, δ ≥ 0 pa je dovolj majhna vrednost odstopanja. S to stra-
tegijo se prilagajamo le parametru tezˇavnosti naloge.
V okoljih ITS pa je izbira nalog le ena izmed uporab modela sposobnosti.
ITS-ji imajo sˇirsˇi cilj podajanja koristnih povratnih informacij pri procesu
ucˇenja, in tako uresnicˇiti vlogo tutorja. Pela´nek (2017) [28] podaja sˇtiri
pogoste namene modeliranja ucˇenja, vkljucˇno z odprtim modeliranjem, kjer
ucˇencem omogocˇimo vpogled v oceno njihovih sposobnosti, in raziskovanjem
ucˇnega procesa, kjer zˇelimo pridobiti informacije za cˇlovesˇko posredovanje.
Najpogostejˇsa konteksta modeliranja ucˇenja v ITS pa sta t.i. notranja
in zunanja zanka. Notranja zanka se izvaja v sklopu resˇevanja ene naloge
z namenom podajanja sprotnih povratnih informacij, uporabnih namigov in
razlag. Za ta namen moramo tesno slediti procesu resˇevanja, kar pojasni nuj-
nost natancˇne opredelitve sposobnosti, ki je tipicˇna za modeliranje z BKT.
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Izbira nalog pa je del zunanje zanke oziroma strategije poucˇevanja (instruc-
tional policy), ki usmerja ucˇenje na sˇirsˇi ravni.
Pregled nekaterih strategij poucˇevanja je na voljo v delu Rollinson in
Brunskill (2015) [31]. Najpogosteje uporabljena strategija je nacˇelo usvoje-
nega znanja (mastery threshold policy), ki ucˇenje ustavi, ko smo zanesljivo
prepricˇani, da je ucˇenec usvojil dolocˇeno sposobnost oziroma sklop sposob-
nosti. Proces se nato ponovi na naslednjem sklopu.
Ta strategija je uporabna predvsem za modeliranje z BKT, ki za spo-
sobnosti privzema binarna stanja (usvojeno ali neusvojeno). Za izracˇunano
verjetnost p(L), da je oseba usvojila sposobnost, dolocˇimo prag (tipicˇno 95%)
in z njim zaustavimo ucˇenje te sposobnosti. Slabost te strategije pa je, da ni
kompatibilna z logisticˇnimi modeli, kot je PFA. Poleg tega se lahko ucˇenec
zatakne pri ucˇenju ene sposobnosti, cˇe je zaradi slabega nacˇrtovanja domene
znanja ali povrsˇno sestavljenih nalog ne more usvojiti.
Posledicˇno avtorja Rollinson in Brunskill (2015) [31] predlagata nacˇelo
enakih napovedi (predictive similarity policy). Pod predpostavko, da ucˇenec
po dolocˇenem cˇasu ne bo vecˇ usvajal sposobnosti na podlagi podanih nalog,
sproti posodabljamo verjetnost, da bo ucˇenec pravilno odgovoril na nalogo
te sposobnosti. Ko se ta verjetnost ne spreminja vecˇ bistveno, privzamemo,
da je ucˇenec v koncˇnem stanju in ucˇenje zaustavimo.
Cˇeprav se CAT in ITS razlikujejo glede na namen, imajo podoben kri-
terij izbire nalog. Sistemi CAT izbirajo predvsem tiste naloge, za katere ne
moremo vnaprej predvideti, ali bo ucˇenec nanje pravilno odgovoril. Posto-
pek zaustavijo, ko se ocena sposobnosti ucˇenca, in z njo verjetnosti pravilnih
odgovorov na naloge, stabilizira. Ker temeljijo na modelih IRT, so tipicˇno
definirani nad eno sposobnostjo.
ITS-ji prav tako izbirajo naloge ene sposobnosti, dokler ni verjetno, da je
ucˇenec sposobnost usvojil. Razsˇiritev z nacˇelom enakih napovedi je ekviva-
lentna kriteriju pri CAT, saj se postopek zaustavi, ko se verjetnost pravilnih
odgovorov ne spreminja vecˇ. S tem zagotovimo natancˇno oceno znanja, ki je
v ITS osnova za tutorski postopek, pri CAT pa kar koncˇni cilj.
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5.2 Cilji priporocˇanja ucˇnih nalog
V priporocˇilnih sistemih za ucˇne naloge prav tako zˇelimo pridobiti dobro
oceno sposobnosti ucˇenca in z njo usmerjati ucˇni proces, vendar lahko za
strategijo priporocˇanja opredelimo sˇe druge kriterije. V nasprotju z izbiro
nalog neusvojene sposobnosti Huang idr. (2019) [18] predlagajo tri splosˇne
cilje. To so ponavljanje in raziskovanje (review and explore), enakomernost
tezˇavnosti (smoothness of difficulty) in ohranjanje zanimanja (engagement).
Enakomernost tezˇavnosti in ohranjanje zanimanja se nanasˇata na prila-
gajanje tezˇavnosti uporabniku. Cilj enakomerne tezˇavnosti pravi, da naj se
tezˇavnost zaporednih nalog ne razlikuje prevecˇ, saj je ucˇenje postopen pro-
ces. Cilj ohranjanja zanimanja pa predpostavlja, da bodo ucˇenci pri resˇevanju
prelahkih ali pretezˇkih nalog izgubili zanimanje za ucˇenje. Tezˇavnost torej
povecˇamo, cˇe so ucˇenci pravilno resˇili zadnjih nekaj nalog, in obratno.
Enakomernost tezˇavnosti je enostavno zagotoviti z vsakrsˇnim modelom,
ki za ucˇence dovolj natancˇno predvidi verjetnost uspeha na nalogah. V na-
sprotju z intuicijo pa delo avtorjev Lomas, Patel, Forlizzi in Koedinger (2013)
[25] nakazuje, da motivacija ucˇencev z lajˇsanjem tezˇavnosti vseskozi raste. Z
eksperimentom na ucˇni igri so pokazali, da ucˇenci v povprecˇju najdlje resˇujejo
lahke naloge, tudi cˇe se s tem ucˇijo pocˇasneje, kot bi se z resˇevanjem tezˇjih.
Problem prilagajanja tezˇavnosti lahko torej opredelimo kot iskanje rav-
notezˇja med maksimizacijo hitrosti ucˇenja in maksimizacijo zanimanja ucˇencev.
Tudi cˇe priporocˇilni sistem uspesˇno poiˇscˇe zaporedje nalog, ki maksimira hi-
trost ucˇenja, ta ne bo uporaben, cˇe ucˇenci med resˇevanjem izgubijo motivacijo
in prekinejo ucˇni proces. V nasprotju s kriterijem maksimalne informacije
CAT sistemov zˇelimo v priporocˇilnih sistemih torej predlagati naloge, za ka-
tere smo v vecˇji meri prepricˇani, da jih bodo ucˇenci uspesˇno resˇili.
Cilj ponavljanja in raziskovanja pa iˇscˇe ravnotezˇje med vajo pomanjkljivo
usvojenih sposobnosti in ucˇenjem novih sposobnosti. Huang idr. (2019) [18]
v istem delu za priporocˇanje predlagajo uporabo globokega spodbujevanega
ucˇenja na osnovi Q-mrezˇe ucˇnih nalog. Ponavljanje in raziskovanje potem
zagotovijo tako, da agentu podajo kazen za naloge, ki se ne nanasˇajo na iste
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sposobnosti kot pravkar resˇena naloga, cˇe jo je ucˇenec resˇil napacˇno. Po
drugi strani podajo nagrado za naloge tistih sposobnosti, ki se jih ucˇenec z
zadnjimi nekaj poskusi ni ucˇil.
Sorodno delo avtorjev Chen, Li, Liu in Ying (2018) [7] priporocˇanje opre-
deli kot Markovski proces odlocˇanja, kjer pri izbiri ucˇnega gradiva naletimo
na problem izkoriˇscˇanja ali raziskovanja (exploit or explore). Pri iskanju op-
timalnega gradiva se moramo odlocˇati med zapolnjevanjem (izkoriˇscˇanjem)
odkritih lukenj v znanju ucˇenca in iskanjem drugih sposobnosti, ki jih ucˇenec
prav tako sˇe ni usvojil, a bi se jih morda naucˇil hitreje. Ponavljanje in razi-
skovanje je torej primer splosˇnega problema izkoriˇscˇanja ali raziskovanja.
Pri raziskovanju pa je potrebno dodatno uposˇtevati hierarhicˇno strukturo
ucˇne domene. Poleg povezav med sposobnostmi in nalogami, ki jih oprede-
limo s Q-matriko, so pogosto prisotne sˇe relacije predpogojnosti med samimi
sposobnostmi. Drugacˇe recˇeno, za ucˇenje naprednih sposobnosti moramo
najprej usvojiti osnovne. Temu se lahko izognemo z vnaprejˇsnjim sekvenci-
ranjem ucˇnih tem kot v tradicionalnih kurzih, a s tem ne uresnicˇimo cilja
ponavljanje in raziskovanje. Preprosta resˇitev je tako zacˇasna izkljucˇitev
nalog, za katere ucˇenec sˇe ni usvojil predpogojnih sposobnosti.
Poleg omenjenih kriterijev lahko v kontekstu priporocˇanja nalog obravna-
vamo sˇe enega izmed splosˇnih ciljev priporocˇilnih sistemov, olajˇsanje odlocˇanja.
Ko uporabniku podamo omejeno sˇtevilo priporocˇil, zmanjˇsamo sˇtevilo pred-
metov, med katerimi mora izbirati. Bollen, Knijnenburg, Willemsen in Graus
(2010) [5] so izvedli poskus s priporocˇanjem filmov, kjer so opazovali vpliv
sˇtevila priporocˇil na uporabniˇsko izkusˇnjo. Uporabniki so vecˇji izbor filmov
ocenili kot bolj raznolik, a so se med njim tudi tezˇje odlocˇali. Posledicˇno
bistvene razlike v splosˇnem zadovoljstvu ni bilo. Dodajanje priporocˇil slabsˇe
kakovosti k manjˇsemu izboru prav tako ni vplivalo na zadovoljstvo.
Raziskava avtorjev Patall, Sylvester in Han (2014) [26] dodatno nakazuje
na povezavo med odlocˇanjem, obcˇutkom sposobnosti in motivacijo. Osebam,
ki se pocˇutijo sposobne, je proces odlocˇanja motivacijo povecˇal, pri osebah
z nizkim obcˇutkom sposobnosti pa je imel negativen vpliv na motivacijo.
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Naivno lahko predpostavimo, da je slednja situacija nezanemarljivo pogosta
pri procesu ucˇenja, kar vpliva na cilj ohranjanja zanimanja.
Temu se lahko zoperstavimo z uravnavanjem raznolikosti nalog, ki jih
priporocˇamo. Omejimo lahko skupno sˇtevilo sposobnosti med priporocˇenimi
nalogami, hkrati pa podamo naloge razlicˇnih napovedanih tezˇavnosti, da se
ucˇenec med izborom lazˇje odlocˇi. Po drugi strani to nakazuje na vecˇjo primer-
nost izobrazˇevalnih priporocˇilnih sistemov kot kompliment strukturiranim
kurzom, kjer je zaporedje ucˇnih tem deloma dolocˇeno vnaprej. V vsakem
primeru je za uspesˇno priporocˇanje potrebno nekaj ekspertnega znanja.
5.3 Priporocˇanje s faktorizacijo
V nasprotju z modeliranjem sposobnosti osnovni faktorizacijski pristopi ne
uposˇtevajo sposobnosti, na katere se naloge navezujejo. Cˇeprav lahko pred-
postavimo, da se latentni faktorji ucˇencev vsaj deloma prilagodijo njihovim
sposobnostim, tega ne moremo zagotoviti. Posledicˇno faktorizacija ne more
uspesˇno uresnicˇiti cilja ponavljanje in raziskovanje. Cˇe imamo podano Q-
matriko, lahko sicer faktoriziramo na osnovi ucˇencev in sposobnosti namesto
ucˇencev in nalog. S tem pa za vse naloge iste sposobnosti dobimo enako
napoved, kar otezˇuje prilagajanje tezˇavnosti. Za ucˇne naloge z natancˇno
specificiranimi sposobnostmi faktorizacija torej ni najbolj primerna.
Ne glede na izbrani pristop pa cilja ponavljanje in raziskovanje ni mogocˇe
uresnicˇiti brez podane Q-matrike. Za zbirke nalog, ki imajo pomanjkljivo ali
prevecˇ splosˇno opredeljene sposobnosti, lahko faktorizacija vseeno uspesˇno
napove pravilnost poskusov, saj te specifikacije ne potrebuje. Napake pri
opredelitvi Q-matrike pa neposredno vplivajo na pristope modeliranja spo-
sobnosti. Faktorizacijske metode so torej uporabnejˇse, kadar je natancˇna
formalizacija domene znanja tezˇavna oziroma neprakticˇna zaradi povezanih
strosˇkov.
V tem primeru lahko cilj ponavljanje in raziskovanje zagotovimo z opazo-
vanjem, katere sposobnosti je ucˇenec vadil z zadnjimi nekaj nalogami. Naj-
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pogostejˇse sposobnosti nato uvrstimo pod ponavljanje. Pri tem utezˇimo po-
skuse glede na pravilnost in damo prednost tistim sposobnostim, pri katerih
je bil ucˇenec manj uspesˇen. Cˇe uposˇtevamo vecˇje sˇtevilo nazadnje resˇenih
nalog, jih lahko sˇe dodatno utezˇimo glede na cˇas, da ima pravkar resˇena
naloga vecˇjo tezˇo kakor prejˇsnje.
Sposobnosti, ki so bile najmanj prisotne med nazadnje resˇevanimi na-
logami, pa uvrstimo pod raziskovanje. Pri tem moramo paziti, da ne pri-
porocˇamo nalog, katerih sposobnosti je ucˇenec najverjetneje zˇe usvojil, ter
nalog, za katere ucˇenec sˇe ni usvojil predpogojev. Opredeliti moramo torej
predpogojne relacije in hkrati spremljati sˇe pravilnost poskusov ucˇencev za
posamezne sposobnosti.
Pri taksˇnem priporocˇanju ima faktorizacija izkljucˇen namen natancˇnega
napovedovanja pravilnosti kot del sˇirsˇega sistema. Nadomestimo jo lahko
tudi s katerim izmed IRT modelov, ali kar povprecˇjem nalog. Potrebna
specifikacija ucˇne domene pa je minimalna, saj moramo naloge le razdeliti
v sklope, s katerimi lahko poskrbimo za ustrezno sekvenciranje ucˇnih tem.
Taksˇno dolocˇevanje sposobnosti je precej splosˇnejˇse kakor pri ITS.
Dodatno tezˇavo predstavlja problem hladnega zagona (cold start), saj
faktorizacija ne more podati verjetnosti uspeha za nove uporabnike ali nove
naloge. Mozˇna resˇitev je, da novemu ucˇencu najprej podamo vprasˇalnik ali
kratek test izbranih nalog, da pridobimo zacˇetno oceno njegovega znanja. V
nasprotnem primeru mu lahko priporocˇamo le naloge brez predpogojev, na-
povedi pa nadomestimo s povprecˇjem nalog. Problem novih nalog pa lahko
razresˇimo tako, da jih probabilisticˇno vkljucˇujemo med priporocˇila razisko-
vanja in s tem pridobimo oceno njihovih latentnih faktorjev.
Uposˇtevanje cˇasa, z utezˇevanjem poskusov ali tenzorsko faktorizacijo, ra-
zresˇi tudi problem staticˇne ocene sposobnosti. Predpostavimo lahko, da bodo
ucˇenci vcˇasih zˇeleli ponovno resˇevati naloge, ki jim prej niso uspele. Cˇe
s cˇasom zmanjˇsamo oziroma iznicˇimo vpliv neuspelega poskusa na faktori-
zacijo, lahko pridobimo novo napoved uspeha glede na posodobljeno stanje
ucˇenca, in nalogo ponovno vkljucˇimo v proces priporocˇanja.
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Cˇe povzamemo, faktorizacija kot splosˇen pristop napovedovanja na prvi
pogled ni primerna resˇitev za priporocˇanje ucˇnih nalog. Cˇe uposˇtevamo njene
pomanjkljivosti in jo primerno dopolnimo, pa se izkazˇe kot obetavna v prime-
rih, ko je domena znanja specificirana na bolj preprost oziroma laicˇen nacˇin.
Za preudarnejˇse priporocˇanje in avtomaticˇno vodenje skozi ucˇni proces pa so
pristopi modeliranja sposobnosti zanesljivejˇsi.
Poglavje 6
Zakljucˇek
V tej diplomski nalogi smo predstavili in ovrednotili metode priporocˇanja
ucˇnih nalog. Pogosto uporabljeni so pristopi modeliranja sposobnosti kot
numericˇna ocena uporabnikovega znanja. Nekateri med njimi izhajajo iz po-
drocˇja psihometrije, ki se ukvarja z ocenjevanjem znanja in drugih latentnih
lastnosti ljudi na podlagi precˇnih podatkov. Za dinamicˇno ocenjevanje spo-
sobnosti pa so bili v okvirju ucˇne analitike in izobrazˇevalnega podatkovnega
rudarjenja razviti modeli, ki uposˇtevajo proces ucˇenja.
Modeli sposobnost razumejo bodisi kot diskretno ali zvezno spremen-
ljivko, razlikujejo pa se predvsem glede na opredelitev vpliva sposobnosti na
rezultate ucˇencev. Povezave med sposobnostmi in nalogami so pri tem tipicˇno
podane vnaprej. Nekateri modeli zahtevajo, da se vsaka naloga navezuje na
tocˇno eno sposobnost, drugi pa interakcije med vecˇ sposobnostmi opredelju-
jejo na razlicˇne nacˇine. Dolocˇene raziskave nakazujejo na vecˇjo uspesˇnost
modeliranja na osnovi logisticˇne funkcije.
V delu smo se posebej osredotocˇili na faktorizacijske metode, ki kljub
temu, da sposobnosti eksplicitno ne modelirajo, lahko dosezˇejo dobre rezul-
tate pri napovedovanju uspesˇnosti resˇevanja ucˇnih nalog. Uvedli smo tenzor-
sko faktorizacijo kot razsˇiritev matricˇnih faktorizacij in predstavili algoritem
zanjo. Nenegativno matricˇno in tenzorsko faktorizacijo smo nato ovrednotili
na podlagi empiricˇnih podatkov z mesˇanimi rezultati.
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Tako nenegativna tenzorska kot nenegativna matricˇna faktorizacija sta
dosegli boljˇso diskriminacijo napovedovanja kakor napovedovanje s povprecˇjem
naloge, vendar ne bistveno. S cˇasovnim utezˇevanjem poskusov je nenegativna
matricˇna faktorizacija dosegla boljˇso diskriminacijo kakor nenegativna ten-
zorska faktorizacija, ki je racˇunsko zahtevnejˇsa metoda. Utezˇevanje glede na
pravilnost rezultatov pa napovedovanja ni izboljˇsalo. Prav tako je uporaba
dela podatkov za Plattovo kalibracijo faktorizacij diskriminacijo poslabsˇalo.
Za priporocˇanje ucˇnih nalog smo predstavili vecˇ ciljev, ki jih faktorizacija
le deloma uresnicˇuje. Ena izmed vecˇjih ovir pri priporocˇanju ucˇnih nalog je
specifikacija ucˇne domene, ki je pogosto zelo zahteven proces. Modeli spo-
sobnosti lahko s pravilno specifikacijo uspesˇno priporocˇajo naloge ucˇencem,
faktorizacija pa je uporabna predvsem, kadar ucˇna domena ni natancˇno opre-
deljena. V tem primeru predstavlja nacˇin ocenjevanja tezˇavnosti nalog, ki
ga lahko z ustreznimi dopolnitvami uporabimo za celovito priporocˇanje.
Iz tega sklepamo, da se morajo priporocˇilni sistemi ucˇnega gradiva dobro
prilagoditi domeni znanja in znacˇilnostim uporabnikov, predvsem pa zasta-
vljenim ciljem. V dolocˇenih primerih je morda ucˇinkovitejˇse ucˇno gradivo
podajati v vnaprej dolocˇenem vrstnem redu, da se izognemo neustreznemu
sekvenciranju ucˇnih tem s probabilisticˇnim priporocˇanjem. Cˇe zˇelimo proces
ucˇenja prilagoditi posameznih ucˇencem, moramo dovolj natancˇno opredeliti,
v koliksˇni meri in na kaksˇen nacˇin ucˇencem prepusˇcˇamo prosto pot skozi ucˇno
snov, v koliksˇni meri pa jo fiksiramo.
Precejˇsnja omejitev tega dela je, da faktorizacijskih metod nismo primer-
jali z metodami modeliranja sposobnosti, saj za to potrebujemo podatke na
nalogah s pravilno dolocˇenimi sposobnostmi. Prav tako je potrebno metode
ovrednotiti na razlicˇnih podatkovnih zbirkah, da je bolje razviden vpliv la-
stnosti podatkov. Upamo, da bo nasˇe delo podalo dober pregled podrocˇja
tistim, ki zˇelijo implementirati prakticˇne sisteme priporocˇanja nalog in ti-
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