By achieving their purposes through interactions with the physical world, Cyber-Physical Systems (CPS) pose new challenges in terms of dependability. Indeed, the evolution of the physical systems they control with transducers can be affected by surrounding physical processes over which they have no control and which may potentially hamper the achievement of their purposes. While it is illusory to hope for a comprehensive model of the physical environment at design time to anticipate and remove faults that may occur once these systems are deployed, it becomes necessary to evaluate their degree of effectiveness in vivo. In this paper, the degree of effectiveness is formally defined and generalized in the context of the measure theory and the mathematical properties it has to comply with are detailed. The measure is developed in the context of the Transferable Belief Model (TBM), an elaboration on the Dempster-Shafer Theory (DST) of evidence so as to handle epistemic and aleatory uncertainties respectively pertaining the users' expectations and the natural variability of the physical environment. This theoretical framework has several advantages over the probability and the possibility theories. (1) It is built on the Open World Assumption (OWA), (2) it allows to cope with dependent and possibly unreliable sources of information. The TBM is used in conjunction with the Input/Output Hidden Markov Modeling framework (IOHMM) to specify the expected evolution of the physical system controlled by the CPS and the tolerances towards uncertainties. The measure of effectiveness is obtained from the forward algorithm, leveraging the conflict entailed by the successive combinations of the beliefs obtained from observations of the physical system and the beliefs corresponding to its expected evolution. The conflict here, inherent to OWA, is meant to quantify the inability of the model at explaining observations. The proposed approach is validated on an illustrative example and possible applications are provided.
Introduction
Generally, computing systems are understood as being purposeful processing units, directed to produce expected results by means of computational resources manipulating data through controlled computational environments.
At the infrastructure level, some hardware and software mechanisms ensure correct operation of the computing resources (e.g. power-on self-test, etc.), integrity and persistence of the data (e.g. Cyclic Redundancy Check (CRC), memory content refresh, etc.). At the system level, accesses to the computational resources are made safe by an operating system or a middleware. The computational environments being controlled, the production and the persistence of the expected results are guaranteed "by design" solely provided that the computer program issues the right commands to the computational resources. In this sense, a computer program is a perfect deterministic model of a computing system and the question does not even arise that, x being a variable, the execution of the following code snippet will lead its value to be set to 6 into the memory. 1 x ← 1; 2 Wait(10000s); 3 Add(x, 5); 4 Wait(10000s); 5 Assert(x, 6); // TRUE
Motivations
Let us now consider Cyber-Physical Systems (CPS) as being orchestrations of distributed computing and physical systems [1] . CPS can be understood as being "cyber" physical processes where some properties of a physical system of interest are purposefully modified by means of computational resources manipulating them through transducers (e.g. sensors and actuators). For instance, let us keep the template of the preceding code snippet by considering that the variable to be modified now corresponds to a physical property of the physical system (e.g. the temperature in a living room).
What trust can we have that the temperature in the living room is going to be changed to 23 ℃? In other words, can one consider the above code snippet as a perfect deterministic model of the physical system? Considering that the living room is a non-isolated physical system, the answer is "no". Such systems are driven by non-deterministic dynamics, at any time, the temperature of the living room can be affected by surrounding processes over which the computing system has no control [2] [3] [4] . This situation is aggravated for the Internet of Things (IoT)-based CPS whose underlying infrastructure is volatile. Indeed, their structural components being embedded into physical things, their availability cannot be ensured over time. Consequently, the attainment of the CPS purposes cannot be guaranteed solely "by design" [1] .
As a solution to this problem, we propose to quantitatively assess, at run-time, to which extent the CPS purposes are met. In other words, it is about providing the degree of effectiveness of the CPS as a measure of the concrete evolution of the physical system according to the expected evolution.
To be more precise about the measure and the meaning we seek to give it as an assessment of the degree of effectiveness of the CPS, we borrow some terminology employed in the viability theory [5] . Let us assume that the expected evolution of the physical system can be specified as a deterministic model, free from uncertainties, where (1) state transitions are determined by contextual events (stimuli), (2) states are qualified by the expected physical effects resulting from actuators over which the computing system has control. Zones of Viability extend this deterministic point of view with tolerances accounting for aleatory uncertainties pertaining the natural variability of actuators effects and sensors readings and for epistemic uncertainties relative to the users' satisfaction towards the concrete evolution of the physical system. In this paper, we propose to generalize the deterministic model in the framework of the measure theory. Doing so, one can leverage the set of measures (probabilities, possibilities, etc.) as a means of defining zones of viability from which one can reason in order to obtain the degree of effectiveness.
Related work
The work presented in this paper is closely related to the dependability of the computing systems [6] . Within computer science, this term refers to the trust that can justifiably be placed in the service delivered by computing systems and covers all their critical quality aspects [7] . In other words, it reflects the user's degree of trust in these systems. Among the attributes of dependability [8] , availability (i.e. readiness for correct service), reliability (i.e. continuity of correct service), safety (i.e. absence of consequences on the users and the environment) and integrity (i.e. absence of improper system alterations) characterize the immunity of computing systems towards uncontrolled physical processes and associated uncertainties (i.e. threats that can affect computing systems operation and undermine their dependability [8] ).
A first class concern in the CPS community
Uncertainty is recently considered a first-class concern in the CPS community [2] [3] [4] and has given rise to several projects addressing dependability issues in these areas:
-The starting point in the project Dependable Internet of Things in Adverse Environments [9] , from the Graz University of Technology, is that existing IoT solutions do not provide dependable performance due to embedded wireless sensors and actuators deeply affected by their hostile environment. Thus, the project aims at offering methods and tools for predicting, guaranteeing, and ultimately raising the level of dependability of the IoT, The assessment of the dependability can be done at design time through analytic metrics using models of the systems and, whenever possible, the known uncertainties (e.g. U-Test [13] ). Run-time monitoring involves direct and indirect empirical metrics, respectively measuring the system itself through probes (whenever possible) and its effects within the physical environment through sensors.
Run-time approaches
While methodologies involved at design time (e.g. Model-based design) and at testing phase (e.g. Model checking, simulation, etc.) are respectively devoted to fault prevention and fault removal, run-time monitoring is devoted to automatic fault and anomaly detection [15] . The most common formulation of the anomaly detection problem is to determine if a given test sequence is anomalous with respect to normal sequences. More formally, given a set of n normal sequences S = {(S k ) 1,k∈N , . . . , (S k ) n,k∈N } and a test sequence (S k ) k∈N , it is about computing an anomaly score for (S k ) k∈N , with respect to S. It is assumed that test sequences might be misaligned in time and space w.r.t the normal sequences. We do also consider complex, and collective anomalies. On the one hand, when contextual attributes can be associated with observations (e.g. time, location, etc.), contextual anomalies are corresponding to behaviors that are valid under some conditions but are abnormal in others. For instance, in European countries, normally high temperatures during the summer can be considered as contextual anomalies if they occur during the winter (time-based contextual anomaly). On the other hand, collective anomalies correspond to a collection of consecutive behaviors which are not abnormal by themselves but are abnormal when they occur together as a collection [16] . Approaches that address these anomalies fall into three categories:
Prediction-based approaches: consist in modeling legitimate behavior through a parametric model further used for predicting observation at each time t. Abnormal behaviors are those whose real observations differ from the predicted ones. In [17] , authors use stacked Long Short-Term Memory (LSTM) networks, for anomaly/fault detection in time series. A network is trained on non-anomalous data and used as a predictor over a number of time steps. The resulting prediction errors are modeled as a multivariate Gaussian distribution, which is used to assess the likelihood of anomalous behavior. In [18] , authors present an unsupervised approach to detect cyber-attacks in Cyber-Physical Systems (CPS). A Recurrent Neural Network (RNN) is used as a time series predictor. The Cumulative Sum method is further used to identify anomalies in a replicate of a water treatment plant.
pros & cons: these models are generally hardly interpretable, their intrinsic structure and parameters making unclear the mapping between the variables and the observations [19] .
Likelihood-based approaches: consist in modeling legitimate behavior through a parametric model and considering abnormal behaviors as those having low "likelihood" to have been generated by the model. In this category, Dynamic Bayesian networks (DBN) and derivatives (n-order Markovian models) are widely used. Tolerance towards uncertainties are described either through probability density functions (pdf) [20] , distributions of possibility [21] or belief functions [22] .
pros & cons:
a key advantage here is that these models are interpretable, making clear (1) the mapping between the variables and the observations, (2) the description of the zones of viability. Moreover, n-order Markov derivative models are particularly well suited for representing dynamical systems [23] [24] .
Model drift-based approaches: is relative to the anomalous evolution of the model parameters. The basic idea is to build a parametric behavioral test model from test sequences as they arrive and compare it with the normal behavioral model. Dissimilarities between models give the anomaly score. Authors in [25] focus on the quantitative measure of concept drift and introduce the notion of drift magnitude whose value can be quantified through distance functions such as Kullback-Leibler Divergence or Hellinger Distance. Close to the idea of con-cept drift is the notion of Bayesian Surprise [26] . A surprise quantifies how data affects an observer. It quantifies a mismatch between an expectation and what is actually observed by measuring the difference between posterior and prior beliefs of the observer. In [27] authors propose using Bayesian surprise as a measure of the learning progress of reinforcement learning agents.
pros & cons: the main disadvantage of these approaches concerns the speed of convergence to an accurate test model, highly dependent on the number of observations needed to learn it. Hereby, a short time anomalous behavior might be "attenuated" or even not detected.
Contributions
In this paper, we do extend the probabilistic and the possibilistic likelihood-based approaches respectively described in [20] and [21] in the framework of the Transferable Belief Model (TBM), an elaboration on the Dempster-Shafer Theory (DST) of evidence. The work done in [22] being considered as a starting point, the main contributions of this paper are the following:
1. The degree of effectiveness is formally defined and generalized in the context of the measure and the viability theories. The mathematical properties the measure has to comply with are detailed, 2. The TBM-based Input/Output Hidden Markov Model (IOHMM) is derived as a means of (1) defining the zones of viability relative to the expected evolution of the physical system being driven by the CPS, (2) inferring the degree of effectiveness of the CPS from observations of the physical system and the zones of viability defined, 3. While the Closed World Assumption (CWA) is considered in the measure theory, the Open World Assumption (OWA) allowed by the TBM approach in leveraged in this paper for inferring the degree of effectiveness of the CPS, 4. The Evaluation of the approach is carried out on a simple yet revealing example, complemented with a list of use-cases emphasizing its interest.
Deterministic model of the expected evolution of the physical system
In this paper, we do consider physical systems whose expected evolution under a CPS control can be constrained through a deterministic model λ whose state transitions are determined by contextual events (stimuli) while states are qualified by the expected physical effects resulting from actuators over which the computing system has control. This model is formally defined by:
with:
-t ∈ N , - (t=1) is the known initial state,
-Ω = { 1 , . . . ,  N } is the finite set of states, - : Ω × R m (t) → Ω, m (t) = |U (t) | ∈ N , is a state-transition function mapping a state  (t) ∈ Ω and an input vector  (t) ∈ R m (t) to a next state  (t+1) ∈ Ω. Each element of  (t) qualifies the observation of an event supposed to act on the state  (t) to yield  (t+1) . In this context, ( (t) | (t−1) ) = {  1 , . . . ,  n } (denoted (t) in the sequel) represents the set of input vectors whose values are supposed to trigger a state-transition from the state  (t) to the state  (t+1) .
-G : Ω ψ Ω , is a set-valued output function mapping each state  (t) to a set ψ  (t) = { y 1 , . . . , y j } of expected observations while being in state  (t) . The p elements of y  ∈ R p (t) , p (t) = |Y (t) |, 1 ≤  ≤ j, qualifies an expected physical effect while being in state  (t) .
-U : Ω × Ω U is a function mapping a state-transition ( (t−1) ,  (t) ) to the set of inputs U (t) needed to qualify this state-transition, -Y : Ω Y is a function mapping a state  (t) to the set of outputs Y (t) needed to qualify this state.
For instance, Fig.1 depicts the expected behavior of a simple CPS whose purpose is to adjust the luminosity (physical property) of a room (the physical system) according to whether an inhabitant is present or not. Here m = p = 1. Given this model, (t) and ψ  (t) can be constrained through equality and inequality without room for tolerances underlying uncertainties. Thus, according to this model, the effectiveness assessment of the CPS resulting from observations gathered from the presence and luminosity sensors can only be PASS or FAIL, i.e. effectiveness ∈ {0, 1}. However, without being perfect, the luminosity level at 22.8 (state  2 in Fig.1 ) when an inhabitant is present may be still acceptable and effectiveness ∈ [0, 1]. So, one needs to extend the deterministic model so as to handle zones of viability allowing to define tolerances pertaining the following uncertainties:
-The aleatory uncertainties which are most likely objective and relative to the natural variability of the physical properties of interest whose values over time are most likely distributed around an average value, -The epistemic uncertainties which are most likely subjective and relative to users' satisfaction towards the physical system evolution.
Besides these uncertainties, one may also consider reliability uncertainties such as:
-The spatial uncertainties relative to the sensors location with respect to the physical property of interest, -The hardware uncertainties relative to the sensors accuracy and resolution, -The model uncertainties relative to the designer of the model and its expertise on the application domain.
Its generalization in the framework of the measure theory
So as to handle the uncertainties previously described, we propose to generalize the deterministic model in the framework of the measure theory. Doing so, one can leverage the set of measures (probabilities, possibilities, etc.) as a means of defining zones of viability from which one can reason in order to obtain the degree of effectiveness.
Background
Before formally generalizing the deterministic model in the framework of the measure theory and defining the degree of effectiveness, let us first review some key concepts of the measure theory. The reader is referred to the literature for details on this theory [28] .
The function μ is said to be an additive measure if it is monotone, non-negative, additive and 
be measurable spaces where X and Y are countable sets and where  X and  Y are finite σ-algebras. A finite kernel from X to Y is a function K : X ×  Y → R ≥0 that satisfies:
X and Y being countable sets, the kernel can be specified as a matrix {k(, y) : (, y) ∈ X × Y}. One can think of k(, y) as providing the conditional measure of y given . The kernel is referred to as a stochastic kernel (a.k.a. Markov kernel or probability kernel) when K :
Then, one can define the kernel product k 1 ⊗ k 2 : X × ( Y ⊗  Z ) → R + as a function of k 1 and k 2 [30] where ⊗ is a product operator 1 . [32] Let us consider a sequence of measurable spaces (X n ,  n ) n∈N . Let assume that for each n, there exists a kernel K n from × k=n−1 k=1 X k to X n . Then for every sequence (S n ) n∈N taking values in (X n ,  n ) there exists a unique measure μ(S 1 , S 2 , . . . , S n ) = ⊗ n k=1 K k . With these key concepts defined, one can generalize the deterministic model described by Eq.1 in the measure theory framework.
Theorem 5. (Ionescu-Tulcea Extension Theorem)

Generalizing the function  to the finite kernel K S
Let us consider the measurable spaces (Ω × U,  ΩU ) and (Ω,  Ω ) where Ω is the finite set of states, U ⊆ R m is the input vector,  ΩU is a finite σ-algebra on Ω× U and  Ω is a finite σ-algebra on Ω. A finite kernel K S from Ω × U to Ω is defined by (Definition.3):
Ω being a countable set, the kernel K S can be specified as a matrix {k S ((, ),  ) :
as the conditional measure that the process will be in the state A ⊂ Ω at time t given its state at time t − 1 is  ∈ Ω and the input vector is . Here, it is assumed that the state at time t depends on the state at time t − 1 and not on the previous states t − 2, t − 3, . . . , t 1 (first order Markov property). Thus, {X t , U t } t∈N , where X t and U t are random variables taking values in Ω and U respectively, is a chain with kernels K S(t≥2) and initial distribution π where π :  Ω → [0, 1] is a measure on (Ω,  Ω ) at t = 1.
Generalizing the function G to the finite kernel K E
Let us consider the measurable spaces (Ω,
Think of K E(t) (, y) as the conditional measure that the process is in the state  at time t given the output vector y ⊂ Y at time t. Per Definition.4, at each time t, the Markov transition kernel
, is a function of K S and K E (Fig.2 ). Think of K S ⊗ K E as the conditional measure of  (t) given y (t) ,  (t−1) and  (t−1) . 
Degree of effectiveness
On the basis of the formalization described in the previous section, the degree of effectiveness can be formulated as follows:
It can be understood as the measure of the state sequence ( t ) T t=1 to happen given the observation sequence (  t , y t ) T t=1 . So as to provide this measure with a coherent semantics, the product operator ⊗ has to satisfy properties defined in Table. 1.
No upward reinforcement A collection of scores does not reinforce each other to give a resulting score more or less affirmative than any of the individual scores ⊗ (n) ( 1 , . . . ,  n ) ≥ mn( 1 , . . . ,  n )
No downward reinforcement Table 1 : Properties to be satisfied by the product operator ⊗ Following this definition, an observation sequence
. Zone of viability
To be more precise about the meaning we seek to give to the degree of effectiveness, we borrow some terminology employed in the viability theory [5] . Let us consider that the constraints the physical system evolution has to comply with are encoded into information . Then, the following definitions are adopted: 
Definition 9. A zone of viability Viab (t) () associated to an event E ∈  Ω at time t corresponds to the union of Cfrt (t) () and Tol (t) (). Note that outside the zone of viability, the event E is impossible according to I:
Thus, the degree of effectiveness determines zones of viability according to the model, i.e. it determines the boundaries of the states defined in the model. When δ(.) = 0, one faces a model breakdown, i.e. the state of the system is outside the boundaries of the states defined in the model. The Fig.3 provides an illustrative example. Here, the event E can be stated as "the passengers of the ship are safe". An input of the model might be the geographic position of the ship (latitude/longitude), while the output might be the heart rate of the passengers. Within the zone of comfort one can be certain that the passengers are safe, i.e. their heart rate is at the expected level. Within the zone of tolerance, passengers may suffer from disturbances and their safety is at risk, i.e. their heart rate is higher than expected. The ship is not supposed to go outside the boundary of the zone of viability. . .
Zone of comfort
Zone of tolerance ? Figure In the sequel, we elaborate on the counterparts of the deterministic model described in Section.1 in the framework of the measure theory. The corresponding computations of the degree of effectiveness are given based on Dirac, probability and possibility measures.
Dirac measure
Let us consider the deterministic model described by Eq.1. Within the measure theory framework, the degree of effectiveness is a Dirac measure, kernels K S and K E are defined through indicator functions, constraints are encoded in information  in the form of sets (i.e. ( (t) | (t−1) ) and ψ  (t) ).
Given the sequences ( t ) T t=1 , (  t ) T t=1 and ( y t ) T t=1 , the degree of effectiveness, in this case, is given by Eq.8 where the product operator ⊗ is a product t-norm: The measure based on indicator functions is not tolerant, i.e. the degree of effectiveness ∈ {0, 1} and Tol = ∅ (see Fig.5 ).
The measure theory provides us with a range of additional measures (either additive or not) allowing to handle zones of tolerance leading the degree of effectiveness ∈ [0, 1]. For instance, the probability theory [30] , the possibility theory [34] , the Dempster-Shafer theory of evidence [35] and its derivatives namely, the Transferable Belief Model (TBM) [36] and the Dezert-Smarandache Theory (DSmT) [37] , are classical frameworks used for handling uncertainties.
In this context, the information  used to encode the constraints the physical system evolution has to comply with can take the form of probability distributions, possibility distributions, etc. meant to handle uncertainties described in Section.2.
Probability measure
Assuming conditional independance, the degree of effectiveness is given by the likelihood of a state sequence ( t ) T t=1 given the observation sequences (  t ) T t=1 and ( y t ) T t=1 . Per Eq.4, it can be factored as follows:
The degree of effectiveness is then a probability measure, the product operator ⊗ is the product t-norm, kernels K S and K E are defined through probability functions p(.) and constraints are encoded in the information  in the form of distributions of probability. For illustration, the zone of viability of the state  1 of the model depicted in Fig.6 is depicted in Fig.7 . With this model, normal distributions of probability are used, allowing to constrain the expected values through equality. The kernel K S provides the conditional probability of  (t) given  (t−1) and  (t−1) . The kernel K E provides the conditional probability of  (t) given y (t) . Table. 1, i.e. it is not idempotent and is subject to downward reinforcement. Consequently, the interpretation of the degree of effectiveness is model dependent. Moreover, while the probabilistic framework is well suited to encode aleatory uncertainties, it lacks encoding epistemic uncertainties [38] .
Here, the product t-norm operator doesn't comply with properties defined in
Possibility measure
Assuming conditional independence (non-interactivity in the sense of Zadeh), the degree of effectiveness is given by the possibility of a state sequence ( t ) T t=1 given the observation sequences (  t ) T t=1 and ( y t ) T t=1 . Per Eq.4, it can be factored as follows:
The degree of effectiveness is then a possibility measure, the product operator ⊗ is the minimum t-norm (∧), kernels K S and K E are defined through possibility functions (.) and constraints are encoded in information  in the form of distributions of possibility. For illustration, the zone of viability of the state  1 of the model depicted in Fig.8 is depicted in Fig.9 . The kernel K S provides the conditional possibility of  (t) given  (t−1) and  (t−1) . The kernel K E provides the conditional possibility of  (t) given y (t) . Table. 1 While the possibilistic framework is well suited to encode epistemic uncertainties, it lacks encoding aleatory uncertainties [39] . Mathematical bridges exist to transform probability to normalized possibility [40] . Doing so, the semantic of the probability is changed from "the probability of an event to occur" to "the possibility of an event to occur" which, considering the information  encodes constraints, turns to "the degree of certainty of an event according to ".
Here, the minimum t-norm operator is compliant with properties defined in
In the sequel of the paper, the Transferable Belief Model (TBM) is investigated. Besides its ability to handle independent random variables, it also allows to satisfy with unreliable sources of beliefs. This is particularly appealing if one considers the reliability uncertainties described in Section.1. Most importantly, the probabilistic and possibilistic based approaches assume the Closed World Assumption (CWA) where the model is supposed to be exhaustive, i.e. μ(∅) = 0. The TBM-based approach allows the Open World Assumption (OWA), i.e. μ(∅) > 0. Hence, the model is not supposed to be exhaustive. This assumption is relevant in the context of this paper since the model depicted in Fig.1 is only meant to describe the expected evolution of the physical system (Section.2) and, as is, it only stands for a subset of the possibly infinite states of the world.
Transferable Belief Model (TBM)
Basic definitions and notations
Let us consider Ω = { 1 ,  2 , . . . ,  N } the discrete frame of discernment (FoD) representing the states of a physical system where  1 ,  2 , . . . are hypothesis. In this paper, hypothesis are supposed to be exhaustive and exclusive, i.e. the system cannot be in two states at once (these assumptions lead to discount DSmT). A mass function m Ω , a.k.a. Basic Belief Assignment (BBA) is defined by:
m Ω : 2 Ω → [0, 1]
This is a fundamental difference with probability theory. A proposition A = { 1 ,  2 } ∈ 2 Ω explicitly represents the doubt between hypothesis composing A and the mass of belief m Ω (A) assigned to A is not informative regarding the elements of A. A BBA is a set of belief masses concerning propositions A ∈ 2 Ω verifying:
In the Dempster-Shafer theory of evidence m Ω (∅) is constrained to 0. This constraint is relaxed in TBM [36] where m Ω (∅) > 0 is given different interpretations [41]:
1. Inaccuracy of the sensors measurements (Observations), 2. Incompleteness of the model leading to non-exhaustive FoD.
Belief functions
BBAs can be transformed to one-to-one relationships representing the same information (a.k.a. belief functions), albeit in different forms. Some are described hereafter. 
TBM-based degree of effectiveness
The degree of effectiveness is given by the belief of a state sequence ( t ) T t=1 given the observation sequences (  t ) T t=1 and ( y t ) T t=1 . Per Eq.4, it can be factored as follows: A] (B) denotes a conditional belief, i.e. the belief in B knowing A. The degree of effectiveness is then a BBA, kernels K S and K E are defined through the belief function ƒ that can be one of the belief functions m Ω (.), q Ω (.), p Ω (.), etc. and constraints are encoded in the information  in the form of distributions of probability or possibility from which BBAs are derived (see Eq.34, Eq.35, Eq.36 and Eq.37). As being a BBA, the degree of effectiveness is a set of belief masses concerning propositions A ∈ 2 Ω . In the context of the TBM, the operator ⊗ is given in the form of combination rules meant to fusion BBAs together as explained in the next section.
Leveraging the Open World Assumption
BBAs Combination rules
There have been many combination rules proposed in the literature [42] . In the sequel, we do consider the main ones by describing their domain of applicability and by depicting their associated zones of viability.
Conjunctive Rule of Combination (CRC)
Let us consider two BBAs defined by m Ω 1 and m Ω 2 . Assuming their sources are independent and reliable then the unnormalized conjunctive rule of combination (CRC ∩ ) can be used as follows [43] :
This combination may result in a sub-normal BBA, i.e. m Ω (∅) > 0. The mass of conflict is given by:
For illustration, the zone of viability of the state  1 of the model depicted in Fig.10 is depicted in Fig.11 . It is worth noting that the CRC can be computed from commonality functions: 
Disjunctive Rule of Combination (DRC)
Let us consider two BBAs defined by m Ω 1 and m Ω 2 . Assuming their sources are independent and at least one source is reliable, then the unnormalized disjunctive rule of combination (DRC ∪ ) can be used as follows [43] :
For illustration, the zone of viability of the state  1 of the model depicted in Fig.12 is depicted in Fig.13 . bty Figure 13 : Zone of viability of the state  1 of the model depicted in Fig.12 using DRC combination rule.
Cautious Conjunctive Rule of Combination (CCRC)
Let us consider two BBAs defined by m Ω 1 and m Ω 2 . Assuming their sources are possibly dependent and reliable, the unnormalized cautious rule of combination (CCRC ∧ ) can be used [44] .
Let ω Ω be the weights of the canonical conjunctive decomposition (WCD) of a non-dogmatic BBA (i.e. m Ω (Ω) > 0) where, ∀A ∈ 2 Ω , A = Ω ω Ω (A) = B⊇A q Ω (B) (−1) |B|−|A|+1 (26) We do have [45] , ∀A ∈ 2 Ω , A = Ω:
The WCD is unique for non-dogmatic BBA. Thus, considering two non-dogmatic BBAs, m Ω 1 and m Ω 2 , the CCRC is defined by:
where A ω Ω (A) is a generalized simple BBA (GSBBA), i.e. contains two focal elements, A and Ω where m Ω (A) = 1 − ω Ω (A) and m Ω (Ω) = ω Ω (A). The CCRC can be generalized to the Generalized Cautious Rule (GCR) of combination [45] . ∀A ∈ 2 Ω , A = Ω:
where is a "generalized" cautious rule based on positive t-norms and t-conorms hereby offering the possibility to use an infinity of operators defined in the possibility theory. For instance one may consider the Frank t-norms: bty Figure 15 : Zone of viability of the state  1 of the model depicted in Fig.12 using CCRC combination rule.
Bold Disjunctive Rule of Combination (BDRC)
Let us consider two BBAs defined by m Ω 1 and m Ω 2 . Assuming their sources are possibly dependent and at least one is reliable, the unnormalized bold disjunctive rule of combination (BDRC ∨ ) can be used [44] .
Let  Ω be the weights of the canonical disjunctive decomposition of a subnormal BBA where,
where ω Ω (A) is obtained by computing m Ω (A) = m Ω (A) and then, from Eq.26, by computing ω Ω (A) and taking the complement of each weight. We do have, ∀A ∈ 2 Ω , A = ∅:
The disjunctive decomposition is unique for unnormalized BBA. Thus, considering two subnormal BBAs, m Ω 1 and m Ω 2 , the BDRC is defined by:
where A (A) is a negative generalized simple BBA (nGSBBA), i.e. contains two focal elements, A and ∅ where m Ω (A) = 1 −  Ω (A) and m Ω (∅) =  Ω (A). For illustration, the zone of viability of the state  1 of the model depicted in Fig.16 is depicted in Fig.17 . Fig.16 using BDRC combination rule.
TBM-based Input/Output Hidden Markov Model (IOHMM)
In Eq.4 and derivatives, it is supposed that the state sequence ( t ) T t=1 is known. However, in real applications, the process {X t } t∈N is not directly observable (it is said "hidden"). In this context, the chain {X t , U t , Y t } t∈N where X t ,U t and Y t are random variables taking values in Ω, R m (t) and R p (t) respectively, with transition kernel K S ⊗ K E and initial distribution π ⊗ K E , is an Input/Output Hidden Markov Model (IOHMM) 2 [46] (claim derived from [47] ).
This modeling framework relies on computationally efficient reasoning algorithms [48] . Among these algorithms, the forward algorithm offers a solution to the evaluation problem. It computes the "likelihood" of the observation sequences (  k ) K k=1 and ( y k ) K k=1 to have been produced by the model by taking into account all the possible underlying state sequences. Formally, a IOHMM is defined by the tuple λ =< Ω, A, B, m Ω π > where: -Ω = { 1 ,  2 , . . . ,  N } is the finite set of hidden states, -B is an N-dimensional vector whose elements are probability or possibility functions encoding constraints on the output value y while being in each state. For instance, the function might be a probability function providing the probability of y (t) given the current state is  (t) at time t.
-A is an N × N matrix whose elements are probability or possibility functions encoding constraints on the input value  leading a state transition from the state  (t−1) to state  (t) ∈ Ω to occur. For instance, the function might be a probability function providing the probability of the input  (t−1) to trigger a state transition to the state  (t) given the previous state was  (t−1) .
m Ω π is a vacuous BBA, i.e. m Ω π (Ω) = 1 meant to indicate that one has no information on the initial state of the system.
Computing K S (State prediction)
Given this model, let us now detail the basic mechanics of the TBM-based state-prediction. Let us consider the two states model depicted in Fig.18 . Associated state transition and state emission constraints are defined through distributions of possibility as depicted in Fig.19 . This model can be read as follows: while a presence is detected in the room (presence sensor value > 15.0), the luminosity sensor value must be higher than 23.0 (state  2 ). Otherwise, if no presence is detected in the room (presence sensor value < 5.0), the luminosity should be lower than 10.0 (state  1 ).
Let us assume that the input pres at time t − 1 was 3. Figure 19 : State transition and state emission contraints defined as distributions of possibility for the model described in Fig.18 .
probability or the possibility value of the input value for each state transition from the matrix A from which the BBA can further be computed. It gives:
x 1 (t) x 2 (t)  1 (t−1) 0.75 0.0  2 (t−1) 0.75 0.0 Table 2 : Possibility values at time t computed from matrix A when pres (t−1) = 3.5. Now, beliefs allocated to the subsets ∈ 2 Ω can be deduced from the beliefs allocated to the singletons as follows.
-When beliefs on singletons are obtained from probability density functions (likelihoods L(  | o)), one can obtain commonality q Ω by [49] :
-When beliefs on singletons are obtained from possibility distributions   , one can obtain plausibility p Ω by [50] :
p
It is worth noting at that point of the discourse that a given model can mix-up constraints encoded through probability density functions and distributions of possibility, leading one to get commonality for some singletons and plausibility for some others. This situation prevents Eq.34 and Eq.36 to be applied. To cope with this heterogeneity, probabilities are transformed 20 by normalization to possibilities [51] where:
By applying Eq.36 and then Eq.15 for transforming p Ω to m Ω , one obtains:
[Ω (t−1) ]
? ? ? ? 
? ?
? ? m
For instance, m 1) ]. Results are given in Table. 5. We are now ready to compute states prediction at time t given states at time t − 1. The prediction is obtained using the following generalized conjunctive form [43] :
ƒ
where ƒ is one of the belief functions m Ω (t) , be Ω (t) , p Ω (t) or q Ω (t) and ƒ
 [X,  (t−1) ](A) corresponds to the matrix given in Table. 5. Without an a priori on the previous states, i.e. m Ω (t−1) α (Ω (t−1) ) = 1, the predicted BBA is given by from Eq.39:
0.75 0 0 Table 6 : State estimation at time t given pres (t−1) = 3.5.
Computing K E (State emission)
Let us consider the two states model depicted in Fig.18 . Let us also assume that the output m at time t is 2.34. So, one needs to compute the probability or the possibility value of the output value for each state from the vector B from which the BBA can further be computed. It gives: By applying Eq.36 and then Eq.15 for transforming p Ω to m Ω , one obtains: In the sequel, the TBM-based forward algorithm is detailed. This algorithm computes the likelihood of the observation sequences (  t ) T t=1 and ( y t ) T t=1 in the form of a BBA from which the degree of effectiveness is computed.
TBM-based Forward algorithm
Before going any further, it is worth noting that while the CCRC rule of combination is based on the canonical conjunctive decomposition (WCD) being unique only for non-dogmatic BBAs (i.e. m Ω (Ω) > 0), the BDRC rule, on the other hand, is based on the canonical disjunctive decomposition being unique only for subnormal BBAs (i.e. m Ω (∅) > 0). Since the BBAs the forward algorithm has to work with are not necessarily non-dogmatic nor subnormal, a way out consists in creating a BBA where m Ω (∅) = ε and/or m Ω (Ω) = ε [52] . Obviously, ε has to be subtracted from focal elements.
Thus, the TBM-based forward algorithm is given by:
Initialization no a priori is given to the initial state of the system, i.e. the conflict with Dubois-Prade normalization rule (Eq.44), (2) Eq.45 without redistributing the conflict and propagating it over the subsequent computations.
Redistributing the conflict at each time t allows the degree of effectiveness to be observed real time (red curves in Fig.20) . It is worth noting that the results obtained with the Possibilisticbased IOHMM are coherent with the results obtained with the normalized CCRC combination rule (see the red curve Fig.20 .b and the dashed blue curve in Fig.20.d) , their zones of viability being identical ( fig.9 and fig.15 respectively) .
The BDRC combination rule is said appropriate when at least one source of belief is not reliable. This claim is actually well depicted in Fig.20 .c and Fig.21 (right) . In Fig.20 .c, although the value of the presense sensor is below the expected level (e.g. in the interval 30 ≤ t ≤ 40, pres < 20.0), the degree of effectiveness is equal to 1.0 thanks to the luminosity sensor whose value is at the expected level (> 25.0). Actually, the degree of effectiveness is impacted as soon as both the luminosity and the presence sensors do not provide the expected value (e.g. in the intervals 20 ≤ t ≤ 27 and 79 ≤ t ≤ . . .). The reader can see how it translates to the zone of viability depicted in Fig.21 where the the marks represent observation values. Fig.18 and in Fig.19 where CCRC (left) and BDRC (right) rules are used.
Conclusion and perspectives
Cyber-Physical Systems (CPS) are computing systems whose purposes are achieved from interactions with the physical world by means of transducers (sensors and actuators). These systems pose new challenges in terms of dependability, the evolution of the physical systems they control being affected by unanticipated physical processes over which they have no control and which may potentially hamper the achievement of their purposes. It is now recognized that designers of such systems can no longer lean, at design time, on comprehensive and reliable models for anticipating and removing faults that may arise once these systems are deployed. Instead, they have to be monitored in vivo and quantitatively evaluated for effectiveness throughout their life cycle.
In this paper, we formally defined and generalized the notion of effectiveness in the context of the measure and viability theories. We further detailed the mathematical properties the measure has to comply with in the context of assessing CPS effectiveness. The measure is further developed in the Transferable Belief Model (TBM) framework, an elaboration of the Dempster-Shafer Theory (DST) of evidence. The proposed approach is intended to have several applications in the context of benchmarking and assessment of Quality of Experience (QoE) [61] :
-The measure can be used as a benchmarking tool. For instance, let us consider the case of autonomous driving. One might be interested in comparing algorithms used to control autonomous vehicles according to the highway code. As a future work, we do plan to apply the proposed approach to this use-case based on the UAH-DriveSet [56] .
-Assuming the expected evolution of the physical system being driven by the CPS is specified by the users (e.g. through end-user programming [60] ), the degree of effectiveness might give a direct insight on users' satisfaction, i.e. QoE as an assessment of the human satisfaction when interacting with technology and business entities in a particular context.
The proposed approach may also provide an added value in self-adaptive systems:
-In the context of the Internet of Things (IoT), many physical devices now expose services available to ubiquitous computing systems leveraging them for composing the so-called ambient applications (e.g. smart-home, smart-city, etc.). The question then arises for these systems of how to select the relevant services. Current approaches rely on semantic annotations used to formally describe the services [57] [58] . While this approach is relevant, (1) semantic annotations are pure models, agnostic to the target operational environment, (2) the behavior of a composed application cannot be inferred solely given the individual behavior of the services it is composed with. Hence, observing the concrete behavior of these systems and providing them with a feedback through the measure of effectiveness would help them selecting more appropriate services over time.
-More generally, self-adaptive systems pose new challenges in term of assurance, i.e. the ability to provide evidence that these systems satisfy their behavioral requirements, irrespective of the adaptations over time [59] . One may envision leveraging the assessment proposed in this paper within a feedback loop providing CPS with self-awareness capability allowing them to react towards any deviation.
Although promising the proposed approach rises some challenges. For instance, it is assumed that sensors required for measuring the effectiveness are available. First, it might not be the case and one needs to assess cost/benefits of adding the required sensors. Second, it might be the case but with sensors not as relevant as desired (for instance, a luminosity sensor is made available but not exactly at the desired location). In that case, one can determine some contextual discounting factors [62] , but the challenge remains on the discounting factor values determination.
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