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La voluntad de miniaturizacio´n de sistemas f´ısicos ha sido una constante en el
desarrollo cient´ıfico y tecnolo´gico durante de´cadas. A trave´s de ella se han podido
perseguir los beneficios que reportan las economı´as de escala tanto en costes de
fabricacio´n como en rendimientos energe´ticos de los dispositivos, pasando por los
puntos cruciales de potencia y portabilidad. Un caso particularmente relevante
dentro de la carrera por la miniaturizacio´n ha tenido lugar en el campo de la
electro´nica, en el que la posibilidad de compactar un nu´mero creciente de elementos
lo´gicos en un dispositivo ha permitido la creacio´n y desarrollo de una industria
informa´tica de ra´pido crecimiento, tanto en lo econo´mico como en lo te´cnico. E´sta
se ha convertido en uno de los pilares ma´s fundamentales de la sociedad de la
informacio´n en la que vivimos, y se encuentra inextricablemente ligada a una lo´gica
de rendimiento creciente, que en te´rminos cient´ıficos e industriales esta´ relacionado
con una progresiva miniaturizacio´n.
Evidentemente, en la persecucio´n de este objetivo se esta´ abocado a toparse
con la naturaleza ato´mica de la materia, imponiendo un l´ımite a la reduccio´n de
taman˜o de nuestra tecnolog´ıa. Pero antes de alcanzar este l´ımite hemos de encon-
trarnos con un re´gimen de funcionamiento en el que los modelos f´ısicos habituales,
de la macroescala, hayan de cambiarse o matizarse con modelos que contemplen el
comportamiento cua´ntico que la materia exhibe al estudiarla de cerca. Llegando a
las meso y micro escala, una gama de efectos cua´nticos entran en juego, ofreciendo
1
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nuevas herramientas y posibilidades para el disen˜o de tecnolog´ıas novedosas, en lo
que se ha venido a llamar en te´rminos gene´ricos Nanotecnolog´ıa.
Dentro de la amplitud de estudios que abarca este a´mbito tecnolo´gico, es im-
portante su desarrollo alrededor de la industria electro´nica, en la cual se concentran
esfuerzos de muy distintos tipos para encontrar nuevos sistemas funcionales para el
trabajo en la nanoescala. En este campo, es esencial la utilizacio´n de materiales se-
miconductores, los cuales cambian sus propiedades de formas interesantes cuando
se presentan en estructuras de escala nanome´trica. En lugar de sistemas cristalinos
de extensio´n infinita, en te´rminos ato´micos, se plantean estructuras que limitan
la periodicidad del cristal en una o ma´s dimensiones espaciales. Como ejemplo
dimensionalmente ma´s restrictivo, tenemos al punto cua´ntico (QD, quantum dot,
en sus siglas en ingle´s), con una extensio´n limitada en las tres dimensiones de
la estructura cristalina del material, t´ıpicamente con un nu´mero de a´tomos entre
los o´rdenes de la decena y el millar (Fig. 1.1). Tambie´n conocidos como a´tomos
artificiales por el comportamiento unitario, no extendido, que se puede encontrar
en esta estructura, dependiente en gran medida de su taman˜o. Si se contempla, en
cambio, una estructura con una dimensio´n extendida se creara´n nanohilos (NWs,
nanowires) (Fig. 1.2) o nanotubos (NTs). Asimismo, es posible trabajar con su-
perficies con espesores nanome´tricos, sistemas relativamente bien explorados. Por
supuesto, estas diferencias en la dimensionalidad del confinamiento estructural, y
por tanto electro´nico, proporcionan distintas propiedades y grados de control sobre
los materiales empleados. Una consecuencia evidente es que en estas estructuras
los portadores experimentara´n confinamiento cua´ntico a lo largo de la dimensio´n
confinada mientras que su movimiento no estara´ restringido a lo largo de las dema´s.
1.2. Confinamiento cua´ntico
Gran parte de las propiedades que hacen interesante el trabajo en la na-
noescala derivan del hecho de que no so´lo perdemos la posibilidad de considerar
la periodicidad del sistema, y por tanto rompiendo las condiciones que permiten
considerar herramientas tales como el teorema de Bloch, sino que se limita el es-
pacio en el que se pueden mover los portadores de carga hasta una escala en la
que la descripcio´n cua´ntica del sistema cobra relevancia. Esta tendencia hacia el
re´gimen cua´ntico en el material se puede justificar a trave´s del modelo de excito´n.
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Figura 1.1: Representacio´n de un QD esfe´rico de InP con estructura de blen-
da de zinc de 2.4 nm de dia´metro. La extensio´n de las funciones de onda de
electrones, huecos y excitones queda limitada a la extensio´n material de la na-
noestructura.
Figura 1.2: Representacio´n de un fragmento de NW de InP con estructura
de blenda de zinc extendie´ndose en la direccio´n cristalina 〈1, 1, 1〉. El panel
izquierdo muestra una visio´n lateral del fragmento de la estructura mientras
que en el derecho se aprecia la seccio´n de e´sta.
Un excito´n es una cuasipart´ıcula existente en sistemas en fase condensada
tales como aislantes y semiconductores, compuesta por un electro´n y un hueco.
Esta cuasipart´ıcula se puede mover por el material, transportando energ´ıa sin
un transporte neto de carga, y existe como posibilidad alternativa a la deriva de
los portadores complementarios tras ser excitados. En el modelo del excito´n, el
electro´n se ve atra´ıdo por el hueco en virtud de la atraccio´n coulombiana entre sus
cargas opuestas y orbita en torno a e´l, tal y como lo har´ıa alrededor del nu´cleo
ato´mico. Pero en lugar de hacerlo alrededor de un nu´cleo lo hace alrededor de
un hueco, mucho ma´s ligero; no lo hace tampoco en el vac´ıo, sino que esto tiene
lugar en un material con constante diale´ctica . Esta magnitud incluye el efecto
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del apantallamiento que el resto de nu´cleos y electrones del material ejercen sobre
el potencial entre el par electro´n-hueco.
Llamamos, entonces, taman˜o del excito´n a la distancia media entre electro´n
y hueco. La sencilla perspectiva descrita antes para esta cuasipart´ıcula admite
su descripcio´n a trave´s del modelo ato´mico de Bohr, en el que introduciremos las
magnitudes apropiadas para el caso en cuestio´n. Para replantear las condiciones del
sistema, y teniendo en cuenta que ahora las masas (reducidas, puesto que existen
en el cristal) de las part´ıculas implicadas son semejantes, deberemos plantear el
sistema como un problema de dos cuerpos, con lo que se sustituye la masa del
electro´n por la masa reducida de las masas efectivas de hueco (m∗h) y electro´n
(m∗e), variables y en general dependientes de la direccio´n de propagacio´n,
1/µ∗ = 1/m∗e + 1/m
∗
h. (1.1)
Asimismo, la permitividad relevante sera´ la del medio en cuestio´n, . De este















Podemos hacer lo mismo con el radio del estado fundamental del excito´n aB











El radio de Bohr del excito´n para semiconductores presenta valores t´ıpicos
entre los 2 y los 60 nm, mostrando los materiales de estudio en esta tesis, el fosfuro
de indio (InP) y de nitruro de galio (GaN), taman˜o en torno a los 15 nm [1] y
3 nm [2], respectivamente. Aunque esta´ claro que el radio de Bohr del excito´n
es significativamente mayor que el radio del a´tomo de hidro´geno, lo habitual que
el taman˜o del excito´n sea tambie´n apreciablemente mayor que su constante de
red, y e´ste es el caso para nuestros materiales de trabajo, con lo que es posible
crear una una estructura mesosco´pica de un taman˜o comparable a e´ste, incluso
menor, en una o ma´s dimensiones. A trave´s de esta limitacio´n espacial se cambia
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el comportamiento del excito´n, que dejara´ de estar bien descrito por el modelo de
Bohr, afectando a su vez a las propiedades del material. Se trata de un sistema en el
que los portadores de carga experimentan confinamiento cua´ntico, y los estados de
este sistema se describen ma´s correctamente siguiendo el modelo mecanocua´ntico
de una part´ıcula en una caja. Con esta descripcio´n, se sabe que sus estados de
energ´ıa no so´lo esta´n cuantizados, sino que dependen del taman˜o de la caja, puesto
que si la extensio´n que la funcio´n de onda de la part´ıcula puede ocupar se reduce,
sus estados excitados estara´n progresivamente ma´s separados entre ellos. Esto es
lo que se encuentra en materiales semiconductores con una dimensio´n confinada
cerca del taman˜o de su excito´n.
La separacio´n de niveles tiene por consecuencia que la anchura de su ban-
da de energ´ıas prohibidas (band gap, en su expresio´n inglesa), una caracter´ıstica
central en la descripcio´n de un semiconductor, crece con el aumento del confi-
namiento cua´ntico, o con la reduccio´n del taman˜o de la estructura. Asimismo,
puesto que las bandas electro´nicas en un material son una propiedad que emerge
de su cara´cter cristalino perio´dico, esta´ claro que en un sistema completamente
confinado tal propiedad no estara´ presente y los estados electro´nicos mostrara´n la
discretizacio´n energe´tica que es de esperar de un sistema cua´ntico confinado (Fig.
1.3). Y, puesto que el band gap es una propiedad central en la caracterizacio´n de
un semiconductor, este feno´meno es un ejemplo paradigma´tico de los efectos del
confinamiento cua´ntico sobre este tipo de materiales.
Por supuesto, ha de tenerse en cuenta que en ciertas estructuras no se confina
el sistema en las tres dimensiones espaciales, e.g. NWs, con lo que en tales cir-
cunstancias conviven bandas continuas de energ´ıa con niveles discretos. En tales
circunstancias se observa, adema´s, que el confinamiento cua´ntico, como variable
absoluta, es menor que en los sistemas confinados tridimensionalmente, lo que
tiene por consecuencia, por ejemplo, que para una seccio´n dada de un NW semi-
conductor, un QD del mismo material con el mismo dia´metro exhibira´ un mayor
band gap.
Merece la pena comentar, sin embargo, que estos sistemas confinados, pero
que esta´n extendidos en al menos una dimensio´n, son interesantes precisamente por
la mezcla de capacidades que exhiben: adema´s de poder controlar sus propiedades
a trave´s del taman˜o de su dimensio´n confinada presentan capacidades propias del
cristal de las que se pueden aprovechar, por ejemplo, su capacidad de conduccio´n
a trave´s de longitudes de orden superior a la nanoescala.
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Figura 1.3: El band gap crece con el confinamiento cua´ntico debido a que se
limita la extensio´n de la funcio´n de onda de los portadores de las nubes electro´ni-
cas del so´lido. Un sistema extendido en las tres dimensiones (panel izquierdo)
esta´ bien descrito por el modelo de bandas, que crea un continuo de niveles de
energ´ıa roto so´lo por el band gap. En cambio, confinando una o dos dimensiones
(panel medio), so´lo se exhibe un comportamiento de banda en las dimensiones
perio´dicas restantes, y convive con una discretizacio´n energe´tica en las dimen-
siones confinadas, adema´s de una progresiva separacio´n entre niveles debido a
la progresiva repulsio´n coulombiana al reducirse el taman˜o de la estructura.
Para un sistema confinado en las tres dimensiones (panel derecho) los niveles
electro´nicos esta´n completamente discretizados.
Como ya se ha comentado, una vez el semiconductor presenta un taman˜o
conmensurable con el radio de Bohr de su excito´n, el modelo de part´ıculas en
una caja es una mejor aproximacio´n que el del a´tomo de Bohr. En el re´gimen de
confinamiento cua´ntico fuerte (a  a∗B, en la pra´ctica varias veces menor) no es
posible despreciar la interaccio´n coulombiana entre electro´n y hueco. Para este
caso podemos expresar con mayor generalidad la energ´ıa fundamental del excito´n
fuertemente confinado, o el band gap del QD, con referencia a su valor en el cristal
empleando una expansio´n en potencias de la forma








Ry∗ − c3Ry∗, (1.4)
donde los coeficientes denotan las ra´ıces de la funcio´n de Bessel para una part´ıcula
en un potencial esfe´rico (n = 1, l = 0) para c1, el te´rmino coulombiano para c2 y
una correccio´n a menor orden para c3 [3].
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La marcada dependencia de esta propiedad central en los semiconductores
con el confinamiento cua´ntico permite que construyendo QDs esfe´ricos de distinto
taman˜o se tenga, en efecto, control sobre sus propiedades electro´nicas, lo cual
permite crear materiales artificiales con una relativa libertad. As´ı, en ocasiones se
menciona a los QDs en re´gimen de confinamiento con el te´rmino de hipera´tomos,
haciendo referencia a que el espectro o´ptico discreto depende de su taman˜o, del
mismo modo que en un a´tomo depende del nu´mero de nucleones [3]. Esta analog´ıa
tambie´n refleja lo sensible que son las propiedades del QD ante la adicio´n de un solo
electro´n, habida cuenta del nu´mero relativamente bajo de portadores que contiene
y la amplia interaccio´n que existe entre ellos debido al confinamiento que sufren.
1.3. Aplicaciones
Existen en la actualidad numerosos estudios realizados sobre NTs [4] y otras
nanoestructuras de carbono, pero el protagonismo de este material no significa que
escaseen las aplicaciones encontradas para estructuras en la nanoescala con otros
materiales semiconductores, incluidos materiales compuestos. Se han creado LEDs
utilizando QDs [5] y NWs [6] de InP que permiten obtener frecuencias inaccesibles
de manera directa con el uso de cristales macrosco´picos, empleando en su beneficio
la dependencia con el taman˜o de la estructura que exhiben la energ´ıa relativa de
los niveles electro´nicos y, por tanto, las excitaciones o´pticas relacionadas. Entre las
aplicaciones o´pticas se incluyen tambie´n la construccio´n de dispositivos la´ser [7],
fotosensibilizacio´n de materiales [8] y distintas estrategias para incrementar la
eficiencia en la conversio´n de energ´ıa solar [9]. En este a´mbito en particular, no se
puede dejar de notar lo interesante que resulta trabajar con una banda de energ´ıas
prohibidas directa, como es el caso de la mayor´ıa de semiconductores de tipo III-V
y II-VI.
Tengamos adema´s en cuenta que el cristal macrosco´pico de InP tiene un band
gap a 300 K de 1.35 eV, con lo que su transicio´n fundamental esta´ cerca del espectro
visible (1.7 eV – 3.3 eV). A trave´s de la nanoingenier´ıa, que nos permite controlar
su band gap, este material puede servir como fuente o´ptica en el infrarrojo cercano
o en la regio´n de bajas energ´ıas del espectro visible [5, 6] o ser empleado, a la
inversa, para captar radiacio´n en esa regio´n del espectro.
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En otras a´reas, como por ejemplo en el campo de los nuevos materiales de
eficiencia termoele´ctrica [10] o en aplicaciones dentro de la biolog´ıa [11] y las
te´cnicas de imagen me´dica [12], se han encontrado propiedades de intere´s en el
re´gimen de la nanoescala. Pero es evidente que la relevancia de sus potenciales usos
en el futuro de la computacio´n ha dirigido una buena parte del esfuerzo colectivo en
esa direccio´n, dando lugar, por ejemplo, a la creacio´n de puertas lo´gicas utilizando
parejas de QDs [13] o NWs [14, 15], nuevos dispositivos de memoria [16], circuitos y
dispositivos electro´nicos y optoelectro´nicos [17]. Representan asimismo un terreno
sobre el que basar implementaciones de computacio´n cua´ntica [18].
Entre estos ejemplos abunda el uso de distintos materiales III-V puesto que,
adema´s de su intere´s en la investigacio´n ba´sica, son importantes para la industria.
En general, muestran un taman˜o de excito´n relativamente grande en comparacio´n
con los II-VI, lo cual facilita la creacio´n de dispositivos en re´gimen de confinamiento
cua´ntico. Adema´s, los semiconductores III-V conllevan una menor toxicidad, cru-
cial en aplicaciones biolo´gicas y me´dicas, aunque no irrelevante en el resto, debido
a que con sus enlaces covalentes esta´n ma´s fuertemente ligados en relacio´n a los
enlaces io´nicos de los II-VI, y esquivan el Cd presente en varios de los compuestos
II-VI ma´s extendidos [19].
1.4. Centros DX
Parece claro, pues, que la investigacio´n de nanoestructuras no so´lo presenta
un re´gimen f´ısico de amplio intere´s sino que puede reportar variados beneficios
tecnolo´gicos. Pero trabajar con estructuras que presentan un gran confinamiento
cua´ntico, con las caracter´ısticas espec´ıficas que esto conlleva, puede presentar tam-
bie´n desventajas. Lo particular de las condiciones a las que es sometido el cristal
puede favorecer la aparicio´n de defectos, no tan comunes para otros taman˜os, que
cambien las caracter´ısticas que se buscan alcanzar en los nanocristales.
En el contexto de las aplicaciones en la nanoescala de materiales semicon-
ductores, los defectos puntuales conocidos como centros DX son particularmente
representativos, puesto que aparecen como respuesta del cristal dopado al incre-
mentar el confinamiento cua´ntico y se revelan as´ı como un marcador claro de este
feno´meno. Este motivo es central para haber escogido el estudio de este defecto a
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lo largo de buena parte de esta memoria, complementando el intere´s que suscitan
los centros DX como inhibidores del dopado de tipo n de semiconductores.
Como es sabido, buena parte de las implementaciones de los materiales se-
miconductores dentro de la electro´nica y la optoelectro´nica dependen de poder
controlar las cantidades de portadores que existen en una cierta regio´n del mate-
rial [20], lo cual se consigue, para materiales de tipo n, dopando el semiconductor
con impurezas sustitucionales con un electro´n de valencia ma´s que el a´tomo que
reemplazan. Por supuesto, se puede realizar una descripcio´n equivalente para el
dopado de tipo p, y existe asimismo un defecto ana´logo asociado a e´l, denominado
centro AX. Sin embargo, a fin de no sobreextender los objetivos de este trabajo,
el estudio de e´stos no se ha abordado en esta tesis.
El centro DX es llamado de este modo porque originalmente se especulaba
que se trataba de la combinacio´n de un a´tomo donante (D) y un defecto no identi-
ficado (X). Este defecto fue originalmente observado en aleaciones de AlxGa1−xAs
con x ≥ 0.22 [21] y en GaAs sometido a presiones hidrosta´ticas superiores a los
20 kbar [22]. Entre las propiedades que lo caracterizan se encuentran una gran
diferencia entre sus energ´ıas de ionizacio´n te´rmica y o´ptica, una seccio´n eficaz de
captura muy baja y fotoconductividad persistente a bajas temperaturas [23]. De
manera efectiva, estos defectos confinan electrones libres en una pequen˜a regio´n
del espacio, con lo que afectan a las condiciones que se persiguen a trave´s del do-
pado de tipo n, particularmente imponiendo un l´ımite a la densidad de portadores
que este procedimiento puede alcanzar [24]. Es, por tanto, importante entender
las condiciones en las que estos defectos se manifiestan, a fin de predecir su im-
pacto potencial en el disen˜o de nuevos dispositivos; una cuestio´n que hoy d´ıa es
igualmente relevante, puesto que, a las causas antes mencionadas, ha de sumarse
el confinamiento cua´ntico como factor determinante para su aparicio´n [25].
El modelo vigente [26] describe los centros DX como defectos puntuales, en los
que el a´tomo donante, o uno de sus primeros vecinos, se desplaza para ocupar una
posicio´n intersticial contigua (Fig. 1.4). Este movimiento esta´ ligado a la apari-
cio´n de un estado electro´nico localizado, en contraposicio´n a un estado extendido,
del tipo que se describe empleando la masa reducida, caracter´ıstica que tiende a
colocarlo en el medio de la banda de energ´ıas prohibidas (Fig. 1.5(a)). La energ´ıa
de dicho estado es menor que el de la impureza, con lo que al ocuparlo se obtiene
un decremento de la energ´ıa total del sistema relativa a la ocupacio´n electro´nica.
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Figura 1.4: Entorno de una impureza sustituciones en InP:Si en su configu-
racio´n tetragonal habitual (panel izquierdo) y habiendo sufrido una dislocacio´n
asociada con un defecto de tipo DX (panel derecho).
As´ı pues, el desplazamiento io´nico, a priori inestable, puede resultar estable si
el descenso en energ´ıa del estado electro´nico es tal que mostrando ocupacio´n plena
se obtiene un beneficio energe´tico neto mediante la reaccio´n descrita a trave´s de
la expresio´n
2d0 → d+ +DX−. (1.5)
De esto se sigue que, para encontrar esta configuracio´n, sera´ precisa la presen-
cia de al menos un electro´n extra en la estructura. Por supuesto, esta suposicio´n
no tiene nada de extraordinario si consideramos que a menudo el objeto de estas
estructuras es emplearlas en algu´n sistema electro´nico en el que existira´ corriente,
y por tanto un flujo de electrones libres con una probabilidad de facilitar esta
conversio´n.
En te´rminos generales, cuando se efectu´a la deformacio´n que hunde el nivel
electro´nico en el band gap se encuentra una configuracio´n, cuando menos me-
taestable, alternativa a la configuracio´n no deformada. Factores como la presio´n
hidrosta´tica o el confinamiento cua´ntico afectan a la energ´ıa relativa entre estas
dos configuraciones, y la configuracio´n del centro DX puede llegar a convertirse en
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mı´nimo absoluto [Fig. 1.5(b)]. Esta reduccio´n en la energ´ıa total se debe al hundi-
miento en la banda de energ´ıas prohibidas del estado del DX, cosa que es posible
debido al ensanchamiento de esta banda debido al confinamiento cua´ntico. El es-
tado donante D, en cambio, sigue la tendencia de la banda de conduccio´n y crece
en energ´ıa con respecto al ma´ximo de la banda de valencia o, cuando la estructura
carece de periodicidad, del u´ltimo estado ocupado en el cristal sin dopar.
Figura 1.5: Junto con una consecuencia general del confinamiento cua´ntico,
que es el incremento de el band gap, sucede adema´s que el estado electro´nico
asociado con la dislocacio´n io´nica se hunde ma´s en la banda de energ´ıas prohibi-
das (panel izquierdo). La diferencia energe´tica entre este estado electro´nico y el
asociado al donante en la configuracio´n no dislocada tiene por consecuencia que
esta u´ltima configuracio´n adquiera un cara´cter metaestable. Si esta diferencia
energe´tica es suficientemente grande como para compensar el costo energe´tico
de la dislocacio´n, que se expresa en te´rminos de una coordenada generalizada
Q, esta configuracio´n sera´ estable (panel derecho). Este modelo da cuenta de la
diferencia energe´tica entre la excitacio´n o´ptica y te´rmica de los centros DX.
1.5. Contenido de la tesis
Esta tesis tiene por objeto el ana´lisis del comportamiento de materiales se-
miconductores mixtos III-V ante el incremento del confinamiento cua´ntico en es-
tructuras en el rango del nano´metro y con distinta dimensionalidad. La inclusio´n
de dos materiales nos ofrece la posibilidad de comparar los sistemas fuertemente
confinados que creamos con InP, que muestra un taman˜o de excito´n de unos 15
nm, con otro sometido a una presio´n por confinamiento cua´ntico menor, puesto
que el GaN posee un radio de Bohr de excito´n en el cristal alrededor de los 3 nm.
Emplearemos la gran dependencia de los centros DX con el confinamiento cua´ntico
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como marcador sensible a este feno´meno, y lo estudiaremos en estructuras con con-
finamiento tridimensional (QDs de InP) y bidimensional (NWs de InP y GaN),
en todo caso ensayando dopados negativos con dos especies ato´micas distintas.
Esto nos permite adema´s estudiar la viabilidad del dopado negativo de nanoes-
tructuras semiconductores III-V en el contexto de la estabilizacio´n de los centros
DX, adema´s de profundizar en los fundamentos f´ısicos que rigen su aparicio´n y
comparar las diferencias espec´ıficas en las deformaciones entre las estructuras de
blenda de zinc y wurtzita.
Como paso final extenderemos el estudio de las estructuras de InP unidimen-
sionales, formando NTs con el ahuecado progresivo de los NWs de InP y obser-
vando as´ı un continuo en la evolucio´n de sus propiedades. Nos interesaremos, en
particular, por los cambios en la estabilidad estructural de los NT ante la reduc-
cio´n de su soporte material interno, tomando como referencia NWs de taman˜os
equivalentes, y viendo co´mo aumenta adema´s el confinamiento sobre las funcio-
nes de onda electro´nicas. Ello nos permitira´ observar, asimismo, la relevancia que
adquieren en estas estructuras los orbitales localizados en la oquedad interior.
Todo ello se lleva a cabo a trave´s de te´cnicas computacionales, empleando
me´todos a primeros principios enmarcados dentro de la Teor´ıa del Funcional Den-
sidad (DFT, en sus siglas en ingle´s) y que emplean pseudopotenciales de norma
conservada construidos siguiendo la prescripcio´n de Troulliers-Martins. Este pro-




En este cap´ıtulo se describen los me´todos computacionales empleados en el
resto de la tesis, incluyendo las aproximaciones relevantes que permiten atacar el
problema de muchos cuerpos que se plantea al estudiar las nanoestructuras.
Utilizamos me´todos ab initio para obtener propiedades clave de las nanoes-
tructuras semiconductoras propuestas. Los me´todos ab initio, o a primeros prin-
cipios, son interesantes porque potencialmente permiten estudiar estructuras sin
mediar conocimiento experimental previo, con lo que se pueden anticipar alguna
de sus propiedades y as´ı evaluar su posible intere´s. Es, adema´s, un me´todo clave
para el estudio de los feno´menos fundamentales que rigen el comportamiento de la
materia, puesto que permite analizarla con un nivel de detalle dif´ıcil de alcanzar,
si no imposible, por la realizacio´n experimental.
Sin embargo, dado que no es posible resolver anal´ıticamente la ecuacio´n de
Schro¨dinger para un nu´mero arbitrariamente alto de part´ıculas, debemos buscar
soluciones para las ecuaciones utilizando me´todos nume´ricos. Afrontar el problema
de este modo permite obtener una solucio´n, pero a un coste computacional dema-
siado elevado. Por ello se han empleado una serie de aproximaciones, esta´ndares
en F´ısica de la Materia Condensada, que permiten obtener resultados bastante
precisos en un lapso de tiempo razonable.
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2.2. Aproximacio´n de Born-Oppenheimer
La aproximacio´n de Born-Oppenheimer (BO) toma en consideracio´n la gran
diferencia de masa entre electrones y nu´cleos para simplificar en gran medida el
problema de varios cuerpos. Debido a esta diferencia de masas, el tiempo que
precisan los electrones para ajustar su posicio´n ante el movimiento de los nu´cleos
es muy bajo. Entonces, la aproximacio´n de BO supone que las posiciones de los
nu´cleos esta´n fijas en la escala de tiempos en la que se mueven los electrones.
As´ı, se separa la funcio´n de onda del sistema en una componente nuclear y otra
electro´nica:
Ψtotal = ψnuclear(Ri)ψe(Ri, rj), (2.1)
en donde ri son los vectores de posicio´n espacial para las funciones de onda
electro´nicas y Ri las posiciones de los iones. Bajo este formalismo desacoplamos
el movimiento de los nu´cleos y el de los electrones en el hamiltoniano del sistema,
tratando a los primeros como generadores de un paisaje electrosta´tico fijo y a los
segundos descritos bajo la perspectiva de la meca´nica cua´ntica.
As´ı pues, para describir el comportamiento electro´nico se plantea la ecuacio´n
de Schro¨dinger
Heψe = Eeψe, (2.2)
donde He es el Hamiltoniano electro´nico y Ee la energ´ıa electro´nica total del sis-
tema.
As´ı, consideramos los grados de libertad electro´nicos separados de los ato´mi-
cos, pero con la energ´ıa electro´nica siendo funcio´n de las posiciones de los nu´cleos



















|Ri − rj| , (2.3)
con los te´rminos de energ´ıa cine´tica de los electrones, las interacciones coulom-
bianas electro´n-electro´n y las electro´n-nu´cleo. Para cada pequen˜o cambio que se
plantee en la posicio´n de los nu´cleos del sistema se calculara´ de nuevo la energ´ıa
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correspondiente a los grados de libertad electro´nicos puesto que, en efecto, su en-
torno habra´ cambiado. De este modo se podra´ explorar el panorama energe´tico
del sistema en funcio´n de las posiciones de los iones.
El estado fundamental se corresponde con aquella distribucio´n io´nica que
ofrezca un mı´nimo absoluto en la energ´ıa total. Esto implica la ausencia de agita-
cio´n te´rmica en las posiciones nucleares y la ocupacio´n electro´nica de los niveles de
menor energ´ıa disponibles para la configuracio´n del sistema. Entonces, la energ´ıa
total en el estado fundamental del sistema contendra´ tan so´lo la energ´ıa de los elec-
trones ma´s la energ´ıa coulombiana de las repulsiones nu´cleo-nu´cleo en la posicio´n
esta´tica que se considera como hipo´tesis:
Etotal = Ee + Enucleo. (2.4)
En resumen, la aproximacio´n de Born-Oppenheimer separa los grados de li-
bertad io´nicos de los electro´nicos, lo que permite convertir la resolucio´n de un
problema con 3(N + M) grados de libertad en una multiplicidad de problemas
independientes con 3N grados de liberdad. En cada uno de estos problemas inde-
pendientes se evalu´a la energ´ıa del sistema para una configuracio´n determinada de
las posiciones nucleares, y al comparar entre distintas configuraciones se buscara´ la
que satisfaga la condicio´n de mı´nimo, siendo la energ´ıa, bajo esta perspectiva, fun-
cio´n de las posiciones nucleares.
2.3. Teor´ıa del funcional de densidad
2.3.1. Formulacio´n de Hohenberg-Kohn-Sham
La Teor´ıa del Funcional de la Densidad (DFT) es un formalismo emplea-
do ampliamente para simular sistemas materiales. Su fundamento ba´sico permite
abordar el ca´lculo para un sistema f´ısico separando la ecuacio´n de Schroo¨dinger
del sistema de N electrones en N ecuaciones de un solo electro´n, empleando la
densidad electro´nica ρ(r) como magnitud fundamental en lugar de la funcio´n de
onda. Se sustenta sobre el trabajo de Hohenberg-Kohn [27], que establece que la
densidad electro´nica contiene toda la informacio´n necesaria para conocer el estado
fundamental de un sistema de N electrones sometidos a la accio´n de un potencial
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exterior local vext, que en este caso sera´ debido a la interaccio´n con los nu´cleos
ato´micos. As´ı, todos los observables del sistema pueden representarse como fun-
cionales de las densidad electro´nica del estado fundamental ρ0(r),
O[ρ0] = 〈Ψ[ρ0]|O|Ψ[ρ0]〉. (2.5)
Esto tambie´n es cierto para la energ´ıa del estado fundamental E0, obtenida
a partir del operador hamiltoniano Hˆ del sistema. Hohenberg-Kohn demostraron,
asimismo, que e´sta cumple el principio variacional con respecto a la densidad
electro´nica,
E[ρ0] ≤ E[ρ′], (2.6)
con lo que, encontrando la densidad electro´nica que minimice el observable energ´ıa
total, se tendra´ la configuracio´n del sistema en el estado fundamental.
Para crear una implementacio´n que permita obtener ese valor mı´nimo es pre-
ciso disponer de una expresio´n de la energ´ıa del sistema en funcio´n de la densidad
electro´nica,
E[ρ] = F [ρ] +
∫
dr ρ(r) vnucleo(r), (2.7)
en donde vnucleo es el potencial debido a los nu´cleos, cuyas posiciones esta´n fijadas
en virtud de la aproximacio´n de BO, y por tanto el segundo te´rmino representa
el valor esperado de la energ´ıa potencial. El funcional F [ρ] contiene la parte del
funcional independiente del potencial externo y puede expresarse, segu´n el forma-
lismo de Kohn-Sham [28], con un te´rmino cine´tico, otro conteniendo la interaccio´n
electrosta´tica entre electrones, o te´rmino de Hartree, y un tercero que contiene el
comportamiento con respecto a intercambio y correlacio´n:
F [ρ] = T [ρ] + EH [ρ] + Exc[ρ]. (2.8)
De e´stos tan so´lo EH tiene una expresio´n conocida, siendo la interaccio´n coulom-
biana de la densidad electro´nica consigo misma a lo largo de todo el espacio:







|r− r′| , (2.9)
pero para los te´rminos T [ρ] y Exc[ρ] nos vemos obligados a recurrir a algu´n tipo
de aproximacio´n.
La implementacio´n de KS de la DFT parte de la idea ba´sica de considerar
el funcional de la densidad para la energ´ıa cine´tica como una suma entre el fun-
cional cine´tico para un sistema no interactuante TS[ρ] y un funcional cine´tico que
s´ı contemple la interaccio´n TC [ρ],
T [ρ] = TS[ρ] + TS[ρ], (2.10)
y de limitarse a trabajar con el primero de ellos, introduciendo al segundo dentro
del te´rmino de intercambio-correlacio´n Exc. Esta decisio´n agrupa los te´rminos de
interaccio´n, facilita el ca´lculo nume´rico y garantiza que, para |Ψ0〉,
TS[ρ0] ≤ 〈Ψ0|Tˆ |Ψ0〉, (2.11)
de modo que se puede interpretar como una aproximacio´n al valor esperado del
operador completo de la energ´ıa cine´tica, Tˆ , bajo condicio´n de part´ıculas indepen-
dientes.
Prosiguiendo con este argumento, podremos ver que tambie´n el te´rmino de
Hartree EH [ρ] no es un modelo satisfactorio para la interaccio´n en el problema de
muchos cuerpos. Los efectos de interaccio´n involucrados en el problema completo
quedan integrados dentro del te´rmino Exc[ρ], por lo que la aproximacio´n que se
emplee para modelarlo sera´ clave en la realizacio´n de los ca´lculos. Enseguida se
describira´ en mayor profundidad esta eleccio´n, pero por ahora basta indicar que
con este procedimiento se desliga la energ´ıa cine´tica de las relaciones debidas al
sistema interactuante y e´stas u´ltimas se integran en otro te´rmino. Esto permite que
se exprese el problema como un sisterma no interactuante sometido a un potencial
efectivo externo
veff (r) = vion(r) + vH(r) + vxc(r), (2.12)
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|r− r′| , (2.13)
y los te´rminos de intercambio y correlacio´n, incluyendo los cine´ticos Tc[ρ], se ob-





As´ı, empleando este potencial efectivo, funcional de la densidad electro´nica,
se pueden resolver las N ecuaciones de Schro¨dinger para los electrones no interac-
tuantes afectados por un potencial externo. La ecuacio´n para la funcio´n de onda





∇2 + veff (r)
]
ψi(r) = iψi(r), (2.15)






con lo que se establece un ciclo autoconsistente a trave´s del cual se puede encontrar
la densidad electro´nica del sistema en su estado fundamental. Este procedimiento
iterativo se lleva a cabo del siguiente modo: se introduce un valor inicial para la
densidad electro´nica del sistema ρ(r), generalmente la superposicio´n de las densi-
dades ato´micas individuales, del cual se obtendra´ un potencial efectivo (Ec. 2.12)
con el que se planteara´n las N ecuaciones de Schro¨dinger independientes (Ec. 2.15).
El resultado de todas ellas dara´ lugar a una nueva densidad electro´nica (Ec. 2.16),
con la cual se iniciara´ un nuevo paso del ciclo. Paulatinamente, la diferencia entre
los resultados obtenidos en dos iteraciones consecutivas se ira´n reduciendo, segu´n
los resultados van convergiendo hacia un valor que estabiliza el ciclo. En la pra´ctica
se impondra´ un valor pequen˜o como umbral de tolerancia: cuando las diferencias
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entre los resultados de dos iteraciones consecutivas sea menor que e´ste, se conside-
rara´ que el ca´lculo ofrece un resultado suficientemente preciso y se dara´ el proceso
por finalizado.
2.3.2. Aproximacio´n de Densidad Local
Hemos visto que el formalismo de KS para la DFT permite obtener de forma
exacta la densidad y la energ´ıa fundamental de un sistema de electrones. Sin embar-
go, para ello es preciso conocer el funcional la energ´ıa de intercambio-correlacio´n
Exc[ρ], cuando en realidad su forma no es conocida. Es entonces crucial emplear
alguna aproximacio´n razonablemente precisa y al mismo tiempo suficientemente
sencilla para computar este funcional.
La aproximacio´n ma´s sencilla y a´mpliamente utilizada es la Aproximacio´n de
Densidad Local (LDA son sus siglas en ingle´s). E´sta consiste en modelar la energ´ıa
de intercambio-correlacio´n empleando las propiedades de un gas homoge´neo de
electrones. En particular, se aproxima la energ´ıa de intercambio-correlacio´n en el




de lo que se sigue que bajo esta aproximacio´n el comportamiento local del sis-
tema electro´nico es equivalente al del gas homoge´neo de electrones. El funcional
completo se construira´ a partir de esta suposicio´n, a trave´s de
Exc[ρ] ' ELDAxc [ρ] =
∫
d3rρ(r)homxc (ρ(r)). (2.18)
La LDA ofrece, a pesar de su evidente sencillez, resultados razonablente pre-
cisos, y es por esta combinacio´n de propiedades que su uso esta´ ampliamente
extendido entre distintas implementaciones del me´todo de KS de la DFT. Aunque
esta aproximacio´n no es necesariamente la ma´s precisa para cualquier tipo de sis-
tema, s´ı ofrece predicciones razonables en diversas a´reas de la F´ısica de la Materia
Condensada, como ha sido comprobado en un amplio rango de materiales. Esto es
as´ı porque, au´n cuando la LDA no ofrece resultados nume´ricamente precisos para
niveles de energ´ıa por encima del nivel de Fermi, e´stos no intervienen en el ca´lculo
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de la energ´ıa total del estado fundamental del sistema, magnitud clave a la hora
de describir sus propiedades f´ısicas.
2.3.3. Pseudopotenciales
A trave´s de la aproximacio´n de BO hemos podido abstraernos de los grados
de libertad io´nicos, y la implementacio´n de KS de la DFT permite calcular la
ecuacio´n de Schro¨dinger de cada electro´n por separado. Pero au´n cuando so´lo se
contemplen los grados de libertad electro´nicos, el nu´mero de e´stos puede ser, y en
general sera´, demasiado elevado como para que su ca´lculo sea asequible.
Describir el potencial de manera precisa en las capas electro´nicas internas pre-
senta varios retos. No so´lo el potencial es divergente en el centro del a´tomo, puesto
que no tendremos en consideracio´n la estructura nuclear, sino que a consecuencia
de ello en las regiones cercanas al nu´cleo las funciones de onda de los electro-
nes presentara´n, para cumplir la condicio´n de ortogonalidad, un gran nu´mero de
ceros en una regio´n espacial muy pequen˜a. De esta forma, para obtener nume´ri-
camente una funcio´n de onda en puntos cercanos al centro ato´mico se requerir´ıa
de una enorme potencia computacional, ya fuese al incrementar indefinidamente
el nu´mero de onda bajo un modelo de ondas planas o la resolucio´n espacial bajo
una descripcio´n en espacio real. Sin embargo, puesto que los electrones de valencia
apenas penetran en la regio´n interna del a´tomo, resulta innecesario llevar a cabo
este tipo de ca´lculos.
Adema´s, se sabe que las interacciones interato´micas, y por tanto las pro-
piedades que manifiestan los materiales, esta´n ba´sicamente determinadas por los
electrones de valencia, mientras que los internos, o de core, esta´n fuertemente li-
gados al nu´cleo y no interaccionan con las part´ıculas circundantes, sino que se
manifiestan principalmente apantallando el potencial nuclear. A la vista de es-
tas circunstancias, parece innecesario contemplar la estructura interna del a´tomo
a la hora de describir un sistema principalmente definido por sus interacciones
interato´micas.
La teor´ıa de pseudopotenciales unifica el potencial nuclear con el de los elec-
trones de las capas internas del a´tomo en una potencial efectivo conjunto. Este
potencial efectivo se construye con una forma suave en el centro, eliminando del
ca´lculo los electrones interiores, con lo que se evitan las divergencias descritas,
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mientras que se fija un comportamiento que emule al a´tomo real a partir de una
determinada distancia al centro, en donde se encuentran los electrones de valen-
cia. De este modo se limita, sin comprometer la calidad de la solucio´n, el nu´mero
de grados de libertad del problema a los electrones de valencia de las especies
participantes, con los pseudopotenciales configurando el potencial de fondo. Es-
ta aproximacio´n puede representar un gran ahorro computacional, puesto que el
nu´mero de electrones internos es en general bastante superior al de valencia, sobre
todo al aumentar el nu´mero ato´mico de los elementos implicados.
Como ya se ha indicado, es necesario que el pseudopotencial describa el com-
portamiento del a´tomo, por lo que se requerira´ que el pseudopotencial reproduzca,
fuera de la regio´n interna, tanto el potencial como la funcio´n de onda real. Para
ello, normalmente se parte de ca´lculos del a´tomo aislado, con todos sus electro-
nes, sobre los cuales se supone la aproximacio´n de apantallamiento esfe´rico, para








+ V [ρ, r]
]
rRnl(r) = nlrRnl(r), (2.19)
siendo V [ρ, r] el potencial obtenido de manera autoconsistente a trave´s del me´todo
de KS. Con este requisito fundamental en mente, se procede a la construccio´n del
pseudopotencial por medio de la eleccio´n de unas pseudofunciones de onda que sa-
tisfagan la ecuacio´n (2.19). Este procedimiento no es u´nico, aunque las condiciones
que definen un pseudopotencial de norma conservada son habituales [29]:
1. Se define una regio´n interna para cada valor del momento angular l, limitada
por un radio de corte rcl en cuyo interior las pseudofunciones de onda para los
electrones de valencia, generadas a partir del pseudopotencial, no presentara´n
nodos, sino que se atenuara´n de forma suave.
2. Fuera de esta regio´n interna, la componente radial para un momento angular
l dado de las pseudofunciones asociadas al pseudopotencial (PP) sera´ igual
a la que se obtiene al realizar el ca´lculo con todos los electrones (all electron,
AE) o convergera´ suficientemente ra´pido a ese valor:
RPPl (r) = R
AE
l (r) para r > rcl. (2.20)
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3. Se conserva la norma en la regio´n interior o, dicho de otro modo, la pseu-
dofuncio´n de onda ha de poseer la misma cantidad de carga en la regio´n
interior que el sistema real:∫ rcl
0
dr |RPPl (r)|2r2 =
∫ rc
0
dr |RAEl (r)|2r2. (2.21)
4. Los autovalores de energ´ıa de los electrones que quedan descritos por el





A partir de las pseudofunciones de onda que satisfagan estas condiciones se
puede invertir la ecuacio´n (2.19),









obteniendo as´ı el pseudopotencial apantallado. A partir de esta expresio´n se evi-
dencian dos nuevas condiciones para la parte radial de las pseudofunciones de onda:
para obtener un pseudopotencial continuo, la segunda derivada de la pseudofun-
cio´n de onda ha de tener derivadas continuas al menos hasta orden dos; adema´s,
para evitar una divergencia en el pseudopotencial la pseudofuncio´n de onda ha de
comportarse como rl en torno al origen.
Sin embargo, este pseudopotencial esta´ apantallado por los de valencia, cu-
yo efecto depende fuertemente del entorno en el que este´n situados. Se debera´n
eliminar los efectos de apantallamiento de los electrones de valencia y as´ı generar
un pseudopotencial io´nico, el cual podremos emplear para realizar procedimien-
tos auto-consistentes que nos faciliten encontrar el apantallamiento espec´ıfico de
los electrones en distintos sistemas. Para encontrar el pseudopotencial io´nico se
restan los potenciales de Hartree, V PPH (r), y de intercambio-correlacio´n, V
PP
xc (r)
(calculados a partir de las pseudofunciones de onda de valencia), del potencial
apantallado:
V PPion,l(r) = V
PP
ap,l (r)− V PPH (r)− V PPxc (r). (2.24)
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Una consecuencia importante del procedimiento anterior es que cada compo-
nente angular de la funcio´n de ondas se vera´ afectada por un potencial distinto.
Entonces, el pseudopotencial tendra´ una parte semilocal, i.e., no local para las
coordenadas angulares pero local para la coordenada radial:






donde V PPion,local(r) es la componente puramente radial, y por tanto local, del pseu-
dopotencial io´nico y el operador Pˆl proyecta la componente angular l -e´sima de la
funcio´n de onda. De aqu´ı se deduce que la componente semilocal l -e´sima es
Vslocal,l(r) = V
PP
ion,l(r)− V PPion,local(r). (2.26)
El potencial local puede, en principio, escogerse de forma arbitraria, pero dado
que el sumatorio en la ecuacio´n (2.25) ha de truncarse para algu´n valor de l, es
interesante que el te´rmino local sea suficientemente representativo de los momentos
angulares superiores para que sea transferible a otros entornos qu´ımicos ma´s alla´ de
un a´tomo aislado. Por lo general, esto significa que se escogera´ el te´rmino local igual
al de mayor momento angular que sea relevante para los electrones de valencia de
la especie qu´ımica en cuestio´n.
Emplear el pseudopotencial en esta forma es computacionalmente costoso,
debido a tener acopladas una variable local y variables no locales en un mismo
te´rmino del pseudopotencial. Esto conlleva resolver, para la proyeccio´n angular
sobre el pseudopotencial, un nu´mero de integrales que, en un me´todo de ondas
planas, escala con el cuadrado del nu´mero de ondas empleadas (N2pw). Kleinman y
Bylander propusieron un me´todo para que este nu´mero escale tan so´lo conNpw, que
consiste en transformar el pseudopotencial a una forma totalmente no local [30]. En
esta formulacio´n se incluye la parte radial en los operadores proyeccio´n, separando
de este modo la integral para cada uno de ellos.
Para hacer esto se deben obtener las pseudofunciones de onda ato´micas para
el pseudopotencial φl. E´stas se emplean para construir un nuevo pseudopotencial
compuesto por una parte local VL, que es una funcio´n que replica el comporta-
miento de largo alcance del potencial real, y una componente no local VNL, que es
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lo que resta del pseudopotencial. Si se resta la parte local, lo que queda del nuevo
pseudopotencial estara´ confinado en la regio´n interna o de core, obtenie´ndose a










y se comporta de igual modo que el potencial semilocal cuando se proyecta sobre
las pseudofunciones de onda obtenidas con la forma semilocal
Vˆ NLl |φlm〉 = Vˆl|φlm〉. (2.28)
2.4. Me´todos en el espacio real
Los me´todos que se enmarcan dentro de la DFT pueden ponerse en pra´ctica
describiendo el sistema f´ısico mediante bases en el espacio rec´ıproco. En general,
e´ste ha sido el procedimiento ma´s a´mpliamente empleado. La atenuacio´n suave de
las pseudofunciones de onda en el interior del pseudopotencial permite describirlas
satisfactoriamente a trave´s de ondas planas. Este me´todo ofrece distintas propie-
dades interesantes:
• La eleccio´n de la base de ondas planas no depende de las posiciones io´nicas.
• Con una base determinada, la convergencia tan so´lo depende de un para´metro,
el l´ımite superior en el nu´mero de onda k en la expansio´n de Fourier.
• Las operaciones sobre las funciones de onda se pueden valer de algoritmos de
tranformaciones ra´pidas de Fourier (FTT en ingle´s), que escala eficientemente con
el nu´mero de a´tomos en la computacio´n, reducie´ndolo de N3 a N2lnN .
Sin embargo, los me´todos basados en ondas planas presentan ciertas dificul-
tades, especialmente con sistemas con una extensio´n finita. Trabajar en el espacio
rec´ıproco implica imponer condiciones de frontera que repliquen el sistema infini-
tamente, lo que significa que para nanoestructuras con alguna dimensio´n confinada
se ha de extender el taman˜o del sistema ma´s alla´ de lo que su representacio´n f´ısica
precisa. En estos casos se replica el sistema dejando suficiente espacio vac´ıo como
para asegurar que no existe interaccio´n entre re´plicas. Adema´s, el uso de FFT im-
plica la no localidad de los ca´lculos, con lo que este me´todo no puede aprovechar
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las ventajas a nivel de escalado que ofrecen los sistemas computacionales altamen-
te paralelos, puesto que persistentemente requiere comunicaciones globales entre
procesadores.
Para evitar estos inconvenientes, Chelikowsky et al. [31] desarrollaron me´to-
dos que realizan los ca´lculos en el espacio real. E´stos permiten la posibilidad de
no emplear condiciones perio´dicas de contorno, o hacerlo so´lo en las dimensiones
necesarias, con lo que se adecu´an a las necesidades del ca´lculo de estructuras confi-
nadas espacialmente. Y, puesto que la descripcio´n en el espacio real es local, estos
me´todos se pueden implementar con eficiencia en entornos paralelos, mostrando
un buen escalado con el nu´mero de a´tomos. La inherente localidad del formalis-
mo conlleva tambie´n que la matriz del Hamiltoniano no sea densa, con lo que se
pueden emplear algoritmos muy eficientes al trabajar con ella.
Es importante sen˜alar que, adema´s de sortear estos problemas, los me´todos
en el espacio real comparten y mejoran los beneficios de los me´todos basados en
ondas planas [32]. Estos me´todos presentan un u´nico para´metro para regular la
convergencia de los resultados, la distancia entre los puntos de la malla tridimen-
sional, en los que se solucionan las ecuaciones de KS, y no presentan ambigu¨edad
en la seleccio´n de la base, puesto que el formalismo no la precisa.
Las propiedades de estos me´todos los hacen especialmente interesantes para
estudiar sistemas confinados en una o ma´s dimensiones, como los que se describen
en esta memoria. Los resultados que se presentan en ella han sido obtenidos a trave´s
de computacio´n con el co´digo PARSEC [33], que emplea me´todos en el espacio real.
En el apartado siguiente describiremos detalles generales de su tratamiento de la
DFT.
2.5. Co´digo PARSEC
El co´digo PARSEC, como otras implementaciones de me´todos en espacio real,
representa las funciones de onda, la densidad electro´nica y los potenciales sobre
una malla tridimensional, ortogonal y uniforme en el espacio real [34]. Sus puntos
quedan definidos, para un taman˜o L dado de la supercelda, a trave´s de un u´nico
para´metro, h, que es el interespaciado entre puntos adyacentes. Este para´metro
sera´ el que controle la precisio´n nume´rica global de los ca´lculos. As´ı, la red de
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puntos en una instancia de la supercelda cumple
r(i, j, k) ≡ (xi, yj, zk) = (ih, jh, kh), (2.29)
con ı´ndices enteros i, j, k ∈ [1, L/h].
Si bajo esta descripcio´n se desea modelar un sistema con alguna direccio´n
extendida, basta con imponer condiciones de contorno perio´dicas en los extremos
relevantes de la celda. De este modo se pueden tratar sistemas perio´dicos tridi-
mensionales, como es habitual en los me´todos de ondas planas, pero ofreciendo
adema´s la posibilidad de tratar de forma efectiva sistemas confinados, y sistemas
perio´dicos en so´lo una o dos dimensiones.
Recordemos que la DFT nos permite escribir la energ´ıa del estado fundamen-
tal de un sistema de electrones e iones (con posiciones Ra) como un funcional
un´ıvoco de la densidad electro´nica ρ(r) del sistema:
E0[ρ] = T [ρ] + Ee-ion({~Ra}, [ρ]) + Eion-ion({~Ra}) + EH [ρ] + Exc[ρ], (2.30)
donde los diferentes te´rminos son la energ´ıa cine´tica electro´nica, la energ´ıa de
interaccio´n electro´n-ion, la energ´ıa de interaccio´n ion-ion, la energ´ıa de Hartree y
la energ´ıa de intercambio-correlacio´n. Una vez se encuentre la densidad electro´nica
que minimice este funcional se habra´ resuelto de forma autoconsistente el conjunto
de las ecuaciones de KS.
En cada una de la iteraciones de este proceso, el potencial que determina
las ecuaciones de KS (Ec. 2.15) se obtendra´ a partir de las contribuciones de los
pseudopotenciales y del u´ltimo valor obtenido para la densidad electro´nica (Ec.
2.12). El nuevo valor de la densidad electro´nica se obtendra´ de las soluciones
individuales para las funciones de onda electro´nicas (Ec. 2.16). En esta implemen-
tacio´n, el criterio de convergencia sobre el ca´lculo se impondra´ sobre la diferencia
entre los potenciales generados con las dos u´ltimas densidades electro´nicas. Una
vez que la diferencia entre dos pasos consecutivos sea lo suficientemente pequen˜a,
se considerara´ concluido el ca´lculo autoconsistente de las ecuaciones de KS y, de
ser necesario, se reevaluara´n las posiciones io´nicas del sistema, empleando como
criterio la magnitud de las fuerzas sobre los iones.
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2.5.1. Discretizacio´n del problema
Puesto que el objetivo es resolver las ecuaciones de KS (Ec. 2.15), deberemos
disponer de un modo de expresar las distintas magnitudes relevantes sobre la malla
de puntos. El te´rmino cine´tico en un punto dado, expresado a trave´s del Laplaciano
de la funcio´n de onda, se trata mediante una aproximacio´n por expansio´n en dife-
rencias finitas con M puntos vecinos al considerado. Este procedimiento conlleva
que la matriz del Hamiltoniano no sea estrictamente diagonal. Sin embargo, los M
componentes por fila que introduce son t´ıpicamente varios o´rdenes de magnitud
menores que las dimensiones del problema, con lo que en todo caso la mayor parte
de la matriz la componen ceros.
Los potenciales de Hartree y de intercambio-correlacio´n se obtienen direc-
tamente para los puntos de la malla a partir de la u´ltima densidad electro´nica
disponible y, puesto que ambos son locales, sus representaciones matriciales son
diagonales.
Se construye vH resolviendo la ecuacio´n de Poisson,∇2vH(r) = −4piρ(r), em-
pleando el me´todo del gradiente conjugado. Como paso previo, se establece una
carga total nula en la supercelda para evitar su divergencia en los casos en que
e´sta se replique.
Para obtener vxc se emplea la aproximacio´n LDA, bajo la cual su valor en cada
punto se obtiene encontrando el potencial de intercambio-correlacio´n de un gas
uniforme de elctrones con la misma densidad electro´nica que ese punto. PARSEC
emplea para ello el funcional de Ceperley-Alder [35] en la parametrizacio´n de
Perdew-Zunger [36].
El te´rmino io´nico en la ecuacio´n (2.12) se describe a trave´s de pseudopoten-
ciales io´nicos de norma conservada y con te´rminos no locales, separados a trave´s
del me´todo de Kleinman-Bylander. Las partes local y no local se combinan pa-
ra obtener la contribucio´n de un ion dado del sistema al potencial, V aion [30, 31].
El te´rmino no local se corresponde con una proyeccio´n angular dependiente del
momento, y su aplicacio´n a la funcio´n de onda (Ec. 2.15) se expresa como
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donde ra = r − Ra, ulm es la pseudofuncio´n de onda ato´mica correspondiente
al momento angular con nu´meros cua´nticos l y m, ∆Vl = Vl − Vloc relaciona la
componente l-e´sima del pseudopotencial io´nico Vl y el potencial local Vloc, y G
a
n,lm










La evaluacio´n de la expresio´n (2.31) requiere, en principio, contabilizar las
partes locales y no locales para todos los a´tomos del sistema, incluyendo las re´plicas
de los presentes en la supercelda. Sin embargo, no es necesario extender la suma
de los te´rminos no locales ma´s alla´ de un nu´mero finito de a´tomos, puesto que
fuera de su nu´cleo el pseudopotencial Vl vale −Z/r para todo l, con Z el nu´mero
de electrones de valencia del pseudopotencial. Esto conlleva que ∆Vl sea de corto
alcance y limita su extensio´n en el espacio. As´ı, las integrales (2.32) y (2.33) se
calculan sumando sobre los puntos de la malla que rodean a cada a´tomo.
Con respecto a la contribucion local del potencial io´nico, hay que tener en
cuenta que presenta una suma divergente en el origen debido al potencial de
Coulomb −Z/r. Esto puede ser evitado teniendo en cuenta que los pseudopo-
tenciales son de corto alcance en el espacio rec´ıproco. Si se calcula el te´rmino
local del potencial io´nico, Vion,loc, en el espacio rec´ıproco, luego puede ser trans-
ladado al espacio real empleando una FFT. El procedimiento para calcular este
te´rmino incluye un nu´mero de onda ma´ximo pi2/2h2, valor para el cual las FFT de
las funciones de onda y los potenciales requieren una malla que contenga (L/h)3
puntos [37]. Se emplea el factor de estructura Sion(q), para un vector de onda





que se efectu´a sobre las posiciones de los a´tomos en la supercelda. De ella se obtiene
la componente local del potencial io´nico como
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Vion,loc(q) = Sion(q)Vloc(q), (2.35)
para luego ser transformado sobre el espacio real con una FFT. Hay que subrayar
que, por el impacto de este algoritmo sobre la comunicacio´n entre procesadores,
que este proceso so´lo se realiza una vez para cada conjunto de posiciones io´nicas.
Antes de comenzar el bucle para encontrar una solucio´n autoconsistente para las
ecuaciones de KS se calcula el potencial io´nico local, que al depender tan so´lo de
las posiciones io´nicas no variara´ hasta que se muevan e´stas.
Tras los pasos descritos para llevar la ecuacio´n de KS (Ec. 2.15) a la malla














Cn3ψn(xi, yj, zk + n3h)
]
+
+[Vion(xi, yj, zk) + VH(xi, yj, zk)+
+Vxc(xi, yj, zk)]ψn(xi, yk, zk) = nψn(xi, yj, zk) . (2.36)
Como se ha comentado, la expresio´n matricial del problema esta´ cerca de ser
diagonal, con la expansio´n en diferencias finitas de los te´rminos cine´ticos y las
partes no locales de los potenciales io´nicos como los responsables de introducir las
entradas no diagonales. De todos modos, la densidad de la matriz es muy baja, y
el co´digo emplea algoritmos dirigidos a explotar esta caracter´ıstica para aumentar
la eficiencia de ca´lculo.
En este tipo de ca´lculos resulta clave la capacidad de paralelizacio´n del co´digo
para aprovechar las ventajas que ofrece operar en nodos computacionles con un
gran nu´mero de procesadores. El co´digo PARSEC emplea el esta´ndar MPI (Mes-
sage Passing Interface) para coordinar el ca´lculo en paralelo. El procedimiento
seguido consiste en subdividir el espacio en tantas regiones como procesadores
se dispongan para la computacio´n y, gracias a lo poco poblado de la matriz del
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Hamiltoniano, o a lo poco deslocalizado del ca´lculo, la comunicacio´n entre proce-
sadores es muy reducida. Esta independencia permite un mejor aprovechamiento
de los recursos computacionales, esquivando los cuellos de botella que impondr´ıa
la espera debida a las comunicaciones entre nu´cleos. As´ı pues, el co´digo PARSEC
muestra un buen escalado de su eficiencia con respecto al incremento del nu´mero
de procesadores, como se ilustra en la Fig. 2.1.
Figura 2.1: Escalado de la eficiencia computacional del co´digo PARSEC ante
paralelizacio´n para un problema tipo. Al reducir la comunicacio´n entre procesa-
dores, aumentar su nu´mero permite acercarse a una divisio´n ideal del problema
en partes iguales sin que esto conlleve un incremento importante de latencia
debida a dependencias cruzadas.
2.5.2. Fuerzas cua´nticas y relajacio´n
El ciclo de autoconsistencia se realiza bajo la aproximacio´n de Born-Oppenheimer,
o con las posiciones io´nicas fijas, pero cuando e´ste se haya completado se ha de
constatar que las posiciones io´nicas tomadas como paisaje de carga describen un
sistema estable. Para ello se calculan las fuerzas entre iones a trave´s de la siguiente
expresio´n:
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con E0 la energ´ıa alcanzada a trave´s del ciclo de autoconsistencia y R
j
a la j-e´sima
coordenada de la posicio´n del ion a.
Conociendo las fuerzas entre iones se puede determinar hacia do´nde habra´n
de moverse los iones para buscar una configuracio´n mas cercana al estado funda-
mental, situacio´n que se considerara´ alcanzada cuando la fuerza neta media sobre
el conjunto de los iones sea inferior a un valor umbral determinado.
Para obtener una expresio´n de las fuerzas a partir de la expresio´n (2.37),
se emplea el teorema de Hellmann-Feynman [38], que nos permite encontrar una
expresio´n para las fuerzas tomando la derivada del Hamiltoniano. En la formula-
cio´n empleada esto se corresponde a emplear el funcional energ´ıa, que presenta los
siguientes te´rminos:






+ EH [ρ] + Exc[ρ] + Eion-ion({Ra}) + α , (2.38)
donde la suma en n se hace sobre los estados ocupados y α es la contribucio´n de
la parte no coulombiana del pseudopotencial en q = 0.























en donde de nuevo nos encontramos con que el te´rmino local es divergente para
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Para este ca´lculo se obtiene la densidad de carga en el espacio rec´ıproco, ρ(q),
a trave´s de una FFT, partiendo de la solucio´n autoconsistente de las ecuaciones
de KS en el espacio real.
El te´rmino Fanoloc en (Ec. 2.39) es de corto alcance y, por tanto, se calcula en el
espacio real. Para evaluar el u´ltimo te´rmino en esa ecuacio´n, la fuerza entre iones
Faion−ion, en los sistemas perio´dicos se realizan dos sumas, una sobre los vectores de
la red y otra sobre los vectores de la red rec´ıproca, usando el me´todo de Ewald [39].
Con la suma de estos tres te´rminos se encuentra la fuerza total sobre cada
ion, Fa, que servira´ para determinar la direccio´n y magnitud de su movimiento en
caso de que el conjunto de las fuerzas sobre todos los iones no satisfagan el criterio
de estabilidad escogido para el ca´lculo.
Cap´ıtulo 3
Eficiencia del dopado negativo en
nanocristales de semiconductores




La bu´squeda de nuevos materiales que puedan servir como base para dis-
positivos altamente integrados, en el re´gimen del nano´metro, es de gran intere´s
dentro de la industria de los semiconductores. Entre estos materiales, son espe-
cialmente importantes los nanocristales semiconductores, tales como los puntos
cua´nticos (QDs) [40]. Adema´s de la ventaja que representa su reducido taman˜o,
los QDs ofrecen la posibilidad de controlar las propiedades de sus contrapartidas
macrosco´picas (tales como el band gap) al modificar su taman˜o. En este cap´ıtulo
mostramos que es posible realizar un ana´lisis basado en el confinamiento cua´ntico
para determinar co´mo dopar nanoestructuras eficientemente; ma´s concretamente,
demostramos que el dopado de tipo n en nanoestructuras en blenda de zinc es
ma´s eficiente cuando los dopantes sustituyen a a´tomos del sistema hue´sped en las
posiciones anio´nicas.
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Tanto en dispositivos electro´nicos como optoelectro´nicos es preciso que los
semiconductores se adapten a sus necesidades espec´ıficas a trave´s de dopado de
tipo p y de tipo n. Entre los factores ma´s relevantes que limitan la eficiencia del
dopado en los semiconductores esta´n la baja solubilidad de los a´tomos de impurezas
y la formacio´n de defectos que puedan inhibir las propiedades deseadas para los
estados electro´nicos que introduce la impureza. La solubilidad del donante puede
ser evaluada a partir su energ´ıa de formacio´n, la cual es una medida del coste
energe´tico que implica la introduccio´n de la impureza donante dentro del material
hue´sped. En el caso concreto del dopado de tipo n, que es el que consideraremos en
este estudio, en los semiconductores de tipo II-VI y III-V es posible que se formen
defectos conocidos como centros DX [41]. E´stos son de particular relevancia, puesto
que su formacio´n conlleva que un estado electro´nico donante, inicialmente poco
profundo, reduzca su energ´ıa hasta internarse en el medio del band gap del material
hue´sped. Para que este proceso se estabilice, se requiere la ocupacio´n completa de
este estado electro´nico, con lo que este defecto reduce netamente la poblacio´n
de portadores de carga negativos en el material, cuando precisamente se intenta
incrementarla a trave´s de su dopado.
La capacidad de dopado de los puntos cua´nticos de semiconductores se re-
duce en comparacio´n con la del material macrosco´pico debido a una solubilidad
restringida, manifestada a trave´s de unas energ´ıas de formacio´n desfavorables. Es-
pec´ıficamente, se ha visto que la energ´ıa de formacio´n de dopantes sustitucionales
de tipo p y n en QDs de Si aumenta, i.e., se desfavorece su insercio´n, al disminuir
el taman˜o del QD [42]. Se encuentra, adema´s, que la situacio´n es menos favora-
ble en QDs de GaAs dopados negativamente en posicio´n catio´nica, dado que se
encontro´ que el incremento en la energ´ıa de formacio´n del donante ven´ıa adema´s
acompan˜ada de la estabilizacio´n de defectos puntuales de tipo DX [25]. Sin em-
bargo, los QDs de semiconductores III-V pueden ser dopados sustituyendo las
posiciones tanto de cationes como de aniones. Por tanto, la cuestio´n que queremos
explorar es si tales tendencias de dopado desfavorables ocurrira´n en ambas posi-
ciones; i.e., ¿se hara´n menos favorables para el dopado las energ´ıas de formacio´n y
se estabilizara´n los defectos ante una reduccio´n del taman˜o f´ısico del sistema para
ambas posiciones de dopado, anio´nica y catio´nica?
Para analizar esta cuestio´n llevamos a cabo un estudio detallado de la energ´ıa
de formacio´n y la posible estabilizacio´n de los centros DX en QDs de InP con
dopado de tipo n, mostrando que los QDs de semiconductores III-V con estructura
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de blenda de zinc no deben doparse por sustitucio´n catio´nica sino anio´nica. Nos
encontramos con que las energ´ıas de formacio´n crecen al disminuir el taman˜o del
nanocristal para dopantes en ambas posiciones, catio´nica y anio´nica. Sin embargo,
la formacio´n de centros DX se ve favorecida, con respecto a su respuesta en la
posicio´n anio´nica, cuando el donante toma la posicio´n del catio´n.
3.1.2. Sistema
Hemos constru´ıdo QDs esfe´ricos de InP, con dia´metros de 1.50, 1.82 y 2.36
nm, a partir de la estructura de blenda de zinc del cristal (estos sistemas contie-
nen 87, 147 y 293 a´tomos de nu´cleo cristalino, respectivamente). Los enlaces no
saturados de los In y P en la superficie fueron pasivados usando a´tomos hidroge-
noides ficticios con carga fraccionaria [43]. Los nanocristales han sido centrados en
el a´tomo de In o de P que sera´ reemplazado en cada caso por la impureza externa.
Como dopantes, hemos utilizado un a´tomo de Si para sustituir al catio´n (SiIn), y
un a´tomo de Se para sustituir al anio´n (SeP). Las posiciones de todos los iones
que componen los QDs, a excepcio´n de aquellos que esta´n en la superficie, han
sido relajadas. Introducimos esta ligadura en la superficie para imitar el efecto de
una capa cobertora, que se manifiesta en la forma de pasivacio´n qu´ımica en los
nanomateriales semiconductores, tales como NWs o QDs, construidos en ciertas
condiciones experimentales [1, 44].
3.2. Energ´ıa de formacio´n
Al reemplazar un a´tomo de In (P) por un a´tomo de Si (Se) se introduce en
el nanocristal hue´sped un estado no degenerado con simetr´ıa a1 y cara´cter orbital
dominante s. El estado donante esta´ localizado sobre la impureza, tal y como
muestra la Fig. 3.1; se puede ver tambie´n que la simetr´ıa Td del cristal se preserva
en la vecindad de la impureza. Hemos calculado la energ´ıa de enlace de los estados
donantes en los QDs como la diferencia entre la energ´ıa de ionizacio´n y la afinidad
electro´nica de los nanocristales dopados y no dopados, respectivamente. Hemos
extrapolado nuestros ca´lculos hasta el l´ımite del cristal a trave´s de un ajuste a una
funcio´n exponencial, teniendo en cuenta que la energ´ıa de enlace viene determinada
por una interaccio´n coulombiana electro´n-hueco pra´cticamente no apantallada, tal
y como se ha hecho con QDs de Si con dopado de tipo n [42]. Dado que el cristal
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Figura 3.1: Densidad de carga asociada al estado donante introducido en el
nanocristal de InP de dia´metro 1.50 nm, dopado negativamente con SiIn (panel
izquierdo) y con SeP (panel derecho). Los s´ımbolos rojos y negros representan
a´tomos de In y P, respectivamente. La densidad de carga se representa al 30 %
de su valor ma´ximo.
de InP posee un excito´n con un gran radio de Bohr, hemos incluido en nuestros
ca´lculos nanocristales que contienen miles de a´tomos en su nu´cleo cristalino, tal
como se hizo al extrapolar la energ´ıa de enlace en los InP-QDs de tipo p [45].
Nuestro ca´lculo de la energ´ıa de enlace extrapolada al l´ımite cristalino se reduce
a un valor de 0.1 eV, lo cual esta´ en buen acuerdo con el cara´cter poco profundo
de los estados donantes en el cristal, segu´n se determina experimentalmente [46].
El ca´lculo de las energ´ıas de formacio´n para las impurezas requiere el uso
de los potenciales qu´ımicos de los elementos que son intercambiados en el nano-
cristal [25]. Estos potenciales se refieren a la energ´ıa de la fuente de part´ıculas
del cual los a´tomos son tomados, y dependen del entorno de trabajo. Dado que
estamos interesados en los efectos que el confinamiento cua´ntico introduce sobre
ciertas propiedades del sistema, podemos evitar la dependencia de los potenciales
qu´ımicos si calculamos las energ´ıas de formacio´n relativas al cristal, utilizando la
expresio´n
∆Ef = [ET,QD(XY)− ET,QD(puro)]− [ET,cristal(XY)− ET,cristal(puro)] , (3.1)
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donde ET,QD y ET,bulk representan las energ´ıas totales del nanocristal y cristal, res-
pectivamente, y XY = {SiIn, SeP}. Como se puede ver en la Fig. 3.2, las energ´ıas de
formacio´n aumentan mono´tonamente con el decrecimiento del dia´metro de los na-
nocristales, como consecuencia del creciente confinamiento cua´ntico. La similitud
entre el comportamiento de las energ´ıas de formacio´n para ambos sistemas se pue-
de explicar con argumentos simples basados en la estructura electro´nica. Dado que
tanto los estados de SiIn como los de SeP tienen un marcado cara´cter orbital s, de
manera semejante al primer orbital molecular desocupado (LUMO) (ver Fig. 3.1),
aque´llos reaccionara´n al confinamiento de forma semejante a este u´ltimo estado,
i.e., la energ´ıa de los estados electro´nicos se incrementara´ para menores dia´metros
del nanocristal o, equivalentemente, con el incremento de confinamiento cua´ntico.
Y, en tanto que los estados asociados con las impurezas esta´n ocupados por un
electro´n, en ambos casos e´stos contribuira´n a la energ´ıa total de los QDs, incre-
mentando as´ı la energ´ıa de formacio´n de los dopantes a trave´s de un incremento
en el valor del primer te´rmino de la parte derecha de la Ec. (3.1). Nuestro resulta-
do predice una menor concentracio´n de impurezas en QDs de InP con dopado de
tipo n en comparacio´n con el cristal debido a argumentos energe´ticos, siendo esto
independiente de si los dopantes esta´n situados en posicio´n catio´nica o anio´nica.
Se ha encontrado, adema´s, un incremento en las energ´ıas de formacio´n de impu-
rezas en distintos nanocristales [25, 42, 47], indicando con ello que esto podr´ıa ser
una propiedad intr´ınseca de estos nanomateriales, tal como han afirmado otros
autores [47].
3.3. Puntos cua´nticos dopados con silicio
En contraste con el comportamiento de la energ´ıa de formacio´n, hemos en-
contrado importantes diferencias entre los nanocristales dopados con SiIn y SeP
en lo que respecta a la formacio´n de centros DX. Estos centros se corresponden
con defectos negativamente cargados en los cuales, o bien las impurezas dopantes
o uno de sus primeros vecinos sufre un desplazamiento a lo largo de una direccio´n
principal del cristal que induce la ruptura de un enlace [41]. Para tener una refe-
rencia a partir de la cual entender la evolucio´n de las diferentes energ´ıas asociadas
a esto proceso de formacio´n, definimos como coordenada de configuracio´n Q el
desplazamiento del a´tomo dislocado con respecto a su posicio´n ideal.
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Figura 3.2: Energ´ıas de formacio´n relativas a las del cristal para las impurezas
SiIn (c´ırculos) y SeP (cuadrados) introducidas en los QD de InP.
3.3.1. Estructura
En el panel izquierdo de la Fig. 3.3 representamos los diagramas de configu-
racio´n obtenidos para los QDs de InP dopados con SiIn. En ellos encontramos dos
configuraciones que presentan un mı´nimo local en las energ´ıas totales de los QDs
cargados negativamente. En uno de estos mı´nimos (Q = 0), el electro´n extra ocupa
el estado de la impureza donante (panel izquierdo de la Fig. 3.1) y se preserva la
simetr´ıa Td del cristal. En el otro mı´nimo local (Q ' 2.4 a.u.), el a´tomo de Si rom-
pe uno de sus enlaces y sufre un desplazamiento a lo largo de la direccio´n 〈111〉,
adoptando una posicio´n intersticial, lo que se corresponde a la formacio´n del centro
DX (panel izquierdo de la Fig. 3.4). En esta u´ltima configuracio´n la simetr´ıa del
cristal se ve reducida, pasando de Td a C3v. Esta transformacio´n desde la configu-
racio´n Si−In hasta la de centro DX puede ser entendida en te´rminos de interaccio´n
electrosta´tica. En la configuracio´n con simetr´ıa Td, el a´tomo de Si negativamente
cargado esta´ enlazado a cuatro a´tomos de P, con cara´cter anio´nico, de modo que la
impureza experimenta una repulsio´n coulombiana con respecto a sus primeros ve-
cinos. Esta fuerza electrosta´tica desestabiliza la posicio´n con coordinacio´n cuatro
de la impureza, al ser “empujada” hacia una de las regiones intersticiales vecinas,
que alcanzara´ si pasa a trave´s de la barrera energe´tica que representa romper uno
de los enlaces Si-P. Puesto que la interaccio´n coulombiana es mayor para QDs ma´s
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pequen˜os (las funciones de onda electro´nicas esta´n ma´s localizadas en el espacio),
la barrera energe´tica que impide este desplazamiento crecera´ con el taman˜o del
nanocristal. Encontramos que las barreras energe´ticas para los QDs de diametro
1.50 nm, 1.82 nm y 2.36 nm son de 0.18 eV, 0.37 eV y 0.47 eV, respectivamente.
Figura 3.3: Diagramas de configuracio´n de QDs de InP con impurezas SiIn
(panel izquierdo) y SeP (panel derecho) cargadas negativamente.
Figura 3.4: Centros DX correspondientes a nanocristales de InP de 1.50 nm
de dia´metro, dopados con SiIn (panel izquierdo) y SeP (panel derecho). Se mues-
tra tambie´n la densidad de carga asociada con el autoestado que ocupa el par
electro´nico de mayor energ´ıa en el estado fundamental. Los s´ımbolos rojos y
negros representan los a´tomos de In y P, respectivamente. La densidad de carga
se representa al 30 % de su valor ma´ximo.
Cap´ıtulo 3. QDs de InP 40
3.3.2. Estructura electro´nica
La transformacio´n desde la configuracio´n Si−In a la de centro DX introduce
cambios importantes en la estructura electro´nica de los QDs dopados y, en par-
ticular, en la energ´ıa del estado de la impureza donante (ver panel izquierdo de
la Fig. 3.5). La reduccio´n en la simetr´ıa io´nica del nanocristal se ve acompan˜ada
de la separacio´n de tres estados degenerados con simetr´ıa t2 en un estado con de-
generacio´n simple (simetr´ıa a1) y dos doblemente degenerados (simetr´ıa e). Uno
de estos estados con degeneracio´n triple (t2c; ver la Fig. 3.5) genera un estado no
degenerado [a1(t2c)] que se acopla fuertemente con el estado donante durante la
deformacio´n del nanocristal. Como resultado de esta interaccio´n, el estado de la
impureza evoluciona hasta mostrar un cara´cter orbital dominante p y su posicio´n
desciende significativamente dentro de la banda de energ´ıas prohibidas. A la dife-
rencia de energ´ıa electro´nica derivada de esta interaccio´n se la ha considerado la
causante de la estabilizacio´n de los centros DX [25, 48]. Tal ganancia energe´tica
decrece cuando el taman˜o del nanocristal aumenta. Puesto que el estado de la im-
pureza en la configuracio´n DX posee un cara´cter orbital dominante diferente al del
LUMO, su energ´ıa no aumenta al mismo ritmo a causa del confinamiento cua´ntico
como lo hace en la posicio´n Td (la diferencia entre las energ´ıas de ambos estados
es de 1.22 eV, 0.97 eV y 0.84 eV para los QDs de 1.50 nm, 1.82 nm y 2.36 nm de
dia´metro, respectivamente). Au´n as´ı, este feno´meno no es el u´nico que contribuye
a la diferencia energe´tica neta al formarse el defecto, dado que nuestros resultados
muestran tambie´n cierta deformacio´n en los estados ocupados con cara´cter seme-
jante al de banda de valencia, comparado en este caso con el cara´cter del u´ltimo
orbital molecular ocupado (HOMO).
Globalmente, los argumentos coulombiano y de estructura electro´nica presen-
tados explican los diagramas de configuracio´n que se muestran en el panel izquierdo
de la Fig. 3.3. En el nanocristal ma´s pequen˜o, la configuracio´n con el a´tomo de
Si cargado negativamente y con coordinacio´n cuatro, que presenta simetr´ıa Td, es
inestable, y la configuracio´n que representa el mı´nimo global para el nanocristal
es aquella en la que el a´tomo impureza tiene coordinacio´n tres, dando lugar a una
simetr´ıa C3v (i.e., la configuracio´n de centro DX). Segu´n aumenta el taman˜o del
nanocristal, la diferencia entre los dos mı´nimos en las energ´ıas totales se ve reduci-
da y pasa a invertirse. En el l´ımite del cristal, la u´nica configuracio´n que presenta
un mı´nimo se corresponde con el cristal no deformado, con simetr´ıa Td.
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Figura 3.5: Estructura electro´nica de los nanocristales de InP con dia´metro
de 1.50 nm cargados negativamente, dopados con SiIn (panel izquierdo) y SeP
(panel derecho). Las flechas representan el estado de la impureza que esta´ ocu-
pado por el par electro´nico de mayor energ´ıa y los nu´meros entre pare´ntesis sus
caracteres orbitales proyectados (s/p). Las l´ıneas discontinuas se corresponden
con los niveles de energ´ıa de los estados HOMO y LUMO del nanocristal no
dopado, que son usadas como referencia.
3.4. Puntos cua´nticos dopados con selenio
En te´rminos de formacio´n de centros DX, la situacio´n que nos encontramos
al estudiar nanocristales dopados en el anio´n difiere significativamente de aquellos
dopados en el catio´n (ver panel derecho de la Fig. 3.3). Los diagramas de energ´ıas
totales con respecto a la coordenada de configuracio´n muestran un prominente
mı´nimo global para los nanocristales no deformados y con simetr´ıa Td (Q = 0).
En esta configuracio´n, el electro´n extra ocupa el estado de la impureza (panel
derecho de la Fig. 3.1), al igual que sucede con los QDs de Si−In no deformados.
Encontramos un segundo mı´nimo metaestable que se corresponde con la formacio´n
de un centro DX solamente para los dos nanocristales ma´s pequen˜os. En esta
u´ltima configuracio´n, un a´tomo de In con cara´cter io´nico que ha sido inicialmente
enlazado al a´tomo de Se rompe este enlace, sufre un desplazamiento a lo largo
de la direccio´n 〈111〉 y adopta una posicio´n intersticial (panel derecho de la Fig.
3.4). La deformacio´n io´nica que tiene lugar en este proceso es la equivalente a la
deformacio´n que ocurre en la formacio´n de los centros DX para los QDs de InP
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dopados con SiIn. Sin embargo, en este caso el a´tomo desplazado de su posicio´n
ideal es un primer vecino de la impureza, en lugar de ella misma.
3.4.1. Estructura
El mecanismo subyacente a esta transformacio´n puede ser tambie´n descrito a
trave´s de una interaccio´n coulombiana. La impureza Se−P con coordinacio´n cuatro,
situada en la posicio´n con simetr´ıa tetrae´drica, es estable (la impureza negati-
vamente cargada esta´ ahora rodeada por cationes en lugar de aniones, as´ı que
experimenta una atraccio´n coulombiana hacia sus primeros vecinos, y no la repul-
sio´n que sufre el Si−In). De todos modos, la acumulacio´n de carga electro´nica extra
alrededor de la impureza produce cierta inestabilidad en uno de los a´tomos de In
que enlazan con ella, el cual esta´ rodeado por la impureza ionizada y tres a´tomos
de P con cara´cter anio´nico. En estas circunstancias, la formacio´n de un centro DX
a partir de un nanocristal no deformado siempre implica atravesar altas barreras
energe´ticas (las encontradas para QDs con dia´metro de 1.50 nm y 1.82 nm son de
0.46 eV y 0.52 eV, respectivamente).
3.4.2. Estructura electro´nica
La diferencia en el a´tomo que causa la deformacio´n io´nica (un a´tomo catio´nico
al lado de la impureza y no ella misma) tambie´n introduce profundos cambios en
la estructura electro´nica de los QDs deformados. Cuando los nanocristales son
dopados en la posicio´n catio´nica, hay un estado antienlazante t2c localizado en
la impureza. Este estado acompan˜a a la impureza durante la deformacio´n del
cristal e interactu´a fuertemente con el estado donante. Cuando el nanocristal es
dopado por sustitucio´n del anio´n (ver panel derecho de la Fig. 3.5) no hay tal
estado, y el mayor efecto de la deformacio´n io´nica es el descenso en energ´ıa de
un estado vac´ıo (a1c) con la misma simetr´ıa y cara´cter orbital que el estado de la
impureza. Este estado cruza el nivel energe´tico de la impureza y captura el par de
electrones que ocupaban el estado donante. Como resultado de este proceso existe
una ganancia de energ´ıa, pero e´sta es despreciable si se compara con la obtenida
por el nanocristal dopado por sustitucio´n del catio´n. La energ´ıa del estado de la
impureza disminuye 0.24 eV y 0.13 eV en los nanocristales con dia´metro de 1.50
nm y 1.82 nm, respectivamente.
Cap´ıtulo 4
Eficiencia del dopado negativo en
nanohilos de semiconductores




Los nanohilos (NWs) semiconductores son de gran intere´s tanto desde un pun-
to de vista fundamental como tecnolo´gico [49]. Sus reducidas dimensiones ofrecen
la posibilidad de ajustar sus caracter´ısticas electro´nicas y o´pticas con respecto a
sus contrapartidas macrosco´picas al explotar los efectos del confinamiento cua´nti-
co. Adema´s, pueden transportar eficientemente portadores de carga ele´ctrica y han
sido utilizados como bloques ba´sicos en la construccio´n de dispositivos electro´nicos
y optoelectro´nicos funcionales dentro del re´gimen del nano´metro. Con tales propie-
dades, se considera que los NWs semiconductores son materiales que desempen˜ara´n
en el futuro un papel prominente en la industria de los semiconductores.
Sin embargo, el reducido taman˜o de las nanoestructuras puede tambie´n traer
consigo caracter´ısticas no deseadas para el funcionamiento de dispositivos que uti-
licen dopado de tipo p o de tipo n. Por ejemplo, se ha mostrado que en los puntos
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cua´nticos (QDs) semiconductores la solubilidad de los a´tomos de impurezas puede
reducirse en comparacio´n con la observada en el cristal [25, 42, 47]. Se ha encon-
tranto tambie´n que el confinamiento cua´ntico puede causar la aparicio´n de defectos
que inhiben las caracter´ısticas que se esperan para los estados electro´nicos de las
impurezas [25, 50]. En este cap´ıtulo mostramos que estas circunstancias pueden
darse tambie´n en NWs semiconductores III-V que cristalizan en una estructura de
blenda de zinc. En particular, mostramos que la solubilidad del dopante en NWs
de tipo n, evaluada a trave´s de su energ´ıa de formacio´n, decrece mono´tonamente al
disminuir el dia´metro del nanomaterial. Mostramos, adema´s, que existen posicio-
nes para el dopante que favorecen la estabilizacio´n de centros DX en los NWs. La
formacio´n de estos defectos inhibe la contribucio´n de los dopantes a la poblacio´n
de portadores de carga libres, limitando as´ı la utilidad tecnolo´gica de los NWs. En
este proceso los niveles de energ´ıa de los estados aportados por la impureza puden
disminuir hasta 1 eV dentro del gap fundamental.
En este cap´ıtulo mostramos los resultados obtenidos con ca´lculos ab initio
en NWs de InP. El propo´sito de estudiar estos NWs es doble. En primer lugar,
los NWs de InP dopados negativamente esta´n entre las estructuras con las que se
han hecho avances prometedores en el a´mbito experimental, incluyendo la imple-
mentacio´n de diodos y transistores de efecto campo al unirlos con NWs de InP
con dopado de tipo p [15, 51]. Con este estudio intentamos ampliar la informa-
cio´n disponible que sea de utilidad a la hora de disen˜ar dispositivos y aplicaciones
basados en NWs de InP de tipo n. En segundo lugar, y con una perspectiva ma´s
fundamental, estos resultados nos permiten establecer una comparacio´n con los
que hemos obtenido para QDs de InP de tipo n y que se muestran en el tercer
cap´ıtulo de esta tesis. Con esta comparacio´n pretendemos observar la influencia de
la distinta dimensionalidad del material en las propiedades de las nanoestructuras
semiconductoras dopadas negativamente.
4.1.2. Sistema
Construimos modelos cil´ındricos de NWs de InP con dia´metros de 0.94 nm,
1.41 nm y 1.88 nm. Estos NWs esta´n orientados a lo largo de la direccio´n zˆ ≡ 〈111〉
de la estructura de blenda de zinc y han sido pasivados utilizando a´tomos hidroge-
noides ficticios con carga fraccionaria [43]. Dopamos negativamente los NWs en su
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eje, introduciendo las impurezas tanto en posicio´n catio´nica como anio´nica. Con-
cretamente, utilizamos un a´tomo de Si para sustituir al catio´n (SiIn) y un a´tomo
de Se para sustituir al anio´n (SeP).
Consideramos seis capas de InP extendie´ndose ortogonalmente a zˆ, que son
replicadas so´lo en esta direccio´n empleando condiciones de contorno perio´dicas.
As´ı, trabajamos con una supercelda unidimensional con dos veces el taman˜o de la
celda primitva, la cual tiene tres capas de InP a lo largo de zˆ. Hacemos esto para
eliminar las interacciones entre impurezas, dejando a los dopantes separados 2
√
3 a
en zˆ, siendo a la constante de red del cristal. En nuestros ca´lculos so´lo consideramos
el punto Γ de la zona de Brillouin. Para las direcciones no perio´dicas xˆ e yˆ definimos
un dominio cil´ındrico con un radio suficientemente grande como para permitir que
las funciones de onda de Kohn-Sham se anulen antes de llegar a la frontera. A
todos los a´tomos en los NWs se les ha permitido relajar sus posiciones, excepto
para aque´llos que se encuentran en su superficie. Esta limitacio´n se introduce para
imitar las condiciones experimentales en las que NWs de InP esta´n cubiertos con
capas amorfas cobertoras [15, 52]. Su principal efecto es hacer electro´nicamente
inertes los estados superficiales de los NWs, pero tambie´n reduce la importancia
de la relajacio´n en la capa ma´s externa de los NWs.
En este cap´ıtulo nos interesaremos por la eficiencia del dopado de tipo n en
los NWs, estudiando la energ´ıa de formacio´n de las impurezas y la posible estabi-
lizacio´n de defectos de tipo centro DX. El primer factor afecta a la dopabilidad del
sistema a trave´s de consideraciones energe´ticas, dado que es una medida del coste
de energ´ıa ligado a la introduccio´n del dopante en el material hue´sped. Los centros
DX esta´n entre los defectos ma´s relevantes que pueden presentarse en los mate-
riales semiconductores II-VI y III-V con dopado negativo [41], puesto que pueden
impedir un dopado eficiente de los NWs al introducir en los estados donantes un
descenso en energ´ıas hacia el centro del band gap. En nuestros ca´lculos empleamos
dopantes introducidos en los NWs mediante sustitucio´n ato´mica tanto en posicio´n
catio´nica como anio´nica, con objeto de plantear una comparacio´n que muestre la
opcio´n ma´s eficiente a la hora de escoger la posicio´n de dopado.
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Figura 4.1: Densidad de carga asociada al estado donante introducido en el
NW de InP con dia´metro de 0.94 nm al dopar con SiIn (izquierda) y con SeP (de-
recha). Los s´ımbolos negros y rojos representan iones de In y P, respectivamente.
La densidad de carga se muestra al 40 % de su valor ma´ximo.
4.2. Energ´ıa de formacio´n
Al dopar negativamente los NWs de InP se introduce en el nanomaterial
hue´sped un estado electro´nico no degenerado debido a la impureza, con simetr´ıa
a1 y cara´cter orbital dominante s, tal y como se muestra en la Fig. 4.1. La energ´ıa
de formacio´n del dopante, Ef , se puede obtener a partir de la expresio´n
Ef (XY) = ET,NW (XY)− ET,NW (puro) + µ(Y)− µ(X), (4.1)
en donde ET,NW representa la energ´ıa total del nanomaterial, µ(X) y µ(Y) son
los potenciales qu´ımicos de los elementos intercambiados en los NWs, y XY =
{SiIn, SeP}. Los potenciales qu´ımicos esta´n referidos a la energ´ıa de las fuentes de
part´ıculas de los que son obtenidos los a´tomos y dependen del entorno de trabajo.
Su aparicio´n en las ecuaciones se puede evitar si nos centramos en los efectos que
el confinamiento cua´ntico tiene en la energ´ıa de formacio´n; es decir, al computar
la energ´ıa de formacio´n con respecto a la que se obtiene en el cristal:
∆Ef = [ET,NW (XY)− ET,NW (puro)]− [ET,cristal(XY)− ET,cristal(puro)] , (4.2)
en donde ET,cristal representa la energ´ıa total para el sistema macrosco´pico.














Figura 4.2: Los tria´ngulos representan las energ´ıas de formacio´n en los NWs
de InP, relativas a las encontradas en el cristal, de las impurezas SiIn (azul) y
SeP (verde) introducidas, en relacio´n al dia´metro de las estructuras. Los c´ırculos
se corresponden con las energ´ıas de formacio´n relativas de las impurezas SiIn
(negro) y SeP (rojo) al ser introducidas en nanocristales esfe´ricos de InP, prove-
niente de los resultados presentados en el tercer cap´ıtulo de esta memoria. En
todos los casos se observa un crecimiento mono´tono de la energ´ıa de formacio´n
relativa con el aumento del confinamiento cua´ntico. La menor dimensionalidad
de los QDs con respecto a los NWs conlleva adema´s que, para un dia´metro da-
do, la energ´ıa de formacio´n relativa de las impurezas sea mayor en los primeros,
confinados en las tres dimensiones.
Como podemos ver en la Fig. 4.2, la energ´ıa de formacio´n para ambas impu-
rezas, SiIn y SeP, crece mono´tonamente al decrecer el dia´metro de los NWs. La
similitud en el comportamiento de las energ´ıas de formacio´n para ambas impurezas
puede explicarse como resultado del confinamiento. En materiales semiconducto-
res, el confinamiento cua´ntico ampl´ıa la banda fundamental de energias prohibidas
del cristal macrosco´pico al incrementar la energ´ıa del mı´nimo de banda de conduc-
cio´n (CBM) y reducir la del ma´ximo de la banda de valencia (VBM). Los estados
asociados a las impurezas, representados en la Fig. 4.1, poseen cara´cter orbital
dominante s, caracter´ıstico del CBM, y por tanto reaccionan al confinamiento de
forma semejante a como lo hace este estado. As´ı pues, los estados electro´nicos
de los dopantes crecen en energ´ıa con la disminucio´n del dia´metro de los NWs
o, equivalentemente, con el aumento del confinamiento cua´ntico. Tal incremento
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en la energ´ıa del estado electro´nico con ocupacio´n unidad se refleja en la energ´ıa
total del nanomaterial dopado, lo que conlleva un incremento de la energ´ıa de
formacio´n de las impurezas, siguiendo la relacio´n que se establece en la Ec. (4.2).
Nuestro estudio predice una menor concentracio´n de impurezas en NWs de InP
dopados negativamente en comparacio´n con el cristal igualmente dopado debido
a argumentos energe´ticos. Esta limitacio´n en la capacidad de dopado es ma´s rele-
vante para los NWs ma´s pequen˜os, y es independiente de que los dopantes sean
colocados en posicio´n anio´nica o catio´nica. Entre estas dos formas de dopado tan
so´lo encontramos diferencias cuantitativas, que van en favor del primero.
En la Fig. 4.2 representamos tambie´n las energ´ıas de formacio´n relativas de
las impurezas de SiIn y SeP en QDs de InP, obtenidas en nuestro estudio previo de
estos sistemas [50]. Estos datos corroboran el aumento de la energ´ıa de formacio´n
como consecuencia del confinamiento cua´ntico como propiedad intr´ınsica de los
nanomateriales. En los nanocristales aplicamos los mismos argumentos electro´nicos
para explicar la tendencia. Los estados electro´nicos esta´n confinados en un dominio
f´ısico tridimensional, lo cual se refleja a trave´s de mayores energ´ıas de formacio´n
relativas para un dia´metro dado que en los NWs, en los que el confinamiento so´lo
se manifiesta en la direccio´n radial. Nuestros ca´lculos predicen un incremento en
las energ´ıas de formacio´n de los dopantes con el progresivo decrecimiento de la
dimensionalidad de los nanomateriales o, en otras palabras, con el aumento del
nu´mero de dimensiones confinadas.
4.3. Centros DX
Al contrario de lo que sucede con la energ´ıa de formacio´n, la posicio´n en la
que sustituye la impureza es determinante en lo relativo a la formacio´n de defectos
del tipo centro DX. Estos centros son defectos cargados negativamente en los cua-
les o bien el mismo donante, o bien uno de sus vecinos, sufre un desplazamiento
acompan˜ado de la ruptura de un enlace que introduce un nivel en medio de la
banda de energ´ıas prohibidas, lo que en conjunto impide la actividad electrica de
otros donantes [41] . En sistemas macrosco´picos, los defectos de tipo DX pueden
aparecer al mezclar el material con otros elementos o al incrementar la presio´n
hidrosta´tica ejercida sobre el material. Trabajos recientes en QDs semiconducto-
res han mostrado que estos defectos pueden tambia´n aparecer como consecuencia
del confinamiento cua´ntico en tres dimensiones [25, 50]. Su formacio´n en NWs
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semiconductores todav´ıa no esta´ estudiada, y e´ste es precisamente es el objetivo
de este cap´ıtulo.
La naturaleza altamente anisotro´pica de los NWs obliga a diferenciar entre
las dislocaciones io´nicas que ocurren a lo largo de la direccio´n axial de los NWs y
aquellas que ocurren con un componente en la dimensio´n radial. Las primeras se
corresponden con desplazamientos, acompan˜ados de la ruptura de un enlace a lo
largo de zˆ ≡ 〈111〉, mientras que en las segundas los enlaces rotos son los de las
direcciones equivalentes en el cristal de blenda de zinc, 〈11¯1¯〉, 〈1¯11¯〉 y 〈1¯1¯1〉, siendo
las tres indistinguibles en la simetr´ıa de la nanoestructura. Definiendo la coordena-
da generalizada Q como el desplazamiento del a´tomo dislocado con respecto a su
posicio´n ideal podremos dar cuenta de las variaciones energe´ticas relevantes para
la formacio´n de centros DX en los NWs. La energ´ıa de formacio´n de los centros
DX se determina a trave´s de una comparacio´n directa entre la energ´ıa total del
sistema cargado negativamente en la configuracio´n de centro DX y la energ´ıa total
del sistema cargado negativamente que respeta localmente la simetr´ıa tetragonal
en torno a la impureza.
4.3.1. Nanohilos dopados con silicio
En la Fig. 4.3 se muestra el diagrama de configuracio´n obtenido para el NW
de InP dopado con SiIn, tanto para las dislocacio´n axial como para la radial.
Encontramos que los NWs cargados negativamente presentan dos configuraciones
con un mı´nimo local de energ´ıa en todos los dia´metros estudiados. Uno de esos
minimos (Q = 0) se corresponde con el estado Si−In, en donde el electro´n extra
presente en la supercelda ocupa el estado de la impureza donante, representado
en la Fig. 4.1. El otro minimo de energ´ıa (Q ∼ 2.5 a.u.) se corresponde con la
formacio´n del centro DX, que resulta del desplazamiento del a´tomo de Si a lo
largo de una de las cuatro direcciones tetrahe´dricas (la axial y las tres radiales),
adoptando finalmente una posicio´n intersticial (Fig. 4.4). La transformacio´n desde
la configuracio´n Si−In hasta la de centro DX puede justificarse a trave´s de una fuerza
coulombiana. Cuando Q = 0, el a´tomo de Si cargado negativamente esta´ enlazado
a cuatro a´tomos de P, de cara´cter anio´nico, con lo que experimenta una fuerza
coulombiana repulsiva que ayuda a sobrepasar la barrera de potencial que se deriva
de la rotura de uno de los enlaces Si-P. En la configuracio´n de centro DX, el a´tomo
de Si cargado negativamente esta´ enlazado a tres a´tomos de P, teniendo como
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segundos vecinos tres a´tomos catio´nicos de In. Es de esperar que las interaciones
electrosta´ticas en el NW decrezcan al incrementar el dia´metro de e´stos, dado que
las funciones de onda electro´nicas estara´n menos localizadas en el espacio. En
efecto, las barreras energe´ticas crecen mono´tonamente con el dia´metro, como se
observa en las deformaciones axiales, a partir de las cuales se calculan barreras de
0.30 eV, 0.46 eV y 0.70 eV para los NWs con dia´metros de 0.94 nm, 1.41 nm y
1.88 nm, respectivamente. Los movimientos radiales muestran la misma tendencia,
aunque con variaciones que pueden atribuirse a efectos de superficie; es decir, a la
proximidad del a´tomo desplazado a la superficie del material.
Figura 4.3: Diagramas de configuracio´n para los NWs de InP dopados con SiIn
y cargados negativamente, para deformacio´n axial y radial. A efectos compara-
tivos, se incluyen los resultados obtenidos en la deformacio´n en un nanocristal
con un dia´metro semejante al del mayor NW considerado (tria´ngulos rojos).
El a´tomo de Si que se introduce como impureza se desplaza para crear centros
DX en los NWs, y esto conlleva una reduccio´n significativa de la energ´ıa del estado
electro´nico de la impureza dentro de la banda de energ´ıas prohibidas, como se
muestra en la Fig. 4.5. Esto sucede porque durante la deformacio´n (i.e., segu´n
Q aumenta) el estado de la impureza se acopla con un estado vac´ıo, adquiriendo
un cara´cter orbital dominante p, distinto del que muestra el CBM. En el caso
de deplazamientos a lo largo de la direccio´n axial, tal estado es un estado vac´ıo
con simetr´ıa a1 (a1c). Para los desplazamientos radiales, el estado relevante es
aquel que resulta de la separacio´n de un estado doblemente degenerado en la
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Figura 4.4: Configuracio´n de centro DX para el NW de InP de 0.94 nm de
dia´metro dopado con SiIn, obtenido a partir de deformacio´n axial y radial. Se
muestra tambie´n la densidad de carga asociada al autoestado que hospeda al
par electro´nico de mayor energ´ıa. La densidad de carga se muestra al 40 %
de su valor ma´ximo. Los s´ımbolos negros y rojos representan iones de In y P,
respectivamente.
banda de conduccio´n con simetr´ıa e (a1(ec), esta separacio´n es consistente con la
reduccio´n de la simetr´ıa io´nica en el NW durante la deformacio´n). Pero el resultado
alcanzado en ambos casos es similar: el nivel de la impureza se hunde dentro
de la banda de energ´ıas prohibidas. La energia electro´nica que el sistema gana
con esta intereccio´n disminuye a medida que el dia´metro de los NWs aumenta.
Puesto que el estado de la impureza en Q = 0 posee un cara´cter dominante s,
de tipo CBM, e´ste aumentara´ su energ´ıa ma´s ra´pidamente como consecuencia
del confinamiento cua´ntico que en la posicio´n asociada al centro DX, en donde
su cara´cter orbital no es de tipo CBM. La diferencia en energ´ıa de este estado
entre ambas configuraciones es 1.11 eV, 0.94 eV y 0.75 eV para los deplazamientos
axiales en los NWs con dia´metros de 0.94 nm, 1.41 nm y 1.88 nm, respectivamente.
Los resultados para el desplazamiento radial son 1.06 eV, 0.91 eV y 0.74 eV.
En general, los argumentos electrosta´tico y de estructura electro´nica que pre-
sentamos explican los diagramas de configuracio´n mostrados en la Fig. 4.3. Los
centros DX se hacen progresivamente ma´s relevantes a medida que se reduce el
taman˜o de los NWs, con lo que la dislocacio´n axial se consolida como la confi-
guracio´n global de mı´nima energ´ıa en el NW ma´s pequen˜o. Las diferencias entre
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Figura 4.5: Estructura electro´nica de los NWs de InP con dia´metro de 0.94
nm, dopados con SiIn y cargados negativamente, bajo deformacio´n axial y ra-
dial. Las flechas sen˜alan la doble ocupacio´n del estado de la impureza, y los
nu´meros entre pare´ntesis muestran su cara´cter orbital proyectado (s/p). Las
l´ıneas discontinuas, empleadas como referencia, se corresponden con los l´ımites
de las bandas de conduccio´n y de valencia para el NW puro.
desplazamientos axial y radial es ma´s acusada para los NWs ma´s pequen˜os debi-
do a efectos de superficie, mientras que estas diferencias se hacen marginales al
aumentar el taman˜o de los NWs.
Tambie´n se representa en la Fig. 4.3 el diagrama de configuracio´n para el QD
de InP dopado con SiIn con dia´metro similar al mayor de los NWs estudiados [50].
En los nanocristales deja de ser relevante la diferenciacio´n entre deformacio´n axial
y radial, y los desplazamientos a lo largo de las cuatro direcciones de enlace de
la estructura de blenda de zinc dan el mismo resultado. As´ı, en la Fig. 4.3 el
diagrama de configuracio´n para el QD es sime´trico con respecto a Q = 0. La
comparacio´n entre la dos curvas superiores en la Fig. 4.3 muestra claramente el
efecto que la diferente dimensionalidad de los nanomateriales tiene en la formacio´n
de los centros DX, vie´ndose la formacio´n de este defecto favorecida cuando la
dimensionalidad es menor. En los QDs, las funciones de onda esta´n ma´s localizadas
en el espacio, con lo que las interacciones electrosta´ticas se incrementan. Esto
explica la menor barrera energe´tica entre las configuraciones Si−In y de centro DX
en el nanocristal comparado con el NW con dia´metro de 1.88 nm (0.37 eV y 0.70
Cap´ıtulo 4. NWs de InP 53
eV, respectivamente). Adema´s, el confinamiento cua´ntico en un nu´mero mayor
de dimensiones en los QDs hace que la energ´ıa ganada por el descenso del nivel
electro´nico asociado a la impureza dentro del band gap sea mayor (0.97 eV para
el QD representado en la Fig. 4.3, comparado con el valor de 0.70 eV para el NW
con un dia´metro equivalente). La posicio´n intersticial de la impureza, asociada con
la configuracio´n de centro DX, es energe´ticamente ma´s estable en los QDs que en
los NWs.
4.3.2. Nanohilos dopados con selenio
La formacio´n de centros DX esta´ menos favorecida en los NWs de InP dopa-
dos con SeP, como se muestra en la Fig. 4.6. La dislocacio´n de los NWs genera
un mı´nimo de energ´ıa que tan so´lo conlleva la metaestabilidad de la configura-
cio´n para los dia´metros mas pequen˜os, y que ra´pidamente desaparece cuando el
dia´metro se incrementa. La deformacio´n de la estructura io´nica que tiene lugar en
este proceso responde en esta ocasio´n al desplazamiento de un a´tomo de In que
esta´ inicialmente enlazado a la impureza de Se. El a´tomo de In rompe su enlace con
la impureza y se desplaza a lo largo de las direcciones axial o radiales, adoptando
finalmente una posicio´n intersticial (ver la Fig. 4.7). El hecho de que el a´tomo
desplazado no sea la impureza sino uno de sus primeros vecinos es consistente con
los argumentos electrosta´ticos. A Q = 0 la impureza Se−P es estable, dado que ex-
perimenta una atraccio´n coulombiana hacia sus cuatro primeros vecinos, que son
a´tomos de In con cara´cter catio´nico. Sin embargo, la acumulacio´n extra de carga
ele´ctrica alrededor de la impureza introduce cierta inestabilidad en sus primeros
vecinos, favoreciendo que la impureza negativamente cargada disminuya su distan-
cia con tres de ellos, dejando al cuarto libre, con lo que este u´ltimo se ve atra´ıdo
por los a´tomos de P vecinos, con cara´cter anio´nico. Nuestros datos muestran que
la formacio´n de los centros DX desde la configuracio´n no distorsionada de los NWs
implica sobrepasar barreras de energia mayores que en el caso de NWs dopados
con SiIn. Sus magnitudes son de 0.55 eV y 0.74 eV para las dislocaciones axial y
radial, respectivamente, en el ma´s NW ma´s pequen˜o, comparados con los valores
de 0.30 eV y 0.39 eV para el mismo taman˜o de NW dopado a trave´s de sustitucio´n
catio´nica.
La estructura electro´nica de los NWs dopados con SeP muestra tambie´n di-
ferencias importantes respecto de los sistemas dopados en el catio´n (Fig. 4.8). La
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Figura 4.6: Diagramas de configuracio´n para los NWs de InP dopados con SeP
y cargados negativamente, para deformacio´n axial y radial. A efectos compara-
tivos, se incluyen los resultados obtenidos en la deformacio´n en un nanocristal
con un dia´metro semejante al del mayor NW considerado (tria´ngulos rojos). La
l´ınea punteada indica que la curva de energ´ıa se obtuvo a trave´s de un u´nico
proceso de miminizacio´n, en lugar de emplear valores fijos de Q (c´ırculos) como
en el resto de las curvas. Se procede as´ı debido a la ausencia de un mı´nimo local
correspondiente al centro DX.
disminucio´n de la energ´ıa del estado asociado a la impureza durante la distor-
sio´n es menos dra´stica que en los NWs dopados con SiIn. En este caso el estado
de la impureza no ocupa una posicio´n tan profunda en el band gap y por tanto
contribuye en menor medida a la estabilizacio´n de los centros DX. Con respecto
a la deformacio´n estructural, en los NWs dopados con SeP el a´tomo desplazado
no es la impureza, y no hay un estado vac´ıo localizado sobre ella que interactu´e
fuertemente con el estado donante, como ocurre para los NWs dopados con SiIn.
La deformacio´n io´nica se limita a reducir la energ´ıa de un estado vac´ıo con la
misma simetr´ıa a1 y cara´cter CBM que el estado de la impureza. Este estado se
cruza con el nivel de la impureza, capturando el par de electrones que lo ocupaban.
Tanto la deformacio´n axial como la radial experimentan el mismo proceso, y la
alta asimetr´ıa mostrada por las curvas de energ´ıas totales axial y radial (Fig. 4.6)
se debe a efectos de superficie, dado el espacio que precisa el centro DX para for-
marse cuando la impureza se encuentra en posicio´n anio´nica. No´tese que el a´tomo
que sufre la distorsio´n radial esta´ mucho ma´s cerca de la superficie que en el caso
de los NWs dopados con SiIn. En consecuencia, nuestros resultados muestran que
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Figura 4.7: Configuracio´n de centro DX para el NW de InP de 0.94 nm de
dia´metro dopado con SeP, obtenido a partir de deformacio´n axial y radial. Se
muestra tambie´n la densidad de carga asociada al autoestado que hospeda al
par electro´nico de mayor energ´ıa. La densidad de carga se muestra al 40 % de
su valor ma´ximo. Los s´ımbolos negros y rojos representan a´tomos de In y P,
respectivamente.
la formacio´n de centros DX a trave´s de dislocacio´n radial esta´ claramente ma´s
penalizada en el caso de NWs dopados con SeP que en aquellos dopados en el
catio´n.
En la Fig. 4.6 se ha introducido tambie´n el diagrama de configuracio´n de nues-
tros resultados previos para el QD de InP dopado negativamente con un dia´metro
equivalente al del mayor de los NWs estudiados. Como ya se ha discutido, los
aspectos electrosta´ticos y de estructura electro´nica relevantes para la formacio´n
de defectos esta´n ma´s acentuados en los QDs que en los NWs, y de nuevo vemos
co´mo la formacio´n de centros DX esta´ ma´s favorecida en los QDs, que presentan
confinamiento cua´ntico en tres dimensiones. El diagrama de configuracio´n para el
nanocristal muestra un mı´nimo local de energ´ıa correspondiente a la formacio´n del
centro DX, mientras que en el NW con similar dia´metro e´ste no aparece.
Cap´ıtulo 4. NWs de InP 56
Figura 4.8: Estructura electro´nica de los NWs de InP con dia´metro de 0.94 nm,
dopados con SeP y cargados negativamente, bajo deformacio´n axial y radial. Las
flechas sen˜alan la doble ocupacio´n del estado de la impureza, y los nu´meros entre
pare´tesis muestran su cara´cter orbital proyectado (s/p). Las l´ıneas discontinuas,
empleadas como referencia, se corresponden con los l´ımites de las bandas de
conduccio´n y de valencia para el NW puro.
4.4. Ca´lculos bajo la aproximacio´n GW
Como se ha mencionado en el segundo cap´ıtulo de esta tesis, la aproxima-
cio´n LDA para el potencial de intercambio-correlacio´n no reproduce con precisio´n
los valores experimentales de magnitudes que dependan de estados excitados del
sistema, como el band gap [53]. Aunque esto no compromete los argumentos pre-
sentados a lo largo de este cap´ıtulo, puesto que se apoyan en diferencias entre
energ´ıas totales de estados fundamentales, creemos conveniente reforzar los re-
sultados obtenidos en lo que respecta a la posicio´n relativa del estado donante
dentro de la banda de energ´ıas prohibidas. Para ello recurrimos a un formalismo
de muchos cuerpos, que extiende los ca´lculos para estados excitados del sistema.
Los me´todos que abordan el problema de muchos cuerpos consideran las
energ´ıas del par excitado electro´n-hueco (considerado conjuntamente como una
pseudopart´ıcula, el excito´n), y a partir de ellas se calculan las autoenerg´ıa electro´ni-
cas a trave´s de teor´ıa de perturbaciones. En te´rminos generales, la aproximacio´n
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GW se pone en pra´ctica dentro de un formalismo que trabaja con la funcio´n de co-
rrelacio´n entre part´ıculas, o funcio´n de Green, y plantea la expresio´n del operador
autoenerg´ıa aplicado sobre ella como una expansio´n sobre el potencial apantallado
W en lugar del potencial “desnudo” coulombiano [54]. Esta aproximacio´n trunca
esta expansio´n y considera tan so´lo el te´rmino lineal.
Nuestros ca´lculos han sido realizados empleando una implementacio´n en el
espacio real del me´todo GW+BSE [55]. Sobre las estructuras obtenidas a trave´s
del co´digo PARSEC, bajo DFT-LDA, se computan de nuevo las energ´ıas de los
niveles electro´nicos para las configuracio´n no deformada y la asociada con el centro
DX (Fig. 4.9). Nos interesa comprobar la diferencia de energ´ıas entre el estado
de la impureza en ambas configuraciones, puesto que es determinante para la
estabilizacio´n del defecto. Estos ca´lculos se han realizado sobre el NWs de 0.94 nm
de dia´metro, dopado tanto con sustitucio´n catio´nica como anio´nica y contemplando
defectos en las direcciones axial y radial. Encontramos que los ca´lculos realizados
con la aproximacio´n LDA subestiman esta diferencia de energ´ıa para todos los
NWs en la misma magnitud (0.4 eV), cuando se comparan con los resultados
que obtienen con el me´todo GW. Estos resultados indican que los centros DX
son cuantitativamente ma´s estables de lo predicho por los ca´lculos realizados bajo
DFT-LDA, aunque refuerzan su descripcio´n cualitativa.


















Figura 4.9: Niveles de energ´ıa de los estados electro´nicos en torno al band gap
para el NW con 0.94 nm de dia´metro, dopado con SiIn y cargado negativamente.
Se comparan los resultados obtenidos mediante la aproximacio´n LDA con las
que resultan del me´todo GW. En cada uno de los casos se muestran las energ´ıas
del VBM, CBM y estado dopante para las configuraciones no deformada (Td)
y de centro DX formado por el desplazamiento de la impureza a lo largo de la
direccio´n axial. Todos los datos esta´n referidos al nivel de Fermi, que se toma
como origen de energ´ıas.
Cap´ıtulo 5
Formacio´n de centros DX en
nanohilos de semiconductores
III-V con estructura de wurtzita
5.1. Introduccio´n
5.1.1. Motivacio´n
La creacio´n de nanoestructuras con materiales semiconductores ofrece nue-
vas posibilidades a la hora de disen˜ar dispositivos electro´nicos y optoelectro´nicos.
Controlando su taman˜o se pueden modificar propiedades fundamentales, como su
band gap, diferencia´ndolas de las estructuras macrosco´picas del mismo material.
Adema´s, unir la flexibilidad que ofrece un material ante el confinamiento cua´ntico
con el uso de estructuras microme´tricas puede abrir las puertas a un gran abanico
de posibles disen˜os. Un ejemplo de esta dualidad son los nanohilos (NWs), que
ofrecen la capacidad de controlar sus propiedades al modificar su dia´metro y de
extender su funcionalidad con una longitud o´rdenes de magnitud superior a su
anchura. As´ı pues, este tipo de estructura es de gran intere´s desde los puntos de
vista fundamental y tecnolo´gico [49].
El nitruro de galio (GaN) es un material semiconductor de intere´s tecnolo´gi-
co para el que se han encontrado una variedad de aplicaciones. Este compuesto
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presenta una transicio´n directa entre bandas, al igual que otros nitruros del gru-
po III [56], con un band gap relativamente ancho, factores que han sido cruciales
para su uso en el desarrollo y fabricacio´n de LEDs en el rango de altas energ´ıas
del espectro visible desde la de´cada de 1970 [57, 58]. As´ımismo, se emplea en la
creacio´n de distintos dispositivos electro´nicos, como diodos [59], o transistores de
alta movilidad de electrones (HEMT) [60–62], especialmente cuando es necesario
que trabajen a altas potencias [63].
Siendo el GaN un compuesto relevante dentro de la industria electro´nica con-
tempora´nea, es natural que el intere´s que suscita se haya extendido hacia la na-
notecnolog´ıa, buscando caracterizar sus propiedades y fabricacio´n en distintas es-
tructuras en la nanoescala [64, 65], incluyendo los NWs [7, 66–70], para los cuales
ya se han encontrado aplicaciones como diodos [71], dispositivos la´ser [72, 73] o
transistores de efecto campo [14].
Tanto en el cristal macrosco´pico como en estructuras en la nanoescala, el do-
pado es una herramienta fundamental para el disen˜o de aplicaciones empleando
semiconductores, con lo que es importante extender nuestro conocimiento acerca
del comportamiento que podemos esperar de este proceso. En relacio´n con el dopa-
do negativo, existen mecanismos que pueden inhibir la eficiencia del dopado. Entre
ellos destacan los centros DX, en cuya formacio´n un estado electro´nico donante
se hunde en medio de la banda de energ´ıas prohibidas, capturando en el proce-
so un electro´n [41]. La estabilizacio´n de este defecto convierte el comportamiento
de una impureza donante en el de una aceptora, limitando los efectos que puede
tener el dopado intencionado de la estructura. Otros autores han estudiado este
escenario en el cristal de GaN [74–77], y es conocida su relacio´n con la aleacio´n
con aluminio [78] y bajo presio´n hidrosta´tica [78, 79]. Con este trabajo pretende-
mos contribuir al conocimiento de este tipo de defectos, dando una perspectiva
teo´rico-computacional acerca de la estabilidad de los centros DX bajo el confina-
miento cua´ntico que se manifiesta en estructuras unidimensionales con anchuras
en el orden del nano´metro.
Como se discute en el primer cap´ıtulo de esta tesis, la variacio´n de las pro-
piedades de un semiconductor con respecto a su taman˜o esta´ relacionada con el
taman˜o de su excito´n. Cuando el taman˜o de la estructura sea del orden de e´ste, el
confinamiento cua´ntico se hara´ patente, ampliando el band gap del material. Este
efecto, en particular, es especialmente relevante en la estabilizacio´n de los centros
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DX, y es el argumento central que une este proceso para las distintas circunstan-
cias en las que se observa: aleacio´n, presio´n hidrosta´tica y confinamiento cua´ntico.
Ahora bien, la respuesta de los semiconductores al confinamiento cua´ntico no es
homoge´nea, y depende del taman˜o caracter´ıstico del excito´n en cada material.
As´ı pues, dentro del contexto de esta tesis, extendemos ahora el trabajo que se
presenta en el cuarto cap´ıtulo, abordando el estudio de un material que presenta
un menor radio de Bohr para su excito´n (∼ 3 nm) en comparacio´n con el que pre-
senta el InP (∼ 15 nm). De esta forma, profundizamos en un aspecto fundamental
del estudio de las nanoestructuras semiconductoras, puesto que estudiamos la in-
fluencia del confinamiento cua´ntico en las propiedades electro´nicas y estructurales
en materiales con diferente magnitud en el taman˜o caracter´ıstico de su excito´n. Al
mismo tiempo, este cambio de material proporciona la oportunidad de estudiar la
estabilidad relativa de centros DX en una estructura cristalina distinta, la wurtzi-
ta, con el respaldo de la evidencia experimental que muestra que esta estructura
es estable en NWs de GaN creados en laboratorio [80–82].
5.1.2. Sistema
Para realizar este estudio construimos NWs de GaN con estructura de wur-
tzita, es decir, una red hexagonal con base diato´mica, que crecen a lo largo de la
direccio´n cristalina 〈0001〉, o perpendicularmente a la seccio´n hexagonal de la red.
Los NWs considerados tienen un dia´metro de 0.74 nm, comprendiendo la estruc-
tura material mı´nima que puede dar lugar a la configuracio´n de centro DX (Fig.
5.1). Trabajamos en este extremo para observar el ma´ximo efecto que el confi-
namiento cua´ntico puede ejercer sobre este sistema. Las estructuras se extienden
a lo largo de una dimensio´n, empleando condiciones de contorno perio´dicas que
replican el sistema tan so´lo en esta direccio´n. Se definen condiciones de contorno
radiales no perio´dicas, planteando un dominio cil´ındrico con un radio lo suficien-
temente grande como para que las funciones de onda electro´nicas se anulen antes
de alcanzar su frontera. La supercelda utilizada tiene el doble de longitud que la
celda primitiva y contiene cinco capas ato´micas que se extienden perpendicular-
mente a la direccio´n axial. La razo´n de considerar una supercelda de este taman˜o
es eliminar la interaccio´n entre impurezas dopantes, que en esta configuracio´n se
encuentran separadas por una distancia de 2c, siendo c la constante de red axial
de la estructura hexagonal. Los ca´lculos se realizan sobre el punto Γ de la zona de
Brillouin.
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Figura 5.1: NWs de GaN con estructura de wurtzita y dia´metro de 0.74 nm.
Se muestran los orbitales de los estados VBM (izquierda) y CBM (derecha). En
ambos casos las isosuperficies se corresponden con el 20 % del valor ma´ximo de
sus densidades de carga.
Estas estructuras se han dopado sustitucionalmente, tanto en posicio´n ca-
tio´nica con SiGa (Fig. 5.5(a)), como en posicio´n anio´nica con ON (Fig. 5.8(a)),
en todo caso introduciendo la impureza en el eje del NW. Se han escogido estos
elementos para el dopado negativo de estas estructuras porque estas impurezas
presentan una baja energ´ıa de formacio´n en el cristal macrosco´pico, llegando in-
cluso a causar dopado no intencionado de tipo n [75, 83, 84]. Esta circunstancia
los hace especialmente aptos como dopantes intencionales. Por otra parte, si es
posible encontrar estas impurezas en muestras nominalmente puras, es interesante
conocer en detalle que´ tipo de comportamiento van a exhibir en el material.
Las estructuras esta´n rodeadas por pseudoa´tomos hidrogenoides con carga
fraccionaria que pasivan los enlaces superficiales externos, siguiendo lo que se ob-
serva en ciertos experimentos, en las que una capa material cubre las nanoestruc-
turas [67]. Asimismo, sus posiciones se han fijado para imponer un entorno ma´s
semejante a estas circunstancias. Las posiciones io´nicas de la estructura semicon-
ductora han sido relajadas, para permitir que tanto los primeros como los segundos
vecinos de los a´tomos en el eje del NW, en donde se situ´an las impurezas, puedan
adaptar sus posiciones antes los cambios que se introducen con los centros DX.
Esto es relevante porque en esta estructura la interaccio´n a ma´s distancia que la
de primeros vecinos sera´ relevante para la estabilidad de los centros DX.
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Con respecto a las consideraciones empleadas en la creacio´n de los pseudo-
potenciales, adema´s de las expuestas con cara´cter general en el segundo cap´ıtulo
de la tesis, cabe mencionar que en los ca´lculos que siguen para los NWs se han
introducido entre los electrones de valencia del Ga la capa completa 3d. Estudios
previos han encontrado que esta consideracio´n es importante cuando se trabaja
con deformaciones estructurales [85], lo cual es preciso para nuestro objetivo de
comparar el comportamiento de distintas configuraciones asociadas a defectos de
tipo DX.
5.2. Bandas
Para ilustrar la relevancia del confinamiento cua´ntico en las estructuras que se
estudian en este cap´ıtulo, introducimos los resultados para un muestreo de la zona
de Brillouin del cristal de GaN y para el NW de 0.74 nm cuyo dopado consideramos
(Fig. 5.2). Aunque el sistema posee todav´ıa una direccio´n perio´dica, su dia´metro
es apreciablemente menor que el radio de Bohr de su excito´n (∼ 3 nm), con lo que
las consecuencias del confinamiento son importantes.
Es evidente al comparar los muestreos que en el NW se acumulan los esta-
dos electro´nicos que en el cristal se extienden sobre otras direcciones del espacio
rec´ıproco. Esto permite que la promocio´n energe´tica en ausencia de fonones pueda
suceder en incrementos menores. El confinamiento reduce asimismo la curvatura
de las bandas en el NW puesto que los orbitales electro´nicos esta´n ma´s localizados
espacialmente. Pero el cambio ma´s relevante para el objeto de nuestro estudio es
el incremento en la anchura de la banda de energ´ıas prohibidas. De un band gap
LDA de 1.8 eV en el cristal pasamos a uno de 4.3 en el NW considerado, ma´s del
doble del valor para el cristal.
5.3. Centros DX
Entre las consecuencias del confinamiento cua´ntico en los sistemas semicon-
ductores III-V se encuentra la estabilizacio´n de los centros DX. E´stos son defectos
cargados negativamente en los que la impureza donante o uno de sus vecinos su-
fre un desplazamiento que rompe un enlace y estabiliza el sistema a trave´s de la
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Figura 5.2: Comparacio´n de un muestreo de las direcciones de alta simetr´ıa
de la zona de Brillouin para el cristal de GaN y para el NW de GaN con un
dia´metro de 0.74 nm. El confinamiento cua´ntico ampl´ıa el band gap y reduce
la curvatura de las bandas, que adema´s se acumulan para dar cabida a todos
los estados electro´nicos. En ambos paneles se emplea como origen de energ´ıas
el autovalor del VBM.
reduccio´n de la autoenerg´ıa del estado asociado a ella [41]. Su formacio´n reduce el
nu´mero de portadores negativos de carga disponibles en el sistema, tomando un
electro´n libre y atrapa´ndolo en un estado electro´nico hundido en el band gap. Una
mayor diferencia entre las bandas de valencia y conduccio´n incrementa tambie´n
la magnitud del hundimiento del estado asociado al centro DX, y por lo tanto
aumenta su estabilidad relativa.
La aparicio´n de estos defectos se ha descrito en sistemas macrosco´picos de
GaN en wurtzita ante aleacio´n con Al o al ejercer presio´n hidrosta´tica sobre el
material. Se ha encontrado que el confinamiento cua´ntico puede ser tambie´n cau-
sante de la aparicio´n de estos defectos en estructuras semiconductoras III-V con
estructura de blenda de zinc [25, 50, 86]. El estudio que se lleva a cabo en esta
seccio´n persigue entender mejor la posible estabilizacio´n de los centros DX en NWs
de GaN con estructura de wurtzita como consecuencia del confinamiento cua´ntico.
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Puesto que en la bibliograf´ıa se describen distintas configuraciones metaesta-
bles para la formacio´n de estos defectos en la estructura de wurtzita, procederemos
a evaluar distintos tipos de deformaciones posibles. Hemos contemplado el despla-
zamiento de la impureza, as´ı como de uno de sus primeros vecinos, tanto con el
dopado en posicio´n catio´nica como en posicio´n anio´nica. Puesto que los sistemas
comparten la anisotrop´ıa caracter´ıstica de los NWs y de la wurtzita, considerare-
mos por separado las deformaciones io´nicas a lo largo de la direccio´n axial y las
que se producen en alguna de las direcciones radiales. Dado que so´lo trabajamos
con un taman˜o de NW no consideraremos el desplazamiento radial de los primeros
vecionos de la impureza, puesto que la cercan´ıa a la superficie de la estructura
limitar´ıa la generalidad de los resultados que ofreciese. La consideracio´n de ese
tipo de deformacio´n resultar´ıa interesante si, en una extensio´n de este trabajo, se
consideran tambie´n NWs de mayor dia´metro. Para hacer ma´s conveniente la discu-
sio´n adoptaremos la siguiente notacio´n: nos referiremos a los desplazamientos a lo
largo del eje con γX-BB y al desplazamiento a lo largo de la direccio´n radial 〈1000〉
con αX-BB, empleando en ambos casos el sub´ındice X para indicar el elemento
dislocado y las siglas BB representando “enlace roto” [77]. Complementariamente,
consideramos otro tipo de deformacio´n para el dopado en posicio´n anio´nica, la
CCB (Cation-Cation Bond), que implica el movimiento de dos cationes vecinos a
la impureza [77].
5.3.1. Nanohilos dopados con silicio
Lo primero con lo que nos encontramos al dopar los NWs de GaN en posicio´n
catio´nica, con SiGa, son los efectos que introduce la acusada diferencia de electro-
negatividad entre el N y el Ga en favor del primero, lo que conduce a que la mayor
parte de la carga de los electrones de valencia se acumule en torno a los a´tomos de
N, mostrando as´ı e´stos un cara´cter fuertemente anio´nico. El estado que introduce
la impureza esta´ localizado principalmente en torno a ella (Fig. 5.5(a)), pero la
anisotrop´ıa del sistema y la influencia de sus primeros vecinos, negativamente car-
gados, llevan a que una buena parte de la carga se localice de manera direccional a
lo largo del eje. Podemos entender esto debido a la gran localizacio´n de carga que
se concentra en los iones de N, en particular, y debido al confinamiento espacial
de las funciones de onda, en aque´llos situados en el eje del NW (los orbitales del
VBM son una muestra de ello [Fig. 5.1(a)]). Se inhibe as´ı la extensio´n esfe´rica de la
carga alrededor de la impureza, relega´ndola a una regio´n menos cargada. As´ı pues,
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la posicio´n que ocupa la impureza, con su carga extra, conduce a una rotura en la
simetr´ıa local del estado y aumenta su autoenerg´ıa. En el caso que consideramos
en nuestro estudio, la estructura es lo suficientemente compacta como para que el
confinamiento de la carga en el eje eleve la autoenerg´ıa del estado de la impureza
hasta alcanzar una energ´ıa ligeramente superior a la del CBM (Fig. 5.4, l´ıneas dis-
continuas). Esta situacio´n contrasta con el cara´cter de dopante poco profundo que
el Si presenta en el cristal macrosco´pico y muestra la relevancia de las reducidas
dimensiones de la estructura estudiada.
Si consideramos que este incremento en energ´ıa sera´ menor para sistemas con
un mayor dia´metro, podemos esperar un estado donante poco profundo en el band
gap en tales NWs, con una energ´ıa total del sistema comparativamente menor. Por
tanto, la estabilidad relativa de los centros DX en ellos ser´ıa ligeramente menor.
Sin embargo, la discusio´n se centra en los mecanismos que favorecen o impiden la
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Figura 5.3: Sobre la referencia de la energ´ıa total del sistema con Si−Ga no
deformado, que marca el origen, se indican las energ´ıas totales para los distintos
candidatos a centro DX estudiados. Se indican con un c´ırculo so´lido aquellas
configuraciones que presentan un mı´nimo local y son, por tanto, al menos me-
taestables. La energ´ıa total para γSi-BB es la obtenida en la configuracio´n repre-
sentada en la Fig. 5.5(b), pero e´sta evoluciona hasta la estructura de wurtzita
ordinaria.



























Figura 5.4: Niveles de energ´ıa para el VBM, el estado asociado a la impureza y
el CBM en cada una de las configuraciones consideradas. Las l´ıneas discontinuas
indican los valores para la configuracio´n O−N no deformada y sirven como refe-
rencia. Tengamos en cuenta que, en e´sta, nuestros resultados situ´an al estado de
la impureza por encima del CBM. Entre pare´ntesis se indica la proporcio´n entre
los caracteres orbitales s y p en los estados asociados a la impureza en cada
configuracio´n, incluyendo la de referencia. Se omite la proyeccio´n con cara´cter
d. En general, la proporcio´n entre cara´cter s y p marca la posicio´n relativa en
el band gap.
Al considerar las distintas configuraciones de centro DX en el sistema dopado
con SiGa nos encontramos con una respuesta variable ante los distintos despla-
zamientos (Fig. 5.3). Cuando la impureza es desplazada axialmente, en la confi-
guracio´n γSi-BB, no se encuentra ningu´n mı´nimo local. En cambio, las otras dos
configuraciones presentan precisamente una situacio´n de metaestabilidad, ofrecien-
do alternativas a las posiciones no dislocadas. En particular, encontramos que el
desplazamiento del Si a lo largo de la direccio´n 〈1000〉 muestra una energ´ıa total
comparable a la de la configuracio´n que respeta la estructura regular de wurtzita.
Si examinamos cada uno de los tipos de deformacio´n en ma´s detalle veremos
co´mo la respuesta en las energ´ıas de los autovalores electro´nicos var´ıa de manera
importante entre los distintos casos (Fig. 5.4). En el ma´s desfavorable de ellos, con
el desplazamiento axial del Si (Fig. 5.5(b)), el autovalor del estado de la impureza
pasa a ocupar una posicio´n poco profunda en el band gap, pero la ganancia en la
energ´ıa total que ese cambio proporcionar´ıa se ve contrarrestado por la distorsio´n
que el desplazamiento conlleva sobre los u´ltimos estados ocupados de la banda de
valencia. Estos aumentan sus autoenerg´ıas debido a la interaccio´n repulsiva con la
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carga del estado dopante. En la configuracio´n del defecto esta carga se aproxima a
uno de los terceros vecinos de la impureza en el eje del NW, que presenta un mar-
cado cara´cter anio´nico, o en la que se concentran orbitales electro´nicos asociados
a estados ocupados. Netamente, la situacio´n conlleva que este tipo de centro DX
presenta una energ´ıa total apreciablemente mayor que la configuracio´n Si−Ga, y no
encontramos un mı´nimo local en torno a esta deformacio´n estructural, sino que la
relajacio´n de las posiciones io´nicas termina por alcanzar la posicio´n no deformada.
En te´rminos cualitativos, el desplazamiento radial del SiGa (Fig. 5.5(d)) y
el desplazamiento axial del primer vecino de la impureza (Fig. 5.5(c)) muestran
un comportamiento semejante al γSi-BB en el diagrama energe´tico de sus estados
electro´nicos (Fig. 5.4), pero en ambos casos la reduccio´n energe´tica del estado
donante es mayor que en primer caso discutido. Por otra parte, el incremento de
las autoenerg´ıas asociadas a los u´ltimos estados de la banda de valencia es menor
en estas dos configuraciones, especialmente en el caso de αSi-BB, puesto que no
compromete la extensio´n longitudinal de otros orbitales ocupados. As´ı pues, la
contribucio´n conjunta de estas dos circunstancias lleva a que las deformaciones γN-
BB y αSi-BB presenten una energ´ıa total semejante a la del estado no deformado.
Encontramos, adema´s, que estas dos configuraciones son metaestables (Fig. 5.3).
Estos resultados se asemejan a lo que otros autores describen sobre centros
DX en el cristal macrosco´pico de GaN en estructura de wurtzita, no obteniendo
configuraciones metaestables coherentes con centros DX ante el desplazamiento de
la impureza de SiGa [87], o encontrando metaestabilidad tan so´lo en la configuracio´n
αSi-BB [77]. Nuestros resultados, sin embargo, predicen tambie´n la estabilidad local
de la configuracio´n de centro DX γN-BB bajo confinamiento cua´ntico, adema´s de
encontrar la configuracio´n αSi-BB tan estable como la configuracio´n no deformada
Si−Ga.
Para argumentar en te´rminos ma´s generales la diferente respuesta del siste-
ma ante estas configuraciones podemos emplear razonamientos coulombianos que
contemplan la interaccio´n de la carga extra hasta con terceros vecinos del a´to-
mo desplazado. En el caso γSi-BB, la carga extra se concentra entre la impureza
desplazada y un tercer vecino, un N, directamente opuesto a su desplazamien-
to (Fig. 5.5(b)) y con cara´cter anio´nico. En estas circunstancias esperamos que
esta configuracio´n este´ desfavorecida en virtud de una repulsio´n coulombiana en-
tre cargas iguales. Vemos que en la deformacio´n αSi-BB la situacio´n es semejante
(Fig. 5.5(d)), pero con la importante salvedad de que la direccio´n que sigue el
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(a) Si−Ga (b) γSi-BB
(c) γN-BB (d) αSi-BB
Figura 5.5: De izquierda a derecha y de arriba a abajo se muestran las confi-
guraciones ato´micas para el sistema dopado correspondientes a la estructura no
deformada, al movimiento axial de la impureza catio´nica, al movimiento axial
de un N primer vecino de la impureza y al desplazamiento radial de la impureza.
En todo caso se incluyen los orbitales de los estado electro´nicos que introduce
la impureza dopante. Las isosuperficies de la densidad de carga electro´nica re-
presentan el 20 % de sus valores ma´ximos. Salvo la configuracio´n γSi-BB, todas
representan un mı´nimo local en la energ´ıa total del sistema.
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desplazamiento de la impureza no incluye a otro io´n de N, con lo que este estado
esta´ favorecido con respecto al de γSi-BB. La distribucio´n que muestra la carga del
estado dopante en esta configuracio´n recuerda a la que muestra en el sistema no
deformado, con una buena parte de la nube electro´nica desplazada para alejarse
de sus primeros vecinos, con cara´cter anio´nico, aprovechando de nuevo una regio´n
espacial libre de una concentracio´n contigua de carga. En esta configuracio´n que-
da tambie´n patente la relevancia de la interaccio´n coulombiana con los aniones al
observarse una pequen˜a deformacio´n en las posiciones de los terceros vecinos de la
impureza, que se alejan de la carga que la acompan˜a en su desplazamiento. La mar-
cada diferencia entre el comportamiento del centro DX con el catio´n desplaza´ndose
a lo largo de una u otra direccio´n principal viene a resaltar la relevancia de evaluar
su comportamiento en una estructura de wurtzita, intr´ınsecamente anisotro´pica,
en contraste a lo que se ha visto en cap´ıtulos previos al estudiar estructuras en
blenda de zinc, con sus cuatro direcciones principales equivalentes.
En el u´ltimo caso considerado, el centro DX γN-BB (Fig. 5.5(c)) presenta
una distribucio´n de carga del estado dopante semejante al que ocurre al mover
axialmente la impureza, pero orientado ahora hacia el espacio que ofrece la rup-
tura del enlace con el N desplazado, atenuando la repulsio´n entre ellos. La nueva
configuracio´n incluye tambie´n un pequen˜o desplazamiento de la impureza de Si−Ga
hacia el N desplazado, aumentando su distancia con el resto de primeros vecinos y
alejando as´ı la acumulacio´n de carga negativa de estos a´tomos con cara´cter anio´ni-
co. Asimismo, queda patente en esta configuracio´n lo relevante de la interaccio´n
coulombiana entre terceros vecinos a lo largo del eje axial a trave´s de la deforma-
cio´n que sufre el Ga hacia el que se acerca el N desplazado, atra´ıdo el catio´n hacia
la carga extra que acompan˜a al N. De nuevo, comparada con la distorsio´n que se
observa con γSi-BB, el sistema muestra una configuracio´n que reduce la repulsio´n
coulombiana entre vecinos, y por tanto es ma´s estable energe´ticamente. Una ca-
racter´ıstica comu´n a las tres configuraciones de centro DX con dopado catio´nico
es la relevancia de la posicio´n de la carga extra introducida en el sistema, siendo
e´ste sensible a su redistribucio´n puesto que esta´ rodeada de un entorno negativo
debido a su cercan´ıa a varios aniones.
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5.3.2. Nanohilos dopados con ox´ıgeno
Cuando dopamos el NW con ON, el orbital asociado a la impureza (Fig.
5.8(a)) se introduce como un estado poco profundo en el band gap (Fig. 5.7, l´ıneas
discontinuas). La carga extra que adquiere el sistema se localiza principalmente
sobre el O, extendie´ndose parcialmente a sus segundos vecinos. En este me´todo
de dopado sustituimos un a´tomo de N, entre los que acumulan una buena parte
de la carga del sistema, por un a´tomo de O menos electronegativo, pero alrededor
del cual se concentra gran parte de la carga que introduce. Esto modifica ligera-
mente la distribucio´n de carga de los estados extendidos del sistema, pero, una
vez que ha ocurrido esto, veremos que las deformaciones que ensayaremos en el
sistema modificara´n muy poco las energ´ıas del resto de los estados ocupados. En
este aspecto se diferencia de lo que encontramos para el dopado catio´nico. Esto es
as´ı porque ahora los primeros y terceros vecinos de la impureza dopante son catio-
nes, con lo que el movimiento de la impureza tendra´ una menor influencia sobre los
estados electro´nicos que se acumulan alrededor de los a´tomos de N, especialmente
los axiales. Dicho de otro modo, la impureza anio´nica sufre una menor repulsio´n
coulombiana porque sustituye precisamente al a´tomo con el que e´sta ser´ıa ma´s
intensa.
Adema´s de esta diferencia con el dopado con SiGa, nuestros resultados mues-
tran que el comportamiento del sistema, en lo que respecta a la estabilidad de las
configuraciones de centro DX, es tambie´n distinta en los NW dopados con ON.
Encontramos que los defectos que se forman con el desplazamiento de la impureza
son estables en relacio´n con la configuracio´n no deformada. Tanto en la configu-
racio´n γO-BB (Fig. 5.8(b)) como en la αO-BB (Fig. 5.8(d)), el estado asociado
a la impureza acompan˜a a e´sta en su desplazamiento, cambiando en el proceso
su cara´cter orbital dominante de s a p. Este cambio de cara´cter hunde el nivel
energe´tico del estado dentro del band gap (Fig. 5.7), y por tanto reduce la energ´ıa
total del sistema al estar e´ste ocupado.
En estas dos configuraciones la funcio´n de onda electro´nica se concentra en la
regio´n inmediata a la impureza. Adema´s, en lugar de tender a ocupar el espacio
hacia el que se desplaza e´sta, como suced´ıa en αSi-BB (Fig. 5.5(d)), la carga se
concentra en la regio´n central que ocupaba la impureza en su posicio´n sustitucional
O−N. Esto puede entenderse si se tiene en cuenta que esa posicio´n esta´ rodeada de
los originalmente cuatro primeros vecinos, cationes, lo que lo convierte en un lugar

















γ BBO γ BBGa α BBO
Figura 5.6: Sobre la referencia de la energ´ıa total del sistema con O−N no de-
formado, que marca el origen, se indican las energ´ıas totales para los distintos
candidatos a centro DX estudiados. Se indican con un c´ırculo so´lido aquellas
configuraciones que presentan un mı´nimo local y son, por tanto, al menos me-
taestables. En este caso, sin embargo, constituyen configuraciones ma´s estables
que la de referencia. La energ´ıa total para γGa-BB es la obtenida en la configu-
racio´n representada en la Fig. 5.8(c), pero e´sta evoluciona hasta la estructura
ordinaria de wurtzita.
energe´ticamente favorable para almacenar la carga negativa. Al mismo tiempo, la
impureza se desplaza hacia regiones no dominadas por la carga acumulada en los
aniones, con lo que el movimiento no aumenta la repulsio´n coulombiana. Encon-
tramos asimismo que los Ga que son primeros vecinos del O se ven atra´ıdos hacia
la regio´n central, desplaza´ndose ligeramente hacia ella debido a la carga negativa
y al espacio que deja la impureza. Las configuraciones en las que se desplaza el O
sirven para concentrar la carga extra en la posicio´n central, rodeada de cationes,
conviertie´ndose en el defecto espacialmente localizado y con un estado profundo en
el band gap con el que se asocia el centro DX. De todos modos, aunque el compor-
tamiento de los desplazamientos axial y radial de la impureza sea cualitativamente
equivalentes, encontramos que la configuracio´n αO-BB esta´ ligeramente ma´s favo-
recida y es el mı´nimo absoluto del sistema negativamente cargado y dopado con
ON.
En cambio, cuando consideramos la formacio´n del centro DX a trave´s del
movimiento de un primer vecino de la impureza anio´nica (Fig. 5.8(c)), nos encon-
tramos con una situacio´n distinta, que lleva a la inestabilidad de esta configuracio´n.




























Figura 5.7: Niveles de energ´ıa para el VBM, el estado asociado a la impureza
y el CBM en cada una de las configuraciones consideradas. Las l´ıneas disconti-
nuas indican los valores para la configuracio´n O−N no deformada y sirven como
referencia. Entre pare´ntesis se indica la proporcio´n entre los caracteres orbitales
s y p en los estados asociados a la impureza para cada configuracio´n, incluyendo
la de referencia. Se omite la proyeccio´n con cara´cter d. En general, la proporcio´n
entre cara´cter s y p marca la posicio´n relativa en el band gap.
Esto contrasta con el comportamiento que muestra el dopado anio´nico en las es-
tructuras de blenda de zinc, en donde es precisamente una deformacio´n equivalente
a e´sta la que estabiliza el defecto. En este caso la distorsio´n io´nica conlleva tambie´n
la redistribucio´n de parte del estado dopante, pero no la confina junto a la impu-
reza. La nueva distribucio´n concentra ma´s carga en los aniones de la estructura, lo
cual compite con la carga negativa que ya almacenaban, especialmente sobre el N
hacia el que se desplaza el Ga, en una situacio´n que recuerda a la que encontramos
en γSi-BB (Fig. 5.5(b)). Esto esta´ desfavorecido y conlleva un pequen˜o aumento en
la autoenerg´ıa del estado dopante (Fig. 5.7). Como consecuencia, la energ´ıa total
de esta configuracio´n es mucho mayor que la de la no deformada y no es estable
(Fig. 5.6). No presenta tampoco un mı´nimo local en torno a ella.
Estos resultados concuerdan con lo que otros autores han argumentado para el
cristal bajo presio´n [78, 84], mostrando centros DX estables ante el desplazamiento
del O cuando el band gap sobrepasa los 4 eV, como es el caso de los sistemas
que hemos estudiado. Si adema´s tenemos en cuenta que la aproximacio´n LDA
subestima esta magnitud, se puede esperar que la formacio´n de centros DX al dopar
con ON este´ favorecida para NWs de dia´metros mayores que el aqu´ı estudiado.
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(a) O−N (b) γO-BB
(c) γGa-BB (d) αO-BB
Figura 5.8: De izquierda a derecha y de arriba a abajo se muestran las confi-
guraciones ato´micas para el sistema dopado correspondientes a la estructura no
deformada, al movimiento axial de la impureza en posicio´n anio´nica, al movi-
miento axial de un Ga primer vecino de la impureza y al desplazamiento radial
de la impureza. En todo caso se incluyen los orbitales de los estado electro´nicos
que introduce la impureza dopante. Las isosuperficies de la densidad de carga
electro´nica representan el 20 % de sus valores ma´ximos. Salvo la configuracio´n
γGa-BB, todas representan un mı´nimo local en la energ´ıa total del sistema.
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Para el caso del NW dopado en posicio´n anio´nica con ON, comprobamos una
configuracio´n ma´s, asociada tambie´n al comportamiento de un centro DX. Esta
configuracio´n se conoce como CCB (Cation-Cation Bond) debido a que implica,
adema´s del desplazamiento de la impureza dopante, la proximidad y enlace de dos
cationes entre s´ı (Fig. 5.9). Nuestros ca´lculos muestran que esta configuracio´n no es
estable y la impureza, habiendo sido desplazada de la posicio´n central, termina por
ocupar la posicio´n asociada a la configuracio´n αO-BB. Este resultado concuerda
con lo que otros autores han encontrado en el cristal macrosco´pico de GaN [77].
Figura 5.9: Configuracio´n ato´mica para la estructura CCB de centro DX. Se
incluye la distribucio´n del estado de la impureza, concentrado aqu´ı en torno
a ella. Se muestra su isosuperficie de densidad de carga electro´nica al 20 %
de sus valor ma´ximo. Esta configuracio´n no es estable, evolucionando hasta
estabilizarse en αO-BB (Fig. 5.8(d)).
Globalmente, encontramos que al dopar en posicio´n anio´nica esta´ ma´s favo-
recida la estabilizacio´n del centros DX, siendo e´sta la configuracio´n ma´s estable,
mientras que en el dopado catio´nico el defecto es como mucho metaestable. Esta
situacio´n respalda las observaciones experimentales que describen, en cristal de




electro´nicas de nanotubos de InP
con estructura de blenda de zinc
6.1. Introduccio´n
6.1.1. Motivacio´n
En los cap´ıtulos anteriores se ha argumentado que el intere´s de los materiales
semiconductores, con su a´mplia variedad de aplicaciones en electro´nica y optoe-
lectro´nica, puede incrementarse si se saca partido de las posibilidades que ofrece el
trabajo en la nanoescala. Cuando se crean estructuras con un taman˜o del orden de
magnitud del radio de Bohr del excito´n del material, las propiedades fundamentales
del semiconductor, como el band gap, var´ıan con las dimensiones de la estructura.
Esto permite disen˜ar dispositivos empleando nanoestructuras con caracter´ısticas
espec´ıficas para la tarea, funcionando como nuevos materiales artificiales. De he-
cho, las nanoestructuras semiconductoras ya han encontrado aplicaciones tales
como dispositivos la´ser [7] y LEDs [5, 6], adema´s de presentar prometedores re-
sultados para su aplicacio´n en computacio´n [13, 14, 16, 17], medicina [12] y otros
campos [10, 11].
El efecto que permite regular estas propiedades es el confinamiento cua´ntico,
al limitar la extensio´n espacial de las funciones de onda electro´nicas del sistema.
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Surge cuando las fronteras materiales de una estructura esta´n lo suficientemente
cerca, pero no tiene por que´ suceder en todas las dimensiones espaciales. De hecho,
si se crean estructuras en las que al menos una de sus dimensiones es perio´dica en
te´rminos de escala ato´mica, se pueden obtener las propiedades del confinamiento
cua´ntico al mismo tiempo que se mantiene la extensio´n del material. Aprovechando
esto, se pueden considerar estructuras en las que una dimensio´n se extiende o´rdenes
de magnitud por encima de las otras dos, creando nanohilos (NWs) o nanotubos
(NTs).
En los dos u´ltimos cap´ıtulos se ha tratado alguna de las consecuencias del
confinamiento cua´ntico cuando se consideran NWs de semiconductores III-V con
estructuras de blenda de zinc y wurtzita. Nuestra intencio´n en este cap´ıtulo es
abordar el estudio de otra estructura unidimensional de gran relevancia, los NTs,
para compuestos III-V. En contraste con los ampliamente estudiados nanotubos de
carbono (CNTs) [88–90], las estructuras que se consideran en este cap´ıtulo esta´n
relativamente poco exploradas. Recientemente, otros autores se han planteado el
estudio de nanotubos de InP creados como superficies monoato´micas enrolladas,
de manera semejante a las que se encuentran en CNTs [91], o en NTs con es-
tructura cristalina de tipo wurtzita en otros compuestos III-V [92]. Puesto que
se ha conseguido crear en laboratiorio NTs de InP en estructura de blenda de
zinc [93, 94], controlando incluso el espesor de su pared a trave´s de la temperatura
de s´ıntesis [95], nuestro trabajo se centrara´ en el estudio teo´rico de este tipo de
sistemas. Para ello, se emplean ca´lculos ab initio de estructuras unidimensionales
de InP en blenda de zinc, evaluando su respuesta ante el horadado de su interior,
con la pe´rdida del soporte material que ello supone. Pretendemos observar el com-
portamiento de la superficie ato´mica que limita con la cavidad interna, as´ı como
comprender co´mo esta pe´rdida de soporte material afecta a la estabilidad de los
NTs, en comparacio´n con NWs de un dia´metro equivalente. Estudiamos tambie´n
la influencia que la reduccio´n del grosor de la pared tiene sobre las bandas y los
orbitales electro´nicos.
6.1.2. Sistema
Hemos construido NTs a partir de NWs de InP en estructura de blenda de
zinc, con el eje de crecimiento a lo largo de la direccio´n 〈111〉. La periodicidad
axial se replica empleando condiciones de contorno perio´dicas en esta direccio´n,
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mientras que perpendicularmente la frontera para el ca´lculo se define como un
c´ırculo, con un radio suficiente como para que las funciones de onda electro´nicas
decrezcan de forma suave antes de alcanzar la frontera. Resulta, pues, un dominio
espacial cil´ındrico. La supercelda contiene una seccio´n de la estructura con tres
capas ato´micas, perpendiculares al eje de crecimiento. E´sta es la estructura mı´nima
que podemos replicar longitudinalemente para conseguir un NW en blenda de zinc,
y se corresponde con un taman˜o de celda de
√
3 a, siendo a la constante de red. Los
NWs y NTs se han creado con su eje sobre posiciones ato´micas y presentan una
seccio´n hexagonal, una aproximacio´n al NW cil´ındrico dentro de la limitacio´n que
impone la estructura de blenda de zinc. Del mismo modo que los NWs de InP, los
NTs pertenecen al grupo de simetr´ıa C3v. Los ca´lculos se realizan con un muestreo
a dos puntos en la celda de Brillouin unidimensional, escogidos como una red de
Monkhorst-Pack [96] de dimensio´n (3 0 0).
Para dar cuenta, de una forma general, de una interfaz externa entre el NT
y otro material, que podr´ıa ser una capa cobertora amorfa, la superficie exterior
de las estructuras esta´ cubierta por pseudoa´tomos hidrogenoides. E´stos tienen
una carga fraccionaria 1.25 y 0.75 veces la carga del electro´n, y se enlazan con los
a´tomos de In y P, respectivamente. Empleamos este procedimiento para ocupar los
enlaces desapareados que de otro modo quedar´ıan en la superficie y que alejar´ıan
conceptualmente nuestro sistema teo´rico de los sistemas reales. En este sentido, se
les permite relajar sus posiciones io´nicas a todos los a´tomos menos a aquellos que
esta´n en la superficie externa, es decir, a los que enlazan con el material adicional.
Con estas consideraciones generales, hemos construido dos familias de NTs
a partir de NWs con dia´metros de 1.88 nm y 2.35 nm. Partiendo del NW ma-
cizo creamos los distintos NTs que sera´n el objeto de este estudio mediante el
vaciado progresivo desde el eje de la estructura (Fig. 6.1). Comenzamos retirando
los dos a´tomos centrales del sistema, para luego eliminar los 12 que conforman el
hexa´gono ma´s interior, y as´ı sucesivamente hasta alcanzar un NT con una pared
de InP de dos a´tomos de grosor. As´ı pues, para los NTs con un dia´metro total
de 1.88 nm que, adema´s de los a´tomos centrales, cuentan con cuatro capas hexa-
gonales conce´ntricas, trabajaremos con tres grosores para las paredes de InP. Sus
grosores son, respectivamente, de 0.61 nm, 0.41 nm y 0.20 nm, midie´ndolos como
la diferencia de las apotemas del hexa´gono completo y el vac´ıo. Los NWs con un
dia´metro de 2.35 nm nos permiten construir cuatro NTs distintos, con paredes
de InP con grosores de 0.81 nm, 0.61 nm, 0.41 nm y 0.20 nm, respectivamente.
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(a) A1 (b) A2 (c) A3
(d) B1 (e) B2 (f) B3
(g) NW 2.35 nm (h) NW 2.35 nm. Vista perpendicu-
lar
(i) B4
Figura 6.1: Vista en seccio´n de los NTs estudiados, indicando la nomenclatura
abreviada empleada en el texto. Se incluye como referencia la estructura del NW
con 2.35 nm de dia´metro, tanto desde una perspectiva axial como perpendicular
al eje. En todos los casos se muestran las posiciones io´nicas previas al proceso
de relajacio´n, siguiendo la estructura regular de blenda de zinc. Los NWs y NTs
se han construido con su direccio´n perio´dica a lo largo de la direccio´n cristalina
〈111〉. Se representan en rojo a los iones de P y en gris a los iones de In.
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Aunque podr´ıamos llegar ma´s lejos y considerar sistemas con so´lo un hexa´gono
de InP, tales estructuras no ser´ıan modelos de NTs de InP, ya que contar´ıan con
tanta pasivacio´n como a´tomos de In y P. Para facilitar la discusio´n, emplearemos
una nomenclatura abreviada para estas estructuras: los NTs de 1.88 nm reciben
las etiquetas A1, A2 y A3, con el nu´mero creciente indicando el taman˜o creciente
del hueco interno, mientras que las etiquetas B1, B2, B3, B4 seguira´n la misma
lo´gica con respecto a los NTs de 2.35 nm.
Con objeto de caracterizar los distintos NT utilizados en el estudio con una
variable global, emplearemos la proporcio´n entre el nu´mero de a´tomos que han
perdido un vecino en la superficie interior del NT y el nu´mero total de a´tomos en
la estructura, Nint/N . La relacio´n de valores de esta magnitud que se corresponden
con las estructuras creadas se muestran en la Tabla 6.1.











Tabla 6.1: Relacio´n de valores para la proporcio´n de a´tomos internos con un
enlace menos con respecto al nu´mero total de a´tomos, Nint/N , en los distintos
NTs considerados. Se emplea la nomeclatura abreviada designada en la Fig. 6.1.
6.2. Estructura
Al incrementar el espacio vac´ıo dentro del NT, esperamos que la estabilidad
estructural del sistema se reduzca, puesto que le estamos restando soporte mate-
rial. Para cuantificar esto, calcularemos la variacio´n en la energ´ıa de cohesio´n con
respecto al NW macizo. Si obtenemos la energ´ıa de cohesio´n de un sistema como
la diferencia entre su energ´ıa total y la suma de las energ´ıas de los a´tomos que
lo constituyen, teniendo adema´s en cuenta la estequiometr´ıa del InP, e´sta puede
expresarse como
Ecoh = ET −
N∑
i=1
Ei = ET − N
2
(EIn + EP ) , (6.1)
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con lo que podemos obtener la diferencia entre energ´ıas de cohesio´n por a´tomo
entre un NT y el NW del mismo dia´metro con la expresio´n
∆ (Ecoh/N) = E
NT
coh /N
NT − ENWcoh /NNW
= ENTT /N
NT − ENWT /NNW ,
(6.2)
en la que se emplean las energ´ıas totales de ambas estructuras, aprovechando que
comparten la misma estequiometr´ıa. En estos ca´lculos no se ha tenido en cuenta
a los pseudoa´tomos de pasivacio´n, dado que se computa la diferencia entre un
NT y un NW de un mismo dia´metro, con lo que en ambos casos su nu´mero y
configuracio´n son ide´nticos.
Los resultados obtenidos de esta forma (Fig. 6.2) confirman la intuicio´n de
que horadar el NT reduce su estabilidad, mostrando que la energ´ıa de cohesio´n por
a´tomo en los NTs aumenta con respecto al valor de referencia, el correspondiente
al NW del mismo dia´metro, segu´n crece el dia´metro interior del NT. As´ı pues,
encontramos que la energ´ıa de cohesio´n por a´tomo del NT decrece al reducirse
el grosor de su pared. Vemos que esta variacio´n muestra una tendencia aproxi-
madamente lineal con respecto a Nint/N , con una pendiente de ∼ 0.81 eV. Esta
linealidad sugiere que lo que penaliza energe´ticamente a los NTs en comparacio´n
con los NWs es precisamente la pe´rdida de un enlace por parte de un nu´mero
determinado de a´tomos en la superficie interior de la estructura. Esta reduccio´n
en su nu´mero de primeros vecinos conduce a que los enlaces que anteriormente ex-
hib´ıan una simetr´ıa local congruente con una hibridacio´n sp3 pasen a configurarse
de un modo que se asemeja a una hibridacio´n sp2.
Por supuesto, este cambio en su nu´mero de coordinacio´n se manifiesta tambie´n
en el cambio de las posiciones io´nicas de estos a´tomos con respecto a las que
ocupar´ıan en una estructura regular de blenda de zinc. Encontramos, adema´s, que
las distintas especies qu´ımicas que forman el compuesto se comportan de manera
distinta. Para explicar el origen de la diferencia en su desplazamiento, recordemos
que los a´tomos de In, menos electronegativos que los de P, acumulan menos carga
y muestran un cara´cter catio´nico. Los a´tomos de P, en cambio, manifiestan un
cara´cter anio´nico.



























Figura 6.2: Diferencia entre la energ´ıa de cohesio´n por a´tomo de los NTs y la
del NW con un mismo dia´metro externo, en funcio´n de la proporcio´n entre el
nu´mero de a´tomos con coordinacio´n tres y el nu´mero total de a´tomos del NT.
Los datos obtenidos para todas las estructuras siguen una misma tendencia,
marcadamente lineal, con lo que podemos concluir que en este rango de taman˜os
la reduccio´n en la energ´ıa de cohesio´n puede modelarse adecuadamente a trave´s
de esta variable.
Para ilustrar la deformacio´n en las posiciones de los a´tomos internos de los
NTs, tomamos en primer lugar la estructura ma´s cercana al NW, el NT B1, que
se diferencia de aque´l tan so´lo en la ausencia de sus a´tomos axiales (Fig. 6.3). Tres
de los a´tomos de In que eran primeros vecinos del a´tomo de P retirado (el cuarto
ser´ıa el a´tomo de In tambie´n ausente) se alejan de la posicio´n vacante a lo largo
de una direccio´n congruente con la que antes los un´ıa con el a´tomo retirado. Los
a´tomos de P que en el NW enlazan con el a´tomo de In retirado se comportan
de modo contrario: acerca´ndose hacia la posicio´n vac´ıa, de nuevo siguiendo una
direccio´n semejante a la que los unir´ıa con la posicio´n del a´tomo ausente. Pode-
mos dar cuenta de esta diferencia de comportamiento a trave´s de los diferentes
caracteres electrosta´ticos que se derivan de su distinta electronegatividad. Pues-
to que los a´tomos de In presentan ahora un cara´cter catio´nico, mientras que los
de P lo presentan catio´nico, es razonable esperar que los a´tomos de In se vean
atra´ıdos hacia la nube electro´nica que permanece en torno a la estructura de InP
(Fig. 6.3(a)), mientras que los a´tomos de P, que acumulan un excedente de carga
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negativa debido a su mayor electronegatividad, se vean repelidos de aque´lla, bus-
cando acomodo ma´s cerca de la regio´n central vac´ıa (Fig. 6.3(b)). Es interesante
observar, adema´s, que al replicar este efecto a lo largo del eje del NT, con anillos
alternantes de In (mayor dia´metro), de P (menor dia´metro) y mixtos (dia´metro
intermedio), crea una cierta “rugosidad” perio´dica en la superficie interior del NT,
que contrasta con la seccio´n hexagonal plana de la superficie estructural exterior,
pasivada. Esta caracter´ıstica se manifiesta tambie´n en el resto de NTs modelados.
(a) Desplazamiento de los In interiores (b) Desplazamiento de los P interiores
Figura 6.3: Vistas en seccio´n del NT de 1.88 nm de dia´metro, cuya estructura
se diferencia del NW con ese dia´metro tan so´lo en dos a´tomos por supercelda. El
co´digo de colores es el usual, con In en gris y P en rojo, pero se han diferenciado
los iones que han perdido un primer vecino con versiones ma´s claras de estos
colores. Las dos figuras muestran el mismo sistema desde perspectivas opuestas
para presentar en primer plano a los In (izquierda) o los P (derecha) desplazados.
Se puede observar co´mo los In que han perdido un enlace se ven desplazados
hacia la estructura, mientras que que los P con un enlace lo hacen hacia la
cavidad.
Asimismo, la magnitud del desplazamiento de los a´tomos internos, con res-
pecto a la posicio´n que ocupar´ıan en una estructura regular de blenda de zinc, es
distinta para las distintas especies qu´ımicas y cambia con la anchura de la pared
del NT. En la Fig. 6.4 se muestran estas distancias en funcio´n de la proporcio´n
de a´tomos con coordinacio´n tres. Para cada elemento y configuracio´n se muestra
un so´lo valor para su desplazamiento, que se corresponde con la media simple de
esta magnitud para todos los a´tomos de la misma especie que hayan perdido un
primer vecino en la estrucutura dada. Puesto que el sistema presenta simetr´ıa C3v,
en las estructuras A1 y B1 so´lo hay tres a´tomos relevantes, que se comportan de
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manera equivalente, con lo que so´lo se computa una distancia. Se presenta una
media para el resto de las estructuras, puesto que los NTs A2 y B2 tendra´n dos
distancias relevantes, los A3 y B3 tres, y cuatro el B4.
Es inmediato observar en estos resultados que la tendencia entre las especies
es marcadamente distinta: mientras los a´tomos de In tienden a desplazarse ma´s
con respecto a su posicio´n en el NW, los de P lo hacen en menor medida. Aunque al
aumentar el ahuecado de la estructura esta diferencia se ampl´ıa, parece que tiende
a estabilizarse. Si observamos la deformacio´n que ocurre en las estructuras, como
en la B4 (Fig. 6.5), encontramos que el desplazamiento de los iones de In es mayor
que el de los de P porque la pequen˜a deformacio´n de estos u´ltimos posibilita
un mayor internamiento de los primeros en la estructura ato´mica, aumentando
tambie´n los a´ngulos entre los enlaces In-P y acerca´ndose su entorno local al de
una hibridacio´n sp2 alrededor de los In con coordinacio´n tres.
La modificacio´n de la estructura ma´s interna del NT se manifiesta tambie´n en
la variacio´n de las posiciones io´nicas para los primeros vecinos de los a´tomos con
coordinacio´n tres. Aunque su desplazamiento es pequen˜o, forma parte de la rees-
tructuracio´n global de la superficie interna. Sin embargo, a partir de sus segundos
vecinos el desplazamiento es despreciable y se reproduce la estructura del NW, con
lo que los NTs reproducira´n todav´ıa parte de las propiedades de sus equivalentes
macizos, como veremos en las secciones siguientes.
6.3. Estructura electro´nica
Adema´s de caracter´ısticas estructurales, una descripcio´n adecuada de los NTs
precisa del estudio de la configuracio´n electro´nica y de co´mo var´ıa con las condicio-
nes espec´ıficas de estos sistemas. Para abordar esta cuestio´n, contemplamos dos
tipos de ana´lisis. En primer lugar, el estudio de las bandas de energ´ıa en cada
estructura nos ofrece una perspectiva global con la que caracterizar el compor-
tamiento de estos NTs. Posteriormente, la observacio´n del cara´cter espacial de
estados relevantes en las bandas de valencia y conduccio´n nos permitira´n entender
mejor co´mo las restricciones espaciales, segu´n aumenta la cavidad interna de los
NTs, configuran el comportamiento de los estados electro´nicos.
As´ı pues, se ha realizado un muestreo de puntos en el espacio rec´ıproco para
cada una de las estructuras relajadas. Los ca´lculos se han realizado a lo largo




















In − NTs 1.88 nm
P  − NTs 1.88 nm
In − NTs 2.35 nm
P  − NTs 2.35 nm
Figura 6.4: Desplazamientos de los a´tomos con coordinacio´n tres en la superfi-
cie interior del NT relajado con respecto a las posiciones equivalentes en el NW.
Se presentan los datos en funcio´n de la proporcio´n de a´tomos con un vecino
menos con respecto al total. Dado que los NTs poseen ma´s de un a´tomo des-
plazado de cada elemento, los valores presentados son las medias por elemento.
La tendencia es diferente para cada elemento, desplaza´ndose en todo caso una
mayor distancia los iones de In. Sin embargo, este desplazamiento es facilitado
por el relativamente pequen˜o movimiento de los iones de P. Conjuntamente,
estos comportamientos configuran un patro´n rugoso en la superficie interior de
los NTs (Fig. 6.5).
de la celda de Brillouin unidimensional del sistema, y nos ofrece la posibilidad
de evaluar la evolucio´n de las bandas de energ´ıa electro´nicas con el ahuecado del
sistema. Como en el resto del cap´ıtulo, emplearemos las estructuras macizas de los
NWs como referencia, as´ı que incorporamos tambie´n sus muestreos junto con los
de los NTs de su mismo dia´metro externo en las Figs. 6.6 y 6.7.
En primer lugar, una comparacio´n entre estas dos gra´ficas evidencia que, para
un mismo dia´metro interno, la estructura de bandas para sistemas con distintos
dia´metros externos es cualitativamente semejante. As´ı pues, la discusio´n que sigue
se centrara´ en la familia de estructuras con dia´metro externo de 2.35 nm, puesto
que permite construir un mayor nu´mero de NTs. Por otra parte, esta semejanza
sugiere que en los sistemas estudiados el comportamiento energe´tico de los estados
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Figura 6.5: Estructura relajada del NT A3. Se aprecia co´mo los a´tomos de
P internos que han perdido un vecino se desplazan hacia la cavidad interna
y hacia uno de los ve´rtices del hexa´gono interno, permitiendo a los de In que
han perdido un vecino internarse ma´s en la estructura. La configuracio´n que
alcanzan ambos se acerca a la de una hibridacio´n sp2, con el tres iones de P
enlazando con un io´n de In, y con los cuatro cerca de estar en un mismo plano.
Esto cambia la forma de la superficie interna del NT, introduciendo una cierta
rugosidad al replicarse la deformacio´n de la supercelda.
electro´nicos esta´ fuertemente ligado al taman˜o del anillo interior del NT, ma´s que
al grosor de la pared de InP.
En la estructura maciza del NW, los extremos de las bandas de valencia y con-
duccio´n los constituyen bandas con una curvatura pronunciada, no muy distintas
de las que podemos encontrar en un muestreo del cristal de blenda de zinc de InP
a lo largo de la direccio´n de alta simetr´ıa Γ−X. Esta curvatura y la consiguiente
extensio´n en energ´ıas de estas bandas refleja el cara´cter extendido de los orbitales
asociados a ellas, cubriendo el NW en su direccio´n axial con sus funciones de onda,
como se vera´ en el apartado siguiente (Figs. 6.9(a) y 6.9(b)).





NW A1 A2 A3
Figura 6.6: Muestreos de la celda de Brillouin unidimensional en torno a la
banda de energ´ıas prohibidas. De izquierda a derecha, muestreo para el NW de
1.88 nm de dia´metro y los NTs A1, A2 y A3, en orden creciente de taman˜o de
la cavidad interna. Las energ´ıas de los autoestados se muestran en eV y el cero
de energ´ıas se situ´a en el autovalor del VBM.
En el NW tambie´n se mezclan con las bandas extendidas otras con una cur-
vatura muy baja, las cuales se relacionan con orbitales no extendidos a lo largo de
una direccio´n material. Esta consecuencia del confinamiento cua´ntico tiene lugar al
disponer la estructura de tan so´lo una dimensio´n perio´dica, con lo que las bandas
que en un sistema tridimensional se extender´ıan en otras direcciones principales
de la red rec´ıproca, en este caso so´lo quedan descritas por momentos del cristal a
lo largo de una dimensio´n.
Ahora bien, al horadar el NW e ir aumentando el taman˜o de la oquedad, la
curvatura y la extensio´n en energ´ıas que exhiben algunas de las bandas se van
reduciendo progresivamente. Esto sucedera´ al reorientarse los estados extendidos
axialmente hacia configuraciones perpendiculares al eje de crecimiento de la es-
tructura, como veremos en la seccio´n siguiente. Sin embargo, esta´ claro que au´n





NW B1 B2 B3 B4
Figura 6.7: Muestreos de la celda de Brillouin unidimensional en torno a la
banda de energ´ıas prohibidas. De izquierda a derecha, muestreo para el NW de
2.35 nm de dia´metroy los NTs B1, B2, B3 y B4, en orden creciente de taman˜o
de la cavidad interna. Las energ´ıas de los autoestados se muestran en eV y el
cero de energ´ıas se situ´a en el autovalor del VBM.
en el caso de los NTs con una pared de InP delgada el sistema sigue presentando
periodicidad, por construccio´n. As´ı pues, en todo caso existe un conjunto de ban-
das que muestran una cierta curvatura, asociadas a orbitales con una componente
axial significativa.
Dada esta tendencia decreciente de la curvatura de los estados, particular-
mente los que marcan las fronteras de las bandas de valencia y de conduccio´n, es
relevante discutir su relacio´n con la conductividad del sistema, que podr´ıa ser una
propiedad de intere´s para la creacio´n de dispositivos optoelectro´nicos. El decre-
cimiento de la curvatura del VBM y el CBM implica un incremento de la masa







Como consecuencia de esto, la movilidad de los portadores de carga, dado un
tiempo de scattering medio τ¯ determinado, disminuira´ como





con lo que cabe esperar que la conductividad de estos NTs de InP a lo largo de su
direccio´n perio´dica sea inferior a la de los NWs.
Otro efecto, que se aprecia en los NTs A1 y B1 al retirar los a´tomos inmedia-
tamente en el eje de los NWs, es la introduccio´n de estados electro´nicos en el band
gap. Presentan una muy baja extensio´n en energ´ıas y no solapan ni con el resto
de la banda de valencia ni con la de conduccio´n. Estos nuevos VBM y CBM, aso-
ciados a dangling bonds en la superficie interior del NT (Figs. 6.12(a) y 6.13(a)),
reducen el band gap del material, haciendo posible promociones electro´nicas a me-
nores energ´ıas. Sin embargo, en el caso de que la energ´ıa de esta promocio´n sea
insuficiente para alcanzar el continuo de energ´ıas de conduccio´n (o de valencia
para huecos), los portadores de carga se encontrara´n confinados en un continuo de
estados con baja movilidad, dada la curvatura casi nula de estas bandas a lo largo
de la celda de Brillouin; o, visto desde otra perspectiva, debido a la poca extensio´n
axial del estado, se reduce la probabilidad para la transicio´n entre estados a lo lar-
go de esta direccio´n. Puesto que estas bandas no son contiguas con el resto de la
banda de valencia y de conduccio´n, se requerir´ıan entonces otras promociones en
energ´ıa para completar la transicio´n entre las energ´ıas que contienen a la mayor´ıa
de los estados de valencia hasta las energ´ıas en donde se encuentran la mayor parte
de los estados de conduccio´n. En cierto modo se podr´ıa decir que los estados que
se convierten en los nuevos l´ımites de las bandas de valencia y conduccio´n dividen
la transicio´n energe´tica del band gap global en varias transiciones menores. En
particular, cuando consideremos la evolucio´n del band gap evaluaremos las estruc-
turas A1 y B1 atendiendo a lo espec´ıfico de esta circunstancia. Sin embargo, se
pueden ver paralelos en el resto de estructuras, con la discretizacio´n de las bandas
de valencia y de conduccio´n en secciones disjuntas.
A ra´ız de estos resultados, es posible que la nomenclatura habitual con los
te´rminos CBM y VBM pueda dar lugar a confusiones, por lo que cuando se descri-
ban los orbitales se hara´ uso de te´rminos semejantes a los utilizados en estructuras
localizadas, mayor orbital molecular ocupado (HOMO) y menor orbital molecular
desocupado (LUMO), que se refieren de forma expl´ıcita a los estados de ocupacio´n
y no sugieren una naturaleza de condicio´n extremal de una banda continua.
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Nuestros resultados muestran adema´s una notable diferencia cualitativa en
el muestreo de bandas de las estructuras con menor grosor de su pared de InP,
los NTs A3 y B4. El band gap se reduce de manera importante y, especialmente
en torno a e´ste, los estados electro´nicos se organizan en bandas energe´ticamente
disjuntas. Puesto que en este caso el NT cuenta con un anillo de tan so´lo dos
capas hexagonales de InP, podemos atribuir este comportamiento a lo restringido
de su extensio´n material. Con ello se espera un aumento en el confinamiento al
que se someten los orbitales electro´nicos y por tanto una intensificacio´n de sus
consecuencias. De hecho, la reduccio´n del grosor de la pared de InP reduce tambie´n
la curvatura de las bandas y tiende a separarlas energe´ticamente, haciendo que las
bandas de valencia y conduccio´n presenten regiones disjuntas, aunque todav´ıa con
una anchura apreciable. Merece la pena discutir este extremo en mayor detalle,
puesto que comportamiento difiere cualitativamente de la evolucio´n que muestra el
resto de sistemas estudiados en la memoria, reduciendo significativamente el band
gap, al contrario de lo que se asocia con el confinamiento cua´ntico.
As´ı pues, discutiremos las diferencias que estas estructuras presentan con res-
pecto al comportamiento t´ıpico que se manifiesta ante el confinamiento cua´ntico,
como puede ser una diferencia de dia´metro entre dos estructuras. A modo de ejem-
plo, si comparamos los NWs de 1.88 nm y 2.35 nm de dia´metro nos encontramos
con que el ma´s delgado presenta un band gap aproximadamente 0.2 eV mayor que
el ma´s ancho. Entonces, au´n cuando al vaciar estas estructuras se comparte la pre-
misa ba´sica de que existe un decremento de su soporte material y, por tanto, del
espacio que pueden ocupar los estados electro´nicos, existen dos diferencias impor-
tantes al comparar el horadado de la estructura con la reduccio´n de su dia´metro.
En primer lugar, la superficie interior contiene enlaces no pasivados, o dangling
bonds, con lo que una parte de la carga de la nube electro´nica se orienta hacia la
oquedad interior, ocupando una parte de e´sta y reduciendo la presio´n electrosta´tica
en la regio´n material. En segundo lugar, la topolog´ıa espec´ıfica del espacio restan-
te que pueden ocupar las funciones de onda electro´nicas no las concentra en un
nu´cleo cada vez ma´s pequen˜o sino que, al contrario, las a´ısla en una regio´n cada
vez ma´s estrecha pero dispersa, no central, que en efecto permite a los orbitales
alejarse entre s´ı. Esta u´ltima caracter´ıstica permite que los orbitales electro´nicos
energe´ticamente pro´ximos a la banda de energ´ıas prohibidas se distribuyan a lo
largo del espacio disponible sin dejar de respetar la simetr´ıa del sistema.
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A partir de esta observacio´n se puede entender que, cuando se llega al extre-
mo que representan los NTs ma´s estrechos, la interaccio´n entre los u´ltimos estados
de valencia y los primeros de conduccio´n es menor, puesto que estos estados no
conviven ahora en la misma regio´n del espacio, con lo que se reduce su diferencia
energe´tica y por tanto el band gap. Esto sucede al mismo tiempo que los orbitales
esta´n fuertemente localizados en una estrecha regio´n espacial, que concentra las
funciones de onda de los estados con la misma ocupacio´n, lo que conlleva una con-
siderable discretizacio´n de las bandas de valencia y conduccio´n. Esta distribucio´n
espec´ıfica de los orbitales electro´nicos se ilustra con ma´s detalle en la siguiente
seccio´n.
Cuando consideramos casos distintos de los extremos que representan las es-
tructuras A3 y B4, estos argumentos sirven para comprender la tendencia general
decreciente que muestra el band gap con respecto al vaciado de los NTs. Esta ten-
dencia, que tambie´n se puede apreciar a trave´s de la evolucio´n de los muestreos
de la zona de Brillouin, se presenta en la Fig. 6.8. En ella se han tenido en cuenta,
en los sistemas en los que procede, tanto las transiciones estrictamente mı´nimas
como las que llevan a la ocupacio´n de un estado de conduccio´n en una banda
energe´ticamente ancha. Podemos entender que esto sucede debido a que, estando
los u´ltimos estados ocupados y los primeros desocupados localizados en posiciones
sobre la superficie interior de los NT, con el crecimiento de la cavidad interior la
distancia entre estos estados aumenta. Al suceder esto se reduce la presio´n mutua
sobre los estados debida a la interaccio´n entre ellos, reduciendo su diferencia en
energ´ıa y cerrando as´ı la banda de energ´ıas prohibidas.
Cabe adema´s comentar que, aunque la mayor´ıa de las estructuras estudiadas
continu´an manifestando un band gap directo, como sucede con los NWs, en algunos
NTs esto no ocurre. Sin embargo, la diferencia energe´tica que resulta de este cambio
es despreciable (del orden de 10−3 eV o en torno al 0.1 % de la Egap), y los valores
que se indican son los correspondientes a transiciones o´pticas en el punto Γ de la
zona de Brillouin. Es decir, considerar transiciones que precisan de la mediacio´n de
un fono´n parece innecesario cuando la primera transicio´n o´ptica es de una energ´ıa
virtualmente ide´ntica.


















Figura 6.8: Energ´ıas mı´nimas para la transicio´n electro´nica a la banda de
conduccio´n, expresada en funcio´n de la proporcio´n de a´tomos con un vecino
menos en el interior del NT con respecto al total. En las estructuras en las
que se presentan dos valores, los s´ımbolos huecos indican la diferencia estricta
de energ´ıa entre HOMO y LUMO, mientras que los s´ımbolos so´lidos indican la
diferencia de energ´ıa entre HOMO y el extremo de la primera banda desocupada
y al mismo tiempo extendida en energ´ıas. Se establece esta diferenciacio´n porque
al realizar la transicio´n de NW a NT se introducen estados no extendidos en la
banda de energ´ıas prohibidas, que se encuentran alejados del resto de las bandas
de valencia y conduccio´n. Se observa una tendencia global decreciente del band
gap con respecto al taman˜o del hueco interior.
6.4. Orbitales electro´nicos
Es u´til observar co´mo se organizan los orbitales electro´nicos en el espacio
para entender la relacio´n entre los estados y la configuracio´n material que los
soporta. Ello nos permitira´ explorar la naturaleza del confinamiento que sufren
y la importancia particular del relieve interno de la estructura. Pero es adema´s
de especial relevancia en el estudio que nos ocupa, puesto que la distribucio´n de
las funciones de onda electro´nicas tienen un papel importante en las propiedades
del sistema, como se ha argumentado. En esta seccio´n se describe un conjunto
de orbitales respresentativos, con el propo´sito de ilustrar la discusio´n general de
este cap´ıtulo. En particular, se muestran orbitales asociados a estados electro´nicos
que rodean la banda de energ´ıas prohibidas. Para cada estructura, en las figuras
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que siguen, se representa en amarillo el orbital del HOMO y en azul el orbital del
LUMO. Adema´s, en los NTs se sigue la evolucio´n de los estados que en el NW se
comportan como VBM (en naranja) y CBM (en violeta).
Al comparar los resultados para las estructuras con distinto dia´metro exterior,
nos encontramos con que el cara´cter espacial de los estados electro´nicos en los
NTs estudiados dependera´ principalmente del taman˜o de la oquedad interior. La
discusio´n sera´ equivalente para los NTs con un dia´metro de 1.88 nm y los de 2.35
nm, y por brevedad nos referiremos so´lo a una familia de estructuras. E´sta sera´ la
construida a partir del NW con un dia´metro de 2.35 nm, puesto que ofrece la
posibilidad de crear un mayor nu´mero de NTs distintos. Esta equivalencia entre
taman˜os tiene por excepcio´n el sistema A3 que, debido a lo delgado de su pared,
muestra un comportamiento ana´logo al de la estructura B4, con su mismo grosor,
en lugar de hacerlo con el NT que comparte su taman˜o de cavidad, el B3.
Si consideramos primero el NW, que empleamos como referencia, vemos co´mo
en e´l los estados que marcan la banda de energ´ıas prohibidas se extienden por
toda la estructura, tanto en seccio´n como axialmente (Fig. 6.9). Asociamos esta
extensio´n axial con la gran curvatura que exhibe las bandas a las que pertenecen
(Fig. 6.7). Sin embargo, una vez se retiran a´tomos del interior de la estructura, la
distribucio´n de carga de estos estados va reduciendo su extension espacial (Figs.
6.10 y 6.11). Estos estados, que identificamos como los VBM y CBM del NW
por su semejanza en te´rminos de curvatura y distribucio´n espacial, en los NTs
se organizan en torno a un nu´mero menor de a´tomos, concentrados alrededor
de la cavidad interior, y se reduce adema´s su continuidad en la direccio´n axial,
en consonancia con la disminucio´n de la curvatura de sus bandas. As´ı pues, en
lugar de tratarse de estados extensos, adoptan posiciones ma´s localizadas sobre la
superficie interior y otros a´tomos contiguos. Esto contrastara´ con lo que veremos
para el HOMO (Fig. 6.12) y LUMO (Fig. 6.13) en los NTs, que estara´n localizados
exclusivamente en los a´tomos ma´s internos. Sin embargo, es fa´cil ver que en los
NTs con la pared ma´s estrecha, A3 y B4, la totalidad de los a´tomos de la estructura
forman parte o son vecinos de la superficie interior o la exterior. En este caso no
tendra´ sentido distinguir entre estados sobre la superficie interior y extendidos
por el NT, sobre todo teniendo en cuenta que existe una barrera externa que
limita la extensio´n de los u´ltimos, a consecuencia de su pasivacio´n. As´ı pues, estos
sistemas representan un extremo en el sentido de que la superficie interna domina
las caracter´ısticas electro´nicas de la estructura.
Cap´ıtulo 6. NTs de InP 94
(a) VBM (b) CBM
Figura 6.9: Orbitales asociados a los estados limı´trofes con la banda de energ´ıas
prohibidas para el NW de 2.35 nm de dia´metro. Los u´ltimos estados ocupados
presentan un cara´cter orbital de tipo p y se orientan a lo largo del eje de cre-
cimiento, mientras que los primeros desocupados se orientan de una forma ma´s
cercana a ser radial y presentan un cara´cter orbital dominante s. En ambos
casos se encuentran centrados en el eje de la estructura y esta´n extendidos es-
pacialmente.
Es adema´s notable que, especialmente para el estado que funcionaba como
VBM en el NW (Fig. 6.10), la orientacio´n de los orbitales electro´nicos deja de
alinearse a lo largo del eje de crecimiento para hacerlo perpendicularmente a e´ste.
Esta situacio´n aumenta segu´n se incrementa el horadado de la estructura, y con ello
tambie´n su superficie interna. Esta reordenacio´n de la carga responde al creciente
nu´mero de enlaces rotos en el interior de la estructura, genera´ndose un espacio vac´ıo
que tiende a ser parcialmente ocupado por las funciones de onda de los autoestados
contiguos a la banda de energ´ıas prohibidas. Dado que la frontera entre el material
y la regio´n vac´ıa interior es perpendicular al eje de crecimiento, se favorece que
la nube electro´nica busque acomodo espacial ocupando estos nuevos grados de
libertad no perio´dicos. Asimismo, cabe destacar la to´nica general que veremos en
todos los estados, tendiendo a localizarse en posiciones congruentes con los ve´rtices
de un tria´ngulo. Adema´s, los u´ltimos estados de la banda de valencia se ordenan
en una configuracio´n tal que, si continuamos la comparacio´n con los ve´rtices de
un tria´ngulo, se encuentra rotada 30o con respecto a la de los estados vac´ıos. Esta
situacio´n se repite al incrementarse la cavidad interna, mientras que los estados van
reduciendo su extensio´n espacial, con lo que disminuye as´ı la convivencia espacial
de los estados a ambos lados del band gap y se reduce con ello la interaccio´n entre
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estados ocupados y vac´ıos. Como se ha discutido anteriormente, consideramos que
esto es relevante para entender la reduccio´n del band gap con la reduccio´n del
grosor de la pared de InP.
Esta reordenacio´n de los estados se suma a la desigual reparticio´n de la carga
en materiales compuestos por elementos qu´ımicos con distinta electronegatividad.
Los a´tomos de P, ma´s electronegativos, acumulan ma´s carga que los de In, y esto se
manifiesta en los orbitales cercanos a la banda de energ´ıas prohibidas. Los u´ltimos
estados ocupados se ordenan preferentemente alrededor de las posiciones io´nicas
de los a´tomos de P, mientras que los vac´ıos lo hacen en torno a las de los a´tomos de
In. Esta situacio´n general, junto con la distribucio´n “en tria´ngulo” de los estados,
alternando ocupados y desocupados, y la tendencia de los orbitales a internarse
en la cavidad, sirve para reorientar las posiciones io´nicas ma´s internas de los NTs
(Fig. 6.5), que se desplazan evitando las acumulaciones de carga en las regiones
en donde se acumulan los estados ocupados.
Ahora bien, aunque las consideraciones anteriores dan cuenta de la evolucio´n
general de los estados alrededor del band gap, ejemplifica´ndola a trave´s de los
que funcionan como VBM y CBM en el NW, nos interesa tambie´n detenernos
alrededor de los estados estr´ıctamente l´ımites con la banda de energ´ıas prohibidas
en los NTs. En todas las estructuras huecas estudiadas el u´ltimo estado ocupado
(HOMO, (Fig. 6.12)) y el primero desocupado (LUMO, (Fig. 6.13)) son de distinta
naturaleza que el VBM y el CBM del NW. Estos estados limı´trofes entran en la
banda de energ´ıas prohibidas al horadar el NW y esta´n marcadamente localizados
alrededor de posiciones io´nicas de a´tomos en la superficie interior que han perdido
un primer vecino al vaciar las estructuras. Aunque se organizan de forma semejante
a los otros orbitales que hemos descrito, los HOMO y LUMO de todos los NTs
estudiados se localizan en la superficie interior de la estructura, sin extenderse
apreciablemente por el resto de la seccio´n del material.
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(a) B1 (b) B2
(c) B3 (d) B4
Figura 6.10: Evolucio´n con el taman˜o de la cavidad interna del estado que
en cada estructura se corresponde en propiedades con el VBM del NW. Al
horadar la estructura, el estado cambia su orientacio´n, pasando de ser axial a
orientarse de forma radial y pronto se localiza en torno a un nu´mero menor
de a´tomos y va reduciento su la regio´n espacial que ocupa. Adema´s, e´sta se
restringe progresivamente a tres de los seis ve´rtices del hexa´gono interno. Este
comportamiento es representativo de otros estados ocupados, que se concentran
en las mismas posiciones.
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(a) B1 (b) B2
(c) B3 (d) B4
Figura 6.11: Evolucio´n con el taman˜o de la cavidad interna del estado que en
cada estructura se corresponde en propiedades con el CBM del NW. Al horadar
la estructura, el estado pronto se localiza en torno a un nu´mero menor de a´to-
mos y va reduciento su la regio´n espacial que ocupa. Adema´s, e´sta se restringe
progresivamente a tres de los seis ve´rtices del hexa´gono interno. Este compor-
tamiento es representativo de otros estados desocupados, que se concentran en
las mismas posiciones.
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(a) B1 (b) B2
(c) B3 (d) B4
Figura 6.12: Extensio´n espacial del u´ltimo estado ocupado (HOMO) en cada
NT. Este estado esta´ muy localizado espacialmente, con su funcio´n de onda
concentrada alrededor de unos pocos a´tomos, lo que contrasta con el ma´s ex-
tendido VBM del NW. La orientacio´n y cara´cter espec´ıfico del estado var´ıa
apreciablemente entre las estructuras.
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(a) B1 (b) B2
(c) B3 (d) B4
Figura 6.13: Extensio´n espacial del primer estado desocupado (LUMO) en ca-
da NT. En todo caso se encuentra muy localizado espacialmente, con su funcio´n
de onda concentrada principalmente alrededor de tres a´tomos, lo que contrasta
con el CBM del NW, que estaba extendido por toda la estructura. Con el incre-
mento de la cavidad interna el estado mantiene su orientacio´n radial, aunque su
cara´cter orbital var´ıe ligeramente entre las estructuras.
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Asimismo, los estados HOMO y LUMO en los NTs no esta´n tampoco ex-
tendidos a lo largo de la direccio´n perio´dica del sistema y so´lo ocupan una capa
de la supercelda (Fig 6.14). Ante la evidencia de que en cada estructura estos
estados se encuentran en una capa ato´mica distinta, es claro que esta tendencia
esta´ relacionada con la distinta afinidad electro´nica de las dos especies qu´ımicas.
El HOMO se encuentra en la capa ato´mica que presente ma´s iones de P con coor-
dinacio´n tres, mientras que el LUMO lo hace en la que presente ma´s iones de In
con coordinacio´n tres. Dada la estructura cristalina del material, segu´n se vayan
retirando a´tomos estas condiciones se cumplira´n en capas distintas, de ah´ı que se
alterne la capa ato´mica en la que se situ´an estos estados. En todo caso, vemos
que esta distribucio´n es consistente con la “rugosidad” en la superficie interior que
se describe en la seccio´n 6.2, puesto que encontramos as´ı que el HOMO tiende a
presentarse en la capa con un menor dia´metro interior, mientras que el LUMO lo
hace en la de mayor dia´metro. Sin embargo, encontramos una excepcio´n a esta
ordenacio´n por capas con el HOMO del sistema B3, que no se situ´a en la capa con
un mayor nu´mero de iones de P desligados, que en esa estructura es la central.
(a) B1 (b) B2
(c) B3 (d) B4
Figura 6.14: Extensio´n espacial de los estados HOMO y LUMO de los NTs
estructuras con dia´metro externo de 2.35 nm desde una perspectiva lateral, que
permite ver su localizacio´n a lo largo de la direccio´n axial. Se observa que cada
uno de estos estados se localiza en una so´la capa del NT, que cambia en funcio´n
de cua´l sea la que ofrezca la mayor´ıa de a´tomos desligados de In (HOMO) y de
P (estado LUMO). La estructura B3 representa una excepcio´n, tanto en la capa
que ocupa como en cuanto a su orientacio´n, siendo ma´s axial que en resto de
los NTs.
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A pesar de las semejanzas entre su comportamiento en las distintas estructu-
ras, los estados HOMO y LUMO manifiestan tambie´n diferencias entre los distintos
NTs. El cara´cter orbital sufre variaciones en cada iteracio´n de vaciado, especial-
mente en el caso del HOMO, que en la estructura B2 se orienta de una forma ma´s
paralela a la superficie interna y en la estructura B3 rompe la tendencia con res-
pecto a su posicio´n axial. Estas diferencias, junto con las variaciones que exhiben
las bandas de energ´ıa en las que se integran sus estados, indican que e´stos depen-
den fuertemente de la geometr´ıa espec´ıfica de la superficie interna de la estructura.
Como consecuencia, se pueden apreciar desviaciones importantes de las tendencias
generales, como el aumento relativo del band gap en la estructura B3 (Fig. 6.8).
Entendemos que esto sucede debido a la granularidad de las estructuras.
Cap´ıtulo 7
Conclusiones
Esta tesis presenta resultados obtenidos a trave´s de ca´lculos ab initio rea-
lizados con el co´digo parsec, que implementa me´todos nume´ricos en el espacio
real basados en la Teor´ıa del Funcional Densidad, empleando pseudopotenciales
de norma conservada construidos bajo la prescripcio´n de Troulliers-Martins. Con
ellos se ha abordado el estudio de distintas estructuras semiconductoras de baja
dimensionalidad: QDs, NWs y NTs de InP con estructura de blenda de zinc y NWs
de GaN con estructura wurtzita. Tanto en los QDs como en los NWs se comparan
dos tipos de dopado sustitucional negativo, en posicio´n anio´nica y catio´nica, para
evaluar su eficiencia relativa en un re´gimen de confinamiento cua´ntico. Estudiamos
el comportamiento estructural y electro´nico de los NTs puros en relacio´n con el
taman˜o de su cavidad. A continuacio´n se exponen las principales conclusiones de
este trabajo:
7.1. QDs de InP con estructura de blenda de
zinc
La energ´ıa de formacio´n de las impurezas dopantes, relativa a la del cristal
macrosco´pico, crece mono´tonamente a medida que se reduce el dia´metro del na-
nocristal. El comportamiento es equivalente para los dos tipos de dopado, tanto
en posicio´n catio´nica con SiIn como en posicio´n anio´nica con SeP, existiendo entre
ellos tan so´lo una diferencia cuantitativa que indica una mayor solubilidad de la
impureza anio´nica. Este crecimiento es consecuencia del aumento de la energ´ıa del
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estado donante, que sigue la evolucio´n energe´tica del LUMO ante el confinamien-
to cua´ntico debido a la semejanza entre el cara´cter de sus orbitales. Por tanto,
la solubilidad de las impurezas sustitucionales estudiadas decrece al aumentar el
confinamiento cua´ntico sobre el sistema.
Cuando los nanocristales son dopados por sustitucio´n del anio´n no hay un
cambio dra´stico en la posicio´n del nivel de la impureza dentro de la banda de
energ´ıas prohibidas. Esto condiciona la estabilidad de los centros DX, y encontra-
mos que su formacio´n es muy desfavorable energe´ticamente.
Mostramos que la formacio´n de centros DX en los nanocristales dopados por
sustitucio´n del catio´n esta´ favorecida energe´ticamente con respecto a su formacio´n
ante el dopado por sustitucio´n anio´nica. Esta diferencia tiene su origen en la sig-
nificativa reduccio´n de la energ´ıa del nivel de la impureza dentro de la banda de
energ´ıas prohibidas ante la deformacio´n io´nica.
Complementando los resultados obtenidos con SiIn y SeP, hemos realizado
tambie´n ca´lculos sobre el sistema dopado con otros elementos (SnIn y SP), encon-
trando un comportamiento semejante al descrito para los primeros. Puesto que los
centros DX reducen el nu´mero de electrones libres en el sistema, la diferencia entre
la estabilidad relativa de estos defectos al dopar en posicio´n anio´nica y catio´nica
muestra que el dopado de tipo n en QDs con taman˜os en el orden del nano´metro
resulta ma´s eficiente al dopar sustitucionalmente en posicio´n anio´nica.
Estos resultados han sido obtenidos para QDs de InP, pero el cara´cter general
de los argumentos io´nicos y de estructura electro´nica utilizados para interpretarlos
pueden ser extendidos a otros nanocristales de semiconductores III-V con estruc-
tura de blenda de zinc dopados negativamente.
7.2. NWs de InP con estructura de blenda de
zinc
Las energ´ıas de formacio´n de las impurezas dopantes crecen mono´tonamente
a medida que decrece el dia´metro de los NW, como consecuencia del confinamiento
cua´ntico bidimensional. Este incremento es similar para ambos dopantes, SiIn y
SeP, mostrando tan so´lo una diferencia cuantitativa en favor del u´ltimo en lo que
respecta a su solubilidad. La tendencia comu´n se debe al aumento de la energ´ıa del
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estado donante, que sigue la evolucio´n energe´tica del CBM ante el confinamiento
cua´ntico debido a la semejanza entre el cara´cter de sus orbitales. Por tanto, la
solubilidad de las impurezas sustitucionales estudiadas decrece para ambos tipos
de dopado negativo al aumentar el confinamiento cua´ntico del sistema.
Hemos encontrado que la formacio´n de centros DX esta´ favorecida cuando
el dopante sustituye al catio´n. En esta posicio´n, la formacio´n del defecto implica
procesos en la estructura electro´nica que hunden el estado de la impureza donante
en la banda de energ´ıas prohibidas.
Los resultados muestran, en cambio, que dopar en posicio´n anio´nica no favo-
rece la estabilizacio´n de los centros DX, puesto que la diferencia en energ´ıa debida
al cambio de posicio´n del nivel de la impureza dentro del band gap es pequen˜a en
comparacio´n con la que tiene lugar al dopar en la posicio´n catio´nica.
La naturaleza anisotro´pica de los NWs nos obliga a discriminar entre la for-
macio´n de defectos a lo largo de las direcciones axial y radial. Encontramos que
los defectos que ocurren a lo largo de la direccio´n de crecimiento de los NWs son
ma´s estables.
Puesto que los centros DX reducen el nu´mero de electrones libres en el sistema,
nuestros resultados muestran que los NWs deben ser dopados negativamente por
sustitucio´n en el anio´n y no en el catio´n si se pretende utilizarlos en dispositivos
funcionales dentro del re´gimen del nano´metro.
Los argumentos io´nicos y de estructura electro´nica utilizados para interpretar
el comportamiento de los NWs de InP pueden ser extendidos, dado su cara´cter
general, a otros nanohilos de semiconductores III-V con una estructura semejante
y dopados negativamente.
Comparando los resultados obtenidos para los NWs de InP con los relativos a
QDs de InP, encontramos que, tanto en te´rminos de energ´ıa de formacio´n como de
estabilidad relativa de los centros DX, el dopado negativo de las nanoestructuras
se ve desfavorecido al reducir la dimensionalidad del sistema. Al incrementar el
nu´mero de dimensiones confinadas se introducen nuevos l´ımites en la extensio´n
espacial de las funciones de onda electro´nicas, con lo que puede entenderse que
este cambio aumenta el efecto neto del confinamiento cua´ntico.
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7.3. NWs de GaN con estructura de wurtzita
Comparando la estructura electro´nica, en ausencia de dopantes, del cristal
macrosco´pico y la del material unidimensional mostramos que el confinamiento
cua´ntico que sufre el sistema aumenta significativamente su band gap.
Dopando negativamente los NWs de GaN con impurezas de SiGa y de ON, es-
tudiamos la estabilidad de las distintas configuraciones que se asocian con centros
DX. Encontramos que en los sistemas dopados en posicio´n catio´nica el desplaza-
miento de la impureza a lo largo del eje del NW no es estable. En cambio, su
desplazamiento radial s´ı es estable, presentando un mı´nimo local en su energ´ıa
total comparable al del sistema no deformado. Mostramos tambie´n que el centro
DX formado a trave´s del desplazamiento axial de uno de los primeros vecinos de la
impureza es metaestable. La diferencia en la estabilidad relativa de estas configu-
raciones viene determinada, adema´s de por el hundimiento del nivel electro´nico de
la impureza, por la distorsio´n que la deformacio´n estructural induce en los u´ltimos
estados de la banda de valencia.
Para los NWs dopados en posicio´n anio´nica encontramos que las configuracio-
nes asociadas al centro DX en las que se desplaza la impureza son ma´s estables que
el sistema no deformado. La respuesta cualitativa del sistema ante el movimiento
axial y radial de la impureza es equivalente, pero encontramos que el estado fun-
damental se corresponde con la deformacio´n radial. En cambio, la configuracio´n
resultante del desplazamiento de un primer vecino de la impureza anio´nica es al-
tamente desfavorable y no presenta un mı´nimo local. E´ste tambie´n es el caso del
centro DX CCB, con tres a´tomos desplazados, que evoluciona hasta la configura-
cio´n αO-BB.
Comparando la estabilidad relativa de los centros DX entre los dos tipos de
dopado sustitucional encontramos que, en los NWs con estructura de wurtzita
estudiados, su formacio´n esta´ ma´s favorecida cuando se dopa en posicio´n anio´nica.
Esto indica que para obtener un mayor rendimiento del dopado negativo en estos
sistemas es ma´s adecuado dopar por sustitucio´n del catio´n en lugar del anio´n.
Este resultado contrasta con lo hallado para estructuras semiconductoras III-V en
blenda de zinc, en las que se observa el comportamiento contrario.
Puesto que se ha encontrado que algunas muestras de GaN se dopan negativa-
mente de modo no intencionado con impurezas sustitucionales de O, los resultados
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relativos a la estabilidad de los centros DX sugieren que, en sistemas que exhiban
confinamiento cua´ntico, el impacto que este dopado accidental tiene sobre la den-
sidad de portadores del sistema puede ser compensado por la propia tendencia del
material a convertir las impurezas en trampas electro´nicas. Esto es consecuencia
de que, en te´rminos efectivos, ante un confinamiento suficiente estas impurezas se
comportan como aceptores.
7.4. NTs de InP con estructura de blenda de zinc
La diferencia en la energ´ıa de cohesio´n por a´tomo de los NTs con respecto al
NW del mismo dia´metro aumenta mono´tonamente al aumentar la cavidad interior.
Esto pone de manifiesto que las estructuras horadadas son menos estables que la
maciza y que una progresiva retirada de soporte material acentu´a su inestabilidad.
Encontramos que la diferencia de energ´ıa de cohesio´n por a´tomo con respecto al
NW var´ıa, en el rango de taman˜os estudiado, de forma lineal con la fraccio´n de
los a´tomos que pierden un primer vecino con el vaciado.
La relajacio´n de las posiciones io´nicas muestra que, una vez se retiran a´tomos
del interior de los NWs, la superficie interior de las estructuras se reordena en
una configuracio´n distinta a la estructura regular de la blenda de zinc. Entre los
a´tomos que pierden un enlace, los de In se repliegan hacia el cristal, mientras que
los de P se mueven hacia la cavidad. Segu´n se incrementa el dia´metro interno de
los NTs la diferencia entre el comportamiento de ambas especies se va ampliando,
tendiendo a formar enlaces planos entre los a´tomos de In y de P en la superficie
interior. Adema´s, puesto que las capas ato´micas de la estructura presentan una
alternancia en cuanto al nu´mero de a´tomos con coordinacio´n tres de cada especie
qu´ımica, la superficie interior presenta un perfil rugoso perio´dico a lo largo de la
direccio´n axial.
Los NTs mantienen el comportamiento semiconductor de los NWs de InP,
pero el horadado afecta significativamente a su estructura electro´nica. El muestreo
de la celda de Brillouin unidimensional de las estructuras pone de manifiesto que
la curvatura de las bandas decrece al disminuir el grosor de los NTs. Asimismo,
el decrecimiento del grosor de la pared material tiende a discretizar las bandas de
valencia y conduccio´n, separa´ndolas en secciones energe´ticamente disjuntas.
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Encontramos que el band gap del NW de 1.88 nm es superior al del NW de
2.35 nm en 0.2 eV. Sobre esta diferencia se superpone una tendencia comu´n al
horadar las estructuras. Retirar los a´tomos inmediatamente sobre el eje de los
NWs introduce en el band gap estados no extendidos que reducen e´ste de manera
importante, au´n cuando la diferencia energe´tica entre el continuo de estados de
las bandas de valencia y conduccio´n var´ıa en menor medida. Sin embargo, incluso
sin tener en cuenta este efecto espec´ıfico, encontramos una tendencia global de
reduccio´n del band gap a medida que aumenta el dia´metro interior de los NTs.
Consistentemente con la reduccio´n de curvatura de las bandas de energ´ıa, en-
contramos que los orbitales electro´nicos de los NTs reducen su extensio´n espacial
al incrementar el taman˜o de la cavidad interior. Los orbitales que en el NW esta-
ban extendidos por la estructura y alineados a lo largo de la direccio´n perio´dica de
la misma tienden en los NTs a restringir su extensio´n y a reorientarse perpendicu-
larmente a la superficie interior. Otros estados que se introducen en torno al band
gap se encuentran en todo caso localizados alrededor de un nu´mero reducido de
a´tomos en la superficie interior. Adema´s, los estados ocupados y desocupados se
ordenan de forma que ocupan regiones materiales alternantes sobre la seccio´n he-
xagonal de los NTs, reduciendo la interaccio´n entre ellos y, por tanto, favoreciendo
la reduccio´n del band gap.
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