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Abstract
In this paper we are concerned with backward stochastic differential
equations with random default time and their applications to default risk.
The equations are driven by Brownian motion as well as a mutually in-
dependent martingale appearing in a defaultable setting. We show that
these equations have unique solutions and a comparison theorem for their
solutions. As an application, we get a saddle-point strategy for the related
zero-sum stochastic differential game problem.
Keywords: Backward stochastic differential equation, Random default
time, Comparison theorem, Zero-sum stochastic differential game
1 Introduction
Credit risk is a kind of the most fundamental, most ancient and most dangerous
financial risk. Particularly in recent years it has been greatly concerned once
more. The most extensively studied form of credit risk is the default risk, that
is, the risk that a counterpart in a financial contract will not fulfil a contractual
commitment to meet her/his obligations stated in the contract. Many people,
such as Bielecki, Jarrow, Jeanblanc, Kusuoka and so on, have worked on this
subject (see e.g. [2-4, 10, 15-17]).
In a defaultable market, the noise is created by the Brownian motion B as well
as a random time τ which is referred to as a default time. Then the information
at time t we can get is of two kinds: one from the assets prices, generated by
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Bt and denoted by Ft, the other from the default time, generated by the default
process Ht := 1{τ≤t} and denoted by Ht. It should be noted here that the default
time τ is not an F -stopping time in general. The filtration we consider is the
so-called enlarged filtration G := F ∨ H. Then how do we deal with this case?
Roughly speaking, we construct a process Γ, called the F -hazard process of τ ,
by setting Γt := − ln[1−P (τ ≤ t)] where P is the historical probability measure.
Then the process M , defined by Mt := Ht − Γt∧τ , is a G-martingale independent
of B. Assume that Γ is absolutely continuous, then there exists an F -adapted
process γ, called the intensity process, such that Γt =
∫ t
0
γsds. By the well-known
Kusuoka’s martingale representation theorem, which states that any G-square
integrable martingale can be represented as the sum of integrals w.r.t B and M ,
we know that in a defaultable setting, B and M are of great importance.
When studying the utility maximization problem in a defaultable setting,
Bielecki et al. [2] and Lim-Quenez [17] conclude that the value function is a
solution of a BSDE with a quadratic driver, which we call BSDE with random
default time in this paper. Actually this type of BSDEs appears very naturally.
For the evaluation/hedging problem, Bielecki et al. studied the PDE approach
in [3] (see also [4]), where it is assumed that the defaultable market is complete
and the dynamics of the primary assets are linear SDEs driven by both B and
M . Their goal is to replicate a contingent claim ξ which depends on whether
the default event occurs or not. In fact, we know already that the theory of
contingent claim valuation in a complete default-free market (see e.g. Black-
Scholes [5], Merton [19] and so on) can be expressed in terms of classical BSDEs.
Here we will check detailedly in the text that the evaluation/hedging problem of ξ
can be represented as a linear BSDE with random default time τ of the following
form:
Yt = ξ +
∫ T
t
(usYs + vsZs + ws1{τ>s}γsζs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs,
which can be solved thanks to the existence of the risk-neutral measure Q equiv-
alent to the historical probability P . In fact Q is of the following form:
Q = exp[
∫ T
0
ln(1+ws)dHs−
∫ T
0
ws1{τ>s}γsds+
∫ T
0
vsdBs−1
2
∫ T
0
v2sds+
∫ T
0
usds].
Then we have Y0 = EQ[ξ] which is called the fair price of ξ. While in general,
we do not know the exact values of (u, v, w) but a set Θ they belong to, which
will lead to model uncertainty or ambiguity (see e.g. [6, 9] for details). Then in
this case, instead of having only one risk-neutral probability measure Q fixed, we
will face an uncertain subset of probability measures {Pθ : θ = (u, v, w) ∈ Θ}.
For this situation a robust way to evaluate ξ is its upper price Yˆ0 achieved by a
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superhedging strategy and Yˆ0 can be calculated by
Yˆ0 = sup
θ∈Θ
Y θ0 = sup
θ∈Θ
EPθ [ξ],
where Y θ0 is in fact the fair price for ξ in a fictitious market. In evaluation/hedging
problem with this imprecise knowledge of the risk-neutral measure, we will face
a nonlinear BSDE with random default time (the general form):
Yt = ξ +
∫ T
t
g(s, Ys, Zs, ζs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs. (1)
It is worth noting that for the calculation of the upper price Yˆ0, the generator g
is given by
g(s, y, z, ς) = sup
(us,vs,ws)∈Θ
(usy + vsz + wsς),
which can be easily seen from Section 4.
We are interested in the problem of the existence and uniqueness of a solu-
tion for (1), that is, whether there exists a unique triple of G-adapted processes
(Y, Z, ζ) satisfying (1).
It is well-known that, in the framework of Brownian filtration, the general
form of BSDE was firstly studied by Pardoux-Peng [20]. Since then, the theory
of BSDEs has been studied with great interest. One of the achievements of this
theory is the comparison theorem. It is due to Peng [22] and then generalized
by Pardoux-Peng [21], El Karoui et al. [9]. It allows to compare the solutions
of two BSDEs whenever we can compare the terminal conditions and the gen-
erators. These results are applied widely to default-free markets. For example,
BSDE was firstly applied to the problem of zero-sum stochastic differential games
by Hamadene-Lepeltier [11]. From then on, BSDEs were linked with the game
problems closer and closer (see e.g. [8, 12]).
In this paper, we show that under proper assumptions, BSDE (1) has a unique
solution. Besides we also establish a comparison theorem. It should be noted here
that, the comparison theorem needs one more condition for the generator than
the existence and unique theorem, which is different from the classical case. As an
application, we deal with a zero-sum stochastic differential game problem, which
can also be seen as a utility maximization problem under model uncertainty. For
the game, we assume that there are two players J1 and J2 whose advantages are
antagonistic. The dynamics of the controlled system is
Xt = x0 +
∫ t
0
(b(s,Xs−, us, vs) + c(s,Xs−, us, vs)1{τ>s}γs)ds
+
∫ t
0
σ(s,Xs−)dBs +
∫ t
0
κ(s,Xs−)dMs.
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The player J1 (resp. J2) chooses a control u (resp. v). The object of J1 (resp. J2)
is to minimize (resp. maximize) the cost functional Ju,v. In this paper, we show
that there exists a saddle point (u∗, v∗) such that J(u∗, v) ≤ J(u∗, v∗) ≤ J(u, v∗)
for each (u, v).
The paper is organized as follows: in Section 2, we list some notations and
assumptions we will use. In Section 3, we will first start with a simple model fol-
lowing [3], which in fact implies the new idea, that is, BSDE with random default
time, for credit risk modeling. Then we prove an existence and uniqueness result
for BSDEs with random default time and also establish a comparison theorem. In
the last section (i.e, Section 4), we solve a zero-sum stochastic differential game
problem in a defaultable setting as an application of the study of the previous
section. For reader’s convenience we present some basic results in the Appendix.
2 Notations and assumptions
Let {Bt; t ≥ 0} be a d-dimensional standard Brownian motion on a probability
space (Ω,F , P ) and (Ft)t≥0 be its natural filtration. Denote by | · | the norm in
Rm.
Let {τi; i = 1, 2, . . . , k} be k nonnegative random variables satisfying
P (τi > 0) = 1; P (τi > t) > 0, ∀t ∈ R+; P (τi = τj) = 0 (i 6= j).
For each i, we introduce a right-continuous process {H it ; t ≥ 0} by setting H it :=
1{τi≤t} and denote by H
i = (Hit)t≥0 the associated filtration Hit = σ(H is : 0 ≤ s ≤
t).
Just as in the general reduced-form approach, for fixed T > 0, there are two
kinds of information: one from the assets prices, denoted by F = (Ft)0≤t≤T ,
and the other from the default times {τi; i = 1, 2, . . . , k}, denoted by {Hi; i =
1, 2, . . . , k} from the above. The enlarged filtration considered is denoted by
G = (Gt)0≤t≤T where Gt = Ft ∨ H1t ∨ H2t ∨ . . . ∨ Hkt , which indicates that each τi
is a G-stopping time but not necessarily an F-stopping time in the general case.
Now we assume the following (see [16]):
(A) There exist F-adapted processes γi ≥ 0 (i = 1, 2, . . . , k) such that
M it := H
i
t −
∫ t
0
1{τi>s}γ
i
sds (i = 1, 2, . . . , k)
are G-martingales under P .
(H) Every F-local martingale is a G-local martingale.
It should be mentioned that (H) is a very general and essential hypothesis in
the area of enlarged filtration (see [18]).
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The following are just for the sake of simplicity:
(i) notations of vectors:
Ht := (H
1
t , H
2
t , · · · , Hkt )′, Mt := (M1t ,M2t , · · · ,Mkt )′,
1{τ>t}γt := (1{τ1>t}γ
1
t , 1{τ2>t}γ
2
t , · · · , 1{τk>t}γkt )′,
where (·)′ is the transpose;
(ii) notations of sets:
• L2(GT ;Rm) := {ξ ∈ Rm | ξ is a GT -measurable random variable such that
E|ξ|2 < +∞};
• L2G(0, T ;Rm) := {ϕ : Ω × [0, T ] → Rm | ϕ is progressively measurable and
E
∫ T
0
|ϕt|2dt < +∞};
• S2G(0, T ;Rm) := {ϕ : Ω × [0, T ] → Rm | ϕ is progressively measurable and
E[sup0≤t≤T |ϕt|2] < +∞};
• L2,τG (0, T ;Rm×k) := {ϕ : Ω× [0, T ]→ Rm×k | ϕ is progressively measurable
and E
∫ T
0
|ϕt|21{τ>t}γtdt := E
∫ T
0
∑m
j=1
∑k
i=1 |ϕji,t|21{τi>t}γitdt < +∞}.
3 BSDE with random default time
This section discusses BSDEs with random default time of the general form. We
start by analyzing the following example in a defaultable financial market.
3.1 An example
At the beginning, we assume that the defaultable market is complete and ar-
bitrage free, that is to say, any GT -measurable random variable is a tradable
contingent claim.
In the remaining part of this subsection, following Bielecki et al. [3], we will
with a markovian set-up. For simplicity, we assume that here k = 1, the density
γ is a constant, the trading occurs on the interval [0, T ], and the dynamics of
primary assets are
dY it = Y
i
t−(µidt + νidBt + κidMt), i = 1, 2, 3,
where µi, νi, κi ≥ −1 are constants and the primary assets may be default-free
(κi = 0) or defaultable (κi 6= 0). Our goal is to replicate a contingent claim of
the form
YT = 1{τ≤T}g1(Y
1
T , Y
2
T , Y
3
T ) + 1{τ>T}g0(Y
1
T , Y
2
T , Y
3
T ) = G(HT , Y
1
T , Y
2
T , Y
3
T ),
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which settles at time T . From the completeness of the market, we know that YT
is replicatable.
Let us now consider a small investor whose actions cannot affect market prices
and who can decide at time t ∈ [0, T ] what amount θit of the wealth Yt to invest
in the ith asset, i = 1, 2, 3. Of course, his decisions can only be based on the
current information Gt, i.e, the processes θ = (θ1, θ2, θ3)′ and θ1 = Y −θ2−θ3 are
predictable. Following Harrison-Pliska [13], we say a strategy is self-financing if
the wealth process satisfies the equality
Yt = Y0 +
∫ t
0
θ1s
dY 1s
Y 1s−
+
∫ t
0
θ2s
dY 2s
Y 2s−
+
∫ t
0
θ3s
dY 3s
Y 3s−
,
or, equivalently, if the wealth process satisfies the linear stochastic differential
equation
dYt =
3∑
i=1
θitµidt+
3∑
i=1
θitνidBt +
3∑
i=1
θitκidMt.
Noting θ1 = Y − θ2 − θ3, we have to find a strategy θ satisfying

dYt = [µ1Yt + θ
2
t (µ2 − µ1) + θ3t (µ3 − µ1)]dt
+[ν1Yt + θ
2
t (ν2 − ν1) + θ3t (ν3 − ν1)]dBt
+[κ1Yt + θ
2
t (κ2 − κ1) + θ3t (κ3 − κ1)]dMt,
YT = G(HT , Y
1
T , Y
2
T , Y
3
T ).
(2)
Let
Zt = ν1Yt+ θ
2
t (ν2− ν1) + θ3t (ν3− ν1), ζt1{τ>t} = κ1Yt+ θ2t (κ2− κ1) + θ3t (κ3− κ1).
That is, ζ is well defined only on [0, τ ∧ T ], in fact, we have ζt1{τ>t}dMt = ζtdMt
since dMt = 0 on [τ ∧ T, T ]. Then by simple computation we can get θi =
θi(Y, Z, ζ) (i = 2, 3) where θi(·, ·, ·) (i = 2, 3) are linear functions of the following
form:
θ2 := θ2(Y, Z, ζ) = a2Y + b2Z + c21{τ>t}ζ
:=
κ1(ν3 − ν1)− ν1(κ3 − κ1)
(ν2 − ν1)(κ3 − κ1)− (κ2 − κ1)(ν3 − ν1)Y
+
κ3 − κ1
(ν2 − ν1)(κ3 − κ1)− (κ2 − κ1)(ν3 − ν1)Z
− ν3 − ν1
(ν2 − ν1)(κ3 − κ1)− (κ2 − κ1)(ν3 − ν1)1{τ>t}ζ,
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θ3 := θ3(Y, Z, ζ) = a3Y + b3Z + c31{τ>t}ζ
:=
κ1(ν2 − ν1)− ν1(κ2 − κ1)
(ν3 − ν1)(κ2 − κ1)− (κ3 − κ1)(ν2 − ν1)Y
+
κ2 − κ1
(ν3 − ν1)(κ2 − κ1)− (κ3 − κ1)(ν2 − ν1)Z
− ν2 − ν1
(ν3 − ν1)(κ2 − κ1)− (κ3 − κ1)(ν2 − ν1)1{τ>t}ζ.
Write a = µ1 + (µ2 − µ1)a2 + (µ3 − µ1)a3, b = (µ2 − µ1)b2 + (µ3 − µ1)b3, c =
1
γ
[(µ2 − µ1)c2 + (µ3 − µ1)c3], then (2) becomes{
dYt = (aYt + bZt + c1{τ>t}γζt)dt+ ZtdBt + ζtdMt,
YT = G(HT , Y
1
T , Y
2
T , Y
3
T ),
which is just a linear backward stochastic differential equation with random de-
fault time τ . Suppose that c < 1, which is in fact a more general condition than
that in [3]. Set
Qt := exp[ln(1− c)Ht + c
∫ t
0
1{τ>s}γds− bBt − 1
2
b2t− at],
i.e., {
dQt = −Qt−(adt+ bdBt + cdMt),
Q0 = 1.
Applying Itoˆ’s formula (see Appendix) on QtYt, we have
dQtYt = cQt1{τ>t}γζtdt+Qt(Zt − bYt)dBt +Qt−(ζt − cYt−)dMt − cQt−ζtdHt
= Qt(Zt − bYt)dBt +Qt−(ζt − cYt− − cζt)dMt,
which implies QtYt = E
Gt [QTG(HT , Y
1
T , Y
2
T , Y
3
T )]. In the financial market, Y will
be called the fair price of the contingent claim G(HT , Y
1
T , Y
2
T , Y
3
T ).
3.2 BSDE with random default time
The model mainly discussed in this part is:
Yt = ξ(HT ) +
∫ T
t
g(s, Ys, Zs, ζs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs. (3)
In the defaultable financial market, ξ(HT ) represents a contingent claim needed
to be replicated, settled at time T , depending on the event whether the default
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occurs at time T . Trading occurs on the interval [0, T ]. Z and ζ represent the in-
formation of the hedging strategies, for example, in the linear case (see Subsection
3.1), we can compute the hedging strategies by Z and ζ .
The function g is called the generator of (3). Our object is to find a triple
(Yt, Zt, ζt) ∈ S2G(0, T ;Rm)× L2G(0, T ;Rm×d)× L2,τG (0, T ;Rm×k) satisfying (3). For
this purpose, we first consider a very simple case: g(y, z, ς) is a real valued process
that is independent of the variable (y, z, ς).
Lemma 3.1 For a fixed ξ(HT ) ∈ L2(GT ;R) and g0(·) satisfying
E[(
∫ T
0
g0(s)ds)
2] < +∞,
there exists a unique triple of processes (y·, z·, ς·) ∈ L2G(0, T ;R)× L2G(0, T ;Rd) ×
L
2,τ
G (0, T ;R
k) satisfying
yt = ξ(HT ) +
∫ T
t
g0(s)ds−
∫ T
t
zsdBs −
∫ T
t
ςsdMs. (4)
If g0(·) ∈ L2G(0, T ;R), then (y·, z·, ς·) ∈ S2G(0, T ;R)×L2G(0, T ;Rd)×L2,τG (0, T ;Rk).
We have the following basic estimate:
|yt|2 + EGt
∫ T
t
[β
2
|ys|2 + |zs|2 + ‖ςs‖2τ ]eβ(s−t)ds
≤ EGt |ξ(HT )|2eβ(T−t) + 2βEGt
∫ T
t
|g0(s)|2eβ(s−t)ds,
(5)
in particular,
|y0|2 +E
∫ T
0
[
β
2
|ys|2 + |zs|2 + ‖ςs‖2τ ]eβsds ≤ E|ξ(HT )|2eβT +
2
β
E
∫ T
0
|g0(s)|2eβsds,
(6)
where ‖ςs‖τ := |ςs|1{τ>s}√γs = (
∑k
i=1 |ς i|21{τi>t}γit)
1
2 and β > 0 is an arbitrary
constant.
We also have
E[ sup
0≤t≤T
|yt|2] ≤ CTE[|ξ(HT )|2 +
∫ T
0
|g0(s)|2ds], (7)
where the constant CT depends only on T .
Proof. Define
Nt = E
Gt [ξ +
∫ T
0
g0(s)ds].
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Obviously Nt is a square integrable G-martingale. Thanks to Kusuoka’s martin-
gale representation theorem (see Appendix), there exists a unique pair of adapted
process (zt, ςt) ∈ L2G(0, T ;Rd)× L2,τG (0, T ;Rk) such that
Nt = N0 +
∫ t
0
zsdBs +
∫ t
0
ςsdMs.
Thus
Nt = NT −
∫ T
t
zsdBs −
∫ T
t
ςsdMs.
Denote
yt = Nt −
∫ t
0
g0(s)ds = NT −
∫ t
0
g0(s)ds−
∫ T
t
zsdBs −
∫ T
t
ςsdMs.
Since NT = ξ +
∫ T
0
g0(s)ds, immediately we get (4).
The uniqueness is a simple consequence of the estimate (6). We only need to
prove the priori estimates. To prove (5), we first consider the case where ξ and
g0(·) are both bounded. Since yt = EGt [ξ(HT ) +
∫ T
t
g0(s)ds], thus the process y
is also bounded.
From the equation (4), we have
dys = −g0(s)ds+ zsdBs + ςsdMs.
We then apply Itoˆ’s formula to y2se
βs (see Example A.1) for s ∈ [t, T ]:
dy2se
βs = eβs(βy2s − 2ysg0(s) + |zs|2 + |ςs|21{τ>s}γs)ds
+2eβsyszsdBs + e
βs(2ysςs + |ςs|2)dMs.
Integrating s from t to T and take conditional expectation with regard to Gt on
both sides, we obtain
|yt|2 + EGt
∫ T
t
[β|ys|2 + |zs|2 + |ςs|21{τ>s}γs]eβ(s−t)ds
= EGt |ξ|2eβ(T−t) + EGt
∫ T
t
2ysg0(s)e
β(s−t)ds
≤ EGt |ξ|2eβ(T−t) + EGt
∫ T
t
[
β
2
|ys|2 + 2
β
|g0(s)|2]eβ(s−t)ds.
From this it follows (5) and (6).
We now consider the case where ξ and g0(·) are possibly unbounded. We set
ξn := (ξ ∧ n) ∨ (−n), g0(s) := (g0(s) ∧ n) ∨ (−n),
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and
ynt := ξ
n +
∫ T
t
gn0 (s)ds−
∫ T
t
zns dBs −
∫ T
t
ςns dMs.
Thanks to the boundedness of ξn, ξk, gn0 and g
k
0 for each positive integer n and
k, we have
|ynt |2 + EGt
∫ T
t
[β
2
|yns |2 + |zns |2 + |ςns |21{τ>s}γs]eβ(s−t)ds
≤ EGt |ξn|2eβ(T−t) + 2
β
EGt
∫ T
t
|gn0 (s)|2eβ(s−t)ds
(8)
and
E
∫ T
0
[β
2
|yns − yks |2 + |zns − zks |2 + |ςns − ςks |21{τ>s}γs]eβsds
≤ E|ξn − ξk|2eβT + 2
β
E
∫ T
0
|gn0 (s)− gk0(s)|2eβsds.
The second inequality implies that the processes yn, zn and ςn are Cauchy se-
quences in their corresponding spaces. Thus (5) is proved by letting n tend to
+∞ in (8).
Easily we can get yt ∈ S2G(0, T ;R) as (7) is a simple consequence of (6) together
with B-D-G inequality applied to (4). ✷
With the above basic estimates, we can now consider the general case of (3).
We assume that g(ω, t, y, z, ς) : Ω × [0, T ] × Rm × Rm×d × Rm×k → Rm satisfies
the following conditions:
(a) g(·, 0, 0, 0) ∈ L2G(0, T ;Rm);
(b) the Lipschitz condition: for each (t, y, z, ς), (t, y¯, z¯, ς¯) ∈ [0, T ] × Rm ×
Rm×d × Rm×k, there exists a constant C ≥ 0 such that
|g(t, y, z, ς)− g(t, y¯, z¯, ς¯)| ≤ C(|y − y¯|+ |z − z¯|+ |ς − ς¯|1{τ>t}√γt).
Theorem 3.1 Assume that g satisfies (a) and (b), then for any fixed terminal
condition ξ(HT ) ∈ L2(GT ;Rm), BSDE (3) has a unique solution, i.e, there exists
a unique triple of Gt−adapted processes
(Yt, Zt, ζt) ∈ S2G(0, T ;Rm)× L2G(0, T ;Rm×d)× L2,τG (0, T ;Rm×k)
satisfying (3).
Proof. First we introduce a norm in L2G(0, T ;R
m)×L2G(0, T ;Rm×d)×L2,τG (0, T ;Rm×k):
‖(u., v., w.)‖β ≡ {E
∫ T
0
(|us|2 + |vs|2 + ‖ws‖2τ )eβsds}
1
2 .
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We set
Yt = ξ(HT ) +
∫ T
t
g(s, ys, zs, ςs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs.
We define the following mapping I from L2G(0, T ;R
m)×L2G(0, T ;Rm×d)×L2,τG (0, T ;Rm×k)
into itself: (Y., Z., ζ.) = I[(y., z., ς.)].
Next we will prove that I is a strict contraction mapping under the norm ‖·‖β.
For any two elements (y, z, ς) and (y¯, z¯, ς¯) ∈ L2G(0, T ;Rm) × L2G(0, T ;Rm×d) ×
L
2,τ
G (0, T ;R
m×k), we set
(Y, Z, ζ) = I[(y, z, ς)], (Y¯ , Z¯, ζ¯) = I[(y¯, z¯, ς¯)],
and denote their differences by (yˆ, zˆ, ςˆ) = (y − y¯, z − z¯, ς − ς¯), (Yˆ , Zˆ, ζˆ) = (Y −
Y¯ , Z − Z¯, ζ − ζ¯). By the basic estimate (6), we have
E
∫ T
0
(
β
2
|Yˆs|2+ |Zˆs|2+‖ζˆs‖2τ )eβsds ≤
2
β
E
∫ T
0
|g(s, ys, zs, ςs)−g(s, y¯, z¯s, ς¯s)|2eβsds.
Since g satisfies the Lipschitz condition, we have
E
∫ T
0
(
β
2
|Yˆs|2 + |Zˆs|2 + ‖ζˆs‖2τ)eβsds ≤
6C2
β
E
∫ T
0
(|yˆs|2 + |zˆs|2 + ‖ςˆs‖2τ )eβsds.
Let β = 12(C2 + 1), then we get
E
∫ T
0
(|Yˆs|2 + |Zˆs|2 + ‖ζˆs‖2τ )eβsds ≤
1
2
E
∫ T
0
(|yˆs|2 + |zˆs|2 + ‖ςˆs‖2τ )eβsds,
or
‖(Yˆ , Zˆ, ζˆ)‖β ≤ 1√
2
‖(yˆ, zˆ, ςˆ)‖β.
Thus I is a strict contraction mapping of L2G(0, T ;R
m)×L2G(0, T ;Rm×d)×L2,τG (0, T ;Rm×k).
It follows by the fixed point theorem that BSDE (3) has a unique solution. From
(a) and (b), obviously g(·, Y·, Z·, ζ·) ∈ L2G(0, T ;Rm). Thus by Lemma 3.1, we have
Y ∈ S2G(0, T ;Rm). ✷
Remark 3.1 In the above theorem, from the conditions that the generator g sat-
isfies, we know that here g is independent of the last element ς after the default
occurs, i.e., g(t, y, z, ς) ≡ g(t, y, z) on t ∈ [τ ∧ T, T ]. Its financial explanation is
that after the default occurs the influence factor on the contingent claim is apart
from the defaultable risky part absolutely.
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Remark 3.2 The solution of (3) is unique, that is to say, if both (Y, Z, ζ) and
(Y¯ , Z¯, ζ¯) ∈ S2G(0, T ;Rm)× L2G(0, T ;Rm×d)× L2,τG (0, T ;Rm×k) satisfy (3), then
E
∫ T
0
|Yt − Y¯t|2dt = 0, E
∫ T
0
|Zt − Z¯t|2dt = 0, E
∫ T
0
|ζt − ζ¯t|21{τ>t}γtdt = 0.
Remark 3.3 The uniqueness of {ζt; t ∈ [0, T ]} can be explained in this way:
{ζt; t ∈ [0, T ]} is unique, that is to say, {ζt; t ∈ [0, T ]} can only be uniquely
determined on the random interval [0, τ ∧ T ] ∩ {t : γt 6= 0}, i.e, its effective
definition domain is just the set [0, τ ∧ T ] ∩ {t : γt 6= 0}. On the interval [τ ∧
T, T ] ∪ {t : γt = 0}, ζ. can be arbitrary adapted random process. In fact, this is
a direct conclusion of the truth that dMt ≡ 0 on [τ ∧ T, T ] ∪ {t : γt = 0}, indeed
Mt ≡ 1−
∫ τ∧T
0
γsds on [τ ∧ T, T ].
3.3 Comparison theorem for 1-dimensional BSDEs with
random default time
Consider the following two 1-dimensional BSDEs with random default time:
Yt = ξ(HT ) +
∫ T
t
g(s, Ys, Zs, ζs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs, (9)
Y t = ξ(HT ) +
∫ T
t
gsds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs. (10)
For the generator function g, we introduce one more assumption:
(c)for each (t, y, z) ∈ [0, T ]× R× Rd, (ς, ς¯) ∈ Rk × Rk, (ς i − ς¯ i)1{τi>t}γit 6= 0,
the following holds:
g(t, y, z, ς˜ i−1)− g(t, y, z, ς˜ i)
(ς i − ς¯ i)1{τi>t}γit
> −1,
where ς˜ i = (ς¯1, ς¯2, · · · , ς¯ i, ς i+1, ς i+2, · · · , ςk) and ς i is the i-th component of ς.
Theorem 3.2 Suppose ξ, ξ satisfy the same assumptions as in Theorem 3.1, g
satisfies (a)-(c), gs ∈ L2G(0, T ;R). Let (Y, Z, ζ), (Y , Z, ζ) be the unique solutions
of (9), (10) respectively. If
ξ ≥ ξ, g(t, Y t, Zt, ζt) ≥ gt, a.e., a.s.,
then
Yt ≥ Y t, a.e., a.s..
Besides, the following holds true (the strict comparison theorem):
Y0 = Y 0 ⇔ ξ = ξ, g(t, Y t, Zt, ζt) ≡ gt.
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Proof. Let ξˆ = ξ − ξ, Yˆs = Ys − Y s, Zˆs = Zs − Zs, ζˆs = ζs − ζs, gˆs =
g(s, Y s, Zs, ζs)− gs, then we have

−dYˆs = (asYˆs + bsZˆs + csζˆs1{τ>s}γs + gˆs)ds− ZˆsdBs − ζˆsdMs,
YˆT = ξˆ,
where
as :=
{
g(s, Ys, Zs, ζs)−g(s, Y s, Zs, ζs)
Ys−Y s
, if Ys 6= Y s,
0, if Ys = Y s,
bs :=
{
g(s, Y s, Zs, ζs)−g(s, Y s, Zs, ζs)
Zs−Zs
, if Zs 6= Zs,
0, if Zs = Zs,
cis :=


g(s, Y s, Zs, eζ
i−1
s )−g(s, Y s, Zs, eζis)
(ζis−ζ
i
s)1{τi>s}γ
i
s
, if (ζ is − ζ
i
s)1{τi>s}γ
i
s 6= 0,
0, if (ζ is − ζ
i
s)1{τi>s}γ
i
s = 0.
Since g satisfies (b) and (c), thus |as| ≤ C, |bs| ≤ C and cis > −1. Set
Qs := exp[
∫ s
0
ln(1+cu)dHu−
∫ s
0
cu1{τ>u}γudu+
∫ s
0
budBu−1
2
∫ s
0
b2udu+
∫ s
0
audu],
i.e, 

dQs = Qs−(asds+ bsdBs + csdMs),
Q0 = 1.
Applying Itoˆ’s formula on QsYˆs, we have
dQsYˆs = −Qs(csζˆs1{τ>s}γs + gˆs)ds+Qs(Zˆs + bsYˆs)dBs
+Qs−(ζˆs + csYˆs−)dMs +Qs−csζˆsdHs
= −Qsgˆsds+Qs(Zˆs + bsYˆs)dBs +Qs−(ζˆs + csYˆs− + csζˆs)dMs.
Integrate from t to T and take conditional expectation w.r.t Gt on both sides:
QtYˆt = E
Gt [QT YˆT +
∫ T
t
Qsgˆsds] ≥ 0, a.e., a.s..
Then Yˆt ≥ 0 immediately follows. ✷
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Remark 3.4 In the above, the definition of cs is proper. For simplicity, we only
discuss the case k = 1. Indeed, for the case when (ζs− ζs)1{τ>s}γs = 0, we should
have the following equality:
asYˆs + bsZˆs + csζˆs1{τ>s}γs + gˆs
= g(s, Ys, Zs, ζs)− g(s, Y s, Zs, ζs) + g(s, Y s, Zs, ζs)− gs
= g(s, Ys, Zs, ζs)− gs,
which will hold if
(ζs − ζs)1{τ>s}γs = 0⇒ ζs − ζs = 0.
For this we can refer to Remark 3.1 and 3.3, more detailedly, if 1{τ>s} = 0 then
g(s, Y s, Zs, ζs) ≡ g(s, Y s, Zs), and if γs = 0 then ζ can be arbitrary and we
can choose ζ = ζ.
Remark 3.5 Condition (c) for the generator g is significant for the comparison
theorem. In the following we give an example which indicates that the strict
comparison theorem will not hold if g does not satisfy (c).
Example 3.1 Suppose that k=1, ξ = HT , ξ = 0, g(t, y, z, ς) = 1{τ>t}
√
γt −
1{τ>t}
√
γt(
√
γt+1)ς, gt = 0. Clearly g does not satisfy (c). Consider the following
two BSDEs:
Yt = HT +
∫ T
t
(1{τ>s}
√
γs − 1{τ>s}√γs(√γs + 1)ζs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs,
(11)
Y t = 0−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs. (12)
It is easy to check that (Ht, 0, 1), (0, 0, 0) are the unique solutions of (11), (12)
respectively.
Then we have
ξ = HT ≥ ξ = 0, g(t, Y t, Zt, ζt) = g(t, 0, 0, 0) = 1{τ>t}
√
γt ≥ 0 = gt,
while in the meantime we get
Y0 = Y 0 = 0, but P (ξ > ξ) > 0 and (L× P )(g(t, Y t, Zt, ζt) > gt) > 0,
where L denotes Lebesgue measure.
The comparison theorem, which allows us to compare the solutions of two
BSDEs with random default time, can ensure the attainability of the upper price
of a contingent claim in the evaluation/hedging problem. The main idea can be
seen in the next section.
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4 Application in zero-sum stochastic differential
game problem
We are now going to study the link between the zero-sum stochastic differential
games in the defaultable setting and the BSDEs with random default time studied
in the previous section. First let us describe the framework of the zero-sum game
we consider.
Assume here that m = d = k and γt ≥ 0 is bounded. Let x0 ∈ Rm and let Xt
be the solution of the following stochastic differential equation:
Xt = x0 +
∫ t
0
σ(s,Xs−)dBs +
∫ t
0
κ(s,Xs−)dMs,
where the mapping σ : [0, T ]× Rm → Rm×m and κ : [0, T ]× Rm → Rm×m satisfy
the following assumptions:
(i) for 1 ≤ i, j ≤ m, σij and κij are progressively measurable;
(ii) for any (t, x) ∈ [0, T ]× Rm, there exists a constant C1 ≥ 0 such that
|σ(t, x)|+ |κ(t, x)| ≤ C1(1 + |x|);
(iii) for any (t, x), (t, y) ∈ [0, T ] × Rm, there exists a constant C2 ≥ 0 such
that
|σ(t, x)− σ(t, y)|+ |κ(t, x)− κ(t, y)| ≤ C2|x− y|;
(iv) σ(t, x), κ(t, x) are invertible and σ−1(t, x), κ−1(t, x) are bounded.
Then the process {Xt; t ∈ [0, T ]} exists and is unique.
Let U (resp. V ) be a compact metric space and U (resp. V) be the space of
all progressively measurable processes u = (ut)t∈[0,T ] (resp. v = (vt)t∈[0,T ]) with
values in U (resp. V ).
Let the drift function b map [0, T ]× Rm × U × V into Rm. Furthermore, b is
supposed to satisfy:
(i) b is B([0, T ]× Rm × U × V )-measurable;
(ii) b(t, x, u, v) is bounded for any (t, x, u, v);
(iii) for any (t, x) ∈ [0, T ]× Rm, b(t, x, ·, ·) is continuous on U × V .
Now for each u ∈ U , v ∈ V, let Lu,v be the positive local martingale solution
of:

dL
u,v
t = L
u,v
t− (σ
−1(t, Xt−)b(t, Xt−, ut, vt)dBt + κ
−1(t, Xt−)c(t, Xt−, ut, vt)dMt),
L
u,v
0 = 1,
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where for any (t, x, u, v), i = 1, 2, · · · , m, the i-th component of κ−1(t, x)c(t, x, u, v)
is larger than −1, i.e., (κ−1(t, x)c(t, x, u, v))i > −1.
According to the Girsanov Theorem (see Appendix), P u,v defined by dP
u,v
dP
|GT =
L
u,v
T is a probability measure equivalent to P . Moreover, under P
u,v, the process
B
u,v
t = Bt−
∫ t
0
σ−1(s,Xs−)b(s,Xs−, us, vs)ds is a Brownian motion, the processes
M
i,u,v
t = M
i
t −
∫ t
0
(κ−1(s,Xs−)c(s,Xs−, us, vs))
i1{τi>s}γ
i
sds (i = 1, 2, · · · , m) are
G-martingales orthogonal to each other and orthogonal to Bu,vt and (Xt)0≤t≤T
satisfies 

dXt = (b(t, Xt−, ut, vt) + c(t, Xt−, ut, vt)1{τ>t}γt)dt
+σ(t, Xt−)dB
u,v
t + κ(t, Xt−)dM
u,v
t ,
X0 = x0.
It means that (Xt)0≤t≤T is a weak solution for the above stochastic differential
equation and it stands for an evolution of a controlled system.
It is well-known that in zero-sum game problems, there are two players J1 and
J2. We suppose that J1 (resp. J2) chooses a control u(t, x) ∈ U (resp. v(t, x) ∈
V ). Now we introduce two functions f : [0, T ] × Rm × U × V → R+, satisfying
the same assumptions as b, and h : {0, 1} × Rm → R+ which is measurable,
bounded. Let Eu,v denote the expectation w.r.t P u,v. Then the cost functional
corresponding to u ∈ U and v ∈ V is given by
Ju,v = Eu,v[
∫ T
0
f(s,Xs, us, vs)ds+ h(HT , XT )],
which is a cost (resp. reward) for J1 (resp. J2).
The object of J1 (resp. J2) is to minimize (resp. maximize) the cost functional.
In this zero-sum game problem, we aim at showing the existence of a saddle point,
more precisely, a pair (u˜∗, v˜∗) such that J(u˜∗, v) ≤ J(u˜∗, v˜∗) ≤ J(u, v˜∗) for each
(u, v) ∈ U × V.
Thus let us define the Hamilton function associated with this game problem
as following: ∀(t, x, z, ς, u, v) ∈ [0, T ]× Rm × Rm × Rm × U × V,
H(t, x, z, ς, u, v) := zσ−1(t, x)b(t, x, u, v) + ςκ−1(t, x)c(t, x, u, v)1{τ>t}γt
+f(t, x, u, v).
Here we should pay special attention to the difference between the notations of
the Hamilton function H(t, ·, ·, ·, ·, ·) and the default process Ht.
Next assume that Isaacs’ condition, which plays an important role in zero-
sum stochastic differential game problems, is fulfilled, i.e, for any (t, x, z, ς) ∈
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[0, T ]× Rm × Rm × Rm,
inf
u∈U
sup
v∈V
H(t, x, z, ς, u, v) = sup
v∈V
inf
u∈U
H(t, x, z, ς, u, v).
Under the above Isaacs’ condition, through the assumptions above and Benes’s
selection theorem (see e.g. [1]), the following holds true (see e.g. [8]).
Proposition 4.1 There exist two measurable functions u∗(t, x, z, ς), v∗(t, x, z, ς)
mapping from [0, T ]× Rm × Rm × Rm into U , V respectively such that:
(i) the pair (u∗, v∗)(t, x, z, ς) is a saddle point for the function H, i.e,
H(t, x, z, ς, u∗(t, x, z, ς), v∗(t, x, z, ς)) ≤ H(t, x, z, ς, u, v∗(t, x, z, ς)), ∀ u ∈ U,
H(t, x, z, ς, u∗(t, x, z, ς), v∗(t, x, z, ς)) ≥ H(t, x, z, ς, u∗(t, x, z, ς), v), ∀ v ∈ V ;
(ii) the function (z, ς) → H(t, x, z, ς, u∗(t, x, z, ς), v∗(t, x, z, ς)) satisfies (b) and
(c), uniformly in (t, x).
Now we introduce two notations just for simplicity:
H(t, z, ς) := H(t, Xt−, z, ς, ut, vt),
H∗(t, z, ς) := H(t, Xt−, z, ς, u
∗(t, Xt−, z, ς), v
∗(t, Xt−, z, ς)).
Suppose that J1 (resp. J2) has chosen u ∈ U (resp. v ∈ V). The conditional
expected remaining cost from time t ∈ [0, T ] is
J
u,v
t = E
Gt
u,v[
∫ T
t
f(s,Xs, us, vs)ds+ h(HT , XT )].
It is obvious that Ju,v0 = J
u,v. The following theorem tells us that the conditional
costs can be characterized as solutions of BSDEs with random default time.
Theorem 4.1 The BSDE with random default time
Yt = h(HT , XT ) +
∫ T
t
H(s, Zs, ζs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs (13)
has a unique solution (Y, Z, ζ) ∈ S2G(0, T ;R)×L2G(0, T ;Rm)×L2,τG (0, T ;Rm) which
satisfies Yt = J
u,v
t .
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Proof. Notice that
H(t, z, ς) = H(t, Xt−, z, ς, ut, vt)
= zσ−1(t, Xt−)b(t, Xt−, ut, vt) + ςκ
−1(t, Xt−)c(t, Xt−, ut, vt)1{τ>t}γt
+f(t, Xt−, ut, vt).
Then (13) can be transformed to the following:
Yt = h(HT , XT ) +
∫ T
t
f(s,Xs, us, vs)ds
−
∫ T
t
Zsd(Bs −
∫ s
0
σ−1(r,Xr)b(r,Xr, ur, vr)dr)
−
∫ T
t
ζsd(Ms −
∫ s
0
κ−1(r,Xr−)c(r,Xr−, ur, vr)1{τ>r}γrdr).
According to the Girsanov Theorem, we can easily obtain
Yt = E
Gt
u,v[
∫ T
t
f(s,Xs, us, vs)ds+ h(HT , XT )],
i.e., Yt = J
u,v
t . ✷
Next is the main result of this part.
Theorem 4.2 The BSDE with random default time
Yt = h(HT , XT ) +
∫ T
t
H∗(s, Zs, ζs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs. (14)
has a unique solution (Y, Z, ζ) ∈ S2G(0, T ;R)×L2G(0, T ;Rm)×L2,τG (0, T ;Rm) which
satisfies
Yt = J
u˜∗,v˜∗
t ,
where u˜∗(t, Xt−) = u
∗(t, Xt−, Zt, ζt), v˜
∗(t, Xt−) = v
∗(t, Xt−, Zt, ζt). Moreover, the
pair (u˜∗, v˜∗) is a saddle point for the game.
Proof. By Proposition 4.1 (ii) and Theorem 3.1, we can easily get the existence
and uniqueness of the solution (Y, Z, ζ) to (14). Similarly as in Theorem 4.1, we
have Yt = J
u˜∗,v˜∗
t .
Next we prove that (u˜∗, v˜∗) is a saddle point for the game. The main tool we
use is the comparison theorem for BSDEs with random default time.
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First let us consider the following equation:
Yt = h(HT , XT ) +
∫ T
t
H(s,Xs−, Zs, ζs, us, v˜
∗)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs. (15)
By Proposition 4.1 (ii), (15) has a unique solution (Y u, Zu, ζu) with Y ut =
J
u,v˜∗
t . By Proposition 4.1 (i), we have H(t, Xt−, Zt, ζt, ut, v˜
∗) ≥ H∗(t, Zt, ζt) for
each u ∈ U . It then follows from the comparison theorem that for each t ∈ [0, T ],
J
u,v˜∗
t ≥ J u˜
∗,v˜∗
t a.s., for each u ∈ U . Then Ju,v˜∗ ≥ J u˜∗,v˜∗ for each u ∈ U .
In a symmetric way, considering
Yt = h(HT , XT ) +
∫ T
t
H(s,Xs−, Zs, ζs, u˜
∗, vs)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs,
we obtain J u˜
∗,v
t ≤ J u˜
∗,v˜∗
t and J
u˜∗,v ≤ J u˜∗,v˜∗ for each v ∈ V.
Therefore J u˜
∗,v ≤ J u˜∗,v˜∗ ≤ Ju,v˜∗ for each u ∈ U and v ∈ V, i.e, the pair (u˜∗, v˜∗)
is a saddle point for the game. ✷
Remark 4.1 From another point of view, the game problem is just a utility max-
imization problem under model uncertainty, once U is regarded as the set that
leads to model uncertainty and V the set of admissible trading strategies for the
investor.
Remark 4.2 The results can be applied to the control problem (as well as the
utility maximization problem) of the existence of an optimal strategy where the
diffusions are bounded. For this, we can choose f , b and c independent of u. Then
we get that v˜∗(t, Xt−) = v˜
∗(t, Xt−, Zt, ζt) is an optimal strategy for the optimal
stochastic control problem, where v˜∗(t, x, z) maximizes
H(t, x, z, ς, v) = zσ−1(t, x)b(t, x, v) + ςκ−1(t, x)c(t, Xt−, v)1{τ>t}γt + f(t, x, v),
and where (Zt, ζt) is such that (Yt, Zt, ζt) is the unique solution of
Yt = h(HT , XT ) +
∫ T
t
H(s,Xs−, Zs, v˜
∗
s)ds−
∫ T
t
ZsdBs −
∫ T
t
ζsdMs.
It should be noted that in the utility maximization problem, we always choose
f = 0 and call h the utility function. Besides, it is obvious that the value of the
utility maximization problem just equals to Y0.
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Appendix: Some basic results
Let us recall some basic and essential results for this paper. Note that all are in
a defaultable setting.
Theorem A.1 (Itoˆ’s formula). Let Xt be an m-dimensional Itoˆ jump-diffusion
process given by
dXt = btdt+ σtdBt + κtdMt,
where Bt is a d-dimensional Brownian motion, Mt is a k-dimensional martin-
gale (i.e., there are k default times τ1, τ2, · · · , τk), bt, σt and κt are G-adapted
processes with corresponding dimensions satisfying
E
∫ T
0
|bt|dt < +∞, E
∫ T
0
|σt|2dt < +∞, E
∫ T
0
|κt|21{τ>t}γtdt < +∞.
Let f(t, x) ∈ C1,2([0, T ]× Rm;R).
Then the process
Yt := f(t, Xt)
is again an Itoˆ jump-diffusion process, and it can be given by
dYt =
∂f
∂t
(t, Xt)dt+
∑m
i=1
∂f
∂xi
(t, Xt)dX
i
t
+1
2
∑m
i,j=1
∑d
k=1
∂2f
∂xi∂xj
(t, Xt)σikσjkdt
+
∑k
j=1[∆jf(t, Xt−)−
∑m
i=1
∂f
∂xi
(t, Xt−)κij,t]dH
j
t ,
(A.1)
where
∆jf(t, Xt−) := f(t, X
1
t− + κ1j,t, · · · , X it− + κij,t, · · · , Xmt− + κmj,t)− f(t, Xt−).
The main idea of the proof can be referred to [7], [14] or [23]. Here we only
give a sketch of proof for reader’s convenience.
Sketch of proof. For the sake of simplicity, we only give the proof for the case
when m = d = k = 1. We know that the jump-diffusion process X jumps only
at τ with the jump size κτ , thus on [0, τ ∧ T ) and (τ ∧ T , T],
dXt = dX
c
t = btdt+ σtdBt − κt1{τ>t}γtdt.
Applying the Itoˆ’s formula in the Brownian case, we obtain
Yt − Y0 =
∫ t
0
[(
∂f
∂s
(s,Xs) +
1
2
σ2s
∂2f
∂x2
(s,Xs)]ds+
∫ t
0
∂f
∂x
(s,Xs)dX
c
s ,
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since dXs = dX
c
s on [0, t] ⊂ [0, τ ∧ T );
Yt − Yr =
∫ t
r
[(
∂f
∂s
(s,Xs) +
1
2
σ2s
∂2f
∂x2
(s,Xs)]ds+
∫ t
r
∂f
∂x
(s,Xs)dX
c
s ,
since dXs = dX
c
s on [r, t] ⊂ (τ ∧ T, T ].
If the default event occurs at the default time τ with jump size κτ , then the
resulting change in Yt is given by f(τ,Xτ)−f(τ,Xτ−) = f(τ,Xτ−+δτ )−f(τ,Xτ−).
Thus the total change in Yt can be written as the sum of these two contribu-
tions:
Yt − Y0 =
∫ t
0
[(∂f
∂s
(s,Xs) +
1
2
σ2s
∂2f
∂x2
(s,Xs))ds+
∂f
∂x
(s,Xs)dX
c
s ]
+1{τ≤t}[f(τ,Xτ)− f(τ,Xτ−)]
=
∫ t
0
[∂f
∂s
(s,Xs) + (bs − κs1{τ>s}γs)∂f∂x(s,Xs) + 12σ2s ∂
2f
∂x2
(s,Xs)]ds
+
∫ t
0
∂f
∂x
(s,Xs)σsdBs +
∫ t
0
[f(s,Xs)− f(s,Xs−)]dHs.
Note that for any Borel measurable function g, we have
∫ t
0
g(s,Xs−)ds =∫ t
0
g(s,Xs)ds since Xs− and Xs differ only for at most one value of s (for each
ω ∈ Ω). By simple computation, we can get
Yt − Y0 =
∫ t
0
∂f
∂s
(s,Xs)ds+
∫ t
0
∂f
∂x
(s,Xs)dXs +
∫ t
0
1
2
σ2s
∂2f
∂x2
(s,Xs)ds
+
∫ t
0
[(f(s,Xs)− f(s,Xs−))− κs ∂f∂x(s,Xs−)]dHs. ✷
Example A.1 As an application of Itoˆ’s formula, we compute f(t, Xt) = e
βtX2t .
Obviously f(t, x) = eβtx2 ∈ C1,2([0, T ]× R;R), and we have
∂f
∂t
(t, x) = βeβtx2,
∂f
∂x
(t, x) = 2eβtx,
∂2f
∂x2
(t, x) = 2eβt.
Hence due to Itoˆ’s formula (A.1), we obtain
df(t, Xt) = βe
βtX2t dt+ 2e
βtXtdXt +
1
2
σ2t · 2eβtdt
+[(eβtX2t − eβtX2t−)− κt · 2eβtXt−]dHt
= βeβtX2t dt+ 2e
βtXtdXt + σ
2
t · eβtdt
+[(eβt(Xt− + κt)
2 − eβtX2t−)− κt · 2eβtXt−]dHt
= eβt(βX2t + σ
2
t + κ
2
t1{τ>t}γt)dt+ 2e
βtXtdXt + e
βtκ2tdMt.
(A.2)
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If we use the formula of integration by parts, first compute eβtXt as follows:
deβtXt = e
βtdXt +Xtde
βt + d[eβt, Xt]
= eβt(bt + βXt)dt+ e
βtσtdBt + e
βtκtdMt,
secondly compute f(t, Xt) = e
βtX2t = e
βtXt ·Xt:
df(t, Xt) = d(e
βtXt ·Xt) = eβtXtdXt +Xtd(eβtXt) + d[eβtXt, Xt]
= eβtXt(btdt+ σtdBt + κtdMt)
+Xte
βt[(bt + βXt)dt+ σtdBt + κtdMt] + e
βtσ2t dt+ e
βtκ2tdHt
= eβt(βX2t + σ
2
t + κ
2
t1{τ>t}γt)dt+ 2e
βtXtdXt + e
βtκ2tdMt.
(A.3)
From the above, we can find that (A.2) and (A.3) are of the same form. This
indicates that the formula of integration by parts is in fact a special case of Itoˆ’s
formula, which is well-known already in the Brownian case.
The next theorem is Theorem 2.3 of Kusuoka [16]:
Theorem A.2 (Martingale Representation Theorem). Assume that both (A)
and (H) hold. Then any G−square integrable martingale admits a representa-
tion as the sum of a stochastic integral w.r.t the Brownian motion and stochas-
tic integrals w.r.t the martingales {M i; i = 1, 2, . . . , k} associated with {τi; i =
1, 2, . . . , k} respectively.
More precisely, suppose (Nt)0≤t≤T is a G-square integrable martingale. Then
there exist G-adapted processes µs : [0, T ] × Ω → Rd and νis : [0, T ] × Ω → R
(i = 1, 2, · · · , k) such that
E
∫ T
0
|µs|2ds <∞, E
∫ T
0
|νis|2γisds <∞, i = 1, 2, · · · , k (A.4)
and
Nt = N0 +
∫ t
0
µsdBs +
∫ t
0
νsdMs := N0 +
∫ t
0
µsdBs +
k∑
i=1
∫ t
0
νisdM
i
s. (A.5)
Remark A.1 In fact, in Kusuoka’s martingale representation theorem, the pro-
cesses µ(·) and νi(·) (i = 1, 2, · · · , k) are unique, that is to say, if processes
µ˜ : [0, T ]×Ω→ Rd and ν˜i : [0, T ]×Ω→ R (i = 1, 2, · · · , k) also make (A.4) and
(A.5) true, then we undoubtedly have
E
∫ T
0
|µs − µ˜s|2ds = 0, E
∫ T
0
|νis − ν˜is|21{τi>s}γisds = 0, i = 1, 2, · · · , k.
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The Girsanov Theorem, stated below, can be referred to Kusuoka [16] (Propo-
sition 3.1) or Bielecki et al. [4] (Proposition 3.2.2).
Theorem A.3 (Girsanov Theorem). Let Q be a probability measure on (Ω,GT )
equivalent to P . If the Radon-Nikodym density η. of Q w.r.t P is given as follows:
ηt :=
dQ
dP
|Gt = 1 +
∫ t
0
ηs−(ρsdBs + κsdMs) = 1 +
∫ t
0
ηs−(ρsdBs +
k∑
i=1
κisdM
i
s),
where κi > −1, i = 1, 2, · · · , k. Then the process
B∗t = Bt −
∫ t
0
ρsds, ∀t ∈ [0, T ]
follows a Brownian Motion w.r.t G under Q, and the processes
M
i,∗
t = M
i
t −
∫ t
0
κis1{τ i>s}γ
i
sds, i = 1, 2, . . . , k
are G−martingales orthogonal to each other and orthogonal to B∗.
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