Heat and mass transfer with liquid-vapour phase change in a representative unit cell of a capillary evaporator is studied using a mixed pore network model. The model combines the computation of temperature and pressure fields in vapour and liquid pores according to mean field approaches with pore scale invasion rules depending on the capillary pressure thresholds associated with each local constriction between two pores. The metallic body through which heat is transferred to the porous wick is also taken into account in the simulations. After comparisons with a visualisation experiment, numerical simulations performed in three dimensional pore networks lead to the identification of three main regimes depending on the applied heat load. Compared with previous works using the so-called vapour pocket assumption, the 3D simulations reveal a regime where the phase distribution within the wick is fundamentally different. This regime is characterised by the coexistence of both the liquid and vapour phases underneath the casing within the wick. This regime is shown to correspond to the best evaporator performance.
Introduction
Capillary pumped loops (CPL) and Loop heat pipes (LHPs), e.g. [1, 2] , are cooling devices developed to meet the increasingly demanding thermal control problems of high-end electronics and radio frequency devices. First developed in relation with aerospace applications, these devices are also studied nowadays for railbound transport, automobile transport or aeronautics applications. A sketch of LHP is shown in Fig. 1a . It consists of an evaporator, a compensation chamber (also called reservoir), vapour and liquid transport lines and a condenser.
Two main types of evaporator are encountered in LHP: flat or cylindrical. Fig. 1b shows a schematic of the cross-section of a cylindrical evaporator. Both types of evaporator, i.e. flat or cylindrical, consist of a liquid-passage core, vapour-evacuation grooves, an outer casing and a capillary porous wick. Heat applied to the outer casing leads to the evaporation of the liquid inside the wick or at the wick/vapour groove interface. The produced vapour is collected in the vapour grooves and flows through the vapour transport line towards the condenser. The menisci formed at the wick/grooves interface or inside the wick adjust themselves to establish a capillary suction that balances the total pressure drop in the device. Unwrapping the cylindrical evaporator leads to a structure close to a flat evaporator. In what follows we will concentrate on the unit cell shown in Fig. 2 , which is therefore representative of both types of evaporator.
Owing to their technological importance, LHP have been the subject of quite a few investigations. Roughly, one can distinguish two main types of works. The works aiming at studying the whole LHP, e.g. [3] [4] [5] to name but a few, and the works focussing on one of the components, the condenser or more often the evaporator because evaporator is generally considered as the key component in this system, e.g. [6, 7] . The present work belongs to the second category. We focus on the heat and mass transfer with phase change inside the evaporator. One can then again distinguish two types of works as regards the modelling of heat and mass transfers in the porous wick of evaporator: the works where the wick is assumed to be liquid saturated, e.g. [8] [9] [10] [11] [12] , and the works where the wick can be partially invaded by the vapour. The latter is the situation of primary interest for the present study. In most of the previous modelling works dealing with the situations where vapour is present inside the wick, e.g. [13] [14] [15] [16] [17] [18] , only two steady-state http://dx.doi.org/10.1016/j.ijheatmasstransfer.2014.12.048 regimes were distinguished. For low to moderate heat loads, the wick was assumed to be fully saturated and vapourization took place at the wick/groove interface. Above a certain heat load, bubble nucleation occurred within the wick, leading to the formation of an internal vapourization front as sketched in Fig. 3 . All these works were more or less implicitly based on the so-called ''vapour pocket'' assumption when vapour was present in the wick. As illustrated in Fig. 3 , the ''vapour pocket'' assumption essentially amounts to assuming only two types of region within the wick: a fully dry region in contact with the casing occupied by the vapour and a fully liquid region elsewhere with a sharp interface between the two regions. This is in contrast with the work presented in [19] , where it was considered that a two-phase zone, i.e. a zone where liquid and vapour coexists in the same region, formed within the wick. This was for moderate heat fluxes. For higher heat fluxes, a fully dry region could form but a two-phase zone was still present in the wick. However, the porous structure considered by [19] was held vertically, 40 mm in height and formed by large beads (on the order of 1 mm in diameter) and therefore operated in the presence of significant gravity effects. Thus, under conditions presumably quite different from the ones prevailing in capillary evaporators. The formation of a two-phase zone within the wick was also predicted by [20] using a Darcy's scale two-phase flow model. However, the heat flux was directly applied at the wick surface without taking into account the heat transfer in the casing and therefore the fined shape of casing. It is also worth mentioning that the results reported in [14] and some subsequent works, e.g. [18, 21] , leading to the formation of a vapour pocket (and not a two-phase zone) were obtained from simulations with two-dimensional pore network models (PNM). Actually, the gas-liquid phase distribution in a 3D microstructure can be expected to be fundamentally different from the 2D microstructures considered in [14] . This is because of the fundamentally different percolation properties of the phases between 2D pore networks and 3D pore networks, e.g. [22] and references therein. The essential point is that the gas and liquid phases can both form percolating clusters in 3D microstructures whereas this cannot happen in 2D random microstructures. In other words, the formation of the vapour pocket depicted in Fig. 3b is fully consistent with the percolation properties of the 2D pore networks used in [14] . The phase distribution can be expected to be different in a 3D microstructure, which is of course the situation of interest in real evaporator wicks. The objective of the present work is therefore to study the much more representative and potentially fundamentally different 3D case.
As in [14] , the work is based on pore network (PN) simulations. The crucial difference is the consideration of a 3D pore network in the present paper. Also, several new features have been introduced: the conductive heat transfer in the external casing is computed, the convection heat transfer is taken into account within the wick in addition to heat conduction and phase change, the variations of density in the vapour phase with pressure and temperature are taken into account assuming an ideal gas behaviour, the heat loss due to the vapour convective flow in the vapour grooves is taken into account.
Figus et al. [14] developed a pore network model in which the transfers between two nodes classically involve heterogeneous hydraulic or thermal local conductivities depending on the local geometrical dimensions of the constrictions between two pores, see for example [23] for more details on the pore network approach. This implies to know the local conductivity distributions or how the local conductivities are related to the constriction geometry. For a given porous medium these data are generally more difficult to obtain than effective transport properties, such as the porous medium permeability or its effective thermal conductivity. The latter are often determined by the porous material manufacturers or can be found in the literature. For this reason, a mixed formulation has been preferred for the present work. Transfers are described using equations involving macroscopic parameters such as the permeability or the effective thermal conductivity whereas we rely on the pore-network representation for accounting for the capillary effects. It could be argued that the mixed formulation is not consistent in terms of scale of description since capillary effects are treated at pore scale whereas transport seems to be considered at the R.E.V. (Representative Elementary Volume) scale, e.g. [24] . Actually, one should realise that the finite volume discretized forms of the volume averaged equations are very close to the resistance network equations considered in the classical pore network approach. This is made clear later in the paper. In other terms, the mixed pore network model used in the present work must be seen as a mesoscale approach, i.e. intermediate between direct simulations at pore scale and Darcy's scale model, where coarse-grained approximations are used to model the flows and the heat transfer. The paper is organised as follows. The numerical model is presented in Sections 2 and 3. In Section 4, results from a visualisation experiment in a quasi-2D porous microstructure are presented. Section 5 presents a comparison between 2D numerical simulations and the experimental results. 3D simulations are presented in Section 6.
Thus, we will qualitatively validate the pore network model from 2D simulations and not 3D simulations. The rationale is as follows. Experiments with quasi-2D structures make the visualisations of the vapour and liquid phase distributions within a porous microstructure considerably easier. Then, if the pore network model is judged as validated in 2D, it can be used with much more confidence to perform 3D simulations.
Evaporator unit cell numerical model
As sketched in Fig. 4 , the porous microstructure is represented by a structured pore network, a square network in 2D and a cubic pore network in 3D. In this type of model, the pore space is represented by a network of sites (also called pores) corresponding to the nodes of pore network. The pores are interconnected by channels (also called bonds or throats) representing the pore space constrictions. The throats are cylindrical tubes, whose diameter d is randomly distributed according a given probability distribution function (p.d.f) between two bounds d min and d max . A uniform p.d.f. is used in the present work unless otherwise mentioned. The distance between two nodes, denoted by a, is the lattice spacing. It also corresponds to the discretization step used to solve the equations governing the flow and heat transfer in the computational domain. Ideally, the lattice spacing should correspond to the mean distance between two pores in the material forming the wick. However, this would lead to a number of computational nodes making the simulations much too long, at least in 3D and with the present version of the code which is not parallelized. Thus, we use in practice a lattice spacing greater than the mean distance between two pores inside a real wick for the 3D simulations. This point is discussed further below in Section 6.1.
Computational nodes are also located in the casing using the same discretization step for computing the heat transfer by conduction in the casing. Under the assumptions of homogeneous and isotropic capillary structures, negligible gravitational and radiative effects, local thermal equilibrium between the porous structure and the working fluid, the problem to be solved within the framework of the mixed pore-network model can be expressed as follows (for the most complicated case, i.e. in the presence of vapour in the wick. The situation where the wick is fully saturated by liquid is a simpler sub-case). Note that we are only interested in steady state solutions.
Flow in porous wick
In the traditional pore network approach, the mass flow rate q ij between two adjacent nodes i and j is expressed as
where q and l are the density and dynamic viscosity of the fluid (vapour or liquid) occupying the throat joining the two pores; P i (P j respectively) is the pressure in pore i (j respectively). The hydraulic conductance g ij is generally expressed assuming a Poiseuille flow in the throat,
where ' is the throat length and d ij the size (diameter) of the considered throat. The approximation made with the mixed model approach is to use the same hydraulic conductance g for all the throats. This amounts to expressing Eq. (1) as:
Hence, the approximation can be regarded as a mean field approximation of the flow in the considered disordered porous structure. Consider now the classical Darcy model of the flow in a porous medium, r Á ðquÞ ¼ 0
where K is the porous medium permeability. Considering a square (2D) or a cubic (3D) regular mesh of spatial step a, the classical finite volume discretization of Eqs. (4) and (5), e.g. [25] , leads to express the flow between two adjacent nodes i and j as
Comparing Eqs. (6) and (3) then leads to express the mean field hydraulic conductance as g ¼ aK ð7Þ
Then the flow in the region of the wick occupied by the liquid (the vapour respectively) is computed from the mass balance expressed as each liquid (vapour respectively) nodes,
where j corresponds to the four (six respectively) pores adjacent to pore i in a 2D network (in a 3D network respectively).
(a) 2D square network (b) 3D cubic network Combined with the boundary conditions given below, Eq. (8) leads to a linear system of equations whose solution gives the pressure in each pore.
The pore network approach using the mean field conductance g or the approach based on the finite-volume discretized form of the Darcy's model are therefore fully equivalent. In what follows, we proceed directly with the Darcy's formulation. The liquid phase is considered as incompressible whereas an ideal gas behaviour is assumed for the vapour. 
where T is the temperature and k c is the casing thermal conductivity. Similarly as the flow problem, this equation is discretized using a standard finite volume approximation on a regular square or cubic mesh.
Heat transfer in porous wick
Transfer is considered to occur by convection and conduction in the wick
with i = l or v depending on the fluid occupying the considered node. In Eq. (11), ðqc p Þ is the heat capacity of the porous medium occupied either by liquid or vapour, k Ã i is the effective thermal conductivity of the medium which also depends on the fluid occupying the considered node. Again Eq. (11) is discretized using a standard finite volume approach.
Boundary conditions
Spatially periodic boundary conditions are imposed on the lateral sides of computational domain. The boundary condition at the casing external surface is expressed as:
where n is the interface normal unit vector and Q the heat flux applied on the casing.
No flow condition and energy conservation condition are imposed at the wick-casing interface,
Convection heat transfer is assumed at the casing/groove interface:
where T g is the temperature in the groove, the convective heat transfer coefficient h c is computed using the correlation presented in [26] , see Appendix A for details. The approximation is made that the temperature in the groove is close to the saturation temperature at the pressure P g in the groove,
where P g is computed using the loop model presented in [9] . It can be expressed as:
where P cc and DP loop are the pressure in compensation chamber and pressure drop in the other components of the loop. The details on how DP loop is computed are given in Appendix B.
The pressure and the temperature are specified at the entrance of the wick (wick/liquid-passage core interface). They correspond to the pressure and the temperature in the compensation chamber:
where DT sub is the subcooling. The liquid leaving the compensation chamber is generally slightly subcooled. The degree of subcooling of working fluid is used to compensate the heat leak (the fraction of the applied heat flux which is not used for the vapourization of the liquid). The subcooling originates from what happens in the condenser. There are generally three zones within the condenser: the vapour zone, the two-phase zone and the liquid zone. In the liquid zone, the liquid phase of the working fluid is completely condensed, resulting in the removing of the last vapour bubbles. At the end of the condenser, the liquid temperature is thus below the saturation temperature. The liquid stays subcooled through the liquid line. The mixing between the subcooled liquid arriving from the liquid line into the compensation chamber and the liquid present within the compensation chamber results in a slightly subcooled liquid at the entrance of the evaporator. Another interest of the subcooling is to prevent the formation of bubbles within the compensation chamber. If vapour occurs at the inlet of the evaporator, vapour bubbles could accumulate and block the path for the liquid at the inlet of the porous wick resulting in a deprime of the evaporator. The subcooling at the inlet of the wick is generally small and is neglected in the simulations presented later in the paper. Of special importance are the boundary or interfacial conditions where the liquid-vapour phase change can take place; namely the groove-wick interface as well as the liquid-vapour interface inside the wick when the wick is partially invaded by the vapour.
The boundary condition at the porous wick-groove interface is expressed using Eq. (19) when liquid is present at the considered point of this interface. Eq. (20) is used when the computational point corresponds to a region occupied by vapour at the interface.
In Eq. (19) , h lv is the latent heat of vapourization. The flow continuity and energy conservation conditions at the vapour-liquid interface within the wick are expressed as:
The Clausius-Clapeyron relationship:
is used to link the temperature and the vapour pressure along the liquid-vapour interface. Capillarity is a crucial phenomenon in the evaporator wick. As sketched in Fig. 5 , the liquid-vapour interface is actually discrete and formed by a series of menisci located at the entrance of throats.
The maximum pressure difference between the liquid and the vapour across such a meniscus is given by Laplace's law,
where r is the surface tension and d the size of the considered throat. Note that the liquid is assumed to be perfectly wetting.
Method of solution
The above equations are solved using a home-made code written in Fortran90. As mentioned before, the discretization of governing equations is performed using standard finite volume procedure. An iteration procedure is necessary to obtain the steady state solution. This is obvious when vapour enters the wick since the position of the liquid-vapour interface is not known a priori. However, an iterative procedure is also needed when the wick remains fully saturated by the liquid. This is because the solution depends on the pressure drop in the other components of the loop through Eq. (17) . The iterative method for the case with a saturated wick is summarised in Fig. 6 .
Let's now consider the procedure for the situations where vapour partially invades the wick. A priori, one can distinguish two possible scenarios depending on the pores first invade by vapour. The first scenario would correspond to the situation where the pressure jump across some menisci at the wick/groove interface exceed the maximum capillary pressure given by Laplace's law, Eq. (25) . Such a meniscus could not stay at the wick/groove interface and should recede into the wick. The second scenario is the possible nucleation of vapour in pores. According to nucleation theory this is possible when the temperature becomes sufficiently high in some pores for nucleation to occur. In this case, pores can be invaded by vapour not necessarily at the wick-groove interface but inside the wick. The temperature T nucl marking the onset of nucleation can be expressed as,
where DT nucl is the nucleation superheat, which depends on several factors such as the operating conditions, the nature of the fluid, the porous material, the pore wall topography, etc. To make use of Eq. (26), one also need to specify P v . A simple procedure is to take P v ¼ P g . A potentially more interesting approach is to take for P v the pressure corresponding to the formation of a bubble of radius r b in a pore. Hence,
where P l is the liquid pressure in the pore prior nucleation, i.e. the pressure computed assuming a fully saturated zone. A problem is to estimate the bubble radius r b since r b is supposed to correspond to the minimum size of embryo leading to the bubble formation. In the absence of more information, a simple rule is to take r b % r p where r p is the pore radius. The advantage of this approach is to make the nucleation criterion depending on the local liquid pressure. This will be discussed further from the numerical results presented in Section 5. A difficulty remains: the evaluation of DT nucl . This is still an open problem. As in previous works, i.e. [14, 18] , and in accordance with the discussion in [15] , a few Kelvin superheat is assumed. We took DT nucl ¼ 4 K for all the simulations reported in the present paper. With a superheat of a few degrees, the occurrence of the vapour within the wick is then due to the nucleation of vapour bubbles at the wick-casing interface and not to the receding of menisci located at the wick-groove interface according to our simulations. The receding of menisci located at the wick-groove interface do happen in our simulations but only after a liquidvapour two-phase zone has formed within the wick. The procedure is then as follows after the nucleation step. The model cannot handle vapour pressurization steps, which can occur as long as the vapour has no reached the grooves when nucleation take place inside the wick. Actually, simulations show that nucleation takes place at the casing-wick interface which is the place of highest temperatures in the wick. Starting from the node corresponding to maxðT À T nucl Þ with of course T À T nucl > 0, a vapour cluster percolating to one of the two grooves is formed by using the standard invasion algorithm, [27] , in the 2D layer of pores in contact with the casing. When the simulation is performed using a two-dimensional pore network, this amounts to imposing the first row of pores under the casing as occupied by vapour. The distribution so-obtained is the initial guess for the computation of the liquid-vapour interface within the wick. Solving Eqs. (1)- (27) gives the temperature and pressure fields in both the liquid phase and the vapour phase within the wick. Then we compute the pressure jump DP ¼ P v À P l across each meniscus present within the wick or at the wick/groove interface. Each meniscus such that its pressure jump is greater that its capillary pressure threshold, i.e. such that DP > DP max , is moved into the adjacent pore. This gives a new liquid-vapour phase distribution within the wick. Equations (1)- (27) are then solved again until convergence for this new phase distribution and stability of menisci is tested as explained before, leading possibly to new pore invasions. This procedure is then repeated until the criterion of meniscus stability, i.e. DP 6 DP max , is fulfilled for each meniscus present in the wick.
Actually, the procedure can be performed using various rules as regards the moving menisci. For example, one can move at each step only one meniscus, the less stable one corresponding to maxðDP À DP max Þ. On the contrary, we can move all the menisci such that DP À DP max > 0 or some fraction of these menisci. Tests indicate that the obtained steady-state solution is only slightly depending on this choice. Since the solution is not very sensitive to this aspect of the procedure, the procedure leading to the shortest computational times is adopted, namely the one where all menisci detected as unstable are moved at each step.
The iterative method leading to the solution for an unsaturated wick is summarised in Fig. 7 .
Visualisation experiment

Experimental set-up
The quasi-two-dimensional micromodel developed in order to perform visualisation of the invasion of the wick by vapour is shown in Fig. 8 . It mimics the unit cell of a capillary evaporator. The porous medium is formed by a monolayer of steel beads of 1 mm in diameter glued on a 2 mm thick brass support plate. The beads are randomly distributed so as to create a pore size distribution similarly as in real porous material. The metallic casing is in brass and is linked to an electric heating element to impose a heat flux as sketched in Fig. 8 .
These elements are sandwiched between two Plexiglas plates. As can be seen from Fig. 8 , the model unit cell is linked to a reservoir Fluorinert™ FC3284. Its saturation temperature is 50°C at the atmospheric pressure. As shown in Fig. 9 , this system is placed inside a temperature controlled enclosure. The experiments were carried out with a temperature fixed at 42°C in the enclosure. A high definition camera (2000 Â 2000 pixels) is used to visualise and record the evolution of the phase distribution within the wick. The permeability, porosity and capillary pressure curve (from which a pore size distribution can be determined) of the system have been determined experimentally. The details are presented in [28] . The various properties characterising this model system are summarised in Table 1 .
Dimensions of the model evaporator unit cell are indicated in Fig. 8 . These dimensions are about one order of magnitude greater than in a real LHP evaporator unit. Also the throat sizes, on the order of 100 lm, are between one and two orders of magnitude greater that in the wicks of LHP evaporators. However, the important point is not to have the same dimensional properties as in LHP evaporators but the same forces controlling the phase distributions, namely the capillary and viscous forces (the model unit cell being hold horizontally gravity effects are negligible in the experiments). Also the objective is not a truly quantitative comparison between experiments and simulations since there are some heat losses through the upper plate of model unit cell, which are unavoidable and difficult to control with such a quasi-two dimensional system. Despite its imperfection, we believe that this experiment is nevertheless instructive as we shall also see from the comparison with simulations.
The experimental procedure is as follows. The system is first fully saturated by degasified liquid Fluorinert. Then the heat flux is applied and the images showing the evolution of the fluid phases resulting from the application of heat flux are recorded. Experiment is considered as finished when the vapour breakthrough is reached, i.e. when vapour percolates through the wick. 
Experimental results and discussions
Two micromodels (referred to as micromodel A and micromodel B) were actually used. They differ only by the random distribution of the beads. Tests were performed with micromodel A and micromodel B with an applied flux of 2 W (test #1). Figs. 10 and 11 show the growth of the vapour region in the wick with micromodel A and micromodel B respectively.
For micromodel A, invasion of the wick by the vapour starts relatively close to the casing/groove/wick contact line (Fig. 10a) and grows until reaching the other groove located on the other side of casing (Fig. 10b) . This is in contrast with the assumption considered in where nucleation was supposed to occur in the middle of the wick/casing interface and not at the contact line with the grooves. Then vapour continues to invade the porous medium ( Fig. 10c and d) keeping an approximate symmetric shape relative to the fin. At some point, the symmetry is broken (Fig. 10e) and the vapour continues to move toward the wick inlet. As shown in Fig. 10e , viscous fingers begin to appear and develop until vapour breakthrough (Fig. 10f) . As shown in Fig. 11 , the invasion of the wick by vapour is globally similar for micromodel B but there are also interesting differences. As shown in Fig. 11b , vapour invasion takes place from a nucleation region located at the wick/casing interface inside the wick far from the grooves. Thus not close to the casing-wick-groove triple line in contrast with micromodel A. Then the growth occurs toward the middle of the wick/casing interface and not toward the adjacent groove ( Fig. 11b) with also some invasion toward the wick inlet. Then, the invasion continues approximately symmetrically until the vapour region connects to the grooves on each side ( Fig. 11c and d) . The vapour region takes a triangular shape (Fig. 11e) and grows more symmetrically (Fig. 11f) than in micromodel A. Some viscous fingers can be observed a little before vapour breakthrough but their spatial extension is less than with micromodel A. About 2/3 of the porous medium is invaded by vapour when the vapour breakthrough occurs (Fig. 11f) . It can be noticed that we did not observe steady state regimes with a stabilized vapour region inside the wick with this experimental set-up, at least for the conditions we have tested. Nevertheless, we can summarise the main findings as follows. First the experiments provide images of phase distributions within the wick. Even if a truly steady state regime is not obtained, it will be interesting to compare these images with simulations. Second, the experiments indicate that vapour invasion can take place from about everywhere at the wick-casing interface, thus not necessarily from the hottest region in the wick, which is the region in the middle of this interface at equal distance from the two grooves. Third, the number of nucleation spots is small. Basically, only one nucleation spot is observed when the heat load is sufficiently low. Finally, we also note the occurrence of viscous fingers after 11 . Evolution of the vapour region within the wick for micromodel B and a heat load of 2 W. The growing zone in light grey is the region occupied by the vapour inside the wick. The circles in Fig. 11a show vapour phase growth sites. The circle in Fig. 11f indicates the vapour breakthrough point. The arrows schematically indicate the direction of vapour zone growth. a significant fraction of the wick has been invaded. Owing to the larger pore sizes compared to a real wick porous material, the capillary number, which characterises the competition between viscous and capillarity effects can be expected to be somewhat greater in the experiment compared to the situation prevailing in the wick of an operating LHP. The tentative conclusion is that the formation of viscous fingers is expected to be less likely in the wick of a LHP.
Comparisons between two-dimensional simulations and experiment
Experimental results for the micromodel B are chosen to be compared with simulations. The fluid and materials properties and the geometrical dimensions of the experiment (as listed in Table 1 and shown Fig. 8 ) are used as input data for the code. The simulations are performed in 2D with a lattice spacing of 1 mm. Bonds diameters are randomly distributed in the range 0:55 AE 0:44 mm. according to a distribution law deduced from an image analysis technique, see [28] for the details. The flux lost by conduction through the brass support plate is approximately taken into account using as thermal conductivity of the solid phase k s ¼ 0:5k bead þ 0:5k brass . The effective thermal conductivity of the wick, which depends on the fluid occupying the considered region of the computational domain is then estimate as the arithmetic average between the classical estimates for arrangement of the phases in parallel and in series. The experimental heat load applied at the top of the casing is 2 W, leading to an applied heat flux of 6700 W/m 2 . As mentioned before, nucleation is supposed to occur if the temperature in the wick is greater than T sat + 4 K, where T sat is the saturation temperature at the atmospheric pressure (T sat ¼ 50 C). The inlet pressure is taken equal to the ambient pressure. A grid of 107 Â 54 points is used for the wick corresponding to 5778 computation points in agreement with the number of beads inside micromodel B. A grid of 107 Â 32 points (3424 computation points) is used in the groove-casing region, leading to a total number of 9202 computational points.
Owing to the randomness of the bead distribution forming the porous medium in the experiment, the simulation is performed for 13 different realizations of pore network, i.e. 13 drawings of the bond size distribution using the same p.d.f. To characterise the invasion of the wick by the vapour, the length of the vapour region, defined as the ratio of the maximum depth of the vapour region to the total depth of the wick, the vapour saturation, which is the fraction of the pores occupied by vapour, and the occupancy ratio of vapour at wick/grooves interface, which is defined as the ratio of the number of pores occupied by vapour along this interface to the total number of pore along this interface, are computed. The simulation results are reported in Table 2 and compared to experimental data. As can be seen from Table 2 , the average values obtained from the simulations are in reasonable agreement with the experimental data. Simulation #5 is the one leading to the closest results with the experiment. Vapour breakthrough is observed in the experiment for the considered applied heat load and the experimental data reported in Table 2 correspond to the phase distribution observed when the vapour breakthrough occurs in the experiment. Numerical simulations show that the vapour breakthrough can also occur depending on the considered realization. This happens with realizations #1, 4, 6 and 12. Furthermore, the depth of the vapour region is high for the other realizations. Although a stable interface is obtained for those realizations, the phase distribution is actually close to breakthrough. Examples of computed phase distribution are shown in Fig. 12 . As can be seen, the obtained shape of the vapour region is qualitatively similar to the shapes observed in the experiments.
Another interesting point is to determine where the first vapour cluster forms within the wick. Fig. 13 shows the computed temperature distribution along the casing-wick interface for an applied flux of 0:5 W=cm 2 . This flux is lower than the flux of 0:67 W=cm 2 applied in the experiment. It corresponds to a flux where the temperature computed under the casing is on the order of the assumed nucleation temperature. Imposing the heat flux of 0:67 W=cm 2 leads to temperatures under the casing much greater than the nucleation temperature, consistently with the fact that this flux leads to a major invasion of the model wick by the vapour. The temperature distribution shown in Fig. 13 is assumed to be representative of the temperature distribution when nucleation starts in the wick when the transient flux seen by the wick is still below the applied heat flux of 0:67 W=cm 2 . Note that the parabolic shape depicted in Fig. 13 does not depend on the applied flux. Hence the hottest point is always found in the middle of casing when the wick is liquid saturated. Pores can become vapour when the temperature at wick/casing interface is higher than T nucl . The results shown in Fig. 13 thus indicate that the most likely place for nucleation if right underneath the casing more or less in the middle of the casing-wick interface. However, it can be noted that the temperature variation along the casing/wick interface is quite low, less than 0.5 K except on the edges. Thus it can be considered that nucleation can actually take place about everywhere at the casing/wick interface, in agreement with the experiment.
We conclude that the comparisons presented in this section are sufficiently satisfactory to use with confidence the mixed pore network model for studying the heat and mass transfer with phase change inside the porous wick of a capillary evaporator.
Three-dimensional simulations
Liquid-vapour distribution within the wick
In this section, results of simulations performed considering the 3D evaporator unit cell are presented. The geometrical dimensions and porous medium properties are indicated in Table 3 . They are representative of a LHP evaporator unit cell. The working fluid is ammonia. Its physical properties are also indicated in Table 3 . No subcooling is considered, i.e. DT sub ¼ 0 K.
Nucleation is supposed to occur if the temperature in the wick is greater than T sat þ 4 K, where T sat is here the saturation temperature in the groove. The inlet pressure is P cc ¼ 615050 Pa, which corresponds to the saturation temperature T sat ¼ 283:15 K. A grid of 31 Â 49 Â 33 points (leading a total number of 50,127 computational points) is used. The grid has 31 Â 20 Â 33 points (which corresponds to 20,460 computational points) located within the wick and 20 Â 13 Â 33 þ 31 Â 16 Â 33 (which corresponds to 16,368 computational points) located within the casing.
As indicated in Table 3 , the bond diameters are in the range 1-3 lm. By analogy with a random packing of spheres, the mean distance between two pores ($sphere diameter) can be expected to be on the order of 10 lm. According to the wick unit cell dimensions reported in Table 3 , such a value of the lattice spacing would leads to consider a 186 Â 120 Â 200 network for representing the wick. Considering such a network is not possible in practice with the present version of the code because of the too long corresponding computational times. The simulations presented hereafter were performed with a greater lattice spacing (a = 61 lm) so as to obtain reasonable computational times. The average computational time for a given heat load with two-phase zone formation for the grid with 31 Â 49 Â 33 points is about 1 h on a PC. To obtain the results discussed below, the imposed heat flux was varied in the range [0. , which leads to 2240 simulations and about 90 days of computational time.
A series of steady-state solutions is thus obtained by varying the heat flux applied on the casing outer surface. As in previous works, e.g. [14, 18] , the nucleation temperature is not reached in the wick for sufficiently low heat flux. Vapourization takes place only at the wick-groove interface and the wick operates in a liquid saturated mode. For higher heat fluxes, partial invasion of the wick by the vapour occurs. This was also predicted in the aforementioned previous works. However, as announced in the introduction section, the 3D simulations lead to identify a regime, referred to as regime II, which is fundamentally different from the regimes reported in [14] or [18] . This regime is obtained for an intermediate range of heat fluxes, sufficiently high for the wick to be partially invaded by the vapour but not too high as discussed hereafter. As illustrated in Fig. 14b , this regime is characterised by the coexistence of the liquid and vapour phases over the casing-wick contact surface. This is in contrast with the results reported in [14] or [18] , where only vapour is in contact with the casing as soon as the wick becomes unsaturated.
More details on the variation of phase distribution with heat flux are presented in Fig. 15 . This figure shows the fraction of pores right under the casing occupied by either vapour or liquid, the overall vapour saturation in the wick and the depth of the two-phase region, which is the distance between the casing wick interface and the pore occupied by vapour located the closest to the wick inlet, as a function of heat flux applied on the casing.
As can be seen, regime II, where a two-phase zone is in contact with the casing, extends over a significant range of heat fluxes. The fraction of liquid pores in contact with the casing exceeds the fraction of vapour pores in contact with the casing up to an applied heat flux of 2.5 W/cm 2 . For this flux, the depth of the two-phase region is already high and reaches 67% of the wick thickness even though only 10% of the wick pore space is occupied by vapour. The Table 2 Comparison between pore network simulations and experimental data. Value 1 for the depth of the vapour region means that the vapour breakthrough was reached. Value 1 for occupancy ratio of a groove-wick interface means that the all the pores along the considered interface are occupied by vapour. wick/casing surface becomes fully dry for heat fluxes greater than 10 W/cm 2 . The vapour saturation increases rapidly with the applied heat load in this regime but remains relatively low (below 17%). This is in sharp contrast with the 2D simulation results reported in which led to much higher vapour saturations for similar applied heat fluxes. The overall vapour saturation seems to stabilize in Fig. 15 . Although not shown here, the vapour saturation continues to increase with the heat flux but less rapidly once a dry vapour region is present under the casing and eventually forms a thick vapour blanket. As can be seen from Fig. 15 , the depth of the two-phase region within the wick reaches a plateau in regime II. This plateau corresponds to the growth of the two-phase region in the lateral direction in the wick instead of the depth direction. In summary the 3D simulations show the existence of three regimes and not only two as reported in some previous investigations, e.g. [14] or [18] : a regime at low heat load where the wick is saturated by liquid, a regime at high heat load where the wick-casing surface is dry and an intermediate regime (regime II) where both liquid and vapour are in contact with the casing-wick surface. These three regimes are illustrated in Fig. 14. 
Vapourization partition
The mass flow rate of vapour feeding the vapour groove in regime II is shown as a function of the heat flux applied on the casing in Fig. 16 . The mass flow rate is divided in two parts: the fraction of the total mass flow rate resulting from vapourization of the liquid at the wick/groove interface and the fraction of the total mass flow rate resulting from vapourization within the wick. As can be seen the vapour which feeds the groove mostly comes from the vapourization process within the wick in regime II. Fig. 16 also shows a significant increase, from 32.7% to 52.6%, in the fraction of vapour mass flow rate resulting from the vapourization process within the wick at the beginning of regime II when the heat flux varies from 1.38 W/cm 2 to 1.385 W/cm 2 . This corresponds to the situation where the two-phase region becomes connected to the two grooves on both sides of casing fin. For lower heat loads in regime II, the two-phase zone is connected to only one groove.
Maximum temperature
The maximum temperature T max in our computational domain is located at the metallic casing outer surface (at y = L y , see Fig. 2 ). The temperature is actually quasi-uniform along the casing outer surface, only very slightly greater on the left and right of casing outer surface. In practice, this temperature should not exceed some specified value depending on the equipment to be cooled. The maximum temperature can be characterised from the excess temperature DT max ¼ T max À T sat , where T sat is the saturation temperature inside the grooves. As shown in Fig. 17 , the excess temperature DT max is equal to about 26 K for a heat load of 11.9 W/ cm 2 , i.e. at the end of regime II. This order of magnitude is quite acceptable for such a system, indicating that regime II is a fully operational regime, i.e. is quite likely in operating LHP. The variation of DT max with the heat flux is not perfectly monotonous in Fig. 17 . This is due to the discrete representation of pore space. A slight decrease in DT max can happen when a new pore is occupied by vapour at the wick-groove interface.
Conductance
The global performance of evaporator can be characterised from the computation of its global conductance defined as:
where T g is the temperature in the groove ðT g ¼ T sat ðP g ÞÞ. The variation of C evap with the applied heat flux Q is shown in Fig. 18 . The results are markedly different from those obtained from 2D PN simulations, [18] , which indicated that the conductance was maximum in regime I (fully saturated wick) and then decreased as soon as the vapour penetrated in the wick. The 3D simulations reveal that the evaporator conductance is the greatest in regime II, i.e. with a partially saturated wick. Actually, three different ranges of flux can be distinguished in Fig. 18 . The conductance, which is constant in regime I (liquid saturated wick), increases in regime II with the heat load until reaching a maximum (on the order of 0.57 W/cm 2 /K in our simulations). Note that this maximum is observed over a quite significant range of heat flux in regime II (as shown by the plateau in Fig. 18 ). The , that is when less than about 10% of the pores in contact with the casing are still occupied by liquid (see Fig. 15 ). From the results reported in Figs. 15 and 18 , the best evaporator performance is observed in the range of heat fluxes [3.7-7.8 W/cm 2 ] corresponding to a noticeable fraction of pores in contact with the casing occupied by liquid. This fraction varies between 35% and 10% in this range of heat fluxes according to Fig. 15 . Interestingly, the conductance variation shown in Fig. 18 is qualitatively similar to the variation obtained in the experiment of Zhao and Liao [19] , see Fig. 4 in [19] .
The theory of invasion percolation in a gradient, see [22] and references therein, indicates that the size of two-phase phase, which roughly correspond to the depth n of two phase-zone region should scale as
where the capillary number Ca can be expressed as
that a is the lattice spacing, which can be seen as the mean distance between two pores). Eq. (29) thus indicates that a broad pore size distribution (i.e. a relatively large R) favours the formation of a two-phase zone while a narrow distribution will favour the detrimental formation of a vapour blanket under the casing. In our simulations, the pore size distribution is narrow. Therefore, the occurrence of regime II in a capillary evaporator is actually still more likely than predicted from our simulations.
Conclusions
Simulations of heat and mass transfer with phase change in a capillary evaporator representative unit cell were presented in this paper. The simulations are based on a mesoscale approach in which the capillary effects are modelled as in classical pore network models but where the pressure and temperature fields are computed using mean field approaches. This mesoscale model, referred to as a mixed pore network model, was first qualitatively validated by comparison with a visualisation experiment using a quasi-two dimensional model porous wick.
This experiment indicated that nucleation could occur under the casing at some distance from the grooves as well as near the triple contact line regions between the wick, the casing and the groove. This feature was also in reasonable agreement with the simulations and the rules adopted in the model as regards the vapour nucleation in the wick. Also, it can be noted that the number of vapour growth incipient sites in the wick or at its surface was quite low in this experiment, typically only 1 or 2, which is also in accordance with the assumption made in the model. Although essentially qualitative, the satisfactory agreement between the simulations and this experiment enables one to use with some confidence the mixed pore network model to study the heat and mass transfer in the wick of a capillary evaporator.
The 3D simulations indicate that three regimes should be distinguished as regards the distribution of the fluid within the wick when the applied heat load is varied. This is in contrast with several previous works where only two regimes were distinguished. In particular, the 3D simulation indicates that the regime leading to the best evaporator performance is a regime, referred to as regime II, where a two-phase liquid-vapour zone forms within the wick. In this regime, the liquid phase in the wick is in partial contact with the casing at the casing/wick contact surface. Because of the fundamental differences between the percolation properties of the liquid and vapour phases in the wick between the 2D case and the 3D case, this regime was completely overlooked in some previous works based on 2D pore network simulations. In particular, this regime could not be studied in the previous modelling approaches assuming only two regions in the wick separated by a macroscopic sharp interface: a dry region occupied by vapour and a liquid region only occupied by liquid. The 3D simulations indicate that three types of region can in fact exist in the wick (in regime III, i.e. for sufficiently high heat load): dry regions, liquid saturated regions and two-phase regions where vapour and liquid coexist. However, the formation of a dry region along the casing in regime III leads to a significant degradation in the evaporator performance.
Therefore, the 3D simulations suggest that the porous wick should be designed so as to favour the occurrence of regime II over a large range of heat loads.
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Appendix A. Convective heat transfer coefficient in the grooves
A convective boundary condition is used at the casing-groove interface and wick-groove interface when the pore is occupied by vapour as expressed by Eqs. (15) and (20) .
The heat convective coefficient h c is computed using the correlation given by Sleicher and Rouse [26] . This correlation is expressed in terms of the Nusselt number and is valid for a fully developed flow inside a rectangular pipe: on the model presented in [9] . Values of the loop model parameters are taken from [29] . Note, however, that the saturation pressure inside the compensation chamber is fixed in our simulations whereas this is an output in Li and Peterson approach. We recall that the following elements were considered between the exit of the groove and the liquid chamber: the vapour line, the condenser, the liquid line, denoted by the subscript vl, cond and ll respectively.
The mass flow rate entering the wick is expressed as
where S ¼ L x Â L z is the wick inlet area. Note that _ m v ¼ _ m l in the vapour line since the mass flow rate is conserved all along the loop in the steady-state regime. The pressure losses in the loop are balanced by the action of capillary forces:
where the pressure losses in the wick and in the liquid and vapour sections of the loop are decomposed into:
DP w ¼ P cc À P l;w ðB5Þ
while the capillary pressure is given by
The goal is to determine the vapour pressure P g inside the groove. Combining Eqs. (B2)-(B6), the vapour pressure inside the grooves can be expressed as follows:
Assuming a circular pipe of diameter d ll , the pressure drop inside the liquid line is determined as follows: 
