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Abstract
In this paper, the concept of equimodular is introduced. It contains several generalizations of
Mazur–Ulam’s isometric theorem in modular spaces. Let X and Y be two real modular spaces and X
with δ1-midpoint shrinking whose modular ρX satisfies the ∆2-condition. Assume that an operator
T maps X onto Y in an δ2-{ti}-equimodular manner for all i ∈ {0} ∪N, where {ti} is a null-sequence
of nonnegative reals with the property that t0 = 1, t1  1/2, and ti  ti−1  2ti for i  2. Then T is
affine.
 2003 Elsevier Inc. All rights reserved.
Keywords: Equimodular; δ-t-equimodular; δ-midpoint shrinking; Inverting modular; Parental modular
1. Preliminaries
We use the standard notations of metric linear spaces and of modular spaces which can
be found in [1,2,5,7].
Throughout this paper, we denote by N, R, and C the sets of positive integers, of reals
and of complexes, respectively.
Let X be a linear space. A modular ρ(x) is a nonnegative valued function defined on X
and admitting also value +∞ satisfying the following conditions:
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(m2) ρ(ax)= ρ(x) provided |a| = 1;
(m3) ρ(ax + by) ρ(x)+ ρ(y) provided a, b 0, a + b= 1;
(m4) ρ(anx)→ 0 provided an → 0 and ρ(x) <+∞.
A linear space X with a modular is called a modular space.
A modular ρ on a modular space X is said to satisfy the ∆2-condition if there is a
constant c > 0 such that ρ(2x) cρ(x) for any x ∈X.
A nonnegative valued function ‖ · ‖ defined on X is called an F -pseudonorm if it satis-
fies the following five conditions:
(n1) ‖x‖ 0 and ‖0‖ = 0;
(n2) ‖ax‖ = ‖x‖ for all a, |a| = 1;
(n3) ‖x + y‖ ‖x‖ + ‖y‖;
(n4) ‖anx‖→ 0 provided an → 0;
(n5) ‖axn‖→ 0 provided xn → 0.
An F -pseudonorm is called an F -norm if it also satisfies the condition
(n1′) x = 0 if ‖x‖ = 0.
For a positive number β  1, an F -pseudonorm is said to be β-homogeneous if it satis-
fies the condition
(n6) ‖tx‖ = |t|β‖x‖ for every x ∈X and every t ∈ R.
Similarly, for a positive number β  1, an F -norm is said to be β-homogeneous if it sat-
isfies the condition (n6). In this paper, we will call a β-homogeneous F -pseudonorm a
β-pseudonorm, and a β-homogeneous F -norm a β-norm.
A linear space X with an F -norm is called an F ∗-space. A complete F ∗-space is said
to be an F -space.
It is well known that for every modular space (X,ρ), its modular ρ(ax) is an increasing
function of the argument a for every x ∈ X. That is, for each pair of complex numbers
a, b ∈ C satisfying |a| |b|, and every x ∈X, the inequality ρ(ax) ρ(bx) holds.
Denote Xρ = {x ∈X: limλ→0 ρ(λx)= 0}. Then Xρ is a linear subspace of X (see [7,
Proposition 1.2.1]).
A mapping T :Xρ → Yρ is said to be equimodular if, for every pair of x, y ∈ Xρ ,
T satisfies the equality
ρY (T x − Ty)= ρX(x − y).
Moreover, for positive numbers t and δ, mapping T is said to be δ-t-equimodular if, for
every pair of x, y ∈Xρ satisfying the condition ρX(x − y) < δ, T satisfies the equality
ρY (tT x − tT y)= ρX(tx − ty).
In particular, we say that T is δ-equimodular if t = 1 in the last equality.
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such that, for each pair of x ′, x ′′ ∈X satisfying the condition ρ(x ′ − x ′′) < δ, the set
M =
{
x ∈X: ρ(x − x ′)= ρ(x − x ′′)= ρ
(
x ′ − x ′′
2
)}
has the property
lim
n→∞D(tnM)= 0
for every decreasingly null sequence {tn}, where D(M)= supx,y∈M{ρ(x− y)}. Moreover,
X is said to be midpoint shrinking if limn→∞D(tnM)= 0 for each pair of x ′, x ′′ ∈X, and
every decreasingly null sequence {tn}.
A modular space is said to be β-positive-homogeneous if there exists β > 0 such that
ρ(tx)= tβρ(x) for any t  0 and each x ∈Xρ . Note that if ρ satisfies the above condition,
then clearly ρ satisfies also the ∆2-condition.
The function ‖ · ‖ρ :Xρ →[0,+∞) defined by
‖x‖ρ = inf
{
t > 0: ρ
(
x
t
)
< t
}
is called an Orlicz F -norm induced by modular ρ, and ρ is called a parental modular of
‖ · ‖ρ . Let ‖ · ‖ be an F -norm of a linear space X. If there exists a modular ρ(·) on X such
that Xρ =X and that ‖ · ‖ is equal to ‖ · ‖ρ as defined above, we say that the F -norm ‖ · ‖
can be inverted, and ρ is called an inverting modular of ‖ · ‖.
The problem that whether the Mazur–Ulam’s isometric theorem holds for all metric
linear spaces still seems to be open. Mazur and Ulam [4] proved that every surjective
isometry T between two normed linear spaces must be affine. Rolewicz [7] proved that
if X and Y are real locally bounded F ∗-spaces, and if T :X → Y be t-isometric for all
t > 0, then T is affine. Ma [3] weakened the t-isometric condition in Rolewicz’s theorem
into that T is (1/2n)-isometric for every n ∈ {0} ∪N. A different kind of generalization of
the Mazur–Ulam’s theorem was given by Day [1], who proved that if X and Y are locally
convex topological vector spaces and a surjection T :X→ Y carries a total family [ps] of
pseudonorms to another such family [p′s] on Y by the rule p′s (T x−Ty)= ps(x− y), then
T is affine. For more recent developments and other important results about the Mazur–
Ulam’s isometric theorem can be found in Rassias [6].
The Mazur–Ulam’s theorem was successfully extended to a larger class of F ∗-spaces
that are not necessarily locally bounded [9]. They are the class of locally pseudoconvex
F ∗-spaces that includes all locally bounded F ∗-spaces and locally convex F ∗-spaces.
In the remainder of this paper, we first discuss the relation between an Orlicz F -norm
‖ · ‖ρ and its parental modular ρ. We then investigate the relation between equimodular
and affine in modular spaces.
2. An Orlicz F -norm ‖ ·‖ρ and its parental modular ρ
Theorem 2.1. For any β with 0 < β < 1, the β-pseudonorm ‖ · ‖ on a linear space X can
be inverted, and ρ(·) := ‖ · ‖1/(1−β) is an inverting modular of ‖ · ‖.
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It is sufficient to show that
‖ax + by‖ 11−β  ‖x‖ 11−β + ‖y‖ 11−β (2.1)
for each pair of x, y ∈X\{0}, and a, b > 0 with a + b= 1.
Define a function f : [1,+∞)→[0,+∞) by
f (t)= 1+ t 11−β − (aβ + bβt) 11−β .
It is easy to see that f (1)= 2− (aβ+bβ)1/(1−β) ∈ [0,1) and f (1)= 0 when a = b= 1/2.
Take derivative of f (t) for t  1; we have
f ′(t)= 1
1− β
[
t
β
1−β − bβ(aβ + bβt) β1−β ].
It is not hard to see that t0 = (b/a)1−β is the unique point satisfying f ′(t)= 0. Moreover,
f ′(t)
{
 0 if t  t0,
> 0 if t > t0.
If a > b, then t0 < 1. Therefore, f ′(t) > 0 and f (t) 0 for all t  1. On the other hand, if
a  b, then
f (t0)= min
t1
{
f (t)
}= 0,
and thus f (t) f (t0)= 0 for all t  1. Therefore, we conclude
(aβ + bβt) 11−β  1+ t 11−β (t  1). (2.2)
We may assume that 0 < ‖x‖ ‖y‖. Let t = ‖y‖/‖x‖. We obtain by (2.2) that
(
aβ‖x‖+ bβ‖y‖) 11−β  ‖x‖ 11−β +‖y‖ 11−β . (2.3)
Since
‖ax + by‖ ‖ax‖+ ‖by‖ = aβ‖x‖+ bβ‖y‖,
we conclude that Eq. (2.1) holds and Xρ =X.
Finally, we show that ρ(·) := ‖ · ‖1/(1−β) is an inverting modular of ‖ · ‖. Indeed, for
any x ∈X,
‖x‖ρ = inf
{
t > 0: ρ
(
x
t
)
< t
}
= inf
{
t > 0:
∥∥∥∥xt
∥∥∥∥
1
1−β
< t
}
= inf{t > 0: ‖x‖ 11−β < t 11−β }= inf{t > 0: ‖x‖< t}= ‖x‖.
This proves the theorem. ✷
Theorem 2.2. For any normed space (X,‖ · ‖) there is no inverting modular with the
property that ρ(tx) is continuous with respect to t in (0,+∞) for any nonzero x ∈X.
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on X. Take any x ∈X with ρ(x) > 0. We show first that ‖x‖ρ is the unique solution of the
equation ρ(x/t)= t in (0,+∞) if ρ(tx) is continuous with respect to t in (0,+∞).
Define a function f in (0,+∞) by
f (t)= t − ρ
(
x
t
)
.
Clearly, f (t) is strictly increasing and continuous. Since
lim
t→+∞f (t)=+∞, limt↘0f (t) < 0,
there exists a unique t∗ > 0 such that f (t∗) = 0, and so t∗ = ρ(x/t∗). For ε such that
0 < ε < t∗, since
ρ
(
x
t∗ + ε
)
 ρ
(
x
t∗
)
= t∗ < t∗ + ε, ρ
(
x
t∗ − ε
)
 ρ
(
x
t∗
)
= t∗ > t∗ − ε,
we have t∗ − ε  ‖x‖ρ  t∗ + ε. By the arbitrariness of ε, we conclude that ‖x‖ρ = t∗.
Now suppose that x is a nonzero element of X and λ > 0. Since
ρ
(
x
‖x‖
)
= ‖x‖,
we have
‖x‖ = ρ
(
x
‖x‖
)
= ρ
(
λx
λ‖x‖
)
= ρ
(
λx
‖λx‖
)
.
On the other hand, since λx is a nonzero element of X, we also have
ρ
(
λx
‖λx‖
)
= ‖λx‖ = λ‖x‖.
We conclude that λ= 1. The last result contradicts to the arbitrariness of λ. ✷
Corollary 2.1. If ρ is a modular with β-positive-homogeneity on a linear space X, then
‖x‖ρ = ρ1/(β+1)(x) for any x ∈Xρ .
Proof. The result is trivial for ρ(x) = 0. Suppose that ρ(x) > 0. Since ρ(tx) = tβρ(x),
ρ(tx) is continuous with respect to t in (0,+∞). In the proof of Theorem 2.2, we showed
that ‖x‖ρ is a unique solution of the equation t = ρ(x/t). Therefore, ‖x‖ρ satisfies the
equation t = ρ(x)/tβ . That is, ‖x‖ρ = ρ1/(β+1)(x). ✷
Corollary 2.2. Let σ(x) be a modular with β-positive-homogeneity on a linear space X
and ρ(x) a modular defined on X that satisfies
(1− ε)σ (x) ρ(x) (1+ ε)σ (x) (2.4)
for some ε with 0 < ε < 1. Then ‖x‖ρ and the (β/(1 + β))-norm σ 1/(1+β)(x) satisfy the
relation
(1− ε) 11+β σ 11+β (x) ‖x‖ρ  (1+ ε)
1
1+β σ
1
1+β (x). (2.5)
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for any x ∈X,
‖x‖ρ = inf
{
t > 0: ρ
(
x
t
)
< t
}
 inf
{
t > 0: (1+ ε)σ
(
x
t
)
< t
}
= inf
{
t > 0: σ(x) <
tβ+1
1+ ε
}
= (1+ ε) 11+β inf
{
t
(1+ ε)1/(β+1) > 0: σ(x) <
(
t
(1+ ε)1/(β+1)
)β+1}
= (1+ ε) 11+β σ 11+β (x).
The left side of (2.5) can be proved in the same way. ✷
If σ and ρ are modules defined as in Corollary 2.1 and they satisfy the relation (2.4), we
say that ρ is ε-equivalent to σ , sometimes we say also ρ is almost equivalent to σ . Under
this definition, Corollary 2.1 says that ρ is ε-equivalent to σ ; then ‖ · ‖ρ is ε′-equivalent to
σ 1/(1+β), where
ε′ = max{1− (1− ε) 11+β , (1+ ε) 11+β − 1}.
According to Corollary 2.2, we also have
(
1− ε
1+ ε
) 1
1+β
ρ
1
1+β (x) ‖x‖ρ 
(
1+ ε
1− ε
) 1
1+β
ρ
1
1+β (x) (∀x ∈Xρ). (2.6)
This is, the Orlicz F -norm ‖ · ‖ρ induced by ρ is almost equivalent to ρ1/(1+β) in the sense
of (2.6).
3. The main result
Throughout this section, we denote by Xρ and Yρ be two real modular spaces on linear
spaces X and Y , respectively. We denote the corresponding modules ρX and ρY .
Lemma 3.1. Let the modular ρX on Xρ satisfy the ∆2-condition. If a map T :Xρ → Yρ
satisfies that there is δ > 0 such that
T
(
x + y
2
)
= T (x)+ T (y)
2
(3.1)
for every pair of x, y ∈Xρ satisfying ρX(y − x) < δ, then T satisfies (3.1) for all pair of
x, y ∈Xρ .
Proof. Suppose that x, y ∈ Xρ and ρX(y − x)  δ. By (m4) of Section 1, there exists
N ∈ N such that ρX((y− x)/2N) < δ/(2c). For each integer i such that 0 i  2N , define
x(i) = x + i (y − x).
2N
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ρX(x
(i) − x(i−1))= ρX
(
y − x
2N
)
 δ
2c
, x(2
N−1) = x + y
2
,
and for every i ∈ {1,2, . . . ,2N − 1},
x(i) = x
(i−1) + x(i+1)
2
.
Moreover, for each i ∈ {1,2, . . . ,2N − 1}, we have
ρX(x
(i+1) − x(i−1)) cρX
(
x(i+1) − x(i)
2
+ x
(i) − x(i−1)
2
)
 cρX(x(i+1) − x(i))+ cρX(x(i) − x(i−1)) < δ.
Therefore, we have by assumption (3.1) for each i ∈ {1,2, . . . ,2N − 1},
T (x(i))= T
(
x(i−1)+ x(i+1)
2
)
= T (x
(i−1))+ T (x(i+1))
2
. (3.2)
From the last equation, for each i ∈ {1,2, . . . ,2N − 2}, we have
T (x(i−1))+ T (x(i+1))= T (x
(i−2))+ T (x(i))
2
+ T (x
(i))+ T (x(i+2))
2
= T (x
(i−2))+ T (x(i+2))
2
+ T (x(i)). (3.3)
Combining (3.2) and (3.3), we obtain that the equation
T (x(i))= T (x
(i−2))+ T (x(i+2))
2
holds for each i ∈ {1,2, . . . ,2N − 2}.
It is not hard to conclude by recurrence that
T (x(2
N−1))= T (x
(0))+ T (x(2N))
2
.
The last equation shows that (3.1) holds for every pair of x, y ∈Xρ satisfying ρX(y−x)
 δ. ✷
Theorem 3.1. Let Xρ be δ1-midpoint shrinking whose modular ρX satisfies the ∆2-con-
dition. Suppose that {ti : i ∈ {0} ∪ N} is a null-sequence of nonnegative reals satisfying
that t0 = 1, t1  1/2, and ti  ti−1  2ti for every i  2. If a surjection T :Xρ → Yρ is
δ2-ti -equimodular for each i ∈ {0} ∪N, then T is affine.
Proof. Let δ = min{δ1, δ2/2}. For a pair of elements x1, x2 ∈ X satisfying ρX(x1 − x2)
< δ, define
M1 =
{
x ∈X: ρX(x − x1)= ρX(x − x2)= ρX
(
x1 − x2)}
.
2
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Mn =
{
x ∈Mn−1: ρX
(
ti−1(x − z)
)
D(tiMn−1) for all z ∈Mn−1, i ∈ N
}
.
We show first in three steps that
⋂
n
Mn = x1 + x22 .
Step 1. We shall show that for each n ∈ N, Mn is not empty and
x1 + x2
2
∈Mn. (3.4)
Moreover, if x ∈Mn, then
x¯ = x1 + x2 − x ∈Mn. (3.5)
Since x¯− x1 = x2 − x and x¯− x2 = x1 − x , (3.4) and (3.5) hold for n= 1. Suppose that
(3.4) and (3.5) hold for a certain k − 1.
Let x ∈Mk and y ∈Mk−1. Then, by inductive assumption implies y¯ ∈Mk−1. For each
i ∈ N, we derive by definition of Mk , that
ρX
(
ti−1(x¯ − y)
)= ρX(ti−1(x1 + x2 − x − y))= ρX(ti−1(x − y¯))D(tiMk−1).
That is, (3.5) holds for n= k. Since ti−1  2ti for every i  2 and y, y¯ ∈Mk−1, we obtain
ρX
(
ti−1
(
x1 + x2
2
− y
))
 ρX
(
ti(x1 + x2 − y − y)
)
= ρX
(
ti(y¯ − y)
)
D(tiMk−1).
Therefore, Eq. (3.4) holds for n = k. We conclude by induction that (3.4) and (3.5) hold
for any n ∈ N.
Step 2. We show that limn→∞D(Mn)= 0.
Clearly, we have Mn ⊆Mn−1. Consequently, we derive that the inequality
D(ti−1Mn)D(tiMn−1)
holds for every i ∈ N and i  2. Therefore, for each n ∈ N,
D(t1Mn)D(t2Mn−1) · · ·D(tnM1).
Since X is δ-midpoint shrinking, limn→∞D(tnM1)= 0 for that {ti} is a null sequence. We
conclude that limn→∞D(Mn)= 0.
Step 3.
⋂
nMn = (x1 + x2)/2.
Suppose that x ′, x ′′ ∈⋂nMn. Then by the last step,
ρX(x
′ − x ′′)D(Mn)→ 0 as n→∞.
We conclude by (m1) that x ′ = x ′′. Therefore, ⋂nMn is a single set containing (3.4), the
intersection of all sets Mn is the set which a unique element (x1 + x2)/2.
Secondly, we can apply a similar reasoning to the space Yρ to prove that (T x1+T x2)/2
is the unique centre of the points T x1 and T x2.
Now we shall prove that T ((x1 + x2)/2) is also the centre of T x1 and T x2.
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M˜1 =
{
y ∈ Yρ : ρY (y − T x1)= ρY (y − T x2)= ρY
(
T x1 − T x2
2
)}
.
For n 2, define by recursion
M˜n =
{
y ∈ M˜n−1: ρY
(
ti−1(y − z)
)
D(tiM˜n−1) for all z ∈ M˜n−1 and i ∈ N
}
.
Since T is δ-{ti}-equimodular, D(tiM˜n) = D(tiMn) for all i ∈ N ∪ {0}. This yields
limn→∞D(M˜n)= limn→∞D(Mn)= 0.
We next prove by induction that
T (Mn)= M˜n (n ∈ N). (3.6)
For n= 1 this is trivial since T is surjective and δ-equimodular.
Suppose that (3.6) holds for a certain k − 1.
Let y be an arbitrary element of M˜k . Because T is a surjection, there exists an x ∈ X
such that T x = y . For each z ∈Mk−1, we have T z ∈ M˜k−1 by the induction hypothesis.
Therefore, for each positive integer i , we have
ρX
(
ti−1(x − z)
)= ρY (ti−1(T x − T z))= ρY (ti−1(y − T z))
D(tiM˜k−1)=D(tiMk−1).
The last equation implies x ∈Mk and M˜k ⊆ T (Mk).
On the other hand, for y ∈ T (Mk), take x ∈Mk with T x = y . Combining x ∈Mk ⊆
Mk−1 and the induction hypothesis, we have y ∈ M˜k−1. Putting any z¯ ∈ M˜k−1, the induc-
tion hypothesis implies that there is z ∈Mk−1 such that T z = z¯. It follows that for every
i ∈ N,
ρY
(
ti−1(y − z¯)
)= ρX(ti−1(x − z))D(tiMk−1)=D(tiM˜k−1).
Therefore, y ∈ M˜k and T (Mk)⊆ M˜k . We conclude that T (Mn)= M˜n for all n ∈ N. Con-
sequently,
T
(
x1 + x2
2
)
∈
⋂
n
M˜n =
⋂
n
T (Mn).
The last result leads to
T
(
x1 + x2
2
)
= T x1 + T x2
2
(3.7)
for that
⋂
n M˜n = {(T x1 + T x2)/2}.
By Lemma 3.1, we obtain that (3.7) holds also for any pair of elements x1, x2 ∈ X.
Since T is δ-equimodular, T is continuous. Therefore, T is affine. ✷
Theorem 3.2. Let Xρ be midpoint shrinking. Suppose that {ti : i ∈ {0} ∪ N} is as in
Theorem 3.1. If an operator T maps Xρ onto Yρ in an ti -equimodular manner for each
i ∈ {0} ∪N, then T is affine.
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A ⊆ X is topologically bounded and {tn}∞n=0 is a nonnegative sequence of reals that de-
creasingly tends to 0. Then
lim
n→∞D(tnA)= 0,
where D(A)= supx,y∈A{‖x − y‖} is the diameter of A.
Proof. Let x ′, x ′′ ∈A. Because ‖ · ‖ is increasing and {tn} ↘ 0, we have∥∥tn(x ′ − x ′′)∥∥ ∥∥tn+1(x ′ − x ′′)∥∥ for every n ∈ N∪ {0}.
Therefore, D(tnA)  D(tn+1A) for every n ∈ N ∪ {0}, and {D(tnA)}∞n=0 is a decreasing
sequence of numbers which has lower bound 0. We conclude that there is r  0 such that
limn→∞D(tnA)= r .
We claim that r = 0. Assume conversely that there is ε0 > 0 such that
D(tnkA) > ε0 for any k ∈ N.
By the definition of supremum, there are xk and yk ∈A such that∥∥tnk (xk − yk)∥∥> ε0. (3.8)
Because A is topologically bounded, so is A − A. Moreover, since {xk − yk}∞k=1 ⊆
A−A, we have∥∥tnk (xk − yk)∥∥→ 0 as k→∞.
The last equation contradicts Eq. (3.8). Therefore, r = 0. ✷
Corollary 3.1. Let (X,‖ · ‖X) and (Y,‖ · ‖Y ) be two real F ∗-spaces whose norms are
increasing and X satisfy that there exists δ > 0 for every pair of x ′, x ′′ ∈X with ‖x ′ − x ′′‖
< δ the set
M =
{
x ∈X: ‖x − x ′‖ = ‖x − x ′′‖ =
∥∥∥∥x
′ − x ′′
2
∥∥∥∥
}
is topologically bounded. Suppose that {ti : i ∈ {0}∪N} is as in Theorem 3.1. If a surjection
T :X→ Y is ti -equimodular for each i ∈ {0} ∪N, then T is affine.
Proof. We notice that ‖ · ‖X and ‖ · ‖Y both are modulars since they are increasing.
Lemma 3.2 and assumption implies that X is δ-midpoint shrinking. Therefore, T is affine
by Theorem 3.1. ✷
Corollary 3.2. Let X and Y be two real modular spaces. Suppose that there are δi > 0
and 0 < ci < 1 (i = 1,2) such that ρX(x/2) c1ρX(x) for any x ∈ Xρ with ρX(x) < δ1
and ρY (y/2)  c2ρY (y) for any y ∈ Yρ with ρY (y) < δ2. If T maps Xρ onto Yρ in an
δ3-equimodular manner, then T is affine on Xρ .
Proof. Let δ = min{δ1, δ2, δ3/2}, c= max{c1, c2}. For any x1, x2 ∈X, whenever ρX(x1 −
x2) < δ, we definite by recursion
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{
x ∈Xρ : ρX(x − x1)= ρX(x − x2)= ρX
(
x1 − x2
2
)}
,
Mn =
{
x ∈Mn−1: ρX(x − z) cD(Mn−1) for all z ∈Mn−1
}
(n > 1),
M˜1 =
{
y ∈ Yρ : ρY (y − T x1)= ρY (y − T x2)= ρY
(
T x1 − T x2
2
)}
,
M˜n =
{
y ∈ M˜n−1: ρY (y − z) cD(M˜n−1) for all z ∈ M˜n−1
}
(n > 1).
This proof is similar to that of Theorem 3.1. We shall omit the details here. ✷
Theorem 3.3. Let (X,ρX) and (Y,ρY ) be β-positive-homogeneous. If a surjection
T :Xρ → Yρ is δ-equimodular, then T is affine on Xρ .
Proof. This theorem can be directly derive from Corollary 3.2. Here we give an alternative
proof.
By Corollary 2.1, we derive that both norms ‖x‖ = ρ1/(β+1)X (x) and ‖y‖ = ρ1/(β+1)X (y)
are F -norms on Xρ and on Yρ , respectively.
Since T is δ-equimodular, we conclude
‖T x − Ty‖ = ρ
1
β+1
X (T x − Ty)= ρ
1
β+1
X (x − y)= ‖x − y‖
for any x, y ∈ X with ρ(x − y) < δ. Therefore, T is δ-locally-isometric on (Xρ,‖ · ‖ρ).
We conclude by [9, Corollary 1] that T is affine on Xρ . ✷
Remark 3.1. (1) {1/2i}∞i=0 is a special case of the above {ti}∞i=0.
(2) If there exist c > 0 and 0 < c1 < 1 such that ρ(2x) cρ(x) and ρ(x/2) c1ρ(x),
then cc1 = 1.
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