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Abstract
The aim of this paper is to establish su6cient conditions for the solvability of in&nite systems of ordinary di'erential
equations in some Banach sequence spaces. The results presented in the paper create mainly the concrete realizations of
su6cient conditions for the solvability of ordinary di'erential equations in Banach spaces formulated with help of the
technique of measures of noncompactness. We concentrate on the results being rather convenient and handy in applications.
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1. Introduction
The theory of in&nite systems of di'erential equations is an important branch of the theory of
di'erential equations in Banach spaces.
In&nite systems of ordinary di'erential equations describe numerous world real problems which
can be encountered in the theory of branching processes, the theory of neural nets, the theory of
dissociation of polymers and so on (cf. [2,3,7,13,20], for example). Let us also mention that sev-
eral problems investigated in mechanics lead to in&nite systems of di'erential equations [15,16,21].
Moreover, in&nite systems of di'erential equations can be also used in solving some problems for
parabolic di'erential equations investigated via semidiscretization [18,19].
The theory of in&nite systems of ordinary di'erential equation seems not to be developed
satisfactorily up to now. Indeed, the existence results concerning systems of such a kind were
formulated mostly by imposing the Lipschitz condition on right-hand sides of those systems
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(cf. [4–6,8–10,12,15,16]). Obviously, the assumptions formulated in terms of the Lipschitz con-
dition are rather restrictive and not very useful in applications.
On the other hand, the in&nite systems of ordinary di'erential equations can be considered as
a particular case of ordinary di'erential equations in Banach spaces. Untill now several existence
results have been obtained concerning the Cauchy problem for ordinary di'erential equations in
Banach spaces [1,3,11,14,17]. A considerable number of those results were formulated in terms of
measures of noncompactness.
The results of such a type have concise form and give the possibility to formulate more general
assumptions than those requiring the Lipschitz continuity. But in general those results are not im-
mediately applicable in concrete situations, especially in the theory of in&nite systems of ordinary
di'erential equations.
The aim of this paper is to adopt the technique of measures of noncompactness to the theory
of in&nite systems of di'erential equations. Particularly, we are going to present a few existence
results for in&nite systems of di'erential equations formulated with the help of convenient and handy
conditions.
The results of this paper extend several ones obtained up to now and create realizations of existence
results obtained for ordinary di'erential equations in Banach spaces with the help of measures of
noncompactness. We concentrate on formulation of su6cient conditions for the solvability of in&nite
systems of di'erent equations which are not very general but can be rather easily veri&ed by simple
calculations. Our considerations are placed in classical Banach sequence spaces c0; c and l1.
The investigations of this paper are motivated by numerous real world problems considered mostly
in book [3] (cf. also [7,12–14,20]). We will indicate those problems in several places of the paper.
2. Auxiliary facts
In this section we provide a few facts having an auxiliary character which will be used further
on.
Assume that E is a real Banach space with the norm ‖ · ‖. Denote by B(x0; r) the closed ball in E
centered at x0 and with radius r. If X is a nonempty subset of E then by IX and ConvX we denote
the closure and the convex closure of X . Moreover, let ME denote the family of all nonempty and
bounded subsets of E and NE its subfamily consisting of all relatively compact sets.
In what follows we accept the de&nition of the concept of a measure of noncompactness given
in book [1].
Denition 1. A function 	 :ME → [0;∞) will be called a measure of noncompactness if it satis&es
the following conditions:
1. the family ker 	 = {X ∈ME: 	(X ) = 0} is nonempty and ker 	⊂NE .
2. X ⊂Y ⇒ 	(X )6	(Y ).
3. 	( IX ) = 	(X ).
4. 	(ConvX ) = 	(X ).
5. 	(X + (1− )Y )6	(X ) + (1− )	(Y ) for  ∈ [0; 1].
6. if Xn ∈ME; Xn = IX n; Xn+1⊂Xn for n= 1; 2; : : : ; and limn→∞ 	(Xn) = 0 then ⋂∞n=1 Xn = ∅:
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The family ker 	 described in 1 is said to be the kernel of the measure 	.
For the properties of measures of noncompactness in the sense of the above de&nition we refer
to [1].
In the sequel, we will use measures of noncompactness having some additional properties. Namely,
a measure 	 is said to be sublinear if it satis&es the following two conditions:
7. 	(X ) = ||	(X ) for  ∈ R.
8. 	(X + Y )6	(X ) + 	(Y ):
A sublinear measure of noncompactness 	 satisfying the condition
9. 	(X ∪ Y ) = max{	(X ); 	(Y )}
and such that ker 	 =NE is said to be regular.
The most convenient measure of noncompactness is the so-called Hausdor9 measure  de&ned
in the following way:
(X ) = inf{¿ 0: X has a &nite -net in E}:
This measure has also some other interesting and useful properties (cf. [1]).
In what follows, let us take an interval I = [0; T ] and assume that f is a function de&ned on
I × B(x0; r) with values in E, where B(x0; r) is the ball in E. Consider the ordinary di'erential
equation
x′ = f(t; x) (1)
with the initial condition
x(0) = x0: (2)
Then we have the following existence result for the Cauchy problem (1)–(2) which was proved
in [1], for example.
Theorem 1. Suppose the function f is uniformly continuous on I×B(x0; r) and ‖f(t; x)‖6A; where
AT6r. Further; let 	 be a sublinear measure of noncompactness in E such that {x0} ∈ ker 	 and
assume that for any nonempty set X ⊂B(x0; r) and for almost all t ∈ I the following inequality
holds:
	(f(t; X ))6p(t)	(X ); (3)
where p(t) is an integrable function on I .
Then problem (1)–(2) has at least one solution x such that {x(t)} ∈ ker 	 for all t ∈ I .
For our further purposes we will use a slightly modi&ed version of the above theorem which is
formulated below.
Theorem 2. Assume that f (t; x) is a function de<ned on I × E with values in E such that
‖f(t; x)‖6P + Q‖x‖;
for any x ∈ E; where P and Q are nonnegative constants. Further; let f be uniformly continuous on
the set I1×B(x0; r); where I1 = [0; T1]⊂ I; QT1 ¡ 1 and r=(PT1 +QT1 · ‖x0‖)=(1−QT1). Moreover;
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assume that f satis<es inequality (3) with a sublinear measure of noncompactness 	 such that
{x0} ∈ ker 	. Then problem (1)–(2) has a solution x such that {x(t)} ∈ ker 	 for t ∈ I1.
Observe that taking A=(P+Q‖x0‖)=(1−QT1) from the assumptions of Theorem 2 we get easily
‖f(t; x)‖6A;
for t ∈ I1 and for x ∈ B(x0; r):
Moreover, we have
AT1 = (PT1 + QT1‖x0‖)=(1− QT1) = r:
Keeping in mind the above facts we see that they are satis&ed the assumptions of Theorem 1. This
shows that Theorem 2 is a special case of Theorem 1.
Remark 1. In the case when 	 =  (the Hausdorf measure of noncompactness) the assumption
on the uniform continuity of f can be replaced by the weaker one requiring only the continuity
of f [11].
3. Innite systems of dierential equations in the space c0
In this section we will work in the Banach space c0 consisting of all real sequences x = (xi)
converging to zero with the standard maximum norm
‖x‖= ‖(xi)‖=max{|xi|: i = 1; 2; : : :}:
It is known that in the space c0 the Hausdor' measure of noncompactness  can be expressed by
the following formula [1]:
(X ) = lim
n→∞
{
sup
(xi)∈X
{sup{|xi|: i¿n}}
}
;
where X ∈Mc0 :
Let us consider the in&nite system of di'erential equations
x′i = fi(t; x1; x2; : : :); (4)
with the initial condition
xi(0) = x0i ; (5)
where t ∈ I = [0; T ] and i = 1; 2; 3; : : : :
Assume that the functions fi (i = 1; 2; : : :) are de&ned on the set I × R∞ and take real values.
Moreover, we assume the following hypotheses:
(i) x0 = (x0i ) ∈ c0;
(ii) the mapping f = (f1; f2; : : :) acts from the set I × c0 into c0 and is continuous,
(iii) there exists an increasing sequence (kn) of natural numbers (obviously kn → ∞ as n → ∞)
such that for any t ∈ I; x = (xi) ∈ c0 and n= 1; 2; : : : the following inequality holds:
|fn(t; x1; x2; : : :)|6pn(t) + qn(t) sup{|xi|: i¿kn};
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where (pi(t)) and (qi(t)) are real functions de&ned and continuous on I such that the sequence
(pi(t)) converges uniformly on I to the function vanishing identically and the sequence (qi(t))
is equibounded on I .
Now, let us denote
q(t) = sup{qn(t): n= 1; 2; : : :};
Q = sup{q(t): t ∈ I};
P = sup{pn(t): t ∈ I; n= 1; 2; : : :}:
Then we have the following result.
Theorem 3. Under the above assumptions; initial value problem (4)–(5) has at least one solution
x=x(t)=(xi(t)) de<ned on the interval I1=[0; T1]; where T1 ¡T and QT1 ¡ 1. Moreover; x(t) ∈ c0
for any t ∈ I1:
Proof. Let us take an arbitrary x = (xi) ∈ c0. Then, using our assumptions, for any t ∈ I and for a
&xed n ∈ N we obtain
|fn(t; x)| = |fn(t; x1; x2; : : :)|6pn(t) + qn(t) sup{|xi|: i¿kn}
6P + Q sup{|xi|: i¿kn}6P + Q‖x‖:
Hence, we get
‖f(t; x)‖6P + Q‖x‖: (6)
In what follows, let us take the ball B(x0; r), where r is choosen according to Theorem 2. Then,
for a subset X of B(x0; r) and for t ∈ I1 we derive the following estimate:
(f(t; X )) = lim
n→∞
{
sup
x∈X
{sup{|fi(t; x)|: i¿n}}
}
= lim
n→∞
{
sup
(xi)∈X
{sup{|fi(t; x1; x2; : : :)|: i¿n}}
}
6 lim
n→∞
{
sup
x∈X
{
sup
i¿n
{pi(t) + qi(t) sup[|xp|: p¿ki]}
}}
6 lim
n→∞
{
sup
i¿n
pi(t)
}
+ q(t) lim
n→∞
{
sup
x∈X
{
sup
i¿n
{sup[|xp|: p¿ki]}
}}
6 q(t)(X ): (7)
Now, keeping in mind the assumptions and inequalities (6) and (7), in view of Theorem 2 and
Remark 1 we deduce that there exists a solution x = x(t) of Cauchy problem (4)–(5) such that
x(t) ∈ c0 for any t ∈ I1.
This completes the proof.
In order to illustrate our result we provide two examples.
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Example 1. Suppose {kn} is an increasing sequence of natural numbers. Consider the in&nite system
of di'erential equations of the form
x′i = fi(t; x1; x2; : : : ; xki) +
∞∑
j=ki+1
aij(t)xj (8)
with the initial condition
xi(0) = x0i ; (9)
(i = 1; 2; : : : ; t ∈ I = [0; T ]).
We will investigate problem (8)–(9) under the following assumptions:
(i) x0 = (x0i ) ∈ c0;
(ii) the functions fi : I × Rki → R (i = 1; 2; : : :) are uniformly equicontinuous and there exists a
function sequence (pi(t)) such that pi(t) is continuous on I for any i ∈ N and (pi(t)) converges
uniformly on I to the function vanishing identically. Moreover, the following inequality holds:
|fi(t; x1; x2; : : : ; xki)|6pi(t) for t ∈ I; (x1; x2; : : : ; xki) ∈ Rki and i ∈ N;
(iii) the functions aij(t) are de&ned and continuous on I and the function series
∑∞
j=ki+1 aij(t) con-
verges absolutely and uniformly on I (to a function ai(t)) for any i = 1; 2; : : : ;
(iv) the sequence (ai(t)) is equibounded on I ,
(v) QT ¡ 1, where
Q = sup{ai(t): i = 1; 2; : : : ; t ∈ I}:
It can be shown that under assumptions (i)–(v) listed above there are satis&ed assumptions of
Theorem 3. This implies that problem (8)–(9) has a solution x(t)=(xi(t)) on the interval I belonging
to the space c0 for any &xed t ∈ I . We omit the standard details.
Let us mention that problem (8)–(9) considered above contains as a special case the in&nite system
of di'erential equations occurring in the theory of dissociation of polymers (cf. [3, p. 93, 13]). That
system was investigated in [13] in the sequence space l∞ under very strong assumptions. The existing
result proved in [3] requires also rather restrictive assumptions. Thus our result generalizes those
quoted above.
Moreover, the choice of the space c0 for the study of the problem (8)–(9) enables us to obtain
partial characterization of solutions of this problem since we have that xn(t)→ 0 when n→∞, for
any &xed t ∈ [0; T ].
On the other hand, let us observe that in the study of the heat conduction problem via the method
of semidiscretization we can obtain the in&nite systems of form (8) (see [18] for details).
Example 2. Now we will consider some special case of problem (8)–(9). Namely, assume that
ki = i for i = 1; 2; : : : and aij ≡ 0 on I for all i; j:
Then system (8) has the form
x′1 = f1(t; x1);
x′2 = f2(t1; x1; x2);
...
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x′i = fi(t; x1; x2; : : : ; xi);
... (10)
and is called a row-&nite system [3].
Suppose that there are satis&ed assumptions from Example 1, i.e., x0 = (x0i ) ∈ c0 and the functions
fi act from I×Ri into R (i=1; 2; : : :) and are uniformly equicontinuous on their domains. Moreover,
there exist continuous functions pi(t) (t ∈ I) such that
|fi(t; x1; x2; : : : ; xi)|6pi(t); (11)
for t ∈ I and x1; x2; : : : ; xi ∈ R (i = 1; 2; : : :): We assume also that the sequence (pi(t)) converges
uniformly on I to the function vanishing identically.
Further, let | |i denote the maximum norm in Ri (1; 2; : : :): Take fi=(f1; f2; : : : fi): Then we have:
|fi(t; x)|i = max{|f1(t; x1)|; |f2(t; x1; x2)|; : : : ; |fi(t; x1; x2; : : : ; xi)|}
6max{p1(t); p2(t); : : : ; pi(t)}:
Putting Pi(t) = max{p1(t); p2(t); : : : ; pi(t)} we can write the above estimate in the form
|fi(t; x)|i6Pi(t):
Observe that from our assumptions it follows that the initial value problem u′=Pi(t); u(0)= x0i has
a unique solution on the interval I . Hence, applying a result from [3] we infer that Cauchy problem
(10)–(9) has a solution on the interval I . Obviously from the result containing in Theorem 3 and
Example 1, we deduce additionally that the mentioned solution belongs to the space c0.
Finally, let us notice that the result described above for row-&nite systems of the type (10) can
be obtained under more general assumptions.
In fact, instead of inequality (11) we may assume that the following estimate holds to be true:
|fi(t; x1; x2; : : : ; x1)|6pi(t) + qi(t)max{|x1|; |x2|; : : : ; |xi|};
where the functions pi(t) and qi(t) (i = 1; 2; : : :) satisfy the hypotheses analogous to those assumed
in Theorem 3.
We will not provide details.
Remark 2. Let us notice that in the birth process one can obtain a special case of the in&nite system
(10) which is lower diagonal linear in&nite system [3,19]. Thus the result proved above generalizes
that from [3,13].
4. The case of the space c
Now we are going to study the solvability of the perturbed diagonal system of di'erential equations
having the form
x′i = ai(t)xi + gi(t; x1; x2; : : :); (12)
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with the initial condition
xi(0) = x0i ; (13)
(i = 1; 2; : : :); where t ∈ I = [0; T ].
Problem (12)–(13) will be considered in the space c of all real convergent sequences x = (xi)
with the classical norm ‖x‖= sup{|xi|: i = 1; 2; : : :}:
One of the most convenient measures of noncompactness in this space is expressed by the fol-
lowing formula [1]:
	(X ) = lim
p→∞
{
sup
(xi)∈X
{sup{|xn − xm|: n; m¿p}}
}
;
where X ∈Mc:
The measure 	 is regular and even equivalent to the Hausdor' measure of noncompactness [1].
Let us formulate the hypotheses under which the solvability of problem (12)–(13) will be inves-
tigated in the space c.
Namely, we assume that the following conditions are satis&ed:
(i) x0 = (x0i ) ∈ c;
(ii) the mapping g=(g1; g2; : : :) acts from the set I × c into c and is uniformly continuous on I × c;
(iii) there exists a sequence (bi) converging to zero such that
|gi(t; x1; x2; : : :)|6bi;
for any t ∈ I and x = (xi) ∈ c;
(iv) the functions ai(t) are continuous on I and the sequence (ai(t)) converges uniformly on I .
Further, let us denote
a(t) = sup{ai(t): i = 1; 2; : : :};
Q =max{a(t): t ∈ I}:
Observe that in view of our assumptions it follows that the function a(t) is continuous on I . Hence
Q¡∞.
Theorem 4. Let assumptions (i)–(iv) be satis<ed. If QT ¡ 1 then the initial value problem (12)–
(13) has a solution x(t) = (xi(t)) on the interval I such that x(t) ∈ c for each t ∈ I .
Proof. For t ∈ I and x = (xi) ∈ c let us denote
fi(t; x) = ai(t)xi + gi(t; x);
f(t; x) = (fi(t; x); f2(t; x); : : :) = (fi(t; x)):
Then, for arbitrarily &xed natural numbers n; m we get
|fn(t; x)− fm(t; x)|
= |an(t)xn + gn(t; x)− am(t)xm − gm(t; x)|
6 |an(t)xn − am(t)xm|+ |gn(t; x)− gm(t; x)|
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6 |an(t)xn − an(t)xm|+ |an(t)xm − am(t)xm|+ bn + bm
6 |an(t)| · |xn − xm|+ |xm| · |an(t)− am(t)|+ bn + bm
6 |an(t)| · |xn − xm|+ ‖x‖ · |an(t)− am(t)|+ bn + bm:
Keeping in mind assumptions (iii) and (iv), from the above estimate we deduce that (fi(t; x)) is a
real Cauchy sequence. This implies that (fi(t; x)) ∈ c.
Next we obtain the following estimate:
|fi(t; x)|6 |ai(t)| · |xi|+ |gi(t; x)|
6Q|xi|+ bi6Q‖x‖+ B;
where B= sup{bi: i = 1; 2; : : :}. Hence
‖f(t; x)‖6Q‖x‖+ B: (14)
In what follows, let us consider the mapping f(t; x) on the set I × B(x0; r), where r is taken
according to the assumptions of Theorem 2, i.e.,
r = (BT + QT‖x0‖)=(1− QT ):
Further, &x arbitrarily t; s ∈ I and x; y ∈ B(x0; r). Then, in virtue of the assumptions, for a &xed i we get
|fi(t; x)− fi(s; y)|
= |ai(t)xi + gi(t; x)− ai(s)yi − gi(s; y)|
6 |ai(t)xi − ai(s)yi|+ |gi(t; x)− gi(s; y)|
6 |ai(t)− ai(s)| · |xi|+ |ai(s)| · |xi − yi|+ |gi(t; x)− gi(s; y)|:
From the above inequalities we deduce that
‖f(t; x)− f(s; y)‖ = sup{|fi(t; x)− fi(s; y)|: i ∈ N}
6 (r + ‖x0‖) · sup{|ai(t)− ai(s)|: i ∈ N}
+Q‖x − y‖+ ‖g(t; x)− g(s; y)‖:
Hence, taking into account that the sequence (ai(t)) is equicontinuous on the interval I and g is
uniformly continuous on I × c, we conclude that the operator f(t; x) is uniformly continuous on the
set I × B(x0; r).
In the sequel, let us take a nonempty subset X of the ball B(x0; r) and &x t ∈ I; x ∈ X . Then, for
arbitrarily &xed natural numbers n; m we have
|fn(t; x)− fm(t; x)|
6|an(t)| · |xn − xm|+ |xm| · |an(t)− am(t)|+ |gn(t; x)|+ |gm(t; x)|
6 a(t)|xn − xm|+ (‖x0‖+ r) · |an(t)− am(t)|+ bn + bm:
Hence we infer the following inequality:
	(f(t; X ))6a(t)	(X ): (15)
Finally, linking (14), (15) and the fact (proved above) that f is uniformly continuous on I ×
B(x0; r), in view of Theorem 2 we infer that problem (12)–(13) is solvable in the space c:
Thus the proof is complete.
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Remark 3. Taking into account that the above considered measure of noncompactness 	 is equivalent
to the Hausdor' measure  (cf. Section 2), in view of the result from the paper [11] we can infer
that assumption (ii) on the uniform continuity of the function g(t; x) on the set I×c can be replaced
by the weaker assumption requiring the continuity of g(t; x) on I × c.
Remark 4. The in&nite systems of di'erential equations (12)–(13) considered above contain as
special cases the systems studied in the theory of neural sets (cf. [3, pp. 86–87] and [13], for
example). It is easy to notice that the existence results proved in [3,13] are obtained under stronger
and more restrictive assumptions than our one.
5. Solvability of innite systems of dierential equations in the space l 1
This section is devoted to the study of the solvability of an in&nite system of di'erential equations
in the Banach sequence space l1 consisting of all real sequences x = (xi) such that
∑∞
i=1 |xi|¡∞.
The norm in l1 is de&ned in the standard way i.e.
‖x‖= ‖(xi)‖=
∞∑
i=1
|xi|:
More precisely, we will be interested in the existence of solutions x(t) = (xi(t)) of the in&nite
system of di'erential equations
x′i = fi(t; x1; x2; : : :); (16)
with the initial condition
xi(0) = x0i : (17)
(i = 1; 2; : : :) which are de&ned on the interval I = [0; T ] and such that x(t) ∈ l1 for each t ∈ I .
Recall that in the space l1 the Hausdor' measure of noncompactness can be expressed by the
formula
(X ) = lim
k→∞
{
sup
{ ∞∑
n=k
|xn|: x = (xi) ∈ X
}}
;
where X ∈Ml1 (cf. [1]).
It turns out that an existence theorem for problem (16)–(17) in the space l1 can be formulated
under slightly weaker assumptions than in the space c0 (cf. Section 3).
Namely, we assume that the following conditions are satis&ed:
(i) x0 = (x0i ) ∈ l1;
(ii) fi : I × R∞ → R (i = 1; 2; : : :) maps continuously the set I × l1 into l1;
(iii) there exist nonnegative functions pi(t) and qi(t) de&ned on I such that
|fi(t; x1; x2; : : :)|6pi(t) + qi(t) · |xi|
for t ∈ I; x = (xi) ∈ l1 and i = 1; 2; : : : ;
(iv) the functions pi(t) are continuous on I and the function series
∑∞
i=1 pi(t) converges uniformly
on I ,
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(v) the sequence (qi(t)) is equibounded on the interval I and the function
q(t) = lim sup
i→∞
qi(t);
is integrable on I .
Now we have the following theorem.
Theorem 5. Under the above assumptions problem (16)–(17) has a solution x(t) = (xi(t)) de<ned
on the interval I (I = [0; T ]) whenever QT ¡ 1; where Q is de<ned as the number
Q = sup{qi(t): t ∈ I; i = 1; 2; : : :}:
Moreover; x(t) ∈ l1 for any t ∈ I .
Proof. Take an arbitrary x = (xi) ∈ l1 and t ∈ I . Then, in view of our assumptions we obtain:
‖f(t; x)‖ =
∞∑
i=1
|fi(t; x1; x2; : : :)|6
∞∑
i=1
[pi(t) + qi(t)|xi|]
6
∞∑
i=1
pi(t) + sup{qi(t): i = 1; 2; : : :} ·
∞∑
i=1
|xi|
6P + Q‖x‖;
where
P = sup
{ ∞∑
i=1
pi(t): t ∈ I
}
:
Further, choose the number r de&ned according to Theorem 2, i.e. r = (PT + QT‖x0‖)=(1 − QT ).
Consider the operator f= (fi) on the set I × B(x0; r). In view of Remark 1 we have only to check
if the operator f satis&es condition (3) from Theorem 2. Thus, let us take a set X; X ∈Ml1 . Then
we get
(f(t; X )) = lim
k→∞
{
sup
{ ∞∑
n=k
|fn(t; x1; x2; : : :)|: x = (xi) ∈ X
}}
6 lim
k→∞
{
sup
{ ∞∑
n=k
(pn(t) + qn(t)|xn|): x = (xi) ∈ X
}}
6 lim
k→∞
[ ∞∑
n=k
pn(t) + sup{qn(t): n¿k}
∞∑
n=k
|xn|
]
:
Hence, in virtue of assumptions (iv) and (v) we deduce the following estimate:
(f(t; X ))6q(t)(X ):
This completes the proof.
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Let us observe that the above theorem can be applied to the perturbed diagonal in&nite system of
di'erential equations of the form
x′i = ai(t)xi + qi(t; x1; x2; : : :)
with the initial condition
xi(0) = x0i ;
where i = 1; 2; : : : and t ∈ I (cf. Remark 4).
In this case, we may assume that the following conditions are satis&ed:
(i) (x0i ) ∈ l1;
(ii) the sequence (|ai(t)|) is de&ned and equibounded on the interval I = [0; T ]. Moreover, the
function
a(t) = lim sup
i→∞
sup |ai(t)|
is integrable on I;
(iii) the mapping g= (gi) acts continuously from the set I × l1 into l1;
(iv) there exist nonnegative functions bi(t) such that
|gi(t; x1; x2; : : :)|6bi(t);
for i=1; 2; : : : and for t ∈ I; x ∈ l1, where the functions bi(t) are continuous on I and the series∑∞
i=1 bi(t) converges uniformly on I .
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