We consider the problem of fast time-series data clustering. Building on previous work modeling the correlation-based Hamiltonian of spin variables we present a fast non-expensive agglomerative algorithm. The method is tested on synthetic correlated time-series and noisy synthetic data-sets with built-in cluster structure to demonstrate that the algorithm produces meaningful non-trivial results. We argue that ASPC can reduce compute time costs and resource usage cost for large scale clustering while being serialized and hence has no obvious parallelization requirement. The algorithm can be an effective choice for state-detection for online learning in a fast non-linear data environment because the algorithm requires no prior information about the number of clusters.
I. INTRODUCTION
Gaining insights and summarizing large quantities of fast real-time feature time-series data sampled from environments with unknown dynamically evolving and nonlinear interactions requires some sort of unsupervised learning 1 . The problem of unsupervised statistical learning in the context of financial market data has been explored in prior work [15] where the ability to quickly approximate super-paramagnetic cluster configurations [1, 3] from data was shown. Concretely, that the proposed algorithm does in fact recover the correct superparamagnetic cluster configurations that are near the entropy maxima. Previous cases studies include data clustering of stocks [15] and gene data in [4] , temporal states of financial markets [8] , and state-detection for adaptive machine learning in trading [5] . There is an endless variety of potential use-cases for this type of fast big-data clustering technology.
Building on prior work we propose and demonstrate an alternative to fast Super-Paramagnetic Clustering (f-SPC) [15] using a modern and streamlined implementation of the "Merging Algorithm" first suggested by Giada [4] , one that can recover the same cluster configurations for a variety of test-cases, but with significantly reduced compute times. We again use the Noh Ansatz [11] and the Maximum Likelihood Estimation approach introduced by Giada and Marsili [4] .
We call the new algorithm Agglomerative Super-Paramagnetic Clustering (ASPC) and it has the benefit of being less computationally expensive than the PGAs implemented in [5, 6, 15] . Here the key insight leading to the performance enhancement arises from being able serialize the algorithm into a brute-force search across * Electronic address: ylblio001@myuct.ac.za † Electronic address: tim.gebbie@uct.ac.za 1 For a review on the last 20 years on financial market correlation based data clustering see [9] , and more generally on data clustering see [7] .
cluster configurations so as to avoid unnecessary computational expense of randomized simulated annealing used in the f-SPC implementation. The paper is as follows: in Section II we introduce the Giada-Marsili model, in Section III we describe the algorithm, and finally in Section IV we consider synthetic time-series data generation followed by the discussion and conclusion in Section V that highlight the performance of the algorithm we have introduced.
II. GIADA-MARSILI LIKELIHOOD MODEL
The spectral analysis of stock market correlation matrices provides an intuition taking the form of the Noh ansatz [11] : that there exists a hierarchical structure in financial markets where individuals stocks are subcomponents of larger groups of assets, and each asset's individual returns is influenced by the collection of assets it belongs to. This can be expressed in the form of a simple generative model [11] :
where x i are the stock's features, f i the cluster-related influence, and i the node's specific effect.
We consider a group of N observations embedded in a space with dimensionality D as the features, every observation is assigned a spin value. One version of the ansatz models the observation features such that
where x i is one feature, g si the intra-cluster coupling parameter 2 , η si the cluster-related influence, and i the observation's specific effect and measurement error. A covariance analysis yields additional terms such as n s the size of cluster s, and c s the intra-cluster correlation 3 .
We explicitly mention that n s < c s < n 2 s must be enforced: the lower bound is required because g s is undefined for values of c s ≤ n s , and the upper bound requires a strict inequality because Eqn. (4) is undefined when c s = n 2 s . We introduce a Dirac-delta function 4 to model the probability of observing data in a configuration S close to criticality:
This joint likelihood is the probability of a cluster configuration matching the observed data for every observations, and for every feature. The log-likelihood derived from P can be thought of the Hamiltonian of this Potts system [13] :
The sum is computed for every feature, and represents the amount of structure present in the data. The value of L c is indirectly dependent on spins via the terms n s and c s . A-priori advantages of this method over industry standard alternatives: First, that L c is completely dependent on C ij , and the dimensionality of the data-set only plays a part in computing C ij , and Second, it is unsupervised: There are no preset number of clusters. Clustering configurations are randomly generated, and that which maximizes L c provides us with the number of clusters, and their compositions.
III. AGGLOMERATIVE SUPER-PARAMAGNETIC CLUSTERING
One can approach the clustering problem with algorithms implementing top-down or bottom-up methods. Top-down methods are divisive and consist in starting with a single cluster as initial condition and splitting (or partitioning) the graph in additional clusters iteratively while minimizing the cost. On the other hand, bottomup methods initially start with each observations in their own clusters, and proceed to merge them iteratively. The so called "Louvain" algorithm [2] is agglomerative and implements the later bottom-up approach to "community detection" on networks. It is in spirit very similar to 3 Here ns = N i=1 δs i ,s, cs = N i=1 N j=1 C ij δs i ,sδs j ,s, and gs = cs−ns n 2 s −ns [3, 5] . 4 Let y i = x i − gs i ηs i + 1 − g 2 s i i , and δ(y) a Dirac delta function of y which is 1 when y = 0, and 0 otherwise.
the Merging Algorithm (MR) developed by Marsili and Giada in [4] .
The method proposed in [5, 6, 15] allows for all sorts of mutations but can be sensitive to initial conditions: At every step a new generation of individuals is mutated, evaluated, and a group of the best candidates survives until the next algorithm's iteration. It has its disadvantages which are discussed in Table I: I1 Convergence Criteria: Assuming the existence of multiple local maxima it tries and navigate around these "sub-optimal" solutions on its way to a global maximum. However there is no certainty and it is just assumed that the algorithm stops once a criteria is met -the algorithm is explicitly convergence based.
I2 Random Mutations: Because it applies random mutations the population size, the number and diversity of mutations, and the number of generations all have an impact on the final result -this can introduce path dependence.
I3 Parallelization: Requires evaluating the entire mutated population at every iteration. This has a computational and a memory cost as it requires loading the data (i.e. the correlation matrix or similarity matrix) on every worker. The Likelihood evaluation itself is inexpensive but multi-processing adds CPU-overhead. This can be mitigated by using GPUs as in [5] . Towards building a fast bottom-up merging algorithm we again start with all N spins in N cluster but we iteratively merge clusters in a greedy fashion.
MR's implementation requires computing the change in likelihood ∆L c : We consider three clusters C 1 , C 2 , and C 3 with C 3 = C 1 + C 2 where the addition operator "+" means clusters C 1 and C 2 are merged. Marsili and Giada define two cases for ∆L c [4] :
In Case 1, as described by Eqn. 5, C 3 would be a better cluster than any of C 1 and C 2 . Here we chose to use the more restrictive definition, Case 2, as defined by Eqn. 6.
The key insight is to realize that Case 2 requires that the new merged cluster must be better than the combination of the two individual sub-clusters. We can iteratively exploit this by building an algorithm that performs a comprehensive grid search over the space of clusters.
To implement this we can modify Eqn. 4 by removing the sum so as to only compute the likelihood of individual clusters
The objective at every iteration is to then maximize ∆L c over every possible move. The implementation we adopt to generate the moves is inspired by innovations made in community detection methods, i.e. community detection algorithms such as the "Louvain algorithm" [2] . Using this type of community detection we return to a bottom-up agglomerative approach to quickly enumerate candidate configurations. Combining this type of community detection with the modified Giada-Marsili likelihood function and then using Case 2 from the Merging Algorithm (Eqn. 6) gives us the new algorithm. The implementation requires keeping track of the cluster configurations, to achieve this we introduce the tracker array below (See Table II ).
II1 The Correlation Matrix
Cij is mapped to a graph G(V, E) whose nodes V are the objects, and edges E are weighted by the cross-correlations.
II2
We add a second attribute named ns (see Sec. II ) to the graph which stores a cluster size, and initial ns values are set to 1.
II3 We create a list tracker which stores lists of labels: each list represents a cluster, and the labels inside the list are the nodes inside the given cluster. allows one to reduce its size at every iteration. This in turn requires an approach to keeping track of the clusters compositions which we do using the tracker array.
The spin array S which contains the nodes labels (or spin values). Having tracker and S may sound redundant but they serve different purpose. At every iteration both tracker and S are reduced in size, however tracker keeps track of the clusters composition, while S keeps track of the original root label: the first label merged. Once the initial pre-processing step in Table II is performed, we can move onto the actual optimization in Table III. The ASPC operates in a similar fashion to a comprehensive grid search over the space of clusters. It completes in N − 1 or once a maximum is achieved, and the most expensive step is the first one. It loops over a unique array S of labels, iteratively reduces the size of the array, tests the new root labels on the remaining labels, and keeps track of the labels merged at previous steps. By proceeding this way the ASPC significantly decreases its cost both in terms of compute time and CPU resources: it is serialized, and has no obvious parallelization need. III1 First Pass: The first pass of the algorithm is the most expensive as need to we create an array candidates which stores the root and leaf labels, and the corresponding ∆Lc. The first pass consist in applying a "merge" function which merges one label to a list of labels, and we do this for the N initial labels resulting in about N (N −1) 2 operations.
III2 Maximize Likelihood Change: The next stage consist in iterating the following steps: Look at candidates and find out the highest ∆Lc, and unless it is bigger than 0 continue to the next step.
III3 Index Update: From candidates get the root and leaf labels, and find their respective indices in S. Find out the smaller index, and use as the root index, and the bigger one as the leaf index. In tracker, get the root, and leaf clusters by using the previously found indices. Add the labels in the leaf to the root cluster, and delete the leaf cluster from tracker.
III4 Tracker Update: The tracker is now updated, and we proceed to deleting the rows in candidates where the root and leaf labels are found.
III5 Graph Update: We update the graph by merging the leaf to the root label: this is achieved by updating the edges weights of the root label with the sum of the leaf's and its own edges weights. The self-correlation becomes the intra-cluster correlation, we also update the root's ns value by adding the leaf's ns value, and we remove the leaf label from the graph.
III6 Spin-Array Update: The next step consists in generating the new spin array S by extracting the nodes' labels from G.
III7 Iterative Convergence: Run the merge function, but this time only merging the root label to the remaining labels in S, to finally update candidates.
There is no need to loop over the entire array as in 1.) because the remaining labels, and their associated weights, have not changed. We iterate by repeating this process, and picking the highest ∆Lc until a local maximum is reached.
TABLE III:
The main routine of ASPC consists of merging clusters to find a maximum increase in likelihood, and then by iteratively reducing the size of the search space by removing merged labels from the data. The newer clusters are then merged against the remaining labels until a local maximum is reached (See pseudocode in Appendix 1).
IV. ALGORITHM FOR SYNTHETIC CORRELATED TIME-SERIES GENERATION
The Noh Ansatz [3, 11] offers a powerful stochastic process model for clustering purposes. We make use of N (0, 1) , and another NxD array ∼ N (0, 1). η and respectively capture the daily cluster and individual object random effects.
IV4 Fix Intra-cluster Binding Strength: Pick a value for gs per cluster: it is not needed that gs be identical for every clusters. As a matter of fact, real noisy systems will display various gs values. However fixing gs simplifies the process and increases interpretability. 
The process is described in Table IV . In Fig. (1a) We plotted 500 simulated time-series of D = 1000 with 10 clusters each of size 50. Time-series visualizations lack interpretability especially given apparent noise and chaos. We use additional tools such as Minimum Spanning Trees (MST) and dimensionality reduction methods such as UMAP [10] .
Shown in Fig. 1b and 1c are respectively the MSTs for the true correlation matrix, and the estimated of the time-series returns in Fig. 1a . The MSTs are clearly capable of dissociating clusters, and one could, in this simple case, discern all 10 clusters without prior information. A minor remark is in the topology of the MST which differs from the true to the estimated correlation matrix: estimating correlations from data introduces noise which is reflected in the change in shape 5 . UMAP allows us to plot the same data shown in Fig. (1a) but projected on a "learned" 2D manifold in Figures (2a) , (2c), and (2e). The noise level is captured by g s the intra-cluster coupling parameter: clusters with g s → 0 are spread out, and noisy whereas those with g s → 1 show increasingly high density, and strong correlation between its timeseries. We train a UMAP model with an initial value for g s = 0.01, and we iteratively create new data sets by increasing g s from 0.1 to 1, but keep the η, and matrices constant. Thus the random effects are kept the same but only the clusters couplings are varied and the noise level is the only tuned parameter. We show three examples for g s values of 0.02, 0.2, and 0.49.
Our objective is to first visualize how noise is manifested in data, and how it affects data clustering such as SPC. In Fig. (2a) It is easy to observe that at first (g s = 0.02) the entire space is populated by data points spread out. The coupling is low and our time-series are evidently noisy. The colors represents the clusters found by ASPC: As g s is increased (see Figures (2c) , and (2e) ) we transform the newly created data onto the space learned using UMAP, and the results are plotted. A low g s has a clear impact on ASPC's performance with a very high number of clusters, UMAP is unable to recover any density, and the MST doesn't show full leaves. As g s UMAP embedding shows relatively noiseless clumps, the MST shows a tree with full leaves, exactly ten colors for ten clusters (ASPC result), and no significant changes to the topology of the graph for values higher than 0.2 in our example.
FIG. 3:
The impact of noise on clustering is demonstrated by plotting the Mutual Information (MI) and the Adjusted Rand Index (ARI) as a function of the coupling parameters g s . The optimal MI and ARI are respectively 2.2 and 1. Low g s values have a significant impact below 0.05. Above that threshold, for this data-set, the algorithm recovers the exact solution.
Added in Fig. (3) is the Adjusted Rand Index (ARI) and the Mutual Information (MI) curves which compare the true classification to ASPC result as a function of g s . Every clusters has the same coupling strength g s , and this plot highlights the fact that ASPC always selects the 
FIG. 2:
Here we demonstrate the impact of varying intra-cluster coupling strengths g s = 0.02, 0.2, 0.49 respectively from above to below, where rows of figures correspond to the different binding strengths, and the columns to are representation as either a UMAP projection or as a minimum spanning tree (MST). Concretely, using synthetic correlated time-series data created with Table IV the effect of increasing the intra-cluster coefficient g s from ≈ 0 to 1 are given in Figures: a. ), c.) and e.) as the UMAP embedding, and b.), d.) and f.), respectively for correlation matrices visualized as a MST. Finally the algorithm complexity (see Fig. 4 ) is quadratic and runs in O(N 2.48 ) thus making it competitive for online learning problems.
V. DISCUSSION AND CONCLUSION
In this paper we have presented an agglomerative algorithm capable of performing the maximization of the Giada-Marsili L c likelihood (See Eqn 4). In prior work we built and proved a mechanism which maximizes the likelihood locally using Eqn. 7 instead of Eqn. 4 [15] . Here, instead of random moves, we perform a comprehensive search over all the possible combinations and select the optimal move at every iteration.
Despite the first pass being lengthy the algorithm is considerably faster than Markov Chain Monte Carlo, and Genetic Algorithm based solutions. The algorithm only requires a correlation measure as the input, and its output is the clustering configuration which reflects the optimal number of clusters of correlated samples. It requires no prior information on the number of clusters. This feature may make the algorithm appropriate for statedetection for online learning in a fast-big-data environment.
We also present a data generation method of simulated correlated time-series based on the Noh ansatz given in Eqn. 2. Individual time-series are identified by their daily random effect while they remain subject to their cluster effect η, and the strength of that coupling between individual objects and their cluster is expressed by g s . This allowed us to introduce noise, and study its impact on clustering quality and benchmark performance.
We showed that even at low g s values ≈ 0.1 the algorithm is able to select the best clustering which reflect the true underlying model despite significant noise introduced to data.
Potential further research could be achieved by using this algorithm in an online learning environment. We suspect in the case of financial markets that it may be possible to perform temporal clustering which would allow the analysis of the existing dynamics in financial markets states. Specifically for dynamic cluster analysis in financial markets near criticality.
The current implementation of ASPC is written in python but could benefit from further optimization with respect to its vanilla implementation as well as a potential low-level implementation in C++ which could further decrease execution time.
The algorithm currently has a limitation because it relies on correlation metrics scaled from -1 to +1; this renders it inappropriate when distances are measure on the 0 to 1 scale. For example, if one were able to modify the model to account for non-negative correlation or similar distance measure, we believe it may then be possible to perform clustering on text files; this type of use-case accounts for a sizable share of modern machine learning problems in Natural Language Processing. However, such a re-scaling should be approached with some care as it is ad-hoc rather than theoretically grounded in the spin representation itself.
Many modern machine learning methods use embedding methods aimed at reducing data complexity and to compress information. We believe this algorithm effectively implements a data compression heuristic and could be used to quickly create reliable and stable features useful in variety of decision analysis problems.
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TABLE 1
Algorithm 1 Pseudo-code for a CBMA implementation (Sec. III), and "aspc.py" in [14] 1: INPUT: Correlation Matrix, OUTPUT: Tracker 2: 1st pass 3: Produce an initial population of N individuals 4: for i in N-1 do 5:
for j in [i+1, N) do 6: merge labels i and j, store ∆Lc in candidates 7: end for 8: end for 9: 2nd Pass 10: for N-1 iterations do 11: Select in candidates the two merged (root, and leaf) labels with max ∆Lc 12: Stop if ∆Lc ≤ 0
13:
Update S, and tracker 14: for i in labels not root do 15: merge labels root and i, store ∆Lc in candidates 16: end for 17: end for
