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Abstract
We propose a new ternary infinite (even full-infinite) square-free sequence. The
sequence is defined both by an iterative method and by a direct definition. Both
definitions are analogous to those of the Thue-Morse sequence. The direct definition
is given by a deterministic finite automaton with output. In short, the sequence is
automatic.
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1 Introduction
First of all, we introduce several notations to be used in this paper. Let Σ be a
non-empty and finite set called alphabet and Σ∗ be the free monoid generated
by Σ. A sequence consists of elements of the free monoid, i-th element of which
is usually assigned a symbol with a subscript i. Specifically, a sequence a over
Σ, or a ∈ Σ∗, with the length n + 1 is expressed as a = {ai}
n
i=0 ≡ a0a1 · · · an
where ∀ai ∈ Σ. We usually make the numbering of elements of a sequence
start with 0, whereas this numbering will be altered later. A sequence can be
either empty or infinite. Concatenation of two finite sequences is denoted by
juxtaposition. For example, {ai}
n
i=0{an+i+1}
m
i=0 = {ai}
n+m+1
i=0 . We say that a
sequence a contains another sequence u, called a factor of a, if there are r
and r∗ such that a = rur∗. The concept of the factor is defined to an infinite
sequence as well.
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Thue introduced a simple and mysterious binary infinite sequence t = {ti}
∞
i=0 ∈
{0, 1}∗ and discussed the combinatorial properties of it [10, 11]. It starts such
that
t = 0110100110010110 · · · . (1)
Morse rediscovered the sequence t in the context of differential geometry [8, 9].
After the two pioneers, the sequence t is now called the Thue-Morse sequence,
which has a long history of research [1, 2, 5, 7].
There exist several ways of the mathematical definition of the Thue-Morse
sequence t. A popular one is based on a recursive construction. Define an
operator ψ : {0, 1}∗ → {0, 1}∗ which doubles the length of the sequence such
that ψ(a) = aa¯, where a¯ is the sequence obtained from a by exchanging 0
and 1. We find that ψ(0) = 01, ψ2(0) = 0110 and ψ∞(0) = limn→∞ ψ
n(0)
converges toward t for the ordinary topology, which is a fixed point of ψ.
Another definition is more direct. Let s2(i) be the sum of digits in the binary
representation of an integer i and then s2(i) corresponds to ti under modulo 2.
From the latter definition, we can construct a deterministic finite automaton
with output (DFAO) which takes as input the binary representation of i and
yields ti. This means that the Thue-Morse sequence is 2-automatic [1, 4].
The Thue-Morse sequence is known to appear in various distinct fields such as
combinatorics, number theory, group theory, real analysis, information science,
solid state physics and so on (see, for instance, a review [2]). In terms of
combinatorial aspects, a remarkable fact is that a square-free sequence can
be derived by utilizing the Thue-Morse sequence as the auxiliary sequence
[10, 11]. A sequence u over Σ is said to be square-free if u contains no square,
i.e., no two consecutive repeating blocks ww with w a non-empty and finite
sequence of Σ∗. For i ≥ 0, let vi be the number of 1’s between i-th and (i+1)-
st appearance of 0 in the sequence t. Then, v = {vi}
∞
i=0 = 21020121012 · · ·
is a ternary infinite square-free sequence over Σ = {0, 1, 2}. The concept of
square-free is significant in that it leads to a branch of combinatorics, called
combinatorics on words [7]. Many sequences other than v are known as ternary
infinite square-free sequences. In particular, the sequences of Arshon [3], Leech
[6], Zech [12] and so on are not only square-free but also automatic, due to
the fact that they can be defined by a uniform tag sequence [4].
In this paper, we present a new method to define a ternary infinite square-
free sequence. First, the sequence is defined by an iterative method and then
redefined by a direct definition. Since the direct definition is brought by an
automaton operation, we find that the sequence is automatic. Our definitions
are quite straightforward in contrast with those of the Thue-Morse sequence.
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2 Construction of a ternary infinite square-free sequence
Ternary sequences considered in this section are those over {1, 2, 3}.
Let σ and ρ be morphisms or permutations on {1, 2, 3}∗, namely, for a ∈
{1, 2, 3}∗. They are defined as follows, respectively:
• σ(a) is the sequence obtained from a by exchanging 1 and 2.
• ρ(a) is the sequence obtained from a by exchanging 2 and 3.
In addition, define an operator ϕ : {1, 2, 3}∗ → {1, 2, 3}∗ which triples the
length of the sequence such that ϕ(a) = σ(a) a ρ(a).
Theorem 1 The sequence ϕn(2) is square-free for arbitrary integer n.
It is easy to write explicitly ϕn(2) for n = 1, 2, 3. They are given by
ϕ1(2)= 123,
ϕ2(2)= 213123132,
ϕ3(2)= 123213231213123132312132123,
and we can see that they are square-free.
The length of ϕn(2) is 3n. We shall prove two lemmas about ϕn(2) ≡ {ani }
3n−1
i=0 .
These lemmas are very simple, but crucial to prove Theorem 1. The main idea
is to decompose ϕn(2) into 3n−1 consecutive ternarys an3ka
n
3k+1a
n
3k+2.
Lemma 2 Each ternary an3ka
n
3k+1a
n
3k+2 (k = 0, 1, · · · , 3
n−1 − 1) is a certain
permutation of 123.
PROOF. Obviously, the iterative operations for the sequence 2 by σ and ρ,
in short, ϕ, preserve the property stated by Lemma 2. ✷
Remark that Lemma 2 guarantees that, if two elements of the ternary are
provided, one can guess the remaining one element of it.
Define an operator f which extracts an3k+1 from each ternary a
n
3ka
n
3k+1a
n
3k+2 for
k = 0, 1, · · · , 3n−1 − 1, i.e., f(ϕn(2)) = {an3i+1}
3n−1−1
i=0 . The idea of extracting
the central element of the ternary comes from the analogy of the Cantor set,
well known as the fractal set.
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Lemma 3 The sequence f(ϕn(2)) = {an3i+1}
3n−1−1
i=0 is equivalent to ϕ
n−1(2) =
{an−1i }
3n−1−1
i=0 .
PROOF. Obviously, f(ϕ(2)) = f(123) = 2 = ϕ0(2). Assume that, for
n ≥ 1, f(ϕn(2)) = ϕn−1(2) is also true. Note that the operators ϕ and
f are commutable, and then f(ϕn+1(2)) = ϕ(f(ϕn(2)) = ϕn(2). Therefore,
f(ϕn(2)) = ϕn−1(2) is proved for arbitrary n, by a mathematical induc-
tion. ✷
By using Lemmas 2 and 3, we can prove Theorem 1.
PROOF of Theorem 1. It is sufficient to prove that ϕn(2) = {ani }
3n−1
i=0
does not contain a square with any length 2ℓ, i.e., {ani }
p+2ℓ−1
i=p such that a
n
k =
ank+ℓ (k = p, p + 1, · · · , p + ℓ− 1), for any p and ℓ. To complete the proof, we
divide the problem into several cases, according to the value of ℓ, whereas we
employ a mathematical induction and a reduction to absurdity. It is clear that
ϕ1(2) = 123 is square-free. Hereafter, we consider ϕn+1(2) for individual cases
divided as to ℓ, provided that ϕn(2) is square-free for n ≥ 1.
Case 1 : ℓ = 1, 2
It is obvious that both σ(ϕn(2)) and ρ(ϕn(2)) are also square-free. There-
fore, if ϕn+1(2) contains a square, it should straddle over the joint between
σ(ϕn(2)) and ϕn(2), or between ϕn(2) and ρ(ϕn(2)). However, noting that
ϕn(2) starts and ends such that 123· · · 123 for odd n, and 213· · ·132 for even
n, ϕn+1(2) is in the form of 213· · · 213123· · · 123132· · ·132 for odd n, and
123· · ·231213· · ·132312· · ·123 for even n, respectively. From the above obser-
vations, it is shown that ϕn+1(2) does not contain any square with the length
either 2 or 4.
Case 2 : ℓ ≡ 0 (mod 3)
In this case, if ϕn+1(2) contains a square with the length 2ℓ, ϕn(2) contains
a square with the length 2ℓ/3, according to Lemma 3. This contradicts the
assumption that ϕn(2) is square-free.
Case 3 : ℓ ≥ 4 and ℓ 6≡ 0 (mod 3)
In this case, the proof is rather complicated than those in the other cases. It is
necessary to further divide the cases, according to the values of ℓ and p. Here,
we omit a superscript n+ 1 from an+1i for simplicity: ϕ
n+1(2) = {ai}
3n+1−1
i=0 .
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For example, we consider the case that ℓ = 3m + 1 and p = 3q where m
and q are certain integers within an appropriate range. Assume that ϕn+1(2)
contains a square such that ak = ak+3m+1 for k = 3q, 3q + 1, · · · , 3(q + m).
Note a couple of ternarys a3qa3q+1a3q+2 and a3(q+m)a3(q+m)+1a3(q+m)+2. One can
deduce that a3q+2 = a3(q+m) because a3q = a3(q+m)+1 and a3q+1 = a3(q+m)+2
from the assumption, and Lemma 2 guarantees that a3q+2 (a3(q+m)) is different
from a3q and a3q+1 (a3(q+m)+1 and a3(q+m)+2). The similar deductions for each
couple of ternarys lead to
a3q+2 = a3q+5 = · · · = a3(q+m)−1 = a3(q+m) = a3(q+m+1) = · · · = a3(q+2m),
and hence ϕn+1(2) contains a square with the length 2: a3(q+m)−1 = a3(q+m).
For another example, we consider the case that ℓ = 3m + 2 and p = 3q + 1,
and assume that ϕn+1(2) contains a square such that ak = ak+3m+2 for k =
3q + 1, 3q + 2, · · · , 3(q +m) + 2. a3q = a3(q+m+1)+2 is deduced noting a couple
of ternarys a3qa3q+1a3q+2 and a3(q+m+1)a3(q+m+1)+1a3(q+m+1)+2. It follows that
a3q = a3q+3 = · · · = a3(q+m) = a3(q+m+1)+2 = a3(q+m+2)+2 = · · · = a3(q+2m)+2.
Note a couple of consecutive ternarys a3(q+m)a3(q+m)+1a3(q+m)+2 and a3(q+m+1)
a3(q+m+1)+1a3(q+m+1)+2 in turn. Since ϕ
n(2) is square-free, Lemma 3 allows
one to deduce a3(q+m)+1 6= a3(q+m+1)+1. Combine this fact and a3(q+m) =
a3(q+m+1)+2, and then a3(q+m)+1 = a3(q+m+1), a3(q+m)+2 = a3(q+m+1)+1 from
Lemma 2. Therefore, ϕn+1(2) contains a square with the length 4.
Under modulo 3, ℓ and p are divided into two and three cases, respectively.
There exist six cases in total. We can prove that, if ϕn+1(2) contains a square,
it contains another square with the length 2 or 4 at the joint of the square,
for other four cases as well as for the above two cases. To summarize, Case 3
can be reduced to Case 1, by utilizing Lemmas 2 and 3.
From the above considerations for three cases, we can conclude that ϕn+1(2)
does not contain a square with any length 2ℓ, and thus Theorem 1 has been
established by a mathematical induction. ✷
Note that ϕ∞(2) does not yet converge toward a definite sequence. We should
alter the numbering of elements of ϕn(2), in order to derive an infinite se-
quence. Taking the symmetry of the ternary into account, it is required to em-
ploy a full-infinite sequence, instead of a semi-infinite sequence. When we set
the numbering of elements of ϕn(2) in such a way that ϕn(2) ≡ {ai}
(3n−1)/2
i=−(3n−1)/2,
the sequence ϕn(2) is included in the middle of ϕn+1(2), and then the (full-
) infinite square-free sequence ϕ∞(2) ≡ {ai}
∞
i=−∞ can be defined. ϕ
∞(2) is
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quite similar to the Arshon sequence [3], but essentially different, because the
Arshon sequence is semi-infinite.
3 Direct definition of a ternary infinite square-free sequence
In this section, we redefine the square-free sequence derived in section 2, by a
direct definition. The key to a direct definition is to represent an integer i not
by an ordinary ternary representation but by a balanced ternary representa-
tion. The latter uses the digits −1, 0,+1 whereas the former uses the digits
0, 1, 2.
Let the balanced ternary representation of an integer i (−∞ < i <∞) be
i =
ν∑
n=0
un3
n ≡ [uν · · ·u1u0]3 (2)
where un ∈ Σ = {−1, 0,+1} and uν 6= 0. Note that this representation of i is
uniquely determined.
Here, permutations π−1, π0, π+1 over {−1, 0,+1} are defined in the following
manner, respectively:
• π−1 exchanges −1 and 0.
• π0 is the identical permutation.
• π+1 exchanges 0 and +1.
In terms of π−1, π0, π+1, we define the infinite sequence {bi}
∞
i=−∞ ∈ {−1, 0,+1}
∗
such that
bi = πuν ◦ · · · ◦ πu1 ◦ πu0(0) (3)
with i = [uν · · ·u1u0]3. For example, b8 = π+1(π0(π−1(0))) = −1 and b−17 =
π−1(π+1(π0(π+1(0)))) = −1 because 8 = 3
2 − 1 and −17 = −33 + 32 + 1,
respectively.
Finally, we redefine σ and ρ on {−1, 0,+1}∗. It follows that ϕn(0) denotes the
sequence obtained from ϕn(2) = {ai}
(3n−1)/2
i=−(3n−1)/2 by replacing 1,2 and 3 with
−1, 0 and +1, respectively.
Based on the above notations, a direct definition of a ternary infinite square-
free sequence is derived:
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Theorem 4 {bi}
(3n−1)/2
i=−(3n−1)/2 is equivalent to ϕ
n(0) for arbitrary integer n. There-
fore, the ternary infinite sequence {bi}
∞
i=−∞ is square-free according to Theo-
rem 1.
PROOF. The proof proceeds via a mathematical induction. For n = 1, it is
obvious that b−1b0b+1 = ϕ(0). Assume that {bi}
(3n−1)/2
i=−(3n−1)/2 = ϕ
n(0). For (3n−
1)/2 < i ≤ (3n+1−1)/2, i = 3n+i′ where |i′| ≤ (3n−1)/2 = 3n−1+3n−2+· · ·+1,
namely, the highest digit of i in the balanced ternary representation is 1. Then,
we obtain {bi}
(3n+1−1)/2
i=(3n−1)/2+1 = {π+1(bi′)}
(3n−1)/2
i′=−(3n−1)/2 = ρ(ϕ
n(0)). Similarly, we
obtain {bi}
−(3n−1)/2−1
i=−(3n+1−1)/2 = σ(ϕ
n(0)). It follows that
{bi}
(3n+1−1)/2
i=−(3n+1−1)/2 = σ(ϕ
n(0)) ϕn(0) ρ(ϕn(0)) = ϕn+1(0). (4)
Therefore, the proof of Theorem 4 has been completed. ✷
The formula (3) can be regarded as the definition of a DFAO which takes as
input the balanced ternary representation of an integer i, read in order from
low to high digits. Indeed, the three function πa denote the state transition
function among the three state qa/a (a = −1, 0,+1), where, by convention,
the state labeled qa/a indicates that the output associated with the state qa
is a and the initial state is q0/0. The state transition diagram for this DFAO
is drawn as a directed graph in Figure 1. Therefore, the sequence {bi}
∞
i=−∞ is
automatic as well as the Arshon sequence.
q0/0q−1/− 1 q+1/+ 1
+1
+1
−1
−1
0 −1, 0+1, 0
Fig. 1. DFAO generating the sequence {bi}
∞
i=−∞
The two equivalent ways of the definition of the ternary infinite square-free
sequence, ϕ∞(0) and {bi}
∞
i=−∞, are almost parallel with those of the Thue-
Morse sequence. ϕ is to ϕ∞(0) what ψ is to the Thue-Morse sequence ψ∞(0).
Furthermore, the balanced ternary representation is to the function bi (3) what
the binary representation is to the function s2(i). In this sense, our sequence is
said to be the counterpart of the Thue-Morse sequence, i.e., a natural extension
from binary to ternary.
7
4 Conclusion and discussion
We have proposed a novel construction of the ternary infinite square-free se-
quence, generated by the automaton operation with the balanced ternary rep-
resentation of an integer. The sequence presented in this paper may be favor-
able for various applications, because of its easiness to generate. The nature of
square-free is intriguing and useful itself. We hope that the properties of our
sequence are further clarified and utilized in various fields such as information
science, random system on physics and quasiperiodic tiling.
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