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ABSTRACT.  In this paper we extend previous work by the authors to jointly estimate the flaw size 
distribution and the POD function from simulated field inspection data. Similar to our previous work, 
we assume that when a crack is above a detection threshold, both the signal amplitude and the flaw 
size are recorded. For a signal that is above the noise floor, but below the detection threshold, only the 
amplitude is recorded. At all other locations we know only that the signal is below the noise floor, i.e. 
left censored. Now our model allows different airplanes to have different crack growth rates, and the 
distribution of crack growth rates is to be estimated from the data. To estimate the parameters of the 
model, we use a Bayesian formulation that provides a convenient structure for estimating the plane-to-
plane differences. The Bayesian formulation also allows the use of prior information based on 
knowledge of physics or previous experience with similar inspection situations. For example, there 
may be useful information about crack growth rates and about the slope in the amplitude and crack 
size relationship. Use of such information can importantly improve estimation precision. 
 
Keywords: POD, Bayesian, Bivariate Lognormal Distribution, Censored Data, Reliability  
PACS: 43.60.UV, 43.60.Cg, 81.70.Cv, 02.50.Sk 
 
INTRODUCTION 
 
Background 
 
  Nondestructive evaluation (NDE) methods are widely used in many industries, 
such as aerospace applications, to detect flaws or cracks in structures by non-intrusive 
physical measurements. There are two types of research at NDE community: carefully 
designed laboratory experiments and field studies. Carefully designed laboratory 
experiments provide flexibility to study the effect of particular experimental factors. 
Laboratory experiments are usually based on artificial cracks or other flaws in test 
specimens. The measurement response is usually modeled as a function of crack size and 
this model is used to estimate the probability of detection (POD). This is described in 
detail in [1]. The laboratory studies are usually for new detection methods exploration and 
validation purpose. After a detection method is developed, tested in the laboratory, and put 
into use, there is often a desire or a need to do a field study to assess performance with real 
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applications. There are significant differences between those two types of studies and 
various statistical methods can be adopted, depending on the situation.  
 
Motivation and Overview 
 
 Many of the statistical methods developed in NDE research are based on complete 
laboratory study dataset, while features presented at field study data sets such as censoring, 
truncation, and missing information make the analysis more complicated. In a field study 
the subjects to be inspected are real parts used in applications such as airplane engine fan 
blades and rivet holes, and the purpose of the inspection is to determine whether there is a 
crack in the parts and what is the approximate size of the crack. For a particular inspection 
method, there is a detection threshold, often based on laboratory experience, model-based 
theory and operator’s experience. If the measurement for an inspected part is below the 
detection threshold, that part will be classified as no flaw or crack or no risk for future 
operation. When the measurement response is below the detection threshold, sometimes 
there is no measurement response value, resulting in left censored data. There will be no 
crack size information available even thought there are possible small cracks inside those 
parts. For parts with measurements above the detection threshold, a crack existence 
decision will be made and those parts will be repaired or removed from future services. 
 Last year, in [2], we introduced the bivariate lognormal maximum likelihood 
method to jointly estimate the crack size distribution and POD based on a set of simulated 
airplane lap-splice rivet holes field data with only one fixed crack growth rate. In this 
paper, we extend the bivariate lognormal joint estimation method with a Bayesian 
approach to deal with a more complicated situation with different crack growth rates for 
different airplanes. 
 
STATISTICAL MODEL SETUP 
 
Bivariate Normal Distribution 
 
 The multivariate normal distribution is widely used to model the joint distribution 
of more than two random variables. The multivariate normal distribution has nice 
mathematical properties, described, for example, in [3]. The bivariate normal distribution 
is a special case of multivariate normal with dimension two. The density function of 
bivariate normal is: 
1 2 1 2 11 22 2
11 22
1 1( ) exp
22 1
f x x Qμ μ σ σ ρ π σ σ ρ
⎛ ⎞, ; , , , , = −⎜ ⎟⎝ ⎠−   with  
2 2
1 1 1 1 2 2 2 2
2
11 2211 22
1 ( ) ( )( ) ( )2
1
x x x xQ μ μ μ μρρ σ σσ σ
⎡ ⎤− − − −= − + .⎢ ⎥− ⎢ ⎥⎣ ⎦
                    (1) 
 
 An important property of the bivariate normal distribution used in this paper is that 
the conditional distribution of one of the random variables, conditional on a fixed value of 
the other random variable, is a univariate normal distribution. For example, conditional on 
a fixed value of 1 1X x= , the distribution of 2X  is normal with 2 1 1 0 1 1X X x xμ β β| = = +  and 
2 1 1
2 2
| 22 (1 )X X xσ σ ρ= = −  where 1 12 11/β σ σ=  and 0 2 1 1β μ β μ= − . 
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Introduction to Bayesian Method 
 
 Likelihood based methods are well developed and are familiar to many researchers 
outside the statistics community. There are many likelihood based software packages 
including one described in [1] available for POD analysis. Recently, due to the 
development of faster computer hardware and more efficient statistical software 
algorithms, Bayesian methods are becoming increasingly popular. The free Bayesian 
software WinBUGs [4] has been an important factor in this increase of use. 
 In this paper we will not provide theoretical details of Bayesian simulation methods 
such as the Markov Chain Monte Carlo (MCMC) algorithm, but instead focus on the 
application and advantages of Bayesian methods. One important advantage of Bayesian 
methods is it allows integration of prior knowledge about the inspection procedures and 
the information about the specimens through the use of prior probability distributions. 
Then the prior information and the inspection data are combined with Bayes’ theorem to 
provide estimates of the relationship between signal response and crack size and POD in 
the form of a joint posterior distribution. One other advantage of Bayesian methods is the 
flexibility of model setup and the kinds of data that can be used. For example, it is easy 
(relative to trying to do the same with maximum likelihood methods) to use WinBUGs 
with random effects models and censored data. The credible intervals in Bayesian methods 
are straight forward and easy to obtain from the posterior distributions while the 
confidence intervals in likelihood or least square based methods are difficult to obtain 
especially for a high dimension parameter space. When we use diffuse (flat or 
approximately non-informative) prior distributions, the results from Bayesian estimation 
methods will be very close to what one would obtain using likelihood-based approaches. 
 
Bayesian Model for Crack Growth 
 
 We simulate field inspection data describing cracks growing out of airplane lap-
splice rivet holes. We assume that all holes have an initial crack size that is too small to 
detect. The cracks grow deterministically as a function of the airplane’s service time: 
( ) 0 exp( )a t a tλ=  and λ  is the unknown crack growth rate. For a fleet of airplanes, 
different airplanes may have different λ  and we assume that λ  follows a normal 
distribution with mean λμ  and variance 2λσ ; and that the initial crack sizes follow a log-
normal distribution ( ) ( )210 0 0 0log ~ ,a aa N μ σ  where 0aμ  and 20aσ  are the mean and 
variance, respectively of the normal distribution. Periodically, such as every 1000 hours of 
service, an inspection will be made at each rivet hole, and the measurement responses of 
these measurements will follow a simple linear relationship: 
( )( ) ( )( )10 0 1 10ˆlog loga t a tβ β ε= + +  where ( )2ˆ~ 0, aNε σ  is the measurement error. 
Similar to the simpler case of equivalence between the bivariate normal distribution and 
simple linear regression without crack growth (i.e. a single inspection time), we can model 
the above crack growth model through a bivariate joint distribution of crack size and 
measurement response through: 
 
( )( )
( )( )
( )
( )
( ) 2 2 2 2ˆ10 0 1 011 12 ˆ 1 0 1 0
2 2
12 22 1 0 0010
ˆlog
~ , ,
log
j
j
a kij k a j k a a a
a k a aa j kij k
ta t t
BVN BVN
t ta t
μ β β μ λσ σ σ β σ β σ
σ σμ β σ σμ λ
⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞+ + ⎛ ⎞+⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ = ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ +⎝ ⎠ ⎝ ⎠⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠⎝ ⎠
      (2) 
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where 1n  is the number of rivet holes in each airplane, 2n  is the number of airplanes, 3n  is 
the number of inspection times with 11,...,i n= , 21,...,j n= , 31,...,k n= , and ( )2~ ,j N λ λλ μ σ . The relationship between the bivariate normal distribution parameters 
and the crack growth model parameters can be expressed as 1 12 22/β σ σ= , 20 22aσ σ=  and 
2 2
ˆ 11 12 22/aσ σ σ σ= − .  
 
Prior Distributions for Crack Growth Model 
 
 For computational reasons, the most efficient prior distributions for MCMC 
simulation are conjugate. Conjugate priors, however, usually impose certain constraints, 
such as parameter independence, that may not be realistic. For example, in our bivariate 
normal crack growth model, the mean vector and the variance-covariance matrix elements 
are not independent. The parameter 1β  appears in both the mean vector and variance-
covariance matrix and it is no longer possible to use conjugate priors in MCMC 
simulations. We have to put an individual prior distribution on each of the model 
parameters including 0aμ , 20aσ , 0β , 1β , 2aˆσ , λμ , and 2λσ . To make our results comparable 
with what we would obtain using likelihood-based methods, we use diffuse prior 
distributions for all seven parameters. In particular, 0aμ , 0β , 1β , and λμ  have normal 
prior distributions ( )0,1000N  while 20aσ , 2aˆσ , and 2λσ  have Gamma prior distributions 
( )0.001,0.0001G .  
 
SIMULATED AIRPLANE FIELD DATASET 
 
 At present we do not have access to the real data corresponding to our model and 
setup. Therefore we use simulated rivet hole data to illustrate the use of the model and  
 
 
 
FIGURE 1.  Simulated airplane engine fan blades field data set: the measurement responses as function of 
inspection times (left) and measurement responses as function of crack sizes (right). The horizontal solid line 
is the pre-set detection threshold and the horizontal dashed line is the noise floor.  
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FIGURE 2.  Simulated rivet-hole field data with the trend of crack growth for inspections at 0 hours (top 
left), 2000 hours (top right), 4000 hours (bottom left), and all inspection times (bottom right).  
 
Bayesian estimation method. Measurements are taken on each hole at each inspection time. 
In actual applications, once a crack signal is above the threshold, a repair is effected, and 
the size of the crack is determined during the repair process, but then no further data is 
obtained from that location.   
 The simulated data are illustrated at Figure 1. The left figure shows measurement 
responses for 3 9n =  inspection times (0, 2, 3, … , 9 thousands hours) in service; the right 
figure shows the relationship between the measurement responses and the crack sizes. The 
detection threshold and noise floor are also indicated in Figure 1 by horizontal solid and 
dashed lines, respectively. There are 1 5n =  fan blades sampled from each airplane and 
2 50n =  airplanes in the fleet. Each airplane has a unique crack growth rate jλ  which is 
sampled from a normal distribution ( )0.216,0.0050N . In our aˆ  versus a model, the log 
measurement responses were simulated as a linear function of log crack sizes with 
intercept 0 4.5β =  and slope 1 0.56β =  and with a random measurement error from a 
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normal distribution ( )0,0.13N . The logarithms of the initial crack sizes were sampled 
from ( )5.81,0.147N − . The crack growth patterns are shown in Figure 2 with different 
colors representing measurement data from different inspection times.  
 We apply the following procedure to the original simulated data set. First for any 
specimens with measurement response below the detection threshold, we will assume the 
crack is small enough to put the specimen back into service without risk. So there will be 
no crack size information for those specimens with measurement below detection 
threshold. Second, we have a noise floor to indicate that the minimum meaningful readings 
are limited by the inspection instruments and any response below the noise floor is 
considered to be left censored. That is, our inspection instrument can only provide precise 
readings above the noise floor and any reading below the noise floor are only known to be 
below the noise floor (left censored). Third, at any inspection time, if a specimen has a 
measurement response above the detection threshold, the specimen will be removed from 
future service and the crack size information will be obtained during the repair. Because 
the specimen will be removed from services and there will be no further future inspections 
for that location. Thus there is at most one crack size reading for each specimen. The 
simulation procedure is illustrated in Figure 3. The plot on the left shows simulated 
measurements at all inspection time, even after cracks would be repaired. The plot on the 
right shows that actual structure of data that would be observed in actual applications.   
 
BAYESIAN POD ANALYSIS 
 
 Analysis of the simulated field inspection data using the Bayesian method requires 
complicated statistical modeling because we have left censored data, missing crack size 
information, a random effect for crack growth rates, and incomplete longitudinal 
inspections. Also, we would like to have quantification of the statistical uncertainty in the 
relationship between measurement responses and crack sizes and POD as a function of 
crack size. The traditional likelihood based methods are difficult to formulate especially 
for the confidence bounds and there is no commercially available software that can handle 
 
 
FIGURE 3.  In both plots we see that there is no crack size information below the detection threshold and 
only left-censored inspection measurement for observations below the noise floor. The left plot shows the 
data before any specimens’ replacement, while the right plot shows the final data with specimens removed 
after measurement response above the detection threshold. 
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FIGURE 4.  The relationship between measurement responses and crack sizes with 90% credible bounds 
(left) and the POD with 95% lower credible bounds (right) from posterior distributions. 
 
the complicated data and random effects. We can, however, formulate this problem 
relatively easily in the Bayesian framework and let WinBUGs do the computations. 
WinBUGs also provides tools for computing the credible bounds from the output of the 
MCMC simulation. Because we use non-conjugate priors, the computation time for each 
MCMC step is longer than when using conjugate prior distributions and more steps are 
needed for MCMC to converge. The total simulation time is around 5 hours for our dataset 
using an Intel® Dual Core 3.2GHz computer. The relationship between measurement 
responses and crack sizes with 90% credible bounds and the POD with 95% lower credible 
bound from posterior distributions are shown at Figure 4. Finally the WinBUGs simulation 
results are compared between using the full simulated data set (i.e. all the measurement 
responses and crack sizes are exact numbers) and using the processed final simulated field 
inspection data sets. The results are shown at Table 1 with the true parameters used in the 
data simulation. The parameter estimates from the full data set are very close to the true
values when all data responses and crack sizes are available.  
 
TABLE 1.  Comparison of model parameters estimate between WinBUGs simulation using full unprocessed 
simulated data set and processed field inspection data set with the true parameter value used in the data 
generation.  
 
Model Parameter True value Full data Field data 
( ) ( )20, 0 0log ~ N ,ij a aa μ σ
 
    0aμ  -5.81 -5.812 -5.359 
    
0
2
aσ  0.147 0.144 0.194 
0,[ ]ij ijk ij j ijka t a tλ= +
( )20 0~ N ,j λ λλ μ σ
 
    
0λμ  0.216 0.216 0.099 
    20λσ  0.0050 0.0059 0.0032 
ˆlog( [ ])ij ijka t =
0 1 log( [ ])ij ijk ijka tβ β ε+ +
( )2ˆ~ N 0,ijk aε σ  
    0β  4.500 4.513 4.499 
    1β  0.560 0.546 0.576 
    2aˆσ  0.130 0.131 0.155 
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With only fraction of the total information, the parameter estimates from the simulated 
field data are still close to the true values except for the crack growth rate distribution 
parameters 0λμ  and 20λσ . The bias in the estimates of 0λμ  and 20λσ  is caused by a sampling 
issue similar to the well known length-biased sampling problem (e.g., [5]) because we are 
likely to get more crack-growth rate information on cracks that are growing slower. 
Further investigations are needed to address this problem with a better model. 
 
CONCLUSIONS 
 
 In this paper we showed how to extend the bivariate joint estimation idea to a more 
complex real world situation through a simulated nondestructive evaluation field 
inspection data set. The Bayesian’s approach was used to handle the more complicated 
data structure through the WinBUGs software package. This general approach provides an 
efficient and versatile alternative method to likelihood-based methods. The Bayesian 
method provides credible intervals for specified quantities of interest. These intervals can 
be obtained by using the marginal posterior distributions of these quantities. Because of its 
versatility, we believe Bayesian methods will have more impact in future nondestructive 
evaluation research. Future work will include solving the length-bias issue and integrating 
the noise interference model [6] into the model, and applying the results to real data. 
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