Abstract. We investigate the equations of anisotropic axisymmetric incompressible viscous fluids in the exterior of a cylinder of R 3 , rotating around an inhomogeneous vector B(t, r). We prove uniform local existence with respect to the Rossby number in suitable anisotropic Sobolev spaces. We also obtain the propagation of the isotropic Sobolev regularity. This extends the results of [25] .
Introduction
The motion of incompressible rotating fluids in a domain Ω of R 3 is described by the following system of equations
where u ε is the velocity field and p ε is the pressure. The constants ν h > 0 and ν v ≥ 0 represent respectively the horizontal and vertical viscosities. The symbol ∆ h stands for the horizontal Laplacian and the term 1 ε (u ε × B) represents the Coriolis force, where B is the rotation vector and ε is a small parameter. We assume that B is a smooth function with bounded derivatives, depending on time t and horizontal variables x h (that is x = (x h , x 3 )). Generally, it is a vector field directed along the x 3 coordinate. Additional assumptions on B will be made later.
Notice that if B = 0 in the system (S ε ), then we get the classical incompressible NavierStokes equations. It is well known (see [24] ) that if u 0 is only in L 2 (R 3 ) and ν v > 0, then a global weak solution exists. The uniqueness of such solution is an outstanding open problem. Concerning strong solutions, the pioneer work goes back to Fujita-Kato [12] where local existence and uniqueness were obtained inḢ 1 2 (R 3 ). Moreover, if the initial data is small enough then the solution is global in time. We also refer to [19] for wellposedness in thin domains and in the anisotropic Sobolev spaces H 0,s . We recall that H 0,s is the space of functions which are L 2 in the horizontal variables and H s in the vertical one. [27] ).
Let us now recall some well-known facts about the constant case B = e 3 := (0, 0, 1). For a physical motivation we refer the reader to the book of J. Pedlosky [30] as well as to [8, 15] . As the singular perturbation is a linear skew-symmetric operator, weak solutions can be constructed by the approximate scheme of Friedrichs when ν v > 0: approximate solutions are obtained by a standard truncation in high frequencies. In [9] , J.-Y. Chemin et al. obtained local existence in the anisotropic Sobolev spaces H 0,1/2+ǫ (R 3 ) and the global existence for data which are small compared to the horizontal viscosity. They also proved the global existence of the solution for anisotropic rotating fluids. In [28] , global existence of the solution for rotating fluids with vanishing vertical viscosity was shown in the periodic case. Other related results can be found in [9, 10, 28] .
Let us focus now on the variable case B = B(t, x h ). As for the constant case, the classical proofs of existence of weak solutions for the Navier-Stokes equations can be extended to (S ε ) when ν v > 0. The asymptotic of those solutions was investigated by I. Gallagher and L. Saint-Raymond in [16] . Using weak compactness arguments, they showed that weak solutions converge to the solution of a heat equation in the region when B is non stationary.
The existence of strong solutions in Sobolev spaces was the main goal of a recent work of M. Majdoub and M. Paicu [27] . They obtained global existence for small initial data, and uniform local existence for large data under the assumption that the field B depends on t and x 1 (or t and x 2 ).
In this paper, our main concern is to improve this assumption on the field B in order to get uniform local existence in the general case. To do so, we restrict ourselves to the axisymmetric case. This means that we assume that the velocity u ε and the pressure p ε are axisymmetric (see Definition 2.3 below). We also assume that the domain Ω is the exterior of some cylinder. We obtain uniform local existence with respect to the Rossby number ε as well as the propagation of the isotropic Sobolev regularity.
It is expected that similar results can be shown in the case of the whole space R 3 . This will be dealt with in a forthcoming work.
The paper unfolds as follows: section 2 contains some notations needed in the statement and the proofs of our results. In the third section, we present the functional spaces used along this paper and we state the main results. Section 4 is devoted to the proof of the uniform local existence and to the propagation of the isotropic Sobolev regularity. A few technical lemmas have been postponed in the final section.
Finally, C will denote a constant that does not depend on ε but that may change from line to line.
Definitions and notations
Here we give the definitions of axisymmetric domains and axisymmetric vector fields. Definition 2.1. We denote by (r, θ, in the cylindrical coordinate system, where
Let us then introduce some useful notations. We denote by
where C ∞ c (Ω) is the space of smooth functions compactly supported in the domain Ω := Ω h × R. Here Ω h is given by
where ρ is a fixed positive number. The notation (./.) E corresponds to the inner product in the functional space E and the symbol ∂ i stands for the partial derivative in the direction
For an axisymmetric vector field u defined on Ω, we write u(x h , x 3 ) =ũ(r, x 3 ), and we define its vertical Fourier transform by
The operator of localization in vertical frequencies S
where Ψ is a smooth compactly supported function with values in [0,1] such that
Functional spaces and statement of the results
In order to proceed in a more easy way, we give definitions and properties of some functional spaces used along this paper. In the frame of anisotropic Lebesgue spaces, the Hölder inequality reads.
Lemma 3.1. Hölder inequality
.
2 u θ is called the swirl component. If u θ = 0, we say that u is an axisymmetric vector field without swirl.
Let us recall the definition of isotropic Sobolev spaces. 
We define the norm .
Throughout this paper, we consider spaces constructed on the Sobolev space H 0,s (Ω). 
Let m ≥ 1 be an integer and assume that u 0 ∈ H m 0 (Ω) is an axisymmetric vector field. Then, there exists a time T > 0 independent of ε and a unique solution u ε to
. We mention that Theorem 3.2 is a consequence of Theorem 3.1 and of the following result about the Navier-Stokes equations with vanishing vertical viscosity proved in [25] in the case of the whole space. 
. Let us denote by T * the maximal time of existence; if T * is finite, then
Uniform local existence results
The main goal of this section is to prove uniform local existence of strong solutions with respect to the Rossby number ε. The first step consists in splitting the initial data into a small part and a regular one. Hence, we get two systems: a globally well-posed linear system associated to the regular part of u 0 with solution v ε and a nonlinear one associated to the small part with solution w ε := u ε − v ε . We have only to show the local uniform existence of w ε . As in [25] , we use energy estimate and a Gronwall's lemma. The most delicate term to estimate is (v ε .∇v ε /w ε ) H 0,s , and here comes the importance of considering axisymmetric vector fields and the fact that the domain Ω does not contain a neighborhood of zero. The key idea is, then, to use extension operators and Sobolev embeddings.
We now come to the details of the proof of Theorem 3.1.
Proof of Theorem 3.1. First of all, using the operator of localization in vertical frequencies S N , we decompose u 0 into two parts. As u 0 belongs to the space H 0,s 0 (Ω), we obtain lim
Hence, there exists a positive integer N such that (I − S
is a linear system with a regular initial data, there exists a unique global in time solution
. Therefore, we need only to prove the uniform local existence of w ε N . In other words, we will prove that w ε N which is small with respect to ν h at t = 0 remains so for a certain time. Thus, let us define
As w ε N is a divergence free vector field, we obtain (∇p
, and as the vector field B is independent of x 3 , we get
Hence, computing the H 0,s scalar product of (S ε 2 ) by w ε N leads to 1 2
N , where
Let us now bound these four terms. As in [25] , the following lemma is the main ingredient to estimate the first term. We postpone the proof to the fifth section. 
Thanks to this lemma, we have
H 0,s . Applying again Lemma 4.1 for the second term, we obtain
Using the convexity inequality ab ≤ θa
Now we have to estimate the third term T ε, 3
N . First of all, we split it into two parts T ε, 3
The Cauchy-Schwarz inequality leads to
The following lemma will be useful for the estimate of w ε N,h .∇ h v ε N H 0,s . We refer to the fifth section for the proof. 
Hence, we get
and then, we obtain
H 0,s ). Using again the Cauchy-Schwarz inequality, we get
N v ε N = v ε N . As B is independent of x 3 , we have S
Now, we deal with the fourth term T ε, 4
N . As v ε N is a divergence free vector field , an integration by parts leads to
Thanks to the Cauchy-Schwarz inequality, we obtain
, we get by the Hölder inequality
Hence, we get v N (r, x 3 ). Using the assumption made on the domain Ω, we infer
and
In order to use Sobolev embedding on the whole space R, we need to extend the function ψ ε,N x 3 . The following extension lemma is needed. Lemma 4.3. There exists an extension operator
Remark 4.1. We can consider (for example)
More general results about extension operators can be found in [5] for instance. Now, we continue the study of the term (v ε N ⊗ v ε N /∇ h w ε N ) H 0,s . Thanks to Sobolev embeddings, we get
By interpolation, we have
Taking the L 2 v norm, we obtain thanks to the Hölder inequality
and then
As v ε N is localized in vertical frequencies, the term (
. Considering all the above estimates, we get on the interval [0,
L 2 (Ω) ). By using Gronwall's lemma, we deduce that
It is of interest to note that L 2 and H 0,s energy estimates on v ε N imply that
Thanks to the Hölder inequality, we obtain
Finally, we get
where C > 0 depends on u 0 H 0,s . Let us consider a positive real number T such that
Notice that T is independent of ε. Therefore As said before, uniform local existence in isotropic Sobolev space is a consequence of Theorem 3.1. We note that the proof of this fact is contained in [25] , but we give it for the convenience of the reader.
Proof of Theorem 3.2. As u 0 belongs to the space H m 0 (Ω), m ≥ 1, then u 0 is in H 0,m 0 (Ω). Hence, Theorem 3.1 yields the existence of a unique solution u ε for the system (S ε ) on a uniform time interval 
Thus, we get the uniform local in time existence of u ε in the space H m 0 (Ω).
Product laws
Before proving the technical lemmas, let us first recall some results about the anisotropic Littlewood Paley theory.
5.1. Anisotropic Littlewood Paley theory. Anisotropic Sobolev spaces can be characterized using a dyadic decomposition in the vertical frequency space. So, let us first recall some elements of the Littlewood-Paley theory, the details of which can be found in [19] for instance. Let u be a function defined on Ω, we have
The positive functions ϕ and χ represent a dyadic partition of unity in R, that is to say they are smooth functions such that
,
Let us also define the operator
Those definitions enable us to characterize anisotropic Sobolev spaces H 0,s (Ω). More precisely, a tempered distribution u belongs to H 0,s (Ω) if and only if
Moreover, we have u
The dyadic decomposition is also important for studying the product of two distributions thanks to Bony's decomposition. Let u and v be two distributions. We have
We denote
The dyadic decomposition is useful in the sense that the derivatives in vertical variable act in a very special way on functions localized in vertical frequencies in a ball or a ring. More precisely, we have the following lemma the proof of which can be found in [25] , [27] for instance.
Lemma 5.1. Bernstein lemma Let p, r and r ′ be numbers such that ∞ ≥ p ≥ 1 and ∞ ≥ r ≥ r ′ ≥ 1.
Then, there exists a constant C > 0 such that for any vector field u defined on Ω h × R with suppF ∨ u ⊂ R 2 h × 2 q C, where C is a dyadic ring, we have 
For
Proof of Proposition 5.1. Thanks to the Bernstein lemma, we get
As s > 1 2 , then the Cauchy-Schwarz inequality leads to (2). To get (3), we just have to prove it for u in C ∞ c (Ω). Sobolev embeddings imply that
Taking the L 2 v norm and using (1), we get (3). To prove (4), we use the Bernstein lemma to get
As s > 1 2 , we get the result thanks to (3) and to the Cauchy-Schwarz inequality.
Let us go back to the proof of Lemma 4.1.
We have
where
we have thanks to the Hölder inequality
Bony's decomposition implies that
The Hölder inequality leads to
But, we have S
H 0,s . As for the term T h 2,q , the Hölder inequality implies that
Thanks to Proposition 5.1, we get
For the term T h 3,q , the Bernstein lemma yields
By the Hölder inequality, we obtain
Thanks to Proposition 5.1, we have
As u is divergence free, we get after integration by parts
) . Thanks to Proposition 5.1, we obtain
For the term T ∨ 2,q , we use the following lemma (see [27] for the proof). Lemma 5.2. Let p, r, s and t be real numbers such that 1 ≤ p, r, s, t ≤ ∞ and
For any vector fields u and v the following inequality holds
Hence, we get thanks to the Hölder inequality
Since ∆ ∨ q ′ v is localized in vertical frequencies in the ring of size 2 q ′ , we get
As for the term T ∨ 3,q , the Hölder inequality leads to |T
is localized in vertical frequencies in the ring of size 2 q , we get thanks to the Bernstein lemma
. As u is divergence free, we obtain by Proposition 5.1
Applying again Bernstein lemma and Proposition 5.1, we get as in the above estimates
Finally for the term T ∨ 4,q , the Hölder inequality implies that
Thanks to the Bernstein lemma, we get
H 0,s . Using again the Bernstein lemma and the fact that u is divergence free, we infer
We get thanks to Proposition 5.1
Finally, we sum all the estimates to conclude the proof of Lemma 4.1.
Proof of Lemma 4.2.
The proof of Lemma 4.2 relies on some basic inequalities. Thus, we getũ 2 (r,
). 
Proposition 5.2 leads to
Taking the L 2 v norm implies that S
By Proposition 5.1, we get
For the term T 2,q , Proposition 5.2 leads to
).
Taking the L 2 v norm implies that S The term T 3,q is estimated as follows. Thanks to the Bernstein lemma, we get
Taking the L 1 v norm yields Finally, we sum all the above estimates to conclude the proof of Lemma 4.2.
