Examples of cleavage and fragment matrices
To exhibit the matrices corresponding to cleavage functions, an ordering must be chosen on the unit vectors. Recall that these correspond to subsets. We order subsets in blocks of increasing size and, within each such block, we order the subsets in increasing lexicographic order of sites: if {i 1 , i 2 , i 3 } and {j 1 , j 2 , j 3 } are two subsets of size 3 in standard form, then we treat i 1 i 2 i 3 and j 1 j 2 j 3 as "words" and order them as in a dictionary. Hence, {1, 4, 8} < {1, 5, 7} < {2, 3, 4}.
Suppose n = 3 sites, so that S = {1, 2, 3}, and there is a protease that cleaves between sites 1 and 2 only, so that the peptides correspond to the two cleavage subsets S 1 = {1} and S 2 = {2, 3}. The cleavage matrices for c {1} and c {2,3} , as described in the main text, are, respectively,
For convenience, the modforms in S and S 1 are shown in order above and to the left, respectively, in each matrix.
For an example of a fragment matrix, consider a protein with n = 5 sites and those modforms with k = 2 modifications. As described in the main text, the fragment F = {2, 3, 4} gives rise to the fragment matrix,
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Proof of Theorem 1
Numerical calculations originally suggested to us that the row spaces of cleavage matrices obeyed an inclusionexclusion formula for their dimension. This was surprising, at the time, because vector space dimension does not usually follow an inclusion-exclusion formula. One of us (JG) discussed this conjecture with Professor Bernd Sturmfels (Department of Mathematics, UC Berkeley), who pointed out that it follows from a more general result of Hoşten and Sullivant-Theorem 2.6 of [1] -concerning hierarchical models in algebraic statistics [2] . This was very helpful to us at the time. To keep this paper self-contained, we present here an independent and elementary proof of Theorem 1 in the same language as used in the rest of this paper. As above, let S = {1, · · · , n} be the universe of protein modification sites and recall the set notation described above, which we will use without further mention. The basic idea of the proof is to examine more closely the rows in the cleavage matrices (Eq.1). If U ⊆ S 1 is any peptide modform arising from the cleavage subset S 1 , let ρ U,S1 denote the corresponding row in the cleavage matrix of c S1 . Restating the definition of the cleavage map in Eq.2 of the main text, we can write
If S 1 = S, we see that ρ U,S = e U . We can, in fact, generalise Eq.3 further. Suppose that U ⊆ S 2 ⊆ S 1 . Then,
This follows because the function
Eq.3 follows from Eq.4 by taking S 1 = S. Now suppose that S 1 , · · · , S N ⊆ S are cleavage subsets arising from any patterns of cleavage with multiple proteases. Let X = P(S 1 )∪· · ·∪P(S N ). Note that P(S 1 ∪S 2 ) = P(S 1 )∪P(S 2 ). For instance, if S 1 = {1, 2} and S 2 = {2, 3}, then P(S 1 ∪ S 2 ) contains the subset {1, 2, 3} while P(S 1 ) ∪ P(S 2 ) does not. X is the essential object needed to understand cleavages: the number of elements in X, or #X, is the quantity specified in Theorem 1.
If U ∈ X is some peptide modform arising from the cleavages, let φ(U ) ∈ {1, · · · , N } be the index for an arbitrary choice of cleavage subset which gives rise to this modform, so that U ∈ P(S φ(U ) ). The function φ : X → {1, · · · , N } is otherwise arbitrary. The row vectors ρ U,S φ(U ) for U ∈ X are then in one-to-one correspondence with the elements of X.
As for the quantity we want to determine, the number of linearly independent equations, this corresponds to the dimension of the subspace Row(c S1 )
where Row(c Si ) is the subspace of R P(S) generated by the rows of the cleavage matrix of c Si . Theorem 1 can now be reformulated more precisely as follows.
Restatement of Theorem 1. For any choice of function φ : X → {1, · · · , N }, the vectors ρ U,S φ(U ) for U ∈ X form a basis for the subspace in Eq.5, whose dimension is therefore #X.
Proof: Given the vector ρ U,Si ∈ R P(S) , recall that ρ U,Si (V ) denotes the component of the vector at the element V ∈ P(S).
It will be helpful to introduce the function θ : X → P({1, · · · , N }) to pick out those cleavage subsets which contain a given peptide modform U , θ(U ) = {1 ≤ j ≤ N | U ∈ P(S j )}, so that φ(U ) ∈ θ(U ), and the function δ : X → {1, · · · , N }, which gives the number of those subsets, δ(U ) = #θ(U ), so that, for instance,
This provides the clue needed to show that the vectors ρ U,S φ(U ) for U ∈ X are linearly independent.
Consider any ordering of the subsets U ∈ X which is non-decreasing in δ(U ). In other words, if δ(U ) < δ(V ), then U comes before V in the ordering, while if δ(U ) = δ(V ), U and V may be in either order with respect to each other. It is clear that such orderings exist and we can choose any one of them. Given such an ordering, consider the #X × #X submatrix of the cleavage matrix corresponding to the entries ρ U,S φ(U ) (V ) for U, V ∈ X. If δ(V ) > δ(U ), then ρ U,S φ (U ) (V ) = 0 because, if not, so that ρ U,S φ (U ) (V ) = 1, then, by the clue above, θ(U ) ⊇ θ(V ) and so δ(V ) ≤ δ(U ). Hence, the submatrix is block lower-triangular, where the blocks are demarcated by the distinct values of δ. Furthermore, if U and V are in the same block, so that δ(U ) = δ(V ), then distinct subsets of {1, · · · , N } of the same size cannot be mutually contained in each other, so the only way in which θ(U ) ⊇ θ(V ) is if U = V . Hence, if δ(U ) = δ(V ), then ρ U,S φ (U ) (V ) = 1 if, and only if, U = V , so that the diagonal blocks are the identity. It follows that the submatrix is lower-triangular with 1's on the main diagonal, so that the rows defined by ρ U,S φ(U ) are necessarily linearly independent.
To show that ρ U,S φ(U ) also span the subspace in Eq.5, it is sufficient to show that any other vector ρ U,Sj with U ∈ P(S j ) is linearly dependent on the vectors ρ U,S φ(U ) . We show this by a "backwards" induction. Suppose, to the contrary, that ρ U,Sj is a vector that is linearly independent of ρ U,S φ(U ) and that this vector has been chosen so that δ(U ) is minimal. This means that if ρ W,Sq is any vector with W ∈ P(S q ) for which δ(W ) < δ(U ), then ρ W,Sq is linearly dependent on the vectors ρ U,S φ(U ) . Let i = φ(U ). If i = j, then ρ U,Sj is one of the vectors ρ U,S φ(U ) , which is a contradiction. Hence i = j. It follows from Eq.4 applied to S i ∩ S j ⊆ S i , and noting that
Choose any ∅ = Q ∈ P(S i \ S j ) occurring in the term in brackets on the right of Eq.6. Note that Q ∈ P(S j ). Since U ⊆ Q∪U , θ(Q∪U ) ⊆ θ(U ). However, Q∪U ∈ P(S j ), for otherwise Q ∈ P(S j ), and, since U ∈ P(S j ), it must be that θ(Q ∪ U ) = θ(U ). It follows that δ(Q ∪ U ) < δ(U ). Hence, by the minimality hypothesis, all the terms within the brackets on the right of Eq.6 are linearly dependent on ρ U,S φ(U ) . We can now apply Eq.4 to S i ∩ S j ⊆ S j , to get,
in which, by the same argument, the terms within brackets are linearly dependent on ρ U,S φ(U ) . Since the left-hand sides of Eqs.6 and 7 are the same, we can cancel the common term ρ U,Si∩Sj , to get, recalling that i = φ(U ),
Here, all the terms on the right-hand side are linearly dependent on the vectors ρ U,S φ(U ) for U ∈ X. Hence, so is ρ U,Sj , contrary to assumption. Therefore, no such linearly independent vector can exist and the vectors ρ U,S φ(U ) for U ∈ X span the subspace in Eq.5. It follows that dim(Row(c S1 ) + · · · + Row(c S N )) = #X, as required. This completes the proof.
We note that the number of elements in the set X is given by the usual inclusion-exclusion formula for sets. Consequently, by Theorem 1, inclusion-exclusion also holds for the dimension of sums of row spaces in Eq.5, as originally conjectured.
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