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1. Introduction 
Let 91 be a sequence of distinct positive integers 
a, < a<> < a?J < • • •. 
We write A(n) for the number of elements a of 91 with a^n, and similarly 
for other sets. As usual, we put 
||x|| = i n f \ x — n \ (n = 0, ± 1, ± 2 , . . . ) . 
We shall establish the following theorem: 
Theorem I. Suppose that 
, . .. A{2n)—A(n) 
( * ) l i m — ^ — = 
«-•CO l o g l o g n 
and that 
(*) . Z l H I l ^ 0 0 
V*/ a £31 
for every real number 6 in 0<6<l. Then every sufficiently large number is 
representable as the sum of distinct elements of 9f. 
We prove Theorem I in § 2 by the Hardy—Littlewood circle method. 
It will be seen that we do not use quite the full force of the hypotheses. 
By a more refined estimate of the integrals which occur, it would probably 
be possible to weaken the hypotheses further. 
This investigation was touched off by the ingenious paper of BIRCH [1] 
about the representation of integers as the sums of the elements paqft, 
(a = 0, 1, 2 , . . . ; / ? = 0 , 1, 2 , . . . ) , where p,q is a pair of coprime integers. 
His results are an immediate consequence of Theorem I. 
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In § 3 we shall prove the following result, which shows that congruence 
considerations and a very severe condition on the rate of increase of A(n) 
are not alone sufficient to ensure that every sufficiently large numbSr is the 
sum of distinct elements of 91. 
T h e o r e m II. Let s>0 be given. Then there exists a set (S of positive 
integers c, <c2< ••• with the following properties: 
i 
W lim (c„+i—c„)/c,r' = 0 ; 
il—> CD 
(ii) (S contains infinitely many elements in every arithmetic progression; 
(iii) if S(n) denotes the number of integers ^ n which are expressible as the 
sum of distinct elements of S, then S(n) < en for every n. 
Note that (i) implies, in particular, that 
i 
l i m n 2 " C ( / j ) = ? o . 
On the other hand, it is easy to see that any set 9( with 
lim inf n~2IBA(n) > 0 
satisfies condition of Theorem I provided that 91 contains infinitely many 
elements not divisible by any given integer m > 1. 
[Added in proof. Since this was written, my attention has been drawn 
to the paper of ROTH and SZEKERES [7] . Their point of view is rather differ-
ent from mine, since they are primarily interested in the behaviour of the 
number of representations. From' their work it follows, in particular, that 
condition (*) may be weakened provided that condition (%) is appropriately 
strengthened. They do not require such delicate estimates of integrals as are 
needed in this paper.] 
2. Proof of Theorem I 
We shall not apply the Hardy—Littlewood method to the set 91 directly, 
but to a subset £5 of 91. It will clearly be enough to show that every suf-
ficiently large integer is the sum of distinct elements of 33. The set 23 is 
constructed in Lemma. 1. It should perhaps be remarked that, while we have 
^or convenience given explicit numerical values to constants occurring in the 
argument, we have made no attempt to make those values small and have 
estimated quite crudely. 
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L e m m a 1. There is a set 23c:91 and integers M, N with 
such that 
(i) X \\bd\\2>2N + 50 
for all real 6 in the range 2"jV~" ^ 6 ^ .1 — 2~x~2', 
(ii) B(2m+l)—B(2"') i? 220 log2 m (for all mm N), 
(iii) B{2m+1) — B(2'n) 2~° log2 m + 1 (for all. m s M), 
where log» m = log m/log 2. 
First, by (i) of the enunciation of Theorem 1 there is an integer N=^2 4 0 
such that 
(1) A(2n) — A(n) > 22" log2 logo n (for all n m 2X). 
Secondly, by condition (ii) of Theorem I and a routine application of the 
Heine—Borel covering theorem, there is an integer M ^ N such that 
X ||a<?i|2>2;V + 50 
a £31, aS2jV 
for all d in the range 2 \ — 2~N~-. 
The elements b of the set 93 in the range 
0 < b ^ 2 -v 
are taken to be just the elements of 9( in that interval. The elements of 33 
in an interval 
(2) 2 " ' < f i s 2 " ' + 1 (mi=/W) 
are taken to be just any selection of 
[2-° log, m\ + 1 
of the elements of 91 in that interval. (That there are so many elements of 91 
in (2) follows from (1).) The set 23 so constructed clearly has all the required 
properties. 
Let p be a number in the range 
0 < ? < 1 
to be chosen later. The number of representations of an integer n by dis-
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for all sufficiently large n, where 
( 4 ) F W - n < ' + * " 
¿eii I 1 + p" 
Clearly 
(5) ' \F(6)\ =i.l 
for all 6 and 
( 6 ) F ( 0 ) = 1 . 
We choose Q, which is still at our disposal and may vary with n, so that 
the integrand in (3) has stationary phase in the neighbourhood of 6 = 0, 
that is so that 
bQh 
<7> i, CM 1 + 0 
This is possible since the right hand side of (7) increases continuously from 
0 to » as p increases from 0 to 1 — 0. The rest of this § 2 is devoted to 
showing that (3) holds provided that 
(8) ' « > max {2 1 № ,2 2 -" ) 0 [ . 
First we require an estimate of p. It is convenient to work with the 
integer I defined by the inequalities 
(9) 
From now on, n satisfies (8), and q, I are given by (7), (9) respectively. 
L e m m a 2. 
(10) k ^ max {8M, 2-;i""}. 
For, by (7) we have 
n ^ XbQh ^ 2 b + 2 2 bohsi 
ig-a b^'S m^M «»c^M+i 
if i»e® 
(11) ^ 2-" + X (2-11 logo m + 1)2'"+* si i - n + 2 (2-" log« m + 1) 2'"+1 + 
+ 2 (220 log« m + 1)2'"+1 ( l /2 ) 2 ' . "~ m ^ 4 " n + (2P log, I + 1)2'-+\ 
The Lemma now follows from (8) and (11). 
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It is convenient to state for further reference two inequalities involving 
q and I . We do not give the proofs, which are all by a division of the range 
of summation as in the proof of Lemma 2. 






< log,/ , 
Í-6S8 
(1 ) L e m m a 3. Let a, ® be real numbers such that 
4 - < A < 1, I Ö>| < TI. 
1 + oé' 







11 -(- (1 + of—2a s in-(P/2 
I sin <l>/2\ 
1— 2 g 1 — 4 ( ^ / 9 ^ ^ exp {— 4 079.V-}. 
( 1 + a ) 2 
Corollary 1. Suppose that 
(16) 2~*v~1 n ^ k d ^ (2—2" j Y 1)iT. 
Then 
(17) |F(6>)| 
w/ze/'e F(0) /$ g7ve/z (4). 
For 
- , I 1 \0bpibd 
n J1^-
l e 1 » , » « ' " | i - h ? 
In each of the terms of the product we have 
1 
by (9). Hence on applying Lemma 3 to each term, with 
O = QB and ®=±2n\\bdl2n\\, 
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we have 
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where the sum is over b £ 23, b ^ 2 i r . The truth of (17) now follows from 
Lemma 1 (i). 
For 
N ^ m < I 
we write 
' i 
(18) /»(*) = ./;/ . . . . 
6.e» v 1 ~r P 
C o r o l l a r y 2. 
(19) |/x-i(#)| ^ exp {—2 a + 1 0 (loga k)62} 
for all 6 in the range |0| 
By Lemma 3 we have the estimate 
— 4 
9 ye2 ¿ea 
•A-i. 
Since there are at least 220 log 2 (2—1) summands, by Lemma 1 (ii), the re-
quired estimate follows. 




d 0 = (lOgs 
2 
^ 2_x (logs l ) ' i r i exp {—21U (logs ¿)1/0}. 1/2 , -.10 , 
For 
(22) 
and Corollary 3 follows from Corollary 2 with a little calculation. 





1 + a e 0 \•Aгoei'!• 
1 + a \ + a 
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Since 
l o g 1 + a e " p \ = I :—5-T-FT 
d<f> 6 1 1 l+o-- + 2(7cos 0 
is monotone in |<P| g n / l , it is easy to see that the left hand side of (26) 
attains its maximum when <Z> = — i p = ?i;/\6 for fixed o, when 0, ip are 
allowed to vary. Lemma 4 now follows from Lemma 3. 
C o r o l l a r y 1. Let N and let 60> 6.v be two numbers such that 
(25) <9ij sg 2 m~xn. 
Then 
(26) |/m(0o)/,,,(#•)I Si /"" 1 0 , 
where fm(6) is defined in (18). 
For, by Lemma 1 (ii), 
. \MOo)fmm= n OM-FL 
is the product of at least 2-° logo m terms to each of which Lemma 4 applies. 
C o r o l l a r y 2. Let 3 be any interval of length 
(27) | 3 |=§2 - " ' -Vf . 
1 +Qhem<> ] +pljeiW< 
\+9h 1 +o> 
Then 3 can be divided into 3 intervals it, 8,9)c each of length at most 
2'm~-n, so that1) 
(28) | / ( 0 ) | ' ( 0 ^ , 8 ) . 
We may suppose that 3 is closed, so that \fm(d)\ for # £ 3 takes its 
maximum at some tfoCS- If |/M(0o)| = t h e r e is nothing to prove. If 
1/™(0o)|>-J-/n-4 we take for the points of 3 for which \6—d0\ 2~m~'6re. 
By corollary 1 we have 
\fn{6)\ ^ /"-10/l/»(#o)| 4m; 6 
for 0<E3,<9£3№; and the result follows. 
0 We do not exclude the possibility that one of the intervals is empty. 
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L e m m a 5. Let $ be any interval of length ^ 2~St . Then 
(29) | | A - . ( 0 ) | 1 / 2 r f ö É ( I o g 2 A ) - 1 , 2 2 - \ 
We use the rearrangement of functions as explained in H A R D Y , L I T T L E -
W O O D and P Ó L Y A [ 5 ] Chapter X . If u(d) is any continuous positive function 
defined for d then, just for this proof, we denote by u*{6) the symmetric 
rearrangement of a{6)\ that is the unique function defined for 
by the following properties: 
(A) u*(6) is continuous, 
(B) u*{-e) = u*(d), 
(C) u*{6) decreases for 
(D) for any number u0, the set of Q in such that u*(d)>uo 
has the same measure as the set of such that u ( 0 ) > u n . 
If u(6), v{6) are any two positive continuous functions defined in 3 then it 
is easy to see. that 
(30) f u(0)v{0)d0^ J u\d)v*(d)dd). 
3 |0 |==1 |3 | 
(cf. H A R D Y , L I T T L E W O O D and P Ó L Y A [5], Theorem 378). 
In particular, when $ is as above and 
ll{6) = Llh{6) 
1 + Qhem 1/2 
1 +(>i' 
for some integer b with b ^ 2?-, it is obvious that 
Since 
IA-i(^)|1/2== I I u>,(6), 
repeated application of (30) gives 
J l A - i ( 0 ) | md6^ J \f^{6)\n2dd^ j e x p { - 2 2 ^ ( I o g 2 / l ) 6 2 } d d , 
3 |fl|S2-X"17i -CD<0<CD 
by Lemma 3, Corollary 2. 
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L e m m a 6. Let m be any integer in N ^ rn < /. and let 3 be any in-
terval of length 1 = 2~'"~Vc. Then 
Sm(3)(say) = J | I I M6)\mdd< (log, kyU'22'K I I (1 + .«""). 
When m = k—1, this is just Lemma 5. Otherwise we use backwards-
induction on m. Let 8, be the intervals given by Lemma 4, Corollary 4. 
Then, in an obvious notation, 
Sm (3) = sm ( f i ) + Sm (8) + Sm (2ft) 
. s i y m-*Sm+i(&) + y m " 2 S " ' + l + S"'+> <m)' 
since |fn(d)\1 '- s j / n - 2 in ft, £ and | / m ( 6 ) | " : i g 1 in a». The intervals ft, 8, 9№ 
satisfy the condition of the Lemma with m -+-1 instead of m and the result 
follows. 
C o r o l l a r y . Let N^m^l—2 and let 3"' be the interval 
Then 
(31) 5„,(3'") ^ (log« ¿yll22~x j I I ( l + , « " 2 ) - l } . 
For 3'" is the union of 3'"+1 and ft'"+1, where ftm+1 is the interval 
2~'"~27t;< 0 si 2~m~1n\ 
By Lemma 4, Corollary 1, we have 
\fm(0) \ si m~w < m 2 
for since /,„(0) = 0. The required estimate now follows by induc-
tion on applying Lemma 6 with m + 1 for m to the interval ft'"fl instead of 
3, and since 
SM(3m) = S„(3 m + , ) + S » ( r + 1 ) Si S ^ r ^ + ' n ' S , ^ 1 ) . 
L e m m a 7. Let 
(32) ft, = (log2 A)~L>/52-?Vc. 
Then ' 
2 vC-0„ 
(33) J' \F(6)\dd < (log2 ¿)~1/2. 
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The integral in question is twice the integral over the range d o ^ O ^ r r . 
We divide this into 2jV+1 + l subintervals, namely 
• f t : On 2 ~ ' ' y c , 
S: 
W:i: j2~N~1 n: =§ 6 s i (y + 1) 2"*v" Vr (1 j 2'v+1). 
Lemma 3, Corollary 3 gives at once 
<34) J' =i (log, ).)-"-2~k exp {—210 (log, A)1'5} < (log, i y " - , 
>i • 
by (10). 
In the interval 8 we have, by (4) and (18), 
\F{0)\^ U A u m ^ n \rnr--
Hence Lemma 6, Corollary with m = N gives 
<35) (' < (log, l)~x'~2~K{ I ! (1 + , « " 2 ) - l } - 2~k~'17' (log, 
g X^iKX 
Finally, by Lemma 3, Corollary 1, in the intervals Sfy we have 
F(6) 2 " 2 ^ 0 
and so 
<36) n \w)\x':i-
Hence by Lemma 6 with m = N we have 
<37) f s i 2 — (log, l) '1 /22~x 1 1 (1 =s 2 - — (log, A)"1'2. 
ilij 
The truth of the Lemma now follows at once from (34), (35) and (37). 
L e m m a 8. Let 
(38) 0o = ( log, / )" 2 / 52"Vf. 
Then Oo 
(39) '91 ( F{d)ein0dd > 2"x~20 (log, l ) ' m . 
-u„ 
Write 
I 1 4 - 0 i p i w 
<40) Vh(d) = \0g I ^ 
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Then 
V b ( l + ? 6 g f W ) 8 • 
If now 
one readily obtains the estimate 
(41) 
on considering separately the two cases 
so 
and 
b< 2M, so \b0\ ^ 2^(Iog2A)_2/5 ^ n/4, 
by Lemma 2. Hence, using TAYLOR'S theorem with remainder, we have 
(42) 
jQbbß Q^bOf 
. 1 + p 4 J ! + P 6 + 2 ( 1 + ^ ) 2 
Summing over b £ 23 and recollecting that p was chosen so that 
n = Z 
kg« 
we have 
l + P 6 
(43) • | log {F(d)e-™} + TÖ2| ^ £ 
where 
( 4 4 ) 2 T - £ < I + W 
The sums occurring here were estimated in Lemma 2, Corollary. In the 
first place, 
(45) SQb{bdo)3 < 26l+M (logs ).)&l < t t3 230 (logo ¿)"I/5 < 2"4 
by Lemma 2. Further, by Lemma 2, Corollary and (44), 
(46) 2T < 22x+30 logo I = 2To (say). 
By (43), (45), (46) it follows that 
(47) 9t jF(6f)e-in6d6 ^ y J e x p {—rPjdd ^ J e x p {-x^2}dd ^ 
-0O "00 -So 
since Toöo > 1 by (38) and (46). 
A 9 
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The truth of the Lemma now follows from (46) and (47). 
We note now that Lemmas 7, 8 together show that 
di.) F(6)e-in6dd > 0. 
-7t 
This implies (3), and so the truth of the Theorem, as was remarked in the 
discussion that led up to (3). 
3. Proof of Theorem II 
Let ci be any irrational number with bounded partial quotients and let 




L e m m a 9. There are numbers 71 > 0, y-> depending only on a and s, 
such that 
d T ^ j 
for all sufficiently large j. 
We have 
U d ^ - d J i a || ^ | |rf> + 1«| | + \\dja\\ < 2 d : i l l + £ > . 
This gives the left-hand inequality, since a has bounded partial quotients. 
(See, for example, CASSELS [3], Chapter I.) 
Now let dj be given and let p'/q', p"/q", p"'lq"' be the three consecutive 
best approximations to a such that 
Then 
q ^ 4 dr <q < q". 
q' < q'" < ysdr 
where 73 depends only on a , and 
\\q"a\\ = \q"a-p"\<p"^<l-d:i{Hs), \\q"'cc\\ =\q"'a-q"' | < ~d^(1+e\ 
Further, (q"cc—p") and (q"'cc—p'") have opposite signs, so 
min {\\(dj + q")a\\, ||(dj + q"')a\\} =i A d ^ . 
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Hence at least one of the two numbers dj + q" and dj + q'" lies in £> pro-
vided that d j is large enough. This proves the right-hand inequality. 
C o r o l l a r y 1. 
(48) Hra 4 ^ = 0. 
C o r o l l a r y 2. 
(49) 2 > « | [ < ~ . ' 
rig® 
Corollary 1 is immediate. To prove Corollary 2, we note that, by 
(-L j (1+f)) 
2 2 J elements d £ 3) in 2 j <d^ 2-»+1. Hence the 
contribution of the terms with 2-> < d s 2*1 to the sum in (49) is 0 ( 2 " ^ ) . 
Since 2 < 00 the result follows. j We also consider the set £ of integers t > 0 such that 
I \ta\\<±e. •• 
Since cc is irrational, the fractional parts of ncc (n = 1, 2, 3 , . . . ) are uniformly 
distributed, and hence 
lim /r17 r(/2) = 4 - « 
H-HCO 
(see, for example, CASSELS [3], Chapter IV). 
Hence, and by Lemma 9, Corollary 2, there exists an integer N such that 
(50) T(n) < sn (for all ri^N) 
and 
«ies.rfj&v 4 
Denote by © the set of elements c of SD with c ^ N. If s is the sum of dis-
tinct elements of 6, we have clearly 
(51) s ^ N 
and 
l l s a l l = 2 \ \ c a ¡1 < ' T 8 ' 
c g e ^ 
that is, 
(52) s 6 
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The set © has the property (i) of the enunciation of Theorem II by 
Lemma 9, Corollary 1, and it has property (iii) by (50), (51) and (52). It 
remains only to show that © contains infinitely many elements in every 
arithmetic progression, say in lu + v (/ = 0 , 1 , 2 , . . . ) , where « > 0, ¡ ; > 0 are 
fixed integers. That is, we must show that there exist infinitely many inte-
gers I siich that 
lu + vmN, 
(53) \\([u + v)a\\^(lu + v)^l+£). 
But now an old theorem of KHINTCHINE [6] states that if 6 is irrational and 
ft is any real number, then 
( 5 4 ) l i m i n f / | | / 0 + A | | ^ 5 " 1 / 2 . 
í->co • 
This theorem with 6 = ua, ft—vcc certainly implies the existence of infinitely 
many solutions of (53). (For a short proof of a slightly stronger form of 
KHINTCHINE'S theorem see CASSELS [2]. For the latest in this direction see 
DESCOMBES [4 ] . ) 
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