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The concept of a sei of data nodes is a versatile concept that can be extended further, enabling the application of more advanced clustering and classification algorithms. 
I. MTRODUCTION
MULTIBEAM ECHOSOUNDING
Echosounding is a common technique to see underwater, by acoustic means [3]. Different types of sonar systems are typically used for different purposes. Single beam echosounders are used in fisheries applications, to establish fish abundance estimates; hydrographic multibeam sonars are used for seabed mapping; side-scan sonar is often used in studying the seabed habitat, sometimes in combination with data from single beam systems. Multibeam systems collecting data for the full water column have the potential ofbeing valuable in all these different fields at once.
WhiIe the distinct advantage to hydrographic applications is that data processing can now be done or repeated in post-processing, with the possibility of using different parameters for the bottom detection algorithms, the advantages to fisheries and seabed habitat research are more far-reaching. In this paper, the analysis of full water column multibeam backscatter data is placed in a scientific data mining context [5, 6] . Scientific data mining is the process of deriving knowledge and information from large raw scientific data sets, measured or modeled, where the raw data doesn't reveal this derived information in a trivial manner. Aspects of data mining can include statistics, scientific visualization, pattern analysis and artificial intelligence. This is discussed further in section IV. In the next section, an essential data pre-processing step is developed, facilitating further data mining approaches,
III. MODELING AND MODEL INVERSION
A. Modeling the mulfibeam echosounding process
When analyzing data sets resulting kom measurements, it is instructive to pay some consideration to the physical processes that brought the data about. If these processes can be described by means of a model, model inversion techniques can be applied, leading to an interpretation of the measured data [7J
In multibeam echosounding, the underwater environment is the subject of interest, consisting of scatterers in the water column (fish or plankton), as well as the seabed. A multibeam echosounding system registers this underwater environment acoustically, yielding a sequence of acoustic images, whereby each image represents the data for one ping. The resulting data set A includes a sequence of acoustic images (see Fig. l) , as well as the associated meta-data, such as time tag and geographic location.
Data generated by the model M is spitketic data, as opposed to real data sets obtained by real echosounding systems. Statistical analyses of synthetic and real data sets was conducted, and showed that the data distributions of both types of data sets are similar. This finding motivates the further use of synthetically generated data sets in what follows. 
B. Model inversion
The computational multibeam echosounding model described in the previous section is used as a starting point for applying the model inversion technique [7] , working backwards fiom the data to the model input, the 3-dimensional underwater environment, Inverting the model means calculating Y, given A, as follows
Often, an inverse model is not easily available, even though the forward model is known. Models are generally complex system, which are not analytically invertible. This is also the case for the model M in (1). While the acoustic ray tracing component of the model is invertible in principle when random noise effects are suppressed, the subsequent signal processing hctions are not, which means that the multibeam echosounding model M is not invertible overall, and (2) cannot be calculated analytically.
"be situation where the inverse of a known model has to be determined is an inverse problem. There are various approaches to model inversion. The one that is followed here is to approximate Mby an invertible function, say F. If F is invertible, it is possible to calculate F'(A),
where Tz needs to be a close enough approximation of Y for F to be useful. It is essential to choose a model F which is invertible and which approximates M closely. 
B. Deconvolurion as model inversion
with C1 a deconvolution. In order to determine C for a particular model M, a special input set 'PI is created consisting of a single scatterer. The data set AI = M(YI) contains a single acoustic image w i t h a response at the location of the single scatterer. The PSF of the convolution C is now defined in terms of AI, by choosing the local neighborhood o f the response in the output image A,.
CV,) must be close enough to Mwl) for the cboice of the PSF to be considered appropriate. An example is given in Fig. 2 (a)-(c). The PSF of C is used in the deconvolution C', approximating MI. Indeed, it was found that is a good approximation of See Fig. 2 (d) . 
C. Deconvolution for real data sets
In the case of real data, rather than modeled data, the model M is not available. Information about real world echosounding system is not generally released into the public domain by instrument manufxturers, so it is not possible to model such systems accurately. Furthermore, the actual physical conditions of the underwater environment, such as the sound speed, water temperature, salinity etc, are not always known exactly. All of these quantities will affect the propagation and refraction of underwater sound.
As explained in the previous section, finding C' is equivalent to finding an appropriate PSF. In the modeled data, the PSF was defined in terms of the output data of the model, without actual laowledge of the model itself. For this to be possible with real data, a n appropriate data set is needed. Such a data set must include the response of a single scatterer, and it must also be laown where the scatterer was located in the acoustic beam at the time of the ping.
Fortunately, placing a single scatterer (such as a calibration sphere) in the acoustic beam in a known location is part of the echosounder calibration procedure 13, 111 . This means that in practice, anyone undertaking serious fisheries work with a multibeam instrument will have the required data set available to construct the PSF needed for the deconvolution C'.
It must be noted that in general the response of a multibeam system is sensitive to the actual location of the point target.
Calibration of a multibeam system is essentially a procedure to capture such variability, and includes the calculation of appropriate parameters to correct for this effect [SI] . It is anticipated that the variability in response is minimized in a correctly calibrated system, which means that the PSF derived from fully calibrated data will be faiily well defmed, although some angular averaging may be required.
D. R~s M~~s and intetpreiaiion
The outcome of the deconvolution (4) in the previous section is a data set derived tiom the original multibeam measurements A. In a real world system, the measurements A are the only information available, A calibration data set will allow for the calculation of a PSF to be used in the calculation of C' of A.
It can be seen from (1) and (4), that Y, the input to the model M, is a set of point scatterers, whereas the output A is a sequence of acoustic images. Consequently, the application of C' to A results in a set of images too, C l .
In fact, as can be seen from The elements si are referred to as soundings, maintaining consistency and analogy with hydrographic multibeam applications. It is important to note that, as in hydrography, a sounding is not necessarily a point scatterer in the water. Rather, it is a conceptual measurement indicating the presence of a general object in the water, which could be an extended or solid object, such as a dense fish school, or the seabed. Soundings are spatio-temporal measurements of backscatter intensity. A sounding s can be written in terms of its components as s = (1, t, b),
w i t h x the spatial coordinates, t the time stamp and b the backscatter value.
The set of soundings Y' is a direct approximation of the underwater environment that was measured by the multibeam system. It is no longer the set of measurements, it is an estimate of the subject of the measurements.
In the next section, the analysis of the set of soundings is placed in a data mining context.
IV. SCIENTJFIC DATA MINING
Model inversion leads to an alternative description of the measured data set. In the previous section it is shown that model inversion can be achieved by applying a deconvolution to the measured data set. In this section it is demonstxated that the resulting data set form a valuable basis for the application of simple yet powerful, as well as more sophisticated data mining techniques.
Data mining is the process of deriving knowledge and information fkom data sets which do not reveal this knowledge or information in a trivial manner [5, 6] . In fact, the model inversion can be regarded as a data pre-processing step in a data mining procedure. As such, the pre-processing of the data prepares the data for further analysis. Derived forms of the original data set are referred to as data products. They can be closely related to the original data, or they can be summarized or abstracted descriptions of it. Data products are instantiations or derivations of the original data, which are either useful directly, or can be used as a basis for further analysis.
A . 7he sel ofsomdings as a basic dataproducf
The set of soundings (5) is the result of the application of a deconvolution to the original multibeam measurements. As such, the set Y is a data product; it is a processed version of the original data set.
It is a useful data product in its own right, in that the visualization of the soundings in three dimensions provides a new view on the data, which may not have been obvious fiom studying the raw image sequences. The visualization in Fig. 3 (a) is obtained by plotting tbe soundings s at their spatial coordinate 
B. Deriveddataproducfs
The visualization m Fig. 3 {a) is a very simple Visual representation of Y'. More sophisticated visualizations are possible, for example color-coding the soundings by the value of their backscatter intensity 6, or by extending the three dimensional representation with a time dimension, thus allowing for a representation of the temporal coordinate f, or even by combining these two variations.
In addition to just creating alternative graphical representations, it is also possible to employ the set of soundings Y' to derive additional information. For example, it is clear that some soundings will belong together in a logical way, in the sense that they are most likely resulting from the same object in the underwater environment, such as a fish school or the seabed, or any other underwater feature.
In order to derive such higher-level information, the soundings in Y' must be clustered into disjoint subsets Y j , where each subset represents a higher-level object in the underwater environment.
There is a variety of clustering algorithms available [13]. Many algorithms are designed to work on a vector of attributes or features, but some are specifically tuned to spatial clustering. A relatively recent and popular clustering algorithm is DBSCAN [14] , which stands for DensityBased Spotid Clustering of Applicufions with Noise. It overcomes some of the problems of the family of the more conventional k-means based clustering algorithms [13]. In particular, it doesn't require the number of clusters to be specified beforehand. Furthermore, it adjusts to local data densities, which is particularly useful in the application at band, because denser distributions of soundings are likely to indicate coherent objects, and hence should be grouped into clusters. Soundings that can't be included in any cluster are identified as noise. Fig. 3 (b) shows the result of applying the DBSCAN algorithm to the spatial coordinates of the soundings in Fig. 3 (a) . In Fig. 3 @) , the soundings are color-coded according to cluster. Soundings with the same color are found to belong to the same cluster and are therefore likely to be representations of the same higher-level object. It can be seen that three clusters were identified by DBSCAN, two representing fish schools, and one representing the seabed. The soundings that were identified as noise are removed, they are not plotted in Fig. 3 
CO),
This information is truly new; it was in no way incorporated into the original multibeam measurements. The clusters form a new data product.
Provided with the cluster information, the 3D visualization can be enhanced by visually grouping soundings of clusters together in coherent spatial objects. This is done by applying a Delaunay triangulation to create a spatial mesh for each object [l5, 161. An example is given in Fig. 3 (c) .
(C) Fig. 3. (a) A set of soundings, @) the soundings, color-coded per clusler, the noisy Ones removed, (c) the soundings in each cluster as 3D objects.
C. Further work
As demonstrated in the previous section, the set of soundings '€" forms a practical and useful basis for further analysis work. So far, only the spatial components x of the soundings (6) have been utilized.
Furthermore, it is anticipated that a numbm of features other than the backscattering strength can be associated with each sounding, extending the concept o f sounding to the more general data node n, n = (x. M,
where x and t are as in (6), andfis a feature vector.
A set of spatio-temporal data nodes is obtained, allowing for the application of more advanced clustering and classification algorithms. This is the focus of ongoing research.
V. CONCLUSION
It was identified that the analysis of multibeam midwater data poses some significant challenges. The problem is being approached from the scientific data mining perspective, identifying the technique of deconvolution as a suitable model inversion method to prepare the raw multibeam measurements for further analysis. Some clustering and visuaIization techniques are proposed to handle the deconvohted data sets. It is expected that this approach will lead to further promising results in the near future.
