We prove the W [2]-completeness of the feature subset selection problem when the cardinality of the subset is the parameter. Aside from the many applications the problem has in the data mining literature, the problem is highly relevant in Computational Biology since it arises in differential gene expression analysis using microarray technologies. It is also related to genetic-based prognosis and regulatory interaction discovery using DNA chip technologies.
Introduction
Interpreting the functional relationships between genes appears as one of the greatest challenges to be addressed by scientists [7, 12] . This task has posed very interesting optimization problems. Among these, one can cite the conspicuous Feature Set problem. According to Davies and Russell [3] , the decision version of this problem is defined as follows:
• Input: A set X of examples (which are composed of a binary value specifying the value of the target feature and a vector of n binary values specifying the values of the other features) and an integer k > 0.
• Question: Does there exist a set S of k non-target features (S ⊆ {1, · · · , n}) such that no two examples in X that have identical values for all the features in S have different values for the target feature ?
The Feature Set problem emerges as a crucial component in areas such as gene discovery, disease diagnosis, drug discovery or pharmacogenomics, toxicogenomics [10] , cancer research [8] , and predictive genomic medicine just to mention a few. For example, diagnostic classifiers for preventing diseases, such as cancer, can be built on the basis of labeled data sets, obtained by measuring the expression levels of a number of genes in two kinds of tissue, one with a tumor and the other of a non-tumor. Determining the relevant genes for prognosis purposes can be clearly reduced to Feature Set. A similar scenario can be found in the inference of Boolean Networks for modeling gene regulation mechanisms and/or genetic networks [1, 6] . In this case, each gene and each biological stimulus (i.e., any chemical or physical factor that influences the genetic network and is itself neither a gene nor a gene product) is represented by a node in a directed graph. A Boolean function is assigned to each of these nodes in order to determine the expression level (expressed or non-expressed ) of the corresponding gene product according to the expression levels of other gene products (incoming arcs in the graph). Obviously, these incoming arcs must allow constructing a truth table matching experimental data. Again, selecting appropriate inputs for each node can be casted as a Feature Set instance.
It is interesting to note that Feature Set can be shown to be N P -complete by a reduction from Vertex Cover [3] . This work is concerned with its parameterized complexity though. In this sense, it is natural to consider the parameterized version of Feature Set in which the cardinality of the set is the parameter. Consider that a large number of expression levels can be measured in the same experiment using the DNA microarray [2] technology, but only a few observations can be done (typically the ratio of these two is on the order of 1/100). Hence, large feature sets are prone to overfitting. Additionally, small feature sets play a central role in many supervised learning problems for several reasons, e.g., generalization performance, running time requirements, and problem-dependent interpretational issues among others. This is precisely the case of learning approaches based on support vector machines [11] , one of the most popular pattern recognition tools currently used for genomic information interpretation.
The main result of this work is showing that this parameterized version of Feature Set is W [2] -complete. This is done in the next section.
Parameterized Complexity of Feature Set
In order to analyze the parameterized complexity of the Feature Set problem, let us conveniently reformulate the problem as follows:
, and an integer k > 0.
• Question: Does there exist a feature set S, S ⊆ {1, · · · , n}, with |S| = k and such that for all pairs of examples i = j, if
Now, the main result of this section can be stated in the following proposition: [4] ) will be shown. The source problem is defined as follows:
• Instance: An undirected graph G(V, E), with |V | = n, an integer k > 0.
• Question:
The size of the set D will be the parameter. Now, a parametric transformation from a parameterized language L to a parameterized language L is an algorithm that transforms a pair x, k into a pair x , k such that k = g(k), and the computation is accomplished in TIME(f (k)|x| c ), where |x| is the size of x, c is a constant, and f, g are arbitrary functions.
Let L be the Dominating Set problem, and let L be the Feature Set problem. Let the Boolean matrix X represent an instance of L . The reduction is done as follows: The first n rows of X encode the solid neighborhood of every node v ∈ V , i.e., x
The (n + 1)-th row of X represents a null example, i.e., x (n+1) j = 0, 1 ≤ j ≤ n, and t (n+1) = 0. Clearly, this reduction can be done in TIME (n 2 ). Now, it will be shown that D ⊆ V is a valid solution of the Dominating Set problem having G(V, E), k as input if, and only if, D is a valid solution of the corresponding reduced instance X, k of the Feature Set problem.
First, assume that D is a solution of L. Then, for every w / ∈ D, there exists v ∈ D such that (v, w) ∈ E. This means that for every
It is easy to see that the vertex indexes in D define a set S which is a solution of L , since the only way for not being a feature set is having row r (r ≤ n) with 0s at all the positions indicated by S.
Conversely, assume that S is a solution of L . This means that for all
l . By the construction process, there exists only one example (the null example) which has a different output. Then if S is a solution we have that for all i = n + 1 exists at least one l (which we can denote as l(i)) such that
l(i) = 1. This means that all vertices in V are connected by an edge to a vertex defined by the set S. Hence S induces a dominating set in V . Since k = k and the instance can be constructed in TIME (|x|), the proof is completed.
Feature Set belongs to W[2]
The proof of membership to W [2] is done via Boolean circuits. It is shown that a circuit allowed by the definition of W * [2] can be constructed such that the existence of satisfying weight-k input (the weight of a Boolean vector is the number of 1s in it) implies the existence of a weight-k solution of the Feature Set problem instance (notice that different circuits can be defined for different values of k). Since W * [2] = W [2] (see [5] ), this completes the proof.
Similarly to [4] , let V = {v [b, i] : b = 1, 2, · · · , k and i = 1, 2, · · · , n} be the inputs of the circuit. V can be viewed as a set of k "choice blocks" of size n. The circuit will be defined so as to require that any satisfying truth assignment make exactly one variable in each of these blocks true, thus indicating a set of k variables. Let us now define the following expressions:
It is easy to see that E 1 is true if, and only if, exactly k different variables are selected as input (one in each block). Now, consider the expressions below: 
Conclusions
This work has studied the parameterized complexity of Feature Set, a crucial problem for gene expression data mining. It has been shown that the problem is W [2]-complete. This highlights the intrinsic difficulty of approaching arbitrary instances of this problem via exact algorithms, thus suggesting two main lines for future developments. On one hand, the identification of tractable subclasses of the problem can be approached. In this sense, we have some preliminary results regarding the number of active bits per example. On the other hand, the use of heuristic techniques (e.g., memetic algorithms [9] ) for solving this problem is an appealing option. This raises interesting theoretical issues, mainly with respect to the innards of recombination procedures for this problem. Work is in progress in this area as well.
