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a b s t r a c t
In a series of seminal papers, Thomas J. Stieltjes (1856–1894) gave an elegant electrostatic
interpretation for the zeros of classical families of orthogonal polynomials, such as Jacobi,
Hermite and Laguerre polynomials. More generally, he extended this approach to the
zeros of polynomial solutions of certain second-order linear differential equations (Lamé
equations), the so-called Heine–Stieltjes polynomials.
In this paper, a class of electrostatic equilibrium problems in R, where the free unit
charges x1, . . . , xn ∈ R are in presence of a finite family of ‘‘attractors’’ (i.e., negative
charges) z1, . . . , zm ∈ C\R, is considered and its connectionwith certain class of Lamé-type
equations is shown. In addition, we study the situation when both n → ∞ and m → ∞,
by analyzing the corresponding (continuous) equilibrium problem in presence of a certain
class of external fields.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Interest in the electrostatic interpretation of zeros of certain well-known families of polynomials arose from the seminal
works by Stieltjes about Jacobi, Laguerre, Hermite and Heine–Stieltjes polynomials (see [1–4]). In order to make this paper
self-contained, it is convenient to briefly recall that last case. Indeed, let us consider n free unit charges, placed at points
x1, . . . , xn in the real interval (a0, ap), and p+ 1 positive charges ρk, k = 0, . . . , p, placed at ak, k = 0, . . . , p, respectively,
with a0 < a1 < · · · < ap−1 < ap. If a mutual interaction according the logarithmic potential is assumed, the (discrete)
energy of the system is given by
E(x1, . . . , xn) = −
−
i<j
ln |xi − xj| −
p−
k=0
ρk
n−
i=1
ln |ak − xi|.
Following the same approach used for Jacobi polynomials, Stieltjes showed that for the equilibrium positions,
(x∗1, . . . , x∗n), the associated monic polynomials y(x) =
∏n
j=1(x − x∗j ) (Heine–Stieltjes polynomials) are solutions of the
Lamé differential equation
A(x)y′′ + B(x)y′ + C(x)y = 0, (1)
where A(x) =∏pk=0(x− ak) ∈ Pp+1 and B ∈ Pp : B(x)A(x) =∑pk=0 ρkx−ak , for some polynomial C ∈ Pp−1 (Van Vleck polynomial).
Heine [5] and Stieltjes [1] showed that there exist

n+p−1
p−1

polynomials C ∈ Pp−1 for which the Lamé differential equation
has a unique polynomial solution y = yn of exact degree n, with n simple zeros located in (a0, ap). The number of admissible
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Van Vleck polynomials agrees with the number of ways to put n balls in p cells. It is easy to see that (1) recovers the Jacobi
case for p = 1. For p = 2, we have the so-called Heun differential equation (see e.g. [6]).
This electrostatic model has been used in [7] to obtain the asymptotics of Heine–Stieltjes polynomials when n, that is,
the number of free charges, increases to infinity. During the last century, several extensions of the model above have taken
place (see [8] and references therein), but only in a few was the positivity of the residues ρk omitted, equivalently, only in
a few was the presence of attractive fixed charges allowed. Indeed, we only have some recent attempts in [9–11]. However,
the problem when dealing with negative residues remains essentially open. In this sense, in a recent paper, Grinshpan [12]
characterized the stable equilibrium of n positive unit charges on the unit circle T in the field generated by n negative unit
charges in C \ (T∪ {0}) and showed that they are zeros of a Heine–Stieltjes polynomial satisfying a generalized differential
equation with coefficients that are symmetric with respect to T. Furthermore, in [13], the equilibrium problem analyzed
in [12] was extended to themore general situationwhere the field is generated bym(n) ∈ N negative charges inC\(T∪{0})
with values−ωnk, with ωnk > 0. Moreover, in [13], the authors studied the asymptotic behavior of the Heine–Stieltjes and
Van Vleck polynomials above when n →∞ and the total mass of the negative charges,∑m(n)k=1 ωnk, increases with n.
In the present paper, we are concerned with the natural counterpart of the model treated in [13], when the unit circle T
is replaced by R. The analysis carried out in the following sections is motivated in [12,13,7]. In Section 2, a family of discrete
equilibrium problems in the real axis is considered, while in Section 3, asymptotics of the corresponding Heine–Stieltjes
polynomials are studied by passing from discrete to continuous equilibrium problems. Finally, the last section is devoted to
analyzing some particular cases.
2. An equilibrium problem in R
Let m, n ∈ N and consider m prescribed negative charges −ωk < 0, k = 1, . . . ,m, placed, respectively, at points
zk ∈ C \ R, k = 1, . . . ,m. Thus, if we denote by xk ∈ R, k = 1, . . . , n, the positions of n free positive unit charges, the
(logarithmic) energy of the system is given by
E(x1, . . . , xn) = −
−
1≤j<k≤n
log |xk − xj| +
n−
j=1
m−
k=1
ωk log |zk − xj|, (2)
and the equilibrium condition (in order to minimize (2)) is given by the fact that the resultant force at each xj should be
orthogonal to the real line; that is,−
k≠j
1
xj − xk − Re

m−
k=1
ωk
xj − zk

= 0, j = 1, . . . , n. (3)
Hereafter, let us denote by
s =
m−
k=1
ωk (4)
the total charge of the prescribed charges. Then, we have the following.
Theorem 1. If s > n − 1, the energy functional (2) has a global minimum in Rn. This minimum is attained at a point
(x∗1, . . . , x∗n) ∈ Rn, where−∞ < x∗1 < · · · < x∗n < +∞.
Proof. This is equivalent to considering the problem of finding the global maximum of the function
T (x1, . . . , xn) = exp{−E(x1, . . . , xn)} =
∏
1≤j<k≤n
|xk − xj|
n∏
j=1
m∏
k=1
|zk − xj|ωk
. (5)
First, let us show that T (x1, . . . , xn) is bounded by a positive constant when s ≥ n− 1. This conclusion is clear for the case
where the charges ωk, k = 1, . . . ,m, are positive integers. Indeed, taking into account that
|xk − xj|
|xk − zp| |xj − zq| <
1
|Im(zp)| +
1
|Im(zq)| +
|zp − zq|
|Im(zp)| |Im(zq)| ,
it is easy to see that T (x1, . . . , xn) < F(z1, . . . , zm), where F(z1, . . . , zm) is a bounded continuous function of z1, . . . , zm.
Finally, for the general case where ωk are arbitrary positive real numbers, for each xj we can choose z∗j ∈ {z1, . . . , zm} such
that |z∗j − xj| ≤ |zk − xj|, k = 1, . . . ,m, and then
T (x1, . . . , xn) ≤
∏
1≤j<k≤n
|xk − xj|
n∏
j=1
|z∗j − xj|s
,
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from which the boundedness follows similarly as above. In addition, it is immediate that the maximum should be attained
at a point x∗ = (x∗1, . . . , x∗n) ∈ Rn with x∗j ≠ x∗k if j ≠ k (if not, we would have that T (x∗) = 0). Finally, it is also easy to check
that, when s(n) > n− 1, we can assert that−∞ < x∗1 < · · · < x∗n < +∞. 
Remark 1. Condition s > n− 1 for the boundedness of T (x) is sharp. Indeed, suppose that positions x1, . . . , xn−1 are fixed
and take limits when xn tends to infinity. Then, we have
lim
xn→∞
T (x1, . . . , xn−1; xn) = lim
xn→∞
axn−1n
bxsn
,
where a, b are positive constants depending on x1, . . . , xn−1 and z1, . . . , zm. Thus, if s < n− 1, the energy functional (5) is
unbounded, while when s = n− 1 it is bounded but attains its global maximum for xn = ∞.
2.1. Connection with Lamé-type differential equations
So, when s > n−1, there exists at least a global minimum of the logarithmic energy, and it is not attained at ‘‘boundary’’
points. Hence, this global minimum is a critical point of (2) and, thus, x∗ = (x∗1, . . . , x∗n) should verify that ∇E(x∗) = 0. But
this is just the equilibrium condition (3), which may be rewritten in the form
2
−
k≠j
1
x∗j − x∗k
−
m−
k=1
ωk

1
x∗j − zk
+ 1
x∗j − zk

= 0, j = 1, . . . , n. (6)
Observe that (6) is satisfied not only for the equilibrium configuration (in the sense of the global minimum of the energy
functional), but also for any other critical configuration (stationary point of the energy functional).
Now, denoting
q(z) =
n∏
j=1
(z − x∗j ), A(z) =
m∏
k=1
(z − zk)(z − zk), P(z) =
m∏
k=1
((z − zk)(z − zk))ωk , (7)
and setting B = −A P ′P , which is a polynomial of degree 2m− 1, we have
q′′(x∗j )
q′(x∗j )
+ B(x
∗
j )
A(x∗j )
= 0, j = 1, . . . , n.
Hence, it is easy to conclude that the polynomial (Aq′′ + Bq′) ∈ P2m+n−2 vanishes at each x∗j , j = 1, . . . , n. Therefore, there
exists a unique polynomial C ∈ P2m−2 such that
Aq′′ + Bq′ + Cq = 0. (8)
Thus, as in the classical setting, it has been established that the polynomial whose zeros define the equilibrium
configuration (or any other critical configuration) of the energy functional (2) satisfies the Lamé differential equation (8).
Reciprocally, from the classical Heine result [5], it follows that there exist atmost

n+2m−2
2m−2

VanVleck polynomials forwhich
(8) admits a polynomial solution of degree n. It is easy to see, by tracing back the steps above, that each of these polynomial
solutions corresponds to a configuration (x1, . . . , xn) satisfying (6).
Therefore, similarly as in the classical Stieltjes setting, equilibrium (or critical) configurations of energy functionals of type
(2) are linked with polynomial solutions of certain generalized Lamé differential equations. In this sense, it is convenient to
make an overview on recent advances in the latter topic. To this end, let us mention that in [14,15] the authors deal with
polynomial eigenfunctions of differential operators of the type
T =
k−
j=1
QjDj, (9)
where degQj ≤ j, j = 1, . . . , k, with equality for at least one j. They distinguish between the so-called nondegenerate case
(when degQk = k) and the degenerate one (when degQk < k). Then, in [15], it was proved that the counting measures of
zeros of the polynomial eigenfunctions of (9) in the nondegenerate case are weakly convergent to a measure compactly
supported on a set of critical trajectories connecting the zeros of Qk (singular points of the corresponding differential
equation). In contrast, for the degenerate case, it was shown in [14] that the zeros of the eigenpolynomials pn are unbounded
when n →∞. Observe that Jacobi polynomials are very simple instances (k = 2) for the nondegerate case, while Laguerre
and Hermite families correspond to the degenerate one. In a series of papers, several authors have studied Jacobi and
Laguerre polynomials with varying parameters (see e.g. [16–21]). In terms of the differential operator (9) this means that
the polynomial coefficient Q1 depends on n. In the present paper, as in [12,13], the ‘‘leading’’ coefficient Q2 in general also
depends on n, and we have that both the degrees of Q1 and Q2 increase with n.
On the other hand, the so-called Fuchs index of the differential operator (9) is defined (see [22]) as the number
r = max
j=1,...,k
(degQj − j),
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and (9) is said to be a ‘‘higher Lamé operator’’ if r ≥ 0, and it is called ‘‘exactly solvable’’ when r = 0. In addition, it is called
‘‘nondegenerate’’ when degQk = k + r (the last is a natural condition equivalent to the requirement that the differential
operator has a regular or a regular singular point at∞). For the differential operator considered in the present paper, (8), we
have that degQ2 = 2m and degQ1 = 2m− 1. Thus, r = 2m− 2 ≥ 0, and then for each n ∈ N our differential operator is a
nondegenerate higher Lamé operator. Consequently, an extension of classical Heine result ([22, Theorem 4]) may be applied
in order to guarantee that for any n ≥ 0 there exist exactly  n+rr  distinct Van Vleck polynomials C whose corresponding
Heine–Stieltjes polynomials of degree n are unique (up to a constant factor).
Finally, let us mention that in [23] an electrostatic model where all the prescribed charges are unitary ‘‘attractors’’ is
considered; that is, all the residues of (B/A) in (8) are equal to−1. The Grinshpan model is a particular case of this general
setting. However, most of [23] is related to the casewhere the attractors belong to the real axis. In this case, as seems natural,
all the equilibria are unstable.
2.2. The unicity problem
Once the existence of at least a global minimum of the energy functional (2) is guaranteed, we are now concerned with
its unicity. First, take into account that, in general, the global minimum of the energy problem (2) is not unique. To see this,
it is sufficient to consider the following simple example. Suppose that we have a single free positive unit charge in R in the
presence of two negative unit charges placed at z1 = 1 + ai and z2 = −1 + ai, where a ≠ 0 is a real number. Thus, in our
case, n = 1,m = 2 and s = 2. The equilibrium condition (6) yields for the position x ∈ R of the single free charge
2x

x2 − (1− a2) = 0.
Thus, if |a| ≥ 1, (2) has a single minimum at the origin; but when |a| < 1, there are two minima at points x± = ±
√
1− a2.
However, unicity holds if we restrict ourselves to the original Grinshpan setting [12], where s = n and ωk is a positive
integer for k = 1, . . . ,m. In this particular situation, we have the following.
Theorem 2. If s = n and ωk ∈ Z+, k = 1, . . . ,m, the energy functional (2) has a unique global minimum x∗ =

x∗1, . . . , x∗n

,
with −∞ < x∗1 < · · · < x∗n < +∞. Moreover, this minimum is the unique critical point of (2), that is, the minimum is the
unique solution of (6) satisfying −∞ < x1 < · · · < xn < +∞.
Proof. Let x∗ = x∗1, . . . , x∗n be a solution of (6) (there exists at least such a solution, the global minimum). First, see that it
is a minimum of (2). Set
Vj(z) = P1/2n (z)

z − x∗j

q(z)
, with z ∈ C, for j = 1, 2, . . . , n,
with Pn and q given by (7), where the branch of the square root is taken so that P
1/2
n is positive and holomorphic in R. Thus,
we have that
Vj

x∗j
 = P1/2n
q′
(x∗j ),
∂E
∂xj

x∗
 = 0 = V ′j
Vj

x∗j

,
∂2E
∂x2j

x∗
 = V ′′j
Vj

x∗j

and by l’Hospital’s rule we obtain that
V 2j

x∗j
 ∂2E
∂x2j

x∗
 = lim
z→x∗j
V 2j (z)− V 2j

x∗j

z − x∗j
2 . (10)
On the other hand, let the polynomial
S(z) = q2(z)
n−
k=1
V 2k

x∗k
 1
z − x∗k
2 .
Thus, since
S ′(x∗j )
S(x∗j )
= 2
−
k≠j
1
(x∗j − x∗k)
, for j = 1, 2, . . . , n,
and
P ′n(z)
Pn(z)
=
m−
k=1
ωk

1
(z − zk) +
1
(z − zk)

, z ∈ C, z ≠ zk, for k = 1, . . . ,m,
we conclude that polynomials Pn(z) and S(z) agree together with their derivatives at each point x∗j , for j = 1, 2, . . . , n, and
so
Pn(z)− S(z) = q2(z).
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Therefore, coming back to (10), we obtain
V 2j

x∗j
 ∂2E
∂x2j

x∗
 = 1+ n−
k≠j
V 2k

x∗k
 1
z − x∗k
2 , for j = 1, 2, . . . , n.
Thus, since ∂
2E
∂xj∂xk
(x∗) = −1
x∗j −x∗k
2 for k ≠ j, we have

∂2E
∂xj∂xk

x∗
n
j,k=1
·

V 2j

x∗j
n
j=1
t = (1)nj=1t > 0,
and by [24, Theorem 3.1], the matrix

∂2E
∂xj∂xk
(x∗)
n
j,k=1
is positive definite, and so x∗ is a minimum.
Now, let us show that x∗ is the unique solution of (6). Indeed, proceeding as in [12], we have that if there exist two distinct
solutions of (6), x∗ andx∗, then there exist two distinct polynomials q(z) = ∏nj=1(z − x∗j ) andq (z) = ∏nj=1(z −x∗j ), with
−∞ < x∗1 < · · · < x∗n < +∞ and−∞ <x∗1 < · · · <x∗n < +∞, such that, for z ∈ C,
q2(z)

1+
n−
k=1
ak
z − x∗k
2

= q 2(z)1+ n−
k=1
a˜k
z −x∗k2

,
where ak andak are positive numbers. Since
q2(z)
z − x∗k
2 , q 2(z)z −x∗k2 , for k = 1, . . . , n,
are linearly dependent real polynomials on C, then there exist real numbers uk and vk (not all zero) such that, for z ∈ C,
q2(z)

1+
n−
k=1
ak + tuk
z − x∗k
2

= q 2(z)1+ n−
k=1
a˜k + tvk
z −x∗k2

,
where t is a real parameter. When |t| is small, the numbers ak + tuk andak + tvk are all positive. Thus, choosing t of the
smallest absolute value so that at least one of them vanishes, we have that both sides of the last identity must have at
least one common factor of the form

z − x∗k
2, which can therefore be removed. Repeating this procedure if necessary, we
conclude after finitely many steps that q2(z) = q 2(z), which is a contradiction. 
Remark 2. In the case analyzed in Theorem 2, it was shown that the unique global minimumwas, in fact, the unique critical
point of E, and so, the unique eigenpolynomial of degree n of the corresponding higher Lamé operator having n different
real zeros. Therefore, the zeros of the other eigenpolynomials of degree n (associated to different Van Vleck polynomials),
whose existence is assured by [22, Theorem 4], should be not all real.
Remark 3. Since the connection between the equilibrium (or critical) configurations for the energy functional (2) and
the polynomial solutions of the Lamé-type differential equation (8) has been established, it seems natural to ask if, once
the Van Vleck polynomial C is fixed in (8), we have a unique polynomial solution q of this differential equation. In this
sense, suppose that r is other polynomial solution of (8); then, using the well-known expression for the Wronskian, we
have
W (q, r) = q′r − qr ′ = const P, (11)
with P given by (7). Thus, it is clear that, if some ωk is not an integer (i.e., if P is not a polynomial), then const = 0 and,
hence, q and r should be linearly dependent. In contrast, when all ωk are positive integers and, hence, P is polynomial,
other independent polynomial solutions of (8) may arise, and they also may have only real zeros. But from (11), and taking
into account that P has exact degree 2s and s > n − 1, we have that any other independent solution r should be a
polynomial of degree ≥ n + 1 and, hence, q is still the unique solution of degree n. This conclusion agrees with the result
in [22, Theorem 4].
2.3. Two simple examples
It is illustrative to consider some simple instances of the equilibrium problem considered in this section. First, we are
concerned with the particular case where, for each n ∈ N, a single attractive charge of value s(n), placed at a fixed point,
say, a = βi (that is, m(n) = 1), is handled. In this particular case, An(z) = A(z) = z2 + β2 and Bn(z) = −2s(n)z and, thus,
we have that our Heine–Stieltjes polynomial y = qn satisfies the differential equation
(z2 + β2)y′′ − 2s(n)zy′ + n(2s(n)− n+ 1)y = 0. (12)
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By a simple linear change of variable, it is easy to rewrite (12) in terms of the well-known differential equation for Jacobi
polynomials. In this case, when s(n) is not a natural number, the unique polynomial solution of (12) is given by
qn(z) = P (−1−s(n),−1−s(n))n

− i
β
z

.
In contrast, if s(n) is a positive integer, then (12) admits another independent polynomial solution, of degree 2s − n + 1,
which could be given in terms of hypergeometric functions (see [25, Ch. IV]), namely
r2s−n+1(z) =

1+ iz
β
s+1
F

s− n+ 1, n− s; s+ 2; β + ix
2β

.
Thus, in this case the general solution of (12) is given by
y(x) = Aqn(x)+ Br2s−n+1(x),
with A, B arbitrary constants, in such a way that for suitable choices of constants A and B there always exists another
polynomial solution independent of qn with all its zeros being real numbers. However, since we assume that s(n) > n− 1,
we have that 2s− n+ 1 ≥ 2n− n+ 1 = n+ 1, and thus, even in this case qn will be the unique polynomial solution of (12)
with real zeros and exact degree n.
Remark 4. From the results of this section and the considerations on the particular case corresponding to the Lamé equation
(12), an easy electrostatic interpretation for Gegenbauer polynomials with a large negative parameter easily follows.
Our second simple example deals with the situation when the same charge placed on fixed symmetric points, a = α+βi
and −a = −α + βi, is prescribed for each n. In this case, An(z) = A(z) = ((z − α)2 + β2)((z + α)2 + β2) and
Bn(z) = −s(n)z(z2−α2+β2). Therefore, taking into account the symmetry of the problem,we have that the Heine–Stieltjes
polynomial y = qn corresponding to the global minimum verifies the differential equation
((z − α)2 + β2)((z + α)2 + β2)y′′ − 2s(n)z(z2 − α2 + β2)y′ + n(2s(n)− n+ 1)(z2 + dn)y = 0,
where the coefficient dn ∈ R and, thus, for each n the VanVleck polynomial has a pair of symmetric (real or purely imaginary)
zeros±√dn.
3. Asymptotic study: from a discrete to a continuous equilibrium problem
For the asymptotic study,we need to consider continuous equilibriumproblems. Thus, it seems convenient to recall some
topics in (logarithmic) potential theory (see e.g. [26] for details). First, recall the notion of admissible weights (see [26, Def.
I.1.1]). Given a closed set Σ ⊂ C, we say that a function ω : Σ −→ [0,∞) is an admissible weight on Σ if the following
conditions are satisfied:
(i) ω is upper semi-continuous;
(ii) the set {z ∈ Σ : ω(z) > 0} has positive (logarithmic) capacity;
(iii) ifΣ is unbounded, then lim|z|→∞,z∈Σ |z|ω(z) = 0.
Given such an admissible weight ω in the closed setΣ , and setting ϕ(z) = − logω(z) (the so-called external field), we
know (see e.g. [26, Ch. I]) that there exists a unique measureµω , with (compact) support inΣ , for which the infimum of the
weighted (logarithmic) energy,
Iω(µ) = −
∫∫
log |z − x|dµ(z)dµ(x)+ 2
∫
ϕ(x)dµ(x), µ ∈ M(Σ),
is attained, where, as usual, M(Σ) denotes the collection of all positive unit Borel measures supported in Σ . Moreover,
setting Fω = Iω(µω)−

ϕdµω , we have the following property, which uniquely characterizes both the equilibriummeasure
µω and its support suppµω:
V (µω, z)+ ϕ(z)
≤ Fω, for z ∈ suppµω,
≥ Fω, for quasi-every z ∈ Σ,
where for a measure σ ,
V (σ , z) = −
∫
log |z − x|dσ(x),
and a property is said to be satisfied for ‘‘quasi-every’’ z in a certain set, if it holds except in a possible subset of zero capacity.
The support of the equilibrium measure, suppµω , is uniquely characterized by the fact that it maximizes the functional
F(K) = log cap(K)−
∫
ϕdµK (13)
among all the compact subsets K of Σ , where µK denotes the Robin measure for the compact K . This functional is usually
called the ‘‘F-functional’’, and it was introduced in [27].
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Consider now a sequence of equilibrium problems of the kind treated in Section 2 or, equivalently, a sequence of Lamé-
type differential equations
Any′′ + Bny′ + Cny = 0, (14)
where An(x) = ∏mk=1(x − znk)(x − znk), Res  Bn(x)An(x) , znk = Res  Bn(x)An(x) , znk = −ωnk < 0, k = 1, . . . ,m(n). Suppose that
limn→∞ s(n)n = λ > 1, where s(n) denotes the total prescribed charge (4). This fact implies that condition (iii) for the
admissibility of the weight holds.
In addition, denote νn = 1s(n)
∑m(n)
k=1 ωnkδznk , and suppose that
νn −→ ν, n ∈ Λ ⊂ N and n →∞,
in the weak-* topology, for some measure ν with compact support K ∈ C \ R and some infinite subsequenceΛ ⊂ N. Now,
suppose that, for each n ∈ N, {x∗nj : j = 1, . . . , n} is an equilibrium configuration for the discrete equilibrium problem (2).
Then, denoting dµn = 1n
∑n
j=1 δx∗nj , we have the following.
Theorem 3. In the conditions above, we have
(a) µn −→ µ, n ∈ Λ ⊂ N and n →∞, where µ is the equilibrium measure of R in the external field ϕ = −λV (ν, ·). That is,
the unit counting measures of zeros of Heine–Stieltjes polynomials converge, in the weak-* star topology, to the equilibrium
measure of R in the external field due to the potential of the negative charge λν .
(b) For the monic Heine–Stieltjes polynomials, {qn}n∈Λ, we have, uniformly on compact subsets of C \ R,
lim
n→∞,n∈Λ |qn (z)|
1/n = exp (−V (µ; z)) . (15)
(c) Assume additionally that znk ∈ K for k = 1, . . . ,m, and for all n ∈ Λ sufficiently large. Then, the Van Vleck polynomials
{Cn}n∈Λ satisfy the following relative asymptotics. Consider the functions
h(z) =
∫
dµ(x)
z − x and k(z) =
∫
dσ(x)
z − x ,
where σ = ν+ν2 and dν(t) = dν(t). Then, it holds that
lim
n→∞,n∈Λ
Cn(z)
n2An(z)
= h(z) (2λk(z)− h(z)) , (16)
with uniform convergence in compact subsets of C \ (R ∪ K ∪ K), where K = {z ∈ C/z ∈ K}.
Proof. The proof of part (a) is essentially the same as in [7, Th. 2] and [13, Th. 3.2].
Part (b) is an immediate consequence of (a). In fact, (15) holds in capacity in C \ Co(suppµ).
Finally, for the proof of part (c), relative to the asymptotic behavior of the Van Vleck polynomials {Cn}, we make use
of the sequence of differential equations (14). Thus, if we transform (14) in a Riccati differential equation for the function
hn(z) = 1n q
′
n(z)
qn(z)
, it yields
1
2s(n)
(h′n(z)+ nh2n(z))− hn(z)kn(z)+
Cn(z)
2ns(n)An(z)
= 0, (17)
where kn(z) = − 12s(n) Bn(z)An(z) . Now, we have that
lim
n→∞,n∈Λ hn(z) = h(z) =
∫
dµ(x)
z − x (18)
and
lim
n→∞,n∈Λ kn(z) = k(z) =
∫
dσ(x)
z − x , (19)
where σ = ν+ν2 and ν is the ‘‘conjugate’’ measure of ν, in the sense that dν(t) = dν(t). The convergence is uniform in
compact subsets of C \R and C \ (K ∪ K), respectively. Finally, taking limits in (17) when n →∞, n ∈ Λ, it yields (16) and
it settles the proof. 
Remark 5. In the framework of the study of sequences of differential operators (9), asymptotics when n (the degree of the
Heine–Stieltjes polynomial) tends to infinity are called ‘‘semi-classical asymptotics’’, while asymptotics when l (the degree
of Qk) tends to infinity are known as ‘‘thermodynamical asymptotics’’. In the present paper, we have a ‘‘mixture’’ of both
asymptotics: in our case, l = 2m, and both n,m →∞ in such a way that the ratio l/n tends to a finite number.
1072 R. Orive, Z. García / Journal of Computational and Applied Mathematics 235 (2010) 1065–1076
Remark 6. In the present paper we have only dealt with asymptotics of Heine–Stieltjes polynomials corresponding to
equilibrium configurations (absolute minima of the energy functional). It is also possible to carry out the same study for
critical configurations in general,which leads to thenotion of continuous criticalmesures (formore information, see [28,29]).
However, this question will be treated in a forthcoming paper.
In general, not much more can be said about the equilibrium measure and its support. In the following section, more
complete results for some particular, but very illustrative, cases will be obtained.
4. The case of atomic measures
Throughout this section, the particular case where the asymptotic distribution ν of the prescribed charges is an atomic
measure will be considered. Thus, suppose that
dν(z) = 1
λ
p−
k=1
λkδzk ,
where zk ∈ C \ R, k = 1, . . . , p, and∑pk=1 λk = λ > 1.
First, we have that since the external field
ϕ(x) = −λV (ν, x) =
p−
k=1
λk log |x− zk| = 12
p−
k=1
λk log

(x− αk)2 + β2k

(20)
is real analytic, then suppµ consists of a finite number of intervals (see e.g. [30]). Moreover, since ϕ′ is a rational function
whose numerator is of degree 2p − 1, we have that the external field has at most 2p − 1 critical points in R. Thus, since
between twominima there must be a maximum, the number of possible minima is bounded by p. Therefore, the number of
intervals comprising suppµ is ≤ p.
Of course, the simplest instance in this setting takes place when p = 1; that is, when dν = δa. Without loss of generality,
we can assume that a = βi, with β > 0. In this case, taking into account the symmetry of the external field
ϕλ(x) = −λV (δa; x) = −λV

δa + δa
2
; x

= λ
2
log(x2 + β2),
it is clear that the support of µ = µλ reduces to a single symmetric interval of the form [−bλ, bλ]. For computing the value
of bλ, we know that (see e.g. [31])
2
π
∫ bλ
0
xϕ′λ(x)
b2λ − x2
dx = 1.
It is straightforward to compute the integral above by the residues Theorem. Thus, we obtain
bλ =
√
2λ− 1
λ− 1 β.
In order to study the asymptotic behavior of Van Vleck polynomials, observe that in this case the functions k(z) and h(z)
in (18) and (19) are respectively given by
k(z) = z
z2 + β2
and
h(z) = λz −

(λ− 1)2z2 − (2λ− 1)β2
z2 + β2 .
Thus, if we assume that the zeros of An only accumulate on a = βi and a, from (16) it is easy to see that the zeros of Van
Vleck polynomials only can accumulate onR∪{a, a}. Further, we have that, uniformly in compact subsets ofC\ (R∪{a, a}),
lim
n→∞,n∈Λ
Cn(z)
n2An(z)
= 2λ− 1
z2 + β2 .
In the general setting, when p > 1, the following problem arises in a natural way:When is the support of the equilibrium
measure connected or disconnected? This is in general a difficult task, but we will solve it for some particular case (see
Theorem 4 below).
However, if it is known in advance that the support is connected, that is, an interval [a, b] ⊂ R, then by imposing that
[a, b] should maximize the functional (13), a system of two equations in a and b may be derived. Indeed, in our case, (13)
takes the form
F(a, b) = log

b− a
4

−
p−
k=1
λk
∫
log |x− zk|dµ[a,b](x)
= log

b− a
4

+
p−
k=1
λkV (µ[a,b], zk), (21)
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where µ[a,b] denotes the equilibrium (Robin) measure for the interval [a, b]. Thus, taking into account the well-known
expression for the potential of this equilibrium measure (see e.g. [32, pp. 26–27]),
V (µ[a,b], z) = log 2− log
z − a+ b2 +(z − a)(z − b)
 ,
and settingφ(z) = z− a+b2 +
√
(z − a)(z − b), necessary conditions for relativemaxima of (21) lead to the following system
of equations:
∂F
∂a
= − 1
b− a +
p−
k=1
λkRe

φ′(zk)
φ(zk)

1+ (a− b)/2
φ(zk)

= 0
∂F
∂b
= 1
b− a +
p−
k=1
λkRe

φ′(zk)
φ(zk)

1− (a− b)/2
φ(zk)

= 0.
(22)
From (22), it is easy to obtain the condition
p−
k=1
λkRe

φ′(zk)
φ(zk)

=
p−
k=1
λkRe

1√
(zk − a)(zk − b)

= 0.
Hereafter, we shall concentrate in the simple, but interesting enough, case when p = 2. In this situation, the following
system of equations needs to be satisfied by the endpoints a, bwhen the support is connected:
λ1Re

1√
(z1 − a)(z1 − b)

+ λ2Re

1√
(z2 − a)(z2 − b)

= 0,
λ1Re

z1√
(z1 − a)(z1 − b)

+ λ2Re

z2√
(z2 − a)(z2 − b)

= λ1 + λ2 − 1.
(23)
Let us first concentrate in a very particular case, say, the ‘‘totally symmetric’’ case. This ‘‘total symmetry’’ means that
z1 = z = α + iβ, α, β > 0, z2 = −z, and λ1 = λ2 = λ2 . In this case, we have, by the symmetry of the problem, that
a = −b and, thus, the first equation of the system (23) trivially holds and the second reduces to
Re

z√
z2 − b2

= 1− 1
λ
. (24)
Anyway, in this case, taking into account the symmetry of the problem, it is possible to give a complete answer to the
question of the connectedness of the support. Indeed, we have the following.
Theorem 4. Suppose that z1 = α + iβ, α, β > 0, z2 = −z1, and λ1 = λ2 = λ2 . Let us also denote λ0 = α
2+β2
(α−β)2 > 1. Then:
(a) If α > β and λ > λ0, then the support is disconnected; i.e., it consists of the union of two disjoint intervals: suppµλ =
[−bλ,−aλ] ∪ [aλ, bλ], where
aλ =

α2 − β2 − 2
√
2λ− 1
λ− 1 αβ, bλ =

α2 − β2 + 2
√
2λ− 1
λ− 1 αβ.
(b) If α ≤ β , or α > β but 1 < λ ≤ λ0, then the support of the equilibrium measure is connected (a single interval centered at
the origin). Moreover, we have that suppµλ = [−dλ, dλ], x = d2λ being the unique positive root of the following fourth-degree
polynomial:
p(x) = C(1− C)(4AB+ (A− B− x)2)2 + Cx(A− B− x)(4AB+ (A− B− x)2)+ ABx2 + 4AB, (25)
where A = α2, B = β2, and C = 1− 1
λ
2
< 1.
Proof. In this situation we have a symmetric external field
ϕλ(x) = λ4 log

(x2 − α2)2 + 2β2(x2 + α2)+ β4 .
Making the change of variable x2 = t , the problem reduces to one in the positive semiaxis [0,∞), forwhich the support of
the equilibriummeasure can be determined. Indeed, we have to find the support [ζλ, ηλ] ⊂ R+ of the equilibriummeasure
of R+ in the presence of the external field
χλ(t) = λ2 log((t − A+ B)
2 + 4AB), (26)
where A = α2 > 0 and B = β2 > 0.
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After this reformulation, we have that:
• If A ≤ B, then χ ′λ(t) > 0 for t ∈ (0,+∞), and thus supp σλ = [0, δλ] for some δλ > 0. So, if 0 < α ≤ β , the support of
µλ consists of a single interval.• In contrast, if A > B, the external field (26) has a unique minima at t = A− B > 0, in such a way that χλ(A− B− t) =
χλ(A− B+ t) > χλ(A− B), for any t > 0. Taking into account this symmetry, we have that suppµwill be disconnected
if and only if supp σλ = [A − B − ϵλ, A − B + ϵλ], for some 0 < ϵλ < A − B. Otherwise, suppµλ will reduce to a single
interval.
In order to determine supp σλ = [ζλ, ηλ] ⊂ [0,+∞), take into account that in this case (22) yields
Re

C√
(C − ζλ)(C − ηλ)

= 1− 1
λ
,
where C = A− B+ 2i√AB. Therefore, when A > B (that is, when α > β), since ζλ = A− B− ϵλ and ηλ = A− B+ ϵλ, we
obtain that
ϵλ = 2
√
2λ− 1
λ− 1 αβ. (27)
Now, using (27), it is easy to study for which values of λ it holds that ϵλ < α2−β2 and, consequently, when suppµλ consists
of two intervals. This proves part (a).
Finally, for the proof of part (b), take into account that in this case (24) implies that x = d2λ should be a positive root of
the fourth-degree polynomial (25). Now, by applying standard results on the location of roots of polynomials it is easy to
conclude that (25) has a single positive real root.
This renders the proof. 
Remark 7. Observe that, for α ≫ β , we have that the support ofµλ becomes disconnected for almost every value of λ > 1
(recall that we assume λ > 1 to guarantee the admissibility of the weight and, hence, the boundedness of the support of
the equilibrium measure). In contrast, for β close to α, the support is disconnected only for very big values of λ.
Remark 8. With respect to the case (b) in Theorem 4, the reader can observe that in the transition case between connected
and disconnected cases, that is, when λ = λ0, the unique positive root of (25) is given by x = b2λ = 2(A− B) = 2(α2 − β2),
which agrees with the result obtained in Theorem 4(a). It is also interesting to observe what happens in the other limit
situation, that is, when λ → 1. In this case it is easy to see that (25) tends to a polynomial of degree 2. That is, a degree
reduction from 4 to 2 takes place, which is consistent with the fact that, when λ → 1, the support tends to be unbounded
and, thus, dλ →∞.
The general ‘‘nonsymmetric’’ situation is much more difficult. In the present paper, we restrict ourselves to a case which
is a bit more general than the totally symmetric one, which we will call the ‘‘partially symmetric case’’. By this we mean the
situation where the charges are still placed at symmetric points z1, z2, with z1 = α+ iβ and z2 = −z1, but now for arbitrary
λ1, λ2, (recall that λ1 + λ2 > 1). Unfortunately, for the moment, we only have the following partial result, which gives
a sufficient condition for the connectedness of the support. Indeed, suppose, without loss of generality, that λ1 ≥ λ2 and
denote τ = λ1−λ2
λ1+λ2 . It is clear that 0 ≤ τ < 1. This parameter τ can be seen as the ‘‘relative discrepancy’’ between λ1 and λ2.
If α > β , denote
τ0 = τ0(α, β) = 2α
2 + 7β2 − 3β4α2 + 5β2
2α

α2 + 2β2 − β4α2 + 5β2 ; (28)
then, we have the following.
Proposition 1. If α ≤ β , or α > β and τ > τ0, the support of the equilibrium measure µω = µλ1,λ2 is connected (that is, it is
a single interval) for any value of λ1 and λ2, with λ1, λ2 > 0 and λ1 + λ2 > 1.
Proof. In order to analyze the connectedness of the support of the equilibriummeasure, we must study the sets of minima
of the external field (20) for p = 2, and thus, we should deal with the zeros of the function
g(x) = g(x;α, β, τ ) = (x− α)2(x+ τα)+ β2(x− τα), (29)
where 0 < τ < 1.
First, it is clear that all the real zeros of (29) lie on (−α,−τα) ∪ (τα, α).
Now, let us suppose that β ≥ α, and thus, that β2 = α2 + ϵ, for some ϵ > 0. In this case, (29) takes the form
g(x) = τα(x2 − 2α2 − ϵ)+ x(x2 + ϵ),
and taking into account the expression of g ′, it is easy to conclude that g has a unique real zero at a point in the interval
(τα, α). Therefore, in this case the external field possesses a unique minimum, and this fact proves part (a).
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When α > β , it is easy to check that there exists a critical value of τ , say τ0 = τ0(α, β) > 0, such that the following
hold.
• When 0 < τ < τ0, the external field has two minima, x0 ∈

+α2 − β2, α and x1 ∈ −α2 − β2, 0, and a
maximum x2 ∈ (x1, 0).
• When τ > τ0, there is a unique minimum at x0 ∈ (+

α2 − β2, α).
To determine the critical value τ0, it is sufficient to take into account that, for τ = τ0, (29) has a double root. This leads
to (28), and settles the proof. 
Remark 9. Observe that, for the cases in Proposition 1, the support may be determined by solving system (23). In contrast,
when α > β and 0 < τ < τ0, we cannot know in advance if the support is still connected or becomes disconnected (i.e., it
consists of two intervals). Therefore, a complete characterization of the connectedness of the support in this case is still
open. This could come in, for instance, from a deeper study of system (23), and will be treated in a forthcoming paper.
Let us also remark that τ0 given by (28) is a monotonically decreasing function of γ = βα , when γ ∈ (0, 1). Thus, when
β is close to α, the value of τ0 is close to zero and, hence, Proposition 1 asserts that the support is connected even for values
of charges λ1, λ2 that are slightly different. In contrast, when β is much smaller than α, Proposition 1 only guarantees the
connectedness of the support for very much different values of λ1, λ2.
These conclusions admit an obvious physical explanation: when the masses are relatively far away from the axis, they
are not able to break the support into two intervals. On the other hand, if one of the masses is much stronger than the other
one, the weakest one is not strong enough to split the support.
Finally, observe that, in the limit case where λ1 = λ2 and, hence, τ = 0, Proposition 1 does not shed any light on the
problem. However, this is the totally symmetric case and, then, it is totally solved by Theorem 4.
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