Abstract. We focus on writing closed forms of generating functions for the number of partitions with gap conditions as double sums starting from a combinatorial construction. Some examples of the sets of partitions with gap conditions to be discussed here are the set of Rogers-Ramanujan, Göllnitz-Gordon, and little Göllnitz partitions. This work also includes finding the finite analogs of the related generating functions and the discussion of some related series and polynomial identities. Additionally, we present a different construction and a double sum representation for the products similar to the ones that appear in the Rogers-Ramanujan identities.
Introduction
We define a partition π as a non-decreasing finite sequence (λ 1 , λ 2 , . . . ) of positive integers. The λ i are called parts of the partition π. We denote the number of parts of π with #(π). The sum λ 1 +λ 2 +· · ·+λ #(π) is called the norm of π. Conventionally, we define empty sequence as the only partition of 0.
We use the standard notations as in [2] and [11] . For variables a i and q (with |q| < 1), and a nonnegative integer N , we define Note that this recurrence fails at the case n = m = 0. This is due to the definition of the q-binomial coefficients used here and when appropriate it needs to be checked. It is well known that There have been recent advancements in writing closed forms of generating functions for the number of partitions with given gap conditions using double sums [1, 5, 8, [12] [13] [14] . One important aspect of these new findings is that their roots lie in combinatorics. These ideas can be adapted and exploited for other situations. Moreover, we also know that some of these double sums are well suited for introducing bounds on the largest part of partitions [8] . This is a perfect recipe for finding new finite q-series identities, such as: (1.7)
Another intriguing outcome of this approach is the double series representation for the difference of the little Göllnitz theorem products. This is in the spirit of Theorem 1.2 in [9] . (q; q) m (q 4 ; q 4 ) ⌊n/2⌋ = 1 (q, q 5 , q 6 ; q 8 ) ∞ − 1 (q 2 , q 3 , q 7 ; q 8 ) ∞ .
This work is organized as follows. In Section 2 we present new double sum representations of the generating functions of partitions with uniform gap conditions using constructive ideas similar to [8, 13, 14] . This includes new representations for the generating functions for the number of unrestricted partitions, partitions into distinct parts, and partitions with Rogers-Ramanujan gap conditions and their polynomial analogues. We write new double sum representations for the generating functions related to Göllnitz-Gordon and little Göllnitz identities in Sections 3 and 4, respectively. We also discuss finite analogs of these double sums, and prove some polynomial identities related to these finitizations such as Theorem 1.1. We give a double sum representation for the products of type (q a , q b ; q M ) −1 ∞ in Section 5. Section 6 has a brief summary of the implications of this result and some results the author wants to address in the future.
Partitions with uniform gap conditions
Let U be the set of all partitions and D be the set of partitions into distinct parts. Also define (2.1) UG k,l := {π = (λ 1 , λ 2 , . . . , λ #(π) ) ∈ U : λ 1 ≥ l, λ i − λ i−1 ≥ k for 2 ≤ i ≤ #(π)}, for any k ∈ Z ≥0 and positive integer l. Partitions from the set UG k,l have uniform gap conditions such that the gap between consecutive parts is greater or equal to k. It is easy to observe that U = UG 0,1 and D = UG 1,1 . The partitions with uniform gap conditions are well studied, and appear in many beautiful classical theorems. We would like to remind the reader the most famous results are Euler's Partition Theorem and Rogers-Ramanujan identities.
Theorem 2.1 (Euler's Partition Theorem).
π∈U G1,1
where O is the set of partitions into odd parts.
Let C i,5 be the set of partitions with parts congruent to ±i modulo 5, for i = 1 and 2. Then, These combinatorial theorems also have their q-series counterpart:
respectively.
In general, we have
The right-hand side summand of (2.4) can be interpreted as the generating function for partitions from UG k,l and the left-hand side summands of (2.2) and (2.3) are special cases of (2.4). This interpretation comes from the following argument. One observes that lj + kj(j − 1)/2 is the norm of the partition
which has exactly j parts each ≥ l, each k-distant to its neighboring parts. It is well known that, the (q; q)
is the generating function of partitions π 2 into ≤ j parts. By adding the parts of π 2 to the parts of π 1 starting from the largest part, we get a partition π 3 ∈ UG k,l into exactly j parts. This operation is bijective, and this shows that the summand of the right-hand side of (2.4) is the generating function for the partitions from UG k,l into exactly j parts. Summing this summand over all possible number of parts (j ≥ 0) shows that the right-hand side (2.4) is a closed form of the generating function on the left-hand side of (2.4). Now, we would like to move on to writing a new closed form for the generating functions, (2.5)
using double sums, inspired by the recent works [8, 13, 14] . We define the partition
for some positive integer l, and non-negative integers k, m, and n. We define 0,0 π k,l to be the empty partition with norm 0. We call the underbraced portion of the partition its initial chain of length n. Note that the partition m,n π k,l is the partition with n parts that have the minimal gap condition k, and with m parts (called singletons) that have a gap of k + 1 with their neighbouring parts. Moreover, m,n π k,l is the partition with the smallest norm:
which has an initial chain of length n and m singletons all > l. We will call such a partition a minimal configuration.
Repeating [8, 13, 14] , for any fixed pair (m, n) ∈ Z 2 ≥0 , our idea is to start with the minimal configuration, define bijective rules of motion, and construct other partitions as the descendants of m,n π k,l . After this combinatorial study we will be able to write a new closed form formula for (2.5) by adding together all possible generating functions related to (m, n) pairs.
For a fixed pair (m, n) ∈ Z 2 ≥0 , we now define the rules of motion.
i. Motion of the singletons:
Assuming m is positive, one can add any positive integer amount r m to the largest part, l + (n − 1)k+m(k+1), of m,n π k,l and this creates a new partition, which still has n-length initial chain and mlarger gaps. We will call this addition of r m values as moving forward the part l + (n − 1)k + m(k + 1) by r m . Also note that this forward motion is bijective since one can easily recover r m from the outcome partition. One can move the second largest part, after the largest part, bijectively with some r m1 ≤ r m . The outcome partition would still have an n-length initial chain and m singletons. We can repeat this process for smaller parts. This way one can bijectively move the m singletons forward by starting from the largest part and moving the largest part r m ≥ 0 forward, then the second largest and moving that part r m−1 ≥ 0 forward (for any r m−1 ≤ r m ), then move the third largest part r m−2 ≥ 0 forward (for any r m−2 ≤ r m−1 ) etc.
The sequence (r 1 , r 2 , . . . , r m−1 , r m ) related to such motions is a non-decreasing finite sequence, where some r j 's might be equal to zero. By ignoring these zeros we can conclude that the sequences (r 1 , r 2 , . . . , r m−1 , r m ) are in bijection with partitions into ≤ m parts. In other words, the bijective forward motion of the m singletons of m,n π k,l is in bijection with partitions into ≤ m parts. Furthermore, we know that the generating function for the partitions into ≤ m parts is simply
ii. The motion starting from the initial chain and crossing singletons:
We will be moving two parts one step forwards together at once from the end of the initial chain. This way every movement will be adding 2 to the total norm of the partition. That being said, if n is an odd number, the smallest part l will not be moving.
Given an initial chain,
we start moving terms forward by splitting the last two parts and moving them one step forward each:
The last two underlined parts with k difference between them is called a pair and the smaller part in this pair is in k + 1 distance to the new initial chain. Note that (2.9) is bijective.
One can move a pair forward freely (when permisible) by adding one to both its parts:
With the movement (2.10), a pair x, x + k may come in k distance to a singleton x + 2k. Then to move this pair forward, we need to define a crossing rule of pairs. This can be done as follows:
The defined motions (2.9), (2.10), (2.11) are all bijective and they add 2 to the total norm of a partition. Therefore, one can start from the end of a given chain, split a pair and move that pair forward according to the rules, then go back to the end of the initial chain and repeat these steps. Just as in the singletons' case, we move the first pair the longest distance, the second pair less than or equal distance, etc. This way we never need to deal with the crossing of pairs with other pairs. This way one sees that we can relate the motions of initial chain and the pairs with a partition into ≤ ⌊n/2⌋ parts. We write the related generating function as
where ⌊·⌋ is the standard floor function. This is similar to (2.8), where q → q 2 is due to every motion adding 2 to the norm of the overall partition. Once again, recall that all the motions are bijective and for any given partition π from UG k,l one can now find the unique minimal configuration m,n π k,l that π is generated from. We get the generating function for the number of all the descendants of m,n π k,l by putting (2.7), (2.8), and (2.12) together:
One can directly include x m+n (2.13) and count the number of parts using the variable x here. Summing over all (m, n) ∈ Z 2 ≥0 , we get a closed form for the generating function of UG k,l . Theorem 2.3. For any non-negative integer k and positive integer l we have (2.14)
where
. Equivalently, one can split the even and odd cases for n and write the following by combining the outcome without the presence of a floor function:
Some corollaries of this theorem are as follows:
We would like to point out that comparing right-hand sides of (2.4) and (2.14) gives the following theorem.
Theorem 2.5.
We can also prove (2.20) using basic hypergeometric series. Let M = m + n, after using [11, p. 
Now we focus on the inner sum on the right-hand side. By splitting even and odd n cases, combining the sums and employing the q-Chu-Vandermonde identity [11, p.354, II.6] with (a, n, c, q) = (q −M+1 , M, 0, q 2 ), we see that
This is enough to prove (2.20) by substituting (2.22) in (2.21). Now we will move onto putting a bound on the largest part of the partitions to be counted and the polynomial analog of Theorem 2.5. For any non-negative integer N , let UG k,l,N be the set of partitions from UG k,l with the extra constraint that all the parts are ≤ N . In the spirit of (2.4), it is easy to see that the generating function for the number of partitions is (2.23)
where (2.24) χ("statement") = 1, if the statement is true, 0, otherwise.
In this finitization, we make sure that the π 2 (for some j) in the construction of (2.4) has all its parts ≤ N − l − (j − 1)k by replacing the q-Pochhammer (q; q)
j with the necessary binomial coefficient, which is the generating function for the number of partitions in a j × N − l − (j − 1)k box. Moreover, the empty partition is an element of UG k,l,N for any non-negative N . Empty partition does not get counted by the right-hand side sum of (2.23) if 0 ≤ N < l − k. Therefore, we add the reflective correction term to our calculations.
The generating functions of Theorem 2.3 that are represented as double sums are also suitable for this type of finitization. We can find the finite versions of the generating function of Theorem 2.3 by studying the defined motions with care.
We would like to generate all the partitions in UG k,l,N for some non-negative integer N using minimal configurations. In the unbounded case, given minimal configuration m,n π k,l , the free forward motion of the singletons corresponds to a partition into ≤ m parts, which has the generating function (2.8). If we require all the parts of the outcome partition to be ≤ N , we can only move the largest singleton of m,n π k,l to the upper bound N . Recall that the largest part of m,n π k,l is l + (n − 1)k + m(k + 1). This part can only move N − (l + (n − 1)k + m(k + 1)) steps forward before reaching the upper bound on the largest part N . Therefore, now the motion of the singletons correspond to partitions into ≤ m parts each ≤ N − (l + (n − 1)k + m(k + 1)). In other words, the motion of the singletons corresponds to partitions that fit in a m × N − (l + (n − 1)k + m(k + 1)) box. The corresponding generating function for these partitions is
m of (2.8). Similarly, we can move the largest part l + (n − 1)k of the initial chain of m,n π k,l forward till N . Observe that a pair crossing over a singleton, defined by the motion (2.11), darts the pair k steps forward. We need to include crossing over all m-singletons in our construction. It is easily seen that crossing over all m singletons darts forward a pair an extra km steps. Therefore, we see that the tail end . . . , l + (n − 2)k, l + (n − 1)k of the initial chain can move N − (l + (n − 1)k) − km steps forward before the largest part l + (n − 1)k reaches the upperbound N . Hence, the related generating function for the motion of all ⌊n/2⌋ pairs one splits from the initial chain of the minimal configuration m,n π k,l is given by (2.26 )
Once again the empty partition is missed by the q-binomial coefficients if N < l − k. Hence, we need to include the same correction term as in (2.23). Putting (2.25), (2.26) and the correction term together we see get the following. Theorem 2.6. For any non-negative integers N and k, and a positive integer l we have
, and χ is defined in (2.24).
Comparing the right-hand sides of (2.23) and (2.27) yields the following analytic theorem.
Theorem 2.7. For any non-negative integers N and k, and a positive integer l we have
Theorem 2.7 is combinatorially proven by the above construction, but we would also like to give a generating function proof using q-series techniques. Here we would also like to mention that the choice N ≥ l is conventional. We pick this convention only to make our initial conditions of our recurrences simpler.
Proof. Observe that if k is positive both sides of (2.28) are polynomials. This is not true for the k = 0 case and we want to treat this case separately from the rest. Let k = 0, then the q-exponential summation [11, p.354, II.2] , and even-odd split of the variable n followed by the q-binomial theorem [11, p.354, II.4] on the left-hand side yields
, and m,n≥0
. Now, assume that N is non-negative, and the pair k and l are two fixed positive integers. Denote the left-hand side and right-hand side sums of (2.28) by l S(N, q) and r S(N, q), respectively. Similarly, denote the summands of l S(N, q) and r S(N, q) by L j (N, q) and R m,n (N, q), respectively.
Observe that L j (N, q) satisfies the recurrence
by applying (1.2). The correction term is necessary due to the fact that (1.2) fails when both arguments of the q-binomial coefficient are 0. By summing over both sides of (2.29) from j = 0 to infinity we get a recurrence for l S(N, q) as
This recurrence and the initial conditions
uniquely define the entire sequence for all integers N . We iterate the recurrence for the last term of (2.30). This yields
This recurrence with the initial conditions (2.31) defines l S(N, q) uniquely for every integer N . The recurrence for the right-hand side summand R m,n (N, q) is given by
The correction term is once again due to the recurrence of q-binomial coefficients (1.2) failing when both the top and the bottom arguments are 0. One can easily prove this recurrence by employing the recurrence (1.2) twice and simplifying terms. First we apply the recurrence to the second q-binomial with the bottom argument n, and we follow that up with applying the recurrence once again for m to the q-binomial product with the bottom arguments m and n.
Summing over m and n from 0 to infinity one sees that r S(N, q) satisfies the recurrence
This recurrence with the initial terms
uniquely defines the r S(N, q) for all integers N . Observe that the recurrences (2.32) and (2.34) and their respective initial conditions (2.31) and (2.35) are identical. This finishes the proof of (2.28).
Göllnitz-Gordon partitions related double sum generating functions and their finitizations
We start with the celebrated partition theorem of Göllnitz-Gordon. Göllnitz and Gordon independently discovered Theorem 3.1 through the identities of Slater [17] , where the identities
for i = 1 and 2 are presented. Let GG i , for i = 1, 2, denote the sets of partitions of Theorems 3.1 with the gap conditions. The left-hand side of (3.1) is the generating functions for the sets GG 1 and GG 2 , respective to i = 1 and 2. More precisely, one can include the number of parts as the exponent of x and write
In the recent years, Andrews-Bringmann-Mahlburg [5] and Kurşungöz [13] have given new double sum representation for the generating function of partitions from the sets GG i . We would like to write down Kurşungöz's theorem here.
It is clear that the double sums on the right-hand sides of (3.3) and (3.4) are made out of objects with manifestly non-negative power series coefficients. Therefore, this representation is different than the ones of Andrews-Bringman-Mahlburg [5] , where sign alterations are present in the sums.
Kurşungöz constructed these generating functions similar to the generating functions in the Section 2. For completion, we will also construct generating functions for the sets GG i briefly here before putting a restriction on the size of parts. The construction will follow the same steps as in Section 2.
For partitions in GG 1 , we can start with minimal configurations where we have an initial chain of n consecutive odd numbers followed up with m singletons that have a gap of 3 with each adjacent part. Observe that the norm of the minimal configuration GG1 π m,n is G(m, n) defined in (1.5).
The forward motion of the singletons are the same as in Section 2. The splitting of two elements from the initial chain and the forward motions of the created pair afterwards can be defined as follows. Since partitions from GG 1 do not allow consecutive evens, one needs to move a pair of consecutive odds forwards to the next pair of consecutive odds: (3.6) 2k + 1, 2k + 3 → 2k + 3, 2k + 5, for any k ∈ Z ≥0 . This forwards motion adds 4 to the overall norm of the partition. Moreover, the splitting pairs from the initial chain of GG1 π m,n is analogous to the case of (2.9). We split pairs of consecutive odd integers from the initial chain as follows:
This motion also adds 4 to the overall norm of the partition. Once again we need to address the pairs crossing over the singletons in the forward motion. We will do it in two cases; when the singleton has an even value and when it has an odd value. Before any crossover, the minimal gap between the greater value of a pair and the even singleton is 3. For some non-negative integer k, the crossing of a pair over an even singleton is defined by 2k + 1, 2k + 3, 2k + 6 → 2k + 2, 2k + 5, 2k + 7. Similarly, for the odd singleton case the minimal gap between the greater value of a pair and the singleton is 2, and the crossing over can be defined as 2k + 1, 2k + 3, 2k + 5 → 2k + 1, 2k + 5, 2k + 7. (3.8) It is clear that these forward motions are bijective and can be reversed. Moreover, we would like to point out that, just as in the case of the normal forward motion of the pairs, in the crossovers the norm of the partition raises by 4.
Finally, given a minimal configuration GG1 π m,n only ⌊n/2⌋ pairs can be split from the initial chain of n consecutive odd integers, and the related generating function for the motion of these pairs is (q 4 ; q 4 ) −1 ⌊n/2⌋ , since any forward motion of these pairs adds 4 to the total norm of the partition GG1 π m,n . Once again note that all these motions are bijective and any given partition from GG 1 can be traced back to its minimal configuration by using the motions in the reverse order. Hence, we get
Similarly, we can start with the minimal configuration GG2 π m,n := (3, 5, . . . , 2n + 1 , 2n + 4, 2n + 7, . . . , 2n + 1 + 3m). (3.9)
We use the same forward motion rules of GG 1 case. The norms of the minimal configuration (3.9) is G(m, n) + 2m + 2n. Hence, we have the following theorem.
where G(m, n) is defined as in (1.5).
Note that (3.2) with (1.5) are different from each other. Although the q-Pochhammer bases are the same, the generating function representations (3.3) and (3.10), and (3.3) and (3.11) are distinct from each other, respectively. This leads to the following series transformation formulas after we do a even-odd split for the variable n in (3.3).
Theorem 3.4.
m,n≥0
One can also prove these identities relying on the exponent of the variable x. Fixing the exponent of x to some k one can write
for some sequences α k,n (q), β k,n (q), and γ k,n (q). Then in these cases one can easily show that
using only elementary cancellations after carrying β k,n (q) or γ k,n (q) on the other side of the claimed identity. Moreover, both Theorem 3.2 and Theorem 3.3 are found using a constructive combinatorial structure. This structure can be utilized to find finite analogs of these generating functions. It is clear that putting a bound on the exponent of x in either theorem would bound the number of parts of the partitions. Our plan is to put a bound on the largest part of partitions in the spirit of [8] . Since the minimal configuration and the forward motions are explicitly stated here, we would like to start with the finitization of the double sums of Theorem 3.3.
Let N be a non-negative integer. For the first Göllnitz-Gordon type partitions we start by looking at the largest singleton of the minimal configuration GG1 π m,n , 3m + 2n − 1. This part can only move N − 3m − 2n + 1 steps forward. Analogous to the finitization in Section 2 this shows that the related generating function for this bounded motion of m singletons is (3.14)
The pairs of GG1 π m,n move in steps of two when crossing a singleton is out of the picture. Hence, without the consideration of the singletons the largest pair 2n − 3, 2n − 1 to split from the initial chain of GG1 π m,n can move ⌊(N − (2n − 1))/2⌋ times before it reaches the boundary. The motions (3.7) and (3.8) shows that a pair darts forward 4 steps instead of 2 when it crosses over a singleton. Hence, a pair loses one possible move every time it crosses over one of the m singletons. This way we see that the largest pair to be 2n − 3, 2n − 1 can move a total of ⌊(N − (2n − 1))/2⌋ − m times. Also recall that any motion of the pairs add 4 to the total norm of the partitions. Hence the motion of the pairs with the bound of the largest part N is
Similarly for the second Göllnitz-Gordon partitions related generating function we get the related q-binomial coefficients 
Replacing the q-Pochhammer symbols with the related q-binomials (3.14), (3.15), and (3.16) after making slight simplifications in the floor functions in the related identities we get the following theorem.
Theorem 3.5. Let G(m, n) be as in (1.5) and N be a non-negative integer. We have
where GG i,N is the set of partitions from GG i with the extra bound N on the largest part of the partitions.
We use the same techniques on the minimal configurations and the forward motions to get the finite version of Kurşungöz's Theorem (Theorem 3.2). Theorem 3.6. Let K(m, n) be as in (3.2) and N be a non-negative integer. We have
The right-hand sides of (3.17) and (3.19) (also (3.18) and (3.20)) are proven to be the same by the combinatorial construction. One can directly prove these equalities using the exponent of x (analogous to the explanation after Theorem 3.4) and recurrence relation for the binomial coefficients (1.2). Another direct proof can be done by using recurrences similar to Section 2. This standard q-series proof is easily followed with the aid of computer implementations Sigma [16] and/or qMultiSum [15] . We will use these symbolic computation implementations' help in the proof of Theorem 1.1 later in this section.
More importantly, the polynomials presented in Theorem 4.3 and 3.6 are not the first finitizations for the generating function of the number of partitions with the Göllnitz-Gordon gap conditions. Andrews in [3] finds explicit formulas for the generating function for the number of partitions from the sets GG i,2N +1 , for i = 1, 2 using q-trinomial coefficients.
We would like to note that, although we will not be focusing on the q-trinomial coefficients in the work presented here, they are crucial for the polynomial identities coming from partition theoretic background. Some resources for the interested reader are as follows. The q-trinomial coefficients have been studied extensively by Andrews and Baxter [4] . Some refinements of the q-trinomial coefficients can be found in Warnaar's work [18, 19] . Some new results on q-trinomial coefficients in connection with the partition theory (especially Capparelli's partition theorem) can be found in the author's work joint with Berkovich [8] [9] [10] .
Another finitization of the related generating functions with gap conditions is due to BerkovichMcCoy-Orrick. 
The q-binomials in the generating functions in Theorem 4.3 (or (3.6)) and 3.7 have different bases. The equality of (3.17) with x = 1, N → 2N + 1 and (3.21), and (3.18) with x = 1, N → 2N + 1 and (3.22), respectively is Theorem 1.1. Note that Theorem 1.1 is already proven by the generating function interpretations; regardless we would like to give a direct proof of this identity using recurrences.
Proof of Theorem 1.1. For i = 1, 2, let R i,m,n (N, q) be the right-hand side summands of (1.6) and (1.7), respectively. Both Sigma [16] and/or qMultiSum [15] packages can find and automatically prove that these functions satisfy the recurrence
Let r S i (N, q) be the sum on the right-hand side of (1.6) and (1.7) for i = 1, 2, respectively. By summing (3.23) over m, n ≥ 0 we see that r S i (N, q) satisfies
We can iterate this recurrence by writing this recurrence with N → N + 1 and then using (3.24) directly for the term q 2N +7 r S i (N + 2, q). This yields the recurrence
Similarly we would like to find the recurrences for the left-hand sides of (1.6) and (1.7). In this case we need to split the summation variable n with respect to its parity with the use of symbolic summation tools. for i = 1, 2, let L i,m,n (N ) be the left-hand side summands of (1.6) and (1.7), respectively. Then once again Sigma [16] and/or qMultiSum [15] packages prove that these functions satisfy the recurrence (3.26) for ν = 0, 1. Then summing both sides of (3.26) over m, n ≥ 0, we get
where l S i (N, q) represent the left-hand side summand of (1.6) and (1.7) for i = 1, 2, respectively. Notice that (3.25) and (3.27 ) are the same order 3 recurrence. Therefore checking the first three initial values for both sides is enough to finich the proof. The initial values
with the recurrences (3.25) and (3.27) show that the identities (1.6) and (1.7) hold for any non-negative integer N .
One corollary of Theorem 1.1 is the double sum equalities we get as we tend N to infinity. 
On the right-hand side of the identities of Theorem 1.1, we do the substitution k = n − m, use (1.3) and (1.4) followed with k → n after taking the limit N → ∞.
Little Göllnitz partitions related double sum generating functions and their finitizations
Another partition theorem pair that is structurally similar to Göllnitz-Gordon theorems is the little Göllnitz theorems. These partition theorems have analytic forms similar to Göllnitz-Gordon identities. These identities are
for i = 1 and 2, respectively.
We can write a double sum representation of the generating function for the little Göllnitz partitions with the gap conditions.
where ℓG i is the set of partitions that satisfy the gap conditions of Theorem 4.1 with the respective i.
The double sum representations of these generating functions are made out of terms that have manifestly non-negative power series coefficients. This is once again different than the double series representations of Andrews-Bringmann-Mahlburg [5] .
Note that the difference of (4.4) and (4.5) with x = 1, and the little Göllnitz products (the right-hand sides of (4.1) and (4.2)) yield Theorem 1.2.
To prove (4.2), we need to give the minimal constructions and the motions of the parts of partitions as in Section 3. The two possible minimal configurations where there are n initially placed close parts followed by m sinlgletons are 1 π m,n := (2, 4, 6 , . . . , 2n , 2n + 3, 2n + 6, 2n + 9 . . . , 2n + 3m), (4.6) 2 π m,n := (1, 4, 6, 8, . . . , 2n + 2 , 2n + 5, 2n + 8 . . . , 2n + 2 + 3m), (4.7) where in (4.7) the part 1 is the sole singleton that does not move. Note that the norms of 1 π m,n and 2 π m,n are L(m, n) as defined in (4.3) and L(m, n) + 2n + 2m + 1, respectively. Also the number of parts of 1 π m,n and 2 π m,n are m + n and m + n + 1, respectively.
Motions of the singletons are defined as before. When it comes to splitting from the initial chains and moving forward we need to move a pair of consecutive evens to the next consecutive evens (analogous to the odd pair case of Göllnitz-Gordon identities) and with this free forwards motion These motions are bijective and can be reversed. With the inverses of these motions any partition from ℓG 1 can be traced back to its minimal configuration. If the partition has the smallest part 1 then it is an image of 2 π m,n for some non-negative integers m and n. If 1 is not a part then that partition also lies in the set ℓG 2 and can be traced back to 1 π m,n for some non-negative integers m and n. This finishes the proof of Theorem 4.2.
Similar to Sections 2 and 3, we can easily impose a bound in the largest part of partitions counted. This yields refinements of the generating functions for the number of partitions from sets ℓG i for i = 1, 2. For a non-negative integer N the largest singletons of 1 π m,n and 2 π m,n ( 3m + 2n and 3m + 2n + 2, respectively) can move forward N − 3m − 2n and N − 3m − 2n − 2 steps, respectively. Therefore, the respective generating functions for the forwards motions of the m singletons are Similar to Theorem 2.6 the second binomial in (4.11) misses to count the single partition (1) when the N = 1. This is due to the assumption that the largest singleton (that can move) is 3m + 2n + 2 > 1. This issue does not arise for N > 1. This error can easily corrected with a Kronecker delta function in our calculations. The forward motions of the ⌊n/2⌋ consecutive even pairs that can split from the initial chain are
where, analogous to the Göllnitz-Gordon case, we have a floor function due to every forward motion carrying the pairs 2 steps instead of 1, and the subtraction of m is due to the possible crossing over the m singletons losing the single extra motion. Therefore, the respective generating functions for the forward motions of the ⌊n/2⌋ pairs are (4.12)
and
This construction yields the following theorem after simplifying the floor functions.
Theorem 4.3. Let L(m, n) be as in (4.3) and N be a non-negative integer. We have
14)
where ℓG i,N is the set of partitions from GG i with the extra bound N on the largest part of the partitions, and δ i,j is the Kronecker delta.
Alladi and Berkovich [1] have formulated a double sum representation of the generating functions for the little Göllnitz partitions with gap conditions. This is similar to the Theorem 3.7 in structure. 
Notice that comparison of Theorems 4.2 and 4.4 directly yields a similar result to Corollary 3.8. On the other hand, the finite analog of Theorem 4.4 is not clear. Therefore, a similar result to Theorem 1.1 is harder to achieve. 
where L(m, n) is defined as in (4.3).
Proof. Analogous to the proof of Theorem 1.1, we will show that both sides of the identities satisfy the same recurrences. On the left-hand sides we need to split the even and odd cases of the summation variable n, but besides that it is standard and automatic to get the recurrences for both sides of these identities using the computer algebra implementations Sigma [16] and/or qMultiSum [15] . Once again, for i = 1, 2, let L i,m,n (N, q) and R i,m,n (N, q) be the left-hand and right hand side summands of (4.17) and (4.18), respectively. We get that these functions satisfy the recurrences
for ν = 0, 1, and
This shows that the left-hand and right-hand side summations (denoted by l S(N, q) and r S(N, q), respectively) satisfy
Iterating (4.20), we see that r S i (N, q) also satisfy (4.19) . Therefore showing the equality of the first 3 terms for both sides is enough to validate the identities of (4.17) and (4.18). The initial values
and the recurrence (4.19) together finish the proof.
Moreover, The left-hand side of (4.17) is the right-hand side of (4.14) with x = 1 and N → 2N . Also the side by side addition of (4.17) and (4.18) (with m → m − 1) and using (1.2) gives the right hand side of (4.13) with x = 1 and N → 2N . Hence, we get the following theorem. This theorem is analogous to the one of Berkovich-McCoy-Orrick (Theorem 3.7). It should also be noted that as N → ∞, (4.22) becomes (4.16) after the use of (1.3), change of variables and (1.4). The same is not true for the limit of (4.21). The limit N → ∞ of (4.21) after simplifications and the right-hand side of (4.15) with the switch of the variables of m and n together yield
which can be proven directly by simple series manipulations.
On products of type
In Section 2, we have combinatorially studied minimal gap conditions on partitions. New representations of the generating functions with the gap conditions of Euler's Theorem and the Rogers-Ramanujan identities also fell under this umbrella. Recall that both these theorems (2.1) and (2.2) also have a product side. Both these products are of the form 1
where the product of Euler's Theorem (2.2) is given by (s, M ) = (1, 4) and the products of RogersRamanujan Theorems (2.3) are coming from (s, M ) = (1, 5) and (2, 5) . So we find it relevant to study the products of this type for positive integers s ≤ M . Let a, b and M be positive integers with M ≥ a and M ≥ b. In a more general setting, the product 1 (q a , q b ; q M ) ∞ is the generating function for the partitions with parts congruent to a or b modulo M . We can think of this generating function in a slightly different light. Assume that we start with a sequence {a i } ∞ i=0 of positive integers, which consists two interweaving arithmetic progressions M j + a and M j + b, for j ≥ 0.
As an end goal, we would like to write a new representation of the generating function (5.1)
where P ai is the set of partitions with parts from the sequence {a i }, and #(π) is the number of parts in the partition π.
Let the smallest element a 0 of this sequence be denoted by s. Since the sequence is made out of two interlacing sequences there exist two non-negative integers r and M − r such that a 2i+1 − a 2i = r and a 2i+2 − a 2i+1 = M − r, for all i ≥ 0. Graphically, we can represent the sequence {a i } given in Table 1   Table 1 . Graphical path of the parts in the sequence {a i }.
We would like to construct partitions from P ai directly. Similar to the previous sections, we start with a minimal configuration and π j = (s, s, . . . , s
where we fix the number of parts and then we can move forward the terms to values in the path represented in Table 1 . Therefore, to make any partition of P ai into j parts we need a generating function that enumerates partitions into ≤ j parts, where each part is either 0 or r modulo M . This can be achieved using the following theorem of Berkovich and the author [7, Th 6.1, p.24] . It should be noted that Theorem 5.1 was proven using only combinatorial arguments. 
is the generating function for partitions from P ai into exactly j parts. Moreover, since we start with fixing the number of parts, it is straightforward to include a variable x to count the number of parts. This way we get a new double sum representation of (5.1):
Corollary 5.3. For the choices of the triplets (s, r, M ) = (1, 1, 2), (1, 2, 4) , (1, 3, 5) , and (2, 1, 5) the Theorem 5.2 yields
Moreover, the double sum that appears in (5.2) calls for an even-odd dissection of the variable j. This split and changing the order of summations give us the following relation:
After rewriting the q-binomial coefficient as q-Pochhammer symbols, doing the simple cancellations, changing the order of summation, and shifting j → j + i, we can employ the q-exponential sum [11, p. One can also prove Theorem 5.4 using the q-binomial theorem [11, p.354, II.3] . To that end, one needs to combine the sums on the right-hand side of (5.9). This summation and the even-odd split, (5.7)-(5.8), can be considered as a direct hypergeometric proof of the second equality in Theorem 5.2. More importantly, if x = 1 and M = 2s + r the equation (5.9) leads to the following dissection. Note that Corollary 5.5 can be proven by the Jacobi Triple Product identity. We first write the lefthand side product as a bilateral series using this identity and then do the even-odd dissection of the summation variable. Then employing the Jacobi Triple product identity twice for the dissected series gives (5.10). Here we also give a proof that relies on Theorem 5.4, which we get using Combinatorial tools only, and the q-Kummer sum [11, p.354, II.9] .
Proof. Let (x, M ) = (1, 2s + r) in (5.9). Then, q-Kummer sum yields the following:
(−q s+r ; q 2s+r ) ∞ (q s ; q 2s+r ) ∞ = (−q 2(2s+r) ) ∞ (−q 2(2s+r)+r , −q 2(2s+r)−r ; q 4(2s+r) ) ∞ (q 2s , q 2s+r ; q 2(2s+r) ) ∞ (5.11) + q s (−q 2(2s+r) ) ∞ (−q r , −q 4(2s+r)−r ; q 4(2s+r) ) ∞ (q 2s , q 2s+r ; q 2(2s+r) ) ∞ .
One only needs to clear the denominators and do simple cancellations to get (5.10) from (5.11).
Outlook
Comparing Corollaries 2.4 and 5.3 gives us intriguing q-series identities. Except for the comparison of the right-hand sides of (2.16) and (5.3), we need to set x = 1. Here, out of these four identities, we present the Rogers-Ramanujan related double sum identities: These equations call for direct proofs. As they stand, we know that identities (6.1) and (6.2) hold due to the first and the second Rogers-Ramanujan identities (Theorem 2.2). We are hoping that (6.1) and (6.2) lead to new proofs of the Rogers-Ramanujan identities, which might not require the use of the Jacobi Triple Product identity; maybe even one that is combinatorial in nature. One thing that needs exploration is attempting to introduce new variables by trial and error in these identities. A generalization of the identities (6.1) and (6.2) with a new variable may hint us to a new partition statistic to build a bijective proof on.
On the other hand, on the basic hypergeometric transformations side, this research gave rise to many identities that the author is planning on presenting in detail in his forthcoming paper. One of these such identities is as follows. where the basic hypergeometric series r φ s is defined in the standard way; as in [11] .
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