Abstract. We prove the existence and uniqueness of a mild solution for a class of non-autonomous parabolic mixed stochastic partial differential equations defined on a bounded open subset D ⊂ R d and involving standard and fractional L 2 (D)-valued Brownian motions. We assume that the coefficients are homogeneous, Lipschitz continuous and the coefficient at the fractional Brownian motion is an affine function.
Introduction
Let (Ω, F , P) be a complete probability space. For a fixed T > 0 let F = {F } t∈[0,T ] be a filtration satisfying the standard assumptions. Let β ∈ (0, 1) be fixed throughout the paper. Assume that D ⊂ R d is a bounded domain with boundary ∂D of class C 2+β . We consider the following stochastic partial differential equation with boundary conditions du(x, t) = div k(x, t)∇u(x, t) + f u(x, t) dt + g u(x, t) W (x, dt)
u(x, 0) = ϕ(x),
∂u(x, t) ∂n(k) = 0, (x, t) ∈ ∂D × (0, T ].
Here W is an L 2 (D)-valued Wiener process and W H is an L 2 (D)-valued fractional Brownian motion with the Hurst index H ∈ (1/2, 1). Furthermore, k = {k i,j } : D → R d×d is a matrix-valued field, consequently, div k(x, t)∇u(x, t) = k i,j (x, t)n i (x) ∂ ∂x j u(x, t),
where n(x) ∈ R d is an outer normal vector to ∂D. We are interested in the existence and uniqueness of a mild solution to (1)- (3) . The precise statement of the problem and the definition of a mild solution will be given in Sections 2 and 3.
In the pure Wiener case, where h = 0, the problem was investigated by Sanz-Solé and Vuillermot [11] , who introduced three different notions for solutions (namely, variation solutions of the first and the second kind and mild solutions) and showed their indistinguishability. Also, they proved the existence, the uniqueness and the pointwise boundedness of the moments along with the spatial Sobolev regularity of such solutions. Later their results for mild solutions were improved in several directions by Veraar [15, Sec. 8] . In particular, he proved the existence and uniqueness of a mild solution in the case of random coefficients, depending also on (x, t).
The pure "fractional" case, where g = 0, was studied in [10] and [12] . In [10] the existence, uniqueness and indistinguishability of two types of variational solutions were proved, assuming that the coefficients f and h are Lipschitz continuous and the derivative of h is Hölder continuous. In [12] the authors proved the existence of a mild solution and established its relation with the variational solution of type II from [10] and the Hölder continuity of its sample paths. When h is an affine function, they also proved the uniqueness of a mild solution and the indistinguishability of mild and variational solutions.
In this paper we will consider mild formulation of the stochastic heat equation (1) 
where U (t, s) = exp t s A u du is the evolution family on L 2 (D) corresponding to the elliptic operator A t ψ(·) = div k(·, t)∇ψ(·) with Neumann boundary conditions (3); the precise formulations will be given later. We show that equation (1) has a unique mild solution. The conditions on the coefficients are similar to those of [11] and [12] . In particular, the functions f and g are assumed to be Lipschitz continuous, and h is assumed to be an affine function. In order to analyze the equation with two different noises (and, consequently, with two different types of stochastic integrals), we replace the fractional Brownian motion by a smooth process, transforming the equation (1) into a stochastic partial differential equation with random drift driven by a Wiener process. This approach was developed for ordinary stochastic differential equations involving both Wiener process and fractional Brownian motion in the article [8] . In [13] it was applied to mixed stochastic delay equations. We organize this article in the following way. In Section 2, we formulate the assumptions, define L 2 (D)-valued Wiener and fractional Brownian processes and introduce the corresponding stochastic integrals. Also, this section contains some properties of Green's function associated with our equation. In Section 3 we define a mild solution and prove its existence and uniqueness. In Appendix, we collect auxiliary estimates for solutions that are used for the proving of main result.
Preliminaries

2.1.
Assumptions on the coefficients and on the initial value.
(A1) Assumptions on k and n:
(vi) the conormal vector-field (x, t) → n(k)(x, t) = k(x, t)n(x) is outward pointing, nowhere tangent to ∂D for every t. (A2) The initial condition satisfies ϕ ∈ C 2+β (D) and the conormal boundary condition (3) relative to k. (A3) f, g : R → R are Lipschitz continuous functions. (A4) h : R → R is an affine function.
Norms and spaces. Let
Denote also for u :
For f : [0, T ] → R and α ∈ (0, 1) define a seminorm
2.3.
Green's function. Let G : (x, t, y, s) : 0 ≤ s < t ≤ T, x, y ∈ D → R be the parabolic Green's function associated with the principal part of (1). It is known from [3, 4] that under assumptions (A1) and (A2) G is a continuous function, twice continuously differentiable in x, once continuously differentiable in t. For every (y, s) ∈ D × (0, T ] it is a classical solution to the linear initial-boundary value problem
Moreover, G satisfies the heat kernel estimates
, and |γ| + 2δ ≤ 2 with |γ| = d j=1 γ j . In particular, for |γ| = δ = 0, we have
We shall refer to (5) as the Gaussian property of G. The evolution family corresponding to the operator A t ψ(·) = div k(·, t)∇ψ(·) with Neumann boundary conditions (3) is defined as
From the Gaussian estimates (5) it can be easily shown that the family U (t, s) is of contractive type on L 2 (D). Indeed, denoting by ζ a standard Gaussian vector in
with some c > 0, whence
In the proposition below we collect other useful estimates for G, see Eqs. (3.4), (3.5) and (3.36) in [12] . (i) For all 0 < r < v < t < T and some t * ∈ (r, v),
(ii) For all 0 < v < s < t < T and some v * ∈ (s, t),
(iii) For all 0 < r < v < s < t < T and some v * , r * ∈ (s, t),
2.4. L 2 (D)-valued Wiener and fractional Brownian processes. Let {λ j , j ∈ N} and {µ j , j ∈ N} be the sequences of positive real numbers and {e i , i ∈ N} be an orthonormal basis of L 2 (D). Assume that
where the series converges in L 2 (Ω, F , P), see, e. g., [1, Sec. 4.1] or [2, Sec. 3.5]. Similarly, let B H j = B H j (t), t ≥ 0 , j ∈ N, be a sequence of one-dimensional, independent fractional Brownian motions with the Hurst parameter H ∈ (0, 1), defined on (Ω, F , F, P) and starting at the origin. Following [6] 
where the series converges a. s. in L 2 (D). 
where the integrals with respect to B j , j ∈ N, are Itô integrals, see [1, 2, 16] . The Itô isometry of the form 
This result can be generalized to the case of stochastic convolutions (see [5, 14] ). For simplicity we formulate it for the evolution family U (t, s) defined by (6) . Define
Then for every p ≥ 2 there exists C 
. Under these assumptions, the generalized Lebesgue-Stieltjes integral
see, e. g., [7, Sec. 2.1] for details. It is not hard to see that this integral admits the bound
Fix H ∈ (1/2, 1), α ∈ (1 − H, 1/2), and let Φ, ψ be as above. Assume that
Following [6] , we introduce the integral with respect to
where the integrals with respect to B H j , j ∈ N, are pathwise generalized LebesgueStieltjes integrals defined by (12) . One can easily derive from (13) the following inequality (see [6, Eq. (2.16) 
where
Note that the value E B H j α,0;b is finite by [9, Lemma 7.5], moreover, it does not depend on j, since B H j 's are equally distributed. Hence, using the monotone convergence theorem and assumption (A5), we get
Therefore the random variable ξ α,H,b is finite a. s.
Existence and uniqueness of mild solution
In this section, we consider unique solvability of the problem (1)-(3). We understand its solution in a mild sense. Recall that we consider H ∈ (1/2, 1).
} is a mild solution to the problem (1)-(3) if the following two conditions are satisfied:
(
Here the integrals w. r. t. B j , j ∈ N, are Itô integrals, and the integrals w. r. t. B H j , j ∈ N, are path-wise generalized Lebesgue-Stieltjes integrals.
For clarity, in the following we will write the integrals with respect to W and W H in their full form, as in (16) . The proof will be divided into several logical steps. First fix some α ∈ 1 − H,
see [8] . Consider the equation
is a random drift depending also on (y, s). In other words, u N,n is a mild solution of the equation
, with initial-boundary conditions (2)-(3). Such equations were studied in [15, Sec. 8] .
By assumption (A5),
Therefore, the function b N,n satisfies the following conditions: for all y ∈ D, ω ∈ Ω, s ∈ [0, T ] and u, v ∈ R,
Then, by [15, Example 8.2] , there exists a unique mild solution u N,n with paths in
3.2. Convergence of approximations. Let us prove that, for a fixed N ≥ 1, the sequence {u N,n , n ≥ 1} is fundamental in probability in the norm · α,2,T . For all ε > 0, R ≥ 1 and n, m ∈ N, we have , j ∈ N, are identically distributed, we see that
by (A5). Then, by the Cauchy-Schwarz inequality,
Therefore, using Lemma A.3 and Markov's inequality, we see that for all ε > 0, R ≥ 1, Hence, Lemma A.2 and Markov's inequality imply that
Therefore, u N,n − u N,m α,2,T → 0, n, m → ∞, in probability. Consequently, there exists a random process u N such that u N,n − u N α,2,T → 0, n → ∞, in probability.
Then there exists an a. s. convergent subsequence, and without loss of generality we can assume that
3.3. The limit provides a solution. We have
Consequently, in order to prove that u N satisfies (16) , we need to show that these four integrals converge to zero. Note that they can be bounded exactly in the same way as the corresponding integrals in Lemma A.3 of Appendix A. Denoting
we will obtain
Taking into account (23) and (24), we get that E u N,n (·, T ) − u N (·, T ) 2 2 ½ T → 0 as n → ∞, and, consequently, u N,n (·, T ) − u N (·, T ) 2 ½ T → 0 in probability. Thanks to the convergence u N,n − u N α,2,T → 0, n → ∞, the event u N α,2,T ≤ R implies u N,n α,2,T ≤ R for n large enough, therefore we have the convergence of the integrals in probability on u N α,2,T ≤ R and arbitrary R ≥ 1, therefore on Ω.
3.4.
Letting N → ∞ and uniqueness. From Lemma A.3 and Remark A.1 after it, it is obvious that the processes u N and u M with M ≥ N coincide a. s. on the set A N,T = {ξ α,H,T ≤ N }. Therefore, there exists a process u such that for each N ≥ 1, u N = u a. s. on A N,T . Consequently, u satisfies (16) on each of the sets A N,T , N ≥ 1, hence, almost surely. Finally, the uniqueness also follows from Lemma A.3: each solution to (16) must coincide with u on each of the sets A N,T , hence, almost surely.
Appendix A. Auxiliary results
Let u be a mild solution, defined by (16) . Introduce the following notation:
G(x, t; y, s)g(u(y, s))e j (y) dy dB j (s),
Also, let
Then I a α,2,t = sup
Lemma A.1. Let N ≥ 1. Define
where ξ α,H,t is given by (15) . Then under assumptions of Theorem 3.1,
for all ω ∈ A N,t .
Proof. Fix ω ∈ A N,t . It follows from (16) that
Evidently,
since ϕ is bounded and the Gaussian property (5) holds. Using the Schwarz inequality and (5), we also get
|G(x, t; y, s)f (u(y, s))| dy ds 
Then applying (14), we obtain
Taking into account that sup j∈N e j ∞ < ∞, one can derive the following bound similarly to (28): sup
Further, by the assumption (A4),
Applying the Schwarz inequality, we obtain
since the integrals D |G(x, t; y, s)| dy and D |G(x, t; y, s) − G(x, t; y, v)| dy are bounded uniformly in s, v due to the Gaussian property (5) . Then applying the bounds (5) and (7) and integrating the preceding estimate w. r. t. x ∈ D, we get
for any δ ∈ d d+2 , 1 . Therefore,
, 1 is arbitrary. Since α < 1/2, we can choose δ > 2α. Then by changing the order of integration, the last term can be calculated as follows
We arrive at
Applying the Schwarz inequality relative to the measure ds on [0, t] to both integrals, we deduce that
Combining (26)- (28) and (34), we obtain
Obviously,
where the terms in the right-hand side are defined in (25). Using the boundedness of ϕ and (8), we get for any δ ∈ ( d d+2 , 1) and some v * ∈ (v, s),
since we can choose δ > α. In order to estimate J f (t), we write
It is not hard to show that
for every δ ∈ 
Applying the bound (39) and the Schwarz inequality, we obtain
where the last inequality follows from
Combining the above estimates, we arrive at
It remains to estimate J h . We start by writing
Applying (14), (30) and (31), we get
for any δ ∈ d d+2 , 1 . The last term is computed similarly to (33) (recall that δ > 2α):
Thus,
Denoting a * j,s,v (u)(x, z) = a j,s (u)(x, z) − a j,v (u)(x, z), we can write by (14) ,
Similarly to (30) and (31), we can prove the inequalities
and
for any δ ∈ d d+2 , 1 . For (43) the key estimate is (8) . For (44) one should apply (8) along with (9) .
Then
Thus, combining (41), (42) and (45), we get
Similarly to Eqs. (3.42)-(3.45) of [12] , one can estimate the integrals t 0 (L i (s)) 2 ds, i = 1, 2, 3, 4. This leads to the inequality
Finally, combining (36), (37), (40) and (46), we get
Inserting this bound into (35), we conclude the proof.
Lemma A.2. Let N ≥ 1. Define a stopping time
Proof. By Lemma A.1,
Using the inequality (11) and then the assumption (A3), we get
By the Schwarz inequality, we have
By Ito's isometry,
Then using the assumption (A5) and bounding the inner integrals similarly to (28), we arrive at
Similarly to (49),
One can bound the integral in the right-hand side in the same way as K ′′ f in (39):
dz.
Further,
Hence, choosing δ >
Combining (47), (48), and (50), we get
and the proof follows from Gronwall's lemma.
Lemma A.3. Let the assumptions of Theorem 3.1 hold. Then Proof. The proof will be similar to that of Lemmas A.1-A.2, so we omit some details.
G(x, t; y, s) g(u(y, s)) − g(ũ(y, s)) e j (y) dy dB j (s),
G(x, t; y, s) h(u(y, s)) − h(ũ(y, s)) e j (y) dy dZ j (s),
ds, a ∈ {∆f, ∆g, ∆h, ∆Z} .
Similarly to (32),
Arguing as in the proof of Lemma A.1 for the term I h , we obtain The terms I ∆f and J ∆f can be estimated in the same way as the terms I f and J f in the proof of Lemma A.1, using the Lipschitz condition (A3) instead of the inequality |f (u)| ≤ C(1 + |u|). This leads to the bounds In order to estimate I ∆h , we can use the same arguments as for I h in the proof of Lemma A.1, using the bounds 
instead of (30) and (31) respectively. These bounds can be established similarly to (30) and (31), see [12, Lemma 3.3] for their proofs. Mention that for (51) we need the assumption that h is an affine function. We will obtain sup s∈ [0,t] I ∆h (·, t) from [12] respectively. Note that for this term we need to choose δ ∈ d d+2 , 1 − 2α , this leads to the restriction α < 1 d+2 . We refer to the proof of part (b) of Theorem 2.3 in [12] for the details on the estimation of I ∆h and J ∆h .
Thus, we see that u −ũ I ∆g (·, t) 2 2 ½ t + J ∆g (t)½ t .
Similarly to (48) (using the Lipschitz continuity of g instead of the linear growth condition), we get Acknowledgement. Yu. Mishura is thankful to M. Dozzi for the fruitful discussion of the topic during her visit to the University of Lorraine.
