Although the items of the positive and negative syndrome scale (PANSS) are ordinal, continuous data methods are consistently used to analyze them. The current study addresses this issue by applying a categorical method and critically examining the ideas of item inclusion and goodness of fit. Data from 1527 subjects was used to test a proposed solution to the factor structure of the PANSS using a categorical factor analytic method. The model was made more generalizable by setting a minimum level of association between the item and the factor, and the results were then compared to existing solutions. The model was also tested for consistency in a first-episode sample. Use of categorical methods indicated similar results to previous analyses; however, it is demonstrated that the strength of the estimates can be unstable when items are shared across factors. The current study demonstrates that solutions can change substantially when a model is over-fitted, and therefore use of measures of fit as the criterion for an acceptable model can mask important relationships and decrease clinical validity.
Introduction
The Positive and Negative Syndrome Scale (PANSS) is the most widely used measure for the assessment of the symptoms of schizophrenia. Thus, the analysis of PANSS structure is paramount to research on the disease, as item-level analysis is prohibitive and use of total scores can obscure neuropharmacological targets (Kirkpatrick and Fischer, 2006) . Using both exploratory and confirmatory methods, the literature shows the most replicated solution involves five factors (White et al., 1997 , van der Gaag et al., 2006 , although the content of the factors varies slightly among studies. In fact, while a large number of samples have been tested using various methods (see van der Gaag et al, 2006) , the striking fact about the results as a whole is that the solutions are much more alike than different (Kay and Sevy, 1990 , Bell et al., 1994 , Lindenmayer et al., 1995 , Marder et al., 1997 , White et al., 1997 , van der Gaag et al., 2006 , Citrome et al., 2011 , Reininghaus et al., 2012 ).
The literature also shows that the majority of analyses used to determine underlying scale structure have relied on continuous (normality-based) methods even though the items of the PANSS are ordinal categories. These methods are not without merit because factor analysis has been shown to be relatively robust to violations of normality assumptions such as skewness (Fuller and Hemmerle, 1966) . However, it is often overlooked that normality also implies continuity (i.e., very few or no ties in the data). The inherently large number of ties within the item-level data results in reduced variance (Blalock, 1976 ) that subsequently affects the estimates of covariance and correlation, the basis of all factor analytic methods. Therefore, the categorical nature of the data can skew the results of the analysis and lead to erroneous conclusions (Olsson, 1979) , which may not have been properly addressed in prior assessments due to the limited availability of fully categorical data methods for comparison.
This may also be the reason why some previous solutions resulted in items being removed (Kay and Sevy, 1990, White et al., 1997) , or why complicated error structures were adapted in order to find numerically acceptable solutions to the empirical data (van der Gaag et al., 2006) . One paper on the PANSS made note of the normality issues and proposed using principal components analysis (PCA) (Levine and Rabinowitz, 2007) , which does not assume a particular distribution. However, it is unclear to what extent PCA would be affected by the reduced variance associated with ordinal item-level data, given that the covariance matrix used for PCA is calculated using normality-based formulas.
Thus the current study uses a novel categorical analytic technique to fit a proposed factor structure for the PANSS (van der Gaag et al., 2006) using confirmatory factor analysis (CFA). The choice of CFA in this setting is due to the overwhelming commonality among the other previous solutions, and the goal of the current paper is to examine the consistency among solutions rather than generate a new solution. The benefit of the use of categorical methods is that by definition they calculate variance differently by modeling the probabilities of response, and thus do not suffer from the same issues as normality based methods described above. The fit of this large empirical dataset is then used to revisit the issues of item inclusion and subscale structure. We then test this solution on a new, independent dataset from a first-episode psychosis sample to see if the solution could also be used for less chronic patients. The benefits of this strategy are that such a sample allows for an examination of latent structure of symptoms relatively unobscured by chronicity and treatment effects. In contrast, patients in the early stages of illness may have different symptom profiles (either related to severity or the relationship among symptoms), which can also affect the attempts to replicate results using CFA. Even so, several studies using CFA have demonstrated that the structure of PANSS-rated symptoms in first-episode patients may be comparable to that reported in more chronic samples (Drake et al., 2003 , Reininghaus et al., 2012 .
Finally, we examine the concept of "goodness of fit" as the ultimate goal of CFA; mainly because the specificity of a particular model to the dataset from which it is derived is especially a concern when considerable adjustments to the model are made to improve fit. Such adjustments may degrade the clinical validity of models by either 1) making the solution too sample-specific (i.e., not generalizable) and/or 2) forcing the exclusion of core symptoms of the illness due to lack of variance in the items. We propose an alternative --namely the standardized "size" of the loading (i.e., the magnitude of the correlation between the item and the factor) --as essential evidence for the adequacy of a particular model to the data. The discussion of the size of the loading is often considered in the building of these structural models using exploratory factor analysis (EFA) (Cudeck and Odell, 1994, Skrondal and but is for the most part not discussed when using confirmatory methods. However, the assessment of the strength of the relationships between the item and the factor demonstrates a type of clinical relevance that would likely be crucial to the generalizability of the result to other data sets.
Most importantly, the assumption of the authors is that because every solution is to some extent sample-specific, it might be preferable to adopt a "consensus" model, similar to the current solutions in neuropsychology, rather than to fit new and different models to a multitude of data sets. If the ultimate goal of the determination of factor structure is to define valid and reproducible underlying constructs within a scale, we suggest that with the recent emphasis (and perhaps over-emphasis) on overall model fit, this goal is often overshadowed. Thus, the purpose of this paper is to examine the evidence for consistency across studies, and discuss possible methodological reasons for some previous inconsistencies.
Methods

Factor analytic methods for ordinal data
The earliest proposed solution for the confirmatory factor analysis of ordinal data was a computational compromise proposed by both Muthén (Muthén, 1984) and later in a slightly different form by Jöreskog (Jöreskog, 1990 , Jöreskog, 1994 . This underlying variable (UV) approach assumes that each ordinal item is measuring an underlying, unobserved variable that is normally distributed. It is not "fully categorical", however, as it relies on the assumption of bivariate normality to calculate polychoric correlations which are then in turn used to fit the CFA model in a similar manner to the traditional linear case.
Previous statistical assessments of these UV methods have tested the sensitivity of the methods to skewness and kurtosis (non-normality) of the observed distributions (Potthast, 1993) as well as the underlying distributions (Flora and Curran, 2004) . The results have shown that while the parameter estimates (loadings) are somewhat robust to moderate deviations from normality, use of the UV method leads to consistently inflated test statistics and underestimated standard errors, and this bias increases with smaller sample sizes and larger (at least 10-20) numbers of parameters (Potthast, 1993, Flora and Curran, 2004) . The effects of non-normality in shape were particularly pronounced in the instance where the data exhibited high positive kurtosis, or what is referred to in other applications as "zero inflation" (Lachenbruch, 2002, Kelley and Anderson, 2008) . There is some indication that robust estimation attenuates these effects (Flora and Curran, 2004, Yang-Wallentin et al., 2010) and can be accomplished through either robust WLS (Mplus) or using the asymptotic covariance matrix (LISREL). These two methods provide nearly identical results when all items are ordinal (Yang-Wallentin et al., 2010) . Further developments of these UV methods for exploratory factor analysis (EFA) that were not only bivariate, but multivariate (i.e. full likelihood methods) have been proposed (Lee et al., 1990) but were found to be computationally unfeasible for models with more than a few factors (Jöreskog and Moustaki, 2001) . The fully categorical ordinal data method used in the current investigation is the traditional ordinal logistic regression model assuming proportional odds and the logistic distribution function (McCullagh, 1980) , applied to the latent variable model used for CFA , implemented by an add-on to Stata (www.gllamm.org). It is important to note that this full likelihood method differs from item response theory (IRT) (Forero and Maydeu-Olivares, 2009, Reininghaus et al., 2012) logistic models which are confirmatory in nature, but parameterized differently. The current method models the probabilities of each response (k) to each item (m) as a multivariate vector per subject, rather than the probabilities of response patterns or combinations (total possible = k m ) across the sample, as in IRT. The attempt to model the patterns has until recently limited the estimation to small numbers of items and very few factors (approximately 2 or 3) Moustaki, 2001, Forero and Maydeu-Olivares, 2009 ), as the computation increases exponentially with the number of items and factors. This limitation, along with the fact that the Stata model is the only fully categorical model analogous in structure to the CFA for normally distributed variables, influenced our choice of the Statabased model over the Mplus IRT competitor.
Data description
2.2.1 Chronic schizophrenia sample-The majority of the clinical data (71.6%) for this demonstration was obtained from previous analyses of the PANSS done on a collection of datasets (Kay and Sevy, 1990 , Bell et al., 1994 , Caton et al., 1994 , Caton et al., 1995 , Davidson et al., 1995 , which resulted in the original 5 factor (Pentagonal) model (White et al., 1997) . Briefly, we are using data from four of the five sites from the prior paper, excluding the acute inpatient dataset involving 139 patients, which was not available. In addition, we have new data from two studies of well-characterized ambulatory outpatients with schizophrenia (Bowie et al., 2008 , Harvey et al., 2011 . Demographics from the samples are listed in Table 1 ; the sample consisted of 1527 unique subjects with schizophrenia or schizoaffective disorder evaluated upon entry to the study for which they were consented.
2.2.2
First-episode psychosis sample-Clinical data for the testing of the model in a first-episode sample came from a combined data set from two observational studies of consecutively hospitalized first-episode psychosis patients in several public-sector settings in Atlanta, Georgia. The two studies primarily examined predictors of treatment delay and the duration of untreated psychosis (Compton et al., 2008 , Compton et al., 2009a , Compton et al., 2011 and the impact of premorbid cannabis use on age at onset of psychosis (Compton et al., 2009b) , the latter study being ongoing.
Analysis plan
We fit the full model with correlated factors (van der Gaag et al., 2006) ; however, we did not allow for correlation among the error terms, as these are generally only adopted to improve fit. All factor loadings were standardized to facilitate making recommendations for subscale structure (Bartholomew et al., 2008) . For the purposes of "clinical relevance" we chose a somewhat standard (but still arbitrary) correlation of at least 0.30 (Cudeck and Odell, 1994, Skrondal and ) between the item and the factor, or equivalently, approximately 10% of the variance in the factor being attributable to the item, to indicate reasonable evidence that an item should belong to a particular subscale. Note that this is a minimum threshold, chosen to include some of the less-well used and less variable items of the scale, which often do not reach higher levels of correlation in these solutions (Citrome et al., 2011) . This criterion was not used in place of statistical significance but in addition to it; i.e., all loadings identified were also statistically significant (Cudeck and Odell, 1994) ; in fact with most sample sizes large enough to fit a 30-item model, the two are essentially equivalent. In contrast, the significance of the estimate gives us very little information by which to verify whether an item belongs to a factor, as loadings as small as 0.061 can be "significant." If the loading is that small, we would argue that there is no empirical evidence that that item should be in that factor, despite what statistical significance of the estimate or goodness of fit measures may indicate.
Results
Model fit
The model results are given in Table 2 . For comparison, we also fit solutions using traditional linear methods, as well as the UV method (coefficients not shown) and calculated two of the traditional fit indices (comparative fit index, CFI; root mean squared error of approximation, RMSEA). Initial observation shows that overall the models are mostly in agreement; however, the standardized loadings tend to be lower for the ordinal logistic fit. Both of the normality-based model solutions had more than adequate fit (CFI=0.935, 0.957, respectively) and relatively low RMSEA (0.08 and 0.07, respectively). For simplicity, we marked the item loadings which were NOT significant in magnitude relative to the standard error in Table 2 , as nearly all loadings, even those with small magnitudes, were statistically significant.
The move toward a generalizable subscale structure
Although the overall fit indices would be judged as mostly adequate, it appears that there are a number of items that we would recommend removing from certain factors due to the lack of evidence of a clinically relevant association [ Table 2 ]. We then fit a "reduced" model removing those items in order to better assess the correct loadings on the other items, as the validity of a model can always be negatively affected by the fitting of spurious predictors. More importantly, over-fitting is especially a concern when the variance is reduced as is the case with ordinal data. There were 3 items (avolition (G13), difficulty with abstract thinking (N5), and somatic concern (G1)) for which both loadings are less than 0.3 in the full model; in those cases we decided to choose the higher of the two loadings and allow the item to remain on that factor, to see if the removal of spurious items altered the solution. Only one item, tension (G4), was shown to be "shared" in the sense that loadings on two factors were both > 0.30, so we fit that item on both factors in the reduced model.
The results of the reduced model are also listed in Table 2 . Of note, the removal of items with little evidence of association altered the loading of the tension item (G4) on the excited factor to below our decided threshold level of 0.30 (0.098). Similarly, loadings for a number of the items that were below the threshold in the initial fit of the full model were now well above the 0.30 threshold level of clinical relevance. This indicates that the sharing of items across many factors (potential over-fitting) can mask meaningful associations, and result in unstable estimates. Thus, without any adjustments for "fit," all 30 items were shown to be associated with at least one factor, both statistically and clinically (i.e., of sufficient magnitude to be considered meaningful). In contrast to previous solutions, however, only one item (conceptual disorganization) fit more than one factor, that item being shared across two factors. Thus, although a good portion of the structure of the van der Gaag solution (van der Gaag et al., 2006) was replicated in the current sample, the use of the threshold for inclusion resulted in a model with fourteen fewer parameters, a substantial reduction.
Testing of the model in first-episode patients
In order to test whether the solution for chronic patients could also be used for first-episode subjects, we fit the reduced model derived on the chronic schizophrenia patients to our firstepisode sample. Because the concept of goodness of fit does not apply to these models, and has been shown to be unrelated to the clinical evidence, we again focus on whether or not the model maintains reasonably substantial correlations between the items and the factors. If we again use the threshold of 0.30, we see that the majority of the items meet that criterion, indicating the model is well replicated in this sample. The exceptions are conceptual disorganization (P2, r=0.002), and two items of the disorganization factor; i.e., mannerisms and posturing (G5, r=0.126) and disorientation (G10, r=0.212). However, we would argue that only the loading of conceptual disorganization (P2) shows clear evidence that the item may not belong in the negative factor. Thus, given that it is the only remaining item shared among factors in our ordinal analysis, we chose to drop it from the negative factor in the proposed model; this was also in agreement with many of the previously derived models. Although the items in the disorganization factor have low correlations, they do not provide strong evidence of lack of fit of the proposed model for this sample of first-episode patients, given the reduced sample size, and that they are in the proposed direction. Further, if we agree that the ultimate goal is to create subscales that can be used to enhance comparability of research results across future studies, a small number of items will hardly affect the subscale totals, and we must expect some necessary variation among samples due to random sources and sample characteristics.
Proposal of a consensus subscale structure
We propose a subscale structure to be used for future research in Table 2 , consisting of those items that remained clinically significant for our data set, and also fit well with the firstepisode data. Interestingly, with the exception of only a few items (one on the disorganized factor, and one on the emotion factor) these items are identical to those items indicated to have been found in 9/10 of the cross validations in the van der Gaag study (van der Gaag et al., 2006) . Thus, it would appear that our criterion of a standardized loading of > 0.30 (for clinical significance) may have had a similar effect as the cross-validation in reducing spurious associations due to outliers in the data set, and is much easier to implement. Furthermore, the reduced model revealed here is also remarkably similar to a number of other models (Table 3) , including both the original 4-factor pyramidal model (Kay and Sevy, 1990) , the well-replicated pentagonal model (White et al., 1997) , a model derived from the North American trials of risperidone (Marder et al., 1997) , and a more recent large-sample analysis of seven trials of iloperidone (Citrome et al., 2011) . Most significantly, it is quite similar to another more recent model derived using slightly different categorical factor analytic methods (Reininghaus et al., 2012) . That study illustrated that the proposed structure remains even in the presence of a "general" factor, thus it would appear the model has considerable face validity.
Discussion
It is important to note that we are not the first group to recognize the similarity across the solutions, and look for ways to combine results (Lehoux et al., 2009 , Wallwork et al., 2012 . The novelty of the current study is in addressing the categorical nature of the data using new methods and in the discussion of the rules for item inclusion. The fact that the final solution presented here is consistent with many previous studies provides evidence that the normality-based measures are not fatally flawed in regards to identifying the major factors within the PANSS scale, and that the proposed solution is reasonable to use for studies of chronic patients.
The use of the model in first-episode patients seems to be mostly supported by the data, but further replication across additional samples would be needed before general recommendations could be made. More specifically, we acknowledge that the differences reflected in the chronic and first-episode sample could be due to the nature of the early stages of schizophrenia, given that symptoms such as disorientation and conceptual disorganization are commonly associated with later phases of the disease, and could also be less prominent in later cohorts treated with newer antipsychotics. In addition, there may be differences in clinical and comorbidity profiles across these samples which account for these differences; unfortunately we do not have the data to formally make comparisons.
In contrast, the current approach did uncover something that was not previously addressed, which is the effect of over-fitting, which is the direct result of the pursuit of a high goodness of fit index (GFI). Three items were not meaningfully associated in the full model but became so in the reduced model, after removing non-correlated items. Most notably, difficulty with abstract thinking (N5) changed substantially, indicating that the effects of over-fitting can be severe.
Despite the fact that the categorical solution is less familiar to some researchers, it may be important to adopt as many of the items on the PANSS are not only skewed, but have very limited variance altogether. A case in point is the item of conceptual disorganization (P2) -both the pyramidal and pentagonal models dropped the item, and the van der Gaag solution had it as a negative loading in the negative factor (van der Gaag et al., 2006) , which would appear to be contradictory to the proposed model. This is most likely due to the fact that the item is not continuous, e.g. in the current data 32% of the sample does not exhibit this symptom. In fact, the majority of items on the PANSS exhibit strikingly similar patterns, thus the use of the categorical analysis would be preferable for this scale due to the fact that it models the probabilities of each response category, which allows them to vary substantially, i.e. it does not require normality in the shape of the distribution. Unfortunately, the categorical solution illustrated here requires substantial time computationally; it appears, however, that the use of the IRT solution (i.e. Mplus) provides similar results (Reininghaus et al., 2012) without such a time constraint, which is encouraging.
Finally, we recommend the use of a threshold for the item-to-factor correlation in choosing items for subscales, rather than relying on statistical significance and goodness of fit indices, regardless of the method of estimation used to fit a solution. Our use of the magnitude of the standardized loadings could be considered analogous to the issue of clinical significance versus statistical significance argued in the discussion of clinical trial results (Kraemer, 2006, Kraemer and Kupfer, 2006) . However, this is rarely discussed in the context of factor analysis. Indices of fit can certainly be useful; however, we would propose that it is the dependence on these measures while excluding other important criteria that is the concern raised by the current investigation. While benchmarks for GFI (e.g., 0.90) and RMSEA are for the most part consistently used, they are also arbitrary and do not reflect clinical relevance or reproducibility of a model; the same could be said for traditional tests of model significance such as likelihood ratio tests which apply to the categorical models. Notably, for either the linear or UV fit of the current model, the results would have been considered a successful replication and no adjustments would have been made. If the goal is to use the results of the CFA to provide recommendations for the creation of subscales for future use, it would appear that not only do the fit indices not provide sufficient information in this regard, but they could possibly be misleading as we can always increase the fit by altering the model. We suggest that for the purposes of validation of subscale structure, the magnitude of the association should be used as an important indicator of clinical relevance along with standard estimates of statistical significance. 
