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Abstract
Dynamical quantum groups were introduced by Etingof and Varchenko in connection
with the dynamical quantum Yang-Baxter equation, and measured quantum groupoids were
introduced by Enock, Lesieur and Vallin in their study of inclusions of type II1 factors. In
this article, we associate to suitable dynamical quantum groups, which are a purely algebraic
objects, Hopf C˚-bimodules and measured quantum groupoids on the level of von Neumann
algebras. Assuming invariant integrals on the dynamical quantum group, we first construct
a fundamental unitary which yields Hopf bimodules on the level of C˚-algebras and von
Neumann algebras. Next, we assume properness of the dynamical quantum group and lift
the integrals to the operator algebras. In a subsequent article, this construction shall be
applied to the dynamical SUqp2q studied by Koelink and Rosengren.
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Introduction
Dynamical quantum groups were introduced by Etingof and Varchenko as an algebraic frame-
work for the study of the dynamical quantum Yang-Baxter equation [5, 6, 7], a variant of the
Yang-Baxter equation arising in statistical mechanics. Every (rigid) solution of this equation has
a naturally associated tensor category of representations which turns out to be equivalent to the
category of representations of some dynamical quantum group. In the case of the basic rational
or basic trigonometric solution, this dynamical quantum group can be regarded as a quantiza-
tion of the function algebra on some Poisson-Lie-groupoid. In general, it can be regarded as a
quantum groupoid and fits into the theory of Hopf algebroids developed by Böhm and others
[1].
Measured quantum groupoids were introduced by Enock, Lesieur and Vallin [2, 12] to cap-
ture generalized Galois symmetries of certain inclusions of type II1 factors [4, 3, 14]. Apart
from this fundamental example in von Neumann algebra theory, which was also considered in
the algebraic setting [8, 18], and from the finite case, only few measured quantum groupoids
have been constructed and investigated yet [12, 27].
Up to now, connections between algebraic and operator-algebraic approaches to quantum
groupoids have only been explored in the finite case [13, 16, 26] and in the form of a few
examples and constructions that exist on both levels. The situation is very different in the area of
quantum groups, where Woronowicz’s theory of compact quantum groups [31] and van Daele’s
theory of multiplier Hopf algebras with integrals [11, 29] form a bridge between the algebraic
and operator-algebraic approaches, combining the computational convenience of the former with
the power and richness of the latter.
In this article, we associate to suitable dynamical quantum groups, which are purely alge-
braic objects, Hopf C˚-bimodules and measured quantum groupoids on the level of von Neu-
mann algebras. The main example of a dynamical group we have in mind for application is the
dynamical SUqp2q studied by Koelink and Rosengren [9], and in a subsequent article, we want
to study the construction for this example in detail.
On the dynamical quantum groups, we have to impose several assumptions.
First, we need a left- and a right-invariant integral, which correspond to fiber-wise integration
on a groupoid, and a weight on the basis that is suitably quasi-invariant, such that the resulting
total integrals are faithful, positive, and coincide. In the case of the dynamical SUqp2q, the left-
and right-invariant integrals can be obtained from a Peter-Weyl decomposition due to Koelink
and Rosengren [9], while the quasi-invariant weight on the basis can be chosen quite freely.
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Second, we assume the dynamical quantum group to be proper, which is the natural analogue
of compactness and unitality for quantum groupoids, and to possess a specific approximate unit
in the base algebra. The dynamical SUqp2q even is compact and thus satisfies this condition.
Third, we assume that the quasi-invariant weight on the basis admits a bounded GNS-con-
struction. Like the first condition, this one is very natural. In the case of the dynamical SUqp2q,
the base algebra is formed by all meromorphic functions on the plane and does not admit any
non-trivial bounded representations. To apply our construction, one therefore has to change the
base and check that the Peter-Weyl decomposition persists.
Given these assumptions, the measured quantum groupoid is constructed as follows.
The algebraic GNS-construction, applied to the total integral on the dynamical quantum
group, yields a Hilbert space of square-integrable functions on the dynamical quantum group
together with a natural representation by densely defined multiplication operators. To obtain
a C˚-algebra or von Neumann algebra, one has to show that these multiplication operators are
bounded. To prove this and to lift the comultiplication to the resulting C˚-algebra and von Neu-
mann algebra, we proceed as in the case of quantum groups [22] and construct a fundamental
unitary which is pseudo-multiplicative on the level of von Neumann algebras and C˚-algebras
in the sense of [25] and [23], respectively. The general theory of these unitaries then yields
completions of the dynamical quantum group in the form a Hopf C˚-bimodule and a Hopf von-
Neumann bimodule, and simultaneously a Pontrjagin dual in the same form. Finally, we extend
the invariant integrals to the level of operator algebras, using properness of the dynamical quan-
tum group and standard von Neumann algebra techniques.
This article is organized as follows.
Section 1 provides the algebraic basics on dynamical quantum groups and integration that
are needed for the construction in Section 2. We first generalize the definition of a dynamical
quantum group or h-Hopf algebroid, allowing the base to be non-unital, then consider left-
and right-invariant integrals on the total algebra and quasi-invariant weights on the basis, and
finally construct a ˚-algebra related to the Pontrjagin dual. The main result of this section is
the existence of a modular automorphism for the total integral, which follows from a strong
invariance property similarly as in the setting of multiplier Hopf algebras [29].
Section 2 presents the construction of the measured quantum groupoid outlined above. It
uses Connes spatial theory, in particular the relative tensor product of Hilbert modules, and the
C˚-algebraic analogue of that construction [21], and introduces the necessary concepts along the
way when they are needed.
We use standard notation and adopt the following conventions. All algebras will be over the
ground field C and we do not assume the existence of a unit element. Given a vector space V
with a subset X Ď V , we denote by xXy Ď V the linear span and, if V is normed, by rXs Ď V
the closed linear span of X . Inner products on Hilbert spaces will be linear in the second and
anti-linear in the first variable.
1 Dynamical quantum groups with integrals on the algebraic level
This section summarizes and develops the basics on dynamical quantum groups and integration
used in this article. Before turning to details, let us outline the main concepts.
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A dynamical quantum group is a special quantum groupoid and as such consists of an algebra
B called the basis, an algebra A, commuting inclusions r,s : BpopqÑ A, and a comultiplication,
antipode and counit which are in some sense fibered over r and s. What makes it special is that
the basis B is commutative, that rpBq and spBq are central in A up to a twist which is controlled by
an action of a group Γ on B and a bigrading of A by Γ, and that the target of the comultiplication
is given by a nice monoidal product Ab˜A.
Integration on a quantum groupoid involves several ingredients. The analogue of the left-
or right-invariance property of Haar measures on groups, Haar systems on groupoids, and Haar
weights on quantum groups can be formulated for maps A Ñ B that are linear with respect to
rpBq or spBq, respectively. To obtain a total integration AÑC, such a partial integral AÑ B has
to be composed with a suitable functional BÑC that has to be compatible with the action of Γ.
Let us now turn to details. We proceed as follows.
From the beginning, we assume all our algebras to possess an involution but not necessar-
ily a unit. We first recall terminology concerning non-unital algebras (§1.1), then describe the
monoidal product Ab˜A (§1.2), and define dynamical quantum groups or, more precisely, multi-
plier pB,Γq-Hopf ˚-algebroids (§1.3). Afterwards, we introduce and study integrals (§1.4–§1.6)
and prove the existence of a modular automorphism that controls the deviation of the total in-
tegral from being a. Using integration, we finally construct the dual ˚-algebra of a multiplier
pB,Γq-Hopf ˚-algebroid (§1.7).
1.1 Preliminaries on non-unital algebras
To handle non-unital algebras, we use extra non-degeneracy assumptions and multiplier algebras
[28, appendix] which are recalled below.
Let R be an algebra, not necessarily unital. Given a left R-module M, we say that R has local
units for M if for each finite subset F ĎM, there exists some r P R such that rm“m for all m P F
[30]. The corresponding notion for right R-modules is defined similarly. We say that R has local
units if it has local units for R, regarded as a left and as a right R-module.
Let R and S be algebras with local units, let N be an R-S-bimodule and assume that R and
S have local units for N. A multiplier of N is a pair T “ pTR,TSq, where TR : RÑ N is a left R-
module map and TS : SÑ N a right S-module map satisfying TRprqs“ rTSpsq for all r P R,s P S.
Given such a multiplier, we write rT :“ TRprq and T s :“ TSpsq for all r P R, s P S. We denote the
set of all multipliers of N by MpNq. Clearly, N embeds into MpNq and MpNq carries a natural
structure of an R-S-bimodule that is compatible with this embedding.
Regarding R as an R-R-bimodule, MpRq becomes an algebra via rpT T 1q :“ prT qT 1 and
pT T 1qr :“ T pT 1rq, and R embeds into MpRq as an essential ideal. If R is a ˚-algebra, then
so is MpRq, where rT˚r1 “ pr1˚Tr˚q˚ for all r,r1 P R,T PMpRq.
The bimodule N becomes an MpRq-MpSq-bimodule via r1prnsqs1 :“ pr1rqnpss1q for all r1 P
MpRq,r PR,n PN,s P S,s1 PMpSq, and MpNq is an MpRq-MpSq-bimodule via rpr1T s1q :“pprr1qT qs1
and pr1T s1qs“ r1pT ps1sqq for all r P R,r1 PMpRq,T PMpNq,s P S,s1 PMpSq.
A homomorphism pi : RÑMpSq is non-degenerate if xpipRqSy “ S “ xSpipRqy; in that case,
it extends uniquely to a homomorphism MpRq ÑMpSq which is again denoted by pi (see [28]).
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1.2 The category of pB,Γqev-algebras
Let B be a commutative ˚-algebra with local units, let Γ be a group that acts on B on the left, and
let e P Γ be the unit.
A pB,Γq-module is a Γ-graded B-bimodule V “ÀγPΓVγ for which B has local units, where
each Vγ is a B-bimodule and vb“ γpbqv for all v PVγ,b P B,γ P Γ. A morphism of pB,Γq-modules
V and W is a morphism of Γ-graded B-bimodules.
A pB,Γq-algebra is a Γ-graded ˚-algebra A “ÀγPΓAγ which has local units in Ae and is
equipped with a ˚-homomorphism BÑMpAq that turns A into a pB,Γq-module. Such a pB,Γq-
algebra is proper if B maps into A.
Given a pB,Γq-algebra A and γ P Γ, we denote by MpAqγ ĎMpAq the space of all multipliers
T PMpAq satisfying TAγ1 Ď Aγγ1 and Aγ1T Ď Aγ1γ for all γ1 P Γ.
A morphism of pB,Γq-algebras A and C is a non-degenerate, B-linear ˚-homomorphism
pi : A Ñ MpCq satisfying pipAγq Ď MpCqγ for all γ P Γ. Such a morphism is proper if it maps
A into C.
Using the extension of non-degenerate homomorphisms to multipliers, one defines the com-
position of morphisms and checks that pB,Γq-algebras form a category.
The tensor product BbB is a ˚-algebra with local units and a natural action of ΓˆΓ. Re-
placing pB,Γq by pB,Γqev :“ pBbB,ΓˆΓq in the definition above, we obtain the category of all
pB,Γqev-algebras.
Let A be a pB,Γqev-algebra. We call an element x P A homogeneous and write Bx “ γ, B¯x “ γ1
if x P Aγ,γ1 for some γ,γ1 P Γ. Thus, BxBy “ Bxy, B¯xB¯y “ B¯xy and Bx˚ “ B´1x , B¯x˚ “ B¯´1x for all
homogeneous x,y P A. Define r “ rA : BÑMpAq and s “ sA : BÑMpAq by rpbqa “ pbb 1qa
and spbqa“ p1bbqa for all a P A, b P B. We write rA,Ar, sA,As if we consider A as a B-module
via left or right multiplication via r or s, respectively.
Clearly, B is a pB,Γq-algebra and Bb B is a pB,Γqev-algebra with respect to the trivial
gradings. Every pB,Γq-algebra A can be regarded as a pB,Γqev-algebra, where Apγ,γq “ Aγ and
Apγ,γ1q “ 0 whenever γ ‰ γ1, and pbb b1qa “ bb1a for all b,b1 P B, a P A. Conversely, every
pB,Γqev-algebra A can be considered as a pB,Γq-algebra via r : BÑMpAq and the grading given
by Aγ :“Àγ1 Aγ,γ1 , or via s : BÑMpAq and the grading given by Aγ1 :“ÀγAγ,γ1 . We write pA,rq
and pA,sq, respectively, to denote the resulting pB,Γq-algebras.
Denote by B¸Γ the crossed product for the action of Γ on B, that is, the universal algebra
containing B and Γ such that e “ 1B and bγ ¨ b1γ1 “ bγpb1qγγ1 for all b,b1 P B, γ,γ1 P Γ. This is
a pB,Γq-algebra with respect to the natural inclusion BÑ B¸Γ and the involution and grading
given by pbγq˚ “ γ´1b˚ and pB¸Γqγ “ Bγ for all b P B, γ P Γ.
The fiber product of pB,Γqev-algebras A and C is defined as follows. The subalgebra
A
ΓbC :“
ÿ
γ,γ1,γ2PΓ
Aγ,γ1bCγ1,γ2 Ă AbC
is a pB,Γqev-algebra, where Babc “ Ba, B¯abc “ B¯c for all a P A, c PC and prˆsqpbbb1q “ rApbqb
sCpb1q for all b,b1 PB. Let IĎMpA ΓbCq be the ideal generated by tsApbqb1´1brCpbq : b PBu.
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Then the quotient
Ab˜C :“ A ΓbC{pIpA ΓbCqq
is a pB,Γqev-algebra again, called the fiber product of A and C. Write ab˜c for the image of an
element ab c in Ab˜C.
The assignment pA,Cq ÞÑ Ab˜C is functorial, associative and unital. Indeed, for all mor-
phisms of pB,Γqev-algebras pi1 : A1 ÑC1, pi2 : A2 ÑC2, there exists a morphism
pi1b˜pi2 : A1b˜A2 ÑC1b˜C2, a1b˜a2 ÞÑ pi1pa1qb˜pi2pa2q; (1)
for all pB,Γqev-algebras A,C,D, there exists an isomorphism
pAb˜Cqb˜DÑ Ab˜pCb˜Dq, pab˜cqb˜d ÞÑ ab˜pcb˜dq, (2)
and for each pB,Γqev-algebra A, there exist isomorphisms
pB¸Γqb˜AÑ A, bγb˜a ÞÑ rpbqa, Ab˜pB¸Γq Ñ A, ab˜bγ ÞÑ spbqa. (3)
These isomorphisms are compatible in a natural sense and endow the category of pB,Γqev-
algebras with a monoidal structure. From now on, we shall use them without further notice.
The category of pB,Γqev-algebras carries automorphisms p´qop and p´qco such that for each
pB,Γq-algebra A and each morphism φ : A Ñ C, we have Aco “ A as an algebra, Aop is the
opposite ˚-algebra of A, that is, the same vector space with the same involution and reversed
multiplication, and
pAopqγ,γ1 “ Aγ´1,γ1´1 for all γ,γ1 P Γ, rAop “ rA, sAop “ sA, φop “ φ, (4)
pAcoqγ,γ1 “ Aγ1,γ for all γ,γ1 P Γ, rAco “ sA, sAco “ rA, φco “ φ. (5)
These automorphisms are involutive and commute, that is,
p´qop ˝ p´qop “ id, p´qco ˝ p´qco “ id, p´qop ˝ p´qco “ p´qco ˝ p´qop.
Furthermore, they are compatible with the monoidal structure as follows. Given pB,Γq-algebras
A,C, there exist isomorphisms pAb˜Cqop Ñ Aopb˜Cop and pAb˜Cqco ÑCcob˜Aco given by ab˜c ÞÑ
ab˜c and ab˜c ÞÑ cb˜a, respectively. Moreover, pB¸Γqco “ B¸Γ, there exists an isomorphism
SB¸Γ : B¸ΓÑ pB¸Γqop, bγ ÞÑ γ´1b, and all of these isomorphisms and the isomorphisms in
(2) and (3) are compatible in a natural sense.
1.3 Multiplier pB,Γq-Hopf ˚-algebroids
We shall work with variants of the h-Hopf algebroids and pB,Γq-Hopf ˚-algebroids considered
in [6, 9] and [20], respectively, where the basis need no longer be unital. These variants consist
of a pB,Γqev-algebra and a comultiplication, counit and antipode, which will be introduced one
after the other. To quickly proceed to the main part of this article, we postulate all the usual
properties of these maps as axioms and leave a study of the axiomatics for later.
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Given a pB,Γqev-algebra A, we denote by M˜pAb˜Aq Ď MpAb˜Aq the set of all T P MpAb˜Aq
for which all products of the form
T pxb˜1MpAqq, pxb˜1MpAqqT, T p1MpAqb˜yq, p1MpAqb˜yqT
where x P Aγ,e,y P Ae,γ,γ P Γ, lie in Ab˜A. Evidently, M˜pAb˜Aq is a ˚-subalgebra of MpAb˜Aq.
1.3.1 Definition. A comultiplication on a pB,Γqev-algebra A is a morphism ∆ from A to Ab˜A
satisfying ∆pAq Ď M˜pAb˜Aq and p∆b˜ idq ˝∆ “ pidb˜∆q ˝∆. A (proper) multiplier pB,Γq-˚-bial-
gebroid is a (proper) pB,Γqev-algebra with a comultiplication. A morphism of multiplier pB,Γq-
˚-bialgebroids pA,∆Aq, pB,∆Bq is a morphism φ from A to B satisfying ∆B ˝φ“ pφb˜φq ˝∆A.
Let pA,∆q be a multiplier pB,Γq-˚-bialgebroid. We adopt the Sweedler notation and write
∆paq “
ÿ
ap1qb˜ap2q, p∆b˜ idqp∆paqq “
ÿ
ap1qb˜ap2qb˜ap3q “ pidb˜∆qp∆paqq
and so on for each a P A. In general, ap1q and ap2q do not stand for elements of A because ∆paq
need not lie in Ab˜A, but only in M˜pAb˜Aq. Therefore, this notation requires extra care; see
[28, 30] for a detailed explanation in the context of multiplier Hopf algebras.
We shall need to form products of the form ∆pxqp1byq or pyb1q∆pxq when By ‰ e or B¯y ‰ e,
respectively, which are defined as follows. The multiplication on AbA induces a canonical
Ab˜A-AbA-bimodule structure on sAb
B
rA, and a canonical AbA-Ab˜A-bimodule structure on
Asb
B
Ar. We thus obtain natural maps sMpAqb
B
rMpAq Ñ MpsAb
B
rAq and MpAqsb
B
MpAqr Ñ
MpAsb
B
Arq and define
T1 : Asb
B
sAÑ sAb
B
rA, xb
B
y ÞÑ ∆pxqp1b
B
yq “
ÿ
xp1qb
B
xp2qy,
T2 : Arb
B
rAÑ Asb
B
Ar, xb
B
y ÞÑ pxb
B
1q∆pyq “
ÿ
xyp1qb
B
yp2q.
Similarly, one can define the maps
T3 : sAb
B
As Ñ Asb
B
Ar, xb
B
y ÞÑ p1b
B
yq∆pxq, T4 : rAb
B
Ar Ñ sAb
B
rA, xb
B
y ÞÑ ∆pyqpxb
B
1q.
1.3.2 Definition. A counit for a multiplier pB,Γq-˚-bialgebroid pA,∆q is a proper morphism of
pB,Γqev-algebras ε : AÑ B¸Γ satisfying pεb˜ idq ˝∆“ idA “ pidb˜εq ˝∆.
Let pA,∆q be a multiplier pB,Γq-˚-bialgebroid with counit ε. Using the linear maps
7 : B¸ΓÑ B,
ÿ
γ
bγγ ÞÑ
ÿ
γ
bγ, 5 : B¸ΓÑ B,
ÿ
γ
γbγ ÞÑ
ÿ
γ
bγ,
we define ε7,ε5 : AÑB by ε7 :“7˝ε and ε5 :“5˝ε. Define mr : Arb
B
rAÑA and ms : Asb
B
sAÑA
by
ř
i xib
B
yi ÞÑři xiyi.
1.3.3 Remarks. i) Clearly, εpAγ,γ1q Ď pB¸Γqγ,γ1 “ 0 whenever γ,γ1 P Γ and γ‰ γ1.
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ii) If ε1 is a counit as well, then ε“ ε˝ pidb˜ε1q ˝∆“ ε1 ˝ pεb˜ idq ˝∆“ ε1.
iii) The condition pεb˜ idq ˝∆“ idA “ pidb˜εq ˝∆ is equivalent to the relationsÿ
rpε7pxp1qqqxp2qy“ xy“
ÿ
xyp1qspε5pyp2qqq for all x,y P A,
and hence to commutativity of the diagrams
sAb
B
rA ε7b
B
id
''
Asb
B
sA
T1 77
ms
// A,
Asb
B
Ar idb
B
ε5
''
Arb
B
rA
T2 77
mr
// A.
Furthermore, this condition is equivalent to the relationsÿ
xyp2qrpε5pyp1qqq “ xy“
ÿ
spε7pxp2qqqxp1qy for all x,y P A.
The definition of the antipode involves the isomorphism
σA,A : pAb˜Aqco,op Ñ Aco,opb˜Aco,op, xb˜y ÞÑ yb˜x.
1.3.4 Definition. An antipode for a multiplier pB,Γq-˚-bialgebroid pA,∆q with counit ε is an
isomorphism S : AÑ Aco,op of pB,Γqev-algebras that makes the following diagrams commute:
Asb
B
sA
T1 //
ε5b
B
id

sAb
B
rA
Sb
B
id

A Arb
B
rAmr
oo
, Arb
B
rA
T2 //
idb
B
ε7

Asb
B
Ar
idb
B
S

A Asb
B
sAms
oo
,
A S //
∆ 
Aco,op
∆co,op
Ab˜A Sb˜S // Aco,opb˜Aco,op pAb˜Aqco,op.σA,Aoo
A multiplier pB,Γq-Hopf ˚-algebroid is a multiplier pB,Γq-˚-bialgebroid with counit and an-
tipode.
1.3.5 Examples. i) The tensor product BbB is a multiplier pB,Γq-Hopf ˚-algebroid, where
∆pbbb1q “ pbb1qb˜p1bb1q, εpbbb1q “ bb1, Spbbb1q “ b1bb for all b,b1 P B.
ii) The crossed product B¸Γ is a multiplier pB,Γq-Hopf ˚-algebroid, where ∆pbγq “ bγb˜γ“
γb˜bγ, ε“ id and Spγbq “ bγ´1 for all b P B,γ P Γ.
Given an antipode S on a multiplier pB,Γq-˚-bialgebroid pA,∆q and an element a P A, we
shall henceforth always regard Spaq as an element of A and not of Aco,op.
1.3.6 Remarks. Let pA,∆,ε,Sq be a multiplier pB,Γq-Hopf ˚-algebroid.
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i) In Sweedler notation, commutativity of the diagrams in Definition 1.3.4 amounts toÿ
Spxp1qqxp2qy“ spε5pxqqy,
ÿ
xyp1qSpyp2qq “ xrpε7pyqq for all x,y P A, (6)ÿ
Spxp1qqb˜Spxp2qq “
ÿ
Spxqp2qb˜Spxqp1q for all x P A. (7)
ii) If S1 is an antipode as well, then S1 “ S because for all x,y,z P A,
xSpyqz“ SpyS´1pxqqz“
ÿ
Spspε7pyp2qqqyp1qS´1pxqqz
“
ÿ
Spyp2qS´1pxqqrpε7pyp2qqqz
“
ÿ
Spyp1qS´1pxqqyp2qS1pS1´1pzqyp3qq “ xS1pyqz.
For every multiplier pB,Γq-Hopf ˚-algebroid, the maps T1 and T2 defined above are bijec-
tions.
1.3.7 Proposition. Let pA,∆q be a multiplier pB,Γq-˚-bialgebroid. If pA,∆q has a counit ε and
an antipode S, then the maps T1,T2,T3,T4 are bijective and for all x,y P A,
T´11 pxbB yq “
ÿ
xp1qb
B
SpS´1pyqxp2qq, T´12 pxbB yq “
ÿ
Spyp1qS´1pxqqb
B
yp2q,
T´13 pxbB yq “
ÿ
xp1qb
B
S´1pxp2qSpyqq, T´14 pxbB yq “
ÿ
S´1pSpxqyp1qqb
B
yp2q.
Proof. We only prove the assertion concerning T1. One first checks that the formula given for
T´11 yields a well-defined map T 11 : sAbB rAÑ AsbB sA, and then that for all x,y P A and u,v P Ae,e,
pub vq ¨ pT1 ˝T 11qpxb
B
yq “
ÿ
uxp1qb
B
vxp2qSpS´1pyqxp3qq
“
ÿ
uxp1qb
B
vxp2qSpxp3qqy
“
ÿ
uxp1qb
B
vrpε7pxp2qqqy“
ÿ
uspε7pxp2qqqxp1qb
B
vy“ uxb
B
vy,
pub vq ¨ pT 11 ˝T1qpxb
B
yq “
ÿ
uxp1qb
B
vSpS´1pxp3qyqxp2qq
“
ÿ
uxp1qb
B
vSpxp2qqxp3qy
“
ÿ
uxp1qb
B
vspε5pxp2qqqy“
ÿ
uxp1qspε5pxp2qqqb
B
vy“ uxb
B
vy.
As in the case of multiplier bialgebras or Hopf algebroids, this result should have a converse.
1.4 Bi-measured multiplier pB,Γq-˚-bialgebroids
We now introduce the main objects of this article — multiplier pB,Γq-Hopf ˚-algebroids equipped
with certain integrals. In §2, we shall construct completions of such objects in the form of mea-
sured quantum groupoids.
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As on a groupoid, integration on a multiplier pB,Γq-˚-bialgebroid pA,∆q proceeds in stages.
First, one needs partial integrals φ,ψ : A Ñ B with suitable left or right invariance properties,
and second a suitable weight µ : BÑ C that is compatible with the action of Γ. The results in
[9] suggest that dynamical quantum groups that are compact in a suitable sense even possess a
bi-invariant integral h : AÑ BbB that can be obtained from a Peter-Weyl decomposition of A.
We first focus on the weight µ and the bi-integral h, and discuss left and right integrals in the
next subsection.
Let us briefly recall some terminology. Let C be a ˚-algebra with local units. A linear
map µ : C Ñ C is faithful if µpCcq “ 0 implies c “ 0, and positive if µpc˚cq ě 0 for all c P
C. Assume that µ is positive. Then µ is ˚-linear, because positivity of φppb` cq˚pb` cqq and
φppb` icq˚pb` icqq implies µpb˚cq “ φpc˚bq for all b,c PC, and faithful as soon as µpc˚cq ‰ 0
whenever c‰ 0.
1.4.1 Definition. A weight for pB,Γq is a faithful, positive linear map µ : BÑ C that is quasi-
invariant with respect to Γ in the sense that for each γ P Γ, there exists some Dγ PMpBq such that
µpγpbDγqq “ µpbq for all b P B.
1.4.2 Remark. Let µ be a weight for pB,Γq. Then
i) each Dγ is uniquely determined and self-adjoint,
ii) Dγγ1 “ γ1´1pDγqDγ1 and 1“ γ´1pDγ´1qDγ for all γ,γ1 P Γ,
iii) µpγ´1pbqcq “ µpbγpcqD´1γ´1qqq “ µpbγpcDγqq for all b,c P B,γ P Γ.
Indeed, i) and ii) follow easily from the fact that µ is faithful and the relations µpγpbDγ˚ qq “
µpγpDγb˚qq “ µpb˚q “ µpbq and µpγpγ1pbDγγ1qqq “ µpbq “ µpγ1pbDγ1qq “ µpγpγ1pbDγ1qDγqq.
Let pA,∆q be a multiplier pB,Γq-˚-bialgebroid.
The following definition is inspired by the notion of a Haar functional introduced in [9].
1.4.3 Definition. A bi-integral on pA,∆q is a morphism of pB,Γqev-modules h : AÑ BbB sat-
isfying ∆pkerhqp1b˜Ae,eq Ď kerhb˜A and ∆pkerhqpAe,eb˜1q Ď Ab˜kerh. If pA,∆q is proper and
hprpbqspb1qq “ bbb1 for all b,b1 P B, we call such a bi-integral normalized.
1.4.4 Lemma. Let pA,∆q be proper and let h be a normalized bi-integral on pA,∆q.
i) pidb˜mB ˝hq˝∆“ h“ pmB ˝hb˜ idq˝∆, where mB : BbBÑ B denotes the multiplication.
ii) If h1 is a normalized bi-integral on pA,∆q, then h1 “ h.
iii) If pA,∆,ε,Sq is a proper multiplier pB,Γq-Hopf ˚-algebroid, then h ˝ S “ σB ˝ h, where
σB : BbBÑ BbB denotes the flip bb c ÞÑ cbb.
Proof. i) We only prove the first equation. Let ω : pA,rq Ñ B be a morphism of pB,Γq-modules
sending I :“ kerh to 0. Then
pidb˜ωqp∆pIqqAe,e “ pidb
B
ωqp∆pIqpAe,eb˜1qq Ď pidb
B
ωqpAb
B
Iq “ 0
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and hence pidb˜ωqp∆pIqq “ 0. Moreover, if b,b1,b2 P B and u P Ae,e, then
pidb˜ωqp∆prpbqspb1qqqspb2qu“ pidb
B
ωqprpbqspb2qub
B
spb1qq “ rpbqspωpspb1qrpb2qqqu.
For ω“ mB ˝h, these calculations imply for all a P I and b,b1 P B
pidb˜mB ˝hqp∆paqq “ 0“ hpaq, pidb˜mB ˝hqp∆prpbqspb1qqq “ rpbqspb1q “ hprpbqspb1qq.
Since A“ I` rpBqspBq, we can conclude pidb˜mB ˝hq ˝∆“ h.
ii) Let x P kerh and choose u,u1 P BbB such that up1bmBpu1qqh1pxq “ h1pxq. Then
h1pxq “ hpuh1pxqspmBpu1qqq “
ÿ
hpuxp1qspmBph1pxp2qu1qqqq “ 0
because
ř
uxp1qb xp2qu1 P upkerhqb
B
A. Thus, kerhĎ kerh1. Since h and h1 are normalized and
kerh`BbB“ A, we can conclude h“ h1.
iii) One easily verifies that σB ˝h˝S is a normalized bi-integral. By ii), it equals h.
1.4.5 Definition. A proper multiplier pB,Γq-˚-bialgebroid pA,∆q is bi-measured if it is equipped
with a normalized bi-integral h : AÑ BbB and a weight µ for pB,Γq such that ν :“ pµbµq ˝h
is faithful and positive.
1.4.6 Remark. Given a bi-measured proper multiplier pB,Γq-Hopf ˚-algebroid as above, h is ev-
idently faithful, and also ˚-linear. To see this, note that pµbµqphpa˚qpbbcqq “ νpa˚rpbqspcqq “
νpspc˚qrpb˚qaq “ pµbµqppbb cq˚hpaqq “ pµbµqphpaq˚pbb cqq for all a P A,b,c P B.
1.5 Left and right integrals
For large parts of this article, the multiplier pB,Γq-Hopf ˚-algebroids under consideration need
not be equipped with a bi-integral, but only with left and right integrals φ,ψ. The definition of
these integrals involves slice maps of the following form.
Let pA,∆q be a multiplier pB,Γq-˚-bialgebroid and let φ : pA,rqÑB be a morphism of pB,Γq-
modules. Then there exists a unique linear map idb˜φ : M˜pAb˜Aq ÑMpAq such that
ppidb˜φqpT qqa“ pidb
B
φqpT pab1qq, appidb˜φqpT qq “ pidb
B
φqppab1qT q
for all T P M˜pAb˜Aq and a P A, where we regard T pab 1q and pab 1qT as elements of sAb
B
rA
and Asb
B
Ar, respectively. In the case T “ ∆pxq for some x P A,
pidb˜φqp∆pxqqa“
ÿ
spφpxp2qqqxp1qa, apidb˜φqp∆pxqq “
ÿ
axp1qspφpxp2qqq. (8)
Likewise, every morphism ψ : pA,sq Ñ B yields a slice map ψb˜ id : M˜pAb˜Aq ÑMpAq.
1.5.1 Definition. A left integral on pA,∆q is a morphism φ : pA,rq Ñ B satisfying pidb˜φq ˝∆ “
r ˝φ. A right integral on pA,∆q is a morphism ψ : pA,sq Ñ B satisfying pψb˜ idq ˝∆“ s˝ψ.
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1.5.2 Remarks. i) In Sweedler notation, the invariance conditions on φ and ψ becomeÿ
spφpxp2qqqxp1qa“ rpφpxqqa,
ÿ
axp2qrpψpxp1qqq “ aspψpxqq for all a,x P A.
ii) If pA,∆,ε,Sq is a pB,Γq-Hopf ˚-algebroid, then the map φ ÞÑ φ˝S gives a bijection between
left and right integrals on pA,∆q. This follows easily from (7).
iii) If φ is a left integral, then also φp´spbqq is left integral for each b P B. Likewise, if ψ is a
right integral, then also ψp´rpbqq is a right integral for each b P B.
We shall frequently use the following strong invariance relations:
1.5.3 Proposition. Assume that pA,∆,ε,Sq is a pB,Γq-Hopf ˚-algebroid. Then
i) pidb
B
φqpp1b˜zq∆pxqq “ Sppidb
B
φqp∆pzqp1b˜xqqq for every left integral φ and all x,z P A;
ii) pψb
B
idqp∆pxqpzb˜1qq “ Sppψb
B
idqppxb˜1q∆pzqq for every right integral ψ and all x,z P A.
Proof. Using Sweedler notation, we calculateÿ
xp1qspφpzxp2qqq “
ÿ
xp1qspφpzp2qrpε5pzp1qqqxp2qqq
“
ÿ
spε5pzp1qqqxp1qspφpzp2qxp2qqq
“
ÿ
Spzp1qqzp2qxp1qspφpzp3qxp2qqq “
ÿ
Spzp1qqrpφpzp2qxqq
and ÿ
rpψpxp1qzqxp2q “
ÿ
rpψpxp1qspε7pzp2qqqzp1qqqxp2q
“
ÿ
rpψpxp1qzp1qqqxp2qrpε7pzp2qqq
“
ÿ
rpψpxp1qzp1qqxp2qzp2qSpzp3qq “ spψpxzp1qqqSpzp2qq.
Normalized bi-integrals yield left and right integrals as follows:
1.5.4 Lemma. Assume that pA,∆q is proper, h is a normalized bi-integral on pA,∆q, and µ : BÑ
C is linear. Then φ :“ pidbµq˝h and ψ :“ pµb idq˝h are a left and a right integral, respectively,
and φ˝S˘1 “ ψ.
Proof. Repeating the proof of Lemma 1.4.4 i) with ω :“ φ“ pidbµq ˝h, we find
pidb˜φqp∆paqq “ 0“ rpφpaqq, pidb˜φqp∆prpbqspb1qqq “ rpbµpb1qq “ φprpbqspb1qq
for all a P kerh and b,b1 P B. Since A“ pkerhq` rpBqspBq, we can conclude pidb˜φq ˝∆“ r ˝φ.
The assertion on ψ follows similarly, and the last equation follows from Lemma 1.4.4 iii).
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1.6 Measured multiplier pB,Γq-˚-bialgebroids
Much of the ensuing material applies not only to bi-measured proper multiplier pB,Γq-Hopf
˚-algebroids but also to the following class of objects.
1.6.1 Definition. A a multiplier pB,Γq-˚-bialgebroid pA,∆q is measured if it is equipped with a
left integral φ, a right integral ψ, and a weight µ for pB,Γq such that ν :“ µ˝φ and ν´1 :“ µ˝ψ
are faithful, positive, and coincide, and ψpAq “ B“ φpAq.
1.6.2 Remarks. i) Given a measured multiplier pB,Γq-Hopf ˚-algebroid as above, the maps
φ and ψ are ˚-linear. This can be seen from a similar argument as in Remark 1.4.6.
ii) If pA,∆,ε,S,h,µq is a bi-measured proper multiplier pB,Γq-Hopf ˚-algebroid and φ“ pµb
idq ˝ h and ψ “ pidbµq ˝ h, then pA,∆,ε,S,φ,ψ,µq is a measured multiplier pB,Γq-Hopf
˚-algebroid by Lemma 1.5.4. In that case, φ˝S˘1 “ ψ and ν˝S“ ν by Lemma 1.4.4 iii).
iii) One could probably drop the assumption ν“ ν´1 and assume the existence of an invertible
multiplier δ such that ν´1paq “ νpaδq for all a P A. In the applications we have in mind,
in particular, in the bi-measured case, the stricter assumption above is satisfied.
Till the end of this subsection, let pA,∆,ε,S,φ,ψ,µq be a measured multiplier pB,Γq-Hopf
˚-algebroid. Define D, D¯ : AÑ A by
Dpaq “ rpDB´1a qa“ arpD´1Ba q, D¯paq “ spDB¯´1a qa“ aspD´1B¯a q for all a P A. (9)
1.6.3 Lemma. D and D¯ both are algebra and pB,Γqev-module automorphisms of A, and satisfy
pDb˜ idq ˝∆“ ∆˝D, pidb˜D¯q ˝∆“ ∆˝ D¯, pD¯b˜ idq ˝∆“ pidb˜Dq ˝∆,
D˝ D¯“ D¯˝D, S˝D“ D¯´1 ˝S, S˝ D¯“ D´1 ˝S, ˚˝D“ D´1 ˝˚, ˚˝ D¯“ D¯´1 ˝˚.
Proof. The maps D and D¯ are bijective because Dγ is invertible for each γ P Γ. The remaining
assertions follow from straightforward calculations, for example,
Dpxyq “ rpDB´1xy qxy“ rpDB´1x BxpDB´1y qqxy“ rpDB´1x qxrpDB´1y qy“ DpxqDpyq,
SpDpxqq “ SprpD´1Bx qxq “ SpxqspDB¯Spxqq “ D¯´1pSpxqq,
Dpxq˚ “ x˚rpD˚B´1x q “ x
˚rpDBx˚ q “ D´1px˚q for all x,y P A.
1.6.4 Lemma. Let ω P tφ,ψ,νu.
i) ωpAγ,γ1q “ 0 whenever pγ,γ1q ‰ pe,eq.
ii) ωprpbqspb1qaq “ ωparpbqspb1qq for all a P A, b,b1 P B.
iii) ωpDpaqa1q “ ωpaD´1pa1qq and ωpD¯paqa1q “ ωpaD¯´1pa1qq for all a,a1 P A.
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Proof. i) For ω “ ν, the assertion follows from the relation kerφ`kerψ Ď kerν. To obtain the
assertion for ω“ φ,ψ, use the fact that µ is faithful.
ii) Let a P A and b,b1 P B. Then νprpbqaq “ µpbφpaqq “ µpφpaqbq “ νparpbqq and similarly
νpspb1qaq “ νpaspb1qq. To obtain the assertion for ω“ φ,ψ, use the fact that µ is faithful again.
iii) This follows immediately equation (9) and i).
We shall now show that ν“ µ˝φ has a modular automorphism and thus satisfies an algebraic
variant of the KMS-condition. Let us briefly recall this concept.
Let C be a ˚-algebra with local units and a faithful, positive, linear map ω : C Ñ C. A
modular automorphism for ω is a bijection θω : C Ñ C satisfying ωpcc1q “ ωpc1θωpcqq for all
c,c1 P C. If it exists, a modular automorphism θω for ω is uniquely determined, an algebra
automorphism, and satisfies ω ˝θω “ ω and θω ˝ ˚ ˝θω ˝ ˚ “ idC. This follows easily from the
relations
ωpzθωpxyqq “ ωpxyzq “ ωpyzθωpxqq “ ωpzθωpxqθωpyqq,
ωpyxq “ ωpx˚y˚q “ ωpy˚θωpx˚qq “ ωpθωpx˚q˚yq “ ωpyθωpθωpx˚q˚qq,
where x,y,z PC.
As before, let pA,∆,ε,S,φ,ψ,µq be a measured multiplier pB,Γq-Hopf ˚-algebroid.
1.6.5 Theorem. i) There exists a modular automorphism θ for ν.
ii) θ is a pB,Γqev-module automorphism of A.
iii) If ν˝S“ ν, then θ˝S“ S˝θ´1.
Proof. i) The proof repeatedly uses strong invariance of φ andψ, and closely follows [29], where
the corresponding result was obtained for multiplier Hopf algebras. We proceed in three steps.
Step 1. Repeatedly using Remark 1.4.2 iii), we find that for all x,x1,y,y1 P A,
B¯x1 “ B¯´1y1 ñ ν´1pyspψpxx1qqy1q “ µpψpyy1qB¯´1y1 pψpxx1qqq
“ µpψpxx1qB¯y1pψpyy1qDB¯y1 qq “ ν´1pxspψpyy1qqD¯px1qq, (10)
B¯x “ By1 ñ νpyrpψpxx1qqy1q “ µpφpyy1qB´1y1 pψpxx1qqq
“ µpBy1pφpyy1qDBy1qψpxx1qq “ ν´1pxspφpDpyqy1qqx1q, (11)
Bx “ B´1y ñ νpyrpφpxx1qqy1q “ µpBypφpxx1qqφpyy1qq
“ µpB´1y pφpyy1qDB´1y qφpxx1qq “ νpxrpφpDpyqy1qqx1q. (12)
Step 2. Let c,d P A and
a“
ÿ
D¯pspψpdSpcp2qqqqcp1qq P A, a1 “
ÿ
dp2qrpφpDpSpdp1qqqD¯pcqqq P A. (13)
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Then the equations above and Proposition 1.5.3 imply
νpzaq “
ÿ
νpzD¯pspψpdSpcp2qqqqcp1qqq
“
ÿ
νpdspψpzcp1qqqSpcp2qqq (Equation (10))
“
ÿ
νpdrpψpzp1qcqqzp2qq (Proposition 1.5.3)
“
ÿ
νpzp1qspφpDpdqzp2qqqcq (Equation (11))
“
ÿ
νpSpDpdp1qqqrpφpdp2qzqqcq (Proposition 1.5.3)
“
ÿ
νpSpdp1qqrpφpdp2qzqqD¯pcqq (use S˝D“ D¯´1 ˝S and 1.6.4 iii))
“
ÿ
νpdp2qrpφpDpSpdp1qqqD¯pcqqqzq “ νpa1zq. (Equation 12)
Step 3. Using bijectivity of the maps D¯,S,T1 and the relation xspψpAqqAy “ A, one finds that
all elements of the form like a in (13) span A. A similar argument shows that the same is true for
elements of the form like a1. Hence, there exists a bijection θ : AÑ A such that νpazq “ νpzθpaqq
for all a P A, and uniqueness of such a bijection follows from faithfulness of ν.
ii) We first show that θ respects the grading. Let c,d P A be homogeneous. Then the el-
ement a in (13) is homogeneous as well, with grading given by Ba “ Bc and B¯a “ B¯d because
ψpdSpcp2qqq “ 0 unless B¯d “ Bcp2q “ B¯cp1q , and similarly a1 in (13) is homogeneous with the same
degree like a. To see that θ is BbB-linear, use the relation νpyθprpbqspb1qxqq “ νprpbqspb1qxyq “
νpxyrpbqspb1qq “ νpyrpbqspb1qθpxqq, where x,y P A and b,b1 P B, and faithfulness of ν.
iii) If ν ˝ S “ ν, then we have νpyθpSpxqqq “ νpSpxqyq “ νpS´1pyqxq “ νpθ´1pxqS´1pyqq “
νpySpθ´1pxqqq for all x,y P A.
Define θD,θD¯,θD,D¯ : AÑ A by
θD :“ θ˝D´1 “ D´1 ˝θ, θD¯ :“ θ˝ D¯´1 “ D¯´1 ˝θ, θD,D¯ :“ θ˝D´1 ˝ D¯´1.
1.6.6 Proposition. i) φ˝θ“ φ and φpxyq “ BxpφpyθDpxqqq for all x,y P A.
ii) ψ˝θ“ ψ and ψpxyq “ B¯xpψpyθD¯pxqqq for all x,y P A.
iii) h˝θ“ h and hpxyq “ pBxbB¯xqphpyθD,D¯pxqqq for all x,y P A if h is a bi-invariant integral
and ν“ pµbµq ˝h.
Proof. Assertion i) follows from the fact that µ is faithful and that for all x,y P A, b P B,
µpbφpθpxqqq “ νprpbqθpxqq “ νpθprpbqxqq “ νprpbqxq “ µpbφpxqq,
µpbφpyθpxqqq “ νprpbqyθpxqq “ νpxrpbqyq
“ νprpBxpbDBxqqxrpD´1Bx qyq
“ µpBxpbDBxqφpDpxqyqq “ µpbB´1x pφpDpxqyqqq.
Assertions ii) and iii) follow similarly.
1.6.7 Proposition. Assume that As is a flat B-module. Then ∆˝θD “ pS2b˜θDq ˝∆.
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Proof. Let x,y P A. Using Sweedler notation, we calculateÿ
θDpxqp1qspφpyθDpxqp2qqq “
ÿ
Spspφpyp2qθDpxqqqyp1qq (Proposition 1.5.3)q
“
ÿ
SpspB´1x pφpxyp2qqqqyp1qq (Proposition 1.6.6)
“
ÿ
Spyp1qspφpxyp2qqqq
“
ÿ
S2pspφpxp2qyqqxp1qq (Proposition 1.5.3)
“
ÿ
S2pspBxp2qpφpyθDpxp2qqqqqxp1qq (Proposition (1.6.6))
“
ÿ
S2pxp1qqspφpyθDpxp2qqqq.
Since As is a flat B-module and maps of the form a ÞÑ φpyaq, where y P A, separate the points of
A, we can conclude
ř
θDpxqp1qb˜θDpxqp2q “
ř
S2pxp1qqb˜θDpxp2qq.
1.7 The dual ˚-algebra
Let pA,∆,ε,S,φ,ψ,µq be a measured multiplier pB,Γq-Hopf ˚-algebroid. Denote by MpAq1 the
dual vector space of MpAq and let
Aˆ :“ tνpx´q : x P Au ĎMpAq1
Then Aˆ “ tνp´xq : x P Au by Theorem 1.6.5 and for each ω P Aˆ, there exist unique B-module
maps rω : rMpAq Ñ B, ωr : MpAqr Ñ B, sω : sMpAq Ñ B, ωs : MpAqs Ñ B whose compositions
with µ are equal to ω, because ν“ µ˝φ“ µ˝ψ and µ is faithful. Using either of these B-module
maps, one can equip Aˆ with the structure of a ˚-algebra. We shall choose an approach that fits
well with the duality on the operator-algebraic level in the next section.
First, we define an abstract Fourier transform
AÑ Aˆ, x ÞÑ xˆ :“ νpSpxq´q.
Evidently, xˆs “ ψpSpxq´q and xˆr “ φpSpxq´q, and by Proposition 1.6.6, sxˆ “ ψp´θpSpxqqq and
rxˆ“ φp´θpSpxqqq. For all x,a P A, we define a right convolution
a˚ xˆ :“
ÿ
ap2qrpxˆspap1qqq “
ÿ
ap2qrpψpSpxqap1qqq P A. (14)
1.7.1 Remark. One could also work with the transform AÑ Aˆ, x ÞÑ xˇ :“ νp´Spxqq, and the left
convolution defined by
xˇ˚a :“
ÿ
sprxˇpap2qqqap1q “
ÿ
spφpap2qSpxqqqap1q P A for all x,a P A. (15)
If φ˝S“ ψ, for example, if we are in the bi-measured case (see Remark 1.6.2 ii)), then
}Spxq ˚Spaq “ÿspφpSpaqp2qS2pxqqqSpaqp1q “ Spap2qrpψpSpxqap1qqqq “ Spa˚ xˆq for all a,x P A.
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We collect a few useful formulas. First, for all a,x P A,
a˚ xˆ“
ÿ
rpψpap1qθD¯pxqqqap2q, pProposition 1.6.6q (16)
a˚ xˆ“
ÿ
S´1prpψpSpxqp1qaqqSpxqp2qq “
ÿ
xp1qspψpSpxp2qqaqq pProposition 1.5.3q (17)
Next, for all a,x,y P A, b P B, γ,γ1,δ,δ1 P Γ,
rpbqa˚ xˆ“ a˚zspbqx, arpbq ˚ xˆ“ a˚zxspbq,
spbqa˚ xˆ“ spbqpa˚ xˆq, aspbq ˚ xˆ“ pa˚ xˆqspbq, (18)
pa˚ xˆq ˚ yˆ“
ÿ
ap3qrpψpSpyqap2qrpψpSpxqap1qqqq
“
ÿ
ap2qrpψpSpyqxp1qspψpSpxp2qqap1qqqqq
“
ÿ
ap2qrpψpSpxp2qrpψpSpyqxp1qqqqaqq “ a˚{px˚ ˆqy ,
(19)
Aγ,γ1 ˚yAδ,δ1 Ďÿ
γ2
spψpAδ1´1,δ´1Aγ,γ2qqAγ2,γ1 Ď δγ,δ1Aδ,γ1 , (20)
where we used Lemma 1.6.4 in the last line.
The pB,Γqev-algebra structure on A induces the following structure on Aˆ:
1.7.2 Definition. A pB,Γqev-matrix-algebra is a non-degenerate ˚-algebra Aˆ equipped with a
non-degenerate ˚-homomorphism BbBÑMpAˆq and a direct sum decomposition Aˆ“Àγ,γ1PΓ Aˆγ,γ1
as a vector space such that
Aˆγ,γ
1
Aˆδ,δ
1 Ď δγ1,δAˆγ,δ1 , pAˆγ,γ1q˚ “ Aˆγ1,γ, pBbBqAˆγ,γ1 Ď Aˆγ,γ1 , xAˆe,eAˆy “ Aˆ,
pbbb1qaˆ“ pγ´1pb1qb γpbqqaˆ, aˆpbbb1q “ aˆpγ1´1pb1qb γ1pbqq
for all γ,γ1,δ,δ1 P Γ, aˆ P Aˆγ,γ1 , b,b1 P B. Given such an algebra, we write rˆ and sˆ for the compo-
sitions B– Bb1ÑMpAˆq and B– 1bBÑMpAˆq, and δaˆ :“ γ and δ¯aˆ :“ γ1 whenever aˆ P Aˆγ,γ1 .
1.7.3 Proposition. Aˆ has a structure of a pB,Γqev-matrix-algebra, where for all x,y P A, b P B,
rˆpbqxˆ“ zxrpbq, xˆrˆpbq “ zxspbq, sˆpbqxˆ“ zrpbqx, xˆsˆpbq “ zspbqx,
yˆxˆ“ yx˚ yˆ, xˆ˚ “ zSpxq˚, δxˆ “ Bx, δ¯xˆ “ B¯x.
Proof. The multiplication is associative and turns Aˆ into an algebra by (19). This algebra is
non-degenerate because A˚ Aˆ spans A by surjectivity of T2.
The ˚-operation is involutive because ˚˝S is involutive, and anti-multiplicative because
Spy˚ xˆq˚ “
ÿ
Spyp2qrpψpSpxqyp1qqq˚
“
ÿ
Spyp2qq˚spψpy˚p1qSpxq˚qq
“
ÿ
Spyq˚p1qspψpSpSpyq˚p2qqSpxq˚qq “ Spxq˚ ˚zSpyq˚.
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For each b P B, the formulas above define multipliers rˆpbq, sˆpbq PMpAˆq because
yˆprˆpbqxˆq “ pxrpbq ˚ yˆqp“ px˚zyspbqqp“ pyˆrˆpbqqxˆ
and similarly yˆpsˆpbqxˆq “ pyˆsˆpbqqxˆ for all x,y P A by (18). The maps rˆ, sˆ : B Ñ MpAˆq are non-
degenerate homomorphisms because r,s : B Ñ MpAq have the same properties, their images
evidently commute, and they are involutive because
pxˆrˆpbqq˚ “ pzxspbqq˚ “ pSpxspbqq˚qp“ pSpxq˚rpb˚qqp“ rˆpb˚qxˆ˚
and similarly pxˆsˆpbqq˚“ sˆpb˚qxˆ˚ for all x P A, b P B. Furthermore, rˆpbqxˆ“zxrpbq “ prpγpbqqxqp“
sˆpγpbqqpx and likewise xˆrˆpbq “ xˆsˆpγ1pbqq for all γ,γ1 P Γ, x P Aγ,γ1 , b P B.
Finally, (20) implies Aˆγ,γ
1
Aˆδ,δ
1 Ď δγ1,δAˆγ,δ1 for all γ,γ1,δ,δ1 P Γ.
1.7.4 Remark. We expect that Aˆ carries a natural structure of a pB,Γqev-algebra if A has a
suitable structure of a pB,Γqev-matrix algebra, and that Aˆ carries a natural structure of a pB,Γq-
Hopf ˚-algebroid if pA,∆q additionally is pB,Γqev-bigraded in the sense that
i) A is the direct sum of the subspaces Aδ,δ
1
γ,γ1 :“ Aδ,δ
1 XAγ,γ1 , where δ,δ1,γ,γ1 P Γ, and A “
xAe,ee,eAy;
ii) ∆pAδ,δ1γ,γ2q Ď
ř
Aα,α
1
γ,γ1 b˜Aβ,β
1
γ1,γ2 for all γ,γ
1,δ,δ1 P Γ, where the sum is taken over all α,α1,β,β1 P
Γ satisfying αβ“ δ and α1β1 “ δ1.
In that case, εpAδ,δ1q “ 0 if pδ,δ1q ‰ pe,eq and SpAδ,δ1q Ď Aδ1´1,δ´1 for all δ,δ1 P Γ. Indeed, For
each δ,δ1 PΓ, denote by pδ,δ1 : A“Àγ,γ1 Aγ,γ1ÑAδ,δ1 ĎA the projection, let ε1 :“ ε˝ pe,e : AÑB,
and define S1 : AÑ A by S1|Aδ,δ1 “ pδ
1´1,δ´1 ˝S|Aδ,δ1 for all δ,δ1 P Γ. Then one can check that ε1 is
a counit and S1 an antipode for pA,∆q and therefore coincide with ε and S, respectively.
2 Construction of associated measured quantum groupoids
Throughout this section, we assume:
(A1) pA,∆,ε,S,µ,φ,ψq is a measured multiplier pB,Γq-Hopf ˚-algebroid.
We shall construct operator-algebraic completions of this algebraic object in the form of a Hopf
C˚-bimodule, Hopf-von Neumann bimodule and a measured quantum groupoid. Along the
way, we shall impose further assumptions on B,Γ,µ,A which were mentioned already in the
introduction, most notably properness of A.
The basic idea is to use the GNS-representations for the weight µ on the basis B and the
functional ν on the total algebra A, respectively. Naturally, some restrictions have to be made
on B,Γ,µ. To show that ν admits a bounded GNS-representation and to lift the comultiplication
to the level of operator algebras, we use a fundamental unitary. To take full advantage of this
unitary, we describe its domain and range as relative tensor products, and show that it is a pseudo-
multiplicative unitary in the sense of [23] and [25]. The necessary modules are introduced in
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§2.2, and the unitary itself is constructed in §2.3. This part uses Connes’ spatial theory [19], and
the relative tensor product of Hilbert spaces over C˚-algebras which was introduced in [21]. The
fundamental unitary then gives rise to completions of A and Aˆ in the form of Hopf C˚-bimodules
and two Hopf-von Neumann bimodules; see §2.4–§2.6.To obtain the full structure of a measured
quantum groupoid, we finally extend the integrals φ,ψ to the level of von Neumann algebras and
show that these extensions are left or right invariant again in §2.7.
Before we turn to details, let us briefly sketch the construction of the fundamental unitary,
which we denote by W . Its domain and range can be described as separated completions of the
relative tensor products sAb
B
rA and rAb
B
Ar with respect to the sesquilinear forms given by
xxb
B
y|x1b
B
y1ypsAb
B
rAq “ νpx˚spBypφpy˚y1qqqx1q,
xxb
B
yq|x1b
B
y1yprAb
B
Arq “ νpx˚rpφpy˚y1qqx1q.
(21)
Note that positivity of these forms is not evident because φ is not assumed to be completely
positive in any sense. Given that positivity, the map
T4 : rAb
B
Ar Ñ sAb
B
rA, xb
B
y ÞÑ ∆pyqpxb
B
1q “
ÿ
yp1qxb
B
yp2q,
extends to a unitary on the respective completions because it is surjective by Proposition 1.3.7
and isometric as shown by the following calculation:ÿ
xyp1qxb
B
yp2q|y1p1qx1bB y
1
p2qypsAb
B
rAq “
ÿ
νpx˚y˚p1qspByp2qpφpy˚p2qy1p2qqqqy1p1qx1q
“
ÿ
νpx˚spφpy˚p2qy1p2qqqy˚p1qy1p1qx1q
“ νpx˚rpφpy˚y1qqx1q “ xxb
B
y|x1b
B
y1yprAb
B
Arq.
(22)
The adjoint of this extension is the fundamental unitary W .
Similarly, one can construct and employ another unitary V which is an extension of the map
T1 : Asb
B
sAÑ sAb
B
rA, xb
B
y ÞÑ ∆pxqp1b
B
yq. We shall focus on W because this unitary is given
preference in the theory of locally compact quantum groups and measured quantum groupoids.
2.1 Preparations concerning the base
We define an inner product on B by xb|b1y :“ µpb˚b1q for all b,b1 PB, and denote by K the Hilbert
space obtained by completion, and by Λµ : BÑ K the canonical inclusion. To proceed, we have
to impose the following assumption:
(A2) For each b P B, the following equivalent conditions hold:
i) there exists a K ě 0 such that µpc˚b˚bcq ď Kµpc˚cq for all c P B;
ii) there exists an operator piµpbq P LpKq such that piµpbqΛµpcq “ Λµpbcq for all c P B.
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2.1.1 Remark. To apply the constructions below, it may be useful to first perform a base change,
similarly as described in [20, §2], to replace B by an algebra of the form CcpΩq, where Ω is a
locally compact space with an action of Γ. Then condition (A2) is automatically satisfied. For
example, one can take Ω to be the set of all ˚-homomorphisms χ : B Ñ C, equipped with the
weakest topology that makes the function ΩÑ C, χ ÞÑ χpbq, continuous for each b P B, and
perform a base change along the canonical map BÑMpCcpΩqq. Note, however, that such a base
change can not simply be applied to left and right integrals, but only to bi-integrals.
Assumption (A2) immediately implies the existence of a ˚-homomorphism piµ : BÑ LpKq
which can be regarded as a GNS-representation for µ.
Recall that a Hilbert algebra is a ˚-algebra with an inner product such that left multiplication
by each element is bounded, the resulting ˚-representation is non-degenerate, and the involution
is pre-closed with respect to the norm induced by the inner product. Since B is commutative, the
map ΛµpBq Ñ ΛµpBq given by Λµpbq ÞÑ Λµpb˚q extends to an anti-unitary operator Jµ on K, and
hence ΛµpBq Ď K together with the ˚-algebra structure inherited from B is a Hilbert algebra. We
thus obtain
• a von Neumann algebra N :“ piµpBq2 Ď LpKq,
• a n.s.f. weight µ˜ on N such that µ˜ppiµpb˚bqq “ xΛµpbq|Λµpbqy “ µpb˚bq for all b P B,
• a left ideal Nµ˜ :“ tx P N : µ˜px˚xq ă 8u Ď N of square-integrable elements,
• a closed map Λµ˜ : Nµ˜ Ñ K such that pK,Λµ˜, idNq is a GNS-representation for µ˜; this is the
closure of the map piµpBq Ñ K given by piµpbq Ñ Λµpbq.
2.2 Various module structures
We define an inner product on A by xa|a1y :“ νpa˚a1q for all a,a1 P A, denote by H the Hilbert
space obtained by completion, and by Λν : AÑ H the canonical inclusion.
2.2.1 Lemma. There exist maps Λφ,Λψ,Λ:φ,Λ
:
ψ : AÑ LpK,Hq such that for all x,y P A, b P B,
ΛφpxqΛµpbq “ Λνpxrpbqq, Λφpxq˚Λνpyq “ Λµpφpx˚yqq, Λφpxq˚Λφpyq “ piµpφpx˚yqq,
ΛψpxqΛµpbq “ Λνpxspbqq, Λψpxq˚Λνpyq “ Λµpψpx˚yqq, Λψpxq˚Λψpyq “ piµpψpx˚yqq,
Λ:φpxqΛµpbq “ Λνprpbqxq, Λ:φpxq˚Λνpyq “ Λµpφpyθpx˚qqq, Λ:φpxq˚Λ:φpyq “ piµpφpyθpx˚qqq,
Λ:ψpxqΛµpbq “ Λνpspbqxq, Λ:ψpxq˚Λνpyq “ Λµpψpyθpx˚qqq, Λ:ψpxq˚Λ:ψpyq “ piµpψpyθpx˚qqq.
Proof. We only prove the assertions concerning Λφ and Λ:φ. They follow from the relations
}Λνpxrpbqq}2 “ νprpbq˚x˚xrpbqq “ µpb˚φpx˚xqbq ď }piµpφpx˚xqq}}Λµpbq}2,
xΛνpyq|Λνpxrpbqqy “ νpy˚xrpbqq “ µpφpy˚xqbq “ xΛµpφpx˚yqq|Λµpbqy
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and
}Λνprpbqxq}2 “ νpx˚rpb˚bqxq “ νpθ´1pxqx˚rpb˚bqq
“ µpφpθ´1pxqx˚qb˚bq ď }Λµpbq}2}piµpθ´1pxqx˚q},
xΛνpyq|Λνprpbqxqy “ νpy˚rpbqxq “ νpθ´1pxqy˚rpbqq
“ µpφpθ´1pxqy˚qbq “ xΛµpφpyθpx˚qqq|Λµpbqy,
which hold for all x,y P A and b P B.
The maps introduced above yield various module structures on H as follows. Let
Eφ :“ rΛφpAqs, Eψ :“ rΛψpAqs, E:φ :“ rΛ:φpAqs, E:ψ :“ rΛ:ψpAqs. (23)
We shall use the following concepts introduced in [21, 23]. A C˚-b-module, where b “
pK, rpiµpBqs, rpiµpBqsq, consists of a Hilbert space L and a closed subset E Ď LpK,Lq such that
rEKs “ L, rEpiµpBqs “ E, rE˚Es “ rpiµpBqs. Each such C˚-b-module gives rise to a normal,
faithful, non-degenerate representation ρE : N “ piµpBq2Ñ LpLq such that ρEpxqξ “ ξx for all
x P N, ξ P E. A C˚-pb,bq-module is a triple pL,E,Fq such that pL,Eq and pL,Fq are C˚-b-
modules and rρEppiµpBqqFs “ F and rρFppiµpBqqEs “ rEs.
2.2.2 Lemma. The Hilbert space H is a C˚-pb,bq-module with respect to either two of the spaces
Eφ,Eψ,E
:
φ,E
:
ψ. The representations α :“ ρE:φ , β :“ ρE:ψ , pα :“ ρEψ , pβ :“ ρEφ of N on H are given
by
αppiµpbqqΛνpaq “ Λνprpbqaq, βppiµpbqqΛνpaq “ Λνpspbqaq,pβppiµpbqqΛνpaq “ Λνparpbqq, pαppiµpbqqΛνpaq “ Λνpaspbqq for all b P B,a P A.
Proof. Let E,F be any two of the spaces listed above. Then rEHs “ H and rEpiµpBqs “ E be-
cause xrpBqspBqArpBqspBqy “ A, and rE˚Es “ rpiµpBqs because φpAq “ B“ ψpAq. Thus, pH,Eq
is a C˚-b-module. The formulas for the associated representations are easily verified. Using
these formulas and the relation xrpBqspBqArpBqspBqy“A, one easily checks that rρEppiµpBqqFs“
F and rρFppiµpBqqEs “ E.
Recall that a vector ζ in a Hilbert space L is bounded with respect to a normal, non-
degenerate representation ρ : N Ñ L and the weight µ˜ if the following equivalent conditions
hold:
i) there exists a K ě 0 such that }ρpxqζ} ď Kµ˜px˚xq for all x PNµ˜;
ii) there exists an operator Rρ,µ˜ζ P LpK,Lq such that Rρ,µ˜ζ Λµpxq “ ρpxqζ for all x PNµ˜.
The set of all such bounded vectors is denoted by DpLρ, µ˜q. This spaces carries an N-valued inner
product x´|´yρ,µ˜, given by xζ|ζ1yρ,µ˜ “ pRρ,µ˜ζ q˚Rρ,µ˜ζ1 for all ζ,ζ1 P DpLρ, µ˜q, and ρpNq1DpLρ, µ˜q “
DpLρ, µ˜q and
Λµ˜pxζ|ζ1yρ,µ˜q “ pRρ,µ˜ζ q˚ζ1, Rρ,µ˜Tζ “ T Rρ,µ˜ζ for all T P ρpNq1,ζ,ζ1 P DpLρ, µ˜q. (24)
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2.2.3 Lemma. ΛνpAq Ď DpHα, µ˜qXDpHβ, µ˜qXDpHpα, µ˜qXDpHpβ, µ˜q and for all x,y P A,
Rα,µ˜Λνpxq “ Λ
:
φpxq, Rβ,µ˜Λνpxq “ Λ:ψpxq, R
pα,µ˜
Λνpxq “ Λψpxq, R
pβ,µ˜
Λνpxq “ Λφpxq.
Proof. We shall only prove the assertion concerning α. Let a P A. Then Λ:φpaqΛµ˜ppiµpbqq “
Λνprpbqaq “ αppiµpbqqΛνpaq for all b P B, and since piµpBq is a core for Λµ˜, we can conclude
Λ:φpaqΛµ˜pxq “ αpxqΛνpaq for all x PNµ˜.
The preceding result and Lemma 2.2.1 imply that for all x,y P A,
xΛνpxq|Λνpyqyα,µ˜ “ piµpφpyθpx˚qqq, xΛνpxq|Λνpyqyβ,µ˜ “ piµpψpyθpx˚qqq,
xΛνpxq|Λνpyqyαˆ,µ˜ “ piµpψpx˚yqq, xΛνpxq|Λνpyqyβˆ,µ˜ “ piµpφpx˚yqq.
(25)
2.3 The fundamental unitary
To define the domain and the range of the fundamental unitary, we use Connes’ relative ten-
sor product of Hilbert modules and the module structures introduced above. Connes’ original
manuscript on the construction remained unpublished; we therefore refer to [19] and [22] for
details.
The relative tensor product Hβb˜
µ
αH is the separated completion of the algebraic tensor
product DpHβ, µ˜qbKbDpHα, µ˜q with respect to the sesquilinear form given by
xξbζbη|ξ1bζ1bη1y “ xζ|xξ|ξ1yβ,µ˜xη|η1yα,µ˜ζ1y. (26)
This Hilbert space can naturally be identified with the separated completions of the algebraic
tensor products DpHβ, µ˜qbH and HbDpHα, µ˜q with respect to the sesquilinear forms given by
xξbη|ξ1bη1y “ xη|αpxξ|ξ1yβ,µ˜qη1y and xξbη|ξ1bη1y “ xξ|βpxη|η1yα,µ˜qξ1y, (27)
respectively, via
ξbRα,µ˜ξ ζ” ξbζbη” Rβ,µ˜ξ ζbη, (28)
and we shall use these identifications without further notice. Replacing the representations β,α
by α,pβ or pα,β, respectively, one obtains the relative tensor products Hαb˜
µ
pβH and Hpαb˜µ βH.
To proceed, we shall impose the following simplifying assumption which essentially says
that the cocycle pDγqγ in MpBq has a positive square root on the algebraic level:
(A3) There exists a family pD 12γ qγPΓ in MpBq such that for all γ,γ1 P Γ, c P B,
D
1
2
e “ 1, pD
1
2
γ q˚ “ D
1
2
γ , pD
1
2
γ q2 “ Dγ, D
1
2
γγ1 “ γ1´1pD
1
2
γ qD
1
2
γ1 , µpc˚D
1
2
γ cq ě 0.
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Clearly, this condition implies the existence of a unitary representation U : ΓÑ LpKq such that
UγΛµpcq “ ΛµpγpcD
1
2
γ qq, UγpiµpbqUγ˚ “ piµpγpbqq for all b,c P B,γ P Γ. (29)
Similarly as in (9), we define linear maps D
1
2 , D¯
1
2 : AÑ A by
D
1
2 paq “ rpD 12B´1a qa“ arpD
´ 12Ba q, D¯
1
2 paq “ spD 12B¯´1a qa“ aspD
´ 12
B¯a q
for all a P A. These maps share all the properties of the maps D, D¯ listed in Lemma 1.6.3. Short
calculations show that for all x,y P A,
ΛφpxqUB´1x “ Λ:φpD
1
2 pxqq, xΛνpD 12 pxqq|ΛνpD 12 pyqqyα,µ˜ “ piµpBxpφpx˚yqqq, (30)
ΛψpxqUB¯´1x “ Λ:ψpD¯
1
2 pxqq, xΛνpD¯ 12 pxqq|ΛνpD¯ 12 pyqqyβ,µ˜ “ piµpB¯xpψpx˚yqqq. (31)
Indeed, for all x,y P A and b P B,
ΛφpxqUB´1x Λµpbq “ ΛνpxrpB´1x pbD
1
2
B´1x qq “ ΛνprpbD
1
2
B´1x xqq “ Λ
:
ψpD
1
2 pxqqΛµpbq,
Λ:φpD
1
2 pxqq˚Λ:φpD
1
2 pyqq “U˚B´1x Λφpxq
˚ΛφpyqUB´1y “UBxpiµpφpx˚yqqUB´1y “ piµpBxpφpx˚yqqq.
2.3.1 Lemma. The sesquilinear forms on sAb
B
rA and rAb
B
Ar defined in (21) are positive. Denote
by sAb
B
rA and rAb
B
Ar the respective separated completions. Then there exist isomorphisms
Λ : rAb
B
Ar Ñ Hαb˜
µ
pβH, xbB y ÞÑ Λνpxq b˜µ Λνpyq,
Λ1 : sAb
B
rAÑ Hβb˜
µ
αH, xb
B
y ÞÑ Λνpxq b˜
µ
ΛνpD 12 pyqq.
Proof. The maps Λ,Λ1 are surjective because ΛνpAq ĎH is dense, and they are well-defined and
isometric because (27), (25) and (30) imply for all x,y P A
xΛpxb yq|Λpx1b y1qy “ νpx˚spφpy˚y1qqx1q,
xΛ1pxb yq|Λ1px1b y1qy “ νpx˚rpBypφpy˚y1qqqx1q.
2.3.2 Proposition. There exists a unitary W : Hβb˜
µ
αH ÑHαb˜
µ
pβH such that W˚ ˝Λ“Λ1 ˝T4 as
maps from rAb
B
Ar to Hβb˜
µ
αH, that is, for all x,y P A,
W˚pΛνpxq b˜
µ
Λνpyqq “
ÿ
ΛνpD¯ 12 pyp1qqxq b˜
µ
Λνpyp2qq “
ÿ
Λνpyp1qxq b˜
µ
ΛνpD 12 pyp2qqq,
W pΛνpxq b˜
µ
Λνpyqq “
ÿ
ΛνpS´1pD´ 12 pyp1qqqxq b˜
µ
Λνpyp2qq “
ÿ
pD¯ 12 pS´1pyp1qqqxq b˜
µ
Λνpyp2qq.
Proof. Calculation (22) and Lemma 2.3.1 imply that the map Λνpxq b˜
µ
Λνpyq ÞÑřΛνpyp1qxq b˜
µ
ΛνpD 12 pyp2qqq extends to an isometry Hαb˜
µ
pβH Ñ Hβb˜µ αH. Bijectivity of this isometry and the
formula for W follow from Proposition 1.3.7.
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Similarly, the map T1 yields a second fundamental unitary:
2.3.3 Proposition. There exists a unitary V : Hpαb˜
µ
βH Ñ Hβb˜
µ
αH such that for all x,y P A,
V pΛνpxq b˜
µ
Λνpyqq “
ÿ
ΛνpD¯ 12 pxp1qqq b˜
µ
Λνpxp2qyq “
ÿ
Λνpxp1qq b˜
µ
ΛνpD 12 pxp2qqyq,
V˚pΛνpxq b˜
µ
Λνpyqq “
ÿ
Λνpxp1qq b˜
µ
ΛνpSpD¯´ 12 pxp2qqqyq
ÿ
Λνpxp1qq b˜
µ
ΛνpD 12 pSpxp2qqqyq.
Proof. The formula above defines an isometry V because (27), (25) and (31) implyÿ
xΛνpD¯ 12 pxp1qqq b˜
µ
Λνpxp2qyq|ΛνpD¯ 12 px1p1qqq b˜µ Λνpx
1
p2qy
1qypHβb˜
µ
αHq
“
ÿ
νpy˚x˚p2qrpB¯xp1qpψpx˚p1qx1p1qqqx1p2qy1q
“
ÿ
νpy˚x˚p2qx1p2qrpψpx˚p1qx1p1qqqy1q,
xΛνpxq b˜
µ
Λνpyq|Λνpx1q b˜
µ
Λνpy1qypHpαb˜
µ
βHq “ νpy˚spψpx˚x1qqy1q
for all x,x1,y,y1 P A, and by right-invariance of ψ (see Remark 1.5.2 i)), the expressions above
coincide. Bijectivity of V and the inversion formula follow from Proposition 1.3.7.
2.4 Boundedness of the canonical representations
The first application of the fundamental unitary W is to show that left multiplication on A and
right convolution by Aˆ extend to representations on the Hilbert space H.
2.4.1 Theorem. There exist ˚-homomorphisms piν : AÑ LpHq and ρ : AˆÑ LpHq such that
piνpxqΛνpyq “ Λνpxyq for all x,y P A, ρpωqΛνpyq “ Λνpy˚ωq for all ω P Aˆ,y P A. (32)
The proof of Theorem 2.4.1 involves operators and slice maps of the following form. For
each ξ P DpHβ, µ˜q and η P DpHα, µ˜q, there exist bounded linear operators
λβ,αξ : H Ñ Hβb˜µ αH, η
1 ÞÑ ξ b˜
µ
η1, ρβ,αη : H Ñ Hβb˜
µ
αH, ξ1 ÞÑ ξ1 b˜
µ
η, (33)
whose adjoints are given by
pλβ,αξ q˚pξ1bη1q “ αpxξ|ξ1yβ,µ˜qη1, pρβ,αη q˚pξ1bη1q “ βpxη|η1yα,µ˜qξ1. (34)
Likewise, there exist operators λα,
pβ
ξ ,ρ
α,pβ
η : H Ñ Hαb˜
µ
pβH for all ξ P DpHα, µ˜q and η P DpHpβ, µ˜q
which are defined similarly. Using these operators, one defines slice maps
ωξ,ξ1 ˚ id : LpHαb˜
µ
pβH,Hβb˜µ αHq Ñ LpHq, T ÞÑ pλβ,αξ q˚Tλα,
pβ
ξ1 ,
id˚ωη,η1 : LpHαb˜
µ
pβH,Hβb˜µ αHq Ñ LpHq, T ÞÑ pρβ,αη q˚Tρα,
pβ
η1
for all ξ P DpHβ, µ˜q, ξ1 P DpHα, µ˜q, η P DpHα, µ˜q, η1 P DpHpβ, µ˜q.
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2.4.2 Lemma. Let x,x1,y,y1 P A. Then
pid˚ωΛνpyq,Λνpy1qqpW˚qΛνpxq “ Λνpaxq, where a“
ÿ
D¯´
1
2 py1p1qspφpy˚y1p2qqqq,
pωΛνpxq,Λνpx1q ˚ idqpW˚qΛνpyq “ Λνpy˚ cˆq, where c“ S´1pD¯
1
2 pθ´1px1qx˚qq.
Proof. We calculate
pρβ,αΛνpyqq˚W˚ρ
α,pβ
Λνpy1qΛνpxq “
ÿ
pρβ,αΛνpyqq˚pΛνpy1p1qxq b˜µ ΛνpD
1
2 py1p2qqqq
“
ÿ
βpxΛνpyq|ΛνpD 12 py1p2qqqqyα,µ˜Λνpy1p1qxq pEquation (34)q
“
ÿ
ΛνpspBypφpD´ 12 pyq˚y1p2qqqqy1p1qxq pEquation (30)q
“
ÿ
Λνpy1p1qspφpy˚D´
1
2 py1p2qqqqxq pLemma 1.6.3q
“
ÿ
ΛνpD¯´ 12 py1p1qspφpy˚y1p2qqqqxq, pLemma 1.6.3q,
pλβ,αΛνpxqq˚W˚λ
α,pβ
Λνpx1qΛνpyq “
ÿ
pλβ,αΛνpxqq˚pΛνpD¯
1
2 pyp1qqx1q b˜
µ
Λνpyp2qqq
“
ÿ
αpxΛνpxq|ΛνpD¯ 12 pyp1qqx1qyβ,µ˜qΛνpyp2qq pEquation (34)q
“
ÿ
ΛνprpψpD¯ 12 pyp1qqx1θpx˚qqqyp2qq pEquation (25)q
“
ÿ
Λνprpψpyp1qD¯´ 12 px1θpx˚qqqqyp2qq pLemma 1.6.3q
“
ÿ
Λνpyp2qrpψpD¯ 12 pθ´1px1qx˚qyp1qqqq. pEquation (16)q
Proof of Theorem 2.4.1. For the elements a and c of the form in Lemma 2.4.2, the mapsΛνpyq ÞÑ
Λνpayq and Λνpxq ÞÑ Λνpx ˚ cˆq coincide with compositions of bounded operators and therefore
are bounded. Since elements of the form like a,c span A, we obtain maps piν : AÑ LpHq and
ρ : AˆÑ LpHq satisfying (32). Evidently, piν is a ˚-homomorphism. The map ρ is multiplicative
by (19) and Proposition 1.7.3, and it is involutive because by (17) and Proposition 1.7.3,
xρpxˆq˚Λνpzq|Λνpyqy “ xρpzSpxq˚qΛνpzq|Λνpyqy
“
ÿ
xΛνpSpxq˚p1qspψpSpSpxq˚p2qqzqqq|Λνpyqy
“ νpspψpz˚xp1qqSpxp2qqyq
“ νpz˚xp1qspψpSpxp2qqyqqq “ xΛνpzq|ρpxˆqΛνpyqy.
2.4.3 Remarks. i) piνpAq2 Ď pβpNq1X pαpNq1 and ρpAˆq2 Ď βpNq1X pαpNq1 by (18).
ii) Lemma 2.4.2, Theorem 2.4.1 and self-adjointness of piνpAq and ρpAˆq imply
piνpAq “ spantpid˚ωΛνpyq,Λνpy1qqpW˚q|y,y1 P Au “ spantpid˚ωΛνpyq,Λνpy1qqpW q|y,y1 P Au,
ρpAˆq “ spantpωΛνpxq,Λνpx1q ˚ idqpW˚q|x,x1 P Au “ spantpωΛνpxq,Λνpx1q ˚ idqpW q|x,x1 P Au.
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For later use, we calculate the slices of V , which are defined similarly as those of W˚.
2.4.4 Lemma. Let x,x1,y,y1 P A. Then
pωΛνpxq,Λνpx1q ˚ idqpV qΛνpyq “ Λνpayq, where a“
ÿ
D´
1
2 px1p2qrpψpx˚x1p1qqqq,
pid˚ωΛνpyq,Λνpy1qqpV qΛνpxq “ Λνpcˇ˚ xq, where c“ S´1pD´
1
2 py1θpy˚qq.
Proof. Proceeding as in the proof of that Lemma 2.4.2, we find
pλβ,αΛνpxqq˚Vλ
pα,β
Λνpx1qΛνpyq “
ÿ
pλβ,αΛνpxqq˚pΛνpD¯
1
2 px1p1qqq b˜µ Λνpx
1
p2qyqq pDefinition of V q
“
ÿ
αpxΛνpxq|ΛνpD¯ 12 px1p1qqqyβ,µ˜qΛνpx1p2qyq
“
ÿ
ΛνprpB¯xpψpD¯´ 12 pxq˚x1p1qqqqx1p2qyq (Equation (31))
“
ÿ
ΛνpD´ 12 px1p2qrpψpx˚x1p1qqqqyq,
pρβ,αΛνpyqq˚Vρ
pα,β
Λνpy1qΛνpxq “
ÿ
pρβ,αΛνpyqq˚pΛνpxp1qq b˜µ ΛνpD
1
2 pxp2qqy1qq pDefinition of V q
“
ÿ
βpxΛνpyq|ΛνpD 12 pxp2qqy1qyα,µ˜qΛνpxp1qq
“
ÿ
ΛνpspφpD 12 pxp2qqy1θpy˚qqxp1qq (Equation (25))
“
ÿ
Λνpspφpxp2qD´ 12 py1θpy˚qqqxp1qq.
2.5 The Hopf-von Neumann bimodules
We next show that the fundamental unitary W is pseudo-multiplicative in the sense of [25] and
therefore yields two Hopf-von Neumann bimodules, which are completions of A and Aˆ, respec-
tively. First, we need further preliminaries.
The relative tensor product is functorial so that there exist bounded linear operators S b˜
µ
T P
LpHβb˜
µ
αHq for all S P βpNq1,T P αpNq1, as well as S b˜
µ
T P LpHαb˜
µ
pβHq for all S P αpNq1,T PpβpNq1, both times given by ξ b˜
µ
η ÞÑ Sξ b˜
µ
Tη.
In particular, the commuting representations α,β,pα,pβ yield six representations αb˜
µ
id, pαb˜
µ
id,pβ b˜
µ
id, idb˜
µ
β, idb˜
µ
pα, idb˜
µ
pβ of N on Hβb˜
µ
αH, and further six representations of N on Hαb˜
µ
pβH.
2.5.1 Lemma. The following relations hold for all x P N:
W pidb˜
µ
pβpxqq “ pβpxq b˜
µ
idqW, W ppαpxq b˜
µ
idq “ ppαpxq b˜
µ
idqW, W ppβpxq b˜
µ
idq “ ppβpxq b˜
µ
idqW,
W pαpxq b˜
µ
idq “ pidb˜
µ
αpxqqW, W pidb˜
µ
βpxqq “ pidb˜
µ
βpxqqW, W pidb˜
µ
pαpxqq “ pidb˜
µ
pαpxqqW.
Proof. This follows immediately from the fact that piµpBq Ď N is weakly dense, the definition of
W , and the formulas for α,β,pα,pβ given in Lemma 2.2.2.
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The relative tensor product is associative in a natural sense. The intertwining relations for
W obtained above imply that all operators in the diagram below are well-defined,
Hβb˜
µ
αHβb˜
µ
αH
W12 //
W23

Hαb˜
µ
pβHβb˜µ αH W23 // Hαb˜µ pβHαb˜µ pβH,
Hβ b˜
µ
pidb˜
µ
αqpHαb˜
µ
pβHq W13 // pHβb˜µ αHqpαb˜µ idq b˜µ pβH
W12
OO
(35)
where W12 “W b˜
µ
id, W23 “ idb˜
µ
W , and W13 acts on the first and third tensor factor; see [25] for
details.
2.5.2 Lemma. Diagram (35) commutes, that is, W23W12 “W12W13W23.
Proof. A short calculation shows that the adjoints of both compositions are given by
Λνpxq b˜
µ
Λνpyq b˜
µ
Λνpzq ÞÑ
ÿ
Λνpzp1qyp1qxq b˜
µ
ΛνpD 12 pzp2qyp2qqq b˜
µ
ΛνpD 12 pzp3qqq.
2.5.3 Theorem. W and V are pseudo-multiplicative unitaries in the sense of [25].
Proof. The assertion on W is just Lemma 2.5.1 and Lemma 2.5.2. For V , the proof is similar.
Recall from [24] that a Hopf-von Neumann bimodule over pN, µ˜q is a von Neumann algebra
M acting on a Hilbert space L together with faithful, non-degenerate, commuting normal repre-
sentations γ,δ : NÑM and a non-degenerate, normal ˚-homomorphism ∆M : MÑMδ˚˜µ γM such
that ∆M ˝γ“ γb˜
µ
id, ∆M ˝δ“ idb˜
µ
δ and p∆M ˚˜
µ
idq˝∆M “pid ˚˜
µ
∆Mq, where Mδ˚˜µ γM“pM
1 b˜
µ
M1q1Ď
LpLδ b˜
µ
γLq, and ∆M ˚˜
µ
id and id ˚˜
µ
∆M are suitably defined [15].
Using Remark 2.4.3 i) and slightly abusing notation, we define faithful, normal, non-degenerate
˚-homomorphisms
∆ : piνpAq2Ñ LpHβb˜
µ
αHq, x ÞÑW˚pidb˜
µ
xqW,
∆ˆ : ρpAˆq2Ñ LpHαb˜
µ
pβHq, y ÞÑ ΣW py b˜µ idqW˚Σ.
2.5.4 Theorem. ppiνpAq2,α,β,∆q and pρpAˆq2,pβ,α, ∆ˆq are Hopf-von Neumann bimodules.
Proof. By Remark 2.4.2, these are the Hopf-von Neumann bimodules associated with the pseudo-
multiplicative unitary W ; see [22, §10.3.2].
Theorem 2.5.4 above can also be deduced from the following explicit formulas for ∆ and ∆ˆ:
2.5.5 Lemma. For all a,c,x,y P A,
∆ppiνpaqqpΛνpxq b˜
µ
Λνpyqq “
ÿ
Λνpap1qxq b˜
µ
ΛνpD 12 pap2qqyq,
∆ˆpρpcˆqqpΛνpxq b˜
µ
Λνpyqq “
ÿ
Λνpxp2qrpψpSpcqxp1qyp1qqqq b˜
µ
Λνpyp2qq,
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Proof. We calculate
∆ppiνpaqq
ÿ
Λνpyp1qxq b˜
µ
ΛνpD 12 pyp2qqq “W˚pidb˜
µ
piνpaqqWW˚pΛνpxq b˜
µ
Λνpyqq
“W˚pΛνpxq b˜
µ
Λνpayqq
“
ÿ
Λνpap1qyp1qxq b˜
µ
ΛνpD 12 pap2qyp2qqq,
W˚∆ˆpρpcˆqqpΛνpxq b˜
µ
Λνpyqq “ pρpcˆq b˜
µ
idqW˚pΛνpxq b˜
µ
Λνpyqq
“
ÿ
ρpcˆqΛνpyp1qxq b˜
µ
ΛνpD 12 pyp2qqq
“
ÿ
Λνpyp2qxp2qrpψpSpcqyp1qxp1qqqq b˜
µ
ΛνpD 12 pyp3qqq
“W˚
ÿ
Λνpxp2qrpψpSpcqyp1qxp1qqqq b˜
µ
Λνpyp2qq.
2.5.6 Remark. Under the identification (28), for all a,x,y P A and ζ P K
∆ppiνpaqqpΛνpxqbζbΛνpyqq “
ÿ
Λνpap1qxqbUBap1qζbΛνpap2qyq.
2.6 The Hopf C˚-bimodules
The fundamental unitary W is regular C˚-pseudo-multiplicative unitaries in the sense of [23],
and therefore yields Hopf C˚-bimodules which are completions of A and Aˆ. To prove this,
we again need some preliminaries concerning the relative tensor product in the setting of C˚-
algebras; for details, see [21] and [23]. The construction is parallel to the von Neumann-
algebraic setting and differs mainly in notation.
As before, let b“ pK, rpiµpBqs, rpiµpBqsq. The relative tensor product HE:ψbb E:φ H of the C
˚-b-
modules pH,E:ψq and pH,E:φq is the separated completion of the algebraic tensor product E:ψb
KbE:φ with respect to the sesquilinear form given by
xξbζbη|ξ1bζ1bη1y “ xζ|pξ˚ξ1qpη˚η1qζ1y. (36)
It can be regarded as a twofold internal tensor product of Hilbert C˚-modules and identified with
certain separated completions E:ψ=αH and Hβ<E:φ of the algebraic tensor products E:ψbH and
HbE:φ , respectively, such that
E:ψ= αH – HE:ψbb E:φ H – Hβ<E:φ, ξ=ηζ” ξbζbη” ξζ<η. (37)
Comparing the sesquilinear forms (26) with (36) and using (25), one finds that there exists an
isomorphism
Hβb˜
µ
αH – HE:ψbb E:φ H, ΛνpxqbζbΛνpyq ” Λ
:
ψpxqbζbΛ:φpyq. (38)
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For each ξ P E:ψ and η P E:φ , there exist bounded linear operators
|ξy1 : H Ñ HE:ψbb E:φ H, η
1 ÞÑ ξ=η1, |ηy2 : H Ñ HE:ψbb E:φ H, ξ1 ÞÑ ξ1<η.
We denote their adjoints by xξ|1 and xη|2, respectively, and write |E:ψy1“t|ξy1 : ξ PE:ψu, |E:φy2“
t|ηy2 : η P E:φu et cetera. Comparing with (33), we see that under the identification (38), λpα,βΛνpxq”
|Λ:ψpxqy1 and ρpα,βΛνpyq ” |Λ:φpyqy2 for all x,y P A.
Replacing E:ψ and E:φ by E
:
φ and Eφ, respectively, one similarly defines the relative tensor
product HE:φ
b
b
EφH with a canonical isomorphism HE:φ
b
b
EφH – Hαb˜
µ
pβH, and bounded linear
operators |ξy1, |ηy2 : H Ñ HE:φbb EφH for all ξ P E
:
φ and η P Eφ.
Thus, W can be regarded as a unitary HE:ψbb E:φ H Ñ HE:φbb EφH. To show that it is a C
˚-
pseudo-multiplicative unitary in the sense of [23], we only need to prove:
2.6.1 Proposition. The following equations for subspaces of LpH,HE:ψbb E:φ Hq hold:
W r|E:ψy1Eφs “ r|Eφy2E:ψs, W r|E:φy2Eψs “ r|Eφy2Eψs, W r|E:φy2Eφs “ r|Eφy2Eφs,
W r|E:φy2E:φs “ r|E:φy1E:φs, W r|E:ψy1E:ψs “ r|E:φy1E:ψs, W r|E:ψy1Eψs “ r|E:φy1Eψs.
The proof uses the following straightforward result:
2.6.2 Lemma. For all x,x1,y,y1 P A and γ P tα,β,pβu, γ1 P tα,pα,βu,
Λνpxq b˜
µ
Λνpyq P DppHβb˜
µ
αHqidb˜
µ
γ, µ˜q, R
idb˜
µ
γ,µ˜
Λνpxqb˜
µ
Λνpyq “ λ
β,α
ΛνpxqR
γ,µ˜
Λνpyq “ |Λ:ψpxqy1R
γ,µ˜
Λνpyq,
Λνpx1q b˜
µ
Λνpy1q P DppHαb˜
µ
pβHqγ1b˜µ id, µ˜q, R
γ1b˜
µ
id,µ˜
Λνpx1qb˜
µ
Λνpy1q “ ρ
α,pβ
Λνpy1qR
γ1,µ˜
Λνpx1q “ |Λφpy1qy2R
γ1,µ˜
Λνpx1q.
Proof of Proposition 2.6.1. We only prove the first equation; the others follow similarly:
W r|E:ψy1Eφs “ rtWR
idb˜
µ
pβ,µ˜
ω : ω P ΛνpAq b˜
µ
ΛνpAqus (Lemma 2.6.2 and (2.2.3))
“ rtR
βb˜
µ
id,µ˜
Wω : ω P ΛνpAq b˜µ ΛνpAqus (Lemma 2.5.1)
“ rtR
βb˜
µ
id,µ˜
ω1 : ω
1 P ΛνpAq b˜
µ
ΛνpAqus (Definition of W )
“ r|Eφy2E:ψs. (Lemma 2.6.2 and 2.2.3)
2.6.3 Theorem. W and V are C˚-pseudo-multiplicative unitaries in the sense of [23].
Proof. The assertion on W is Proposition 2.6.1 and Lemma 2.5.2. For V , the proof is similar.
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2.6.4 Proposition. W and V are regular in the sense that rxE:φ|1W |E:φy2s “ rE:φpE:φq˚s Ď LpHq
and rxE:ψ|1V |E:ψy2s “ rE:ψpE:ψq˚s Ď LpHq.
Proof. Let x,x1,y P A. Then Λ:φpyqΛ:φpxq˚Λνpy1q “ Λνprpφpy1θpx˚qqqyq by Lemma 2.2.1 and
xΛ:φpyq|2W˚|Λ:φpxqy1Λνpy1q “ pρβ,αΛνpyqq˚W˚pΛνpxq b˜µ Λνpy
1qq
“
ÿ
βpxΛνpyq|ΛνpD 12 py1p2qqqyα,µ˜qΛνpy1p1qxq
“
ÿ
ΛνpspφpD 12 py1p2qqθpy˚qqqy1p1qxq pEquation (25)q
“
ÿ
Λνpspφpy1p2qzqqy1p1qxq with z :“ D´
1
2 pθpy˚qq
“
ÿ
Λνprpφpy1zp2qqqS´1pzp1qqxq. pProposition 1.5.3q
Since the maps θ,D´ 12 ,S and T3 are bijections, we can conclude
rtΛ:φpyqΛ:φpxq˚ : x,y P Aus “ rtxΛ:φpxq|2W˚|Λ:φpyqy1 : x,y P Aus.
The assertion on V follows from a similar calculation.
Recall from [23] that a Hopf C˚-bimodule over b consists of a C˚-pb,bq-module pL,E,Fq,
a non-degenerate C˚-algebra C Ď LpLq satisfying ρEppiµpBqq ĎMpCq and ρFppiµpBqq ĎMpCq,
and a non-degenerate ˚-homomorphism ∆C : CÑCF
b˚
EC that is co-associative and compatible
with E and F in a suitable sense, where
CF
b˚
EC “ tT P LpLFb
b
ELq : T |Fy1`T˚|Fy1 Ď r|Fy1Cs and T |Ey2`T˚|Ey2 Ď r|Ey2Csu
is the fiber product of C with itself relative to F and E.
2.6.5 Theorem.
´
pH,E:φ,E:ψq, rpiνpAqs,∆|rpiνpAqs
¯
and
´
pH,Eψ,E:φq, rρpAˆqs, ∆ˆ|rλpAˆqs
¯
are Hopf
C˚-bimodules over b.
Proof. By [23], the regular C˚-pseudo-multiplicative unitary W gives rise to two Hopf C˚-
bimodules ppH,E:φ,E:ψq, rxEφ|2W |E:φy2s,∆q and ppH,Eψ,E:ψq, rxE:φ|1W |E:ψy1s, ∆ˆq, and by Lemma
2.4.2, rxE:φ|1W |E:ψy1s “ rρpAˆqs and rxEφ|2W |E:φy2s “ rλpAˆqs.
2.7 The measured quantum groupoid
To obtain a measured quantum groupoid, we finally extend ν,φ,ψ to normal, semi-finite, faithful
weights on the level of von Neumann algebras. We impose the following simplifying assump-
tions:
(A4) pA,∆q is proper in the sense that rpBqspBq Ď A.
(A5) There exists a net puiqi in B such that ppiµpuiqqi is a net of positive elements in the unit ball
of piµpBq that converges in MprpiµpBqsq strictly to 1 and such that ppiµpu2i qqi is increasing.
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Note that a net puiqi as in (A5) exists always if we drop the condition that ppiµpu2i qqi should be
increasing.
Let us also note that in the bi-measured case where φ,ψ and ν arise from a bi-integral h on
pA,∆q, the extensions of φ,ψ,ν and the invariance of these extensions can be proved quite easily,
see Remark 2.7.5 and 2.7.11.
For the extension of ν, we do not need the assumptions (A4) and (A5), but use the modular
automorphism θ for ν obtained in Theorem 1.6.5, the theory of Hilbert algebras [19], and results
of Kustermans and van Daele [10].
2.7.1 Lemma. ΛνpAq ĎH is a Hilbert algebra with respect to the ˚-algebra structure inherited
from A.
Proof. The multiplication Λνpyq ÞÑ Λνpxyq is bounded for each x P A by Theorem 2.4.1, and the
involution Λνpxq ÞÑ Λνpx˚q is pre-closed because
xΛνpxq|Λνpy˚qy “ νpx˚y˚q “ νpy˚θpx˚qq “ xΛνpyq|Λνpθpx˚qqy for all x,y P A.
The general theory of Hilbert algebras now yields
• M “ piνpAq2 Ď LpHq as the associated von Neumann algebra,
• a n.s.f. weight ν˜ on M such that ν˜ppiνpa˚aqq “ xΛνpaq|Λνpaqy “ νpa˚aq for all a P A,
• a left ideal Nν˜ :“ tx PM : ν˜px˚xq ă 8u ĎM of square-integrable elements,
• a closed map Λν˜ : Nν˜ Ñ H such that pH,Λν˜, idMq is a GNS-representation for ν˜; this is
the closure of the map piνpAq Ñ H given by piνpaq Ñ Λνpaq;
• the usual objects Jν˜,∆ν˜,σν˜,Tν˜, . . . of Tomita-Takesaki theory.
The modular automorphism θ is related to the modular automorphism group σν˜ as follows:
2.7.2 Proposition. piνpAq Ď Tν˜ and σν˜nippiνpaqq “ piνpθ´npaqq for all a P A, n P Z.
Proof. Use the arguments in [11, §3], in particular from Lemma 3.16 till Proposition 3.22.
Let Aθ :“ ta P A : θpaq “ au Ď A. Note that this space is a ˚-subalgebra and, by (A4),
contains rpBqspBq.
2.7.3 Lemma. i) σν˜ acts trivially on piνpAθq2, in particular on αpNq and βpNq.
ii) Jν˜αpxq˚Jν˜ “ pβpxq and Jν˜βpxq˚Jν˜ “ pαpxq for all x P N.
Proof. i) The first assertion follows from the fact that σν˜t pxq “ ∆itν˜x∆´itν˜ and ∆´1ν˜ x∆ν˜ “ x for each
x P piν˜pAθq by Proposition 2.7.2, and the second assertion follows from the fact that σν˜t is normal
for all t P R and acts trivially on piνprpBqspBqq.
ii) Combine i) and Lemma 2.2.2.
2.7.4 Proposition. There exist unique n.s.f. weights TL from M to αpNq and TR from M to βpNq
such that µ˜˝α´1 ˝TL “ ν˜“ µ˜˝β´1 ˝TR.
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Proof. This follows from Lemma 2.7.3 i) and [17, 10.1] or [19, IX Theorem 4.18].
We thus obtain extensions φ˜ :“ α´1 ˝TL and ψ˜ :“ β´1 ˝TR of φ and ψ.
2.7.5 Remark. Assume that φ“ pidbµq˝h and ψ“ pµb idq˝h for a normalized bi-integral h on
pA,∆q. Then the mapΛµpBqbΛµpBqÑΛνpAq given byΛµpbqbΛµpb1q ÞÑΛνprpbqspb1qq extends
to an isometry ι : KbK ÑH, and a short calculation shows that ι˚piνpaqι“ ppiµbpiµqphpaqq for
all a P A. We therefore get a positive, normal, linear extension h˜ : M Ñ N, x ÞÑ ι˚xι, of h, and
thereby the desired extensions φ˜“ pidb¯µ˜q ˝ h˜, ψ˜“ pµ˜b¯µ˜q ˝ h˜ and ν˜“ pµ˜b¯µ˜q ˝ h˜.
As usual, let NTL :“ tx PM : TLpx˚xq P Nu and similarly define NTR .
2.7.6 Theorem. TL and TR are left- and right-invariant with respect to ∆ in the sense that
φ˜ppλβ,αξ q˚∆px˚xqλβ,αξ q “ pRβ,µ˜ξ q˚TLpx˚xqRβ,µ˜ξ for all x PNTL ,ξ P DpHβ, µ˜q,
ψ˜ppρβ,αη q˚∆px˚xqρβ,αη q “ pRα,µ˜η q˚TRpx˚xqRα,µ˜η for all x PNTR ,η P DpHα, µ˜q.
2.7.7 Corollary. pN, µ˜,M,α,β,∆,TL,TR, ν˜q is an adapted measured quantum groupoid in the
sense of [12].
To prove Theorem 2.7.6, we construct increasing approximations of the weights µ˜, ν˜, φ˜, ψ˜
by bounded positive maps, using an approximate unit puiqi in B with the properties assumed in
(A5). Let ui, j :“ rpuiqspu jq P A, and define for all i, j bounded, normal, positive, linear maps
µi : N Ñ C, x ÞÑ xΛµpuiq|xΛµpuiqy, νi, j : M Ñ C, x ÞÑ xΛνpui, jq|xΛνpui, jqy,
φi, j : M Ñ N, x ÞÑ Λφpui, jq˚xΛφpui, jq, ψi, j : M Ñ N, x ÞÑ Λψpui, jq˚xΛψpui, jq.
Given a net pλκqκ of real numbers, we write pλκqκ Õ λ if it is increasing and converges to λ.
Likewise, given a von Neumann algebra C with a net pωκqκ in C`˚ and a n.s.f. weight ω, we write
pωκqκÕ ω if ωκpx˚xq Õ ωpx˚xq for all x PC.
2.7.8 Proposition. The following relations hold:
pµiqi Õ µ˜, pνi, jqi, j Õ ν˜ and pυ˝φi, jqi, j Õ υ˝ φ˜, pυ˝ψi, jqi, j Õ υ˝ ψ˜ for all υ P N`˚.
The proof requires some preparations. We shall focus on the weights ν˜ and φ˜; the case µ˜
is quite simple and the case ψ˜ is similar to the case φ˜. Recall that an element ξ P H is right-
bounded with respect to the Hilbert algebra ΛνpAq if there exists an operator Rξ P LpHq such
that piνpaqξ“ RξΛνpaq for all a P A. Note that then Rξ P A1. Let us call ξ P H right-contractive
if ξ is right-bounded and }Rξ} ď 1. Then ν˜ is given by
ν˜px˚xq “ sup }xξ}2 ˇˇξ P H is right-contractive( for all x PM. (39)
2.7.9 Lemma. i) If x P Aθ, then the vector Λνpxq P H is right-bounded, RΛνpxq “ Jνpiνpxq˚Jν
and }RΛνpxq} “ }piνpxq}.
ii) If x P AθX rpBq1, then piνpaqΛφpxq “ RΛνpxqΛφpaq for all a P A.
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iii) If a P A and ξ P K is right-bounded with respect to ΛµpBq, then Λφpaqξ“ pβpRξqΛνpaq.
Proof. i) For all x P Aθ,a P A, we have piνpaqΛνpxq “ Λνpaxq “ Jνpiνpxq˚JνΛνpaq.
ii) For all x P AθX rpBq1,a P A,b P B,
piνpaqΛφpxqΛµpbq “ Λνpaxrpbqq “ Λνparpbqxq
“ piνparpbqqΛνpxq “ RΛνpxqΛνparpbqq “ RΛνpxqΛφpaqΛµpbq.
iii) If a P A and ξ “ Λµpbq for some b P B, then Rξ “ piµpbq and Λφpaqξ “ Λνparpbqq “pβppiµpbqqΛνpaq. Now, the assertion follows for all right-bounded ξ because ΛµpBq is a core for
Λµ˜ and the right-bounded elements coincide with Λµ˜pNµ˜q.
Proof of Proposition 2.7.8. We only prove the assertions concerning pνi, jqi, j and pφi, jqi, j; the
others follow similarly.
Let ξi, j :“ Λνpui, jq and Ri, j :“ Rξi, j “ Jνpiνpui, jqJν for all i, j. By Lemma 2.7.9, each ξi, j
is right-contractive and hence νi, jpx˚xq “ }xΛνpui, jq}2 ď ν˜px˚xq for all i, j and all x P M. The
net pνi, jqi, j in M`˚ is increasing because (i) pRi˚, jRi, jqi, j is increasing by assumption on puiqi,
(ii) νi, jppiνpa˚aqq “ }Rξi, jΛνpaq}2 for all a P A, and (iii) piνpAq Ď M is weakly dense. For each
right-contractive ξ P H and each x PM,
}xξ}2 “ lim
i, j
}xpiνpui, jqξ}2 “ lim
i, j
}xRξΛνpui, jq}2 ď limi, j }xΛνpui, jq}
2 “ lim
i, j
νi, jpx˚xq
because Rξ PM1 and R˚ξRξ ď 1. Therefore, ν˜px˚xq ď limi, j νi, jpx˚xq.
A similar argument as above and Lemma 2.7.9 ii) show that for each υ P N`˚, the net pυ ˝
φi, jqi, j is increasing. Taking pointwise limits, we obtain a normal semi-finite weight ω from M
to N such that for each y PM, the element ωpy˚yq in the extended positive part Nˆ` is defined by
υpωpyqq “ supi, j υpφi, jpy˚yqq for all υ P N`˚. Then for all y PM,
µ˜pωpy˚yqq Ô
i, j,k
}yΛφpui, jqΛµpukq}2 “ }ypβppiµpukqqξi, j}2 kÑ8ÝÝÝÑ }yξi, j}2 “ νi, jpy˚yq Õ
i, j
ν˜py˚yq
and hence µ˜˝ω“ ν˜. By [19, Theorem 4.18], ω“ φ˜.
The next step towards the proof of Theorem 2.7.6 is the following result:
2.7.10 Lemma. W˚ρα,
pβ
Λνprpbqspb1qqβppiµpb2qq “ ρ
β,α
Λνprpb2qspb1qqαppiµpbqq for all b,b1,b2 P B.
Proof. Applying both sides to Λνpaq, where a P A is arbitrary, we obtain W˚pΛνpspb2qaq b˜
µ
Λνprpbqspb1qqq and Λνprpbqaq b˜
µ
Λνprpb2qspb1qq, respectively, which coincide.
Proof of Theorem 2.7.6. To prove the assertion concerning φ˜ and TL, we show that
xζ|φ˜ppλβ,αξ q˚∆px˚xqλβ,αξ qζy “ }αpφ˜px˚xqq
1
2 Rβ,µ˜ξ ζ}2 (40)
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for all x PNTL , ξ P DpHβ, µ˜q and ζ P K. Given such x,ξ,ζ, let ξk :“ αppiµpukqqξ and
ci, j,k :“ xζ|φi, jppλβ,αξk q˚∆px˚xqλ
β,α
ξk
qζy for all i, j,k.
Then Rβ,µ˜ξk “ αppiµpukqqR
β,µ˜
ξ , λ
β,α
ξk
“ pαppiµpukqq b˜
µ
idqλβ,αξ , and by Proposition 2.7.8,
ci, j,k
kÑ8ÝÝÝÑ xζ|φi, jppλβ,αξ q˚∆px˚xqλβ,αξ qζy Õ
i, j
xζ|φ˜ppλβ,αξ q˚∆px˚xqλβ,αξ qζy.
On the other hand, using the relation Λφpui, jq “ Λ:φpui, jq, we find
ci, j,k “ }p1b
µ
xqWλβ,αξk Λφpui, jqζ}2 (Definition of ∆W and φi, j)
“ }p1b
µ
xqWρβ,αΛνpui, jqαppiµpukqqR
β,µ˜
ξ ζ}2 (Definition of Hβb˜µ αH)
“ }p1b
µ
xqρpα,βΛνpuk, jqβppiµpuiqqRβ,µ˜η ζ}2 (Lemma 2.7.10)
“ }pαpφk, jpx˚xqq 12βppiµpuiqqRβ,µ˜ξ ζ}2 Õ
i, j,k
}pαpφ˜px˚xqq 12 Rβ,µ˜ξ ζ}2. (Proposition 2.7.8)
Thus, (40) follows. The assertion concerning ψ˜ and TR can be proven similarly, where W has to
be replaced by the unitary V .
2.7.11 Remark. Assume that φ“ pidbµq ˝h for a normalized bi-integral h on pA,∆q. Then for
each b P B, the map ΛµpBq Ñ ΛνpAq given by Λµpcq ÞÑ Λνpspbqrpcqq is bounded with norm less
than or equal to µpb˚bq 12 , and therefore extends to an operator Λφpspbqq PLpK,Hq. One can then
approximate φ˜ monotonously by the maps φi : M Ñ N, x ÞÑ Λφpspuiqq˚xΛφpspuiqq, and a similar
calculation as in Lemma 2.7.10 shows that each φi is right-invariant.
Associated to the measured quantum groupoid pN, µ˜,M,α,β,∆,TL,TR, ν˜q are two fundamen-
tal unitaries U 1H : Hpαb˜
µ
βH Ñ Hβb˜
µ
αH and UH : Hαb˜
µ
pβH Ñ Hβb˜µ αH, characterized by
pλβ,αw q˚UHpv b˜
µ
Λν˜paqq “ Λν˜ppωw,v ˚ idqp∆paqqq for all v,w P DpHβ, µ˜q,a PNν˜XNTL ,
pρβ,αw1 q˚U 1HpΛν˜pa1q b˜µ v
1q “ Λν˜ppid˚ωw1,v1qp∆pa1qqq, for all v1,w1 P DpHα, µ˜q,a1 PNν˜XNTR ;
see [12, Proposition 3.17].
2.7.12 Proposition. W˚ “UH and V “U 1H .
Proof. Let x,y,y1,z P A and choose vi,wi P A such that ř D¯ 12 pyp1qqx1b
B
yp2q“
ř
vib
B
wi in sAb
B
rA.
Then
pωΛνpxq,Λνpx1q ˚ idqpW˚qΛνpyq “
ÿ
i
pλβ,αΛνpxqq˚pΛνpviq b˜µ Λνpwiqq “
ÿ
i
Λνprpψpviθpx˚qqqwiq,
pωΛνpxq,Λνpx1q ˚ idqp∆pyqqΛνpzq “
ÿ
i
pλβ,αΛνpxqq˚pΛνpviq b˜µ Λνpwizqq “
ÿ
i
piνprpψpviθpx˚qqqqΛνpwizq,
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and hence pωΛνpxq,Λνpx1q˚ idqpW˚qΛνpyq“Λν˜ppωΛνpxq,Λνpx1q˚ idqp∆pyqqq. Likewise, with v1i,w1i PA
such that
ř
D¯
1
2 pxp1qqb
B
xp2qy1 “
ř
v1ib
B
w1i P sAb
B
rA, we find
pid˚ωΛνpyq,Λνpy1qqpV qΛνpxq “
ÿ
i
pρβ,αΛνpyqq˚pΛνpv1iq b˜µ Λνpw
1
iqq “
ÿ
i
Λνpspφpw1iθpy˚qqqv1iq,
pid˚ωΛνpy1q,Λνpyqqp∆ppiνpxqqqΛνpzq “
ÿ
i
pρβ,αΛνpyqq˚pΛνpv1izq b˜µ Λνpw
1
iq “
ÿ
i
piνpspw1iθpy˚qqqΛνpv1izq
and hence pid˚ωΛνpyq,Λνpy1qqpV qΛνpxq “ Λν˜
`pid˚ωΛνpy1q,Λνpyqqp∆ppiνpxqqq˘.
The adapted measured quantum groupoid pN, µ˜,M,α,β,∆,TL,TR, ν˜q has an antipode S˜ which
is characterized by the following properties:
i) spantpid˚ωv,w ˚ idqpV q : w,v P Tν˜,TRu is a core for S˜,
ii) S˜ppωw,v ˚ idqpV qq “ pωw,v ˚ idqpV˚q for all w,v P Tν˜,TR ,
where Tν˜,TR is the set of all x PM that are analytic with respect to σν˜ and satisfy σν˜z PNν˜XN˚˜νX
NTR XNT˚R for all z P C. Likewise, one defines Tν˜,TL .
2.7.13 Lemma. piνpAq Ď Tν˜,TR XTν˜,TL .
Proof. Recall that piνpAq Ď Tν˜ by Proposition 2.7.2. Using Lemma 2.7.3 i), we find
σν˜z ppiνpAqq “ σν˜z ppiνpAspBqqq “ σν˜z ppiνpAqqβppiµpBqq ĎNν˜βpNµ˜q ĎNTR
for all z P C. Consequently, piνpAq Ď Tν˜,TR . A similar argument shows that piνpAq Ď Tν˜,TL .
2.7.14 Proposition. piνpAq Ď DompS˜q and S˜ppiνpaqq “ piνpD 12 SD 12 paqq for all a P A.
Proof. Let x,x1 P A and a“řD´ 12 px1p2qrpψpx˚x1p1qqqq. Then
pωΛνpxq,Λνpx1q ˚ idqpV q “ piνpaq, (Lemma 2.4.4)
pωΛνpxq,Λνpx1q ˚ idqpV˚q “
´
pλβ,αΛνpx1qq˚Vλ
pα,β
Λνpxq
¯˚
“
ÿ
piνpD´ 12 pxp2qrpψpx1˚xp1qqqqq˚ (Lemma 2.4.4)
“
ÿ
piνpD 12 prpψpx˚p1qx1qqx˚p2qqq
“
ÿ
piνpD 12 pSpx1p2qrpψpx˚x1p1qqqqqq (Proposition 1.5.3)
“ piνpD 12 SD 12 paqq.
Acknowledgments. I thank Erik Koelink for introducing me to dynamical quantum groups
and for stimulating discussions.
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