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Let ai, .. . , am be i.i .d. vectors uniform on the unit sphere in Ill n, m 2'.: n 2'.: 3, and 
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1 lntroduction 
Since Klee and Minty showed exponential worst-case behaviour for the first edge algorithm, 
it has been a challenge for mathematicians to explain the gap between the disappointing 
worst case and the very good practical performance of many variants of the simplex algo-
rithm. Borgwardt [5] was the first to give a satisfying answer. He showed for a dass of 
distributions of the data that the expected number of pivot steps required by the shadow 
vertex algorithm - a variant of Gass' and Saaty's parametric algorithm - is polynomially 
bounded in the problem dimensions. In particular, this means that exponential worst case 
examples have exponentially small probability. Similar results for an other variant of the 
simplex algorithm and other dasses of distributions are due to Adler, Karp and Shamir 
[1], Adler and Meggido [2] and Smale [9]. The interested reader is referred to Shamir [8] 
for a survey. 
We concentrate on Borgwardt's approach and investigate linear programming problems 
of type 
maxurx , X:= {x E IR.nlafx ~ 1, i = 1, ... ,m}, 
xEX 
(1) 
with ai, u E IR.n and m 2: n 2: 2. Furthermore, we assume the data tobe non-degenerate in 
the following sense: Every subset of { a 1 , ... , am} with cardinality n be linearly independent 
and every subset of cardinality n + 1 be in general position. For this restricted dass of 
linear programming problems the polar polyhedron Y, 
Y := {y E IR.n 1 XT y ~ 1; x EX} = conv(O, a1, ... , am), (2) 
is a polytope. We define n x n-matrices A1 := ( ai 1 1 .. . 1 a;JT for any set of indices 
I := {i1, ... in} C {1, . . . , m} with i1 < i2 < ... <in. Then, a vector Xf that satisfies the 
equation A1x = e is a vertex of X if and only if Y1 := conv(ai 1 i EI) is a facet of Y. 
The key to a probabilistic analysis of the number of pivot steps required by the shadow 
vertex algorithm is the fact that a simplex path from an X-vertex maximizing u7 x to 
an X-vertex maximizing uT x exdusively consists of X-vertices that are shadow vertices 
with respect to the plane spanned by the vectors u and ü. A ( u, ü)-shadow vertex is a 
vertex of X that remains a vertex of X's image under the orthogonal projection onto 
span(u,ü). A vertex x1 of Xis a (u , ü)-shadow vertex if and only if span(u,ü) intersects 
the corresponding facet Vi of Y. Let x1(Y, Y1) be the functional that decides whether Y1 
is a facet of Y. More formally, for any pair of polytopes Y1 , Y2 in IR. n let Xi (Y1, Y2) = 1 if 
and only if Y2 is a facet of Yi and of conv(O, Y1), simultaneously. Otherwise, let Xi(Yi, Y2) 
be zero. Then, for linearly independent vectors u and ü the number s,.. ,;;, 
s,..,;;(X) := LX1(Y,Y1)Xu,ü(Vi), (3) 
l 
where 
Xu,;;(Y1) := x(cone(u, ü) n Y1 #- 0) x(IR+u n Y1 = 0) (4) 
equals the number of pivots that phase II of the shadow vertex algorithm requires to 
maximize uT x over X if the algorithm is started with a vertex of X optimal for üT x. 
Let S,..,;;(X) be the total number of shadow vertices of X with respect to the ( u, ü)-
plane. Then, by definition (3) S,.. ,;;(X) = s,.. ,;;(X) + s,..,- ;; (X) + s_,.. ,;;(X) + 8-u,-ü(X). 
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We define S(X) := E(Su,ü(X)) averaging on vectors u and ü that are independent and 
identically distributed spherically symmetrical in IIe. Spherical symmetry of the distri-
bution gives that E(Su,ü(X)) = 4E(su,ü(X)) for any fixed polyhedron X. Moreover, let 
the data a;, i = 1, ... , m, be independent and identically distributed (i.i.d.) spherically 
symmetrical in rn.n. Then, we obtain 
1 
Sn,m := E(su,ü) = 4E(S). (5) 
On the left hand side of (5) we average on the choice of u, ü and X. The quantity sn,m is a 
measure for the average complexity of phase II of the shadow vertex algorithm under sphe-
rically symmetrical distributions. Equation (5) relates the combinatorial functional su,ü 
to the continuous functional S. The functional S has an easy geometrical interpretation 
on the polar polytope Y, cf. Section 2, which enables the application of methods from 
stochastic geometry of polytopes. 
Borgwardt [5,6] derived upper bounds for sn,m independent from the distribution among 
the dass of spherically symmetrical distributions of the data. He proved that there is a 
positive constant /{ independent from n, m and the distribution such that for all m ~ 
n ~ 2 holds: 
5 1 
sn,m :=:; K n2 mn-1 (6) 
This implies polynomiality in expectation for the number of pivots required by phase II 
of the shadow vertex algorithm. 
In earlier papers [3,4] Borgwardt analyzed sn,m asymptotically for fixed dimension n 
and m --+ oo for particular distributions. A typical result is the following. For uniformly 
on the unit sphere distributed data a; there are positive constants kn and I<n, kn :=:; I<n, 
with limn--+oo kn=limn--+oo I<n=l such that 
1 k 2 l' . f Sn,m l' Sn m < ~ T/n n2 2 n n :=:; ~l~ ml/(n-1) :=:; i:_:~p ml/(,n-1) - 2 n (7) 
Asymptotic results are of interest in connection with proper estimations, as they prove 
the quality of them. The result in (7), for instance, is of particular interest, as it shows 
that the upper bound (6) cannot be improved in the m order of growth. On the other 
hand, (7) proves that the order of growth in n of an upper bound for sn,m must be at least 
quadratic. 
lt is the purpose of our paper to improve the asymptotic analysis of sn,m for uniformly 
distributed data on the unit sphere. While (6) gives an asymptotic estimation for sn,m 
only, we will show for fixed dimension n and m --+ oo how a complete asymptotic expansion 
of sn,m can be evaluated. We provide the first terms of this expansion explicitly. In Section 
2, we give a recursion scheme that allows an expansion of arbitrary length. Let Wn denote 
b f h . h . !Rn • 27rn/2 the Le esgue-measure o t e umt sp ere m , 1.e. Wn = r(n/2). 
Theorem 1 For n ~ 3 and uniformly on the unit sphere distributed data a; there are 
coefficients Ck(n) such that 
N l 
s = '""'Ck(n) m. + O(m-(2N+1)/(n-1)). 
n,m 6 (m + 2k-1 )! 
k=O n-1 
(8) 
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The coefficients Ck(n) have the form Ck(n) = Rk(n) Dk(n), where the functions Rk(n) are 
rational in n with integer coefficients and the Dk(n) are given by 
(n - 1 + 2k-l)! (w (n - 1)) 2;~11 w2(n - 1) B(! n2-n-2) Dk(n) := n-1 n n 2' 2 (n-1)! W_1 27rw2 B(! n 2 -2n-2) · 
n n-1 2' 2 
(9) 
The first two coefficients C0 ( n) and C1 ( n) are 
C (n) = (n - 1)2 n2 - n - 2 D ( ) 
0 2 n(n - 2) 0 n (10) 
. ( n - 1) 2 ( n 2 - n - 2) ( n 4 - n 3 - n 2 + 3n - 3) 
C1(n) = - D 1(n) 4 n(n + l)(n2 - n - l)(n2 - 2n + 2) 
The coefficients C;(n) look rather complicated, but the description of their asymptotic 
behaviour for n -t oo is easy. As Dk(n),...., 1 for n -t oo and fixed k E IN0 , we have 
1 2 1 2 Co(n),...., 2 n , C1(n),...., -4 n , n -t oo. 
For n = 3 we get 
16 34 
Co(3) = 37r3/2' C1 (3) = - 57r3/2. 
The theorem shows that sn,m can be expanded in a series of broken products in m. This 
representation is most appropriate, as the broken products arise in a natural way, cf. 
Section 2. Of course, it is possible to represent Sn,m as a series in broken powers of m. As 
(m~~)! = ma(l + O(m-1)) form -t oo and real a, we have for n ~ 4 and m -t oo 
(11) 
(11) is not true for n = 3 as the second coefficient is perturbed by the error term of 
the approximation of ( m!l)'. As C1 ( n) is always negative, we obtain as a consequence of 
m+2. 
Theorem 1 an improved upper bound for E( S) for fixed n and m big enough: 
Corollary 1 For every n ~ 3 there exists an M ~ n such that for m ~ M: 
1 
Sn,m :::; Co( n) m n=T (12) 
We conjecture that (12) is true for all m ~ n ~ 3. 
2 An asymptotic expansion with unknown coeffi-
cients 
The aim of this section is to derive an asymptotic expansion of E(S) for fixed n ~ 3 and 
m -t oo, if the data a; are uniformly distributed on the unit sphere. By Equation (5) this 
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expansion immediately yields an expansion of sn,m· We first interpret S(X) geometrically 
on the polar polytope Y. From the definition of S we get for non-degenerate data a; that 
S(X) = L X1(Y, Yr) W(AI) (13) 
l 
with W(A1) := Pr(span(u, u) n Y1 # 0). As u and u are assumed tobe i.i.d., spherically 
symmetrical in IRn, and the half plane cone( u, -u, u) intersects the simplex Y1 in exactly 
two of its facets with probability one, we have 
n 
W(AI) = L W(Ah), W(A1J := Pr(Yh n cone(u, -il, il) =f. 0), (14) 
k=l 
with h = 1\ {ik} and Yh := conv(a;Ji Eh). Ah results from A1 if we delete the k-th row. 
Let sn-l be the unit sphere in IRn and Wn := 1sn-1 1, where l · I denotes Lebesgue-measure 
of appropriate dimension. As the normal vector of the plane span( u, u) is spherically 
symmetrically distributed also if u and u are, it is elementary to see that 
(15) 
Thus, W(A1k) equals the spherical angle generated by Yh and W(A1) equals the sum of 
the spherical angles generated by the facets of Y1. Taking expectations in (19) we obtain 
with YA := Yi for j := {1, ... ,n} 
E(S) = (:) E(Pr(YA is a facet of Y)W(A)), (16) 
as the data a; are identically distributed. For any regular n x n-matrix A = ( a1 J ... Jan)T 
let h(A) be the distance of the hyperplane that supports the points a;, i = 1, . . . , n. Let 
G( h) be the probability that a vector a lies beyond a fixed hyperplane at distance h from 
the origin. Then, as the vectors a; are i.i.d., we have 
Pr(YA is a facet of Y) = (1 - G(h(A)))m-n. (17) 
In the light of the equations (16) and (17) it is useful to establish h = h(A) as independent 
variable. If we average on all events A that lie on a fixed hyperplane at distance h first 
and afterwards on the choice of the hyperplane, Fubini's theorem gives 
1 
E(S) = (:) j (1 - G(h')r-n E(W(A)Jh(A) = h') d{Pr(h(A) ~ h')} . (18) 
0 
For spherically symmetrically distributed data a1 , ... , an it is well known that the distri-
bution function Pr(h(A) ~ h') is absolutely continuous. Hence, there is a density function 
p such that 
1 
E(S) = (:) f (1-G(h')r-nAw(h')dh', Aw(h') := E(W(A)Jh(A) = h')p(h'). (19) 
0 
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The integral in (19) enables the application of Laplace's asymptotical method form -t oo. 
Before we can do that we need information about the asymptotic behaviour of G and Aw 
near 1, as 1-G( h) attains its maximum for h = 1. First, we provide explicit representations 
of these functions. Geometrically, t he va,lue G( h) equals the part of the surface area of 
the sphere 5n-l that is cut off by an hyperplane at distane h from the origin. lt holds 
1 
G(h) = Wn-l J Vl - x2"-3 dx. 
Wn 
(20) 
h 
The evaluation of a suitable explicit representation of Aw(h') is more involved. Up to the 
normalizing constant p(h'), Aw(h') equals the expectation of W(A) under the condition 
h(A) = h'. For a particular subset of matrices A that fulfil h(A) = h', W(Ak) can be 
written as a surface integral that enables asymptotic expansions for h -t oo. Here, Ak 
arises from A if we delete the k-th row. Let the matrix Ak have the form Ak = (tClreihe) 
with c = (c11 ... 1cn-1f, Ci E 5n-3 , and positiveconstants r, h and t = Jl - r 2 - h2 :::; 1. 
Then, from (15) we get denoting Yc := conv(cill :::; i :::; n - 1): 
W(tClrelhe) = Vf=t2 tn- 2 J de . 
Wn-l [1 - t2(1 - llcll2)](n-1)/2 
Yc 
(21) 
Obviously, the right hand side of (21) depends on t and C only. Thus, we may define 
w(t, C) := W(tClreihe). If we exploit this fact and average first on all events Ak that 
fulfil Ak = (tClrelhe), we obtain an explicit representation of Aw ready for an asymptotic 
expansion near 1: 
Lemma 1 For uniformly on 5n-1 distributed data a; and n 2 3 holds: 
1 
Aw(h) = ( n 2~ 2) n nWnWn-l Vl - h2 " 2 - 2n-l J µw(r) Aw( J(l - h2 )(1 - r 2 ))dr (22) 
with 
and 
0 
1 
µw(r) := Vl - r2 " 2 - 3n J Ir - xlVl - x 2 n 4 dx 
-1 
Aw(t) := E(det2 (CJe) w(t,C)), 
(23) 
(24) 
where the average is taken on (n -1) x (n -2)-matrices C, whose rows are i.i.d. uniform 
on the unit sphere 5n-3 . 
The proof of the lemma is delayed to Section 4.1. Now, we expand the integrand from 
(21) and Vf=t2 in Taylor series around t = 0 and obtain the corresponding series repre-
sentation 
(25) 
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for Aw(t), t E [O, 1), with coefficients ak, 
(26) 
where the constants /{; are defined by 
J(i := E(det2 (C!e) j llcll 2idc) . (27) 
Yc 
Now, we insert (23) and (25) into (22) and get the following expansion of Aw(h) in powers 
of Jl - h2 : 
Corollary 2 For h E (0, 1] holds: 
(28) 
where the coefficients ßk are given by 
·- n2 - n - 2 + 2k (n2 - n - 2 ~) 
ßk .- n 2 - 2n + 2k B 2 + k, 2 · (29) 
The coefficients ßk are calculated by use of their integral representations 
1 
ßk = (n - 2) µw(r)l - r 2 dr, J v lt 2+2k (30) 
0 
which we integrate by parts. (30) arises if we insert the series (25) into (22) . Now, we 
are ready for an asymptotic expansion of E(S). If we substitute G(h) = x in (19) and 
replace Aw(h) by its series representation (28), we obtain a series representation for E(S). 
lt holds 
00 
where the functions ek are defined by 
and with constants 
1 
2 ( ) (m) !( )m-nJ h2 oi2 -2n+2kd ek m, n := n 1 - x 1 - x n 
0 
/ ·- (n -2)n-l w~ 
n .- 271" 27l"Wn-l 
As the expansion of G(h) in powers of Jl - h2 takes the form 
(31) 
(32) 
(33) 
(34) 
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for all h E (0, 1] with Ön := w:(:~l}, Jl - h2 has an asymptotic expansion of type 
N-1 ( ) (2j+l}/(n-l} 
Jl - h2 = L T/j !:__ + () (x(2N+l}/(n-l}) 
j=O Ön 
(35) 
in broken powers of x = G(h) for x -t 0+. lt is not hard to show with Cauchy's method of 
dominated series that the expansion (35) is convergent for small positive x. We calculate 
the coefficients T/k recursively and obtain 
1 2n2 - n - 9 
T/o = l, T/l = - 2( n + 1)' T/2 = - 8( n + 1 )2( n + 3)' (36) 
If we replace the powers of Jl - h2 in (32) by their expansions and apply Watson's lemma, 
we obtain for m -t oo 
N-1 (n _ l + 2k+2j-1 )' 1 
ek(m n) = ~ (k . n-1 . m. . + O(m-(2N+2k-l}/(n-1)) (37) 
' L ,J (n-1)! (m+2k+21-1)! 
j=O n-1 
with appropriate coefficients (k,j. Hence, ek( m, n) asymptotically takes the form of a series 
of broken pro?ucts. The coefficients (k,j can be calculated recursively with the aid of (35). 
In particular, we have 
-n+l+~ --2- n(n - 2) --2-(o,o = Ön n- ' (1,0 = (o,o Ön n-I' (0,1 = - 2( n + 1) (o,o Ön n-I' . • . (38) 
The expansion of E(S) is of similar type as (37). We obtain from (31) and (37) for fixed 
n and m -t oo 
N 1 
E(S) = ~ ~k m. + O(m-(2N+1)/(n-1}) 
L (m + 2k-1)! 
k=O n-1 
(39) 
with coefficients (n _ 1 + 2k-1 )! k ~k = In ( n _ l )!1 L (i,k-iO'.;ß;. 
•=0 
( 40) 
In particular, we obtain 
(n - 1 - - 1-)1 +i+ 1 t - n-1 • 8-n n-1 ß /{ 
<,,O - ( n - 1) ! n In 0 0 (41) 
(n-l+n~l)! -n+1-":_1 [(n-2 n(n-2) ) n-l ] 6 = (n _ l)! Ön In - 2 -ß1 - 2(n + l) ßo Ko - - 2 -ß1K1 . 
As sn,m = ~ E(S) the coefficients C;(n) from Theorem 1 are given by C;(n) = ~~i· So far, 
the only open question is that we do not know the coefficients K; from (27). As it seems 
a hard problem to evaluate these directly from their definition for n ~ 4, we go another 
way. In the next section we will introduce a polytope functional Z that is similar to S. 
The expectation value of this functional is exactly known. On the other hand, we will 
evaluate the expectation E( Z) in terms of the K;. Then, by comparison of coefficients we 
will give recursive formulae for the coefficients K;. The first three K; will be calculated 
exactly. Hence, the beginning of an asymptotic expansion for E(S) and for sn,m will be 
g1ven. 
K.-H. Küfer 9 
3 The determination of the coefficients 
For all polytopes Y = conv(O, a1 , ... , am), cf. (2), we define the functional Z by 
Z(Y) := Pr(u E cone(Y)), (42) 
where u is assumed to be spherically symmetrically distributed in IRn. For non-degenerate 
data a;, Z has the representation 
Z(Y) := L x1(Y, Yr) V(A1) ( 43) 
I 
with V(A1) := Pr(u E cone(Vi)). Hence, Z's representation in (43) is completely analo-
gous to S's in (13). Therefore, with the same arguments as before we get for Z's expec-
tation 
1 
E(Z) = (:) f (1- G(h'))m-n Av(h')dh' (44) 
0 
where Av(h') := E(V(A)lh(A) = h') p(h'). We evaluate a Taylor series for Av(h) with 
similar methods as for Aw( h ). If the matrix A has the form A = ( vl - h2 Blhe) with 
B = (b1lb2I · .. lbnf, b; E sn-2 , and h E (0, 1], V(A) can be written as a surface integral 
by 
V( Vl - h2 Blhe) = hvl - h2"-1 j db . 
Wn Ya (1 - (1 - h2)(1 - llbll2)(/2 
(45) 
As YB has dimension n - 1 and Yc in (21) has dimension n - 2 a direct expansion of (45) 
would lead to coefficients for the resulting expansion of Av( h) that we cannot compare 
with I<;. So, we dissect YB in n sub-simplices YB; where the matrix B; of generating 
vectors arises from B if we delete the i- th row. For any pair of polytopes Y1 and Y2 let 
x 2(Yi, Y;) = 1 if and only if Y2 is a facet of Yi and not of conv(O, Yi) . Otherwise, let 
x2(Yi, Y;) be zero. Then, for non-degenerate matrices B holds 
n 
V(Vl - h2Bjhe) = L(X1(YB, YB;) - x2(YB, YB;)) V(B;, h), (46) 
i=l 
where 
V(B;, h) :=V( Vl - h2 ( ~i) lhe). ( 47) 
Geometrically, equation (46) dissects the sphercial angle V(A) generated by YA for matrices 
of the form A = ( J1 - h 2 B j he) as a signed sum of spherical angles V ( B;, h) that are 
generated by YA's facets YB; and (0, ... , 0, h). V(B;, h) can be written as a surface integral 
over YB; if B; has the form B; = ( vl - r2Cjre) with c = (c1 j, ... ' lcn-1)T' C; E 5n-3 and 
O ~ r ~ 1. Furthermore, let v(r, h, C) := V(( vl - r2Cjre), h). Then, an application of 
Cavalieri 's principle yields 
_h_v_l_-_h_2_" _
1
_r_v_l_-_r_2_" _
2 J Jl xn-2 dx de 
v(r, h, C) = 2 n/2 · 
Wn [1 - (1 - h2)(1 - x 2(r2 + (1 - r2)jjcjj ))] 
Yc O 
(48) 
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Because of the expectation's linearity we can investigate each summand of ( 46) separately. 
For each summand we average first on those events Bi of the form B; = ( v'l - r 2 Clre) 
and afterwards on the choice of the supporting linear manifold. We get : . 
Lemma 2 For uniformly on sn-1 distributed data a; and n ~ 3, Av(h) has the represen-
tation 
n-1 1 
Av(h) = ( n2~ 2 ) nw~_ 1 Vl - h 2112 - 2n-l j µv(r)Av(r, h)dr (49) 
0 
with 
(50) 
and 
Av(r, h) := E(det2 (Cle)v(r, h, C)), (51) 
where the average is taken on (n - 1) x (n - 2)-matrices C, whose rows are i.i.d. uniform 
on the unit sphere sn-3 . 
The details of Lemma 2's proof are delayed to Section 4.2. We expand the integral repre-
sentation (48) of v(r,h,C) and hin a Taylor series for small v'l - h2 and obtain a series 
for Av(r, h) that converges for h E (0, l]: 
( ) 1 ~ . / -n 1+2l _ ( ) Av r, h = - ~V 1 - h2 Pi r 
Wn i=O 
(52) 
with 
(53) 
where 
- () ·= ~~ (k) (j) (-1)1 I<·r2(j-i)+1v'1-r2" 2+2i . 
<:/k r . ~~ . . 1 2 · i 
j=O i=O J z n - + J 
(54) 
We insert (52) and (50) into (49) and get a series representation for Av(h): 
Corollary 3 For h E (0, 1] holds: 
( 
2
) 
n-1 2 oo 2 
n - wn-1 L: v' h2" -n-2+2l A-(h) = -- n- 1- Pi 
V 2~ W 
n i=O 
(55) 
with 
(56) 
where 
1 k 1 (k)(j) (-1)1 ( · . 3. n2 -2n) 
(:/k := 2 f; ~ j i n - 1 + 2j B J - z + 2' z + 2 I<;. (57) 
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Hence, we have established a series representation for Av( h) that is very similar to Aw( h )'s 
in Corollary 2, and which contains the same undetermined coefficients K;. By its definition 
(36) it is obvious that E(Z) is independent from the choice of the distribution within the 
dass of spherically symmetrical distributions. Using a result due to Wendel [10], we can 
give E( Z) explicitly. lt holds: 
Thus, if we substitute G( h) = x in ( 44) we obtain for m ---+ oo: 
1 
2 
E(Z) = (m) /(1 - xr-n Av(h) dx = 1 - O(mn-12-m). 
n -G'(h) 
0 
(58) 
(59) 
From (34) and (55), we know that the functions G' and Av have expansions in 0 in powers 
of v'l - h2 for h E (0, 1]. Thus, Av(h)/(-G'(h)) has an expansion in powers of v'l - h2 . 
By (35), v'l - h2 has an expansion in broken powers of x, which converges for small 
positive x. Thus, the quotient Av(h)/(-G'(h)) has an expansion in broken powers of x 
that converges for small positive x, as well. lf we replace Av(h)/(-G'(h)) in (59) by this 
expansion and apply Watson's lemma we obtain by comparison of coefficients that 
Av(h)/(-G'(h)) = n xn-l (60) 
for small x. By the identity theorem of real power series, (60) must be true for all h E (0, 1] 
as G and G' have expansions in powers of v'l - h2 that converge for h E (0, 1]. As Av, G 
and G' are continous in 0, we have: 
Lemma 3 For h E [O, 1] holds: 
Av(h) = -n G'(h) cn-1 (h). (61) 
lf we expand (61) in powers of v'l - h2 using (34) and compare the coefficients with the 
series (55), we obtain equations for the coefficients Pk, from which the K; can be evaluated 
recursively. We have for k E INo: 
( ) 
n-1 1 
Wn-1 n Pt= . --rt 
Wn-2(n - 1) Wn-1 (62) 
with 
n-1 
II Tj;· 
i1 + ... +in-1 =i i=l 
We substitute 
K1. := Wn-1 __ f< ( ) 
n-l 1 1 
Wn-2(n - 1) Wn-1 B(~, n2 ; 2n) l (63) 
....... 
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in (57) and obtain the following recursion scheme for K; from (62): 
f{l = ___ ,_·=_O __ _ (64) 
where the Q;,t are defined by 
l 
Qi,l := L Pi.l qi,j 
J=• 
with 
and 
2 
. (j~i+~)(i+" ~~n-2) 
.. ·= (-1)1 1 1-• • 
q, ,1 · n _ 1 + 2j (1+ n2 ;~ntl) 
We calculate the first coefficients f<i and get: 
f< = 2( _ l) f< = 2n - 3 f< f< = (2n
4 + 5n3 - 32n2 + 57n - 36)(2n - 1) f< 
0 
n ' 
1 
n2 °' 2 n2(n + 1)2(n + 2)(n2 - 2n + 2) 0 ' · · · 
(65) 
By (62), all K; are rational functions in n. We conjecture that K; = O(n-i K0 ) for 
n ---+ oo. In the particular case n = 3 it is easy to caclulate the coefficients I<; directly 
from its definition (27). We get J( = 4/(2i + 1) for all i E IN0 , which we also obtain from 
(62) and (63) for i = 0, 1, 2. Now, we insert the above calculated values of I<; into .( 41) 
and obtain fo and ~1 explicitly. 
4 Proofs of the auxiliary lemmata 
The only matter left is to prove Lemmata 1 and 2 from Section 3. To calculate explicite 
representations of Aw and A;;r we use an affine variant of Blaschke's and Petkantschin's 
transformation formula, cf. Schneider and Weil [7]. Unfortunately, the uniform distribu-
tion on the sphere has no radial density function, which leads to difficulties in notation. 
So, we transform the expectations first for arbitrary distributions with radial densities and 
consider the uniform distribution on the sphere as pointwise limit. 
Before we start with the proofs we introduce some notation. Let the data a; be i.i.d., 
spherically symmetrical in the unit ball ßn with radial distribution function F, F(x) = 
Pr(iiall ::; x). Let F have a density function. That means, there is a positive function f 
that satisfies F( x) = fxß" f ( a )da. As the distribution is spherically symmetrical, we know 
X A A 
F(x) = Wn J yn- 1 f(y)dy with f(y) = f(ya) for a E sn-1. Let A be a k X n-matrix with 
0 
k 
row vectors a 1 , . .. , ak, a; E IRn. Moreover, let II1(A) be defined by II1(A) := TI f(ai) and 
i=l 
let dA := da1 ... dak. 
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4.1 Proof of Lemma 1 
For an arbitrary spherically symmetrical distribution with density f we obtain from (16) 
and (17) 
E(S) = (:) J (1 - G(h(A))r-n W(A) Il1(A) dA (66) 
(Bn)n 
We average first on all matrices A, whose row vectors lie on a hyperplane at distance h 
from the origin, and afterwards on the choice of the hyperplane. By spherical symmetry all 
hyperplanes with distance h are equally likely. So, applying Blaschke's and Petkantschin's 
formula we get 
1 
E(S) = (:) f (1- G(h(A)))m-n Aw(h)dh (67) 
0 
with 
J ldet(Ble)I W(Blhe) Il1(Blhe) dB. (68) 
(Vl-h2ßn-l( 
Now, by the definition of W and the identical distribution of the data, Aw satisfies 
J L(b, h) J(blh) db (69) 
with 
Lw(b, h) := J (70) 
(v1-h2Bn-1(-1 
Here, Bn arises from B if we delete the n-th row. We consider the function Lw(b, h) 
and average first on all events Bn that lie on a fixed hyperplane in IRn-l at distance r 
from the origin. All hyperplanes at distance r are equally likely by spherical symmetry of 
the distribution. Thus, a second application of Blaschke's and Petkantschin's formula to 
Lw(b, h) integral yields 
J1-h2 
Lw(b, h) = Wn-1 j Ir - b(n-1)1 lw(Vl - h2 - r2 ) dr (71) 
0 
with 
n-1 
det2 (Cle) w(t, C) IT f((l - t 2 (1 -1ic;\J 2 ))1 l2 ) de;. (72) 
i=l 
w{ t, C) is defined as in Section 2. We dissect _the domain of integration on the right of 
(72) in radial and spherical parts and obtain 
n-1 ( ) 2 n 4( )rr ·dF Xi E(det (XtCle)w(t,XtC))det - Xt n-2 , 
i=l X; 
(73) 
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where Xt := diag((l -(l -x~)/t2) 1 l2 , ... , (1-(1-x!_1 )/t2 ) 112 ). The inner expectation in 
(73) is taken on i.i.d. vectors c; uniform Oll sn-3 . As the dass of distributions with densities 
in the ball lies pointwise dense in the dass of all spherically symmetrical distribution in 
the ball, (i3) holds true for all spherically symmetrical distributions. In case of uniformly 
distributed data, (73) is equal to 
(74) 
with Aw as in (24). Lw(b, h) depends only from b(n-I) and h. Thus, we obtain from (68) 
and (71) with t = \.h - h2 - r2: 
( 2 _ 8 2 _ h2)(n-4)/2 
Y yn-2 dF(y)ds lw(t)dr. (75) 
For uniformly distributed data we get from (74) and (75) for the uniform distribution on 
the unit sphere 
1 
Aw(h) = nwn-1Wn ( w~: 2 ) n Vl - h 2 n 2 - 2n-l J µw(r)Aw( J(l - h 2 )(1 - r- 2 )) dr (76) 
0 
with µw as in (23). Observing that wn-2 = n
2
-
2
, Lemma 1 is completely proven. 
Wn 1f 
4.2 Proof of Lemma 2 
Like for the functional S an application of Blaschke's and Petkantschin 's formula to E( Z) 
in ( 44) yields 
J ldet(Ble)I V(Blhe) IT1(Blhe) dB (77) 
for any spherically symmetrical distribution with density function J in the unit ball. We 
factorize B exploiting symmetries of ldet(Ble)I and V(v'l - h2 Blhe). We know from (46) 
that for non-degenerate matrices B 
V(Blhe) = t(x1(YB, YB.) - x2(YB, YB,)) V( ( ~i) lhe). 
•=l 
(78) 
A similar dissection is possible for ldet(BJe)J. lt holds 
n 
Jdet(BJe)J = 2:)x1(YB, YB.) - X2(YB, YB.)) Jdet(B;)J (79) 
i=l 
We define sign-functions sigi,j by 
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for 1 ::; i, j ::; n. Inserting (78) and (79) into (77) we obtain 
Av( h) = Wn ;~ j sig;,;(B) ldet(B;) 1 if ( ( ~i) lhe) II 1(Blhe) dB (81) 
,]- {Vl-h2ßn-I )n 
We consider sig;,j as functions of B's row vectors bi, ... , bn. Geometrical insight delivers 
that for non-degenerate matrices B sigi,j is odd in the argument vectors b; and bi for 
1 ::; i, j ::; n. U sing this observation and the fact that the vectors b; are identically, 
spherically symmetrically distributed, we obtain 
J f(bJh) db Lv(h) (82) 
with 
Lv(h) := J (83) 
(v'1-h2an-1 (-1 
Now, we apply Blaschke's and Petkantschin's transformation formula to Lv(h) and obtain 
after normalization of the domain of integration 
1 
Lv(h) = Wn-1(1 - h2 ) J r lv(r, h)dr (84) 
0 
where Av(r, h) is defined by 
n-1 
det2( CJe) v(r, h, C) IT f ( (1-(l-h2)(1-r2-(1-r2)1ic;Jl 2)) t)dc; 
i=l 
(85) 
for t = vl - h2vl - r 2 : The function v(r, h, C) in (85) is defined as in ( 48). We split off 
the domain of integration in spherical and radial parts and obtain with Xt as above for 
all spherically symmetrical distributions in the ball: 
n-1 ( ) 
( )) n 4( ) IT dF Xi E(det(XtCJe)v r,h,XtC det - Xt n-2 • 
X · 
In case of uniformly distributed data on the unit sphere, (86) is equal to 
lv(r, h) = ( W2:2) n-1 tn2-3n Av(r, h) 
with Av(r, h) as in (51). Thus, Lv(h) satisfies 
(
n - 2)n-l V n2 -3n+2 /l ) Lv(h) = Wn-1 ~1 - h2 µv(r) Av(r, h dr 
0 
i=l • 
(86) 
(87) 
(88) 
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with µv(r) as in (50). Dissecting the domain of integration in (82) in radial and spherical 
parts, we obtain for all spherically symmetrical distributions in the ball 
;
l Jy2 - h211 3 
A;;r(h) = nwn-1 
2 
dF(y) Lv(h). yn- (89) 
h 
We insert Lv(h) and obtain for uniformly on the sphere distributed data the desired 
formula 
2 (n -2) n-l ri2 -2n-l ; 1 Av(h) = nwn-l ~ v'l - h2 µv(r) >.v(r, h) dr. (90) 
0 
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