All Boolean variables here range over the two element set {−1, 1}. Given n Boolean variables x 1 , . . . , x n , a non-monotone MAJORITY gate (in the variables x i ) is a Boolean function whose value is the sign of n i=1 i x i , where each i is either 1 or −1. The COM P ARISON function is the Boolean function of two n-bits integers X and Y whose value is −1 iff X ≥ Y . We construct an explicit sparse polynomial whose sign computes this function. Similar polynomials are constructed for computing all the bits of the summation of the two numbers X and Y . This supplies explicit constructions of depth-2 polynomial-size circuits computing these functions, which use only non-monotone MAJORITY gates. These constructions are optimal in terms of the depth and can be used to obtain the best known explicit constructions of MAJORITY circuits for other functions like the product of two n-bit numbers and the maximum of n nbit numbers. A crucial ingredient is the construction of a discrete version of a sparse "delta polynomial"-one that has a large absolute value for a single assignment and extremely small absolute values for all other assignments.
Introduction
In this paper we address the problem of computing the COM P ARISON and ADDIT ION functions of two n-bit numbers using circuits of (non-monotone) M AJORIT Y gates. Throughout this paper, a Boolean function will be defined as f : {1, −1} n → {1, −1}; namely, logical 0 and logical 1 are represented by 1 and -1, respectively.
We first define a few concepts. The coefficients w i are called the weights of the threshold function. We denote the class of linear threshold functions by LT 1 . Notice that the weights can be arbitrary real numbers. It is more interesting to consider the subclass of LT 1 , which we callLT 1 of functions that can be written with "small" weights. Each function f (X) = sgn(w 0 + n i=1 w i x i ) inLT 1 is characterized by the property that the weights, w i , are integers bounded by a polynomial in n. Namely, |w i | ≤ n c for some constant c > 0.
Definitions
Notice that when we say that a Boolean function belongs to a certain complexity class (like LT 1 ) we actually mean that the family of Boolean functions (as defined for all n) belong to that class.
In this paper we will be mostly interested in linear threshold functions in which the weights are either 1 or -1. Clearly, the elements that compute those functions are non-monotone analogues of usual M AJORIT Y gates, which we call here , for short, M AJ gates.
Definition 2 A M AJ gate computes a linear threshold function with weights which are either 1 or -1.
We will be interested in circuits that consist of M AJ gates. Define M AJ k to be the class of Boolean functions that can be computed by a polynomial size depth-k circuit of M AJ gates, where the depth of the circuit is the number of gates on the longest path from the input to the output.
Note that M AJ k is equivalent to the classLT k , which is the class of Boolean functions that can be computed by a depth-k polynomial size circuits of linear threshold elements with polynomial weights.
After presenting the computational model, let us introduce the functions that we would like to compute.
Let X = (x n , x n−1 , . . . , x 1 ) and Y = (y n , y n−1 , . . . , y 1 ) be two vectors in {1, −1} n . Let a and b be the integers that correspond to X and Y , respectively. Since our convention is that a logical 0 is represented by 1 and a logical 1 is represented by −1 this means that a =
Definition 3 The COMPARISON function, C(X, Y ), is the Boolean function which is -1 iff a ≥ b.
Definition 4 Let c = a + b and let Z = (z n+1 , z n , . . . , z 1 ) be the binary representation of c. Then the ADDITION function is ADD(X, Y ) = Z.
Motivation and known results
Why is it interesting to consider these two functions?
1. It was proved in [15] that the P RODU CT of two n-bit numbers is in M AJ 4 . However, the proof is non-constructive. Our construction for the ADDIT ION function can be used to describe explicitly a depth-4 M AJ circuit for P RODU CT . A different way of obtaining such an explicit depth-4 circuit has been recently found, independently, in [10] .
2. It was proved in [15] that any LT 1 function (one that can have large weights) is in M AJ 3 .
This proof is also non-constructive. Our construction for COM P ARISON can be used to construct explicitly a depth-3 M AJ circuit for any LT 1 function.
3. The construction for COM P ARISON can be used also as a building block for a depth-3 circuit that sorts n n-bits numbers (see [8, 16, 17] ).
It is known [8, 17] that COM P ARISON ∈ M AJ 3 and ADDIT ION ∈ M AJ 4 . It was also observed in [15] that COM P ARISON ∈ LT 1 , namely, the COM P ARISON function can be computed by a single linear threshold element. However, this linear threshold element has exponentially big weights. As shown in [15] COM P ARISON ∈LT 1 . On the other hand, using the results in [7] , it was proved in [15] that both COM P ARISON and ADDIT ION are in M AJ 2 . The proofs in [15] are existence proofs, while finding explicit constructions was left as an open problem, which we solve here.
The main contribution
Our main contributions in this paper are explicit constructions of depth-2 polynomial size circuits of M AJ gates that compute the COM P ARISON and ADDIT ION functions. Actually, we
show that the COM P ARISON and ADDIT ION functions can be computed as sign functions of explicit sparse polynomials (i.e., polynomials with n O(1) monomials and with 1, −1-coefficients).
In [6] it is proved that any function that can be computed as a sign of such a polynomial is also in M AJ 2 . Hence, COM P ARISON and ADDIT ION are in M AJ 2 . The key to the construction is the idea that we can construct sparse polynomials that have the property of a "discrete delta function" in the sense that the value of the polynomial is very large for X being the all-1 vector and extremely small for all other values. The construction of these polynomials, that we call delta polynomials, is presented in the next section. In Section 3 we use the delta polynomials as a building block in the construction of depth-2 M AJ circuits for COM P ARISON and ADDIT ION . These constructions can be practical, as they may be used in the actual design of small depth circuits for addition and multiplication based on M AJ gates. The final Section 4 contains some concluding remarks, extensions and open problems.
Character Sums, Linear Codes and Delta Polynomials
Let x 1 , . . . , x n be n variables, where each x i ranges over the two-element set {−1, 1}. Since x 2 i = 1 for all i, every polynomial in the variables x i can be represented as a multilinear polynomial. We thus define a monomial in the variables x i to be a product of a subset of the set of variables with a coefficient +1 or −1, i.e., a product of the form j i∈A x i , where j ∈ {−1, 1} and A ⊆ {1, . . . , n}.
A polynomial in the variables x i above is called t-sparse if it is the sum of at most t monomials.
We are mainly interested in the case that t is at most n O(1) .
For a vector = { 1 , . . . , n }, where i ∈ {−1, 1}, and for a positive real c, we call a polynomial P (x 1 , . . . , x n ) a delta polynomial for and c if there are two positive constants a and b satisfying a b ≥ c such that:
Therefore, P is a delta polynomial for and c if it attains a positive value at and the absolute value of P on any other point in {−1, 1} n is smaller by at least a factor of c.
Observe that the polynomial for (1, 1, . . . , 1) and any positive c. However, this polynomial is a sum of exponentially many monomials. Our objective in this section is to construct explicitly relatively sparse delta polynomials. A probabilistic construction follows from the techniques presented in [7, 15] ; however, their explicit construction seems to be more difficult.
One can easily check that if P (x 1 , . . . , x n ) is a delta polynomial for (1, 1, . . . , 1) and c then for
. . , n x n ) is a delta polynomial for and c, which has exactly the same number of monomials as P . Thus we may restrict our attention to the construction of sparse delta polynomials for (1, 1, . . . , 1).
Our construction can be obtained by using linear error-correcting codes over GF (2) that have certain distance properties. We discuss this general approach at the end of the section. Now we present in more detail one such construction which is based on the properties of the quadratic residue character which are proved using Weil's famous theorem known as the Riemann hypothesis for curves over finite fields [18] . These properties have been used before to derive the pseudorandom properties of Paley graphs and quadratic tournaments ( [9] , see also [5] , [2] ), and have also been used in the analysis of certain randomized algorithms for various number-theoretic problems, (see [4] , [13] ). Other constructions can be given based on some of the ideas of [1] and [12] together with the known constructions of expander-graphs, or based on the results of [3] . For our purposes here the quadratic residue construction suffices and we thus describe only this construction in detail, and only comment briefly in the end of the section on the ways to obtain additional similar constructions.
Let q be an odd prime power and let χ be the quadratic residue character defined on the elements of the finite field GF (q) by χ(y) = y (q−1)/2 . Equivalently, χ(y) is 1 if y is a nonzero square, 0 if y is 0 and −1 otherwise. Suppose q ≥ n and let B = {b 1 , . . . b n } be an arbitrary subset of cardinality n of GF (q). Consider the following polynomial in the n variables x 1 , . . . , x n ;
Observe that P B is a sum of exactly q − n monomials, since for each fixed y in GF (q) \ B, the quantity
is either 1 or x i .
Theorem 1 For every odd prime power q and for every subset B of cardinality n of GF (q) the polynomial P B defined above satisfies:
(i) P B (1, 1, . . . , 1) = q − n, and
(ii) For every (x 1 , . . . x n ) ∈ {−1, 1} n which is not (1, 1, . . . , 1),
Therefore, P B is a (q − n)-sparse delta polynomial for (1, 1, . . . , 1) and c = q−n
Notice that when q is a prime and B is simply the set {1, 2, . . . n} the expression for the polynomial P B is relatively simple.
In order to prove theorem 1 we need the following known estimate for character sums, due to
Weil [18] , (see also [14] , page 43, Theorem 2C; the lemma stated below is a special case).
Lemma 1 Let q be an odd prime power and let F be the field GF (q). Let f (y) be a non-constant polynomial over F which decomposes into the product of m distinct linear factors. Then, for the quadratic character χ,
Proof of Theorem 1 Since P B is a sum of q − n monomials it is (q − n)-sparse. Moreover, since the coefficient of every monomial is 1 it follows that P B (1, 1, . . . , 1) = q − n. Suppose, now,
By substituting the values of the variables x i and by the fact that the quadratic character is multiplicative we obtain:
Define f (y) = i∈I (y − b i ). Observe that for the quadratic character χ, χ(f (y)) = 0 whenever y is equal to one of the elements b i for i ∈ I. Therefore:
Observe that since I is not empty and since the elements b i are distinct we can apply Lemma 1 to f (y) and obtain, by the triangle inequality:
The quantity (|I| − 1)q 1/2 + n − |I| is clearly an increasing function of |I|, and since |I| ≤ n this quantity is at most (n − 1)q 1/2 . This completes the proof. 2
Linear Codes and Delta Polynomials
The argument above can be modified to obtain a similar construction of a delta polynomial from any linear error-correcting code over GF (2) with length which is polynomial in the dimension and with the property that the Hamming weight of any non-zero codeword is sufficiently close to half the length. Here is a sketch of the argument. Let A = (a ij ) 1≤i≤n,1≤j≤t be the generating 0, 1-matrix of a linear error-correcting code of length t and dimension n, and suppose that the Hamming weight of each non-zero codeword is between (1 − ) t 2 and (1 + ) t 2 . Let P A = P A (x 1 , . . . , x n ) be the polynomial defined by
Clearly P A (1, . . . , 1) = t, and it is not difficult to check that for every (x 1 , . . . , x n ) ∈ {−1, 1} n which is not (1, . . . , 1),
since P A (x 1 , . . . , x n ) is precisely the difference between the number of 0's and the number of 1's in the codeword defined by the sum (in GF (2)) of all rows i of A such that x i = −1.
The polynomial P B described in Theorem 1 is a special case of the above construction, which corresponds to a linear error-correcting code of dimension n and length q−n, in which the Hamming weight of any non-zero codeword is between . Three additional simple constructions of linear codes whose parameters are asymptotically comparable to this one (up to some polylogarithmic factors) are given in [3] , and any of these can be used for constructing a sparse delta polynomial in the manner described above.
The Constructions
In this section we prove that the COMPARISON and ADDITION functions can be computed as sign functions of (explicit) sparse polynomials. From a (simple) result in [6] this implies that both functions can be computed by an explicit depth-2, polynomial size circuit of M AJ elements. Both constructions apply the delta polynomials described in the previous section.
First we note that the following is an equivalent description of the COMPARISON function:
For X, Y ∈ {1, −1} n , C(X, Y ) = −1 iff either X = Y or there exists an i, 1 ≤ i ≤ n such that x i = −1 and y i = 1 and also x j = y j for all j, such that i < j ≤ n. The following theorem gives the construction for COMPARISON.
Theorem 2 Let m k (X, Y ) = P (x n y n , x n−1 y n−1 , · · · , x k+1 y k+1 ) and let m n (X, Y ) = q − n, where P (·) is the delta polynomial described in Theorem 1 with q ≥ n 4 an odd prime power. Definê
Proof: We consider the two cases (X ≥ Y or X < Y ) and prove that C(X, Y ) = sgn(−Ĉ(X, Y )) in both cases.
First assume that X is strictly greater than Y . Hence, there is an i such that x i = −1 and y i = 1
and also x j = y j for all j, i < j ≤ n. Hence, (y i − x i )m i ≥ 2(q − n) and
sgn(−Ĉ(X, Y )) in this case as well, completing the proof. 2
Next we consider the ADDIT ION function. In order to compute the bits of the sum of the two n-bit numbers X and Y as signs of sparse polynomials it suffices to construct a sparse polynomial for each of the carry bits. This is because the i th bit in the result of the addition is x i y i c i where c i is the corresponding carry bit. If we can compute c i as a sign of a sparse polynomial, say
, then we can also compute x i y i c i = sgn(x i y i p(X, Y )) as a sign function of a sparse polynomial. From now on we will concentrate, without loss of generality, on proving that the carry to the last bit (i.e. c n ) can be computed as a sign of a sparse polynomial. We denote the carry function to the last bit as CAR(X, Y ) and prove that it can be computed as a sign function of a sparse polynomial.
where P (·) is the delta polynomial described in Theorem 1 with q ≥ 4n 4 an odd prime power. Let
Then CAR(X, Y ) = sgn(2q − CAR(X, Y )).
Proof: Note that f 1 (−1, −1) = 4 and f 1 (1, 1) = f 1 (1, −1) = f 1 (−1, 1) = 0.
First assume that there is carry to bit n in the addition of X and Y , namely that CAR(X, Y ) = −1.
In such a case we have carry generation and propagation. Namely, there is an i < n such that x i = −1 and y i = −1 in which the carry is generated, and in addition x j = y j for all j, i < j < n (so that the carry will propagate). Note that the carry will propagate also in the case x j = y j = −1.
However, without loss of generality we can consider the leftmost place i in which the carry was generated. Since f 1 (x i , y i )l i ≥ 4(q − n) then, by the properties of the delta polynomials,
Hence, if there is carry then CAR(X, Y ) = sgn(2q − CAR(X, Y )).
Next we consider the case in which there is no carry. The reason for not having a carry is that for each index i either there is no carry generation (and then f 1 (x i , y i ) = 0) or there is a carry generation but there is no carry propagation. In the latter case |l i (X, Y )| ≤ (n − 1) √ q. Hence, for this case
Hence, if there is no carry then CAR(X, Y ) = sgn(2q − CAR(X, Y )), completing the proof. 2
Concluding remarks and extensions
• A family of vectors F in {−1, 1} n is a linear subspace if for every x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) in F , the vector x * y = (x 1 y 1 , . . . , x n y n ) is also in F . (This is the usual definition of a subspace together with our mapping that replaces 0 and 1 by 1 and −1 respectively.)
Similarly, A is an affine subspace if it is the set of all vectors of the form x * y for some fixed vector x as y ranges over all vectors of a linear subspace. Generalizing the notion of a delta polynomial we can construct, for every affine subspace a sparse polynomial whose value on the members of the subspace is much larger than whose value on vectors outside the subspace. (The delta polynomials correspond to the case that the subspace contains only one point). This enables us, among other things, to express explicitly every function which is the characteristic function of a union of polynomially many affine subspaces as a sign of a sparse polynomial. In order to construct the generalized delta polynomials we observe first that it suffices to construct those for linear subspaces. For every linear subspace of co-dimension k in {−1, 1} n there are k monomials in x 1 , . . . , x n such that a vector (x 1 , . . . , x n ) is in the subspace iff all these monomials evaluated in the coordinates of the above vector are 1. We can thus simply substitute these monomials in the delta polynomial of Section 2 and obtain the desired generalized sparse polynomial. We omit the details.
• The delta polynomials can be used to construct a sparse polynomial for the MAXIMUM function, that gets as input n integers (n bits each) and outputs -1 iff the first integer is the maximum. The construction for MAXIMUM is a simple generalization of the one for the COMPARISON function.
• By a non-constructive argument one can prove that there is a (q − n)-sparse polynomial P (x 1 , . . . , x n ) satisfying somewhat stronger properties than those given by Theorem 1; namely (i) P (1, 1, . . . , 1) = q − n, and
|P (x 1 , . . . , x n )| ≤ O(n 1/2 q 1/2 ).
It would be interesting to find an explicit construction of such polynomials. (This will supply, of course, smaller depth-2 M AJ-circuits for the functions considered in Section 3).
