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Abstract
We compute the zeroeth complete cohomology group for certain classes of torsion free groups of
inﬁnite cohomological dimension, which do not admit complete resolutions.
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0. Introduction
The Tate cohomology for ﬁnite groups was generalized by Farrell [6] to the class of
groups of ﬁnite virtual cohomological dimension and subsequently by Ikenaga [12] to the
class of groups which admit complete resolutions and every projective has ﬁnite injective
dimension. Ikenaga’ s class of groups contains properly the class of groups of ﬁnite virtual
cohomological dimension.
Tate cohomology has now been generalized to the class of all groups by Benson and
Carlson [1], Mislin [14] and Vogel [8].
The generalized Tate cohomology of a group G, Hˆ i(G, _ ), i ∈ Z, or complete coho-
mology of G, is related to the ordinary cohomology of G as follows:
1. Hˆ i(G, P )= 0 for every projective ZG-module P and i ∈ Z.
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2. There is a natural transformation  : H ∗(G, _ ) → Hˆ ∗(G, _ ) such that every natural
transformation from ordinary cohomology to a cohomological functor that vanishes on
projectives, factors uniquely through .
3. If there exists an n ∈ Z such thatHi(G, P )= 0 for all projective ZG-modules P and all
i > n then :Hi(G, _ )Hˆ i(G, _ ) for all i > n.
The complete cohomology cannot always be calculated via complete resolutions as they
do not always exist [5,15].
A striking property of the complete cohomology is that the zeroeth complete coho-
mology group with trivial coefﬁcients carries much information about the group; namely
Hˆ 0(G,Z)= 0 if and only if cdG<∞ [13].
This paper is a step towards the understanding of the zeroeth complete cohomology of a
torsion free group of inﬁnite cohomological dimension. In general Hˆ 0(G,Z) is not easy to
compute. If G is a ﬁnite group then the complete cohomology of G coincides with the Tate
cohomology and Hˆ 0(G,Z) = Z/|G|Z. There is no general formula known for any other
class of groups.
IfHi(G, projective)= 0 for all i, then the complete cohomology of G coincides with the
ordinary cohomology ofG and in particular Hˆ 0(G,Z)=Z. Examples of such groups are: a
free abelian group of inﬁnite rank, the Thompson group [3],GLj(K) where K is a subﬁeld
of the algebraic closure of the rational numbers [14].
It is also known that if Hˆ 0(G,Z) is torsion then there is a bound on the orders of the
ﬁnite subgroups of G [13].
Here we compute the zeroeth complete cohomology group for certain classes of groups
G which are torsion free of inﬁnite cohomological dimension. The results, especially
Theorem B, are somewhat surprising as they show that Hˆ 0(G,Z) is more delicate than
one would have expected. We obtain the following theorems as special cases of our
results:
Theorem A. Let G = ∗n∈NGn where Gn is a duality group of dimension mn, n ∈ N. If
the sequence (mn)n∈N is not bounded then Hˆ 0(G,Z)=
∏
n∈N Z/
⊕
n∈N Z (2.6).
Theorem B. Let G = G1 ∗ H1G2 ∗ H2G3 · · ·Gn ∗ HnGn+1 · · · where Gn, Hn are duality
groups of dimensionsmn, sn, respectively, n ∈ N. If I ={n ∈ N|sn= sk for inﬁnitely many
k ∈ N}, J ={n ∈ N|mn=mk for inﬁnitely many k ∈ N}, S={sn|n ∈ I } andM={mn|n ∈
J }, then:
1. If I = ∅, then Hˆ 0(G,Z)= Z.
2. If I = ∅ and S is ﬁnite, then Hˆ 0(G,Z)=∏n∈N Z/⊕n∈N Z.
3. If I = ∅, S is inﬁnite and M is ﬁnite, then Hˆ 0(G,Z)=⊕m∈N∏n∈N Z/⊕n∈N Z(3.2).
Moreover we show that Hˆ 0(G,Z)= Z if and only if I = ∅ (3.3).
Note that the groups that appear in 2 and 3 are not isomorphic (3.5).
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1. Complete cohomology of groups via satellites
We begin by introducing the necessary notation and give a brief review of the basic
properties of the satellites. The main references for this are [4,10]:
Deﬁnition 1.1. A cohomological functor T ∗:ZGMod−→ZMod is a family of covariant
additive functors {T n:ZGMod−→ZMod| n ∈ Z} such that for every short exact sequence
of ZG-modules 0 → A → B → C → 0 and every n ∈ Z there are natural connecting
homomorphisms T n(C)→ T n+1(A) such that the long sequence
· · · → T n(A)→ T n(B)→ T n(C)→ T n+1(A)→ T n+1(B) · · ·
is exact.
Amorphism of cohomological functors∗ : T ∗ −→ V ∗ is a family of natural transforma-
tions {n : T n −→ V n| n ∈ Z} that are compatible with the connecting homomorphisms
of T ∗ and V ∗.
For example, the family {Hn(G, _ ) : ZGMod−→ZMod| n ∈ Z}, with the convention
that Hn(G, _ )= 0 for n< 0, is a cohomological functor.
Deﬁnition 1.2. A cohomological functor T ∗ : ZGMod−→ZMod is called P-complete if
it vanishes on projective modules. A P-completion of T ∗ is a P-complete cohomological
functor Tˆ ∗ together with amorphism ˆ∗ : T ∗ −→ Tˆ ∗, such that everymorphism∗ : T ∗ →
V ∗ where V ∗ is P-complete, factors uniquely through ˆ∗.
It is clear from standard arguments that the P-completion of T ∗, if it exists, is uniquely
determined up to natural isomorphism. Mislin in [14] showed that every cohomological
functor admits a P-completion, which is constructed using left satellites.
For a covariant additive functor T : ZGMod−→ZMod the ﬁrst left satellite S−1T is a
covariant additive functor ZGMod−→ZMod, which is deﬁned as follows. ForA∈ZGMod,
let 0 → KA → PA → A→ 0 be a short exact sequence of ZG-modules, where PA is pro-
jective. Then S−1T (A) is the kernel of the map T (KA)→ T (PA). For f ∈ HomZG(A,B)
there are vertical maps such that the following diagram is commutative:
0 → KA → PA → A → 0
↓ ↓ ↓ f
0 → KB → PB → B → 0
and S−1T (f ) : S−1T (A)→ S−1T (B) is deﬁned to be the restriction of T (KA)→ T (KB)
to S−1T (A). It is proved that for every short exact sequence 0 → A → B → C → 0 of
ZG-modules there is a connecting homomorphism S−1T (C) → T (A) and if T is a half
exact functor, then
S−1T (A)→ S−1T (B)→ S−1T (C)→ T (A)→ T (B)→ T (C)
is exact. The higher left satellites are deﬁned inductively by S−n−1T = S−1(S−nT ), n> 1.
Left satellites obviously vanish on projectives.
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Returning to the construction of the P-completion of a cohomological functor T ∗, let
T rn =
{
S−n+rT n if r <n,
T r if rn.
Then T ∗n is a cohomological functor and the identity transformations T r → T r for r >n
extend uniquely to morphisms ∗n : T ∗ −→ T ∗n and ∗n : T ∗n −→ T ∗n+1. The direct limit
Tˆ ∗=limn→∞ T ∗n and themorphism ˆ∗=limn→∞ ∗n : T ∗ −→ Tˆ ∗ have the desired universal
property.
2. Complete cohomology of a free product of duality groups
A group G is said to be a duality group of dimension n if there is a right ZG-module C
such that one has natural isomorphismsHk(G,A)Hn−k(G,C
⊗
A) for all ZG-modules
A and k ∈ N. It is known that a group G is a duality group of dimension n if and only if:
1. G is of type FP,
2. Hk(G,ZG)= 0 for all k = n,
3. Hn(G,ZG) is torsion free as an abelian group.
If G is a duality group of dimension n then it follows that cdG= n.
Every poly-(ﬁnitely generated free) group is a duality group. Every torsion free polycyclic
group is a duality group. The class of duality groups is extension closed and, under certain
conditions, amalgamated products andHNN-extensions of duality groups are duality groups
[2].
Let (Gn)n∈N be a family of duality groups with cdGn=mn andG=∗n∈NGn their free
product. If the sequence (mn)n∈N is bounded then G has ﬁnite cohomological dimension
and Hˆ k(G, _ ) = 0 for all k ∈ Z. If (mn)n∈N is not bounded then G does not admit a
complete resolution [15].
We will compute the zeroeth complete cohomology of G. For this we need:
Lemma 2.1. Let {Ti : ZGMod−→ZMod|i ∈ I } be a family of additive functors. Then for
n1 the functors S−n(∏i∈I Ti) and∏i∈I S−nTi are naturally equivalent.
Proof. It sufﬁces to prove it for n= 1. This is immediate from the deﬁnition of S−1, since
for any f ∈ HomZG(K,P ) the kernel of themap∏i∈I Ti(f ) : ∏i∈I Ti(K)→∏i∈I Ti(P )
is the direct product of the kernels of the maps Ti(f ) : Ti(K)→ Ti(P ), i ∈ I . 
Theorem 2.2. Let G be a group and (Gn)n∈N a family of subgroups of G such that
Gn is a duality group with cdGn = mn, n ∈ N. Then for any ZG-module A and k ∈
Z, ÊxtkZG(
⊕
n∈N Z[G/Gn], A)= limm→∞
∏
mnm H
k(Gn,A) where the homomorphism∏
mnm H
k(Gn,A)→∏mnm+1Hk(Gn,A) maps a sequence {xn|mnm} to its subse-
quence {xn|mnm+ 1}.
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Proof. It is proved in [14] that the cohomological functor Êxt∗ZG(
⊕
n∈N Z[G/Gn], _ ) is
the direct limit of the system {∗m : T ∗m → T ∗m+1| m ∈ N} where
T rm =
{
S−m+rExtmZG(
⊕
n∈N Z[G/Gn], _ ) if r <m,
ExtrZG(
⊕
n∈N Z[G/Gn], _ ) if rm
and rm is the identity ExtrZG(
⊕
n∈N Z[G/Gn], _ ) → ExtrZG(
⊕
n∈N Z[G/Gn], _ ) for
rm+1. Since Ext∗ZG(
⊕
n∈N Z[G/Gn], _ ) is naturally equivalent to
∏
n∈NH ∗(Gn, _ ),
by 2.1 we obtain the equivalent direct system{∏
n∈N
∗m,n :
∏
n∈N
T ∗m,n →
∏
n∈N
T ∗m+1,n| m ∈ N
}
, (1)
where
T rm,n =
{
S−m+rHm(Gn, _ ) if r <m,
Hr(Gn, _ ) if rm
and rm,n is the identity Hr(Gn, _ )→ Hr(Gn, _ ) for rm+ 1.
We consider the following cases:
1. If mn <m then both T ∗m,n and T ∗m+1,n are zero, since Hr(Gn, _ )= 0 for rm.
2. If mn =m then T ∗m+1,n is zero, and so is ∗m,n.
3. If mn >m then the cohomological functors T ∗m,n, T ∗m+1,n and H ∗(Gn, _ ) coincide in
dimensions >m, and they vanish on projectives in dimensions m. Thus ∗m,n is an
equivalence, and there are unique natural equivalences, such that the following diagram
is commutative
T rm,n
rm,n−→ T rm+1,n↓  ↓ 
Hr(Gn, _ )
id−→ Hr(Gn, _ )
and for r >m all the maps are the identities.
It follows that the above direct system 1 is equivalent to∗m : ∏
mnm
H ∗(Gn, _ )→
∏
mnm+1
H ∗(Gn, _ )| m ∈ N
 ,
where ∗m when restricted to
∏
mnm+1H
∗(Gn, _ ) is the identity morphism, and ∗m
when restricted to
∏
mn=m H
∗(Gn, _ ) is trivial. We conclude that for any ZG-module A
and k ∈ Z, ÊxtkZG(
⊕
n∈N Z[G/Gn], A) = limm→∞
∏
mnm H
k(Gn,A) and the proof
follows. 
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Corollary 2.3. Let (Gn)n∈N be a family of duality groups with cdGn = mn, n ∈ N, and
G= ∗n∈NGn their free product. For any ZG-module A and k ∈ Z
Hˆ k(G,A)= lim
m→∞
∏
mnm
Hk(Gn,A),
where the homomorphism
∏
mnm H
k(Gn,A)→∏mnm+1Hk(Gn,A)maps a sequence{xn|mnm} to its subsequence {xn|mnm+ 1}.
Proof. If G= ∗n∈NGn then there is a short exact sequence of ZG-modules
0 →
⊕
n∈N
ZG→
⊕
n∈N
Z[G/Gn] → Z→ 0.
Thus for any ZG-module A there is a long exact sequence of abelian groups
· · · → Êxtk−1ZG
(⊕
n∈N
ZG,A
)
→
ÊxtkZG (Z, A)→ ÊxtkZG
(⊕
n∈N
Z[G/Gn], A
)
→ ÊxtkZG
(⊕
n∈N
ZG,A
)
→ · · · .
Since
⊕
n∈N ZG is a freeZG-modulewehave Êxt
∗
ZG(
⊕
n∈N ZG, _ )=0.Thus Hˆ k(G, _ )=
ÊxtkZG(
⊕
n∈N Z[G/Gn], _ ) for k ∈ Z, and the result follows from 2.2. 
Corollary 2.4. Let (Gn)n∈N be a family of duality groups with cdGn = mn, n ∈ N, and
G= ∗n∈NGn their free product. For a ZG-module A and k ∈ Z
Hˆ k(G,A)=
∏
n∈NHk(Gn,A)⊕
r∈N
∏
mn=r Hk(Gn,A)
.
If A is a trivial ZG-module then
Hˆ 0(G,A)=
∏
n∈NA⊕
r∈N
∏
mn=r A
.
Proof. For a ﬁxedZG-moduleA and k ∈ Z, letm=∏mnm Hk(Gn,A) and m : m →
m+1 the homomorphism that maps a sequence {xn|mnm} to its subsequence {xn|mn
m + 1}. Also let M = 1 =∏n∈NHk(Gn,A) and Kr =∏mn=r Hk(Gn,A) for r ∈ N.
Let  : M → M/⊕r∈NKr be the canonical projection and m : m → M the canonical
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injections, m ∈ N. We shall show that{
M⊕
r∈NKr
, m| m ∈ N
}
is the direct limit of the system {m : m → m+1| m ∈ N}.
Since im(m+1m − m) ⊆ Km, we have (m+1)m = m for all m ∈ N. Let B
be an abelian group and {f : m → B| m ∈ N} a family of homomorphisms such that
fm+1m = fm for all m ∈ N. It follows inductively that fm+1m . . . 1 = f1, and since
Km ⊆ Ker(m . . . 1) we have that Km ⊆ Ker f1 for all m ∈ N. Thus f1 : M → B
induces a map f : M/
⊕
r∈NKr → B such that f = f1. It is not difﬁcult to check that
m−1 . . . 1m = id : m → m, so (fmm−1 . . . 1)m = fm ⇒ f1m = fm. Thus for all
m ∈ N
f (m)= fm.
It remains to show that f is unique with this property. Indeed, f is unique with the property
f= f1 because  is onto. 
For the proof of the next proposition, we need some basic facts about algebraically
compact abelian groups. An abelian group A is algebraically compact if it is of the form
A=D ⊕
∏
p∈
Dp,
where D is a divisible group, is the set of all prime numbers and, for a prime p,Dp is the
completion in the p-adic topology of a unique (up to isomorphism) subgroup Bp of A. Each
Bp is the direct sum of 0p copies of the p-adic integers and np copies of cyclic groups of
order pn. The divisible groupD is the direct sum of  copies ofQ and p copies of Cp∞ for
p ∈ . The group A is characterized by the set of cardinals {, p, 0p, np| p ∈ , n ∈ N}.
The dependence of the cardinals 0p and np on the group A is [9]:
1. 0p is the rank of the vector space A/〈H,pA〉 over the ﬁeld of order p, where H is the
maximal periodic subgroup of A.
2. np is the rank of the vector space (pn−1A)[p]/(pnA)[p] over the ﬁeld of order p, where
for any group B, by B[p] we denote the subgroup of elements b ∈ B for which pb= 0.
An injection A →B is called pure if (A)⋂ nB = (nA) for all n ∈ N. It is proved that
a group A is algebraically compact if and only if it is pure injective, i.e. every pure injection
A→ B splits [7, VII, Theorem 38.1].
In the rest of the paper we denote by ℵ the ﬁrst inﬁnite cardinal number.
Proposition 2.5. Let A be an abelian group of cardinality 2ℵ, and (mn)n∈N a non
bounded sequence of natural numbers. Then∏
n∈NA⊕
r∈N
∏
mn=r A

∏
n∈NA⊕
n∈NA
.
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Proof. Let B = ∏n∈NA/⊕n∈NA and B¯ = ∏n∈NA/⊕r∈N∏mn=r A where (mn)n∈N
is a non-bounded sequence. The groups B and B¯ are algebraically compact [11] and as
such, they are characterized by a set of cardinal numbers , p, 0p, np, and ¯, ¯p, ¯0p, ¯np,
respectively.
We choose a strictly ascending subsequence (mnk )k∈N of (mn)n∈N, and consider the
morphism
∏
n∈NA→
∏
n∈NA : (an)n∈N → (a¯n)n∈N where
a¯n =
{
ank if n= nk,
0 if n /∈ (ank )k∈N.
It is easy to check that this map induces a pure injectionB → B¯, thus B is a direct summand
of B¯ and  ¯, p ¯p, 0p ¯0p, np ¯np, for all n ∈ N and p ∈ . It is proved in [9] that
if the cardinal of A is 2ℵ then the only possible values for these invariants are 0 and 2ℵ.
Claim 1. If ¯ = 0 then  = 0.
Proof. Let D (respectively, D¯) be the maximal divisible subgroup of B (resp. B¯), and T
(resp. T¯ ) the torsion subgroup of D (resp. D¯). If ¯ = 0 then D¯ = T¯ , so there is an element
b ∈ D¯\T¯ . If (an)n∈N ∈
∏
n∈NA is a representative of b, then b /∈ T¯ implies that there is a
strictly ascending subsequence (mnk )k∈N of (mn)n∈N such that k!ank = 0 for all k ∈ N .
The endomorphism∏
n∈N
A→
∏
n∈N
A : (xn)n∈N → (xnk )k∈N
induces an epimorphism  : B¯ → B such that (ank )k∈N is a representative for (b). It
follows that (b) /∈ T because k!ank = 0 for all k ∈ N, and (b) ∈ D since b ∈ D¯. Thus
D = T , and  = 0.
Claim 2. For p a prime number, ¯p = 0 implies p = 0.
Proof. If ¯p = 0 then (following the above notation) T¯ has elements of order p. Let b ∈ T¯
be such an element, and let (an)n∈N ∈
∏
n∈NA be a representative of b. Since b = 0,
there is a strictly ascending subsequence (mnk )k∈N of (mn)n∈N such that ank = 0 for all
k ∈ N. The corresponding epimorphism  : B¯ → B (as in the proof of Claim 1) maps b to
an element of order p in T. It follows that p = 0.
Claim 3. For p a prime number ¯0p = 0, implies 0p = 0.
Proof. Let H (resp. H¯ ) be the maximal periodic subgroup of B (resp. B¯). Then ¯0p = 0
implies that B¯ = 〈H¯ , pB¯〉. The identitymap∏n∈NA→∏n∈NA induces an epimorphism
 : B → B¯. Since(H) ⊆ H¯ and(pB) ⊆ pB¯, it follows that induces an epimorphism
B/〈H,pB〉 → B¯/〈H¯ , pB¯〉. Thus B = 〈H,pB〉 and 0p = 0.
Claim 4. For p a prime number and n ∈ N, ¯np = 0 implies np = 0.
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Proof. If ¯np = 0 then (pn−1B¯)[p] = (pnB¯)[p], so there is b ∈ B¯ such that pn−1b /∈pnB¯
and pnb = 0. If (an)n∈N ∈
∏
n∈NA is a representative of b, then there is a strictly as-
cending subsequence (mnk )k∈N of (mn)n∈N such that pn−1ank /∈pnA for all k ∈ N. The
corresponding epimorphism  : B¯ → B (as in the proof of Claim 1) maps pn−1b to an
element in (pn−1B)[p] but not in (pnB)[p]. Thus np = 0.
From Claims 1–4, it follows that = ¯, p = ¯p, 0p = ¯0p and np = ¯np for all n ∈ N and
p ∈ , so B  B¯. 
Corollary 2.6. Let (Gn)n∈N be a family of duality groups with cdGn = mn, n ∈ N and
G= ∗n∈NGn their free product. If (mn)n∈N is not bounded and A is a trivial ZG-module
of cardinality 2ℵ then Hˆ 0(G,A)=∏n∈NA/⊕n∈NA.
Proof. Immediate from 2.4 and 2.5. 
3. Complete cohomology of an amalgamated free product of duality groups
Proposition 3.1. Let G = G1 ∗ H1G2 ∗ H2G3 . . . Gn ∗ HnGn+1 . . . , where (Gn)n∈N, and
(Hn)n∈N are families of duality groups with cdGn = mn, and cdHn = sn, n ∈ N. If A is
a ZG-module, let BA = {(xn)n∈N ∈
∏
n∈NH 0(Gn,A)|∃r ∈ N : xn = xn+1 ∀sn > r} and
CA={(xn)n∈N ∈
∏
n∈NH 0(Gn,A)|∃r ∈ N : xn=0 ∀mn > r}.Then Hˆ 0(G,A)=BA/CA.
Proof. IfG=G1 ∗H1G2 ∗H2G3 . . . Gn ∗HnGn+1 . . . , then there is a short exact sequence
of ZG-modules
0 →
⊕
n∈N
Z[G/Hn] →
⊕
n∈N
Z[G/Gn] →Z→ 0,
where (gHn)= gGn+1 − gGn and (gGn)= 1 for all g ∈ G and n ∈ N. This gives rise
to the following long exact sequence of abelian groups:
· · · → Êxtk−1ZG
(⊕
n∈N
Z[G/Hn], A
)
→
Hˆ k(G,A)→ ÊxtkZG
(⊕
n∈N
Z[G/Gn], A
)
∗k−→ ÊxtkZG
(⊕
n∈N
Z[G/Hn], A
)
→ · · · ,
where A is a ZG-module.
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By 2.2 Êxt−1ZG(
⊕
n∈N Z[G/Hn], A)= 0 , so Hˆ 0(G,A)= ker ∗0 . By 2.4
Êxt0ZG
(⊕
n∈N
Z[G/Hn], A
)
=
∏
n∈NH 0(Hn,A)
{(xn)n∈N ∈
∏
n∈NH 0(Hn,A)|∃r ∈ N : xn = 0 ∀sn > r}
,
Êxt0ZG
(⊕
n∈N
Z[G/Gn], A
)
=
∏
n∈NH 0(Gn,A)
CA
and ∗0 is induced by the map
∏
n∈NH 0(Gn,A) →
∏
n∈NH 0(Hn,A) : (xn)n∈N →
(xn+1 − xn)n∈N. Thus ker ∗0 = BA/CA. 
Theorem 3.2. Let G = G1 ∗ H1G2 ∗ H2G3 . . . Gn ∗ HnGn+1 . . . , where (Gn)n∈N, and
(Hn)n∈N are families of duality groups with cdGn=mn, and cdHn=sn, n ∈ N. Let I={n ∈
N|sn = sk for inﬁnitely many k ∈ N}, J = {n ∈ N|mn =mk for inﬁnitely many k ∈ N},
S = {sn|n ∈ I } and M = {mn|n ∈ J }. If (mn)n∈N is not bounded, and A is a trivial
ZG-module, then
1. If I = ∅, then Hˆ 0(G,A)= A.
2. If I = ∅ and S is ﬁnite, then Hˆ 0(G,A)=∏n∈NA/⊕n∈NA.
3. If I = ∅, S is inﬁnite and M is ﬁnite, then Hˆ 0(G,A)=⊕m∈N∏n∈NA/⊕n∈NA.
Proof. By 3.1 if A is a trivial ZG-module, then Hˆ 0(G,A)= B/C where B = {(xn)n∈N ∈∏
n∈NA|∃r ∈ N : xn = xn+1 ∀sn > r} and C = {(xn)n∈N ∈
∏
n∈NA|∃r ∈ N : xn =
0 ∀mn > r}:
1. If I = ∅, then J = ∅ and it follows that B = {(xn)n∈N ∈
∏
n∈NA|∃r ∈ N : xn =
xn+1 ∀n> r} and C = {(xn)n∈N ∈
∏
n∈NA|∃r ∈ N : xn = 0 ∀n> r}. It is easy to see
that B/C  A, so Hˆ 0(G,A)= A.
2. Suppose that I = ∅ and S ﬁnite. If (sn)n∈N is bounded then B =
∏
n∈NA and by 2.5
we have that B/C =∏n∈NA/C ∏n∈NA/⊕n∈NA.
Suppose that (sn)n∈N is not bounded. Since I = ∅ it follows that I is an inﬁnite subset
ofN, so there is a sequence (nk)k∈N of natural numbers, such that I = {nk|k ∈ N} and
N=⋃n∈N(nk−1, nk]⋂N (if we setn0=0).We claim that the epimorphism∏n∈NA→∏
k∈NA : (an)n∈N → (ank )k∈N restricts to an epimorphismB →
∏
k∈NA. Indeed, for
any (yk)k∈N ∈
∏
k∈NA letxn=yk ifn ∈ (nk−1, nk]. SinceS is bounded there is an r ∈ N
such that sn /∈ S for all sn > r . Thus, if sn > r then n ∈ (nk−1, nk) and n+1 ∈ (nk−1, nk]
for some k ∈ N, so xn = yk and xn+1 = yk . It follows that xn = xn+1 for all sn > r , so
(xn)n∈N ∈ B.
If we compose the above epimorphism with the projection ∏k∈NA → ∏k∈NA/C¯,
where C¯={(yk)k∈N ∈
∏
k∈NA|∃r ∈ N : yk=0 ∀mnk > r}, we obtain an epimorphism
 : B →∏k∈NA/C¯. We will show that ker= C.
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If (xn)n∈N ∈ ker, then there is an r1 ∈ N such that xnk=0 formnk > r1, and there is an
r2 ∈ N such thatxn=xn+1 for sn > r2. From thedeﬁnitionof I follows that there is an r3 ∈
N such that sn >max{r1, r2} for alln> r3 andn /∈ I . If r=max{m1,m2, . . . , mr3 , r1, r2},
then we claim that xn= 0 formn > r . Indeed, if n ∈ I then xn= 0 becausemn > rr1.
If n ∈ (nk−1, nk) for some k ∈ N, then mn >max{m1,m2, . . . , mr3} implies n> r3,
thus sn >max{r1, r2} and xn=xnk . Since snk−1>r1 it follows thatmnk > r1, so xnk =0.
Thus (xn)n∈N ∈ C and ker ⊆ C. It is easy to see that C ⊆ ker, so ker = C. It
follows that  induces an isomorphism B/C ∏n∈NA/C¯.
It is not difﬁcult to see that (sn−1)n∈I is not bounded, because (sn)n/∈I has no con-
stant subsequence. Since mnsn−1 for all n ∈ N, it follows that (mn)n∈I is not
bounded. From 2.5 now follows
∏
k∈NA/C¯ 
∏
n∈NA/
⊕
n∈NA, thus Hˆ 0(G,A) =∏
n∈NA/
⊕
n∈NA.
3. Suppose that I = ∅, S inﬁnite and J = ∅. Then C = {(xn)n∈N ∈
∏
n∈NA|∃r ∈
N : xn = 0 ∀n> r}. Let Is = {n ∈ I |sn = s},
As =
∏
n∈Is A
{(xn)n∈Is ∈
∏
n∈Is A|∃r ∈ N : xn = 0 ∀n> r}
and s :
∏
n∈Is A → As the natural projections, s ∈ S. Clearly, I =
⋃
s∈S Is , so there
is an isomorphism
∏
i∈I A 
∏
s∈S
∏
i∈Is A.
For (xn)n∈I ∈
∏
i∈I A and n ∈ I let
yn =
{
xr if r =min{k ∈ I |k >n, sk < sn},
0 if {k ∈ I |k >n, sk < sn} = ∅, i.e. sn =min S
and 	 :
∏
i∈I A→
∏
i∈I A with 	(xn)n∈I = (xn − yn)n∈I . Let  :
∏
i∈NA→
∏
i∈I A
with (xn)n∈N = (xn)n∈I and let  : B →
∏
s∈S As be the restriction of the composite
map ∏
n∈N
A
−→
∏
n∈I
A
	−→
∏
n∈I
A 
∏
s∈S
∏
i∈Is
A
∏
s∈S s−→
∏
s∈S
As
to B. We will show that ker= C and im=⊕s∈S As .
Claim. If (xn)n∈N ∈ ker then for every s ∈ S there is an r ∈ N such that xn = 0 for all
sns, n ∈ I and n> r .
Proof. If (xn)n∈N ∈ ker then s(xn − yn)n∈Is = 0 for all s ∈ S. If s = min S then
s(xn)n∈Is = 0, so there is an r ∈ N such that xn = 0 for all n ∈ Is and n> r . We use
induction on S. If s ∈ S, s >min S then, by the inductive hypothesis, there is an r ∈ N such
that xn = 0 for all sn < s, n ∈ I and n> r . Since s(xn − yn)n∈Is = 0 , there is an r1 ∈ N
such that xn = yn for n ∈ Is, n> r1. From the deﬁnition of yn it follows that xn = 0 for all
sns, n ∈ I and n>max{r, r1}, and the induction is complete.
Returning to the proof that ker = C, let (xn)n∈N ∈ ker. Since (xn)n∈N ∈ B, there
is an r1 ∈ N such that xn = xn+1 for sn > r1. If s0 = min{s ∈ S|s > r1}, then it follows
from the claim that there is an r0 ∈ N such that xn = 0 for all sns0, n ∈ I and n> r0.
From the deﬁnition of I it is easy to see that there is an r2 ∈ N such that sn > s0 for all
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n> r2 and n /∈ I . It follows that xn = 0 for n>max{r0, r1, r2}. Indeed, this is obvious for
sns0, since in that case n ∈ I and n> r0. If sn > s0 then sn > r1 and xn = xk where
k=min{m ∈ N|m>n, smr1}. It now follows easily that k ∈ I , thus xk = 0, since sks0
and k >n> r0. It follows that (xn)n∈N ∈ C, and ker ⊆ C. It is easy to see thatC ⊆ ker,
so ker= C.
We now show that im =⊕s∈S As . Let (xn)n∈N ∈ B and r ∈ N such that xn = xn+1
for sn > r . From the deﬁnition of I, there is an r1 ∈ N such that sn > r for all n> r1 and
n /∈ I . It follows that xn=yn for all sn ∈ S, sn > r and n> r1, so s(xn−yn)n∈Is =0 for all
s ∈ S, s > r . Thus im ⊆ ⊕s∈S As . Conversely, let a ∈ Av and let (zn)n∈Iv ∈ ∏n∈Iv A
be a representative of a. There is a (xn)n∈N ∈
∏
n∈NA such that
xn =
{0 if sn < v;
zn if sn = v;
xk where k =min{m ∈ N|m>n, sm < sn} if sn > v.
It is not difﬁcult to see that (xn)n∈N ∈ B and ((xn)n∈N)= a. Thus
⊕
s∈S As ⊆ im and
im=⊕s∈S As .
It follows that B/C  ⊕s∈S As . Note that As  ∏n∈NA/⊕n∈NA for all s ∈ S and
since S is inﬁnite, we have that B/C ⊕m∈N∏n∈NA/⊕n∈NA.
It remains to consider the case when I = ∅, S inﬁnite, J = ∅ and M ﬁnite. Since
(mn)n∈N is not bounded, the set N\J is inﬁnite, so there is a sequence (rk)k∈N of natural
numbers such thatN\J ={rk|k ∈ N} andN=⋃k∈N (rk−1, rk]⋂N (if we set r0= 0). Let
B¯ = {(yk)k∈N ∈
∏
k∈NA|∃r ∈ N : yk = yk+1 ∀srk > r}, C¯ = {(yk)k∈N ∈
∏
k∈NA|∃r ∈
N : yk = 0 ∀mrk > r} and  : B/C → B¯/C¯ with((xn)n∈N +C)= (xrk )k∈N + C¯. We will
show that  is an isomorphism. If (yk)k∈N ∈ B¯ , let xn = yk for n ∈ (rk−1, rk]. Then
(xn)n∈N ∈ B and ((xn)n∈N+C)= (yk)k∈N+ C¯ , so  is onto. Let (xn)n∈N ∈ B such that
(xrk )n∈N ∈ C¯. There is an r1 ∈ N such that xrk = 0 for mrk > r1. If mn >max{max M, r1}
then n = rk for some k ∈ N, and mn > r1 implies that xn = 0. Thus  is 1-1, and B/C 
B¯/C¯. It is not difﬁcult to see that I¯ = {k ∈ N|srk = srn for inﬁnitely many n ∈ N} = ∅,
S¯={srk |k ∈ I¯ } is inﬁnite and J¯ ={k ∈ N|mrk =mrn for inﬁnitely many n ∈ N}=∅. Thus
B¯/C¯ ⊕m∈N∏n∈NA/⊕n∈NA by the previous argument. 
Corollary 3.3. Let G = G1 ∗ H1G2 ∗ H2G3 . . . Gn ∗ HnGn+1 . . . , where (Gn)n∈N, and
(Hn)n∈N are families of duality groups with cdGn = mn, and cdHn = sn, n ∈ N. Let
I = {n ∈ N|sn = sk for inﬁnitely many k ∈ N}. Then Hˆ 0(G,Z)= Z if and only if I = ∅.
Proof. If I=∅ then (sn)n∈N is not bounded, thus (mn)n∈N is not bounded and Hˆ 0(G,Z)=Z
by 3.2.
If I = ∅ and (mn)n∈N is bounded, then Hˆ 0(G,Z)= 0.
Suppose I = ∅ and (mn)n∈N non-bounded. Then there is a constant subsequence
(snk )k∈N of (sn)n∈N such that max{mn|n ∈ (nk−1, nk]}<max{mn|n ∈ (nk, nk+1]} for
all k ∈ N (we set n0 = 0). By 3.1 Hˆ 0(G,Z) = BZ/CZ. For (xk)k∈N ∈
∏
k∈N Z let
yn= xk if n ∈ (nk−1, nk]. It is easy to see that the map∏n∈N Z/⊕n∈N Z→ BZ/CZ with
(xk)k∈N +
⊕
k∈N Z → (yn)n∈N + CZ is injective, so Hˆ 0(G,Z) = Z. 
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In the rest of this section we give a necessary and sufﬁcient condition for the groups∏
n∈NA/
⊕
n∈NA and
⊕
m∈N
∏
n∈NA/
⊕
n∈NA to be isomorphic when A is an abelian
group of cardinality 2ℵ. It is known that an abelian group is called reduced if it has no non
trivial divisible subgroup. If A is an abelian group, and D its maximal divisible subgroup,
then A =D⊕E, where E is a reduced subgroup of A, unique up to isomorphism, which
is called the reduced part of A.
Lemma 3.4. If (Ai)i∈I is a family of algebraically compact abelian groups, then
⊕
i∈I Ai
is algebraically compact if and only if there is an n ∈ N such that nAi is divisible for almost
all i ∈ I .
Proof. If Ci is the reduced part ofAi , i ∈ I , then⊕i∈I Ci is the reduced part of⊕i∈I Ai ,
and
⊕
i∈I Ai is algebraically compact if and only if
⊕
i∈I Ci is algebraically compact. It
now follows from [7, 39.1, 39.10] that⊕i∈I Ci is algebraically compact if and only if there
is an n ∈ N such that nCi = 0 for almost all i ∈ I . 
Proposition 3.5. LetA be an abelian group of cardinality 2ℵ.Then∏n∈NA/⊕n∈NA ⊕
m∈N
∏
n∈NA/
⊕
n∈NA if and only if kA is divisible for some k ∈ N.
Proof. The cardinals that characterize the algebraically compact group
∏
n∈NA/
⊕
n∈NA
are 2ℵ or 0[9]. Thus the algebraically compact groups ∏m∈N∏n∈NA/⊕n∈NA and∏
n∈NA/
⊕
n∈NA, are isomorphic. Since there are pure injections∏
n∈NA⊕
n∈NA
↪→
⊕
m∈N
∏
n∈NA⊕
n∈NA
↪→
∏
m∈N
∏
n∈NA⊕
n∈NA
it follows that
∏
n∈NA/
⊕
n∈NA 
⊕
m∈N
∏
n∈NA/
⊕
n∈NA if and only if⊕
m∈N
∏
n∈NA/
⊕
n∈NA is algebraically compact. By 3.4
⊕
m∈N
∏
n∈NA/
⊕
n∈NA is
algebraically compact if and only if k
∏
n∈NA/
⊕
n∈NA is divisible for some k ∈ N.
Since there is a pure injection kA ↪→ k∏n∈NA/⊕n∈NAwith a → (a)n∈N+⊕n∈NA,
and an epimorphism
∏
n∈N kA→ k
∏
n∈NA/
⊕
n∈NA, it follows that k
∏
n∈NA/
⊕
n∈NA
is divisible if and only if kA is divisible. 
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