Soil organic carbon (SOC) is pivotal for biological, chemical and physical processes and provides vital information on changes in soil fertility and land degradation. Rangelands, accounting for about 81% of Australian land area, represent considerable carbon storage potential. Efficient modelling techniques to evaluate the potential for rangeland SOC stocks are vitally important in the assessment for the global carbon cycle and quantum abatement. This study aimed to evaluate boosted regression trees (BRT) and random forest (RF) in predicting SOC stocks from ground measured and remotely-sensed variables using two feature selection techniques to identify the dominant variables that affect SOC stocks in the rangelands. Using field-based measurement of SOC stock collected from 564 sites across the study area and 28 of GISbased environmental variables including climate, topography, radiometry, vegetation and land fractional cover data, we employed stepwise regression (SR, linear approach) and genetic algorithm (GA, nonlinear approach) to select the most informative variables. These selected predictors were then used to train the BRT and RF models. In all, four models were evaluated; BRT using stepwise selection of predictors (SR_BRT); RF using stepwise (SR_RF); BRT using GA selection of predictors (GA_BRT) and RF using GA (GA_RF). In addition, BRT using all predictors (All_BRT) and the RF using all predictors (All_RF) were used as benchmarks to test the performance of the four models. Of the field-based data, 75% was used to train the model ("calibration dataset") and the remaining 25% was used to validate the prediction of SOC stocks ("validation dataset"). The results indicate that the RF exhibited a better performance in predicting SOC stocks than the BRT regardless of input variables. The two models explained ~45% of the total SOC stocks. In addition, we verified that feature selection for both machine learning techniques is necessary for estimating SOC stocks, even though BRT was relatively insensitive to the input features selected by SR. The GA_RF was the most promising model with reliable predictors to predict SOC stocks, with the lowest root mean square error (RMSE) and the highest R 2 values (7.44 Mg C ha -1 and 0.48, respectively), suggesting that the proposed methodology may provide a cost effective method to predict SOC stocks in the rangelands. The important variables for explaining the observed SOC stocks were rainfall, elevation, prescott index (PI), and land fractional cover (bare ground fraction).
INTRODUCTION
The rangelands are extensive grazing areas, characterised by low, erratic rainfall and account for about 81% of the Australian land area (http://www.environment.gov.au/land/rangelands) (Allen et al., 2013) . It is estimated that Australian rangeland soils contain between 34 and 48 Gt of carbon, representing a sequestration potential of 78 Mt C per year (Keating et al., 2009) . Soil organic carbon (SOC) plays a vital role in a range of soil processes including the recovery of degraded soil and provides information about soil fertility. Therefore, accurately assessing the stock and distribution of SOC is essential to enhance this resource.
The estimation of SOC stocks using statistical models has been achieved by using the relationship between environmental variables (such as climate, soil properties and topography) and SOC stocks (Akpa et al., 2016; Badgery et al., 2013; Bonfatti et al., 2016) . Identifying and understanding the factors influencing the amount and variability in SOC across different landscapes are of prime importance in quantifying the role of increases in rangeland SOC stocks to meet emissions reduction targets globally. In south eastern Australia, field surveys have demonstrated a significant influence of environmental variables on SOC stocks in agricultural systems with a small but varied influence of land management (Rabbi et al., 2014) . Few studies have examined the role of environmental variables on SOC stocks in Australian rangelands.
Several studies have demonstrated that machine learning algorithms are more accurate than traditional statistical methods such as stepwise linear regression, principal component regression and partial least squares regression (Guo et al., 2015; Mouazen et al., 2010) , especially in complex ecological systems. Of these techniques, tree models such as the boosted regression tree (BRT) and random forest (RF) have been widely used to estimate SOC stocks because of advantages including fewer parameters and an ability to investigate non-linear and hierarchical relationships between the predictors and the response (Everingham et al., 2016) . Although various machine learning algorithms have been widely used, it is still difficult to produce a robust model to predict SOC stocks due to high levels of SOC variation and complex relationships with environmental variables. A number of other studies have considered different methods to improve model performance in predicting soil properties (e.g. SOC stocks) (Guo et al., 2015; Ließ et al., 2016; Xie et al., 2015) . From these studies, selection of predictor variables (i.e. feature selection) which elucidated the most relevant or informative input variables can minimize errors and develop the most robust models. Among the numerous feature selection methods available, genetic algorithms (GA) have been demonstrated to have superior performance in recognising differences in soil types (Xie et al., 2015) .
Recent studies in the semi-aid rangelands have shown clear relationships between ground cover (perennial and, litter) and SOC stock (Orgill et al., 2017; Waters et al., 2016) . These relationships suggest suitable satellite-derived covariates such as fractional cover data may be useful in the estimation of SOC stocks. The objective of this study was to evaluate alternative methods to derive predictions of SOC stocks from environmental variables. Specifically, this study aimed to (1) evaluate feature selection techniques to identify the dominant variables that affect SOC stocks and (2) compare RF and BRT methods to determine the most reliable and accurate model to predict SOC stocks in the surface (0.30 m) of the soil profile in the semi-arid rangelands of eastern Australia.
MATERIALS AND METHODS

Study area
The model training area (referred to as the study area), is located in the western New South Wales, Australia (Fig. 1) The height of a location above the Earth's sea level 30m Aspect
The direction in which a land surface slope faces 30m Topographic Wetness Index (TWI)
The relative wetness within moist catchments, but is more commonly used as a measure of position on the slope with larger values indicating a lower slope position 
Climate, topography and GIS-based environmental variables
A total of 28 environmental variables (predictor variables) that could be related to SOC stocks are provided in Table 1 . Predictors shown in Table 1 in bold were selected by stepwise regression and those underlined were selected by genetic algorithm.
Feature selection
Since some variables among the 28 predictor variables are inter-related (redundant) (Fig. 2) , they are better to be avoided when developing optimal model in predicting SOC stocks. A linear approach (stepwise linear regression; SR) was used to find redundant predictors and select the smallest set of predictors giving the best linear regression results. In addition, a nonlinear approach (GA) was used to select the most informative predictor variables. 
Model evaluation
Based on previous studies (Bonfatti et al., 2016; Román-Sánchez et al., 2016) , we used 75% of total amount of 564 randomly selected field-collected soil data points for training ("calibration dataset") while the remaining 25% of field data was used as the "validation dataset" to validate the prediction of SOC stocks. To ensure model stability and increase reliability, the procedure was repeated 50 times applying a sampling with replacement method, to obtain 50 random subsamples of the data, each one with its own calibration and validation dataset. The performance of each model with optimal parameters (identified during the feature selection approaches outlined above) was evaluated using the difference between the observed and the predicted response variable. To do this, four statistical indices were considered: Regression Coefficients of determination (R 2 ) which measures the percentage of variation explained by each model; Mean Absolute Error (MAE), indicating how close the prediction is to observation; Root Mean Square Error (RMSE), measuring the overall accuracy of the prediction and Lin's Concordance Correlation Coefficient (LCCC) which provides a measure of the agreement between predicted and observed values that follow the 45˚ line using the following equations:
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Where and are the predicted and observed SOC stocks; is the number of samples; and are the means for the predicted and observed SOC stocks; and are the variances of predicted and observed values and is the Pearson correlation coefficient between the predicted and observed values. A good model will have and close to 1 and and of almost 0.
RESULTS
We used the selected predictors to train the RF and BRT models. Four models were evaluated: BRT using stepwise selection of predictors (SR_BRT), RF using stepwise (SR_RF), BRT using GA selection of predictors (GA_BRT) and RF using GA (GA_RF). In addition, BRT using all predictors (All_BRT) and the RF using all predictors (All_RF) were used as benchmarks to test the performance of the four models. The independent validation datasets were used to validate the model performance. Figure ). In terms of the importance of the variables contributing to SOC stocks, All_RF and All_BRT showed similar patterns (Fig. 4a) . The top four most important variables explaining the SOC stock variation were elevation, Band 1, Band 2 and PI, though the order of variable importance varied among models. For example, the predictor rainfall in the RF model was the most important variable followed by elevation, PI, Band 1, and Band 2. In contrast, the majority of the topographic variables showed a very low contribution to the model, as well as uranium concentration and terrestrial gamma-ray dose rate. The result of BRT indicated that Band 1 was the most important variable affecting SOC stocks, followed by PI, elevation, Band 2 and EVI.
Due to the minor importance attributed to some of the predictor variables, SR_RF and SR_BRT used the selected variables by stepwise regression (in total 11 predictors), to examine whether prediction accuracy would remain unchanged or increased when using a smaller number of variables. The R 2 obtained by SR_RF increased compared to All_RF and SR_RF performed better in terms of prediction error, indicating that a more parsimonious model did not impact its capability in predicting SOC stocks (Fig. 3) . However, a smaller increase can be found in BRT model. The order of the variables according to their relative contribution to the model did not change substantially, with elevation being the most important, followed by rainfall, Band 1, NBR and PI in the RF model (Fig. 4b) . For the BRT model, the top five variables (in order of importance) were Band 1, PI, NBR, elevation and potassium concentration.
However, applying the condensed dataset (in total 11 variables) selected by GA to RF resulted in the highest prediction accuracy with R and LCCC by 7.3% and 4.0%, respectively, while also reducing the RMSE and MAE by 2.8% and 2.5% respectively. For the GA_RF model, rainfall, elevation, PI, Band 1 and MSAVI were the most important variables to predict SOC stock while TPI was identified as being of minor importance to SOC. Similarly, the BRT model also predominately identified Band 1, PI, MSAVI and elevation as the top 4 most important variables.
DISCUSSION AND CONCLUSIONS
This study evaluated alternative methods to determine the most reliable and accurate model to predict SOC stocks in the surface 0.30 m of the soil using field collected SOC data and remotely-sensed variables in the semiarid rangelands of NSW. The results from our study suggest there is some opportunity to use remotely sensed vegetation indices to predict SOC stocks in rangelands. Two commonly used machine learning methods were applied to assess these existing data sets based on two different feature selection methods. The results suggest GA_RF is the most promising model for predicting SOC stocks in the semiarid rangelands of NSW. The validation results (Fig. 3) show that the prediction accuracy of the GA_RF model was acceptable with explained variances of 48% for SOC stocks, which were comparable to most recent studies predicting SOC stocks. For example, in semi-arid areas, Wiesmeier et al. (2011) found the RF_CRAT model could explain 53.4% of variation in the model building process, whereas Román-Sánchez et al. (2016) also used RF but achieved much lower explained variance of 18% in a rocky, semi-arid landscape. This study shows the importance of feature selection prior to predicting SOC stocks, even if the BRT model is relatively insensitive to the input features selected by SR. The results have also shown that the bare ground fraction, elevation, PI and rainfall were important variables explaining the observed variability of SOC stocks in this semi-arid environment, and the contributions of the other environmental factors were only marginal. The approach proposed here can be extended in data-scarce areas (e.g. rangelands) to produce more detailed information about SOC stocks. As such, the results of this study are of particular importance to provide statistical and theoretical basis for producing digital SOC stocks maps based on readily available satellite products across rangelands.
