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1. INTRODUCTION 
In this paper we shall be concerned with the following one-dimensional 
two-phase degenerate Stefan problem. 
Let T> 0 and QT = (0, 1) x (0, T]. Find a pair of functions U(X, t), s(t), 
which are defined on &= and [0, T], respectively, and which satisfy 
0 <s(t) < 1, O<t<T, (l.la) 
al(u)4 = uxx in Q,’ c {(x, t) : 0 <x<s(t), O< t< T), (Mb) 
@2(Ub, = uxx in Q~~{(x,t):s(t)cxcl,O<t<Tj, (1.1~) 
40, t) =$3(t) > 0, O<tbT, (l.ld) 
41, t)=.f,(t)<O, O<tdT, (l.le) 
4x7 0) = u,(x), O<x<l, (l.lf) 
44th t) = 0, O<t,cT, (1.M 
i(t) = -u,(s(t) -, t) + u&(t) +, t), O<t<T, (l.lh) 
40) = 30, (l.li) 
where a,(u) > 0 and ai = 0 for i = 1,2. 
In the classical Stefan problem, the specific heat E(U) is required to be 
strictly positive, where a(u) = ml(u) if u is in Q,’ and ~~~(11) if u is in Q;. 
However, in more general free boundary problems various types of 
degeneracy in a can occur. In the electro-chemical machining process, the 
“specific heat” is zero in both phases resulting in elliptic differential 
equations, but with a Stefan type boundary condition. See [3] for a 
description of this model. In the study of saturated/unsaturated flow in 
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porous media, the specific heat vanishes entirely in one phase, yielding an 
elliptic equation in this phase, with a parabolic equation in the other [ 11. 
We are interested in the case in which the degeneracy of cx occurs only 
at 0. The free boundary problem of this type has been investigated by 
Cannon and Yin [2], where a weak solution U(X, t) and a Lipschitz 
continuous free boundary s(t) are constructed for (1.1). In this paper we 
present some regularity results for the weak solution and the free boundary 
which improve the work of Cannon and Yin. We shall give conditions 
which guarantee that the U(X, t) and s(t) obtained in [2] satisfy (l.lh) in 
the usual sense. Other regularity properties of the weak solution near the 
free boundary are also discused. 
Our approach is based on an analysis of the level curves of the weak 
solution near the free boundary. This is done via the lap number theory; 
see [S] for a discussion on this subject. The same idea is also employed by 
Bertsch and Hulshof [ 1 ] in the study of an elliptic-parabolic free bound- 
ary problem. This investigation is heavily influenced by their penetrating 
work. 
This work is organized as follows. In Section 2 we collect some known 
results about (1.1) from [2]. Section 3 is mainly devoted to the construc- 
tion of a neighborhood of the curve x = s(t) in eT in which U, < 0 a.e.. 
Sard’s theorem plays a crucial role here. In Section 4 various regularity 
properties of the weak solution and the free boundary are studied. 
2. PRELIMINARIES 
In this section we list the assumptions on the data and recall some 
results from [2]. But first let us give a weak formulation for (1.1). 
Proceeding as in the case of the classical Stefan problem, and following the 
techniques of Oleinik, we introduce the multi-valued function 
I ~al(4)&-c.(u), 24 >0, 
c(u)= i C-L 01, u = 0, 
-1+f”a2(5)d5=c-(u), 24 < 0. 
0 
Let 
uo(x) = 
i 
c+(uo(x)) if x<s,, 
c-(uo(x)) if x>so, 
(2.1) 
and denote by Xthe set {~EC’,~(&~):I(/I~=~=~(~=~=~C/J~=~=O}. 
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A weak solution of (1.1) is defined as a pair of bounded measurable 
functions H, u such that 
H(x, t) E 44~ t)), a.e. (x, t) E Qr, 
for all II/ E X. 
It is easy to see that a classical solution of (1.1) must be a weak solution. 
We assume that the data involved in (1.1) satisfy the following 
conditions. 
(Hl) ai(u)ECm(R), a,(u)>0 and aI( if and only if u=O 
(i= 1, 2). 
U-Q) h(f), l-i(t) E C*CO, Tl> uob) E C3C0, 11s 
(H3) f. is strictly positive, while fr is strictly negative. 
(H4) uo(x). (x-so) < 0 and the equality holds if and only if x = so. 
(H5) The following compatibility conditions hold: 
fo(O) = UO(O)? f,(O) = uo(l)- 
(H6) z&(&J < 0. 
We end this section by citing the following results from [2]. 
PROPOSITION 2.1. Let the hypotheses (Hl )-(H6) be satisfied. Then there 
exists a unique weak solution u(x, t) to (1.1). Moreover, the set {(x, I) : 
u(x, t) = 0} defines a Lipschitz continuous curue x= s(t) such that 
u(x, t) > 0 in Q~={(x,t):O<x<s(t),O<t~T}, V-2) 
u(x, t) < 0 in Q,=((x,t):s(t)<x<l,O<t~T), (2.3) 
and u satisfies theequations 
aI(u)ut = u,, inQ,+, (2.4) 
a2bh = u,, in Q; (2.5) 
in the classical sense. 
TWO-PHASEDEGENERATESTEFAN PROBLEM 99 
3. THE LAP NUMBER THEORY 
The main result of this section is 
THEOREM 3.1. Let the assumptions (Hl)-(H6) be satisfied and let 
u(x, t), s(t) be given as in Proposition 2.1. Assume 
(H7) fo(t), fi(t), u;(x) are piecewise monotone. 
Then for each t E [0, T] fixed u,(x, t) is a piecewise monotone function of 
x over [0, 11, and hence the limits u,(s(t) +, t) exist. 
This theorem will be proved via the lap number theory; see [S] where 
the nonincrease properties of lap numbers of solutions to one-dimensional 
semi-linear parabolic equations under various types of homogeneous 
boundary conditions are established. Owing to the nonhomogeneous 
boundary conditons in our problem, we cannot directly apply the results of 
[S] here. We shall proceed to develop a lap number theorem suitable for 
our purpose. 
Let -co <a -=z b < cc and o(x) be a real-valued function on [a, b]. If o 
is not a constant function, we may define a set N, associated with o by 
N,= {no (1, 2, 3,...}: there exists a partition a=x,<x,c ... <x,=b 
such that (o(xi+ ,) - w(xi))(o(xi) - w(xI- 1)) < 0 for i = 1, . . . . n - 1). If o is 
a constant, we set N, = (01. Then the lap number of o, denoted by I(o), 
is defined to be the supremum of the set N,. Clearly, l(o) is finite if and 
only if o is a piecewise monotone function. We may regard I as a functional 
on some function space. Then 1 is lower semi-continuous in the following 
sense: if o,(x) --) o(x) as n + cc for all x E [a, b], then 
I(w) < lim inf I(0,). 
n-cc 
If U(X, t) is a function of two variables x E [a, b], t E .!R, we can define the 
lap number of u for each fixed t. Then l(u( ., t)) is an integer-valued 
(including infinity) function of t. If u is a solution of a parabolic equation 
of the form 
(c(u)), = uxx (3.1) 
with nonhomogeneous Dirichlet boundary conditions, we wish to study 
how l(u( a, t)) evolves in time. Since the lap number of a function roughly 
measures the complexity of its graph, Theorem 3.1 means that the weak 
solution of (1.1) exhibits the same spatial structure as the boundary data. 
Proof f Theorem 3.1. Construct smooth approximation sequences 
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c,(u) E cmw, fen, fin Ecmco, n uno E P[O, l] such that for some 
positive constant A there hold 
CA(U) 2 i 
n’ 
UER, (3.2) 
C” + c in Cm [a b], -oo<a<b<oo and O$[a,b], (3.3) 
fi, -+A in CCO, Tl with Il.LllLmco, Tj 6 A 
and llf~IILm(0,T~~4 i=O, 1, (3.4) 
UJ = 4si), i=o, 1, (3.5) 
4zo(so) < d&0)/2, (3.6) 
4lo(x)(x - so) G 0, (3.7) 
44lo,) = 44lh (3.8) 
%O-+~O in C[O, l] with Il~~~lj~~(~,~)<A and u~+u~ 
in C3[e, d], 0 <e < d< 1; V-9) 
further, the compatibility conditions 
fan(O) = %to(O), fin(O) = %0(l), (3.10) 
c~(fo”(o))fb,(o) = 40(O), Cxfi”(o))f;n(o) = do(l) (3.11) 
hold for n = 1, 2, .,.. The existence of such sequences is obvious; see [2,5] 
for a similar construction. 
Let U, be the solution of the initial-boundary value problem 
(Gh42)), = %2x, in QT, (3.12a) 
%(O, f) =&Y(t), O<t<T, (3.12b) 
%z(L 0 =fbI(t), O<t<T, (3.12~) 
%I(& 0) = %0(x), O<x<l (3.12d) 
for each n. It is well known that U, E C2*‘(&) n P(Q,). 
Differentiating (3.12a) with respect to x, for V= u,, we obtain 
1 
I/,=- cx%J 
W”) vxx- (C&J)2 vvx 
in QT. (3.13) 
Differentiation f(3.13) with respect to x yields 
w, = 4x, 0 wx, + bc(x, f) + w, 0) w, + &Ax, t) w in QT, (3.14) 
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where 
1 
a(x, t) = - 
CXUJ 
4(U”) v 
b(x, f) = - (crJu,))2’ 
and 
w= v,. 
Setting x = 0, 1, respectively, in (3.12a) gives 
wo, t) =wk(t))fbn(t)> O<t,<T, (3.15) 
WL t) = w-i”(f))f;“(f), O<t<T. (3.16) 
Clearly, 
W(x, 0) = u&(x). (3.17) 
This together with (3.14), (3.15), and (3.16) forms a parabolic initial- 
boundary value problem for W. In view of (3.5), (3.8), and (3.2), the 
number of sign changes of W on the parabolic boundary of Q, is equal to 
I&) + l(fi) + r(ub) F k. According to [S, Lemmas 2.5 and 2.61, the number 
of sign changes of W(x, t) for each fixed t in (0, T] cannot exceed k. Thus 
we obtain 
l(V(., t))<k for all t E [O, T]. (3.18) 
Consequently, the number of sign changes of V(x, I) is at most k + 1 for 
each t E [0, TJ. This gives 
I(u,(., t))<k+ 1, tc [0, T]. 
It is not diflicult o see from the proof of [2, Theorem l] that 
lim, + oo u,(x, t) = u(x, t) for each t fixed in [O, T]. Thus we get 
I(u( ., t) G lim inf I(u,( ., t)) G k + 1 
n+m 
for t E CO, T]. This implies that U(X, t) is a piecewise monotone function of 
x for each fixed t E [0, T]. 
Before we continue, let us cite the following result. 
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LEMMA 3.1. Let u, be the solution of (3.12) and V,,= u,,. Let Q$= 
~T\{(s(t),t):O~t~T}\{(O,t):O~t~T}\((l,t):O~t~T). Then 
vn + ux in C2’l(K) 
for any compact subset K of Q$. 
Proof By Proposition 2.1, u is a classical solution in the regions Q G 
and Q; which are defined by u > 0 and u < 0, respectively. In view of 
(3.13), (3.3), (3.4), and (3.9), we conclude that this lemma is a simple 
consequence of standard a priori estimates; see, e.g., [4]. 
Return to the proof of Theorem 3.1. Let t,E [0, T] be fixed. By 
Lemma 3.1 and (3.18), the lap number of u,(x, to) over [0, s( to) - E] is no 
bigger than k for any E E (0, s(Q). This implies that the limit u,(s(t,) -, to) 
exists ince U, is bounded on QT from the proof of [2, Theorem 11. If we 
define u,(s(tO), to) to be u,(s(t,) -, to), then u,(x, to) is piecewise 
monotone over [0, s(&,)]. By the same token, the limit u,(s(t,) +, to) exists 
and u,(x, to) is piecewise monotone over [s(t,), 11. This completes the 
proof of Theorem 3.1. 
Remark 3.1. Let us examine the function u over Q,’ . We see that u is 
positive on Q,’ and satisfies the equation 
a,(u)4 = u.xx inQ,+. (3.19) 
+ Furthermore, u attains its minimum value on Q, along the free curve 
x=s(t). In view of [6, p. 1703, it is plausible to conclude that 
U(t) -7 t) < 0 on [0, T]. (3.20) 
The difficulty lies in the fact that (3.19) is not uniformly parabolic on Q,+ . 
Also, it is not clear that at each point (s(t& to), where t,,E (0, T], a circle 
tangent to the curve x = s(t) can be constructed whose interior lies entirely 
in Q,’ . Similar considerations hold for u on Q; . However, remember that 
for each t in [0, T], u(x, t) is a nonconstant piecewise monotone function 
of x on [0, 11. It follows that to each t in [0, T] corresponds a pair of 
numbers rL(t), tR(t) such that 
0 < CL(l) < L(t) < 1, (3.21) 
24,(x, t) < 0 a.e. on Ctdt), tdf)l, (3.22) 
4Sdt), t) > 0, 45Idth t) < 0, (3.23) 
and 
KAt;dt), t)< 0, %(5R(t), t) < 0. (3.24) 
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In fact, rL(t), tR(t) can be so chosen that 
5L, 5R E ccom n 
U,<O a.e.on {(~,t):5~(t)~~~5~(f),O~t~T) 
as illustrated by the following theorem. 
THEOREM 3.2. Let the assumptions (Hl )-(H7) be satisfied. Then there 
exists a neighborhood JV of the curve x = s(t) in & such that u, < 0 a.e. 
in M. 
Proof: We use an argument of [73. By (H6), we can choose x1 E (0, sO) 
so that 
t&(x) < 0 on [xl, 4. (3.25) 
Define 
We see from (H3) and (H4) that 6 + is positive. In view of Proposition 2.1, 
we see that u is infinitely differentiable in Q,’ . Hence, Sard’s theorem 
implies that for a.e. E> 0, the set 
I-,= ((x, t)EQ,f :u(x, t)=e} 
either is empty or comprises finitely many infinitely differentiable curves. 
By the strong maximum principle no component of r, can be homeo- 
morphic to a circle. Similarly no component of r, can exit QT only along 
the edge t = T. 
Thus for a.e. E E (0, 6 ’ ) r, consists of a single curve exiting QT at 
si E (xi, so) and along t = T. By the strong maximum principle again r, 
must be the graph of a smooth curve s:. 
Now choose sl, s2 so that 0 es1 < e2 < 6’ and E,, c2 are noncritical. 
Consider the region 
Q,‘={(x,t):s,:(t)<x<s,:(t),O<t<T}. 
It is easy to see that 
El <U<(EZ in Q,’ , 
and thus 
%(s,t(t), t) G 0 on CO, Tl 
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for i = 1,2. This together with (3.25) implies that 
U,<O in Q: 
since from (3.13) U, satisfies a uniformly parabolic equation on Q:. In 
view of (3.25) and the strong maximum principle, we further get 
u,tO in Q:. 
+ Now we can construct a smooth curve <r(f) in Q, so that 
4(Sdt), t) < 0 
for all t E [0, T]. 
(3.26) 
In an identical manner, we can show that there exists a smooth curve 
CR(t) in Q; u (s,,, 1) x (0) such that 
u,<o on { (ldt), f) : 0 < t < T} u [so, MO)1 x (0). (3.27) 
Let B,= {(x, t) : <L(t)<~<<R(t), O<t< T}. By (3.9) and Lemma 3.1, 
we deduce 
%fx<o on a,B, 
for n sufficiently large, where iJ,B, denotes the parabolic boundary of B,. 
The theorem follows from the maximum principle and Lemma 3.1. 
4. MORE REGULARITY REWLTS 
In this section we shall study additional regularity properties of the free 
boundary and the weak solution. First let us observe that the free bound- 
ary s(t) is a level curve of the function u. It seems natural to study the level 
curves of u near the free boundary. We begin with the level curves of the 
solutions u,, of the approximating equations (3.12). Let p(t) be a level 
curve of u,; then a simple calculation shows 
Let q, = -u,,(x, t)/u,,(x, t). The above formula suggests that the informa- 
tion on the derivative of a level curve can be obtained via the term qn. This 
leads us to the study of a parabolic equation for q,, derived by Bertsch and 
Hulshof [ 11. This equation is used to obtain a priori estimates for q,, 
through which the regularity of the free boundary and the weak solution 
is explored. 
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THEOREM 4.1. Let the assumptions (Hl )-(H7) be satisfied. Assume that 
there exist smooth sequences {fan}, {fin}, (un,,}, {c”} such that (3.2~(3.11) 
hold true, and that 
where A is a positive constant and 0 < a < s0 < b < 1. Then there exists a 
neighborhood M of the curve x = s(t) in & such that 
(i) u, < - 6 < 0 a.e. in 2 for some positive number 6 > 0; 
(ii) U, E L”(N); 
(iii) the function Q+(x, t) = -u,(x, t)/u,(x, t) is well-defined in 
J”\ (s(t), t) : 0 <t < T}, the limits q(s(t) f, t) exist for all TV [0, T], and 
4t) = ?(4f) -, t) = ?(s(t) +, t), ae. t E [O, T]; 
(iv) s(t) = -u,(s(t) -, t) + u,(s(t) +, t), a.e. t E (0, T]; 
(v) the functions u,(s(t) +, t), q(s(t) f , t), u,(s(t) f , t), s(t) are all 
upper semi-continuous on [0, T]. 
Remark 4.1. The condition (4.2) is used only in the proof of (iii) and 
(VI 
Remark 4.2. Later on we shall see that the conditions (4.1) and (4.2) 
are equivalent to requiring that q,, 1 f =0 and qnx I,= ,, be bounded in 
Loo(u, b). We need to impose conditions on the data so that the existence 
of the sequences {f,,}, {f,,}, { u,~}, {c,,} with the required properties is 
guaranteed. To obtain (4.1), it s&ices to assume 
where 
u(x) = 
i 
a) if x>O 
@z(X) if x<O; 
see, e.g., [l, Lemma 2.21. The condition (4.2) is a little bit more delicate. 
It requires that u:(x) converge to 0 very rapidly as x -+ so. This is due to 
the fact that the function c(x) has a jump at 0. Instead of trying to derive 
a sharp condition on u. so that (4.2) holds, we simply assume that u. is 
linear near so. Then ul is zero in a neighborhood of so. In this case, it is 
easy to construct he desired sequences. 
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To understand why the restriction imposed on u,, is not so troublesome, 
let us cite the following remark from [ 1, Remark 51. The proof of 
Theorem 4.1 will be based upon bounds on q,, qnx. To obtain these 
bounds, we need to assume that qn, qnx are bounded at t = 0. Thus we arive 
at the conditions (4.1) and (4.2). However, we expect that the equation 
(3.12) has a regularizing effect for t > 0 . This means that even if (4.1) and 
(4.2) do not hold it is still possible for qn, qllX to be bounded for each t > 0. 
In this case Theorem 4.1 would be still valid except for the regularity of s(t) 
at 0. 
Proof of Theorem 4.1. Let CL, rR, B, be given as in the proof of 
Theorem 3.2. Clearly, we may assume [t,(O), tR(0)] c [a, b]. We see from 
(3.25), (3.26), and (3.27) that there is a positive number 6 such that 
USdpBr< -26. 
For each n let u, be the solution of (3.12), where the sequences {fbn}, 
if,,}, {Us}, {cn} satisfy the assumptions of Theorem 4.1. It follows from 
Lemma 3.1 and (3.9) that 
for n sufficiently large since the curves x = lL, x = <a lie entirely in Q& 
where QF is given in Lemma 3.1. Applying the maximum principle to u,, 
yields 
U”,< -6 in B, (4.3) 
for n sufficiently large. This implies (i). 
The function q,(x, t) = -uJx, t)/u,,(x, t)is well-defined inB,. We have 
the following result from [ 11. 
LEMMA 4.1. Let 7, be given as above. Then the function q,, satisfies the 
equation 
tit = ?,&l(%) - (V’L in B,. 
Return to the proof of Theorem 4.1. By virtue of Lemma 4.1, we consider 
the initial-boundary value problem 
in B,, (4.4a) 
(4.4b) 
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(4.4c) 
We deduce from Lemma 3.1 and (4.3) that q, is uniformly bounded on the 
curves x = rL, x = rR. This together with (4.1) implies that there exist two 
constants A, B such that 
A Qc&+O. (4.5) 
Clearly, the constant functions A, B satisfy the equation (4.4a). According 
to the comparison principle, we obtain 
A<q,dB in B,. 
Since u,, = -rjnu,,, this concludes the proof of (ii). 
Differentiating (4.4a) with respect o x, for W, = qnx we derive 
Wn,=(& W,,x)x-2qnW,,-2W: in B,. 
Let V, be the solution of the problem 
v”Ix=tL(r)= w”Ix=t_,(tp O<t<T, 
vnIx=gRw= wnIx=t;R(f)> O<t<T, 
Vnlr=o= Wnlt=O, t;L(O) 6 x G r,(o). 
We have, with the aid of the comparison principle, that 
w,< v, in B,. 
(4.6) 
(4.7) 
(4.8a) 
(4.8b) 
(4.8~) 
(4.8d) 
(4.9) 
We claim that V,, is bounded in Lm(BT). To see this, let us compute 
1 %xX %x w,=q,,= -~+!e!&L -u,, 
( 1 
-- 
cX%l) x U”, . 
This together with (4.2) implies that W, IrcO is uniformly bounded on 
CSdOh 5dO)l. Th e uniform boundedness of W, on the lateral boundaries 
x = ?jL, x = rR follows from Lemma 3.1. This implies that V, is uniformly 
bounded on B, since we can apply the maximum principle to V,. We 
conclude from (4.9) that W, has a uniform upper bound on B,. 
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Before we continue, let us remark that we cannot use [4, p. 181, 
Theorem 7.11 to get a uniform bound on W,, here because (4.7) is not 
uniformly parabolic. We can only get a uniform upper bound for W,,. Thus 
we start to seek bounds for W, in function spaces other than L”(B,). 
Let p(x) be a step function defined by 
i 
0 
p(x)= -1 
if x20 
if x < 0. 
For E > 0 choose pE E P(W) with the properties 
and 
P:(x) 2 0, 
-1 <p,(x)dO, 
lim P,(X) =14x) for all x fz R. E’cc 
Multiply both sides of (4.7) by p,( W,) and integrate the resulting equation 
over (rL(f), tR(f)) with respect to x, thereby obtaining 
[(‘(jwn~.(s)ds) dx=jc;(-$-j w.,)xp,WnW~ 
ti 0 f 
The first erm on the right-hand side is estimated below: 
P,( Wn) dx 
x 
By virtue of Lemma 3.1, the term on the right-hand side is uniformly 
bounded. Thus we have 
pAWn)dxGAo, 
x 
(4.11) 
where A, is a positive constant. 
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From now on, the letters Ai, id (0, 1, 2, . ..}. will be used to denote 
positive constants. 
We compute 
d h(l) 
J (J 
wn 
dt &L(f) 0 
= J Wntc’R’f)“)pe(s) ds r;(t) - j Wn(tL(f)‘f) pE(sds c;(t) 0 0 
(4.12) 
Use Lemma 3.1 again to conclude that the first wo terms on the right- 
hand side are uniformly bounded. We deduce from (4.10), (4.11), and 
(4.12) that 
+21cR W;p,(W,)dx<A,. 
CL 
We estimate, with the aid of Lemma 3.1, that 
(4.13) 
2 J” vn wnx P,( WJ dx = 2 J<” 11” (Jaw” me ds) dx 
CL x 
= 2~” Jaw” p,(s) ds I :; - 2 J” ( w,, Jwn p,(s) ds) dx 
SL 0 
Using this estimate in (4.13) and integrating the resulting inequality with 
respect o t yields 
Jc;;;’ (Jaw” p,(s) ds) dx + 2 J; Jt; ( W;p,(w,,)- w,,JKp,(s)dr dxdz 
0 ) 
tR(o) wn(X.0) 
<A,+ J J p,(s) ds dx. CL(O) 0 (4.14) 
In view of (4.2), the right-hand side term is uniformly bounded. Therefore, 
we derive 
jt;:l)Jo~“p,(s)~dx+2 J;J<~w:P.(w,)F wrzJow”p,(s)ds)dxdr$A5. 
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Note that W,, p,( W,) -SF p,(s) cis + 0 as E + 0. Hence, taking E + 0 in the 
above estimate yields 
s 
5R(I) 
W,(x, t) dx<A,, (4.15) 
<L(f) 
where W;(x, t) = max{ - Wn(x, t), O}. Since W,, has a uniform upper 
bound, we get 
(4.16) 
for all ?E [0, T]. 
Let QL={(x,t):[,(t)<x<s(t), O<t<T}, QR={(x,t):~(t)<x< 
tR(t), 0 < t < T}. Then the function q(x, t) = -u,(x, t)/u,(x, t) is well- 
defined on QL u QR. By Lemma 3.1, WJx, t) --f ~f,(x, t) as n + cc for all 
(x, t) E QL u QR. Using Fatou’s lemma in (4.16) gives 
f 
<R(r) 
I4-,(x, t)l dx G &, tE [O, T]. 
h.(f) 
(4.17) 
This implies that the limits q(s(t) +, t) exist for all t E [0, T]. Let 
O<E<min 0 6 t c T ~(l~(t), t). Then due to (i) there exists a smooth curve 
s,(t) in QL such that 
u(s,(t), f)= 6 
s,(t) -+ s(t) in C[O, T] as E --t 0. 
Note that s:(t) = q(~,(t), t)and q is uniformly bounded in B,. We get 
S’(f) = rt(s(t) -> 11, a.e. t E [0, T]. 
Similarly, we can show 
s’(t) =4+(f) +, t), a.e. TV [0, T]. 
Thus we have 
s’(t) = rl(s, (t) + 3 t) = rl(s(t) - >f), a.e. TV [0, T]. (4.18) 
This completes the proof of (iii). 
To obtain (iv), we choose E > 0 so that 
max ~(r~(t), t) < -~<O<~<~Ifficn~u(r,(t), t). 
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Then it follows from (4.3) that for n sufficiently large there exist wo curves 
x = s,‘,(t), x = s,(t), which lie in QL and QR, respectively, and which 
satisfy 
%Js,+,(t), t)= E? (4.19) 
%l(s,(t), t) = --E (4.20) 
in [0, T]. Clearly, we may also find two curves x = s,+(t), x = sE- (1) in QL 
and QR, respectively, such that 
4s,+(f), t) = 8, (4.21) 
4S,(t), t)= -E, (4.22) 
in [O, T]. For E > 0 fixed the sequence {s;} is precompact in C[O, T] 
because (d/&)sz (t) =,q,(sf (t), t) is uniformly bounded. We deduce from 
(4.3), (4.19), and (4.21) that the entire sequence {s,+,(t)} converges to s,‘(t) 
in C[O, T] for each fixed E. The same statement is true of {s;(t) > and 
s;(t). Now we consider the region 
Integrating (3.12a) over B,,(t) yields 
o= {JB ((c,(u,)), - %A dx dr =N (,) -I, II& (,) cJuJ dx+ unzc dT
I 
QJ) =- 
4(O) c,(G,(x)) dx - G( -EKG(~) -s,+,(O)) + c,(e)(s,+,(t) -s +,(O)) 
+J “(‘) c,(u,) dx + I’ (U,&;(T), t) - u,&,(z), T)) dr. f(r) 0 
Set 
It is easy to see that 
Let 
c,( -El G 4nAf) G C,(E). (4.23) 
&I,(t) = C,(&) -‘c,( -E) ((h(t) - cn( --E)b,(t) + (C,(E) - qnA~))Sn:(t)). 
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Then we have 
s,‘,(t) ~%I,(r)Gs,(t) (4.24) 
for t E [0, T]; further, 
s,,(f) =&l,(O) + 
1 
c?l( -&I - C”(E) i 
’ C~,,<s,LC~)~ z)- ~,,(s,(~), ~1) dt. 
0 
Observe that both s,‘,(t) and s;(t) lie in QF. It foliows from Lemma 3.1 
that 
lim h,W - hAON = 
1 
I ’ (W:(~), T) - u,(s; b), ~1) dz. n-U2 C-(-&)-C+(E) 0 
Since s;,(t) is uniformly bounded, s,, is precompact in C[O, T]. The 
above calculation shows that 
lim s,,(t) = lim s,,(O) +
1 
n-cc n-02 s t MS:(~), 7) - u,(s, (z), 7)) dz c-(-&)--C+(E) 0 
= s,(t) in C[O, T]. 
By (4.24), we get 
We derive from (i) that all the three sequences (SE+}, {sE}, {s; > converge 
to s(t) in C[O, T]. Taking E -+ 0 in the relation 
s,(t) = s,(O) +
1 
I ’ (U:(~,, ~1 -M,(T), t)) dz c-(--E)--C+(E) 0 
gives 
s(t) = s(O) - If (u&(z) -, z) - z&(z) +, z)) d?. 
0 
This implies (iv). 
To obtain (v), let ST be given as before. Recall that W,, = qnx is 
uniformly bounded above in B,. We deduce from Lemma 3.1 that 
tlxk tJG-4, in Qr. 
Now we estimate 
-q(s,‘(t), t) + q(s(t) -, f) = j”” vx(x, t) dx 
S:(f) 
< A 1(3(t) - s,‘(t)). 
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To each Q > 0 corresponds an s0 such that 
for all t E [O, 11. Let (tn} be a sequence in [O, T] converging to t,. We 
have 
?(4GJ -7 42) - ~(db)-~ to) 
=s(dt,) -7 tn)-?(s:(tnh f”)+rl(s,+(4JT bl)-rl(~,f(kJ~ to) 
+ rl(si+ (to)9 to) - ?(4hJ - > to) 
62Al~+?(s,+(tn), tn)-?(s,f(b)> to). 
Since (3: (to), to) E QL and q is continuous in Qr, we obtain 
lim sup rl(s(t,) -, t,) < q(s(td -, to) + 2A, 0. 
n-m 
Taking c + 0 yields 
lim sup rl(s(t,) -) 0 G Mb) -, to). 
“-03 
We conclude that the function q@(t) -, t) is upper semi-continuous. This 
together with (4.18) implies that s(t), q@(t) +, t) are also upper semi- 
continuous. 
Recall 
w,=q,,= -““-+yE 
u “.I- nx 
= -? + c;(u,) Eji 
nx nx 
&!!E 
u nx 
for (x, t) in BT. In view of (4.3), we get 
u n,x G 4 
in BT. By virtue of Lemma 3.1, we derive 
utx 6 4 inQLuQR. (4.25) 
Since U, = -uXq, the limits ut(s(t) f, t) exist for all t E [O, T]. Let s,‘(t) 
be given as before. We estimate 
ut(dt) -9 t) - %(f,+(t), t) <A&(t) -s,(t)). 
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Using the same argument as before, we conclude that z&(t) -, t) is upper 
semi-continuous. In a similar manner, we can show that u&(t) +, t) is 
upper semi-continuous. 
Finally, we show that z+(t) -, t) is upper semi-continuous. We 
compute, with the aid of (4.25), that 
%($‘(hJ, f,) - 4: (to), to) 
Taking E -t 0 yields 
%-(4t,) -> &I) --%(dto) -¶ to) 
G Adf” - fo) + %Adt,) -9 43) - %(~(~o) -9 44. 
This gives the desired result. 
In a similar manner, we can show that u&(t) +, t) is upper semi- 
continuous. This completes the proof of Theorem 4.1. 
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