Consider a repairable system operating under a maintenance strategy that calls for complete preventive repair actions at pre-scheduled times and minimal repair actions whenever a failure occurs. Under minimal repair, the failures are assumed to follow a nonhomogeneous Poisson process with an increasing intensity function. This paper departs from the usual power-law-process parametric approach by using the constrained nonparametric maximum likelihood estimate of the intensity function to estimate the optimum preventive maintenance policy. Several strategies to bootstrap the failure times and construct confidence intervals for the optimal maintenance periodicity are presented and discussed. The methodology is applied to a real data set concerning the failure histories of a set of power transformers.
Introduction
Consider a nonhomogeneous Poisson process (NHPP) having an increasing intensity λ(t) and hence a convex mean function Λ(t) =  t 0 λ(u) du, and let N i (t) be K independent realizations observed along possibly overlapping time intervals 0 ≤ t ≤ T i (1 ≤ i ≤ K ). This paper deals with the construction of bootstrap confidence intervals (CIs) for a functional τ = τ [λ(·)] based on the constrained nonparametric maximum likelihood estimate (NPMLE) of λ(t). Its motivation comes from the problem of estimating the optimal periodicity τ of perfect preventive maintenance (PM) for a repairable system that is subject to minimal repair (MR) after each failure.
Repairable systems are allowed to experience more than one failure throughout their life. After each failure, a maintenance activity is necessary for the system to return to operating condition. Usually, such activity repairs just the damaged part of the equipment, leaving it in the same condition as it was just before the failure. This kind of repair is usually called MR. On the other hand, a planned maintenance activity, referred to as PM renews the entire system and brings it to as good as new condition. Determining the optimal maintenance time of a repairable system has been of interest since the early work of Barlow and Hunter (1960) . More precisely, suppose that under MR the system failures are modeled as an NHPP with an increasing intensity λ(t) and let C PM and C MR be the fixed costs of the PM and MR actions. In order to minimize the system operational cost per unit of time, PMs should be performed periodically every τ units of time, where τ is the solution of τ λ(τ ) − (cf. Hunter, 1960 or Gilardoni and Colosimo, 2007) . Since the intensity λ(t) is typically unknown, in practice one obtains an estimateλ(t) based on the failure histories of one or more realizations of the system under consideration and uses it to compute an estimate of τ by solving (1) withλ instead of λ. Colosimo (2007, 2011) consider both parametric and nonparametric estimation of τ . For the former, they use a power law process (PLP) intensity λ(t) = (β/θ ) (t/θ ) β−1 (cf. Crow, 1974 or Rigdon and Basu, 2000) . On the other hand, their nonparametric approach first pools or superimposes the K failure histories into one realization using the Total Time on Test (TTT) transform. Based on this one realization, they follow Cowling et al. (1996) to bootstrap the failure times in the TTT scale and compute a kernel estimate and bootstrap confidence bands for the intensity of the superimposed process. These confidence bands are then transformed back to the original time scale using the TTT inverse transformation. Finally, the bands for the intensity of the original process are plugged into (1) to obtain the desired intervals for τ . However, this approach has the drawback that the monotonicity restriction on λ(t), without which (1) may not have a solution, is not taken into account by the kernel estimates used in the process.
The unconstrained NPMLE of the mean function Λ(t) is the Nelson-Aalen estimate, i.e., the step function having jumps of size (1/number of realizations at risk) at each observed event time (cf. Aalen, 1978 , Ramlau-Hansen, 1983 or Aalen et al., 2008 . On the other hand, NPMLEs of the intensity function of an NHPP subject to monotonicity constraints have been considered in Boswell (1966) and Bartoszynski et al. (1981) . When only one realization is observed, Boswell (1966) showed that the constrained NPMLE of λ(t) is the right derivative of the greatest convex minorant (GCM) of the unconstrained NPMLE. Later, Bartoszynski et al. (1981) obtained an expression for the constrained NPMLE when several realizations of the NHPP are observed along overlapping time intervals. Recently, Gilardoni and Colosimo (2011) showed that the TTT transform provides the right connection between the algorithm of Boswell and that of Bartoszynski et al. More precisely, they showed that the algorithm to obtain the constrained NPMLE in the many realizations setup can be described as follows. First, the many realizations are superimposed in the TTT scale. Based on this one realization, one then uses Boswell's algorithm to estimate the intensity of the superimposed process. Finally, to obtain the constrained NPMLE of the intensity of the original process, one goes back to the original time scale using the inverse of the TTT transformation.
Based on the constrained NPMLE of the intensity function, we propose several strategies to obtain bootstrap samples of τ . On the one hand, we can work in the original time scale and draw a bootstrap sample of the systems by drawing randomly with replacement K of the observed systems, say N *
, based on which we can then compute the constrained NPMLEλ * (t) and plug it into (1) to get a bootstrap sample τ * of the estimate of the optimal maintenance time. On the other hand, we can first superimpose the systems in the TTT scale and use Boswell's algorithm to compute the constrained NPMLE of the intensity of the superimposed process, sayλ S (s). Then, by analogy to Cowling et al. (1996) , we can generate an NHPP with intensityλ S (s) and use the simulated failure times and again Boswell's algorithm to compute a bootstrap sampleλ * S (s).
Finally,λ * S (s) is transformed back into the original time scale to get an estimateλ * (t) of the intensity of the original process, which is plugged into (1) to get the desired bootstrap sample τ * . In a sense, the question between these two strategies is whether to bootstrap first and pool second or vice versa.
Most of the literature on repairable systems considers a parametric approach using the PLP intensity. Recent examples are Yu et al. (2007 Yu et al. ( , 2008 , Pan and Rigdon (2009) and Ryan et al. (2011) . Further developments regarding optimal maintenance, which will not be pursued here, can be found in Gerstack (1977) , Sloan (2008) , Colosimo et al. (2010) and Tsai et al. (2011) . From a purely mathematical point of view, the problem of finding the NPMLE of the intensity of an NHPP under a monotonicity restriction is formally the same as that of estimating a density function under the same kind of constraint, which is solved in the fundamental work of Barlow et al. (1972) . Although it is not obvious, these two problems are also equivalent to that of estimating a monotonic hazard function based on right censored data, which is addressed by Tsai (1988) . Hall and Huang (2001) follow a different approach to constrained estimation which is based on kernel estimates and hence does not rely upon maximum likelihood.
The rest of this paper is organized as follows. Sections 2 and 3 contain brief reviews of the derivation of the constrained NPMLE, respectively, of the determination of the optimal periodicity of PM. Section 4 describes in detail the strategies used to generate the bootstrap samples of τ , including the two mentioned above and three others that are slight modifications of the second one. Section 5 describes a Monte Carlo experiment that was run to study the performance of the nonparametric bootstrap CIs and to compare them with the parametric CI based on the PLP and maximum likelihood asymptotics. Section 6 gives an application of the methodology to a real data set consisting of the failure histories of 40 electrical power transformers from a Brazilian electrical power company (cf. Fig. 1 and Colosimo, 2007, 2011; Tsai et al., 2011) . Section 7 contains some concluding remarks and, finally, we include in an Appendix a proof of the form of the constrained NPMLE estimate of the intensity function that is self-contained, in the sense that it only requires knowledge of some elementary properties of convex sets.
Nonparametric inference for an increasing intensity function
There are basically two ways to observe data from a repairable system, depending on whether data collection ceases after a specified number of failures n or at some predetermined time T . These sampling schemes are said to be failure, respectively, time truncated (cf. Rigdon and Basu, 2000) . Although many inference procedures require only slight adjustments depending on which sampling scheme was selected, the distinction is crucial for us because the constrained NPMLE does not exist in the failure truncated case (cf. Bartoszynski et al., 1981) . Hence, from now on we will consider just the time truncated case. Suppose first that only one system is observed and let N(t) =  n j=1 I(t ≥ t j ) be the number of failures up to time t, where 0 < t 1 < · · · < t n < T are the observed failure times. Since for a time truncated system the at risk process is Aalen (1978, Section 5 ) that the log-likelihood is
where we have omitted an additive constant that does not depend on λ(·) (see also Rigdon and Basu, 2000) . The unconstrained NPMLE of Λ(t), in the sense of Scholz (1980) , is the step functionΛ(t) = N(t). Since its derivative is almost everywhere zero, the unconstrained NPMLE of λ(t) does not exist. However, depending on the type of restriction imposed on λ(t), the constrained NPMLE might exist. Indeed, Boswell (1966) showed that the maximum of (2) among increasing intensities is attained for a right continuous step functionλ(t) which has jumps at a subset of the t i 's and such thatλ(0) = 0 and
where we put t 0 = 0 and t n+1 = T . An alternative representation of the constrained NPMLE isλ(t) =Λ ′ (t + 0), wherê Λ(t) = sup{f (t) : f is convex and f (u) ≤Λ(u) for all u} is the GCM ofΛ(t) (see Fig. 2(a) ). In Appendix we give a direct proof of both (3) and the GCM representation using only some elementary properties of convex sets. In practice,λ(t) is computed using the following algorithm:
Set i h+1 to be the index which minimizes the slopes between
Suppose now that we observe K independent realizations of the same NHPP truncated at possibly different times
, where t ij is the time of the jth failure of the ith system. The log-likelihood is now
Define the TTT transformation R by R(t) =  K i=1 min(t, T i ), and its generalized inverse by R −1 (s) = inf{t : R(t) ≥ s}. Gilardoni and Colosimo (2011) showed that (5) is equivalent to where
Noting that λ(t) is increasing if and only if λ S (s) is too, and comparing (2) with (6), one concludes that the computation of the constrained NPMLE in the many realizations setup can be reduced to the single realization setup discussed before. Essentially, one defines the superimposed
, uses the algorithm (4) to compute the constrained NPMLEλ S (s), and then goes back to the original time scale by lettingλ(t) =λ S [R(t)]. This process is illustrated in Fig. 2 
(a)-(c)
for the power transformers data set.
Optimal maintenance time
As before, let N(t) be the number of failures up to time t and suppose that under MR, N(t) is an NHPP with intensity λ(t) and mean function Λ(t) =  t 0 λ(u) du. Since preventive maintenance can only be justified by the fact of system degradation over time, we also assume that λ(t) is increasing and hence that Λ(t) is convex. Suppose now that the system will be in operation for T units of time, with T large, and assume that it is decided to perform PM every τ units of time. In order to compute the expected cost
, where m = [T /τ ] is the largest integer smaller than or equal to T /τ , and let C PM and C MR be the fixed costs of performing a PM, respectively, an MR action. Now, since a PM performed at t = kτ renews the process, one expects to have
Hence, the expected cost of operating the system in that interval is C MR Λ(τ ) + C PM and the total expected cost over (0, T ] is
where the last term is the cost associated with the failures in the interval (mτ , T ]. Dividing by T and taking limits as T → ∞ we get the expected cost per unit of time over an infinite horizon
Therefore, provided that λ(t) is continuous, the optimal PM periodicity is obtained by solving
More generally, if λ(t) is a step function, as will be the case later on, the optimal periodicity τ OPT is any time such that
Once we have estimatesλ(t) andΛ(t) =  t 0λ (u) du, the natural estimate of the optimal PM periodicity is obtained by minimizingĤ(τ ) = [C MRΛ (τ ) + C PM ]/τ . Since parametric estimates of the intensity function will typically be continuous, the optimal τ will be in this case the solution ofD(τ ) = τλ(τ ) −Λ(τ ) = C PM /C MR . On the other hand, as mentioned above, some care is needed for the constrained NPMLE discussed in Section 2 becauseD(τ ) will be discontinuous. More precisely, using the notation in (4), suppose that the constrained NPMLE of λ(t) in the original time scale is given bŷ 
is also a step function. It follows that in order to minimizeĤ(τ ), we search for the first t i j such thatD( Fig. 2(d) ). If no such t i j exists, i.e., ifD(t E+1 ) ≤ C PM /C MR , all we can conclude is that the optimal periodicity is either greater than the maximum truncation time or is infinite. We also note here that in theory the optimal periodicity may not be unique if there is a t i j for whichD(t i j ) is exactly equal to C PM /C MR , but this event has probability zero under the NHPP model.
Bootstrap methods
We consider five different strategies to bootstrap the estimates of the optimal periodicity. The first one, denoted below by boot.sys, bootstraps the systems or realizations in the original time scale as if they were clustered data (cf. Field and Welsh, 2007) . More precisely, suppose that the data consists of failure times t ij and truncation times
We first sample with replacement K integers between 1 and K , say i * 1 , . . . , i * K . Based on the set of (possibly repeated) failure times t i * h ,j and truncations T i * h , we compute the TTT transform and the estimatesλ * S (s) andλ * (t) of the intensities in the TTT and original time scale and, finally, we useλ * (t) to compute a bootstrap estimateτ * of the optimal periodicity. Here, as well as in the rest of this section, the expressions in Section 2 must be adjusted to account for the possibility of repeated failure times. For instance, the numerator in (3) should be f k − f h , where f i is the number of failures up to and including t i .
All other strategies resample failure times from the superimposed process in the TTT time scale. The second one, denoted by boot+n+t, generates TTT failure times s * 1 , . . . , s * n * by simulating an NHPP whose intensity function is the constrained NPMLEλ S (s) computed with the original data set. Recall that to generate an NHPP with intensityλ S (s) and mean function Λ S (s) truncated in (0, S), one first generates n * ∼ Poisson(Λ S (S)) and then obtains the TTT failure times as the order statistics of a size n * i.i.d. random sample from the cdfΛ S (s)/Λ S (S), 0 < s < S, where S =  K i=1 T i is the truncation time of the superimposed process. Once these failure times are obtained, we use (3) or (4) to computeλ * S (s), then the inverse TTT transform to getλ * (t) and finally the procedure described at the end of Section 3 to get a resampleτ * of the estimate of the optimal periodicity.
The last three strategies are variants of the one just described. More precisely, the third one, boot−n+t, proceeds exactly as does boot+n+t except for the fact that n * is kept fixed and equal to n, the number of failures in the original data set. The fourth one, boot+n−t, differs from boot+n+t only in that, instead of resampling the TTT failure times s * 1 , . . . , s * n * from the cdfΛ(s)/Λ(S), they are the order statistics of a size n * random sample with replacement from the set of original TTT failure
Finally, the last strategy boot−n−t both keeps n * = n fixed and resamples from the original TTT failure times. We note that in a somewhat different context, namely that of bootstrapping a kernel estimate of λ(t), Cowling et al. (1996) consider resampling procedures which are analogous to the strategies boot+n+t, boot−n+t and boot−n−t.
The strategies boot+n+t and boot−n+t require to sample from the cdfΛ S (s)/Λ S (S) (0 < s < S). This can be done easily: sinceλ S (s) is a step function, the corresponding pdfλ S (s)/Λ S (S) can be written as a mixture of uniform distributions.
Monte Carlo simulation
In this section we describe some Monte Carlo simulations in order to compare the five resampling methods. Failure times were generated for 36 = 3 × 2 × 2 × 3 different scenarios. These were defined considering (i) three parametric models, (ii) either K = 40 or K = 80 systems, (iii) either equal or unequal truncation times, and (iv) truncation times giving on average roughly 0.5, 1.0 or 2.0 expected failures per system.
For the parametric models, we used a PLP intensity λ(t) = (β/θ ) (t/θ ) β−1 , a log-linear intensity λ(t) = exp{α + βt}, and an increasing bounded intensity
The parameter values were set at β = 2 and θ = 24 for the PLP, α = −4.5 and β = 0.1 for the log-linear, and α = 0.6 and β = 80 for the bounded intensity model. These are roughly the MLEs obtained by fitting each of these models to the power transformers data set. In all cases we used a cost ratio C PM /C MR = 1/16, giving actual optimal periodicities of preventive maintenance equal to τ = 6.00, 8.04 and 5.99 for, respectively, the PLP, loglinear and bounded intensities. We note that although other bounded intensities have been considered previously in the literature, e.g., λ(t) = α[1 − exp(−t/β)] by Pulcini (2001) , they are difficult to simulate from. This is because, as mentioned above, simulating an NHPP truncated in (0, T ) requires sampling from the cdf Λ(t)/Λ(T ) (0 < s < S). This is typically achieved by sampling a Uniform(0, 1) random variate u and solving the equation Λ(t)/Λ(T ) = u, which does not have an explicit solution for Pulcini's intensity. On the other hand, in the case of the bounded intensity (9), the mean number of failures is Λ(t) = α[t − 2β √ 1 + t/β] and hence the equation Λ(t)/Λ(T ) = u has for 0 < t < T the unique solution t = uΛ(T )/α + 2β + 2 √ β √ uΛ(T )/α + 2β. For each of the three parametric models and K = 40 systems, we considered three scenarios each for the two cases of equal and unequal truncation times. Equal truncation times were set to be T = 17, 24, and 34 for the PLP, T = 17, 24, and 30 for the loglinear, and T = 17, 24, and 36 for the bounded intensity function. As mentioned before, these values were set in such a way that the expected failures per system are roughly 0.5, 1.0, and 2.0. Unequal truncation times were set to be a multiple of the truncation times in the power transformers data set. The multiplication constant was set to be c = 1.00, 1.36, and 1.92 for the PLP, c = 1.00, 1.25, and 1.60 for the loglinear, and c = 1.00, 1.42, and 2.07 for the bounded intensity case. Again, these values were set to have on average roughly 0.5, 1.0, and 2.0 expected failures per system. Finally, we also considered scenarios with K = 80 systems by replicating twice the truncation times considered before when K = 40.
The failure times for each of the 36 scenarios were simulated M = 3000 times. For each simulation, the estimated optimal periodicity was resampled B = 1000 for each of the five strategies discussed in the previous section. Bootstrap 90% CIs were defined by the 5% and 95% quantiles of the bootstrap sample. Then, for each scenario and each strategy, we computed the observed coverage 1 −α and the median relative CI length (MRL, i.e., median CI length divided by the actual τ ). We note that sinceτ may be infinite with positive probability no matter the scenario considered, the average CI length actually estimates ∞. Hence, the median length is more appropriate than the average length as a measure of efficiency. For comparison, we also computed the parametric CI assuming a PLP process. To do this, we reparametrized the PLP intensity in terms of η = log β and ν = log θ, computed MLEsη andν by maximizing numerically the PLP likelihood and obtained the estimate of the optimal periodicity aŝ
(cf. Gilardoni and Colosimo, 2007) . Finally, in order to build CIs, the asymptotic variance ofτ PLP was obtained by using the Delta Method and the (η, ν) observed information matrix. Tables 1-3 show the results of the Monte Carlo study. MRE, IQR.RE, MRL, and (1 −α) stand, respectively, for the median and interquartile range of the relative error, the median relative length of the 90% CI (i.e., length divided by actual τ ), and the observed coverage. T tr are the truncation times of the power transformers data set. T * tr is T tr replicated twice. For completeness, we also included in these tables information about the parametric estimateτ PLP and the nonparametric estimate of τ . In this case, for each point estimate we report the median and the interquartile range of the relative estimation error (i.e., of the difference between the estimate and the actual τ divided by τ ). Table 2 Simulation results for loglinear intensity λ(t) = exp{α + βt}, α = −4.5, β = 0.1.
Point Est.
Equal truncation times Unequal truncation times Results based on M = 3000 simulations. In all cases the bootstrap sample size is B = 1000. MRE, IQR.RE, MRL and (1 −α) stand respectively for the median and interquartile range of the relative error, the median relative length of the 90% CI (i.e. length divided by actual τ ) and the observed coverage. T tr are the truncation times of the power transformers data set. T * tr is T tr replicated twice.
Table 3
Simulation results for bounded intensity
Point Est. Equal truncation times Unequal truncation times Results based on M = 3000 simulations. In all cases the bootstrap sample size is B = 1000. MRE, IQR.RE, MRL and (1 −α) stand respectively for the median and interquartile range of the relative error, the median relative length of the 90% CI (i.e. length divided by actual τ ) and the observed coverage. T tr are the truncation times of the power transformers data set. T * tr is T tr replicated twice.
The observed coverage and MRL for the case of K = 40 equally truncated systems are shown in Fig. 3 . Below we summarize the main findings. Of course, our conclusions are limited to the scenarios considered above.
• As should be expected, the parametric CI is the best one under the PLP model. Indeed, in all 12 PLP scenarios, the parametric CI gave observed coverages between 0.884 and 0.917, hence quite close to the 90% nominal coverage, while the corresponding CI lengths were roughly between one-half and one-fourth those of the best nonparametric CI. The results in Table 3 indicate that the parametric CI also performed well for the bounded intensity scenarios. For some choice of parameter values, almost all observed failures are located in a time period where the PLP and the bounded intensities are very similar. Our results in the next section suggest that this happens too for the power transformer application. However, the parametric CI performed badly for the loglinear model, sometimes with almost null observed coverages. • Although resampling the systems in the original time scale (i.e., boot.sys) may be acceptable for large K , it tends to behave always worst than, for instance, boot−n+t.
• Increasing the truncation times has little effect, if any, on the performance of the nonparametric point and interval
estimates. This is probably due to the facts that (i) nonparametric estimates behave locally and (ii) the estimation of τ depend on the values ofλ(t) for t < τ . Of course, this is true so long as the truncation times are greater than the optimal τ . • Across the different simulation scenarios, the bootstrap strategies boot+n+t or boot−n+t perform at least as well, and in some cases much better, than any of the other three (see, for instance, the PLP case with K = 40 systems). In other words, resampling the failure times from the cdfΛ S (s)/Λ S (S) is better than resampling from the actual times. Finally, among the two strategies that resample from the cdfΛ S (s)/Λ S (S), boot−n+t seems to behave slightly better than boot+n+t.
Application
Here we consider the data set consisting of n = 21 failure times for K = 40 power transformers (see Fig. 1 ). The electric company operating the transformers provided the cost ratio C PM /C RM = 1/15 necessary to obtain τ in (1).
NPMLEs of the mean function Λ(t) and the intensity λ(t) are shown in Fig. 2(b) and (c). The corresponding estimatesD(t) andτ NP = 7.396 are shown in Fig. 2(d) . We also adjusted the three parametric models discussed previously by numerically maximizing the corresponding likelihood functions. The MLEs wereθ = 24.366,β = 1.995, andτ PLP = 6.286 for the PLP; α = −4.505,β = 0.094, andτ loglin = 8.586 for the loglinear; andα = 0.561,β = 73.138, andτ bounded = 6.140 for the bounded intensity model. Fig. 4(a) shows the unconstrained NPMLE estimate of Λ(t) along with the three parametric estimates and suggests that the PLP and bounded intensity models adjust better to the data than the loglinear model. Fig. 4(b shows the parametric estimates of Λ(t) for the observed failure times for the PLP and bounded intensity models. Since the points lie almost exactly on the line y = x, this suggests that for the range of values considered in this data set the two models are to a large extent indistinguishable. We note that this finding is consistent with the simulation results reported in the previous section.
The maximized log-likelihoods werel PLP = −87.671,l loglin = −88.913, andl bounded = −87.639. Since all three models have exactly two parameters, the Bayesian information criterion (BIC) to compare them differs from the log-likelihoods by the same constant. Hence, assuming equal prior probabilities for the three models and diffuse priors for the parameters, we can interpret the likelihoods as being approximately proportional to the posterior probabilities of the models. These would give probabilities 0.431, 0.124, and 0.445 for the PLP, loglinear and bounded models, respectively. Hence, even if the PLP and bounded intensity models adjust better, it is not possible to totally dismiss the loglinear model. Moreover, the diagnostic plots of the parametric estimatesΛ PLP (t ij ),Λ bounded (t ij ) andΛ loglin (t ij ) against the unconstrained NPMLE estimate, shown in Fig. 4(c) -(e), leave some doubt about the quality of the three parametric fits.
The parametric 90% CI based on the Delta Method and (10) was 5.203 < τ < 7.593, which is based on an estimated error equal to 0.115 for logτ PLP . On the other hand, the 90% CI using the boot−n+t was 5.235 < τ < 10.894. We note that the difference between the two CIs seems to be almost exclusively along the upper tail of the sampling distributions, in the sense that the two lower limits are quite similar. Given the small number of failures and the previous observations about the fit of the three parametric models, we feel that the parametric CI may be misleading in the sense that it may fail to capture all the uncertainty in the data.
To conclude this section, we note that the constrained NPMLE of Λ(t) can be plugged into (7) to obtain a nonparametric estimate of the expected cost per unit of time. Note that sinceΛ(t) is piecewise linear, the estimateĤ NP (t) will be piecewise hyperbolic (see Fig. 4(f) ). For the estimates considered above, the estimated costs per unit of time (1000 h), measured in C MR monetary units, are 0.0131 forτ NP = 7.396, 0.0144 forτ PLP = 6.286, 0.0162 forτ loglin = 8.586, and 0.0146 for τ bounded = 6.140. Even if the differences between the costs may seem small, one should consider here that it may have a large financial impact for a company that operates many transformers over a very long horizon.
Final remarks
This paper presented a bootstrap nonparametric approach to constructing CIs for functionals of the intensity of an NHPP subject to a monotonicity constraint. When several realizations of the NHPP are observed, our results suggest that one should first pool or superimpose the realizations using the TTT time transform and then bootstrap the one realization of this superimposed process. In a sense, this is consistent with the fact that, in the context of kernel estimation of the intensity function, there is substantial evidence that one should pool first and estimate second and not vice versa (see, for instance, Chiang et al., 2005 or Gilardoni and Colosimo, 2011) .
Among the four different bootstrap strategies that resample the TTT superimposed failure times, we conclude that one should always resample the times from the cdfΛ S (s)/Λ S (S) (0 < s < S), although whether resampling the total number of failures n * from a Poisson distribution with meanΛ S (S) or keeping it fixed and equal to the observed number of failures has little impact on the length and coverage of the CIs. Based on this, we found in Section 5 that the strategy boot−n+t was marginally better than boot+n+t, but any of those two performed much better than the other three bootstrap procedures studied. In Section 6, we found a nonparametric CI for the optimal maintenance time for a real data set, improving, in our view, on some parametric CIs that have been reported previously in the literature. We note that one of the advantages of the TTT transform is that the corresponding bootstrap CIs are quite fast to compute (about 13 s on R running under Linux on a 2.40 GHz Intel core i5 processor for the transformers data set). Finally, as a side note, in Section 5 we introduced a new bounded intensity model for the NHPP which, unlike other such intensities, is easy to simulate from.
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Appendix. Proof of (3)
Here we prove that the constrained NPMLE of λ(t) is given by (3). We begin by reviewing some basic facts about convex sets (cf. Ferguson, 1967 or Rao, 1967 . The convex envelope C(A) of a set A is the set of all points x that are convex linear combinations (clc) of elements of A, i.e., all x such that there exist an integer r, a 1 , . . . , a r ∈ A, and nonnegative weights w 1 , . . . , w r with  r i=1 w i = 1 such that x =  r i=1 w i a i . An element of C(A) is said to be an extreme point if it cannot be written as a clc of any two different elements of C(A). The boundary of C(A) is the set formed by all extreme points and all those points which are the clc of at most two elements of C(A).
Given an increasing intensity λ(t), define λ * (t) = λ(max{t i : t i ≤ t}). Since L(λ) ≤ L(λ * ), this implies that the constrained NPMLEλ(t) ought to be a step function. It is also easy to prove that  T 0λ (u) du = n (see, for instance, Gilardoni and Colosimo, 2011, Proposition 3) .
Let A = {(t, y) ∈ R 2 : y ≥Λ(t)} be the epigraph ofΛ(t) and denote by (t 1 , 0) = (t i 1 , i 1 − 1), (t i 2 , i 2 − 1), . . . , (t i E+1 , i E+1 − 1) = (T , n) the extreme points of C(A), ordered so that 1 = i 0 < i 1 < · · · < i E < i E+1 = n + 1. To prove that (3) gives the constrained NPMLE of λ(t), note that with this notation (3) is equivalent tô λ(t) = i j+1 − i j t i j+1 − t i j (A.1) (i.e. the slope of the straight line through (t i j , i j − 1) e (t i j+1 , i j+1 − 1)) whenever t i j ≤ t < t i j+1 . Hence, we need to show that for any increasing step function λ(t) we have that ℓ(λ) ≥ ℓ(λ).
It follows from (A.1) and (2) that
On the other hand, for any increasing step function λ(t),
