Distributions over rankings are used to model data in various settings such as preference analysis and political elections. The factorial size of the space of rankings, however, typically forces one to make structural assumptions, such as smoothness, sparsity, or probabilistic independence about these underlying distributions. We approach the modeling problem from the computational principle that one should make structural assumptions which allow for ecient calculation of typical probabilistic queries. For ranking models, typical queries predominantly take the form of partial ranking queries (e.g., given a user's top-k favorite movies, what are his preferences over remaining movies?). In this paper, we argue that ried independence factorizations proposed in recent literature [7, 8] are a natural structural assumption for ranking distributions, allowing for particularly efcient processing of partial ranking queries.
Introduction
Rankings arise in a number of machine learning application settings such as preference analysis for movies and books [14] and political election analysis [6, 8] . In these applications, two central problems typically arise (1) representation, how to eciently build and represent a exible statistical model, and (2) reasoning, how to eciently use these statistical models to draw probabilistic inferences from observations. Both problems are challenging because of the fact that, as the number of items being ranked increases, the number of possible rankings increases factorially.
The key to ecient representations and reasoning is to identify exploitable problem structure, and to this end, there have been a number of smart structural assumptions proposed by the scientic community. These assumptions have typically been designed to reduce the number of necessary parameters of a model and have ranged from smoothness [10] , to sparsity [11] , to exponential family parameterizations [14] .
We believe that these problems should be approached with the view that the two central challenges are intertwined that model structure should be chosen so that the most typical inference queries can be answered most eciently. So what are the most typical inference queries? In this paper, we assume that for ranking data, the most useful and typical inference queries take the form of partial rankings. For example, in election data, given a voter's top-k favorite candidates in an election, we are interested in inferring his preferences over the remaining n − k candidates.
Partial rankings are ubiquitous and come in myriad forms, from top-k votes to approval ballots to rating data; Probability models over rankings that cannot eciently handle partial ranking data therefore have limited applicability. Ranking datasets in fact are often predominantly composed of partial rankings rather than full rankings, and in addition, are often heterogenous, containing partial ranking data of mixed types.
In this paper, we contend that the structural assumption of ried independence is particularly well suited to answering probabilistic queries about partial rankings. Ried independence, which was introduced in recent literature by Huang et al. [7, 8] , is a generalized notion of probabilistic independence for ranked data. Like graphical model factorizations based on conditional independence, ried independence factorizations allow for exible modeling of distributions over rankings which can be learned with low sample complexity. We show in particular, that when ried independence assumptions are made about a prior distribution, partial ranking observations decompose in a way that allows for ecient conditioning. The main contributions of our work are as follows:
• When items satisfy the ried independence relationship, we show that conditioning on partial rankings can be done eciently, with running time linear in the number of model parameters.
• We show that, in a sense (which we formalize), it is impossible to eciently condition on observations that do not take the form of partial rankings.
• We propose the rst algorithm that is capable of eciently estimating the structure and parameters of rie independent models from heterogeneous collections of partially ranked data.
• We show results on real voting and preference data evidencing the eectiveness of our methods.
Ried independence for rankings
A ranking, σ, of items in an item set Ω is a oneto-one mapping between Ω and a rank set R = {1, . . . , n} and is denoted using vertical bar notation as σ −1 (1)|σ −1 (2)| . . . |σ −1 (n). We say that σ ranks item i 1 before (or over) item i 2 if the rank of i 1 is less than the rank of i 2 . For example, Ω might be {Artichoke, Broccoli, Cherry, Date} and the ranking Artichoke|Broccoli|Cherry|Date encodes a preference of Artichoke over Broccoli which is in turn preferred over Cherry and so on. The collection of all possible rankings of item set Ω is denoted by S Ω (or just S n when Ω is implicit).
Since there are n! rankings of n items, it is intractable to estimate or even explicitly represent arbitrary distributions on S n without making structural assumptions about the underlying distribution. While there are many possible simplifying assumptions that one can make, we focus on a recent approach [7, 8] in which the ranks of items are assumed to satisfy an intuitive generalized notion of probabilistic independence known as ried independence. In this paper, we argue that rifed independence assumptions are particularly eective in settings where one would like to make queries taking the form of partial rankings. In the remainder of this section, we review ried independence.
The ried independence assumption posits that rankings over the item set Ω are generated by independently generating rankings of smaller disjoint item subsets (say, A and B) which partition Ω, and piecing together a full ranking by interleaving (or rie shuing) these smaller rankings together. For example, to rank our item set of foods, one might rst rank the vegetables and fruits separately, then interleave the two subset rankings to form a full ranking. To formally dene ried independence, we use the notions of relative rankings and interleavings.
Denition 1 (Relative ranking map). Given a ranking σ ∈ S Ω and any subset A ⊂ Ω, the relative ranking of items in A, φ A (σ), is a ranking, π ∈ S A , such that π(i) < π(j) if and only if σ(i) < σ(j).
Denition 2 (Interleaving map). Given a ranking
σ ∈ S Ω and a partition of Ω into disjoint sets A and B, the interleaving of A and B in σ (denoted, τ AB (σ)) is a (binary) mapping from the rank set R = {1, . . . , n} to {A, B} indicating whether a rank in σ is occupied by A or B. As with rankings, we denote the interleaving of a ranking by its vertical bar notation:
Example 3. Consider a partitioning of an item set Ω into vegetables A = {Artichoke, Broccoli} and fruits B = {Cherry, Date}, and a ranking over these four items σ = Artichoke|Date|Broccoli|Cherry. In this case, the relative ranking of vegetables in σ is φ A (σ) = Artichoke|Broccoli and the relative ranking of fruits in σ is φ B (σ) = Date|Cherry. The interleaving of vegetables and fruits in σ is τ AB (σ) = A|B|A|B. 
Denition 4 (Ried Independence
for distributions m AB , f A and g B , dened over interleavings and relative rankings of A and B respectively. We refer to m AB as the interleaving distribution and f A and g B as the relative ranking distributions.
Ried independence has been found to approximately hold in a number of real datasets [9] . When such relationships can be identied in data, then instead of exhaustively representing all n! ranking probabilities, one can represent just the factors m AB , f A and g B , which are distributions over smaller sets.
Hierarchical rie independent models. The relative ranking factors f A and g B are themselves distributions over rankings. To further reduce the parameter space, it is natural to consider hierarchical decompositions of itemsets into nested collections of partitions (like hierarchical clustering). For example, Figure 2 shows a hierarchical decomposition where vegetables are rie independent of fruits among the healthy foods, and these healthy foods are rie independent of the subset {Eclair, F ondue}.
For simplicity, we restrict consideration to binary hier- 
Denition 6 (Observations). A subset observation O
is an observation whose likelihood is proportional to the indicator function of some subset of S n .
As a running example, we will consider the class of rst place observations throughout the paper. The rst place observation O =Artichoke is ranked rst, for example, is associated with the collection of rankings placing the item Artichoke in rst place (O = {σ : σ(Artichoke) = 1}). In this paper, we are interested in computing h(σ|σ ∈ O). In the rst place scenario, we are given a voter's top choice and we would like to infer his preferences over the remaining candidates.
Given a partitioning of the item set Ω into two subsets A and B, it is sometimes possible to decompose (or factor ) a subset observation involving items in Ω into smaller subset observations involving A, B and the interleavings of A and B independently. Such decompositions can often be exploited for ecient inference.
Example 7.
• The rst place observation O =Artichoke is ranked rst can be decomposed into two independent observations (1) Partial rankings. We begin our discussion by introducing partial rankings, which allow for items to be tied with respect to a ranking σ by`dropping' verticals from the vertical bar representation of σ.
Denition 12 (Partial ranking observation). Let Ω 1 , Ω 2 ,. . . , Ω k be an ordered collection of subsets which partition Ω (i.e., ∪ i Ω i = Ω and Ω i ∩ Ω j = ∅ if i = j).
The partial ranking observation 1 corresponding to this partition is the collection of rankings which rank items
in Ω i before items in Ω j if i < j. We denote this partial ranking as Ω 1 |Ω 2 | . . . |Ω k and say that it has type γ = (|Ω 1 |, |Ω 2 |, . . . , |Ω k |).
Given the type γ and any full ranking π ∈ S Ω , there is only one partial ranking of type γ containing π, thus we will also equivalently denote the partial rank-
The space of partial rankings as dened above captures a rich and natural class of observations. In particular, partial rankings encompass a number of commonly occurring special cases, which have traditionally been modeled in isolation, but in our work (as well as recent works such as [14, 13] ) can be used in a unied setting. • (Top-k observations): Top-k observations are partial rankings with type γ = (1, . . . , 1, n−k). These generalize the rst place observations by specifying the items mapping to the rst k ranks, leaving all n−k remaining items implicitly ranked behind.
• (Desired/less desired dichotomy): Partial rankings of type γ = (k, n − k) correspond to a subset of k items being preferred or desired over the remaining subset of n − k items. For example, partial rankings of type (k, n − k) might arise in approval voting in which voters mark the subset of approved candidates, implicitly indicating disapproval of the remaining n − k candidates.
Single layer decomposition. To show how partial rankings observations decompose, we will exhibit an 1 Proposition 16 (Single layer hierarchy). For any partial ranking observation S γ π and any binary partitioning of the item set (A, B), the indicator function of S γ π, δ Sγ π , factors rie independently as: If one is interested in conditioning on such observations, Theorem 18 suggests that a slower or approximate inference approach might be necessary.
Model estimation from partially ranked data
In this section we use the ecient inference algorithm proposed in Section 5 for estimating a rie independent model from partially ranked data. Because estimating a model using partially ranked data is typically considered to be more dicult than estimating one using only full rankings, a common practice (see for example [8] ) has been to simply ignore the partial rankings in a dataset. we can use the ecient algorithms developed in the previous section to infer his full preferences and consequently apply previously proposed algorithms which are designed to work with full rankings.
Censoring interpretations of partial rankings. Algorithm. We treat the model estimation from partial rankings problem as a missing data problem.
As with many such problems, if we could determine the full ranking corresponding to each observation in the data, then we could apply algorithms which work in the completely observed data setting. Since full rankings are not given, we utilize an ExpectationMaximization (EM) approach in which we use inference to compute a posterior distribution over full rankings given the observed partial ranking. In our case, we then apply the algorithms from [8, 9] which were designed to estimate the hierarchical structure of a model and its parameters from a dataset of full rankings.
Given an initial model h, our EM-based approach alternates between the following two steps until convergence is achieved.
• (E-step): For each partial ranking, S γ π, in the training examples, we use inference to compute a posterior distribution over the full ranking σ that could have generated S γ π via censoring, h(σ|O = S γ π). Since the observations take the form of partial rankings, we use the ecient algorithms in Section 5 to perform the E-step.
• (M-step): In the M-step, one maximizes the expected log-likelihood of the training data with respect to the model. When the hierarchical structure of the model has been provided, or is known beforehand, our M-step can be performed using standard methods for optimizing parameters. When the structure is unknown, we use a structural EM approach, which is analogous to methods from the graphical models literature for structure learning from incomplete data [4, 5] .
Unfortunately, the (ried independence) structure learning algorithm of [8] is unable to directly use the posterior distributions computed from the E-step. Instead, observing that sampling from rie independent models can be done eciently and exactly (as opposed to, for example, MCMC methods), we simply sample full rankings from the posterior distributions computed in the E-step and pass these full rankings into the structure learning algorithm of [8] . The number of samples that are necessary, instead of scaling factorially, scales according to the number of samples required to detect ried independence (which under mild assumptions is polynomial in n, [8] ).
Related work. There are several recent works to model partial rankings. Busse et al. [2] learnednite mixtures of Mallows models from top-k data (also using an EM approach). Lebanon and Mao [14] developed a nonparametric model based (also) on Mallows models which can handle arbitrary types of partial rankings. In both settings, a central problem is
to marginalize a Mallows model over all full rankings which are consistent with a particular partial ranking. To do so eciently, both papers rely on the fact (rst shown in [3] ) that this marginalization step can be performed in closed form. This closed form equation of [3] , however, can be seen as a very special case of our setting since Mallows models can always be shown to factor rie independently according to a chain structure.
2 Moreover, instead of resorting to the more complicated mathematics based on inversion combinatorics, our theory of complete decomposability oers a simple conceptual way to understand why Mallows models can be conditioned eciently on partial ranking observations.
2 A chain structure is a hierarchy in which only a single item is partitioned out at each level of the hierarchy.
Experiments
We demonstrate our algorithms on simulated data as well as real datasets taken from two dierent domains.
The Meath dataset [6] is taken from a 2002 Irish Parliament election with over 60,000 top-k rankings of 14
candidates. Figure 2 (a) plots, for each k ∈ {1, . . . , 14}, the number of ballots in the Meath data of length k.
In particular, note that the vast majority of ballots in the dataset consist of partial rather than full rankings.
We can run inference on over 5000 top-k examples for the Meath data in 10 seconds on a dual 3.0 GHz Pentium machine with an unoptimized Python implementation. Using`brute force' inference, we estimate that the same job would require roughly one hundred years.
We extracted a second dataset from a database of searchtrails collected by [15] , in which browsing ses- The value of partial rankings. We now show that using partial rankings in addition to full rankings allows us to achieve better density estimates. We rst learned models from synthetic data drawn from a hierarchy, training using 343 full rankings plus varying numbers of partial ranking examples (ranging between 0-64,000). We repeat each setting with 20 bootstrap trials, and for evaluation, we compute the loglikelihood of a testset with 5000 examples. For speed, we learn a structure H only once and x H to learn parameters for each trial. Figure 2(d) , which plots the test log-likelihood as a function of the number of partial rankings made available to the training set, shows that we are indeed able to learn more accurate distributions as more and more data are made available.
Comparing to a nonparametric model. Comparing the performance of rie independent models to other approaches was not previously possible since [8] could not handle partial rankings. Using our methods, we compare rie independent models with the state-of-the-art nonparametric Lebanon-Mao (LM08)
estimator of [14] on the same data (setting their regularization parameter to be C =1,2,5, or 10 via a validation set). For the Meath data, which is only approximately rie independent, we trained on subsets of size 5,000 and 25,000 (testing on remaining data). For each subset, we evaluated our EM algorithm for learning a rie independent model against the LM08 estimator when (1) using only full ranking data, and (2) using all data. As before, both methods do better when partial rankings are made available.
For the smaller training set, the rie independent model performs as well or better than the LM'08 estimator. For the larger training set of 25,000, we see that the nonparametric method starts to perform slightly better on average, the advantage of a nonparametric model being that it is guaranteed to be consistent, converging to the correct model given enough data.
The advantage of rie independent models, however, is that they are simple, interpretable, and can highlight global structures hidden within the data.
Conclusion
In probabilistic reasoning problems, it is often the case that certain data types suggest certain distribution representations. For example, sparse dependency EM with decomposable conditioning (d) Density estimation from synthetic data. We plot test loglikelihood when learning from 343 full rankings and between 0 and 64,000 additional partial rankings. (e) Density estimation from small (5000 examples) and large subsets (25000 examples) of the Meath data. We compare our method against [14] training (1) on all available data and (2) on the subset of full rankings. For low-order permutation observations (depending on only a few items at a time), recent work ( [10, 12] ) has
shown that a Fourier domain representation is appropriate. Our work shows, on the other hand, that when the observed data takes the form of partial rankings, then hierarchical rie independent models are a natural representation.
As with conjugate priors, we showed that a rie independent model is guaranteed to retain its factorization structure after conditioning on a partial ranking (which can be performed in linear time). Most surprisingly, our work shows that observations which do not take the form of partial rankings are not amenable to simple multiplicative update based conditioning algorithms. Finally, we showed that it is possible to learn hierarchical rie independent models from partially ranked data, signicantly extending the applicability of previous work.
