An elementary formal system (EFS, for short) is a kind of logic program which directly manipulates character strings. A number of researches have investigated the ability of EFS as an uniform framework for language learning in various learning models including model inference, inductive inference, and PAC-learning. In this paper, we investigate the polynomial time learnability of EFS from the view of active learning allowing membership queries. Positive results include the polynomial time learnability of the class of terminating HEFS of variable-occurrence k and arity r from equivalence queries and entailment membership queries with the information on termination. We also presented a lower bound result showing that the algorithm is near optimal in the query complexity. Negative results include a series of representation-independent hardness results, which ll the gap between the learnable and the non-learnable subclasses of EFS in our knowledge. Particularly, we showed that any class of EFS including unions of regular patterns are as hard as predicting DNF under cryptographic assumption even with membership queries.
Introduction
We study the problem of exactly learning subclasses of elementary formal systems using equivalence queries and membership queries. An elementary formal system (EFS) was originally invented by Smullyan [37] in early 1960s to develop his recursive function theory. Arikawa [6] rst employed EFS for studying formal languages, and later, Arikawa et al. [8] showed that EFS can be regarded as logic programs over strings, and that several subclasses of EFS correspond to Chomsky hierarchy and other important language classes in inductive inference, e.g., pattern languages [8, 14, 34] . Then, they developed in a uniform way inductive inference algorithms for these language classes based on the theory of model inference systems (MIS) by Shapiro [29] . This shows that EFS provide a unifying framework for studying the learnability of a wide range of diverse language classes including regular languages, context-free grammars, context-sensitive grammar as well as pattern languages and their unions.
Stimulated by the above pioneering study on the inferability of EFS by Arikawa et al, many researches investigated the EFS in various aspects of algorithmic/computational learning theory. Shinohara [32] showed that a rich subclass of EFS, LB-EFS(m), consisting of no more than m length-bounded clauses is identiable in the limit from positive examples alone, which generalizes the previous results on bounded unions of pattern languages [1, 31, 32, 41] . Mukouchi and Arikawa [25] showed that for a hierarchy of hypothesis spaces LB-EF S(m) for m 0, there exists a learner who can refute each hypothesis space if it turns out to be insucient for identication. Moriyama, Sato [23] , Mukouch [24] and Kobayashi, Yokomori [17] showed that classes of EFS enjoy various good topological properties in inductive inference. Kobayashi [18] also used EFS as a tool for uniformly showing the ecient inferability of a collection of language classes in identication in the limit. Sugimoto et al. [35] consider the learning of translations using EFS dening a binary relation over strings. Recently, Jain and Sharma [15] analyzed the mind change complexity and the intrinsic complexity of subclasses of EFS and derived a number of interesting results that relate EFS to concept classes studied in traditional inductive inference researches.
While the inductive inferability of EFS is well investigated as seen above, there are only few researches concerned with the polynomial time learnability. One of the rst research in this direction is Miyano, Shinohara, Shinohara [22] . They introduced the class of hereditary EFS (HEFS, for short) that is expressive enough to contain all contextfree languages, and some non-context-free languages while the class still allows ecient computation. Indeed, HEFS even captures the whole class of polynomial time decidable languages [14] . They showed that for every m; k; t; r 0, the subclass HEFS(m; k; t; r) of hereditary EFS consisting of at most m clauses of variable-occurrence k, the body-length t and arity r is polynomial time PAC-learnable.
Then, Sakakibara [28] showed that in the setting of active learning, the class of kbounded extended simple EFS consisting of arbitrary number of clauses, which is a subclass HEFS(3; k; k; 1), is polynomial time learnable with equivalence and predicate membership queries. A natural question is whether we can learn more general class of HEFS by relaxing the restriction on the variable-occurrence k and the body-length t.
In this paper, we investigate the polynomial time learnability in the exact learning model with equivalence and membership queries by Angluin [3] . After introducing nec-essary denitions and results on EFS, in Section 3 we start with showing that the result by Sakakibara [28] can be naturally extended for the whole class of HEFS(3; k; t; r). We present the algorithm LEARN BY CBA that learns all hypotheses H 3 predicate membership queries for every k; t; r 0, where p = ]5, m = ]H 3 , and n is the size of the largest counterexample seen so far. This algorithm uses a top-down search strategy based on the controlled generation of candidate clauses and the contradiction backtracing algorithm (CBA) [29] , and thus can be seen as a polynomial time counterpart of the algorithm MIEFS by Arikawa et al. [8] . Unfortunately, for every xed k 0, the running time of this learning algorithm is polynomial time in m; n, but exponential in the body-length t which is essential in this top-down method.
A possible way to overcome this diculty is to allow a learner to use additional information on the target EFS H 3 . The rst type of additional information is provided by entailment membership queries in the framework of learning from entailment. Learning from entailment [12, 26] is a modication of exact learning model [3] , which is suitable for studying the learnability of fragments of the rst-order logic [10, 11, 13, 16, 26] . In this model, an example is a (possibly non-ground) clause either entailed or not entailed from the target hypothesis, and the entailment equivalence and the entailment membership queries are dened to be the ordinary equivalence and membership queries in this semantics, respectively.
The second types of additional information we use is the oracle for termination. Arikawa et al. [8] showed that the standard SLD-resolution procedure can be used for accepting EFS languages. A problem here is the SLD-resolution procedure may not terminate for some goals by producing an innite sequence of goal clauses. A dependency relation > H of an EFS H is a binary relation > H over atoms for which A > H B i the atom A and B appear in the head and the body of an instance of some clause in H 3 , resp. It is known that the acyclicity of this dependency relation > H of H is a sucient condition for the termination [5] . Then, the dependency query is dened to ask if a given pair (A; B) of atoms satises A > H3 B for the target EFS H 3 . The dependency query is undecidable in general, but for some classes of EFS, e.g., hierarchical EFS and weakly reducing EFS [40] , the dependency query is eciently computable without knowing particular H 3 by using a termination ordering, e.g., the size reduction ordering.
Using these additional information, we develop a learning algorithm LEARN BY GEN for the THEFS(>; 3; k; 3; r) of terminating hereditary EFS consisting of unbounded number of clauses with variable-occurrence k, arity r, and unbounded body-length, where > is a terminating preorder for the class. In contrast with the rst algorithm, this algorithm LEARN BY GEN uses a bottom-up search strategy to search the hypothesis space from specic to general by combining three generalization techniques, namely, saturation, >-minimization and maximal common subsumer [11, 12, 13, 16, 26] . We show that for every k; r 0, the algorithm LEARN BY GEN exactly learns the class THEFS(>; 3; k; 3; r)
in polynomial time with O(pmn 2r+1 ) equivalence queries and O(p 2 m 2 n 4k+4r+1 k k ) membership queries provided the information on the termination >, where m and n is the number of clauses and the length of the largest counterexample seen so far. The number of equivalence queries O(pmn 2r+1 ) made by LEARN BY GEN is signicantly smaller than O(p t mn 2k+2rt k k ) by LEARN BY CBA for most values of k and t. By analyzing the VC-dimension, we also showed that the lower bound of the queries to learn THEFS(>; 3; k; 3; r) is (mn r=2 ) for some ordering >. Hence, we know that the algorithm is near optimal in the number of equivalence queries.
Next, we show a series of hardness results for hereditary EFS and its subclasses by adopting the prediction preserving reduction [27] and the pwm-reduction [4] . We show that the class RP of regular pattern languages [30] is not polynomial time learnable from examples alone if DNF is not. We also show that even with membership queries, the class [RP of unbounded unions regular pattern languages is not polynomial time learnable assuming the hardness of DNF and the standard cryptographic assumptions. Since both results are representation-independent, they also hold for any classes including RP and [RP, respectively, and thus improve on the former result on the NP-hardness of the consistency problems for RP and [ k RP by [22] . As a corollary, we see that the bound on k for the learnability of HEFS(3; k; t; r) shown above is necessary. Other hardness results indicate that neither of equivalence queries and predicate membership queries can be eliminated to eciently learn HEFS(3; k; t; r) even with the body-length t is bounded. Concerning with the learning of k-bounded extended simple EFS with equivalence queries and predicate membership queries [28] , we also show that the bounds on at least one of the variable-occurrence k and the body-length t is necessary. Fig. 1 shows the summary of the positive and negative results obtained in this paper. In the tables, we see that our results well characterize the learnability of most subclasses of HEFS languages from the viewpoint of active learning. Since the positive results are presented in the weakest model, i.e., exact learning, while the hardness results in the strongest model, i.e., prediction learning, our results apply to all standard models of polynomial learning [3, 4, 27, 39] . This paper is organized as follows. Preparing necessary denitions in Section 2, we present in Section 3 two learnability results for HEFS(3; k; t; r) and THEFS(3; k; 3; r), and also we give a lower bound results of the query complexity. In Section 4, we show some hardness results for small subclasses of HEFS. In Section 5 we conclude and state future problems.
Preliminaries
In this section, we give denitions and theorems on elementary formal systems, polynomial time learning, and prediction preserving reductions.
Elementary formal systems and their languages
We introduce elementary formal systems according to [8, 22, 37] . For a set A, we denote the cardinality of A by ]A. Let 6 and 5 be nite alphabets of constant symbols and predicate symbols, respectively, and let X be a countable set of variables. We assume that 6, X and 5 are mutually disjoint. With each predicate symbols p 2 5, a nonnegative integer arity(p), called arity, is associated. We denote by arity(5) the maximum arity of the predicates in 5. We use lower case letters a; b; : : : for constant symbols, x; y; : : : for variables and p; q : : : for predicate symbols. By 6 3 , 6 + and 6 [n] , we denote the sets of all nite strings, all nonempty nite strings, and all strings of length n or less respectively, over 6. In what follows, we denote patterns by Greek letters ; , atoms by capital letters A; B; : : :, clauses by C; D; : : :, and sets of clauses by 0; H, which are possibly subscripted. Moreover, we often write 0 for S = (6; 5; 0, p 0 ) by omitting 6; 5 and p 0 if they are understood. For alphabets 6 and 5, we denote by A 6;5 , B 6;5 , and C 6;5 , the sets of all atoms, all ground atoms, and all clauses over 6 and 5. The subscripts 6 and 5 will be omitted if no ambiguity arises. For an EFS S = (6; 5; 0, p 0 ), we dene L(0; p 0 ) to be the set fw 2 6 + j 0`p 0 (w)g. Then, the language dened by S is L(S) = L(0; p 0 ). A language L 6 + is denable by an EFS or it is an EFS language if there exists an EFS S such that L = L(S). 
5.
A simple clause is called regular [6] if the pattern in its head is regular.
A regular clause is called left-linear (resp., right-linear) [6] if the pattern in its head
is of the form wx (resp., xw) for some string w 2 6 3 . We abbreviate an extended simple EFS and a hereditary EFS as ESEFS and HEFS. The hierarchy of hereditary EFS HEFS(m; k; t; r) is introduced by [22] to study the polynomial time learnability of hereditary EFS.
A clause is hereditary [22] if it is
Denition 5 (Miyano et al. [22] ) For every m; k; t; r 0, HEFS(m; k; t; r) is the class of hereditary EFS consisting of at most m clauses each of which satises conditions (a){ (c) below. HEFS 0 (m; k; t; r) is the subclass of HEFS(m; k; t; r) consisting of at most m clauses each of which satises conditions (a){(d) below. We use the symbol`3' to indicate that there is no bound on the parameter.
(a) The variable-occurrences in the head is at most k.
(b) The number of atoms in the body is at most t.
(c) The arity of each predicate symbol is at most r.
(d) All facts are ground.
For example, the hereditary EFS 0 0 and 0 1 in Example 1 belong to HEFS(3; 2; 2; 1) and HEFS(3; 3; 1; 3), respectively. As the correspondence of these EFS languages to Chomsky's hierarchy and the known complexity classes, the following relations are known.
Theorem 2 The following relations hold for the EFS languages above.
1. (Arikawa [6] , Arikawa et al. [8] ) A language is recursively enumerable, (resp., context-sensitive, context-free, regular) i it is denable by a variable-bounded (resp., length-bounded, regular, left/right-linear) EFS.
(Ikeda, Arimura [14]) A language is accepted by a polynomial time deterministic
Turing machine i it is denable by a hereditary EFS.
3. (Arikawa et al. [8] ) A regular pattern language, (resp., union of regular pattern language, regular language, context-free language) is denable by an EFS in HEFS(1; 3; 0; 1), (resp. HEFS(3; 3; 0; 1), HEFS(3; 1; 1; 1), HEFS(3; 2; 2; 1)).
We dene the target class of our learning algorithm in Section 3, called terminating hereditary EFS. The notion of termination used here is due to Apt and Bezem [5] . For an EFS H, the dependency relation for H is the binary relation > H over A dened as for every atoms A; B, A > H B i there is a ground instance G of some C 2 H such that A = hd(G) and B 2 bd(G). A binary relation > over A is terminating if the graph of A is acyclic, namely, for every atom A 2 A, there is no innite properly decreasing sequence A 0 = A > A 1 > 1 1 1 of atoms in A starting from A. Denition 6 A hereditary EFS H is terminating if > H is terminating. We denote by THEFS(>; m; k; t; r) the subclass of HEFS(m; k; t; r) consisting of hereditary EFS for which > is a terminating bounding preorder.
For any terminating variable-bounded EFS and a clause C, the SLD-resolution procedure for H j = C always nitely terminates. The terminating property of an HEFS is undecidable in general. A possible way to prove the acyclicity of > H is to show the existence of some relation > over A such that A > H B implies A > B for every A; B 2 A.
We say that the relation > is called a bounding preorder for H. The following classes of EFS have eciently decidable bounding preorder.
An EFS H is hierarchical [40] if there exists a mapping : 5 ! f0; 1; 2; : : :g called a level mapping such that (p) > (q) for every clause C 2 H and every atoms A = hd(C) and B 2 bd(C) with predicates p and q, respectively. A variable-bounded EFS H is reducing [40] if there exists a mapping : A ! f0; 1; 2; : : :g such that for every clause C 2 H and every atoms A = hd(C) and B 2 bd(C), (i) jAj > jBj holds and (ii) o(A; x) > o(B; x) holds for every variable x, where o(A; x) is the number of occurrences of x in A.
Entailment and subsumption
In this subsection, we give a non-standard semantics for elementary formal systems based on the sets of clauses. Let H be a class of grammars. A semantics of grammar H 2 H is a pair (U;L (1)), where U is a set of objects, called the domain andL : H ! 2 U is a mapping, called the language mapping.
Let S = (6; 5; H; p 0 ) be any EFS. In Section 2.2.1, we dened the standard semantics of an EFS H to be the pair (6 + ; L(1)), where L(H) = L(H; p 0 ) is the EFS language of H. We refer to this semantics as the language semantics. For any H, we dene the least Herbrand model M(H) of H to be the set of all ground atoms provable from H. The least Herbrand model semantics is the pair (B; M(1)) [8, 40] .
Denition 7 The entailment relation j = is dened as for any EFS H and clause C, H j = C i C is true on all models of H under the standard model theory for clausal sentences with the intended meaning for strings over 6. If H j = C then we say that H entails C.
For any EFS H, the entailment set of H, written Ent(H), is the set of all (possibly non-ground) clauses entailed by H. The entailment semantics is the pair (C; Ent(1)).
By identifying L(H) with the set fp 0 (w) j w 2 L(H)g of atoms, we have the inclusion L(H) M(H) Ent(H). The provability`is weaker than j = for clauses. Thus, we use the derivability instead the provability in this paper. A clause C is derivable from an EFS H if there exists some clause D provable by H that subsumes C, i.e., H`D and C v D.
We give a procedural semantics for EFS based on j =. Let H be an EFS and C be a clause such that H j = C. Then, a proof-DAG for H j = C [2, 28] We denote by root(T ) and leaf (T ) the root and the set of leaves as all nodes with no children. A proof-DAG T for H`C is minimal if no proper subgraph of T is also a proof-DAG for H`C. By Lemma 1, we will assume throughout this paper that a proof-DAG is minimal. Lemma 1 Let H be an EFS, and C be a clause. Then, the following three conditions are equivalent.
H j = C i C is derivable from H i There exists a minimal proof-DAG for H j = C.
In general, the relation j = is undecidable for variable-bounded EFS and deterministic exponential-complete for hereditary EFS [14] . The following lemma says that the entailment H j = C is polynomial-time decidable. We see the following lemma from [22] . Lemma 2 Let k; r 0 be xed integers, C be a clause, and H 2 HEFS(3; k; 3; r). Then, a proof-DAG for H j = C is polynomial time computable in jCj and jHj if it exists.
Proof. Let be the grounding substitution that maps a new constant c x for each variable x in C. Then, we can see that H j = C i H [ bd(C) j = hd(C) under the extended alphabet 6 [ fc x g x . Thus, the result follows from Miyano et al. [22] . 2 Let P and Q be sets of clauses. We dene P v Q if for every C 2 P , there exists a clause D 2 Q such that C v D. Then we say that P is a renement of Q or Q is a generalization of P . Furthermore, a renement P of Q is conservative if, for each D 2 Q, there exists at most one clause C 2 P such that C v D. We dene P < Q i P v Q but Q 6 v P. We dene P j = Q if P j = C for each clause C 2 Q. Lemma 3 For any EFS P and Q, if P v Q then P j = Q.
The converse of Lemma 3 does not hold in general. Thus, the subsumption v is a coarse approximation of the entailment j =.
Learning models
Let H be a class of grammars or formal systems called a hypothesis space and S = (U;L(1)) be the semantics for H, whereL : H ! 2 U is the semantics mapping. Each element of U is called an example and The languageL(H) is also called the concept dened by H. We say that two hypotheses H and H 3 are equivalent under S ifL(H) =L(H 3 ). For integer n 0, we use the notation U [n] (resp. H [n] ) to stand for the set of elements of U (resp H) of size complexity no greater than n. Let H 3 2 H be a target hypothesis. An example E is called positive if E 2L(H 3 ) and negative otherwise. Depending on the protocol of receiving examples and the criterion of the identication, there are several deferment learning models of polynomial-time learning.
In this paper, we employ the following two learning models. First, we dene the exact learning model with equivalence queries according, where a learning algorithm use the following queries to collect the information on H 3 [3] . Next, we dene the prediction learning model [19, 27] according to Pitt and Warmuth [27] .
Denition 10 (Pitt and Warmuth [27] ) A prediction algorithm A is an algorithm that takes as an input the size m of H 3 , the maximum length n of all examples, and a real number 0 < " 1, a collection of labeled examples such that each positive (resp., negative) example is labeled by + (resp., 0), and an unlabeled example E of H 3 . Then, A outputs either + or 0 indicating its prediction for E. A is a polynomial-time prediction algorithm if the running time of A is bounded by polynomial in s; n and 1=". Furthermore, for some polynomial p, for all input parameters m; n and " and for all probability distributions on examples, if A is given at least p(m; n; 1=") randomly generated examples of H 3 and randomly generated unlabeled example E, then the probability that A incorrectly predicts the label of E for H 3 is at most ". A is a polynomial time prediction algorithm with membership queries if A is allowed to make membership queries for any example other than E.
We can also dene a variant of PAC-learning model [39] in which a learning algorithm is allowed to make membership queries in addition to random examples [4] . There is a close relationship among exact learning with equivalence queries, PAC-learning and prediction learning without or with membership queries.
Theorem 3 (Angluin [3] , Angluin & Kharitonov [4] ) Let H be a hypothesis space. If H is polynomial-time exact learnable with equivalence queries, then it is polynomialtime PAC learnable. If H is polynomial-time PAC learnable, then it is polynomial-time predictable. Furthermore, these statements also hold with membership queries.
In this paper, we also consider the following augmented versions of membership queries specialized for learning EFS.
Denition 11 (Angluin [2] , Sakakibara [28] ) A predicate membership query (PMQ, for short) is to propose any ground atom A = p(w 1 ; : : : ; w n ) for p 2 5 and w i 2 6 + (1 i n), and denoted by PMQ(A). The answer is \yes" if H 3`A , i.e., A 2 M(H 3 ) and \no" otherwise.
Denition 12 (Frazier & Pitt [12] ) An entailment membership query (EntMQ, for short) is to propose any (possibly non-ground) clause C and denoted by EntMQ(C).
The answer is \yes" if H 3 j = C, i.e., C 2 Ent(H 3 ) and \no" otherwise.
PMQ and EntMQ are exactly the membership queries under the least Herbrand model semantics (B; M(1)) and the entailment semantics (C; Ent(H 3 )), respectively. We can observe that an MQ is simulated by PredMQ and then PredMQ is by EntMQ.
We dene the entailment equivalence query (EntEQ, for short) to be the equivalence query under the semantics (C; Ent(H 3 )), where an example is a clause. Learning with EntEQ and EntMQ is called learning from entailment [12] and used to demonstrate the polynomial time learnabilities of a number of fragments of rst-order logic [10, 11, 13, 16, 26] .
Finally, we dene the query to ask about the termination information. Recall that the dependency relation > H is acyclic for terminating EFS such as THEFS(m; k; t; r).
Denition 13 A dependency query for H 3 is to propose a pair (A; B) of atoms and denoted by DQ (A > H B) . The answer to the query is \yes" if A > H 3 B holds and \no" otherwise. If a bounding relation > for > H is known, we may write DQ(A > B) for DQ(A > H B).
Since the dependency relation > H is undecidable in general, the above denition of dependency queries may have a controversy. However, for some classes of HEFS H, there exists an eciently decidable relation > that uniformly bounds > H for any H 2 H. Then we can eciently compute the answer to any dependency query \A > H3 B" from > without knowing particular H 3 . Hierarchical EFS and weakly reducing EFS mentioned in Section 2.1 are classes with such a bounding preorder [40] .
Prediction-preserving reduction
Pitt and Warmuth [27] have introduced the notion of reducibility between prediction problems. Prediction-preserving reducibility is essentially a method of showing that one hypothesis space is no harder to predict than another. Furthermore, Angluin and Kharitonov [4] have extended the prediction-preserving reduction to the notion of reducibility between prediction problems with membership queries. In the followings, we write w 2 c if w 2L(c) holds for an example w 2 U and a hypothesis c 2 H. Denition 1 , x 2 c i f(n; s; x) 2 g(n; s; c); 2. the size complexity of g is polynomial in the size complexity of c; 3. f(n; s; x) can be computed in polynomial time. 1 , if h(n; s; x 0 ) = > then x 0 2 g(n; s; c); if h(n; s; x 0 ) = ? then x 6 2 g(c); if h(n; s; x 0 ) = x 2 U 1 , then it holds that x 0 2 g(n; s; c) i x 2 c; 5. h(n; s; x 0 ) can be computed in polynomial time. We use the following hypothesis spaces to reduce the prediction problem to several EFS languages: [DFA denotes the class of all languages accepted by the nite union of DFAs. DNF n denotes the class of all DNF formulas over n Boolean variables; Let DN F = [ n1 DNF n .
The cryptographic assumptions refer to that inverting the RSA encryption function, recognizing quadratic residues and factoring Blum integers are solvable in polynomial time. Then, the following theorem is useful for showing the prediction hardness using the prediction preserving reductions. 
Learning Hereditary EFSs
In this section, we investigate the polynomial time learnability of subclasses of hereditary EFSs using various types of queries. We rst show that the class HEFS(m; k; t; r) of hereditary EFS consisting of at most m clauses of variable-occurrence k, body-length t and arity r is polynomial time learnable with equivalence queries and predicate membership queries. We next show that the class THEFS(>; 3; k; 3; r) of terminating hereditary EFS consisting of unbounded number of clauses with variable-occurrence k, arity r, and unbounded body-length is polynomial time learnable with equivalence queries, entailment membership queries and the termination information on >.
The learnability of hereditary EFSs of bounded body-length
In the exact learning model, Sakakibara [28] showed that for every k; r 0, the class of k-bounded extended simple EFSs of arity r, which is a subclass of HEFS(3; k; k; 1), is polynomial-time learnable with equivalence queries and predicate membership queries.
We now extend this result for the whole class HEFS(3; k; t; r) of for every k; t; r 0 based on the technique of Sakakibara [28] . Let E be a counterexample returned by EntEQ; 4 if H`E then /* E is a negative counterexample, i.e., H`E and H 3 6 E*/
5
Build a proof-DAG T for H`E. 6 while PredMQ(B) returns \no" for some child B of root(T ) do 7
Replace T with its subtree T 0 such that B = root(T 0 ); 8 Let B 1 ; : : : ; B t 0 (t 0 0) be all children of root(T ) = A; [29] and Sakakibara [28] Proof. Fig. 3 .1 shows our learning algorithm LEARN BY CBA for HEFS(3; k; t; r), which is an extension of the algorithm of Sakakibara [28] . Since the construction is almost same as [28] , we will only state the dierence in the proof. If a negative counterexample E is given at Line 3, then the algorithm try to detect an incorrect clause such that H 3 6 j = C used in a proof-DAG T from Lines 5 to Line 10 with the contradiction backtracing algorithm (CBA) [29] . By a similar argument to [28] and Lemma 4, we can show that CBA still correctly works for any subclass of variable-bounded EFSs and run in polynomial time in p and n making at most q 1 (p; n) = pn 2r PMQs. Next, if E is positive, the algorithm tries to nd all candidate clauses used to construct a proof-DAG for H 3 j = E by executing the steps from Lines 12 to 13. Also by Lemma 4 and Lemma 6, we can observe that these steps correctly work and the cardinality of the candidate set Cand(E) is bounded by q 2 (p; n) = O(p Proof. Since C w Saturant H (C), we can easily see that H 3 j = C implies H 3 j = Saturant H (C). Conversely, since the saturation adds only the atoms derivable by bd 0 C) and H, if H 6 j = C then H 6 j = Saturant H (C). This proves the lemma. 2 Lemma 8 For any H 2 HEFS(3; k; 3; r) and any clause C, Saturant H (C) is unique modulo renaming, of polynomial size in jCj, and polynomial time computable in jCj and jHj.
Proof. The second and the third statements follow from Lemma 5 and Lemma 2, resp. 2 >-minimal counterexamples. A key idea is to nd a clause that is subsumed by some clause in H 3 that is not entailed by the current hypothesis H. We nd such a missing clause by using dependency queries for terminating HEFS H 3 . A positive example C w.r.t. H 3 is composite w.r.t. by Lemma 9, D is subsumed by some missing clause C 3 2 H 3 . Suppose rst that there exists some C 2 H n and some F 2 MCS(C; D; 5; k) such that EntMQ(F ) = \yes". Then, H n+1 = (H n nfCg) [ fFg. By induction hypothesis, C as well as D are prime. We can show from Lemma 10 that F is also prime, and thus it follows from Lemma 9 that F is subsumed by some clause in H 3 . Since H n v H 3 , this implies that H n+1 v H 3 also holds. Next suppose that there is no such C 2 H n , and then H n+1 = H [fDg. Since D is prime, it follows from Lemma 9 that H n+1 v H 3 . Thus by induction, the claim is proved.
A new clause F is added to H n at Line 14 only if there is no maximal common subsumer of D and C subsumed by H 3 for all C 2 H n . Hence, we can see that the renement H n of H 3 is always conservative. 2 Corollary 7 H 0 < H 1 < 1 1 1 < H n < 1 1 1 v H 3 (n 0). Lemma 15 Any properly increasing sequence C 0 < C 1 < 1 1 1 of the clauses for HEFS(3; k; 3; r) is nite, and its length is bounded by O(pn 2r+1 ), where p = #5 and n = jhd(C 0 )j.
Proof. We can see from [8] that the length of properly increasing sequence A 0 < A 1 < 1 1 1 of atoms is bounded by jA 0 j = O(n) regardless the number k of the variable-occurrences. Proof. Since the algorithm terminates only if the equivalence query returns \yes," it is sucient to prove the termination in polynomial time. By Lemma 7, we know that the sequence of hypotheses forms an properly increasing sequence H 0 < H 1 < 1 1 1 < H n < 1 1 1 v H 3 (n 0) (1) by LEARN BY CBA in m and n for large k; t 1. We show a lower bound result below, which indicates that the query complexity of LEARN BY GEN is almost optimal in terms of m and n for equivalence queries.
Theorem 10 For every integers k; r 0 such that k 3r, any algorithm that exactly identies all hypotheses in THEFS(>; m; k; 3; r) using EntEQs and EntMQs must make (mn r=2 ) queries in the worst case, where n is the size of the longest counterexample seen so far.
Proof. From an argument in [38] , it is sucient to show that there is a set S m;n;r B consisting of mn r atoms that is shattered by HEFS(m; k; 3; r) for innitely many m; k; r; n 0, i.e., for any subset T S, there exists some H 2 HEFS(m; k; 3; r) such that S = T \ L(H; p 0 ). Furthermore, any atom of S m;n;r should be length no more than n.
Let 6 = f0; 1g and P; Q; R; Len; Bit 2 5 be predicate symbols of arity r +1; 2r; r; 2; 1, resp. Let n 0 be any integer and [n] denote the set f1; : : : ; ng. Then, we encode integer i 2 [n] 
Hardness Results for Learning Hereditary EFSs
In this section, we show hardness results for subclasses of hereditary EFS, which show that the types of queries and the bounds on the parameters are necessary for the learnability of subclasses of HEFS in the previous section. We note that all the results presented in this section is representation-independent obtained by prediction-preserving reduction.
Regular pattern languages revisited
We denote by RP and [RP the classes of regular pattern languages [30] and nite unions of regular pattern languages [9, 31] Conversely, suppose that e does not satisfy d. From the statement (a), it holds that (d) e 3 6 2 L(P j ) for every j (1 j m). Furthermore, it holds that (e) e 3 6 2 L(P 0 ) for each substring P 0 of P containing at least one A, because e does not contain A. From the conditions (d) and (e), if e 0 2 L(P), then at least one of the two A's for each occurrence Ae 3 A in e 0 must be substituted to a variable of a P j in P . Since the number of A's in e 0 is 2m, the remained A's in e 0 to match with all A in P are at most m. However, P contains only m + 1 A's, so it is impossible that e 0 2 L(P ). Then, it holds that e 0 6 2 L(P ). Hence, we can conclude that DNF n 2 RP. 2 Corollary 12 For every t 0 and m; r 1, HEFS(m; 3; t; r) is not polynomial-time predictable if DN F is not polynomial time predictable.
From the above corollary, we know the bound on the variable-occurrence k is necessary for the polynomial time learnability of HEFS(m; k; t; r) from examples alone [22] . Note that the hardness of PAC-learning for RP and [RP in [22] does not apply for general HEFS(m; 3; t; r) since they are not representation independent. Theorem 13 [RP is not polynomial-time predictable with membership queries under the cryptographic assumptions if DNF is not polynomial time predictable.
Proof. It is sucient to show that DNF n 2 pwm [RP for every n 0. Let an instance mapping f be an identity function, that is, f(n; m; e) = e for e 2 f0; 1g (1 i n; 1 j m) is dened in a similar way as above.
Furthermore, we dene a membership query mapping h as follows: h(n; s; e 0 ) = e 0 if je 0 j = n and h(n; s; e 0 ) = ? otherwise. Then, 1. e satises d i f(n; m; e) 2 L(g(n; m; d)) for each e 2 f0; 1g n . Furthermore, e 0 2 L(g(n; m; d)) i h(n; m; e 0 ) satises d for each e 0 2 f0; 1g 3 such that je 0 j = n. Hence, it holds that DNF n 2 pwm [RP. 2
Concerning with Theorem 6 of Section 3.1, the next corollary says that the bound on the variable-occurrence k is necessary for the learnability of HEFS(3; k; t; r) even with predicate membership queries are allowed. Corollary 14 For every t 0 and r 1, HEFS(3; 3; t; r) is not polynomial-time predictable with predicate membership queries under the cryptographic assumptions if DNF is not polynomial time predictable.
Necessity for predicate membership queries
In Section 3.1, we have considered the learning of HEFS(3; k; t; r) with equivalence and predicate membership queries. Concerning with Theorem 6 of Section 3.1, the next theorem shows that neither of equivalence queries and predicate membership queries can be eliminated to eciently learn HEFS(3; k; t; r) even with the body-length t is bounded. Since the prediction preserving reduction is a representation independent, the result immediately follows from Theorem 5. 2 Unlike HEFS(3; k; t; r) in Corollary 14, we cannot apply Theorem 13 to show the necessity of the bound on k for the learnability of k-bounded extended simple EFS [28] since extended simple EFS do not allow any non-ground facts. From the following theorem, however, we obtain a rather weaker result for this class that the bound on at least one of the variable-occurrence k and the body-length t is necessary for the learnability of k-bounded extended simple EFS.
Theorem 16 For every r 1, HEFS 0 (3; 3; 3; r) is not polynomial-time predictable with predicate membership queries under the cryptographic assumptions, if DN F is not polynomial time predictable.
Proof. First, we show that DN F n 2 pwm HEFS 0 (3; 3; 3; 1) for every n 0. Let d = t 1 _ 1 1 1 _ t m be a DNF formula over n Boolean variables fx 1 ; : : : ; x n g. We identify the Boolean variables with variables in EFS. Then, an instance mapping f and a membership query mapping h be an identity function, that is, f(n; s; e) = e and h(n; s; e 0 ) = e for each e; e 0 2 f0; 1g n . Furthermore, let 0 2 (n; s; d) be the following EFS: (1 i n; 1 j m) is dened as follows: w j i is 1 if t j contains x i , 0 if t j contains x i , and x i otherwise. Then, let g(n; s; d) be a concept mapping from d to the element of HEFS 0 (3; 3; 3; 1) obtained by deleting the atoms p(0) and p(1) from each body of clauses in 0 2 (n; s; d). Then, it is easy to see that e satises d f(n; s; e) 2 L(g(n; s; d); p) for each e 2 f0; 1g n . Moreover, e 0 2 L(g(n; s; d); p) i h(n; s; e 0 ) satises d for each e 0 2 f0; 1g n . Hence, it holds that DNF n 2 pwm HEFS 0 (3; 3; 3; 1). Since the denition of q(1) is constant to te choice of a DNF formula, the theorem immediately follows. 2 
Conclusion
We have shown that the class HEFS(3; k; t; r) of hereditary EFS of variable-occurrence k, body-length t, and arity r is learnable with equivalence and predicate membership queries by the algorithm LEARN BY CBA. In the case that the termination is always ensured, we have developed a more ecient algorithm LEARN BY GEN that learns the class THEFS(>; 3; k; 3; r) of terminating hereditary EFS of variable-occurrence k and arity r using equivalence queries, predicate membership queries, and the additional information on the termination. By a lower bound result obtained by VC-dimension analysis, the latter algorithm is almost optimal in the number of equivalence queries.
We have also shown several hardness results for simple subclasses of hereditary EFS using prediction preserving reduction. The hardness results include the hardness of regular pattern languages, RP, with examples alone and the hardness of unbounded unions of regular pattern languages, [RP, with examples and membership queries. These results lled the gaps in our knowledge between the learnable and the non-learnable subclasses of hereditary EFS. In Table 1 , we show the summary of the results.
Matsumoto and Shinohara [20] showed that RP is polynomial time learnable with equivalence and membership queries if RP 3 ;. Hence, it is a future problem to extend their result for [ k RP for every k 2. One of the possible steps towards this question will be to show the learnability of [RP using entailment equivalence and entailment membership queries and then to replace these queries with standard queries as in [11] .
It is also a future problem to study the learnability of the class THEFS(>; 3; k; 3; r) in the standard model with equivalence and membership queries, possibly by eliminating the use of the information on the termination. Khardon [16] have recently shown that function-free k-variable Horn sentences of arity r are polynomial time learnable in various active learning models without using any termination information. Thus, it would be interesting to apply his method to classes of EFS.
EFS can naturally deal with relations as well as languages over strings. Recently, there is increasing needs for automatic methods for nding common structure and transformation rules from large collections of semi-structured data, such as XML data and Web pages. It will be an interesting problem to develop ecient learning techniques for EFS that is suitable for large scale applications in semi-structured data.
