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Abstract

Fuel cell technology offers the potential for clean, efficient, robust energy production
for both stationary and mobile applications. But without fast and robust control
systems, fuel cells cannot hope to maintain real-life efficiencies near enough to their
theoretical potential. This work studies control and constraint management techniques to regulate a nonlinear multivariable air-path system for a proton exchange
membrane fuel cell (PEMFC). The control objectives are to avoid oxygen starvation,
run at the maximum net efficiency, achieve fast tracking of air flow and pressure
set-points, and be easy to calibrate. To operate at maximum efficiency, a set-point
map is generated for air pressure at the cathode inlet. Considering that the conventional PEMFC system cannot independently control the inlet pressure using only the
compressor motor, a new multivariable analysis and control scheme is formulated by
considering an electronic throttle body (ETB) valve downstream of the cathode as
a new degree of freedom in the control problem. Based on this new configuration of
the fuel cell model, an internal model control (IMC) controller is designed with intuitive tuning parameters to simultaneously control airflow and pressure, and achieves
a fast and smooth response despite strongly coupled plant dynamics. Further, a
reference governor (RG) using a computationally tractable linear prediction model
is included with IMC-based Multi-Input Multi-Output (MIMO) controller to satisfy
the constraint on oxygen level. Compared with a Single-Input Single-Output (SISO)
air-flow control approach, the proposed MIMO control approach demonstrated up to
7.36 percent lower hydrogen fuel consumption.

I dedicate this thesis to future generations, in hopes that this work contributes to
providing an inhabitable world for them.
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Chapter 1
Introduction
Fuel cell technology offers the potential for clean, efficient, robust energy production
for both stationary and mobile applications. Fuel cells can far exceed the efficiencies
achieved by internal combustion engines, have a longer lifespan than rechargeable
batteries, and do not require the large quantity of hazardous materials contained in
rechargeable batteries. However, the real-life performance of fuel cells heavily depends on prediction, monitoring and control of fuel cell operation in a wide range of
operating and environmental conditions. Without fast, accurate, and robust control
systems, fuel cells cannot hope to maintain real-life efficiencies near enough to their
theoretical potential. Furthermore, the complex fuel cell units must be protected from
damage due to adverse operating conditions. Thus, control and constraint management of Fuel Cell Systems (FCS) is an ongoing challenge, and has been the subject of
intensive study and development by various academic, commercial, and government
researchers.

1

1.1

Background

Fuel cells are electrochemical devices that offer the potential for clean and sustainable energy by converting chemical energy of a fuel directly into electrical energy.
Amongst the various types of fuel cells, direct-hydrogen proton exchange membrane
fuel cells (PEMFCs) are one of the most promising technologies for vehicular power
and portable applications due to their high efficiency, low pollution, and low operating temperature [2,3]. But without fast and robust control systems, PEMFCs cannot
hope to maintain real-life efficiencies near enough to their theoretical potential. Furthermore, the fuel cell units must be protected from damage from adverse operating
conditions. Thus, control and constraint management of fuel cell systems (FCS) is
an ongoing challenge.

Figure 1.1: PEM fuel cell working concept, reprinted and modified from [1].

The working principle of a PEMFC is show in Figure 1.1. A PEMFC consists of

2

an anode, where hydrogen fuel H2 is oxidized, a cathode, where oxygen O2 is reduced,
and an electrolyte membrane that permits protons but not electrons to pass. The fuel
cell generates direct current electricity from the electrons stripped from the hydrogen
gas in the anode. The ionized hydrogen gas H + recombines with these electrons and
oxygen gas at the cathode to produce water vapor H2 O, as well as some waste heat.

Figure 1.2: Automotive fuel cell system conceptual diagram, reprinted from [1].

Figure 1.2 shows a high-level diagram of an FCS, which includes the fuel cell
itself. Among the fuel cell subsystems, the air-path plays an important role. This is
because the air supply system consumes up to 20% of the total stack power output
[4]. Additionally, the air supply system’s slow dynamics compared to other FCS
subsystems are the limiting factor of the fuel cell power response dynamics. Therefore,
an effective control strategy is required for the FCS air supply system to achieve
desired net power and efficiency.
The air-path subsystem of a FCS is tasked with supplying sufficient oxygen to the
PEMFC cathode in order to quickly meet the power request, and to maintain a safe
3

oxygen excess ratio (OER). OER is the ratio of oxygen mass flow into the cathode over
the oxygen mass flux consumed by the electrochemical reaction. A sudden decrease in
OER during transient load increase can cause stack flooding, reduction of the output
voltage and reduce the operating life of the stack [1, 5].
The airpath subsystem contains an electric compressor [1] that pressurizes atmospheric air fed to the cathode. A variety of control strategies have been proposed
to improve the air-path dynamics with only the compressor motor voltage as the
control input. In [6], a ninth-order nonlinear model was developed and combined
with linear quadratic Gaussian (LQG) controller to prevent oxygen starvation and
track the desired net power output set-point. Reference [7] used a linear-quadraticregulator/Gaussian (LQR/LQG) type controller and experimentally validated their
results. As it is difficult to apply model-based controllers to high-order models, the
model in [1] was reduced to a simplified fourth-order model in [8] and a third-order
model in [9]. Nonlinear and adaptive control strategies were also applied to the OER
problem using lower-order models [10–13].
The air-path subsystem may also contain an actuated valve downstream of the
cathode to raise the upstream pressure [14,15]. Higher cathode pressure increases reactant concentration on the electrode surfaces [16], improving stack voltage. Pressure
control has also been studied to improve compressor efficiency. In [14], a multi-input
multi-output (MIMO) internal model controller (IMC) was proposed to simultaneously control flow and pressure using both the compressor and the valve. However, [14] used an identified first-order linear model rather than a nonlinear physicsbased model. Also, [14] tracked the optimal operating point of the compressor, which
is not necessarily the same as the optimal operating point of the fuel cell stack, because

4

there exists some working regions where the improvement in stack power outweighs
the increase in compressor parasitic loss. In [17] a feedforward map was developed to
maximize system net efficiency via selection of optimal compressor speed and valve
setting, but this map is not as suitable for shaping closed-loop dynamics.

1.2
1.2.1

Literature Review
High-Fidelity Modelling

In [18], researchers developed a hybrid quasi-three-dimensional analytic-numeric model
capable of real-time computation of steady state and transient PEM-FC operation.
This model represented the species within the fuel cell as flows inside a pipe, with
thermal and chemical as well as fluid dynamical effects. This model was not lumped,
nor did it run a fully three-dimensional transient computational fluid dynamics (CFD)
simulation. Instead, this model used a one-dimensional numerical model along the
channel axis, but a two-dimensional analytical model on planes perpendicular to the
channel. This reduced the computational cost of running a 2D numerical simulation
or a fully-numerical simulation. This model was validated against a 3D multi-phase
CFD model, and showed good agreement in results. This model presented an computational tool that accounts for spatial flow variation, unlike control-oriented models,
but runs with less computing resources than a full CFD model.
In [19], researchers developed an open-source, two-phase, non-isothermal, steadystate model for low-temperature PEM-FC. This model described the transport physics
through the fuel cell membrane materials, employed a boundary element solver, and
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was developed with a focus on code compactness and simplicity. The authors of this
study intended for this model to serve as a starting point for more complex models.
In [20], each fuel cell segment had an independently defined temperature in order
to maintain relative humidity (RH), based on a pseudo-2D model of each fuel cell
stack channel. In this study, the model predicted the fuel-cell channel RH given the
air temperature, and then tested this model against an experiment measuring RH at
the known temperatures. This study demonstrated the viability of estimating relative
humidity exiting the fuel cell, and thus possibly the relative humidity within the fuel
cell, based on measurements of inlet RH and fuel cell temperature.
In [21], a PEM-FC transport model was coupled with a mechanical model of the
fuel cell membrane, represented as a viscoelastic-plastic material. The aim was to
study the effects of electrical load and humidity cycling on the mechanical stress of
the membrane under a variety of operating conditions. The paper suggested that
accounting for the mechanical stress in the membrane due to temperature and water
content could assist in the design of control algorithms to prevent or factor in fuel
cell degradation and aging.
In [22], a fully-coupled 2D transient model of a fuel cell was used to model the
effect of operating temperature and relative humidity on fuel cell transient response,
accounting for the material micro-structures of the various fuel cell layers. The effect
of current control (Potentio-Dynamic) versus voltage control (Galvano-Dynamic) of
fuel cell loading was also studied. It was found that the transient response was
dominated by cell water-distribution. Results of this study can inform mechanical
fuel cell design, as well as inform modeling and control of fuel cells to improve transient
response during changes in power load.
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In [23], a non-isothermal, two-phase pseudo-2D model for PEM-FC water and
thermal dynamics was developed. This model separated the dynamics with significantly different time and spatial scales into decoupled sub-problems to achieve high
computational efficiency. Yet this model still provided spatial fidelity, accounting for
along-the-channel and through-membrane variations. This model has been shown to
effectively simulate dynamic cycles, useful for automotive applications. This model
was capable of running at twice the speed of real-time, and thus may be promising
for online computation.
In [24], a transient multi-phase multi-dimensional model of a PEM fuel cell was
developed to describe the physics of fuel cell cold start, investigating membrane water
content and ice formation under constant current and constant voltage operations.
The numerical results of this model suggested that high cathode gas channel flow
rates could benefit the cold-start process. This model provides a high fidelity view
of fuel cell dynamics running in sub-freezing conditions, however this work does not
cover dynamic voltage or current loading.

1.2.2

Control-Oriented Modelling

A two-part study on choosing parameters for fuel cell models is presented in [25]
and [26], in which only limited or non-invasive measurements are available. In [25], a
sensitivity analysis was performed, to study the effect of the variation in parameter
values on the model output values. The purpose of this is to optimize the parameter
identification process when translating experimental data into a mathematical simulation. In [26], a systematic framework is developed to conduct optimal experimental
design (OED) to maximize the experiment’s ability to identify accurate parameters
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from measurements, by specifying the optimal set of operating conditions for the fuel
cell being measured. Such a framework would be useful in selecting parameters that
lead to robust and accurate fuel cell models.
In [27], a real-time mathematical model was developed specifically for automotive
fuel cells. This model decoupled dynamics with disparate time scales and introduced
a novel reduced-order model for water-balance, to achieve higher computational efficiency. Optimization methods were used to identify parameters for the model based
on experiments with real fuel cells under a wide range of operating conditions. The
authors suggest that this model is suitable for real time monitoring of PEM-FCS in
automotive applications.
In [28], a control-oriented, linear parameter varying model for PEM-FCS was developed. It used the nonlinear subspace identification method (NISM) to outperform
models using the prediction error method and models using recursive neural networks
(RNN). Algebraic transforms were used to compute state-space matrices from experimental data of states, inputs, and outputs. This model was validated on a 50kW
PEM-FCS installed in a bus, and showed lower root mean square (RMS) error and
Mean Absolute Percent (MAP) error by large orders of magnitude, compared to models using the prediction error method or RNNs. The authors claimed this model is
very suitable for controller design through linear control theory.
In [29], researchers developed a real-time, fully-integrated dynamic fuel cell model,
which built on experimental parameters from a research and demonstration vehicle.
The model was developed with a minimization objective function so as to best fit to
experimental data. The model itself was a state-space model, which was linearized.
For variables defined by discontinuous functions, smooth switching and saturation
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approximation functions were introduced to maintain continuity when differentiating
the functions. This model was shown to be capable of estimating masses of gas
species in the cathode and anode as well as the membrane humidity, values that
would otherwise be immeasurable. However, this model uses lumped volumes and
thus has no spatial resolution.
An equivalent-circuit analogous system model for a fuel cell was developed in [30],
representing various stack voltage loss phenomena through equivalent impedances.
The study focused largely on an interval arithmetic method to identify the values
of parameters. This study addressed noise in experimental data and reduced the
computational cost of parameter identification, so that it could be run more easily on
an embedded system.
In [31], researchers developed an open-source, one-dimensional MATLAB model
of a PEM-FC. This model only covers the fuel cell stack, and focuses on estimating
cell voltage, calculating the net impact of over-potential losses, water transport, and
reactant partial pressures. The authors’s stated objectives were to create a model
that ran quickly at the expense of accuracy and spatial resolution, for use in real-time
polarization curve estimation. This could be useful in estimating an upper-bound of
voltage production and power production of a fuel cell in real time.
Control-oriented models of FCS humidity dynamics were developed and experimentally validated in [32] and [33]. Both models use lumped outputs, but as shall
be seen, [33] uses an interesting method to capture spatial variation as well. In [32],
a membrane-type humidifier was considered, and focused largely on identifying heat
transfer parameters that would factor into calculating relative humidity (RH) and
temperature change across the humidifier. Heat transfer was calculated using equa-
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tions for forced convection. Calculating forced convection is both simpler than calculations for natural convection, and was the dominant form of convective heat transfer
in the humidifier, due to the forced flows through the device.
A distinctive feature in [33] is that the developed model accounted for spatial
variation of humidity inside the fuel cell stack, but remained control-oriented. This
was done by separating the fuel cell model into multiple control volumes (CV) for
mass and energy balance calculations, but still outputting a single estimation each for
cathode outlet RH and stack voltage. Experiments conducted on a 2-kW PEM-FC
stack demonstrated that increasing the number of model CV’s from 1 to 6 greatly
reduced relative error in RH and voltage estimation, deviated from the experimental
data far less over the duration of data collection, and captured fast dynamics that
the single CV model could not. Thus, it brings the benefits of a higher fidelity model
to a control-oriented model.
Control-oriented models of FCS thermal dynamics were developed and experimentally validated in several studies. In [34], a model of fuel cell stack cooling was
developed and tested in experiment. The FCS employed a water cooled stack, which
rejected heat to the atmosphere via radiator coils assisted by an air fan. Three cases
were tested: (1) increasing the coolant temperature difference between input and
output of the stack, (2) reducing coolant inlet temperature, and (3) increasing FC
output current. The goal of the study was to develop a control-oriented model to
remove waste-heat from the stack reaction and prevent thermal runaway. The experiments, each collecting data for 10 minutes, were tested using a PID controller,
and the thermal disturbances in each case were successfully rejected in steady state
to maintain the appropriate coolant inlet and outlet temperatures. Thus, successful
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thermal control strategies have already been developed and tested with this model.
In [35], experiments were run on a laboratory FCS under a wide variety of ambient
temperate and humidity conditions at the inlet of the cathode fan, from 20◦ C to 40◦ C,
and from 11 percent to 95 percent RH. The experiment studied drops in net efficiency
of the FCS for high temperature scenarios for both low and high humidity. Fuel
cell flooding was observed during periods of off-design cathode fan inlet conditions
despite FCS purge action. As real-world ambient conditions, and thus fuel cell inlet
conditions, are subject to significant variation, this study may be useful in designing
a FCS with more robust performance despite a larger range of operating conditions.

1.2.3

Air-Path Control

In [1], the stated control objectives of the air-path controller are to: maintain the
oxygen excess ratio at 2 to prevent oxygen starvation, track the desired net power
output set-point, and maintain the same pressure at the anode and the cathode.
The third objective, in this particular source, was achieved with a fast proportional
controller to actuate the hydrogen valve, so that anode gas pressure tracks cathode
gas pressure, and this was successfully achieved in simulation.
Linear control schemes are developed from linearized plant models, and thus may
be unproven in wider ranges of operating conditions [36]. Open and closed loop linear
control of fuel cell breathing are described in [6]. The three approaches studied were
static feedforward, dynamic feedforward and PI feedback, and static feedforward and
observer feedback controllers. In the latter configuration, the state observer also
accepted a stack voltage measurement to help estimate oxygen supply and depletion
in the fuel cell. This study noted that if the compressor motor is not powered by a
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battery or ultra-capacitor, then it must be powered directly from the fuel cell stack. In
that case, any compressor power increase to maintain stack voltage during transient
by supplying extra oxygen is accompanied by additional parasitic loss in the net power
produced by the fuel cell.
Linear control methods that are designed around FCS models linearized around
operating points are described in [37], involving combined feedback and non-linear
feedforward controllers and state observers. This paper suggested a low-gain feedback
controller that produces the minimum output necessary to account for plant model
uncertainty and non-linearities, so the control input signal is mostly dominated by
the non-linear feedforward map. This study also examines the trade-off between air
flow control and net power output, and suggests that fuel cell power conditioning and
the compressor motor controller be coordinated together.
State observers are necessary as many crucial states, such as fuel-cell membrane
humidity and oxygen excess ratio, are difficult to measure directly in practice, and
must be estimated from more readily available measurements. Observer design is
described in [6], in which system states are computed from measured outputs through
inverting state-space relationships. More accurate state estimation was achieved in
linear simulations using an observer that took in three measurements from compressor
flow, supply manifold pressure, and stack voltage, as opposed to an observer that used
only the single measurement of compressor flow.
Many studies combine PID controllers with fuzzy logic in order to increase robustness. One study tested many variations of fuzzy logic controllers in conjunction with
PID controllers, such as a fuzzy logic controller tuning the gains for the PID [38].
Another study used numerical regression to identify fuzzy controller parameters [39].
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Control schemes using fuzzy logic have the potential to increase the control system’s
robustness to non-linearities, and thus have many promising applications for FCS
control.
Sliding-mode controllers (SMC) have been explored for their robustness to nonlinearities and plant uncertanties. One study used an SMC control scheme with
tunable parameters, which was tested experimentally on a 1.2 kW PEM fuel cell
with a Nexa power module. The SMC functioned as a feedback controller, which
worked in conjunction with a feedforward controller to produce the control signal
for the air compressor voltage. The SMC demonstrated faster transient response of
oxygen excess ratio and less noise and overshoot than original controller from the
test fuel cell’s manufacturer [5]. Another study employed a second-order SMC, but
this time used a cascading control architecture, with an outer loop controlling the
oxygen excess ratio, and an inner-loop controlling compressor speed, both of which
use feedback errors as input. This control system was bench-tested on a HardwareIn-Loop system with a commercial twin screw compressor (note the difference from
the turbo-compressor used in [1]) and a fuel cell emulation system [40].
Model-predictive control (MPC) for fuel cell systems was a frequent topic of study
as well. An MPC based on a linearized plant model was proposed to prevent reactant
starvation in the fuel cell, coupling mass flow and current and incorporating actuator
limitations, and was studied in simulation [41].
One study [42] was conducted to test various FCS air-path control architectures
against experimental data in order to determine performance limitations, due to transient oxygen depletion brought on by change in stack current input. Non-minimum
phase (NMP) zeros were encountered in the plant dynamics, which made full cancella-
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tion of transient error in oxygen supply impossible, along with the stack voltage that
depends on reactant supply. The presence of NMP zeros that cannot be cancelled is
an important consideration when designing and analyzing FCS air-path control.
Over the course of this project, a specific and promising control technique has
been studied. This is Internal Model Control (IMC). General theory, design, and
analysis of IMC is detailed in [43].
According to [43], the IMC architecture consists of using an inverted dynamical
plant model to calculate control inputs, but then feeds the control inputs to the real
plant and a (forward, not inverse) plant model simultaneously. The difference between
the measured plant output and the model output is used to adjust the control action.
IMC has built-in integral action and thus can reject disturbances and plant-model
mismatch. Tuning the IMC consists of adjusting the time-constants of a low-pass
filter on the control actions, which can make the system arbitrarily robust given a
slow enough filter.
IMC is applicable to both SISO and MIMO systems. For systems containing multiple inputs and outputs with complex coupling dynamics, IMC shows great promise
in being more intuitive to design and tune. This may be suitable for an FCS, with
its multiple actuators and multiple subsystems that interact to affect performance.
In [44], the IMC technique was applied to turbocharged gasoline engines and experimentally studied, demonstrating and analysing performance in an automotive
application. [44] also provides a review on IMC theory and discusses its limitations.
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1.2.4

Thermal and Humidity Control

Thermal and humidity control are considered a separate sub-system within the FCS,
although many studies such as [36] recommend coupling air-path and humidity control
in order to reduce stack voltage losses in transient, and more effectively satisfy fuel cell
humidity constraints. Many air-path control studies, such as [6, 37], assume perfect
thermal and humidity management in their plant models, which maintains stack and
flow temperatures and humidity at desired levels.
In [45], relative humidity is controlled by air-flow based on measurements of dew
point temperature. Excess water content in the fuel cell is prevented by adjusting
the cathode-inlet air temperature to control the relative humidity without removing
water from the stack. The measurement of dew point temperature was made with
a non-contact laser absorption spectroscopy sensor, which could collect data rapidly
and with great accuracy. This study presents a promising means of humidity control
that employs relatively few sensors and actuators.
In [46], a real-time control algorithm was developed to use experimental data to
find optimal operating conditions and control actions, to maintain FCS temperature
and RH. The optimization is not open-loop, as it continues to incorporate data as it
operates the fuel cell, and thus should even be capable of accounting for fuel cell aging
over the time-span of years. Experimental implementation of this system improved
FCS efficiency from 35 percent to 40 percent after five iterations of optimization from
experimental data of past iterations.
In [47], a rule-based closed-loop controller was developed to control both the
temperature and RH of a micro-PEM fuel cell stack. In this study, the micro-PEM
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used a single blower for both cooling and humidity control. This approach alternately
applies maximum or minimum airflow when sensors detect the system has too high
or too low temperature or RH, based on dynamical system phase trajectories under
maximum or minimum airflow. This paper may be informative on the use of rulebased control that only uses a simple set of control actions.
In [16], an LTV-MPC controller was developed to reduce the mechanical stress
on the PEM-FC membrane by control of current flow, coolant flow, anode and cathode RH, and fuel cell channel pressure. This controller used a plant model that was
linearized at every time step based on the current system state, and was capable of
decently tracking the power demand set-point. It was also capable of preventing pressure and humidity constraint violations, violations that could lead to crack initiation
or propagation in the membrane. Adding mechanical stress management to a FCS
controller is a promising direction to improving FCS performance and lifespan.
In [48], an experimental comparison was conducted between external and internal
humidification techniques of PEM-FCS specifically for road vehicles. Three different
stack sizes (2.4, 6.2, and 14 kW) and multiple sub-categories of the two humidification
technique were studied. It was found that external humidification was effective so long
as there was at most a 5 K temperature difference between the FC stack temperature
and the stack inlet air temperature. It also was found that internal/self-humidification
was practical for hybrid fuel cell vehicles, but this required accurate stack temperature
control. This source may be informative on the benefits and limitations of varying
FCS humidification techniques, and may inform the performance requirements for
hydration control.
In terms of fuel cell thermal management, a major area of concern is warming
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up the stack quickly to its designed operating temperature around 80◦ C, with no
temperature overshoot and low parasitic power consumption by the coolant pump
and radiator fan [1]. Three major difficulties in in fuel cell thermal management are
listed in [1]. First is the need to use de-ionized water as the stack coolant rather than
a coolant with more favorable thermal properties. Second, the stack is designed to
operate at much lower temperatures than an internal combustion engine, and therefore
the stack and exhaust gasses cannot easily reject enough heat to the atmosphere. This
creates the necessity for active liquid cooling, which itself faces the third challenge of
designing and operating a heat exchanger with a low temperature drop.
In [49], thermal management strategies were studied for their parasitic losses and
effect on fuel cell power production. This study used closed-loop feedback control
of the maximum fuel cell temperature, and calculated optimal coolant temperatures
for the inlet of the fuel cell cooling channel given a desired stack current density.
Optimal thermal control adds the benefits of minimizing the control actuator parasitic
load that may result from controllers designed for set-point tracking and disturbance
rejection alone.
Linear feedback control strategies were studied in [50–52]. In [50], multiple PID
closed-loop controllers were designed, each for a different thermal management case:
battery warm-up, cooling of the FCS vehicle battery, active heating of the FCS, and
active cooling of the FCS. Each scheme had a slightly different architectures and P,I,D
gains to suit the specific thermal task. In [51], a combined closed-loop proportional
feedback controller was combined with an open-loop feed-forward controller to set
the cooling fan voltage of a FCS. In [52], a cascading control strategy is employed to
control an open-cathode PEM-FCS, consisting of a PI controller for temperature, and
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an extremum-seeking scheme that calculates temperature set-points by maximizing
stack voltage feedback. The extremum-seeking scheme reduced the effect of plant
model uncertainty. Note the PEM used in this experiment was air-cooled rather than
water-cooled.
Fuzzy-logic controllers were proposed in [53,54]. In [53], a closed-loop fuzzy-based
logic controller was developed to control FCS temperature and humidity. In [54], a 3D
fuzzy rule controller was designed and tested against a PI controller to maintain fuel
cell stack temperature. The fuzzy logic controller output directly to the cooling fan
voltage. The fuzzy logic controller accepted the temperature error, the temperature
error derivative, and the stack current as its three inputs. During the experiment,
the fuzzy controller resulted in lower RMS error than the PI controller. Also, the
rule-based closed-loop controller [47] controlled both temperature and RH humidity
for the FCS with a single control actuator, namely the air supply blower, although
the PEM-FCS in this study is a significantly different mechanical device than those
typically used in automotive applications.
A sizable body of research is dedicated to cold-start control, which involves preventing icing within the FCS. In [55], a closed-loop PID feedback controller with
anti-windup logic was developed to maintain the fuel cell stack temperature by varying the thermal power output of a resistance heater. This may be informative on
possible active heating of the fuel cell in cold operating conditions.
In [56], a global cold-start strategy for PEM-FCS was developed and experimentally validated. It begins by actively heating the fuel cell stack with a heating fluid
before the fuel cell begins running. Then, the fuel cell is turned on, and the stackheating process is finished using waste heat from the fuel cell, in which a controller
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calculates the optimal heat rate and optimal heating duration for the external heater,
which is generating heat in tandem with the fuel cell reaction, to minimize heat loss
through natural convection. This study provides a method to calculate the optimal
trade-off between heating the fuel cell externally to create the conditions for higher
efficiency operation, which becomes a parasitic load, and using the fuel cell to heat
itself, provided that it is already at a functional temperature.
In [57], a fuel cell cold start strategy was proposed and tested against a threedimensional transient CFD simulation. This study proposed increasing fuel cell current during the unsaturated phase rather than the freezing phase. Increasing current
in the unsaturated phase was found to dissipate more waste-heat with which to de-ice
the fuel cell, while increasing current during during the freezing phase increased the
growth rate of ice inside the cell. It should be noted that this strategy was only tested
on a high-fidelity model, rather than a physical fuel cell.

1.2.5

Constraint Management

One method of constraint management is through the use of barrier functions. This
technique is described in [58] for Single-Input Single-Output (SISO) closed-loop nonlinear systems. A barrier Lyapunov function is employed, which is zero at the origin
and approaches infinity as the system states approach their constraint values. From
here, control laws are derived from the barrier Lyapunov functions and the equations
for the closed-loop system, so the system always pushes its states away from the
constraints. In [59], control zeroing barrier functions were defined and investigated
for robustness to model perturbations, and an example application of adaptive cruise
control is explored. Zeroing barrier functions vanish on the constraint boundaries,
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rather than approach infinity, to prevent unbounded control action in the event of
unavoidable constraint violation, and to enable recovery from constraint violation.
In [60], the concept of universal barrier functions was proposed for Multi-Input MultiOutput (MIMO) systems. The authors sought to develop a class of barrier functions
that could be adapted to systems with symmetric constraints, asymmetric constraints,
or no constraints alike without changing the control structure.
In [61], barrier function methods were integrated into MPC. This system both
prevents the violation of inequality constraints, while also smoothing the path between
states on the boundary of the admissible region to states in the admissible region’s
interior. This study also develops a means to re-center barrier functions so that the
MPC causes the system state to converge to the origin. This is a novel mathematical
approach that combines performance stability, tracking, and constraint management
into a single methodology. The authors of this study note that this method may be
computationally efficient for the case of linear systems, using existing algorithms.
In [62], barrier function methods are combined with extremum-seeking methods
using sampled-data to compute optimal control. In this study, both the objective
function and constraint functions are dependent on sampled discrete-time measurements of the system. The authors prove that, provided that initial conditions do not
violate constraints, this method both finds optimal control and prevents constraint
violation.
Constraint management through optimization and set-based control methods canbe
approached with Reference or Command Governors (RG or CG). These are promising
techniques, with lower computational requirements than MPC. Reference Governors
are placed between the reference signal and the controller, to dynamically modify the
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reference signal and prevent the violation of constraints. Unlike low-pass pre-filters,
reference governors make use of state feedback and prediction, perform optimization
tasks, and utilize invariant-sets to minimize modification of the reference signal and
maximize system performance [63]. Reference governors use a maximal output admissible set (OAS), defined as the entire region of state and input values that satisfy the
constraints if the input values are held constant. This can be represented graphically
as a bounded region in N-dimensional space (in this case, N = [number of states] +
[number of inputs]), a polytope for linear inequalities and an ellipsoid for quadratic
inequalities. For desired reference r, the reference governor determines the maximum
coefficient 0 ≤ κ ≤ 1 to scale r(t) such that the modified reference v(t) remains within
the OAS [63].
There are many variations and generalizations of the above case. Vector Reference
Governors replace κ with a diagonal matrix K, Prioritized Reference Governors use
slack-variable and penalty values to satisfy constraints in order of priority [63], and
well Explicit Reference Governors compute the system’s distance from the edge of the
OAS as a function of time to predict whether a given input will satisfy constraints.
Explicit Reference Governors were originally developed for constraint management
in non-linear systems. For linear systems, Explicit Reference were shown to produce
more conservative controller set-points than Classical Reference Governors [64].
The Reference Governors listed above are well-suited to linear systems, but additional variations have been proposed for non-linear systems, such as: treating the
difference between the linear model and non-linear system as an additive disturbance,
non-linear Reference Governor design methods, Parameter Reference Governors which
modify parameters such as controller gains [63].
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Another study [65] focuses on the algorithmic interpretation of reference governors,
in which finite settling time was achieved and constraint management was maintained
even with disturbance inputs. Specific procedures were developed to implement design
computations off-line, to speed up controller execution and improve robustness of
constraint management to system uncertainty.
With respect to Multi-Input Multi-Output (MIMO) Systems, the Decoupled Reference Governor (DRG) was developed [66] to achieve the computational benefits of
Scalar Reference Governors while performing comparably to Vector Reference Governors, by using matrix diagonalization to decouple each input-output pair from all
of the other inputs and outputs.
Finally, [67] studied and experimentally tested the use of a reference governor to
manage constraints in a turbocharged internal combustion engine, maintaining a safe
compressor rotor speed and compressor outlet temperature. The reference governor
in this study was designed to satisfy constraints in both steady state and transient
responses, using a linear system model, and was successfully implemented on a test
vehicle.
Constraint Management with MPC and RG has been studied for Fuel Cell Systems. In [68], an MPC-based constraint management approach was compared against
a Fast Reference Governor (FRG) approach. The objective of this study was to prevent compressor surge and oxygen starvation through a Load Governor on the stack
current signal. The Fast Reference Governor and MPC produced similar time responses that satisfied the constraints, but the FRG did so with a smaller number of
floating-point operations.
In [69], a robust, non-linear load governor was applied to prevent oxygen starvation
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in the fuel cell. This approach was computationally intensive, but was also robust
to system parameter uncertainty and had minimal impact on system response time.
Compared to the performance of using a reference filter or a classical RG, the robust
RG in this study produced far less conservative modifications of the desired set-points,
while also satisfying constraints more reliably in the presence of disturbance inputs
and model uncertainties.
In [70], asymmetric barrier Lyapunov functions are used in an adaptive control
system for preventing oxygen starvation and reducing parasitic power losses in PEMFCSs. The aim was to maintain the oxygen excess ratio between upper and lower
bounds, while minimizing the power consumption of the air-supply subsystem. This
scheme was found to be robust to changes in load current and system uncertainties.

1.2.6

Energy Management

Controlling the power split between a vehicle’s battery and another on-board power
source has been extensively studied in hybrid-electric vehicles (HEVs). The three
approaches covered in this review are: Pontryagin’s minimum principle (PMP) [71,72],
Dynamic Programming [73], MPC [74, 75], and machine learning [76–79].
A power-split model for HEVs was mathematically derived and experimentally
validated in [80]. This model was developed with a hierarchical organization of subsystems which can be easily changed in a modular fashion. It showed excellent agreement with experimental data from a Ford test vehicle. The authors suggest this study
is useful for the development of vehicle system controllers and energy management
strategies.
The use of PMP as a real-time energy management control strategy was proposed
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and studied in [71]. PMP requires less computing time than Dynamic Programming
(DP), and thus can be more suitable for direct real-time implementation, at the
expense of possibly finding local rather global optima. Still, in this study, the PMP
performance demonstrated only a small difference in fuel consumption from the DP
when simulated on a Powertrain System Analysis Toolkit (PSAT) of a Toyota Prius
04.
In [72], an energy management method using PMP to calculate optimal battery
current commands for a Plug-in Hybrid Electric Vehicle (PHEV), and Simulated Annealing (SA) is used to calculate optimal the engine-on power and current coefficients.
This method achieved a fast calculation speed and retained its ability to reduce engine
fuel consumption even with a degraded battery State of Health (SOH).
Two optimal control approaches were studied in [73], Stochastic Dynamic Programming (SDP) and Energy Consumption Minimization Strategy (ECMS), in order
to determine engine power to maximize overall vehicle efficiency. SDP optimizes over
an infinite horizon based on a stochastic power demand, while ECMS minimizes fuel
consumption based on an instantaneous driving condition. SDP was found to produce
smoother engine power output than ECMS and classical DP.
Two MPC power split strategies was explored in [74], a linear-time-varying (LTV)
MPC and a non-linear MPC (NMPC). The NMPC controller improved HEV fuel
economy, compared to the performance of the LVT-MPC and simulated commercial
automotive controllers. With a focus on fuel consumption minimization in a highly
non-linear system, this study may provide a useful analog to PEM-FCS vehicles to
minimize hydrogen consumption while meeting driver requirements.
In [75], an NMPC strategy for HEVs was studied with the focus of slowing battery
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aging while still maintaining a high fuel economy. The NMPC predicts battery aging
based on SOC levels, battery temperature measurements, and charging currents. This
strategy achieved a reduction in the rate of battery SOH degradation without a
significant reduction in fuel economy, as compared to an NMPC that does not account
for battery aging. This study offers a useful approach to selecting optimal control for
an aging system where the aging process itself can be modeled, as opposed to designing
controllers for a system defined by equations with time-invariant parameters.
Machine Learning for power management of HEVS was studied in [76] and [77], a
two-part study. In the first part [76], machine learning frameworks were developed to
predict driving environments and then optimize the power split for the given driving
environment. Various Neural Nets (NN) were developed to predict the current roadway type (such as freeway, ramp, arterial, local), predict the current driving trend
(such as high speed or low speed cruise, acceleration or de-acceleration). In this study,
once the NN predicted the driving situation (environment and trend), DP was used to
determine the optimal power-split for the predicted situation. These strategies were
were validated on experimental data from a Ford Escape HEV and demonstrated
considerable reductions in fuel consumption.
The second part of this study [77] explores the use of on-line intelligent energy
controllers. Rather than using DP to optimize power split for the driving pattern
predicted by the NN, an additional pair of on-line NN’s is used to calculate the optimal
battery power and engine speed commands, which would then serve as set-points
for the engine and motor reference-tracking controllers. These energy management
NN’s were trained based on the DP algorithm used in the first part of the study, so
that power split could be optimized without a priori knowledge of the entire drive
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cycle. Once again, significant fuel savings were achieved on a simulated Ford Escape
HEV. This study may be a useful resource in any attempt to combine control theory
and machine learning to optimize power split. It is especially interesting that these
researchers trained the data-based machine learning algorithms based on dynamicsbased DP algorithm, so that there could be some agreement in calculated output and
performance even when different methods are used.
In [78], an HEV energy management strategy was proposed using a Genetic Algorithm (GA) to optimize engine-on power, while Quadratic Programming (QP) was
used to calculate the optimal battery current while the engine is in use. Numerical simulations showed that this controller reduced fuel consumption, even when the
battery was unhealthy.
In [79], a GA approach for PHEV’s was proposed to estimates optimal power split
in a shorter computation time than DP. The GA computed coefficients for an equation
to predict optimal engine and battery power commands. This GA control strategy
was tested on a real-world test vehicle and demonstrated superior fuel consumption
to a rule-based strategy, and only slightly inferior performance to DP but with a far
smaller computational requirement (2 to 3 minutes instead of several hours). Thus,
GA may be a promising alternative to DP when the trade-off between performance
and computational cost is appropriate.
In addition, [81] developed a power-split controller for an HEV involving a linear
PI controller that was gain-scheduled by a fuzzy-controller. The aims of this design
were to reduce the engine overshoot and reduce the long settling time that resulted
from system non-linearities. This controller was implemented and evaluated in a Ford
Escape Hybrid Vehicle, and resulted in a smoother engine speed than the classical PI
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controller, without compromising transient specifications.
In this review, studies found on energy management in fuel cell vehicles will be
split into the following categories: Dynamic Programming (DP) [82,83], Pontryagon’s
Minimal Principle (PMP) [84–86], Fuzzy Control [87–89], and rule-based control [90].
In [82], Stochastic Dynamic Programming (SDP) was employed to increase the
lifetime of the fuel cell, which it achieved, in large part by avoiding fuel cell transient loading. In [83], a novel unified state-space model of DP was developed and
tested against basic DP and level-set DP, outperforming both in reducing energy
consumption and reduced computing time.
In [84], PMP and DP methods of optimizing power split were compared. It was
found that the PMP ran with far less computing time than DP, with only a minuscule increase in fuel consumption over DP. This highlights the promising benefits of
PMP applications for calculating optimal power split. In [85], PMP was employed to
improve the lifetime of the fuel cell stack, but also accounted for economic factors of
fuel stack replacement costs and hydrogen fuel costs into the optimization process.
This re-frames the problem of energy management from the technical viewpoint of
hardware durability and fuel consumption, to the user viewpoint of operating and
maintenance costs. In [86], energy management was explored using Power Following
(PF), PMP, and DP methods, employing the computation of an equivalent factor
(EF) in which battery power was represented as avoided mass of hydrogen fuel. PMP
and DP both provided significant reductions in fuel consumption.
In [87], an optimized fuzzy-logic controller (OFLC) was proposed and experimentally validated for fuel cell power split optimization. Optimized by genetic algorithms, the OFLCs were tested against on-line fuzzy logic controllers and DP ap-
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proaches, and the optimized fuzzy controllers achieved comparable performance in
reduced fuel consumption. In [88], two additional control strategies were compared
to fuzzy-logic control: Equivalent Consumption Minimization Strategy (ECMS) and
Operation Mode Control Strategy (OMCS). ECMS and OCMS both outperformed
fuzzy-control in terms of hydrogen consumption and computation time. In [89], a
fuzzy control sequence was employed to separate the required power signal into three
frequency ranges, based on the principle that fuel cells operate more smoothly when
supplying low frequency power. This control strategy aimed to improve the fuel cell’s
lifespan and fuel economy, and it outperformed fuzzy controllers that did not decouple
frequencies in terms of fuel consumption and vehicle driving range.
Rule-based control was employed in [90], by creating a map between battery state
of energy (SoE) and desired power. In this map, coordinates composed of (Pload , SoE)
are mapped to power split values based on which "region" they are in, these regions
calculated based on fuel cell and battery efficiency under different loading conditions.
The reductions in hydrogen consumption using the efficiency map method closely
approached the results obtained by constrained non-linear programming, although
the latter consumed far less hydrogen when the initial battery SoE was very low.
In [91], researchers developed a low-level controller to ensure proper power-split
between the fuel cell and the battery of a vehicle, with the principle that the battery
is more efficient, but the fuel cell has a longer lifespan. This power split is calculated
based on navigational data from the driver, and the fuel cell system and the power
management system alike are controlled by a model-predictive controller. The results
of this study may be useful for integrating vehicle-exogenous data into the power-split
controller.
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In [92], a non-linear model predictive controller was employed to manage vehicle
power-split between a rechargeable battery and a PEM fuel cell, employing a quasiLinear Parameter Varying system. The model employed equivalent electrical circuit
and impedance models for the battery and fuel cell alike.
In [93], a sliding model control system and a maximum power-point tracker are
developed for use in a combined PEM fuel cell and battery system. The MPPT
calculated the optimal trade-off between voltage (efficiency) and current draw in
order to supply the maximum power output.
In [94], a model and control scheme were developed to enable smooth switching
of power draw between a fuel cell versus a battery within the hybrid system, using a
three-loop feedback control architecture. This study’s simulation results achieved a
significant minimization of voltage dips, voltage overshoot, and time length of transient responses during power-source switching.

1.2.7

Discussion

With respect to FCS air-path control, linear feedforward and feedback control have
been well-studied and produce acceptable results near the selected FCS operating
points. Those strategies that do incorporate closed-loop control usually pair the FB
controller with a FF controller [1, 6, 37], summing the control signal from the two.
Another commonly proposed approach, especially in more recent papers after 2010, is
to start with a classical PID feedback architecture, but then connect it to a more novel
scheme, such as fuzzy logic [38], to handle system non-linearities and uncertainties.
The vast majority of closed-loop designs use state-observers, as the states of cathode oxygen content and membrane humidity are difficult to measure directly. Using
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state observers in addition to measurements of output stack voltage is not only useful
for state-feedback, but also to supply system measurements for a reference governor
when the constraint management components of the control system are developed.
However, these benefits are limited to the accuracy and robustness of the observer,
and thus the observer might benefit from a combination of deterministic (dynamics) and statistical-data (machine learning) based computations. This might also be
useful for accounting for fuel cell aging as parameters change.
Thermal and humidity control techniques also employed linear feedback controllers, as well as gain-scheduled feedback controllers. MPCs and rule-based controllers were also studied. Similar to the compressor in the air-path control subsystem, thermal control systems create a parasitic loss due to the coolant pump and
any heating actuators used for system cold-starts. Thus, optimal control has been
studied to maximize system efficiency by balancing the need to maintain optimal fuel
cell operating temperature against the need to reduce the energy required to control
the fuel cell temperature.
On the topic of FCS constraint management, there is a plethora of general mathematical theories and algorithms being developed. Theories explored included Lyapunov functions, barrier functions, MPCs, and RGs/CGs. All of these approaches
have been studied for FCS applications. There is a large variety of RG and CG
flavors, intended to reduce computational cost and decouple tracking control with
constrain management, but each flavor is suited to different types of systems. These
include, but are not limited to, explicit Reference Governors (ERG) for non-linear systems [64], Fast Reference Governors (FRG) for non-linear and uncertain systems [65],
and Decoupled Reference Governors (DRG) for MIMO systems [66].
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Both MPC and Reference Governors, the latter often being classified as Load
Governors because the signal they modify is the electrical current through the fuel
cell stack, have been studied and compared for use in FCS. RG’s tend to be more conservative than MPC, especially Explicit Reference Governors. In some studies, RG’s
have achieved similar system performances as MPC but with reduced computational
cost. RG’s are especially promising due to many computations being conducted offline, generating invariant sets. The ultimate choice of whether to use an MPC or
RG/CG approach for FCS vehicles comes down to the availability of on-board computational resources. But RGs are appealing due to their modular nature within the
control architecture and relative computational economy compared to MPC. Known
limitations of RG’s in the past have been addressed in more recent research, so one
may hope to extrapolate that trend to current remaining limitations and current
ongoing research.
On the topic of FCS energy management and power split, much can be learned
from similar research concerning HEVs. Techniques explored in the literature include PMP, DP, MPC, and machine learning through NNs and GAs. While DP
is best suited for finding globally optimal solutions, PMP has less computational
cost without a significant loss of performance relative to DP. Machine learning approaches, especially those similar to [76], may be useful for predicting FCS-exogenous
factors relevant to power split calculations, such as the current driving environment
and driver behavior. Studies covered in this report that focused directly on FCS
energy management applications also covered PMP and DP approaches, as well as
extremum-seeking, rule-based control, and fuzzy-control. Energy management strategies for calculating optimal power split are diverse, and research in this field will likely
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benefit from combining control theory, for controlling the internal systems, with machine learning, for factoring in user behavior.
Fuel Cell Systems are a very promising clean energy technology. Fossil fuel based
energy technologies, while still studied, are relatively less open to interesting advances
from an innovation standpoint. The richness and variety of research on FCS, even
within the scope of control-oriented research, has been and will continue to be crucial
to refining and extending this emerging technology. For each sub-system and subproblem, there is a large variety of approaches to choose from. It should be noted that
the most reliable approaches are those tested experimentally on a real FCS, either
on a lab bench or on a prototype vehicle, as opposed to purely in simulation (unless
the study is focusing on general theory or algorithms). Strategies with the strongest
experimental testing will be given the first consideration when searching for resources
and inspiration for this project, and many studies do fall into this category. There
is fertile ground to develop FCS control technology for real-world applications, and
expand our much-needed toolkit for a more sustainable society.

1.3

Contributions

The major contributions of this thesis are as follows:
• The degree of nonlinearity of the FCS model is characterized. This can be
used to determine whether controller gain scheduling is necessary, and if so,
can inform that process. If this analysis indicates that gain scheduling is not
necessary, it will then inform the margin requirements a single linear controller
would need.
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– A steady-state input-output map of the nonlinear FCS is generated.
– The uncertainty of linearized model dynamics due to variation in operating
point is characterized.
• The effect of ambient conditions on the FCS steady-state outputs and system
dynamics are characterized. This can be used to determine how sensitive the
FCS is to ambient conditions, and inform the process of ensuring the control
system is sufficiently robust to a wide range of environmental conditions.
• A mutli-input, multi-output (MIMO) control problem is formulated for the
FCS air-path. An ETB valve was added at the cathode outlet manifold as
an actuator, and a cathode inlet pressure measurement was added as feedback
measurement. These new degrees of freedom enable greater control over the
FCS operating point to improve system net efficiency.
– A FCS net efficiency map is generated as a function of stack current and
cathode inlet pressure. This can be used to determine the sensitivity of
the system net efficiency to variations in cathode inlet pressure.
– A cathode inlet pressure set-point map is generated to maximize FCS
net efficiency for a given stack current load. This enables operating the
system at higher efficiency regions via independent control of cathode inlet
pressure.
– An internal model control (IMC) architecture was designed, analyzed and
tested for the FCS air-path. This IMC is capable of fast reference tracking,
is straightforward to tune for a desired trade-off between robustness and
speed, and effectively decouples the two tracking objectives at a wide range
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of frequencies. Thus, this IMC has the promise to be easily modified or
extended.
• Various reference governor (RG) schemes are employed in order to maintain
oxygen excess ratio (OER) at or above a minimum at all times. This protects the
fuel cell stack from stress and damage without severely compromising controller
performance.
– The nonlinear OER constraint is reformulated as a linear combination of
system states and inputs. This reduces mismatch between the linear prediction model employed by the RG and the actual behavior of the nonlinear
FCS.
– A novel RG formulation, the Admissible Cross-Section RG, is developed
that generalizes a traditional RG, with the ability to both slow down and
speed up the set-point. For FCS applications, this enables satisfaction of
the OER constraint via increasing compressor mass airflow in addition to
slowing down stack current.
– A novel RG architecture, the Cascade RG, is developed that uses multiple
RG’s in series to operate on a mutli-input system. Input values that are
prioritized can be governed after inputs that are deemed more free to
vary. For FCS applications, this enables both the satisfaction of the OER
constraint and faster power tracking than traditional load-governing.
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Chapter 2
PEM-FCS Model and Dynamics
The purpose of this chapter is to present the model of the FCS employed in this
research, and then describe the analysis process and results on this model. The
analyses conducted on this model are intended to answer the following questions:
first, what is the degree of nonlinearity of the system, and based on this, how complex
or robust must a controller be to operate on it? Second, how sensitive is the system
to ambient conditions that the controller cannot set, and how can safe and efficient
operation be maintained in spite of any sensitivity to the environment? Embedded
in the first question is not only an analysis of the system response to control inputs,
but also the magnitude and frequencies of electrical loading, which can represent how
uncertain or sensitive the system can be to driving conditions. In short, the fuel
cell vehicle should operate safely and efficiently despite large variations in weather,
elevation, traffic, road grade, or driver behavior.
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2.1

Ninth-Order FCS Model

The FCS model employed in this study is based on a MATLAB Simulink model
created by Jay T. Pukrushpan, Anna G. Stefanopoulou, and Huei Peng in 2002. This
model agrees well with the behavior of fuel cell system in other literature. Note
that this thesis focuses primarily on flow and pressure dynamics, so accuracy in
electrochemical, thermal, and humidity subsystems is mostly necessary to the point
that it produces valid flow and pressure predictions (e.g., mass flux of gas being
consumed/generated in reactions). The model accepts the following three inputs,
stored in the vector u:
1. Stack Current
2. Compressor Motor Voltage
3. Outlet Manifold Valve Setting (added in this work).
The model also accepts the following two ambient conditions:
1. Ambient Temperature
2. Ambient Pressure
The model has nine internal states, stored in vector x. These states are:
1. Mass of oxygen in the cathode
2. Mass of hydrogen in the anode
3. Mass of nitrogen in the cathode
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4. Turbo-compressor rotor rotational speed
5. Cathode supply manifold pressure
6. Cathode supply manifold mass content
7. Total mass of water1 in the anode
8. Cathode outlet manifold2 pressure
9. Total mass of water in the cathode
From these nine states, the model also calculates five output values of interest, stored
in vector y, listed below:
1. Net Power, Pnet = Pstack − Pcompressor
2. Oxygen Excess Ratio, λO2 =

WO2,in
WO2,react

3. Stack Voltage
4. Compressor Mass Flow
5. Cathode supply manifold pressure (identical to state x5 ).
This model makes the following assumptions:
• The hydrogen supply is controlled by a built-in proportional controller that
tracks the cathode pressure with the anode pressure.
1

For states 7 and 9, this mass includes both water vapor and liquid water. However, the distinction
between liquid water and water vapor is made within the model for calculations of mass transport
and stack electrochemistry.
2
In the literature that this model is based upon [1], the outlet manifold is referred to as the
“return manifold". However, the original Simulink model itself used the term “outlet manifold."
These two terms will be used interchangeably throughout this document.
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• The fuel cell stack has perfect thermal management, and runs at a fixed temperature of 353 K (80◦ C).
• The air supply exiting the compressor is perfectly cooled to the fuel cell operating temperature, and then statically humidified to a fixed relative humidity.
Humidity dynamics are beyond the scope of this stage of the project. Thermal dynamics are considered to operate on a different time scale, and thus are
represented as constants with respect to the air path subsystem.
• The compressor efficiency is governed by a lookup table based on mass flow
and pressure ratio, with correction factors to account for variations in inlet
temperature and pressure.
One thing to note about these assumptions is that they act to heavily focus the
model on the air-path subsystem. The assumption of perfect air supply conditioning
prior to entering the fuel cell stack does not preclude any effect of ambient temperature and pressure affecting the compressor, manifold, or stack outlet dynamics. Thus,
sensitivity of the air-path subsystem behavior to potentially adverse operating conditions can still be captured by the model. The dynamics of this model are further
detailed in [1], for those who wish to see the full derivation and equation set of the
model.
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y1 = Pnet

w = Ist

u1 = vcm

u2 = uom

d1 = Tamb

FCS Model
States:
x1 = mO2,ca
x2 = mH2,an
x3 = mN 2,ca
x4 =
ωcp
x5 = psm,ca
x6 = msm,ca
x7 = mw,an
x8 = prm,ca
x9 = mw,ca

y2 = λO2

y3 = Vst

y4 = Wcp

y5 = psm,ca

d2 = pamb

Figure 2.1: Input and output ports for the modified FCS model.

The original model was modified for the purpose of this project. The full set of
inputs and outputs for the modified FCS model are shown in Figure 2.1. The ambient
temperature and pressure values, previously set to constants, were connected to input
ports. These input ports can now receive arbitrary signals, such as variables set in
the MATLAB workspace, set pragmatically for the analyses described in this report.
These two values affect the upstream pressure and temperature of the compressor, and
the downstream pressure of the outlet manifold. The outlet manifold valve setting u3
is added as a system input. It accepts values u3 ∈ [0, 1], with 0 being fully shut and
1 being fully open. This input changes the effective valve area in the outlet-manifold
non-linear valve subsystem.

2.2

Equilibrium Analysis

Essentially, the equilibrium analysis sought to determine the mapping from constant
system inputs (and disturbances) to system output equilibria. This is an effort to
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address the question: how nonlinear is this mapping? For example, does doubling
the input more or less double the output? If this map is close to linear, or can be
approximated by a piece-wise linear function (with no more than three regions), then
the system lends itself well to linear control schemes. It is also useful to determine
if the input-output maps are increasing or decreasing monotonically within the fuel
cell vehicle’s operating range. If not, then non-monotonic operating regions can be
identified ahead of time to prevent control issues that may arise from them.
Many conditions on the FCS may vary without the user’s intent. A source of
system disturbances can be a change in ambient temperature or pressure, which affects
the air supply to the compressor that supplies oxygen to the cathode. Physically, it
would be useful to know how the FCS dynamics vary based on the weather and
elevation conditions that drivers may inevitably expose their vehicles to.
In general, it was found the equillibria of the FCS were relatively insensitive to the
variations in ambient pressure and temperature. On the other hand, the FCS model
exhibited higher sensitivity to variations in system inputs, such as stack current,
compressor motor voltage, and the return manifold valve.
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Variable

Description

Units

Baseline

Minimum Maximum

Value

Value

Value

System Inputs
u1 = Ist

Stack Current

A

100

75

250

u2 = vcm

Compressor Motor Voltage

V

99

90

255

u3 = uom

Outlet Manifold Valve Setting

m2
m2

1.0

0.3

1.0

System Disturbances
(Ambient Conditions)
d1 = Tamb

Ambient Temperature

K

298

273

313

d2 = pamb

Ambient Pressure

bar

101.325

70

103

Table 2.1: Open-loop input values for FCS model analysis.

For both the equillibria and linearization analyses, the independent variables and
their values are listed in Table 2.1. The “Baseline Value" is the default value. In each
simulation, only one of the variables is varied from baseline at a time. System inputs
are variables governed by the controller command outputs, while system disturbances
are values that cannot be set by the controller. Note that the ambient temperature
range being studied has a minimum value of 0◦ C. This is because the physics and
impacts of ice in the FCS are beyond the scope of this model and project.
For the equillibria analysis, the FCS model was run for 10 seconds for constant
inputs on the independent variables, so that the system states and outputs converged
to their steady-state. Because the time rate of change of the states and outputs were
zero or close to zero at steady state (by definition), these steady-state values were
taken to be equillibria.
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In the equilibrium analysis, it was found that most steady-state input-output
maps were linear or fairly linear. Oxygen excess ratio and stack voltage tended
to vary non-linearly for different stack currents and outlet manifold valve settings,
but more linearly for compressor motor voltage. While the relationships between
ambient conditions and FCS performance did exhibit some smooth non-linearities,
these variations were so small in comparison to those observed from varying system
inputs, that it was concluded the FCS was far less sensitive to ambient conditions.

(a)

(b)

Figure 2.2: Steady State Input-Output Map from Stack Current to: (a) Compressor Mass
Flow, (b) Supply Manifold Pressure.

Figure 2.2 shows that the compressor mass flow and cathode supply manifold
pressure equilibria show insignificant variation with respect to stack current. When
compared to the following figures with the same y-axis scales and limits, this difference
in sensitivity becomes more apparent.
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(a)

(b)

Figure 2.3: Steady State Input-Output Map from Stack Current to: (a) Oxygen Excess
Ratio, (b) Net Power.

As can be seen in Figure 2.3a, the steady-state oxygen excess ratio varies nonlinearly with stack current. However, the relationship is smooth and can be approximated as linear. Note that oxygen starvation occurs for constant stack currents above
approximately 210 A. As the compressor motor voltage has been held constant, this
is the point at which the oxygen in the cathode is being reacted faster than it is being
supplied by the compressor. This makes sense, that higher currents can only be safely
sustained with higher compressor motor voltages.
As can be seen Figure 2.3b, the relationship between stack current and net power
is non-linear but smooth, and can be linearly approximated for low currents up to
approximately 150 A. As the compressor voltage is held constant for varying stack
currents, the variation in parasitic load of the compressor is less relevant in this plot.
Thus, the maximum net power value reached at approximately 190 A is most likely
explained as the point of optimal trade-off between stack current and stack voltage,
as stack voltage declines with higher current densities.
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(a)

(b)

Figure 2.4: Steady State Input-Output Map from Compressor Motor Voltage to: (a) Compressor Mass Flow, (b) Supply Manifold Pressure.

Figure 2.4 requires little explanation. They both show the nearly-linear, wellbehaved, and positive relationship between compressor motor voltage and the pressure
in the cathode supply manifold and the compressor airflow, as one may expect from
running the electric compressor at a higher voltage.

(a)

(b)

Figure 2.5: Steady State Input-Output Map from Compressor Motor Voltage to: (a) Oxygen
Excess Ratio, (b) Net Power.
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As can be seen in Figure 2.5, the relationship between oxygen excess ratio and
compressor motor voltage is very linear and its direction predictable (the more compressor motor voltage, the more air flow rate, and the more oxygen supply to the
cathode). Thus, determining the appropriate compressor motor voltage required for
a desired oxygen excess ratio would be fairly straightforward.
On the other hand, the net power plot in Figure 2.5 is more interesting. For a
constant stack current, net FCS power drops as compressor motor voltage increases.
Not only that, but it begins to decrease around the relatively low compressor motor
voltage value of 110 A. This can be explained by the increasing parasitic power
draw of the compressor as it is fed more voltage to supply a higher flow rate. This
describes the steep trade-off between achieving desired oxygen supply to the cathode
and achieving maximum power output from the fuel cell stack.
However, as these operating points were generated for a stack current towards
the lower end of the studied range (see Table 2.1, compare baseline stack current to
the minimum and maximum studied values), this chart may be slightly misleading.
Higher compressor motor voltages will most likely only be employed for higher stack
current values, and this will likely shift the optimal operating point higher, even
though this value is still bounded by the compressor-power production trade-off. As
indicated by the presence of a critical point, this relationship is non-linear, however a
physical fuel cell is most likely to be operated the region below or around the critical
compressor motor voltage corresponding to the given stack current.
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(a)

(b)

Figure 2.6: Steady State Input-Output Map from Outlet Manifold Valve to: (a) Compressor
Mass Flow, (b) Supply Manifold Pressure.

The steady-state behavior outlet manifold valve is especially interesting. Figure
2.6 shows the compressor flow decreases as the outlet manifold value goes from open to
shut. This may be explained as follows: as the outlet manifold valve closes, it restricts
the flow of gas exiting the FCS, and the pressure in the supply manifold builds up.
Given a fixed compressor motor voltage, the compressor has to work harder to push
air up a steeper pressure gradient, reducing compressor mass flow. Thus, the net
effect of closing the outlet manifold valve is to reduce compressor flow and increase
the pressure gradient across the compressor. This relationship is also fairly linear and
well-behaved.
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(a)

(b)

Figure 2.7: Steady State Input-Output Map from Outlet Manifold Valve to: (a) Oxygen
Excess Ratio, (b) Net Power.

Figure 2.7 shows that the oxygen excess ratio decreases linearly as the outlet
manifold valve begins to close. This indicates that the net effect of closing the outlet
manifold valve is dominated by the reduction in compressor flow, despite the reduction
of gas leaving the cathode. Based on this, unreacted oxygen leaving the cathode does
not seem to be a significant problem. Furthermore, this relationship is well-behaved
and fairly linear, so estimating the expected oxygen excess drop (to determine how
much the valve may safely be closed to prevent oxygen starvation) from closing the
outlet manifold valve would be fairly straightforward.
Owing to the decrease of available oxygen to fuel the reaction in the fuel cell
stack, the net power response Figure 2.7 is fairly straightforward to understand: the
more the valve closes (moving to the left on the plot), the more voltage and power
production drops. These relationships are non-linear, but still well-behaved. The
decrease in voltage and power production becomes more pronounced as the valve
nears fully shut. Thus, it may be safest to operate the valve close to fully open,
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where the relationship can be better approximated as linear, and where the risk of
oxygen starvation is relatively lower.

(a)

(b)

Figure 2.8: Steady State Input-Output Map from Ambient Temperature to: (a) Compressor
Mass Flow, (b) Supply Manifold Pressure.

(a)

(b)

Figure 2.9: Steady State Input-Output Map from Ambient Temperature to: (a) Oxygen
Excess Ratio, (b) Net Power.
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(a)

(b)

Figure 2.10: Steady State Input-Output Map from Ambient Pressure to: (a) Compressor
Mass Flow, (b) Supply Manifold Pressure.

(a)

(b)

Figure 2.11: Steady State Input-Output Map from Ambient Pressure to: (a) Oxygen Excess
Ratio, (b) Net Power.

Figures 2.8 through 2.11 all tell a similar story: system outputs are relatively
insensitive to ambient conditions. This of course is only valid if the thermal management system between the compressor outlet and the cathode inlet is working perfectly,
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as is assumed by the FCS model. The slight non-zero variation remains as a result of
the change in compressor flow rate for different inlet temperature and pressures, and
the difference in downstream pressure of the outlet manifold.
As can be seen, these two factors affect the FCS power output very little. As a
result of ambient pressure variations, oxygen excess ratio varies by a maximum of
0.3, a magnitude of 10−1 (Figure 2.9), and remains well above the starvation limit.
Net power varies 40 W, a magnitude of 101 (Figure 2.9). Effects on system outputs
due to ambient pressure variation are even lower. Compare this to the variation of
the magnitude of at least 102 W for net power with respect to the outlet manifold
variation, and for the oxygen excess variations that reach below the starvation limit
(in the case of Figure 2.3) and as high as 6 (in the case of Figure 2.5, within which
the range of oxygen excess ratios is 4).
As low-temperature air is denser than warm air, it makes sense that power and
oxygen excess ratio tended decrease for higher temperatures. The pressure relationship is more non-linear. The relationships themselves are well-behaved, and for
ambient temperature are nearly linear. But the range of the steady-state values are
so small, that the more important takeaway is that ambient conditions have a very
small effect on FCS performance for the FCS described in the current model.
Input

Compressor Mass Flow ( gs )

Supply Manifold Pressure (bar)

Stack Current (A)

1.0e-02

9.4e-05

Compressor Motor Voltage (V )

3.5e-01

1.2e-02

Return Manifold Valve

2.2e+01

1.8e-01

Ambient Temperature (K)

6.0e-02

1.6e-03

Ambient Pressure (bar)

8.1e-05

4.5e-05

Table 2.2: Normalized Absolute Correlations for Steady-State Maps ( range(output)
range(input) )
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Table 2.2 summarizes the variation in air-path equillibria with respect to all FCS
inputs and ambient conditions. Each value in the table is the range of steady-state
outputs divided by the range of steady-state inputs, and will always be positive (i.e.,
it does not preserve the direction of correlation, only its magnitude). An example
of how to interpret the table is: the upper right-hand cell says the stack current
varies on average by 1 × 10−2

g
s

per A. Thus it becomes evident that the largest

influence of the steady-state air-path outputs arises from the actuators (compressor
motor voltage and supply manifold pressure), which dominates over the stack current
and the ambient conditions.

2.3

Linearization Analysis

The linearization analysis is very important, because it directly informs controller
design and analysis. As many controllers are designed based on linear models, understanding how much the system dynamics change between different operating points
shows the range of conditions over which a linear model remains valid or a linear
controller remains effective. Outside this range, the linear model prediction loses
validity, and a gain-scheduled controller may become necessary. By linearizing the
system at multiple operating points and comparing the dynamics of these different
linear approximations, it can be determined how “wrong” each linear model becomes
as a function of distance from the operating point. This quantified uncertainty can
then be built into the controller’s stability margins and/or scheduling algorithm.
For the linearization analysis, the FCS model was linearized around each found
equillbiria, which corresponds to a specific input or disturbance value, or a specific
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operating point. The linearized model takes the form of the matrix equation:

δ ẋ = Aδx + Bδu

(2.1)

δy = Cδx + Dδu

(2.2)

Here, x contains the system internal states, u contains the system inputs, and y
contains the system outputs. The notation δ(·) = (·) − (·)∗ represents the deviation
of system quantities from their equilibrium values. The A,B,C, and D matrices represent the partial derivatives of the system with respect to the inputs and states. Each
matrix was computed numerically from the FCS model by adding a small3 perturbation δ(·) to each state and input4 , which otherwise are set to the equilibrium values of
x∗ and u∗ , and measuring the difference in the resulting ẋ = f (x, u) and y = h(x, u).
These are shown in equations 2.3 through 2.6.

Aij =

∂ ẋi
f (x∗ + δx, u∗ ) − f (x∗ , u∗ )
|x∗ ,u∗ ≈
xj
δ

(2.3)

Bij =

∂ ẋi
f (x∗ , u∗ + δu) − f (x∗ , u∗ )
|x∗ ,u∗ ≈
uj
δ

(2.4)

Cij =

h(x∗ + δx, u∗ ) − h(x∗ , u∗ )
∂yi
|x∗ ,u∗ ≈
xj
δ

(2.5)

∂yi
h(x∗ , u∗ + δu) − h(x∗ , u∗ )
∗
∗
Dij =
|x ,u ≈
uj
δ

(2.6)

An order of magnitude 10−5 smaller than the value of x∗ or u∗
Note that the outlet manifold valve setting u3 saturates at its upper boundary of 1. Thus, there
is a risk that a positive δ(·) at this input could get cut off, resulting in a faulty partial derivative
calculation. This was prevented by applying a negative δ(·) to this input. While u3 does saturate
at its lower boundary of 0, the minimum studied value of u3 is non-zero (0.3) and several orders of
magnitude larger than δ(·).
3

4
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From here, two analyses were run on each linearized FCS model. First, the poles
for each linearized system were calculated and plotted on the complex plane. Each
pole represents a dynamic mode in the system response. Second, a bode plot was
generated for each linearized system, to study the frequency response and system
sensitivity. The region of interest for the bode analysis is one decade (power of 10)
of frequencies below and above 10 radians per second (1.5915 Hz). The value of 10
radians per second was chosen due to it being a standard FCS bandwidth.

Figure 2.12: Step-Response validation of Linearized model versus non-linear FCS model.

Figure 2.12 shows the validation results for the model linearization. A small step
signal (at least 2 orders of magnitude smaller than the operating point value) was
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applied to each input of both models, and their output response are compared. All
states and output values showed good agreement in the transient response between
the linear approximation and the non-linear model. Thus, the linearized models can
provide valid information on system dynamics, for the non-linear system near their
operating points.

2.3.1

Pole Location

System poles describe the transient dynamics of the FCS. The real component of
a system pole indicates the rate of exponential growth: large negative values (far
to the left in the complex plane) indicate rapid exponential decay. The imaginary
component of a system pole indicates the frequency of oscillation, with larger absolute
values (far above and below the real axis) indicating high frequency oscillation. The
following plots show the variation of system pole locations in the complex plane
against variation in system inputs and ambient conditions.
It was found that the system poles varied more from system inputs (stack current,
compressor motor voltage, outlet manifold valve) than from ambient conditions (temperature, pressure). Generally, it was found that system poles were stable, spanned
a large range of exponential decay rates, and had relatively small imaginary components. The system itself has highly dominated fast poles, with clusters of nondominated slower poles closer to the imaginary axis. Thus, system transience varies
mostly with inputs, and thus the controller may need gain scheduling, while gain
scheduling may not be as necessary for ambient conditions.
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Figure 2.13: Response of System Poles to Variations in Stack Current.

Figure 2.13 shows that lower stack currents (red x’s) tend to produce slower dynamic modes with higher frequency oscillations, while higher stack currents (blue x’s)
tend to become faster and less oscillatory, and thus more well-behaved. It is worth
noting that the y scale range is far smaller than the x-scale range. While oscillatory
modes are present for lower currents, the frequency is relatively low, below 1 radian
per second (less than 0.16 Hz).

Figure 2.14: Response of System Poles to Variations in Compressor Motor Voltage.
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Figure 2.14 shows a greater variation is FCS system poles due to compressor
motor voltage variation. Higher voltages produce poles with faster and less oscillatory
dynamics, while lower voltages produce slower modes with higher oscillations. Once
again, all oscillatory modes are below 1 radian per second.

Figure 2.15: Response of System Poles to Variations in Outlet Manifold Valve Setting.

In Figure 2.15, it is shown that the outlet manifold value produces less oscillatory
dynamics as it becomes increasingly closed, but the rate of exponential decay in these
dynamic modes remains relatively unchanged. Once again, the oscillatory frequency
is negligible relative to the pole decay speed.
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Figure 2.16: Response of System Poles to Variations in Ambient Temperature.

Figure 2.17: Response of System Poles to Variations in Ambient Pressure.

Both Figures 2.16 and 2.17 indicate that the poles move less along the real axis
due to ambient condition variation versus system input variation. What is interesting
is that as temperature and pressure increase, so does the imaginary components of
the system poles, and unlike the system input variation, the imaginary components of
each operating point are more evenly spaced (indicating perhaps a linear relationship
between system frequency and ambient conditions). However, as with all cases above,
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the imaginary components are small compared to the real components and represent
very low frequencies. Thus, the primary result is that poles in general do not vary
significantly with changes in ambient conditions.

2.3.2

Frequency Response

The purpose of this analysis is to determine how much the frequency response of
the FCS varies as a function of operating point. The FCS is a nonlinear system. If
the frequency response changes depending on the choice of approximation point, this
can bound the operating range over which a linear model is informative or a linear
controller is effective.
For example, how much would the fuel cell vehicle’s response to user inputs change
as a function of elevation or weather conditions? For a less exotic example, consider
even how much the system’s frequency response varies with the level of loading (stack
current) on the FCS. Does the system behave differently when the driver is accelerating and decelerating at frequent stoplights, versus when the driver is cruising down
a flat highway with very light traffic? Knowing this is key to keeping the system safe,
efficient, and responsive to the user’s power requests no matter where and how they
drive.
This analysis will characterize the degree of nonlinearity of the FCS. Which conditions lead to the most and least nonlinear behavior, and which input-output pairs
are most and least susceptible to nonlinear behavior? This will also inform quantitative robustness requirements for any linear controller designs, and determine if gain
scheduling would be necessary.
In order to carry out this analysis, bode plots are employed. Bode plots show the
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frequency response of a system. The magnitude plot shows how the of amplification
or attenuation of sinusoidal inputs varies with their frequency. The phase plot shows
the how the temporal shifting of sinusoidal inputs varies with their frequency. To
characterize the degree of nonlinearity of the FCS, the bode-plots of multiple linear
approximations are super-imposed. This shows how much the frequency response
changes as a function of the operating point. The vertical range between the magnitude plot can be used to set gain margin requirements for feedback controllers,
while the vertical range between the phase plots can be used to set phase margin
requirements.

(a)

(b)

Figure 2.18: Bode plot from compressor motor voltage to flow and pressure as stack current
operating point varies.

Figure 2.18 shows the frequency responses from compressor motor voltage to compressor mass flow and supply manifold pressure as stack current is varied. In other
words, as the electrical loading on the fuel cell changes, does this change the dynamic
behavior from the compressor motor to the airflow and cathode inlet pressure? As
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can be seen, despite almost 200 A of variation, the magnitude and phase plots show
only minuscule separation. This means that the relationship from compressor motor
voltage to the two air-path outputs is nearly linear over a wide range of stack currents.

(a)

(b)

Figure 2.19: Bode plot from compressor motor voltage to oxygen excess ratio and net power
as stack current operating point varies.

Figure 2.19 shows shows the frequency responses from compressor motor voltage
to oxygen excess ratio and net power as stack current is varied. Oxygen excess ratio
shows less than 20 dB magnitude variation and minuscule phase variation. Oxygen
excess ratio also shows increasing magnitude with lower stack currents, which is consistent with the physics of FCS. The net power frequency responses show greatest
variation at low frequencies, and this variation decreases with increasing frequencies.
Note that the oxygen excess ratio and net power outputs are beyond the scope
of the air-path controller itself, but are still relevant. Oxygen excess ratio is not
directly measured by a sensor nor calculated from a combination of physical sensors.
However, maintaining a safe oxygen excess ratio is a key objective in FCS control, so
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it is useful to know how it is affected by system inputs. Net power tracking is not an
objective of the air-path controller. However, enabling a faster power response is an
objective of the air-path controller, so closing an outer loop around net power may
become necessary to test the benefits of a particular air-path control approach (thus,
the net power bode plots would inform the margins more for the power controller and
less for the air-path controller).

(a)

(b)

Figure 2.20: Bode plot from outlet manifold valve to flow and pressure as stack current
operating point varies.

Figure 2.20 shows the frequency responses from the outlet manifold valve to compressor mass flow and supply manifold pressure as stack current is varied. As with the
compressor motor voltage input, the relationship from compressor motor voltage to
the two air-path outputs is nearly linear over a wide range of stack currents. Thus, the
air-path subsystem outside the fuel cell stack is not highly sensitive to stack current
and fuel cell loading.
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(a)

(b)

Figure 2.21: Bode plot from outlet manifold valve to oxygen excess ratio and net power as
stack current operating point varies.

Figure 2.21 shows shows the frequency responses from the outlet manifold valve to
oxygen excess ratio and net power as stack current is varied. This shows significantly
more variation, but this variation may well be manageable. The most variation
for oxygen excess ratio is a less than 20 dB magnitude variation. While there is
approximately 50 dB of magnitude variation for net power, this will not be likely
present in the air-path controller feedback channels. The separation of phase plots is
likely attributed to the cyclic nature of phase (period of 360 degrees), and therefore
the phase variation can be taken as roughly 100 degrees.
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(a)

(b)

Figure 2.22: Bode plot from compressor motor voltage to flow and pressure as compressor
motor voltage operating point varies.

Figure 2.22 shows the frequency responses from compressor motor voltage to compressor mass flow and supply manifold pressure as compressor motor voltage is varied.
The relationship from compressor motor voltage to the two air-path outputs is nearly
linear over a wide range of compressor motor voltages, with far below 20 dB of magnitude variations and minuscule phase variations.
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(a)

(b)

Figure 2.23: Bode plot from compressor motor voltage to oxygen excess ratio and net power
as compressor motor voltage operating point varies.

Figure 2.23 shows shows the frequency responses from the compressor motor voltage to oxygen excess ratio and net power as compressor motor voltage is varied. The
gain and phase variations near the bandwidth are not significant.
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(a)

(b)

Figure 2.24: Bode plot from outlet manifold valve to flow and pressure as compressor motor
voltage operating point varies.

Figure 2.24 shows the frequency responses from the outlet manifold valve to compressor mass flow and supply manifold pressure as compressor motor voltage is varied.
The relationship from the outlet manifold valve to the two air-path outputs is nearly
linear over a wide range of compressor motor voltages, with far below 20 dB of magnitude variation for compressor flow, around 20 dB of magnitude variation for supply
manifold pressure, and minuscule phase variations.
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(a)

(b)

Figure 2.25: Bode plot from outlet manifold valve to oxygen excess ratio and net power as
compressor motor voltage operating point varies.

Figure 2.25 shows shows the frequency responses from the outlet manifold valve
to oxygen excess ratio and net power as compressor motor voltage is varied. The gain
and phase variations are not significant for oxygen excess ratio. However, net power
shows more uncertainty with respect to compressor motor voltage, especially with its
phase variation.
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(a)

(b)

Figure 2.26: Bode plot from compressor motor voltage to flow and pressure as outlet manifold valve operating point varies.

(a)

(b)

Figure 2.27: Bode plot from compressor motor voltage to oxygen excess ratio and net power
as outlet manifold valve operating point varies.
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(a)

(b)

Figure 2.28: Bode plot from outlet manifold valve to flow and pressure as outlet manifold
valve operating point varies.

Figure 2.26 shows the frequency responses from compressor motor voltage to compressor mass flow and supply manifold pressure as the outlet manifold valve setting is
varied. Figure 2.27 shows shows the frequency responses from compressor motor voltage to oxygen excess ratio and net power as the outlet manifold valve setting is varied.
Figure 2.28 shows the frequency responses from outlet manifold valve to compressor
mass flow and supply manifold pressure as the outlet manifold valve setting is varied.
There are minuscule magnitude and phase variations between the valve actuator and
the two air-path outputs, and thus uncertainty in these frequency responses are low.
This means that the air-path controller most likely would not need to be scheduled
to the control inputs it applies to the air-path subsystem.
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(a)

(b)

Figure 2.29: Bode plot from outlet manifold valve to oxygen excess ratio and net power as
outlet manifold valve operating point varies.

Figure 2.29 shows shows the frequency responses from the outlet manifold valve
to oxygen excess ratio and net power as the outlet manifold valve setting is varied.
Oxygen excess ratio shows minuscule magnitude and phase variations. However, net
power shows higher magnitude and phase variations, so the net power frequency
response is sensitive to the valve setting.
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(a)

(b)

Figure 2.30: Bode plot from compressor motor voltage to flow and pressure as ambient
temperature operating point varies.

(a)

(b)

Figure 2.31: Bode plot from compressor motor voltage to oxygen excess ratio and net power
as ambient temperature operating point varies.
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(a)

(b)

Figure 2.32: Bode plot from outlet manifold valve to flow and pressure as ambient temperature operating point varies.

(a)

(b)

Figure 2.33: Bode plot from outlet manifold valve to oxygen excess ratio and net power as
ambient temperature operating point varies.
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(a)

(b)

Figure 2.34: Bode plot from compressor motor voltage to flow and pressure as ambient
pressure operating point varies.

(a)

(b)

Figure 2.35: Bode plot from compressor motor voltage to oxygen excess ratio and net power
as ambient pressure operating point varies.
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(a)

(b)

Figure 2.36: Bode plot from outlet manifold valve to flow and pressure as ambient pressure
operating point varies.

(a)

(b)

Figure 2.37: Bode plot from outlet manifold valve to oxygen excess ratio and net power as
ambient pressure operating point varies.

Figures 2.30 through 2.33 all show minuscule magnitude and phase variation over
a variety of ambient temperatures. Figures 2.34 through 2.37 all show little to no
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magnitude and phase variation over a variety of ambient air pressures. The variations
are higher for pressure than for temperature variations, because these impact the
pressure rise across the compressor and pressure drop from the fuel cell cathode outlet
to the atmosphere, but are still not significant. In conclusion, the FCS air-path system
dynamics are not highly sensitive to ambient atmospheric conditions.
Operating Point

Mag. Range (dB)

Phase Range (◦ )

Stack Current

0.5

0.9

Compressor Voltage

5.7

14.5

Return Manifold Valve

1.6

11.4

Ambient Temperature

1.4

3.4

Ambient Pressure

9.0

26.0

Table 2.3: Variations in frequency response of compressor voltage to compressor flow at 10
rad
s

Operating Point

Mag. Range (dB)

Phase Range (◦ )

Stack Current

3.0

3.5

Compressor Motor Voltage

4.0

24.3

Return Manifold Valve

5.1

3.2

Ambient Temperature

0.6

0.3

Ambient Pressure

10.3

32.6

Table 2.4: Variations in frequency response of valve opening to compressor flow at 10
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rad
s

Operating Point

Mag. Range (dB)

Phase Range (◦ )

Stack Current

0.4

1.7

Compressor Motor Voltage

4.9

14.0

Return Manifold Valve

1.1

6.3

Ambient Temperature

0.8

1.5

Ambient Pressure

8.4

27.6

Table 2.5: Variations in frequency response of compressor voltage to supply manifold pressure at 10 rad
s

Operating Point

Mag. Range (dB)

Phase Range (◦ )

Stack Current

2.4

3.6

Compressor Motor Voltage

15.0

19.5

Return Manifold Valve

2.9

10.5

Ambient Temperature

0.4

3.6

Ambient Pressure

4.2

19.7

Table 2.6: Variations in frequency response of valve opening to supply manifold pressure at
10 rad
s

Tables 2.3 through 2.6 show the magnitude and phase ranges of the linearized
models at 10 radians per seconds. For brevity, only the interactions between the
air-path actuators and the air-path outputs are tabulated, but each table shows the
degree of non-linearity with respect to all possible FCS inputs and ambient conditions.
As can be seen, the relevant magnitude variations are 15 dB or less, and the phase
variations are 33 degrees or less. These results indicate that for the conditions under
which the model assumptions are valid, a single linear controller can operate the FCS
under a larger range of ambient and operating conditions without much need for gain
scheduling.
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2.4

Third-Order FCS Model

The ninth-order FCS model lends itself well to simulating the system behavior of
the air-path subsystem and its effects on power generation in open and closed loop.
However, high-order models do not lend themselves well to model-based control techniques, such as state feedback and internal model control (IMC). Even in this project,
attempts at state feedback and IMC using the a linearized ninth-order model have
resulted in undesirable oscillations and overshoots. High-order linear controllers introduce numerous dynamical modes, which fail to cancel (or nearly-cancel) the plant
dynamics far from the operating point. Thus, a lower-order model of the FCS is
necessary for the application of modern control techniques to the FCS air-path, one
that reduces complexity while still preserving dominant system dynamics.
To obtain a four-state model from [1], [8] made the following assumptions:
1. The fuel cell humidity is perfectly controlled, such that the relative humidity’s
in the anode and cathode are both 100 percent, with no liquid water. Thus,
pv,an = pv,ca = psat (Tst ) and therefore mw,an and mw,ca can be removed from the
state-space equations.
2. The fuel cell has perfect hydrogen supply control, so that the anode pressure
perfectly tracks the cathode pressure, setting the two pressures equal at all
times. With pan = pca , mH2,an can be removed from the state-space equations.
3. The temperature change of the air supply from the compressor outlet to the
supply manifold outlet is assumed to be small and is neglected. With these two
temperature set equal, the mass of air inside the cathode supply manifold can
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be obtained via the ideal gas law. The dynamics of msm can be removed.
4. The outlet manifold is lumped into the cathode control volume. Assuming that
the cathode outlets to the atmosphere, the cathode outlet flow can be calculated
from the cathode pressure the nozzle flow rate equation. This removes the state
prm,ca .
To reduce the model-order further to 3 states as in [9], the following additional
assumptions were made:
1. The pressure ratio between the cathode outlet and the atmosphere is assumed
to be high enough that the nozzle is acting in choke condition. This is valid
for

pca
patm

> 1.9, which is a reasonable assumption due to higher stack pressures

leading to improved fuel cell voltage. As a result of assuming choked flow, the
mass flow out of the cathode is now a linear function of cathode pressure.
2. The cathode pressure is calculated using an “avergae” molar mass, denoted κ,
that represents all three dominant gas species in the cathode. As MO2 = 32
MN 2 = 28

g
,
mole

and MH2O = 18.02

reasonable κ = 26.428

g
.
mole

g
,
mole

g
,
mole

a regression can be used to find a

This allows pO2 to be combined with pN 2 into a

single state, pca .
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(a)

(b)

(c)

Figure 2.38: Validation of third-order nonlinear model against ninth-order nonlinear model.
Third-order model states: (a) cathode pressure, (b) compressor angular velocity, (c) cathode
supply manifold pressure.

(a)

(b)

Figure 2.39: Validation of third-order nonlinear model against ninth-order nonlinear model.
Third-order model outputs: (a) compressor mass flow and (b) polarization curve showing
stack current density and cell voltage.

The nonlinear third-order model was implemented in MATLAB. It was validated
against the ninth-order model on a series of stack current steps using a static feedforward control of the compressor motor voltage that was pre-packaged with the
original ninth-order model. The validation results are shown in Figure 2.38 for the
model states and Figure 2.39 for key system outputs. It can be seen that despite
small amounts of mismatch, the models agree well and the dominant system dynam78

ics are still captured. Thus, the third-order model was selected for use in the design
of model-based controllers in the next section, such as state feedback and internal
model control in the next section.
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Chapter 3
PEM-FCS Air-Path Control
In this chapter, FCS air-path controllers are designed, analysed, and simulated. The
purpose of the air-path controller is to enable fast net power tracking by the FCS.
Inherent in this control problem is a competition between dynamics. To generate
sufficient stack power to meet the driver’s power request, oxygen must be supplied
rapidly to the cathode via the air-path system. However, as air is compressed more
rapidly and to higher pressures, the compressor motor also consumes more power,
reducing the net power available to move the vehicle at the driver’s command. This
makes the FCS air-path subsystem a key limiting factor in delivering the driver’s
power request.
In terms of the air-path subsystem, two different formulations of the control problem are considered: first, the single-input single-output (SISO) case, and second the
multi-input multi-output (MIMO) case.
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vcm

Set-point Map
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∗
Wcp

Air-Path Controller

Figure 3.1: Block diagram of SISO FCS air-path control architecture.

Wcp

Ist

vcm
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∗
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p∗sm

FCS Plant
psm

Air-Path Controller

Figure 3.2: Block diagram of MIMO FCS air-path control architecture.

Figure 3.1 shows the common SISO control problem used in FCS air-path control.
It controls the compressor mass flow output with the compressor motor voltage as an
actuator, using a set-point generated as a function of stack current load. Figure 3.2
shows the MIMO control problem used in this research project. It has an additional
actuator, the outlet manifold valve, and has an additional feedback measurement, for
the cathode supply manifold pressure. In both configurations, a set-point map from
load to air-path set-points and a feedback air-path controller are needed. The former
of these is described in the section that immediately follows, after which the feedback
controller research will be described.
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3.1

Setpoint Generation

An objective of this feedback controller is to track compressor mass airflow and cathode inlet pressure set-points. A natural question to address is: what values of flow
and pressure should be computed as the targets for the air-path controller? Based
on high-level project objectives, these set-points should be chosen to optimize FCS
net power production and net efficiency. This is approached by generating two static
feedforward (sFF) maps from stack current, one mapping to desired compressor mass
airflow and the other to desired cathode inlet pressure. The goal is to run the fuel
cell at the safest and most efficient flow and pressure for the given stack current load.
∗
, p∗sm ]T are computed, these being
This section covers how the set-points r = [Wcp

compressor mass flow and supply manifold (or cathode inlet) pressure, respectively.
The compressor mass flow set-point is generated through a linear static feed-forward
map (sFF) as a function of stack current. This map is analytically derived to maintain
the OER at 2.0, similar to [6]. The OER is defined as follows:

λO2 =

WO2,ca,in
WO2,ca,rct

(3.1)

xO2,atm
(psm − pca )
1 + Ωatm

(3.2)

where

WO2,ca,in = ka,ca,in

WO2,ca,rct =

NF C MO2
Ist
4F

(3.3)

in which WO2,ca,in is the oxygen mass flow into the cathode, and WO2,ca,rct is the rate
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of oxygen being reacted in the cathode, NF C is the number of fuel cells in the stack,
MO2 is the oxygen molar mass, and F is Faraday’s constant, ka,ca,in is the orifice
constant for the cathode inlet, Ωatm is the ambient absolute humidity, and xO2,atm is
the ambient/atmospheric oxygen mass fraction. Based on (3.1), (3.2) and (3.3), the
compressor mass flow sFF map is:

∗
=
Wcp

1 + Ωatm NF C MO2
λO2 Ist
xO2,atm
4F

(3.4)

In this study, a new sFF map is generated to map a stack current request to
a supply manifold pressure set-point. The purpose of this map is to maximize the
system net efficiency, which is defined in this study as:

ηF CS =

Pst − Pcp
vst Ist − vcm Icm
Pnet
=
=
EIst
EIst
EIst

(3.5)

where vst is the PEMFC stack voltage, Icm is the compressor motor current, E is
the thermodynamic voltage of the fuel cell reaction, representing an “ideal" reaction
based on the concentrations and thermodynamic states of reactants and products, and
without voltage losses (e.g., activation, ohmic, concentration, described in [1]). This
map is based on steady-state FCS efficiency, so any controller capable of asymptotic
steady-state reference tracking (i.e., through integral action) would suffice to generate
the map.
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Figure 3.3: Numerically generated FCS net efficiency map with optimal pressures shown.

To generate the sFF map, the nonlinear model with a MIMO airpath controller
tracked various pressure set-points at various stack current requests. The pressure setpoint that yielded the highest system net efficiency for each stack current was saved in
a one-dimensional lookup-table (LUT). With these pressure values as initial guesses,
the accuracy of the LUT is refined through gradient-based local optimization. The
final LUT is shown in Figure 3.3. This LUT is used in future simulations to generate
the pressure set-point given a stack current request.
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Figure 3.4: Sensitivity of FCS net efficiency to deviation from optimal cathode inlet pressure.

An additional analysis is conducted to determine how sensitive FCS net efficiency
is to the cathode supply manifold pressure. This sensitivity is depicted in Figure 3.4.
For stack currents in the approximate 125 A to 225 A range, there is an approximate
0.8 bar “band” of pressure set-points for which the net efficiency remains within one
percent of its maximum value. This band becomes narrower at the extreme low and
high current ranges, and thus accurate pressure tracking would be required to reach
optimal efficiency in these operating regions. However, over long periods of operation,
even a fraction of a percent efficiency gain can accumulate significant quantities of
hydrogen fuel savings, as shall be shown in Chapter 5.

3.2

MIMO Feedback Control Design

For the MIMO control problem formulation, multiple feedback control architectures
have been applied, tested, and compared. These are classical PID control, state
feedback control, and internal model control (IMC). After a rigorous comparison of
controller attributes based on performance, robustness and feasibility of practical
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implementation, the IMC is recommended for the FCS air-path. The IMC and the
state feedback controller had comparable performance and robustness, but the IMC
is considerably easier to calibrate and to modify.

Figure 3.5: Series of stack current steps for testing air-path controllers on full-state nonlinear FCS model.

All of the following air-path controllers are tested on the nonlinear full-state
(ninth-order) FCS model, using a series of stack current steps shown in Fig. 3.5.
The stack current sequence was based on [1]. Also, a 10 ms actuator delay was added
to the simulation to further test the controller’s robustness.

3.2.1

Classical PI Control

The most straightforward way to implement a classical PI controller on this twoinput, two-output system is to employ two SISO PI controllers in parallel. As shall
be seen, this has some significant disadvantages compared to control techniques that
automatically handle coupling. However, the design and analysis process for the
classical PI FCS air-path controller surprisingly illuminated an interesting property
of the FCS model’s dynamics. Such a finding arose from an analysis seeking to
determine which plant outputs should be used as feedback for each plant input. In
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the case of the FCS, should the compressor motor voltage be controlled by flow or
pressure feedback, and which feedback should control the outlet manifold valve? In
order to address this, a relative gain array (RGA) analysis was conducted on the
linearized FCS plant model.
The curious reader may refer to [95] for more information on RGA. The RGA is a
transfer function matrix that describes the degree of interaction between plant input
and outputs should they be connected by feedback loops, and is computed as follows:

R(s) = P (s) ◦ P −T (s)

(3.6)

where ◦ is the element-wise multiplication operator. From here, a bode plot of the
RGA is generated, and the magnitude plots show the degree of interaction at varying
frequencies. Taking the plant’s nonlinearity into account, the RGA was generated for
transfer functions obtained at multiple stack current operating points from 75 A to
255 A (as in Table 2.1).
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Figure 3.6: RGA of air-path subsystem as a function of frequency and stack current.

The magnitude plots for the RGA of the ninth-order transfer functions at various stack currents is show in Figure 3.6. The top row corresponds to compressor
mass flow and the bottom row to supply manifold pressure. The left column corresponds to compressor motor voltage and the right column to the outlet manifold
valve. What is interesting from this plot is that the degree of interaction is reversed
between low and high frequencies. At low frequency, approaching steady state, the
dominant interactions are valve-airflow and compressor-pressure. As frequencies increase towards positive infinity, the dominant interactions flips to compressor-airflow
and valve-pressure. Thus, two parallel SISO controllers are not sufficient to control
the dominant dynamics over the full frequency range. Physically, this would mean
that a parallel SISO control architecture would have to trade-off between performing
well when a fuel cell vehicle is running at highly variable load (e.g., stopping and
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starting at streetlights) versus when the load is smoothly varying or constant (e.g.,
driving down a highway). This motivates the development of advanced linear control
techniques in the following sections. However, for the classical PI controller, with a
FCS bandwidth specification of 10 rad/s, the dominant interaction at that specific
frequency led to a compressor-airflow and valve-pressure paring.
∗
Wcp

R

Wcp

p∗sm

vcm

Ki,11

Kp,11

R

psm

KT,22

uom,act

Ki,22

uom

Kp,22

Figure 3.7: Block diagram of the parallel PI air-path controller.

A block diagram of the PI controller is shown in Figure 3.7. Note the anti-windup
logic incorporated into the valve-pressure controller to prevent integrator windup
when the valve saturates at fully open or fully shut. There are five gain parameters
to calibrate: one proportional error gain Kp for each of two loops, one integral error
gain Ki for each of two loops, and an anti-windup gain KT . To calibrate these
gains, the root-locus method is employed for each feedback loop. A ratio between
Kp and Ki is selected, then a gain is selected that scales both gains, and this was
iterated with different ratios until the controller performance and robustness was
deemed sufficient. KT is determined experimentally. The transfer function used for
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∗
computing the root locus was from a linearized ninth-order model at Ist
= 190 A,
∗
= 180 V , u∗om = 0.451 . This operating point was selected based on [1] in order to
vcm

sit near the middle of nominal range of stack current loads, and such that the oxygen
excess ratio equals 2 at steady-state.
A brief review on the root locus method is as follows: for a linear time-invariant
unity feedback system, the closed-loop transfer function from the reference to the
output is as follows:
Y (s)
P (s)C(s)
=
R(s)
1 + P (s)C(s)

(3.7)

The stability of the closed-loop system, as well as the decay rate and oscillation
frequencies of its modes, are described by the poles of this transfer function. These
poles are given by the solutions to:

1 + kP (s)C(s) = 0

(3.8)

where k is the controller gain. From 3.8, it is possible to plot the locations of the
closed-loop poles on the complex plane, for a given plant and controller architecture,
as a function of the controller gain k. Then, a value of k can be selected to calibrate
the controller. To ensure bounded-input bounded-output (BIBO) stability, a value
of k is selected such that all closed-loop poles remain in the open left-half plane
(Re(s) < 0). Only after that requirement is satisfied, the gain may then be selected
such that the closed-loop poles are as as far to the left (fast exponential decay means
1

The maximum effective area of the valve while fully open has been defined as twice the area
of the unactuated orifice at the exit of the cathode outlet manifold in [1]. This change was made
in order to track lower pressure set-points during low stack current loads as required by the new
set-point maps generated in this project. All plots and tables in Chapter 2 use the original valve
size, while Chapter 3 and later use the updated (doubled) valve size.
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fast cancellation of tracking error) and close to the real-axis (to minimize oscillations)
as possible.

(a)

(b)

Figure 3.8: Diagonal PI control root-locus diagrams for (a) the compressor-flow loop and
(b) the valve-pressure loop.

The two root loci of interest are shown in Figure 3.8. These are generated for
variations of k given the following frequency-domain control law for each loop:

C(s) = k(Kp,0 +

Ki,0
)
s

(3.9)

where Kp,0 and Ki,0 are baseline gains, which determine a fixed ratio between Kp and
Ki in Figure 3.7.
According to Figure 3.8, instability is not a significant risk when selecting k.
In the case of the compressor-to-flow loop, neither is high frequency oscillation a
risk. However, according to the root locus plot for the valve-pressure loop, high
frequency oscillations become a risk for values of k past a certain threshold. Thus,
care must be taken such that pressure tracking using this architecture must not be
made too aggressive. This creates an lower-limit on the settling time for supply
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manifold pressure tracking, which from Figure 3.8b is roughly 0.2 seconds, although
this number is only valid in the operating region near the operating point of Ist = 190
A. Furthermore, the gain k should most likely not be selected exactly at this limit, as
this would render the closed-loop system vulnerable to small shifts in pole locations
if the operating point changes.

(a)

(b)

Figure 3.9: Diagonal PI control loop-at-a-time analysis block diagrams for (a) compressor
motor voltage and (b) outlet manifold valve.

In order to quantify the PI controller’s robustness to modelling error and disturbances, a loop-at-a-time margin analysis was carried out to determine gain and phase
margins. This is different from calculating the frequency responses P (s)C(s) on the
matrix diagonal, as there are interactions between the two feedback loops even when
only one loop is disturbed. The process by which these loop margins are calculated is
shown in Figure 3.9. For each loop, bode plots are generated for the transfer function
.
− VVout
in
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(a)

(b)

Figure 3.10: Diagonal PI control loop-at-a-time margins for (a) compressor motor voltage
and (b) outlet manifold valve.

The open-loop frequency responses of each feedback loop are shown in Figure 3.10,
along with the corresponding gain and phase margins. What is important to note
is that the gain and phase variations in the air-path system dynamics described in
Chapter 2 fit within these margins. This guarantees stability of these PI feedback
controllers on the nonlinear system over the studied range of operating points. With
the controller gains selected and its robustness quantified, the PI controller is then
tested on the nonlinear model.

(a)

(b)

(c)

Figure 3.11: Diagonal PI control output responses for (a) compressor mass airflow, (b)
supply manifold pressure and (c) oxygen excess ratio.
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Figure 3.11 shows the FCS air-path output response with the PI controller. Figure
3.11a shows fast flow tracking, but also significant transient overshoot. Figure 3.11b
shows that the PI on the valve can achieve independent tracking of the cathode supply
manifold pressure. However, the pressure rise and settling times are slow for lower
stack currents near 100 A, just barely converging to the set-point before the next
reference step 4-5 seconds later. Figure 3.11c shows the oxygen excess ratio response.
As intended, the steady-state oxygen excess ratio tracks 2 at steady state, however it
is also subject to steep transient undershoots during current step-ups.

Figure 3.12: Diagonal PI control actuator commands for compressor motor voltage.

To determine if the controller is computing actuator commands that are physically
both feasible and safe, the time-traces of the control action are analyzed. Figure 3.12
shows the compressor motor voltage commands for the PI FCS air-path controller.
In transient, the command sharply over-shoots its steady-state values. A close-up of
the plot shows how rapid the spike is, although the overshoot itself is only on the
order of 5-15 V.
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Figure 3.13: Diagonal PI control actuator commands for outlet manifold valve.

Figure 3.13 shows the outlet manifold valve commands for the PI FCS air-path
controller. As can be seen, valve action is rather aggressive, resorting to closing the
valve from up to 80 percent open down to fully shut within 10 milliseconds. It should
be noted that the valve actuator is modelled as a variable-area orifice, and thus the
electromechanical dynamics of the throttle body and actuating motor or solenoid are
not included. Thus, such a command may not be physically feasible. Even if it were,
control action that fully closes the valve is not desirable, as this will shut off flow
through the air-path and may risk compressor surge or reactant supply starvation in
the cathode.
With the current transient performance of this PI controller on the FCS air-path
subsystem, improvement is needed. The overshoot in flow tracking needs to be reduced, and the pressure response needs to settle to the set-point more quickly without
compromising stability and robustness. Closing the valve rapidly and completely can
create adverse flow restrictions and may not even be physically feasible with a valve
actuator. To achieve said improvement, alternate control architectures will be explored in the sections that immediately follow.
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Despite this specific PI architecture showing poor performance in hindsight, several key findings arose from its design and analysis: first, work on the PI controller
prompted an RGA analysis that described the coupling of flow and pressure dynamics, and found the dominant couplings varied with frequency. Second, pressure and
flow could be independently tracked and both control objectives could be met at
steady-state. Third, closed-loop LTI controllers, even one as seemingly simple as a
PI controller, can be designed with sufficient gain and phase margins to accommodate a nonlinear FCS plant without losing stability. The second and third findings
are encouraging, since more advanced control techniques are likely to be at least as
robust. The first finding is especially important, as it will motivate controller designs
that directly address coupled system dynamics.

3.2.2

State Feedback Control

State feedback control is a powerful control technique with several advantages over
parallel PI control, but also some disadvantages in terms of its design process. State
feedback involves calculating control commands by applying gains k to the state
vector of the system x. In the event that the states are not direclty accesible via a
sensor, a Luenberger state observer can be used to estimate the states based on the
model and system outputs that can be measured.
The state feedback control method requires a state space model of the system,
such as that described in (2.1) and (2.2), but reprinted below for clarity:

ẋ = Ax + Bu
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(3.10)

y = Cx + Du

(3.11)

In such a model, the dynamics modes of the system (their rate of exponential
decay and oscillation frequencies) are described by the eigenvalues of the matrix A.
Numerical algorithms exist to calculate k so as to place the poles of the closed-loop
system in desired locations. In the case of the FCS air-path k an 2 × n matrix, 2 for
the number of actuators with n system states. With the ability to calculate multiple
gains simultaneously, this method can directly handle MIMO control problems. The
disadvantage of this approach, however, is that these methods are numerical, so their
process is not immediately clear to most humans and this makes the method difficult
to troubleshoot.
On top of the nonintutive process by which a computer designs a state feedback
controller, the method is sensitive to numerical properties of the state-space model.
Specifically, poorly conditioned matrices are vulnerable to precision round-off errors
in computation. To put this concept in context, a brief review on state-space control
system analysis and design is presented below.
The states of a system, x, are the information required to predict all future behavior of a system for t ≥ 0 given an initial state x|t=0 and forcing or inputs u(t), at
least for a deterministic system. However, in many physical and even human-made
systems, the full state x may not be immediately accessible. Only the exogenous
inputs u and measurable outputs y may be visible, and only the former of these may
be freely manipulated. Thus, a state-space system model may be tested to determine
if the given u is sufficient to control all states, and if a given y is sufficient to estimate all states. The former property is known as controllability, and the latter as
observability. There are linear algebraic tests for determining the controllability and
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observability of a LTI state-space model, and lack of either of these properties may
compromise the ability for a controller to be effective on said system. However, tests
for controllability and observability rely on the state-space model matrices (A,B,C,D)
and thus are vulnerable numerical error.
Ctrb. Rank

Ctrb. Cond.

Obsv. Rank

Obsv. Cond.

Lin. Full-State Model

4/9

1.4e+22

3/9

∞

Change of Units

8/8

1.7e+14

6/8

∞

Measuring Vst

8/8

1.7e+14

8/8

4.8e+13

Model Order Reduction

3/3

4.9e+03

3/3

2.31e+05

Table 3.1: Numerical properties of state-space FCS models.

The impact of numerical errors and the results of specific steps to address them
are captured in Table 3.1. In the table, “Ctrb. Rank” shows how many states are
controllable out of total states, and the “Ctrb. Cond.” shows the worst-case error
gain of the controllability matrix. The same two metrics are shown for observability
(“Obsv. ...”). The first row shows the properties of the nine-state model obtained
by directly linearizing the full-state nonlinear model, using the compressor mass flow
and supply manifold pressure as measurments when computing observability. The
system is not observable nor controllable, and the condition numbers are too large
for the computer’s binary precision (∼ 1019 for 64-bits, ∼ 109 for 32-bits) to handle
accurately. Thus, the controllability or observability ranks may not be valid. To
address this, matrix conditioning was improved by scaling the state, input, and output
units so that their values would be similar orders of magnitude. To do so, kg was
scaled to g (×10+3 ) for mass, P a to bar (×10−5 ) for pressure ,

rad
s

to kRP M (× 30
·
π

10−3 ) for angular velocity, and W to kW (×10−3 ) for power. The results of this unit
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scaling reduced the controllability condition number and raised the controllability
rank to encompass all 8 state, as can be seen in the second row of Table 3.1. The state
corresponding to mass of water in the cathode was truncated because of saturation
at 100 percent relative humidity.
However, two states were still not observable. To address this the stack voltage
was added to the measurements fed to the state estimator. This brought the system
up to full observability in the third row of Table 3.1. The most likely reason for this
is that oxygen and hydrogen contribute to fuel cell voltage while nitrogen does not,
and therefore a voltage measurement would enable estimation of separate gas species
in the stack rather than a single mixture pressure. At full controllability and full
observability, it is now theoretically feasible to deign a state feedback controller using
this state-space model.
It should be noted, as described earlier, that high-order models can be problematic
for model-based control techniques such as state feedback. Indeed, attempts at state
feedback control applied to 8 states resulted in oscillations and overshoots of such
undesirable magnitude that the classical PI was briefly seen as a tempting alternative.
However, this outlook changed once the state feedback controller was designed with
the linearized third-order model. As a can be see from the last row of Table 3.1,
the third-order model has full controllability and observability, and also has more
manageable condition numbers, smaller than their predecessors by 8 to 11 order of
magnitude.
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Ist

State Observer:
x̂˙ = (A + LC)x̂ + (B + LD)u − Ly
y = x̂ = I x̂

u = (vcm , uom )

kx

y = (Wcp , psm )

∗
r = (Wcp
, p∗sm )

R

ki

Figure 3.14: Block diagram of the state feedback air-path controller.

The block diagram of the state feedback FCS air-path controller is shown in Figure 3.14. The second and third states of the third-order FCS model, compressor shaft
speed and cathode supply manifold pressure, can both be measured by sensors. However, the cathode pressure state cannot be directly measured, as this would require
inserting a pressure sensor into the small intricate channels of the fuel cell and would
disrupt the flow and distribution of its contents. Thus, a state observer is needed
to obtain the three states of the third-order model, which uses compressor flow and
supply manifold pressure measurements to improve state estimation. As shown in the
bottom row of Table 3.1, the third-order state-space model is observable with these
two measurements alone.
From here, the states of the two error integrators, one for compressor mass flow
and the other for cathode supply manifold pressure, are augmented to the three plant
states. This gives the pole placement algorithm 5 poles to place, one for each state.




This will produce a 2 × 5 state feedback gain k = kx ki matrix, and a 3 × 2
output injection gain L for the state estimator to weight the influence of each of 2
measurements on each of 3 state estimates. This results in the following control law:
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u=



 vcm 





= kx x̂ + ki

Z

(r − y)dt

(3.12)

uom

with the state estimates, x̂ = (p̂ca , ω̂cp , p̂sm ) calculated via:


x̂˙ = (A + LC)x̂ + (B



 Ist 





+ LD)  vcm 
 − Ly





(3.13)

uom

Note the input of stack current Ist to the state estimator, as while the air-path
controller cannot control stack current, it is necessary to obtain realistic state estimates.
The design process for placing poles is as follows: for each (minimum-phase) openloop zero in the plant, one closed-loop pole is placed at that location to cancel it. This
reduces any dynamic amplifications that occur at or near the frequencies corresponding to those zeros, as zero locations correspond to an increase in slope in the bode
magnitude plot. This greatly reduces overshoots in the transient response and creates
a “smother” step-response. Even if there is some plant-model mismatch, the proximity of the closed-loop poles to the open-loop zeros reduces frequency amplifications,
even if not completely cancelling them. For the remaining closed-loop poles, which
at minimum includes the two error integrator poles, these are placed on the negative
real-axis, so that the closed-loop system is designed to be stable and non-oscillatory.
The real component of these poles are placed based on the desired settling times for
flow and pressure tracking, based on the relationship ts ≈

4.6
.
Re(s)

Once the controller has been designed, that is, once k and L are computed via

101

numerical pole-placement, the controller’s gain and phase margins are calculated. The
fact that the state-feedback controller cannot be expressed as a function of tracking
error alone does not inhibit these analyses from being conducted. This is because
these analyses work by breaking feedback loops rather than directly generating bode
plots of the open-loop system P (s)C(s).

(a)

(b)

Figure 3.15: State feedback control loop-at-a-time margins for (a) compressor motor voltage
and (b) outlet manifold valve.

As can be seen from Figure 3.15, the gain and phase margins of both loops are
large enough to accommodate the frequency response variation over various operating
points as characterized in Chapter 2. Also note that in the frequency ranges shown,
there is nearly complete monotonic decrease in magnitude and phase with respect to
frequency, a result in part due to the cancellation of open-loop zeros.
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(a)

(b)

(c)

Figure 3.16: State feedback control output responses for (a) compressor mass airflow, (b)
supply manifold pressure and (c) oxygen excess ratio.

The state feedback controller was then tested on the full-state nonlinear model,
and the responses are shown in Figure 3.16. The transient performance improvements
over the parallel PI controllers are dramatic. Note that the nonlinear FCS plant
model includes all nine states and is tested on a wide range of operating points
ranging from 100 A to 300 A loads, and yet the state feedback air-path controller is
LTI and only makes use of a three-state model linearized about a single operating
point. Despite this, the controller remains not only stable for the entire simulation,
but maintains a somewhat consistent transient response with little to no overshoot
and low variation in rise and settling times. Thus, while the controller is strongly
model-based, it transfers to another FCS model (and not only that, but to one that is
more complex) without a significant loss in performance. The pressure tracking rise
time has improved significantly, and is fairly consistent over a wide variety of stack
current loads. Contrast this to parallel PI controller, with its slow pressure tracking
that became even slower for low stack currents.
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(a)

(b)

Figure 3.17: State feedback control actuator commands for (a) compressor motor voltage
and (b) outlet manifold valve.

Figure 3.17 shows the actuator commands generated by the state feedback FCS
air-path controller. Figure 3.17a shows the compressor motor voltage commands,
which are much smoother than and lacks the spikes found in the parallel PI compressor
voltage commands in Figure 3.12. Figure 3.17b shows the outlet manifold valve
commands for the state feedback controller. Note that the valve remains at least
40 percent open. During stack current load step-ups, the valve experiences some
nonminimum phase behavior. This indicates that the valve is first closing to aid in
raising the pressure, but then is opened to aid in increasing the airflow.
The valve behavior is reminiscent of the RGA analysis shown in Figure 3.6. Looking at the right-hand column of Figure 3.6 shows the interaction between the outlet
manifold valve and the flow (upper plot) and the pressure (lower plot). It is evident
that the highest magnitude of interaction related to valve actuation is for flow at
low frequencies and pressure at high frequencies. In a sense, a given valve command
affects pressure faster than it affects the flow. This is consistent with Figure 3.17b,
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where the valve closes to raise pressure first and the opens to raise flow second. Unlike the parallel PI controller, the state feedback controller uses the valve to control
both flow and pressure at their respective time-scales (frequencies). In summary, the
state-feedback has shown many performance improvements over the classical PI controller on the FCS air-path. However, similar to the PI controller, it is not intuitive to
design or calibrate. For a control technique that is capable of high performance, robustness, and intuitive design and calibration, another modern architecture, internal
model control, is studied in the next section.

3.2.3

Internal Model Control

To handle the challenge of controlling the FCS air supply system with two actuators,
a multivariable internal model control (IMC) strategy [43] is proposed to track the
mass airflow and cathode inlet pressure set-points. In general, IMC is straightforward to design and tune even for a MIMO system with coupled dynamics. It has
built-in integral action, and can be made robust to plant-model mismatch by selecting sufficiently large tuning parameters. The capability of IMC to robustly handle
multivariable systems and provide fast tracking has made it an appealing tool to
practitioners [44].
r +

Q(s)

y

G(s)

G̃(s)

+

∗ , p∗ ) and y =
Figure 3.18: Block diagram of the air-path IMC. As before, r = (Wcp
sm
(Wcp , psm ).
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In this section, an IMC controller is designed to compute the compressor motor
input voltage vcm and outlet manifold valve uom to track the desired flow and pressure.
The block diagram of IMC structure is shown in Fig. 3.18, where G̃(s) is the model
of the plant and Q(s) is the transfer matrix of the controller. Note that anti-windup
action can be achieved with IMC by feeding the post-saturation control action instead
of the pre-saturation control command into the forward plant model G̃(s). Following
the steps in IMC controller design given in [43], the plant model can be decomposed
into:

G̃(s) = G̃+ (s)G̃− (s)

(3.14)

where G̃+ (s) contains all the delays and transmission zeros of G̃(s), and G̃− (s) contains the rest of the dynamics. Since det G̃(s) = 0 has no roots in the complex right
half-plane, the plant model has no nonminimum phase zeros and the factorization
matrix can be selected as G̃+ (s) = I which yields Q(s) = G̃−1 (s). The inversion of
the G̃(s) transfer matrix is an improper transfer matrix. Thus, to obtain a realizable
controller, it is augmented with a low pass filter:

Q(s) = G̃−1 (s)F (s)

(3.15)

with the low-pass filter transfer function2 :
2

Originally, in Spring of 2021, the following IMC filter was used:
"
#
1
0
n
F (s) = (τ1 s+1)
1
0
(τ2 s+1)n

Note that the two filter exponents are the same value, n1 = n2 = n. The resulting IMC showed
comparable performance to the one with the final filter as in (3.16). However, it contained unnecessary complexity (higher-order than needed to make the transfer function proper) and experienced
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1
 (τ1 s+1)n1


F (s) = 

0

0
1
(τ2 s+1)n2





(3.16)

A diagonal filter is chosen in an effort to decouple the two reference signals. The
values of n1 = 1 and n2 = 2 are used, as these are the minimal values that can
make the controller transfer function proper. The time constants of the low pass
filters (τ1 and τ2 ) are used as tuning parameters to trade-off between performance
and robustness. Here, the time constants are selected as τ1 = 0.20 and τ2 = 0.20
seconds.
Table 3.2 shows the loop-at-a-time and multiloop disk margins for the variations at
the plant input. A review on the concept of disk margins can be found in [96]. When
compared to the plant’s degree of nonlinearity characterized in Chapter 2, the maximum gain and phase variations fit within the disk-based gain margins, guaranteeing
closed-loop stability over a wide-range of stack currents. It can be concluded that
the MIMO air-path IMC controller guarantees robustness when there is uncertainty
in one of the actuators or both at the same time.
Channel:

vcm

uom

Both

Gain Margin [dB]

±20.38

±17.14

±12.11

Phase Margin

±79.07◦

±74.17◦

±62.15◦

Table 3.2: MIMO Air-Path IMC Disk-Based Stability Margins
slightly slower reference tracking. In general, there was no theoretical nor practical justification for
keeping n1 = n2 = n. The author would like to acknowledge a colleague in this project, Mostafa Ali
Ayubirad, for suggesting this change to the IMC filter in the Summer and Fall of 2021.
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(a)

(b)

(c)

Figure 3.19: Internal model control output responses for (a) compressor mass airflow, (b)
supply manifold pressure and (c) oxygen excess ratio.

The compressor mass flow and cathode supply manifold pressure responses of
the MIMO air-path IMC are shown in Fig. 3.19, as well as the oxygen excess ratio
response. Both responses show little to no overshoot and rise-time in the one-second
range.

(a)

(b)

Figure 3.20: Internal model control actuator commands for (a) compressor motor voltage
and (b) outlet manifold valve.

The actuator plots for the MIMO air-path IMC are shown in Fig. 3.20 for the
compressor motor voltage and cathode outlet manifold valve. These actuator plots
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show stable and non-oscillatory behavior. The non-minimum phase valve response
indicates that the valve is first closed to increase the pressure and then opened to
increase the flow, as was the case with the state-feedback controller. This is an
example of the MIMO air-path IMC handling the frequency-varying coupling between
the two actuators and the two outputs shown in Fig. 3.6. It is also worth noting
that the valve command in 3.20b is significantly smoother than that of 3.17b, which
indicates that the IMC achieves a more complete cancellation of plant dynamics via
the inverted plant model G̃−1 in the controller.

(a)

(b)

Figure 3.21: Internal model control time-constant calibration effects for (a) compressor
mass airflow and (b) supply manifold pressure.

Tuning the IMC for a desired trade-off between speed and robustness is an intuitive process. Each time-constant corresponds to one of the two references: τ1
corresponds to compressor flow, while τ2 corresponds to supply manifold pressure.
This decoupling in the tuning process is demonstrated for four different cases in Fig.
3.21. Decreasing either τ increases tracking speed for the corresponding reference
signal, while increasing either τ slows down the tracking to increase robustness. This
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intuitive tuning makes the IMC easy to modify as per specific system parameters or
different control objectives.

3.2.4

Controller Comparison and Selection

Of the three controllers designed and analyzed above, the state feedback and IMC
architectures show comparable performance and robustness. The PI controller, on
the other hand, has poor transient performance by comparison. The question then
remains: which control method should be employed for the FCS air-path, especially
for use in the upcoming research into constraint management?
Diagonal PI

State Feedback

IMC

Order

2

5

6

Design Requirements

TF model

Low-order S-S model

Low-order TF model

Number of Parameters

4-6

5

2-4

Calibration

Difficult

Moderate

Intuitive

Response Time

Fair

Fast

Fast

Overshoot

Large

Small

Small

Actuators

Aggressive

Fair

Smooth

Gain Margins

12 dB

15 dB

24 dB

Phase Margins

80 deg

68 deg

124 deg

Table 3.3: Comparative analysis between the three MIMO control architectures.

Table 3.3 summarizes a comparative analysis3 conducted on the three air-path
controllers. The IMC ended up as the final recommendation. Its process of design
and calibration is not only straightforward, but intuitive, and changes to the controller
3

For Table 3.3 the gain and phase margins displayed are the smallest loop-at-a-time margin or
the disk margin for both loops (in the case of the IMC) for each controller’s final tuning.
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can easily be made that translate to physically meaningful effects.
The process of obtaining a controller for the FCS air-path was a significant learning process, not only of what worked well and what did not, but the reason why in
either case. While the RGA analysis showed that parallel SISO controllers are not
capable of controlling the MIMO air-path subsystem over its entire relevant frequency
range, established control techniques exist that can handle this coupling. Not only
that, but such techniques come with improved performance, and in the case of the
IMC, feasibility of implementation. That these controllers have the margins to handle
a wide range of operating conditions without high algorithmic complexity (being LTI)
may be a great benefit to establishing the viability of producing and using hydrogen
vehicles. The formulation of the MIMO air-path system, with the added valve actuator and the added pressure tracking objective, enabled an additional channel through
which to optimize FCS operation. This work in controller design and analysis contributes to moving the FCS into a safe and efficient operating region and keeping it
there.
Control engineering is akin to shooting arrows at a target. A feedback controller is
capable of getting the arrow to the bull’s eye as quickly and reliably as possible. But
what about not hitting the wall around the target? A feedback controller is meant
to reach a value, not avoid it. To metaphorically keep the arrows on the target and
off the walls at all times, constraint management techniques are needed.
The constraint of interest is preventing the oxygen excess ratio from dropping
below a minimum value, in order to protect the fuel cell stack from damage. This is
what shall be described in Chapter 4.

111

Chapter 4
PEM-FCS Constraint Management
The fuel cell system, especially the fuel cell stack itself, is very complex and to some
extent delicate. While feedback controllers can satisfy the driver’s requests with a
short response time while also operating the system as efficiently as possible, there
still remains the issue of constraining the fuel cell system’s inputs and states within
safe operating regions. In this research, the primary constraint addressed is maintaining the oxygen excess ratio (OER) above a minimum value at all times to prevent
oxygen starvation. Oxygen starvation can damage the stack via localized burns in
the membrane electrode assembly in extreme cases, as well as lead to stack flooding
and voltage losses. OER tends to spike downwards during step-ups in stack current.
One approach is to limit the maximum rate of stack current draw, however this leads
to an undesirable slow-down in net power production. In order to maintain the OER
constraint via limiting stack current only when necessary and as little as possible, the
constraint management algorithm must be dynamic and receptive to measurements
from the system.
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4.1

Review on Reference Governors

The constraint management technique studied and simulated in this project is the
reference governor (RG). An RG is a predictive algorithm that modifies the reference
or set-point fed to a closed-loop system, such that constraints on the system are not
violated. It receives states (or state estimates) of the closed-loop system as feedback
to determine if the constraints are at risk of violation within its prediction horizon.
While it shares its predictive nature with model predictive control (MPC), it has two
key differences. First, it is an add-on component external to the tracking feedback
control loop, as opposed to the centralized MPC which is tasked with both reference
tracking and constraint management. Second, an RG that uses a linear prediction
model can calculate an explicit, closed-form solution in a bounded and predictable
computation time.
r(t)

Reference
Governor

v(t)

x(t)

ClosedLoop
System

y(t)

Figure 4.1: Reference governor conceptual block diagram.

Consider Figure 4.1, in which the “closed-loop system" is described by the singleinput, multi-output, discrete-time, stable linear system:
x(t + 1) = Ax(t) + Bv(t)
(4.1)
y(t) = Cx(t) + Dv(t)
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where the output y is subject to the following polyhedral constraints:

y(t) ∈ Y ≜ {y : Sy ≤ s}

(4.2)

Vector inequalities here and throughout this document are to be interpreted elementwise. The RG assumes the desired reference at current time r(t) is held constant over
the entire prediction horizon, so as to predict any possibility of constraint violation
in the future. With the assumption of a discrete-time system described by (4.1), the
output of the system at any future time can be calculated via:





y(t) = CAt x + C(I − At )(I − A)−1 B + D v.

(4.3)

The RG employs the so-called maximal admissible set (MAS), denoted by O∞ ,
which is the set of all states x and control inputs v that satisfy (4.2) for all time. It is
shown in [97] that, under mild assumptions on C and A, it is possible to make this set
finitely determined by constraining the steady-state value of y. The RG uses an inner
e , which can be represented
approximation of O∞ computed off-line, denoted by O
∞

by:


e
O

∞



= (x, v) : Hx x + Hv v ≤ h

(4.4)

where the matrices Hx , Hv , and h are finite dimensional, and defined by plugging
(4.3) into (4.2), as follows:
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(4.5)

s

Each row of Hx , Hv , and h represents a single time-step within the prediction
horizon of the RG. For more information, please refer to [97–100].

4.2

Standard RG on Stack Current

For FCS air-path applications, the RG sits immediately outside the air-path feedback
loop. This section covers the implementation of an established RG algorithm that
modifies the stack current load drawn from the fuel cell such that oxygen excess
ratio is maintained at or above a minimum value at all times. Because the specific
signal being modified by the RG is an electrical load, it can be referred to as a load
governor. Such an approach has been studied before, such as [69] using a robust
nonlinear RG for the oxygen starvation problem and [101] using a linear RG modified
with a disturbance term so it could be applied to a nonlinear FCS model. However,
nonlinear RGs are computationally demanding, while existing linear RGs are more
computationally efficient but suffer from plant-model mismatch. These limitations
are overcome through a novel reformulation of the constraint set, as will be shown.
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Ist,des
RG

∗
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∗
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Closed-Loop
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x
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Figure 4.2: Stack current reference governor implementation block diagram.

A block diagram of the stack current RG is shown in Figure 4.2. The stack
current RG implemented for OER is a straightforward application in comparison
to the method presented in the above literature, and includes an online method to
prevent division by zero or by small denominators while computing κ. While the
online and offline RG algorithms are not novel, the application of a standard RG to the
MIMO airpath subsystem is new. The only remaining adjustment is the formulation
of the OER constraint through a selection of S and s in (4.2) which differs from the
RG’s previously applied to FCS in [68, 101, 102].
The constraint is reformulated because OER itself is a nonlinear combination of
system states and inputs, as shown in (3.1). To address this, the minimum OER
constraint is formulated as:

λO2,min WO2,ca,rct − WO2,ca,in ≤ 0

(4.6)

By substituting the expressions for WO2,ca,in and WO2,ca,rct in terms of system
states and inputs, the constraint in (4.6) becomes:

λO2,min (

NF C MO2
xO2,atm
Ist ) − (ka,ca,in
)(psm − pca ) ≤ 0
4F
1 + Ωatm

(4.7)

Equation (4.7) represents a linear combination of system states and inputs, al-
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though the states themselves may evolve according to nonlinear dynamics.
From here, the RG’s MAS can be computed offline using the following parameters:

y = (δWO2,ca,in , δWO2,ca,rct )


(4.8)



S = −1 λO2,min
s = y1∗ − λO2,min y2∗
where y1∗ and y2∗ are the output values at the model linearization point. The RG itself


modifies v = Ist while being fed the augmented state z = x, xc

T

. The controller

state xc is directly measurable, and the plant state x can be a mix of measurements
and estimates based on sensor availability. Next, the MAS can be constructed from
(4.8). In order to do so, the linear model of the closed-loop FCS air-path (linear plant
model with IMC) is discretized using zero-order hold with a sample time of Ts = 20
ms.
The update law for this RG is similar to that established in [103], is:

v(t) = v(t − 1) + κ (r(t) − v(t − 1))

(4.9)

where κ ∈ [0, 1], calculated via an online linear program (LP) involving x(t), r(t),
and v(t − 1) which are known parameters at time t, as well as the offline matrices
e . If κ = 0, the control command from the previous timestep is
representing O
∞

maintained to avoid constraint violation, and if κ = 1, v(t) = r(t). The value for
κ can be solved explicitly, without the need for a linear programming solver. The
benefit of this approach is that the RG acts as low-pass filter with a variable time
constant, only slowing down the reference input as much as necessary to maintain the
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constraint. The applied reference v(t) is a convex combination of the desired reference
r(t) and the previous reference v(t − 1), and this preserves system stability.

Figure 4.3: Oxygen excess ratio and stack current without and with stack current RG.

The system with the RG and the MIMO air-path IMC was tested on the same
series of stack current steps used in Chapter 3 to maintain OER above 1.8. The
OER response without and with the RG, as well as the corresponding stack current
drawn from the FC in each case, are shown in Figure 4.3. Unlike the ungoverned
case, the governed case maintains the OER constraint at all times. Furthermore,
the RG does not modify the system response when there is no danger of constraint
violation. Thus, the governed current converges to ungoverned current as the system
approaches steady-state. In this simulation, the RG successfully maintains the OER
constraint while slowing down the stack current only when necessary.
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(a)

(b)

Figure 4.4: (a) Measured output tracking and (b) actuator commands without and with stack
current RG.

Figure 4.4a shows the air-path tracking performance without and with the stack
current RG. As the RG only modifies the references without directly manipulating the
inner-loop control law, the inner-loop reference tracking and transient performance
is not degraded. Figure 4.4b shows the actuator commands. As can be seen, both
actuators remain smooth and stable in the governed as well as ungoverned case, and
governed inner-loop control action is never more aggressive than in the ungoverned
case. Furthermore, note how the transient valve-closing action in the 4 to 10 second
period is delayed and slightly reduced in the governed case. As oxygen excess ratio is
strongly tied to mass airflow, most schemes maintain a minimum oxygen excess ratio
will leverage valve-opening to reduce flow restriction.
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Figure 4.5: Net power without and with RG.

The net power response of the simulated FCS without and with the stack current
RG is shown in Figure 4.5. Note that at this stage, the stack current is the exogenous
input to the system and therefore the FCS as of yet does not accept direct power
requests. As can be seen, the net power output of the FCS slows down considerably
when the stack current RG becomes active. However, OER constraint violation does
not occur at steady-state, so steady-state power output remains unchanged. Furthermore, the RG is not active for all current step-ups, only those that risk violating the
minimum OER constraint. As a result, this RG can still be seen as an improvement
over, for example, a static rate-limiter on stack current, because it is “aware” of the
system state and dynamics and makes “smart” decisions to slow down stack current
only as much as necessary, rather than blindly slowing down current (and power) in
all conditions.
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4.3

Novel RG on Airpath Setpoints

The stack current RG is only capable of low-pass filtering, or “slowing-down”, the
reference signal. This makes sense for stack current, because speeding it up would
only increase the magnitude of OER undershoots in transient, and with it the risk
of constraint violation. However, slowing down stack current reduces the speed of
the net power response. Physically, this would mean that in order for the driver of a
fuel cell vehicle to quickly reach their desired speed, an auxiliary power source with
a faster response time (e.g., a battery or ultra-capacitor) would be required to make
up the difference. So this section will focus on an alternative approach to the OER
constraint management problem.
Ist,des

∗
Wcp,des
∗
SP-Map psm,des

RG

Ist
∗
Wcp
Closed-Loop
∗
FCS
Air-path
psm

x
xc

Figure 4.6: Novel air-path reference governor implementation block diagram.

What if the reference governor could govern the stack current load, as well as the
compressor mass flow and the cathode supply manifold pressure references? Figure
4.6 shows the block diagram of this proposed RG implementation. There are many
challenges with this approach: first, this requires an RG to operate on a multi-input
system, making the RG into a multi-objective optimization problem. This risks cancelling the benefits of the RG’s computational efficiency enabled by a straightforward
closed-form solution. Second, compressor mass flow correlates positively with OER,
so the RG would have to speed up that reference rather than slow it down. This
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would require a new RG algorithm, and even if such an algorithm were developed,
one must be weary of introducing what is essentially deliberate overshoot into the
system. This would remain a challenge even if this were a single-input reference governor on compressor mass airflow alone. However, these two challenges were overcome
via the development of two new RG approaches during this project. These are the
admissible cross-section RG, and the cascade RG.

Admissible Cross-Section RG
The Admissible Cross-Section RG generalizes the online reference governor update
law such that a reference signal can be increased or decreased to any value such that
the constraint is satisfied. The offline calculations, the construction of the MAS,
remain the same, so Hx , Hv , and h are unchanged. Recall that the RG calculates
the applied reference signal by bounding it within a finitely determined set of inputs
e , defined in (4.4). The MAS inner approximation used in the RG is
and states O
∞

polyhedral and consists of the intersection of half-spaces of the form:

Hx,j x + Hv,j v ≤ hj

(4.10)

where (·)j represents the j-th row of the matrix (·), or a single time-step in the
prediction horizon. Note that there is only one unknown in this inequality v, while
all other values are known. This leads to:

Hv,j v ≤ hj − Hx,j x

(4.11)

To solve for v, divide both sides of 4.11 by Hv,j . However, the direction of the
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inequality (≤ vs. ≥) depends on the sign of the denominator Hv,j . Rather than being
an obstacle, this is beneficial, because it allows a general closed-form solution for v:

vmax ≤

hj −Hx,j x
,
Hv,j

Hv,j > 0

vmin ≥

hj −Hx,j x
,
Hv,j

Hv,j < 0

(4.12)

This can be implemented by partitioning the MAS inequalities into two sets, for
each possible sign of Hv,j , and then applying (4.12) accordingly. To compute v(t) that
maintains the constraints for the entire prediction horizon, choose the largest vmin and
the smallest vmax , and bound r(t) within these two values such that v ∈ [vmin , vmax ].
It should be noted that to avoid numerical issues related to denominators close to
zero, the partitioning of the MAS into Hv,j > 0 and Hv,j < 0 should involve a small
tolerance to replace unstable toggling with hysteresis: Hv,j ≥ tol and Hv,j < tol.
Note that if Hv,j = 0, then the constraint for that time-step is not dependent on v(t)
at all, being always satisfied or always violated depending on x(t), so it has no import
on calculating v(t) and can be skipped.
What this process looks like, intuitively, is that for each x(t) and r(t), there is an
upper and lower bound on v(t) such that the constraints are satisfied at all times. If
r(t) does not violate the constraint, it is enclosed within these bounds and is applied
unchanged (v(t) = r(t)). If r(t) is too low or too high, it will be clipped to the lower
or upper boundary, respectively, so as to keep it as close to r(t) as possible without
constraint violation.
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Figure 4.7: Geometric interpretation of the Admissible Cross-Section RG algorithm.

This method is named the Admissible Cross-Section RG due to a rather straight
forward geometric interpretation of its underlying theory. This can be seen in Figure
4.7. As can be seen, the current system state x(t) is represented as a single crosssection of the MAS. Thus, all applied reference values v(t) will be restricted to this
cross-section. If r(t) is inside the MAS, no change is needed as it already satisfies
constraints for all times. However, if r(t) is above or below the boundary of the MAS,
e .
it can be “slid” down or up the cross-section, respectively, such that v(t) ∈ O
∞

Bringing focus back to FCS applications, the immediate benefit of the Admissible
Cross-Section RG is that it can increase the applied reference of the compressor mass
airflow to above the desired reference. When a step-up in stack current is applied to
the fuel cell stack, “extra” airflow would be requested from the inner-loop air-path
controller in order to provide oxygen to the cathode quickly enough to counter the
rise in oxygen consumption in the reaction. Once the OER is no longer in danger of
violation, the mass airflow set-point would settle to the desired reference.
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Cascade RG
However, speeding up the compressor mass airflow set-point is not enough to prevent
OER constraint violation in transient. Upon closer inspection of (3.2) and (3.3),
stack current appears as a direct-feed-through term on oxygen consumption and thus
can cause an instantaneous change in OER. On the other hand, compressor mass
flow and supply manifold pressure will only affect OER slowly, because they are
not directly manipulated (if they were, then the work in Chapter 3 would not have
existed!). Therefore, stack current still needs to be governed to maintain minimum
OER constraints, however, with the added degrees of freedom of flow and pressure
governing, the stack current can play a smaller role in constraint management and
thus still be drawn from the fuel cell at a faster rate. This then opens the challenge
of how to implement a linear RG on a mutli-input system.
The approach developed in this project is the Cascade RG. In the case of the FCS
air-path, it is three RG’s in series: one for stack current, one for the flow set-point
and one for the pressure set-point. Each of these RG’s can only govern one reference
signal. However, each RG is still aware of the other signals it cannot manipulate,
and accepts the applied/governed output of the RG preceding it. By assuming that a
linear system obeying the principle of superposition is an acceptable approximation of
the actual system being governed, this is achieved via a slight modification to (4.13),
shown below:

Hx x + Hv v + Hw w ≤ h

(4.13)

where w are the references that cannot be directly manipulated, and Hw being the to
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equivalent Hv for each w. In order to design a cascade-RG, one can arrange each RG
in series in ascending order of priority. In other words, a reference that is deemed
more free to vary is governed before a reference that should be kept as close to its
desired value r(t) as possible.
In the case of the FCS OER constraint problem, stack current Ist would be placed
last so that stack current load is only modified after pressure and flow are modified
as much as possible. Note the following: first, the pressure set-point RG uses the
same algorithm as the stack current RG, as pressure set-points correlate negatively
with OER. This is because higher pressure results in greater resistance to airflow into
the cathode, and because steep pressure requests can cause transient valve-closings
that briefly but severely restrict airflow. For the latter reason, this is why governing
supply manifold pressure is still necessary to maintain the minimum OER constraint
in transient.
Second, since the flow set-point uses the Admissible Cross-Section RG formulation,
its output must be artificially bounded to prevent infeasible set-points. To do so, the
final output of the flow RG is bounded within ±10% of the desired reference r(t). This
artificial bounding can be adjusted based on hardware and control specifications. The
result of this bounding is that the flow RG may not be able to maintain the constraint
by itself. But because it is a part of a cascade RG, it does not have to. After the flow
RG has modified the flow as much as it can, the stack current and pressure set-points
can be modified.
With the capability to govern multiple inputs in general directions, the novel
air-path RG was then tested on the nonlinear FCS model.
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Figure 4.8: Oxygen excess ratio without and with RG.

Figure 4.8 shows the OER response without and with the air-path RG. As with the
previous RG on stack current, the constraint is maintained at all times. Due to the
presence of multiple coupled dynamics being governed independently, the transient
OER response is not as smooth. To determine if this presents a stability concern,
the next figure shall present the stack current input and output response of the FCS
air-path.

(a)

(b)

(c)

Figure 4.9: Without and with RG: (a) Stack current, (b) compressor mass airflow and (c)
supply manifold pressure.

Figure 4.9 shows the resulting references and tracking performance of the FCS airpath without and with the air-path RG. Comparing Figure 4.9a to Figure 4.3 shows
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a drastic improvement in stack current governing: the air-path RG slows down the
stack current far less than the stack current RG. Figure 4.9b shows how the Admissible
Cross-Section RG speeds up the compressor mass flow set-point such that OER can
be maintained at or above its lower limit even if current is still being drawn relatively
rapidly. Finally, Figure 4.9c shows that the cathode supply manifold set-point is still
modified to maintain the OER constraint, but is considerably faster than the pressure
response of the stack current RG. As can be seen, each of these three reference signals
and system outputs behave without oscillations or instability. Therefore, the “ragged”
OER response in Figure 4.8 is the result of the phase mismatch between states that
influence OER. To further verify this, the actuator plots will also be examined.

(a)

(b)

Figure 4.10: Actuator commands without and with RG for (a) compressor motor voltage
and (b) outlet manifold valve.

Figure 4.10 shows the actuator commands without and with the air-path RG.
Despite the governed case requesting (and delivering) compressor mass flow more
rapidly, the compressor action with the RG remains smooth and is only barely more
aggressive than the ungoverned case, as shown in Figure 4.10a. Much can be explained
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with the valve commands shown in Figure 4.10b. In the governed case, the valve stays
more open, or even opens rapidly, in transient, in order to reduce the flow restriction
when increased mass airflow is needed. An added benefit of using the valve for brief
increases in flow is that the compressor itself does not have to consume more electricity
to attain higher flow-rates, thus reducing parasitic losses and improving net power
and system net efficiency.

Figure 4.11: Net power without and with RG.

Finally, Figure 4.11 shows the net power response without and with the air-path
RG. Compared to Figure 4.5, this is a considerable improvement, as the net power
with the air-path RG is almost identical to the ungoverned power output, even during
current steps for which the RG is active. The novel air-path RG is still in early phases
of development, yet is shows significant promise to maintain both system constraints
and performance at the same time.
The results of Chapters 3 and 4 are tested on a series of stack current steps, which
may not be a realistic scenario for the operation of a vehicle. Thus, the combined developments of this project are all tested on realistic drive-cycle simulations in Chapter
5, and metrics of efficiency and performance are rigorously quantified and compared.
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Chapter 5
Drive Cycle Simulations
This chapter is a collection of simulation tests of the controllers and reference governors developed and proposed in this research on realistic drive-cycle data. Unlike
stack current steps, drive-cycles are based on realistic human driving patterns, contain
more complex signals that can push the controller to its limits, and in many cases are
considered standardized benchmarks for vehicle performance testing. The purpose
of these simulations are to quantify any benefits (and drawbacks) of the controllers
proposed in this research when tested on realistic drive-cycles. This will determine
how much hydrogen fuel savings the MIMO control scheme can achieve, how well the
reference governors maintain the constraints, and how much the reference governors
impact the driver’s experience via changes in power dynamical response. This is yet
another step closer to determining to what extent the findings of this research would
hold up in real world vehicles.
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5.1

Methodology

A SISO IMC controlling only the compressor motor voltage and tracking only the
compressor mass flow (i.e., with no valve actuation and no pressure tracking) was
also developed and simulated on the same drive-cycles, as a point of comparison
for the MIMO configuration. The two drive-cycles used were “Dynamic_Test” and
“US06”, and are depicted in Fig. 5.1. In general, “Dynamic_Test” spends more
time at high power request, while “US06” spends more time at low power request.
In the figure, power requests are represented as percentages rather than in units of
power, due to the confidential nature of the data. Because these drive-cycles were
represented as power requests, a simple SISO power IMC was added to the simulation
to generate a stack current request given a net power request. The SISO power IMC
was generated from a transfer-function plant model following the steps in Chapter 3.
But in those cases G̃(s) would be a model of the entire closed-loop air path system,
including the air-path controller.

Figure 5.1: The drive cycle power request used in these simulations.
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5.2

SISO vs MIMO Air-Path Control

To be clear, the primary source of efficiency improvements are not meant to come from
the specific tuning nor the dynamics of the air-path controller. Rather, the addition
of the valve actuator and the ability to independently control the cathode supply
manifold pressure in the MIMO case can move the FCS to an operating region where
the compressor and the stack operate more efficiently than in the SISO case. This
operating region is described via the pressure set-point map developed in Chapter 3.
Drive Cycle

SISO

MIMO

MIMO Percent Saved

“Dynamic_Test”

519.8 gH2

481.5 gH2

7.36 %

“US06”

253.8 gH2

249.9 gH2

0.81 %

Table 5.1: Drive-Cycle Simulation Hydrogen Fuel Consumption

The resulting hydrogen fuel consumption from each simulation is shown in Table
5.1. This is calculated as the total mass of dry hydrogen that has flowed out of the
hydrogen supply. The MIMO air-path configuration outperforms the SISO airpath
configuration in both drive-cycles with lower hydrogen fuel consumption. These benefits are more pronounced for high-load scenarios, of which the “Dynamic Test” drive
cycle is more representative of than “US06”.
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Figure 5.2: System net efficiency for drive cycle simulations with SISO vs MIMO FCS
airpath control.

The system net efficiency plots for each simulation are shown in Figure 5.2. At
maximum-power, the MIMO configuration maintains about 5 percent higher efficiency
than the SISO configuration. However, at minimum-power, the SISO configuration
shows slightly higher efficiency. There are two reasons for this. First, the pressure
set-point LUT is limited to the resolution of the FCS efficiency map. Even if the most
efficient pressure is found for each stack current sample, the inter-sample behavior
between stack current values can cause slight error when interpolating the LUT.
The second reason is that at low-stack currents, the optimal pressure set-point is
barley above ambient (pressure ratio barely above 1). Thus, the outlet manifold valve
would saturate at fully open, but the compressor actuator cannot lower the pressure
without incurring steady-state tracking error in mass airflow. The result is steadystate pressure tracking error, which is small (+0.02 to +0.04 bar was observed), but
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enough to incur minor efficiency point losses. Determining a way to overcome this
pressure control limitation to improve low-load FCS efficiency is a potential avenue
of future study.

Figure 5.3: Air-path setpoint tracking for drive cycle simulations with SISO vs MIMO FCS
airpath control.

The flow and pressure tracking for both drive cycle simulations are shown in Figure
5.3. The MIMO case requires less compressor mass flow at maximum-power because
it is drawing less stack current than the SISO case in those loading conditions. MIMO
flow tracking also has less overshoot than SISO flow tracking.
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Figure 5.4: Actuator commands for drive cycle simulations with SISO vs MIMO FCS airpath
control.

The actuator command plots for both drive cycle simulations are shown in Figure
5.4. The MIMO case tends to run the compressor voltage higher than the SISO case
at steady-state. However, the SISO case shows more aggressive compressor action in
transient. This difference can be attributed to control of the valve in the MIMO case.
A valve setting lower than fully open would require extra compressor power to move
air up a steeper pressure gradient due to increased flow restriction. However, opening
the valve in transient can assist the compressor in meeting an increased flow set-point,
and hence the reduction of spikes in compressor action in the MIMO case as the valve
“shares the load” with the compressor. In summary, the MIMO FCS air-path control
approach shows promise over the SISO control approach, with measurable reductions
in hydrogen fuel consumption and improved coordination of actuator commands.
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5.3

Constraint Management Technique
Comparison

Figure 5.5: Oxygen excess ratio for drive cycle simulations without and with stack current
RG.

Figure 5.6: Oxygen excess ratio for drive cycle simulations without and with airpath RG.
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Drive Cycle

MIMO MIMO+RG Current

MIMO+RG Airpath

“Dynamic_Test”

1.56

1.60

1.77

“US06”

1.01

1.23

1.74

Table 5.2: Drive-Cycle Simulation Worst-Case OER

The MIMO air-path controller with the stack current RG was also tested on both
drive cycles. Figure 5.5 shows the OER response of the MIMO system without and
with an RG. Due to the nonlinearity of the LUT mapping from the stack current to
the pressure setpoint, the system with the RG may violate the OER constraint when
a large pressure rise is requested, as this results in transient valve closing. However,
in most cases the RG maintained the OER at or above the minimum constraint of 1.8.
Figure 5.6 shows the drive-cycle OER response for the air-path reference governor.
The result is similar, with constraint satisfaction in most cases but still violating
the constraint on occasion due to linear-nonlinear model mismatch. By artificially
increasing the OER constraint to higher values, e.g., 1.9, these violations can be
alleviated. Even with plant-model mismatch and testing on a realistic drive cycle,
both RG’s still demonstrate a significant improvement in transient OER.
As can be shown in Table 5.2, the presence of the either type of RG reduces the
magnitude of the worst-case transient OER in both drive-cycles. The air-path RG
showed the least severe worst-case constraint violation. This may be attributed to
the air-path RG being placed after the pressure set-point map, eliminating the need
for a linear approximation of the lookup table. However, the OER still dips slightly
below the 1.8 minimum constraint due to nonlinearities in the FCS plant.
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Figure 5.7: Stack current for drive cycle simulations without and with stack current RG.

Figure 5.8: Stack current for drive cycle simulations without and with airpath RG.

The stack current loads for the drive cycle simulations are shown in Figure 5.7
for the stack current RG and Figure 5.8 for the air-path RG. Both plots include the
stack current from the ungoverned case for comparison. The stack current RG slows
down the current draw from the fuel cell more visibly than for the air-path RG, in
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which cases the two stack current profiles are nearly identical at the scale shown.
Drive Cycle

MIMO MIMO+RG Current

MIMO+RG Airpath

“Dynamic_Test”

1.67 %

3.47 %

1.75 %

“US06”

3.47 %

8.02 %

4.34 %

Table 5.3: Drive-Cycle Simulation Net Power Mean Absolute Percent Error

As a result of the air-path RG more closely preserving the desired stack current
request, it demonstrates net power tracking error only slightly higher than the ungoverned case, as can be seen in Table 5.3. On the other hand, the presence of the
stack current RG approximately doubles the average net power tracking error, when
compared to both the ungoverned case and the air-path RG case. Therefore, the airpath RG has the potential to improve the constraint-awareness of the FCS controller
over the ungoverned case, while incurring less power tracking error than then stack
current RG.
Drive Cycle

MIMO MIMO+RG Current

MIMO+RG Airpath

“Dynamic_Test”

8.33

3.71

1.34

“US06”

10.02

3.95

1.24

Table 5.4: Drive-Cycle Simulation Normalized Execution Time.

Another factor to consider when implementing an algorithm online is computation
time. Table 5.4 shows the execution time of each simulation normalized to the respective duration of the drive-cycle itself. For example, if a drive-cycle is 300 seconds
long, describing the power profile of driving a vehicle for 5 minutes, and takes 100
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seconds to simulate, then its hypothetical entry in Table 5.4 would be 3.0, or 3 times
faster than real-time. As can be seen, all of the simulations executed faster than
real time. For a basis of comparison, the ungoverned simulation ran 8 to 10 times
faster than real time. The stack current RG ran in four times faster than real time.
The air path RG, being more complex, ran between once and twice as fast as real
time. Future work could be conducted to streamline the algorithmic and software
implementation of the novel RG.
Drive Cycle

MIMO

MIMO+RG Current

MIMO+RG Airpath

“Dynamic_Test”

481.5 gH2

469.6 gH2

481.0 gH2

“US06”

249.9 gH2

223.5 gH2

248.8 gH2

Table 5.5: Governed Drive-Cycle Simulation Hydrogen Fuel Consumption

Finally, the hydrogen fuel consumption of the ungoverned and governed FCS airpath drive-cylce simulations are shown in Table 5.5. The stack current RG showed
even lower hydrogen fuel consumption than the ungoverned case with the MIMO
air-path controller. This is likely attributed to the lower stack current draw leading
to a slower reaction rate, and therefore a slower consumption of hydrogen fuel. As
the air-path reference governor did slow down the stack current slightly, although
not nearly as much as the stack current RG, it consumed only slightly less hydrogen
fuel than the ungoverned case. Therefore, the presence of either RG results in a
mostly-unchanged or even improved hydrogen fuel economy.
The drive-cycle simulations serve as useful tests to determine how well the FCS
control and constraint management techniques developed and analysed would work in
a realistic use scenario. Most crucially, they created a platform to quantify the relative
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benefits and drawbacks of each approach proposed for the FCS. They highlighted not
only what worked well, but what did not work well and why, and this knowledge can
only be beneficial in the progress towards more efficient, robust and well-coordinated
approaches to FCS control.
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Chapter 6
Conclusions
In this research, a fuel efficient, high-performance and constraint-aware scheme has
been developed and simulated for the air-path subsystem of a PEMFC system. Compressor mass flow and cathode supply manifold pressure are both tracked by the
MIMO IMC to achieve higher system efficiency, lower hydrogen fuel consumption.
Analysis of a nonlinear ninth-order model has indicated the viability of using this
single linear controller, and the benefits of MIMO air-path control when combined
with efficiency-optimizing set-points have been quantified from drive-cycle simulations. Furthermore, the oxygen excess ratio has been maintained above a desired
minimum value via an RG on stack current request, without severely compromising
the performance of the inner-loop air-path controller.

6.1

Current Work

On the control-oriented modeling and dynamics of the PEM-FCS, it was found that
the air-path subsystem has a nearly linear input-output relationship at both steady-
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state and in transient. The equilibrium analysis in particular indicated that the
compressor mass airflow and cathode supply manifold pressure are more impacted by
the compressor motor voltage and outlet manifold valve than by the stack current and
ambient conditions. In other words, actuators rather than disturbances dominated
the steady-state values of the measured air-path outputs. Further, the linearization
analysis indicated that there was not a significant variation between the air-path
frequency responses of the linear models obtained at different operating points. This
means that the behavior of the air-path subsystem of the FCS is not highly sensitive
to the external disturbances of stack current load, ambient temperature, and ambient
pressure.
As a result, a single LTI controller without gain-scheduling could feasibly control
the air-path given that it had sufficient stability margins. A major caveat of this
finding is that it is contingent on a central assumption made by the nonlinear ninthorder model: air supply enters the fuel cell stack at perfectly controlled temperature
and humidity, as thermal and humidity dynamics operate on a slower time-scale
and can be delgated to a separate subsystem controller. Even so, any temperature,
humidity and pressure dynamics upstream of the fuel cell stack (e.g., in the compressor
and manifolds) are still accounted for. Thus, this analysis is still valid within the scope
of the air-path subsystem.
A set-point map from stack current to cathode supply manifold pressure was
generated in order to maximize system net efficiency. Independent tracking of compressor mass airflow and cathode supply manifold pressure was achieved, enabled
by the additional control input of the outlet manifold valve. An RGA analysis has
characterized the coupling of the multivariable actuator and air-path dynamics, and
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determined that the degree of interaction varies strongly with frequency, suggesting
the need for a controller that directly handles coupled dynamics rather than parallel
SISO controllers. In other words, a “smarter” controller is necessary.
As expected from such a result, the state feedback and IMC controllers vastly outperformed the parallel PI controller. A MIMO PI controller may have been developed
to couple the two feedback signals, but this would increase the number of calibration
parameters which already has a non-intuitive effect on the closed-loop system behavior. Thus, a more complex PI controller would have been needlessly cumbersome
when compared to the established alterantives of state feedback and IMC. Based on a
comparative analysis of the three control techniques, the IMC controller was selected
for its high performance and robustness as well as its intuitive design and calibration
process. In particular, the calibration of the IMC involves only two parameters that
correspond to the tracking speed or robustness of each reference, and the effect of any
change is physically meaningful. The final IMC design demonstrated rapid reference
tracking, large mutli-loop stability margins, and stable actuator commands that operate in coordination with each other. This research has achieved an FCS controller
that can smoothly and quickly move the FCS into an energy efficient operating region
in a wide variety of operating conditions.
Constraint management of the FCS air-path to maintain a minimum OER through
the use of RG’s demonstrated promising results. A novel re-formulation of the OER
constraint led to reduced plant-model mismatch, despite the original constraint being
a nonlinear combination of system states and inputs. Two RG techniques were applied
to maintain this OER constraint: a standard load governor on stack current, and a
novel mutli-input reference governor on stack current and the two air-path set-points.
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Both RG’s were able to maintain the constraint at all times on a series of stack current
steps, and demonstrated the ability to only slow down the load when OER was in
danger of falling below the minimum, and do so only as much as necessary. With
the presence of both RG’s, inner-loop reference tracking and actuator commands
remained stable. However, the latter novel RG enabled a faster stack current draw
while marinating safe OER, and as demonstrated in drive-cycle simulations, power
tracking error lower than the stack current RG and only slightly higher than the
ungoverned case.
Finally, the drive-cycle simulations demonstrated the promise of the studied control and constraint management techniques, as well as highlighting current limitations that may be the subject of future study. The MIMO control approach demonstrated quantifiable benefits in hydrogen fuel economy. Both RG implementations
also demonstrated an alleviation of OER transient undershoots. Therefore, the control and constraint management techniques developed and analyzed in this research
have demonstrated the potential to improve the performance, fuel economy, and lifespan of fuel cell vehicles.

6.2

Future Study

Future work could improve or extend the set-point generation and computation
methodology to further improve system net efficiency. Another avenue would be
to explore alternate RG algorithms and architectures that allow for faster power request tracking while still maintaining the constraints, and testing the sensitivity of the
air-path controller with and without the RG to variations in system parameters and
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sensor noise. For surge-prone compressor hardware, the RG can also be used to maintain compressor surge/choke constraints in addition to OER management. Finally,
future work can be done to study the interaction between the air-path subsystem and
the other FCS subsystems (e.g., thermal, humidity, hydrogen supply, energy management). This would provide an additional degree of realism to any results on FCS
performance generalized beyond the air-path subsystem, and identify limitations and
opportunities for an even more holistic approach to FCS control.
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