A measure of the predictive capability of a proportional hazards gr i Is derived. 
Introduction
For the linear model, measures of explained variability as an index of the model's predictive ability are easy to interpret. For nonlinear models, the concepts are not so straightforward. This is particularly so of the proportional hazards model (1, 2) , where, although suggestions have been made (3) (4) (5) (6) taking, directly or indirectly, as their starting point some generalizable statistic which estimates correlation in the case of ordinary linear regression, interpretation is difficult. Outside ofthe standard normal model and, in particular, in the presence of censoring, apart from the model of Kent and O'Quigley (4) there is no population model to go with the above measures. Indeed, not only is there no obvious population equivalent to which the above measures converge, but they can be seen to converge to quantities depending in a complex way on the underlying censoring mechanism, whether marginally or conditionally independent of the failure mechanism. In consequence, for two situations with different degrees of censoring or even different censoring patterns, there is no way of assessing relative effects so that, for example, an asymptotic value of 0.2 may reflect stronger effects than a value 0.8. Furthermore, it is not possible to provide measures of uncertainty associated with these estimates, such as a confidence interval.
The purpose of this current work is to provide a natural estimator of the proportional hazard model's predictive ability (putting emphasis on predictive ability rather than explained variability turns out to be conceptually helpful), and we describe the population model underlying our proposed measure. By "natural," we mean an estimator which is not only intuitively logical but which also aims to mirror some key feature of the model in its various forms. Many-of the estimators in current use, for instance, not only depend on the underlying censoring mechanism but also fail in the case of time-dependent covariates, the potential inclusion of which is one of the model's most attractive features.
In the following section we describe the proportional hazards model, some key features of its probabilistic structure, and the way in which these lead to a natural R2 measure of its predictability. In Section 4 the population equivalent of R2 is described and worked out in some simple cases. This is followed by a brief discussion of the multivariate case and an example. where n is the total number ofsubjects under study. There are assumed to be no ties in the observed failures-i.e., at any given failure time we have only a single observation on the covariate Z. The indexing of the failure times via i, ranging from 1 to k, and the subjects j, ranging from 1 to n, will coincide only when there is no censoring. Usually there is censoring so that it may not be clear as to the meaning of an expression with tied indices such as zi(tl). We make this unambiguous by numbering the subjects in such a way that zl(tl) is the actual observed value of the covariate accompanying the failure time t1. For notational simplicity we further introduce the function +(t), taking the value 0 everywhere except at the points ti, i = 1, . . ., k, where it takes the value Zi(t )-Let AQ(t) denote the intensity function for thejth subject at time t. A proportional hazards, or relative risk, model for this intensity function can be written Aj(t) = Yj(t)A0(t)exp[(zj(t)], [1] where Y#(:) is an indicator function taking the value 1 if the jth subject is at risk at time t and 0 otherwise, Ao(t) is a fixed "baseline" hazard function, and (3 is a log-relative risk parameter to be estimated.
Central to our understanding of what follows is the conceptualization that at time t = ti we can view the particular covariate value to be observed as random, chosen from among those available to fail at that point-i.e., those whose study time was at least as large as ti. We use capital letters to denote this, following usual conventions, so that Z(tJ indicates the (random) covariate value to be observed at t = t whereas zi(t,) indicates the actual observed value of the covariate associated with the failure at t = t:-i.e., a single
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realization of the random variable Z(t,). Analogous to the function fr(t), defined above, we define T(t) to be 0 everywhere except at the points ti, i = 1, . . . , k, where it takes the value Z(t,). Forms other than exp(-) are possible in Eq. 1.
Here attention is restricted to this particular form known as the multiplicative model.
The inferential techniques used in conjunction with Eq. 1 are such that the function A0(t) is allowed to be quite arbitrary (1) providing that it is well defined. In between adjacent observed failures no observation can be made on the conditional distribution of Z given t (thereby furnishing no information on *), so that all the probability mass, associated with the time axis, is distributed discretely among the observed failure points. There is no unique way of doing this, and so there is some arbitrariness in our choice of the marginal distribution of T, denoted FT(t). For the results of Section 4 to hold, any choice of FT(t) consistently estimating the true marginal distribution of Twill work-e.g., letting FT(t) be the Kaplan-Meier estimate conditional upon survival being smaller or equal to the greatest observed failure. In practice this will be close to Cox's prescription (1) , where we assign point masses equal to k-1 at the observed failures. This is the simplest approach and is the adopted method of Sections 2 and 3. Essentially we are using a conditional argument, analogous to taking as fixed the observed margins (random) of a contingency table. The consequences of this reasoning are detailed in Sections 2.2 and 2.3.
2.2. Probabilities Associated with the Model. In analyzing data, inferential procedures are based on probabilities which can be associated with observed outcomes, assumed to have been generated on the basis of Eq. 1. Our data set contains a total of k distinct failure times and, according to the above reasoning, all the available probability measure concerning time can be spread evenly over these.
Following the notation of Schoenfeld (7, 8) , apart from the indicator function Yj(.), the conditional probability irj(t; X3) of the subject indexed byj being selected for failure at the fixed time point t is given by
The quantities ir,(t; A3) are central to an understanding ofthe estimator proposed here, and so we add a few remarks. First, AjL_11rj(t; *) = 1. Next, let ni (' n) be the number of nonzero values of !rj(ti; /3). In practice we will replace i by an estimator, 83 say, noting that the probability distribution nrj(t; /3) remains well defined and generally different from 7rj(t; /)
apart from at the null values, which remain unchanged. When / = 0 then each of the subjects available for failure at a given time point ti has the same probability, n71, of being selected. As /8 takes increasingly large values (positive or negative), then the above distribution puts increasing or decreasing weight on the larger values of zj.
The notion of expectation is important to the development here. It will be denoted by E, most usefully viewed as an operator on some function of the random variables T and Z, the operator itself depending on thejoint distribution of T and Z. This joint distribution is characterized by the conditional distribution of Z given T and the marginal distribution of T as defined in this section.
There are two things to note here: first, that the conditional distribution of Z given T, and therefore E, depends on the parameter /, and second, that the distributions described above, although providing consistent estimates, are not the true distributions of T and Z. Our conditional argument allows us to treat them as fixed and known. An unconditional argument is presented in Section 4.
2.3. Expectation and Conditional Expectation. To make the dependence of E on /3 explicit we use the notation Ed, and E8(l) denotes expectation with respect to thejoint distribution described in Section 2.2. Following Schoenfeld (7, 8) , on the basis of the conditional probabilities xj(t; /3) we define the conditional expectations E,9(Zlt) by n E,8(Zjt) = >. zj(t)lrj(t; /). j=1 [2] The expectation EA(Zlt) is also well defined although generally different from E,9(Zlt).
The above conditional expectation can be turned into a nonconditional one via the notion of double expectation. We have that C~~~~~~~k Ep(Z) = J E(Zjt)dFT(t) = k-' Ep(Zlt,).
2.4. Score Statistic and Residuals. Schoenfeld (7, 8) defined the residuals for the Cox model r(ti; /3), i = 1, . , k, as the discrepancy between the observed covariate, z,{t,), at failure point t, and its expectation, E9(Zlti); i.e., r(ti; /) = zi(td) -EP(Zlti). Apart from the constant k, the score statistic, U(/), based on Cox's (9) partial likelihood can be written
The score statistic can then be seen to be proportional to the average of the observed residuals. In particular the equation U(,/) = 0 defines the maximum partial likelihood estimator.
The score statistic, however, is not suitable for describing the predictive ability of the model. For this, some distance measure is necessary, one concerned with discrepancy but not the sign of the discrepancy. The score statistic fails to be a distance measure if only because of its failure to satisfy the Cauchy-Schwartz inequality. Many possibilities suggest themselves, the most obvious being squared distance in view of its close link to variance. Consider then the quantity
The quantity Q(/3) [in practice Q(3B)] indicates how "close" the observations are to the best prediction that the model can furnish. The quantity Q(O) indicates how close the observations are to the best prediction (the mean) in the absence of a model.
The Coefficient R2
By maintaining the analogy with the linear model it is clear that Q(,B) corresponds to a residual sum of squares. In the same way the sum of squares about the overall mean is obtained by constraining the regression slope to be zero. In linear regression this is referred to as the total sum of squares, and the quantity Q(O) is analogous in our situation. As strength of effect increases, we expect Q(/3) to become smaller relative to Q(O). This is shown to be the case in Section 4. Define then R2(/) = 1 -Q-(O)Q(A, [3] where, in practice, the best-fitting value 8 replaces B in the formula.
For a given set of data, the value of /3 that "best" fits the data, /, tends to the same value that maximizes R2 in the above formula when viewed as a function of /3. This is made more precise in the following theorem. (3 remaining constant. The only assumption regarding the censoring mechanism is that, conditional on an observed Z, the failure and censoring distributions are independent. This assumption is widely used in survival studies and is necessary to avoid certain problems of identifiability (11) . In the formula below, as a result of the independent censoring assumption, the censoring density will have no impact, as can be seen by explicitly including it. It is therefore left aside, although note that were we to focus interest on squared distances between time and an associated expectation, rather than the covariate value and associated expectation, then semiparametric estimation, ignoring the effect of censoring on the underlying failure rate, is no longer possible. This is the fundamental reason why the approach suggested here has desirable properties whereas the approaches of Korn and Simon (5) and Schemper (6) 
Again the above expression can be worked out in terms of a model for the conditional distribution of Tgiven Z = z and the marginal density for Z. 4.1. Two-Sample Case. For a binary covariate (0, 1) denoting group membership, ofwhich there are 01 in the first group and 02 in the second (0i + 02 = 1), and for exponentially distributed survival times with underlying hazard equal to 1 in the first group and en in the second, we have S(J3,fB) -1 q12(t)e-t + 02 f [1- distribution. However, for the binary, uniform, and normal laws, the effect is certainly weak and, even for a law highly skewed to the right such as the exponential law, the effect is not great.
Multivariate Case
For ease of presentation we have so far looked only at the univariate case. Multivariate extensions arise quite naturally although not necessarily in a unique way. We have not studied this extensively and suggest here the simplest approach based on partial coefficients. Suppose that instead of Eq. 1 we have Ak(t) = Yj(t)Ao(t)exp[p3zj1(t) + g2z,2(t)].
[5]
We may be interested in the joint effect of Z1(t) and Z2(t) or the partial effect of Z1(t) after having "accounted for" the effects of Z2(t arising when certain parameters are constrained to take values other than their true values.
Example
The data of Freireich described in the original paper on the proportional hazards model (1) provides an example in which there are only two groups but effects are strong as can be seen by a simple inspection of the estimated survival curves (reproduced in ref. 1). We find that , = 1.63, a figure very close to that found in Cox's original paper (1), where 13 = 1.65, the discrepancy arising due to a different way of handling ties. For this value of A we find that R2(A) = 0.416 indicating a moderately strong degree ofpredictability. Using bootstrap resampling (12, 13) , on the basis of the percentile method and using 10,000 repetitions we determined an appropriate 95% confidence interval to be 0.16 to 0.68. The value of R2 does seem to correspond, in some sense, to our visual impression of strength of effect derived from inspection of the empirical survival curves.
