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SOME QUANTITATIVE UNIQUE CONTINUATION RESULTS FOR
EIGENFUNCTIONS OF THE MAGNETIC SCHR ¨ODINGER OPERATOR
BLAIR DAVEY
ABSTRACT. We prove quantitative unique continuation results for solutions of −∆u +W ·∇u +Vu = λu, where λ ∈
C and V and W are complex-valued decaying potentials that satisfy |V (x)| . 〈x〉−N and |W(x)| . 〈x〉−P. For M(R) =
inf
|x0 |=R
||u||L2(B1(x0)), we show that if the solution u is non-zero, bounded, and u(0) = 1, then M(R)& exp
(
−CRβ0 (logR)A(R)
)
,
where β0 = max
{
2−2P, 4−2N3 ,1
}
. Under certain conditions on N, P and λ , we construct examples (some of which are
in the style of Meshkov) to prove that this estimate for M(R) is sharp. That is, we construct functions u,V and W such that
−∆u+W ·∇u+Vu = λu, |V (x)| . 〈x〉−N , |W (x)|. 〈x〉−P and |u(x)|. exp
(
−c|x|β0 (log |x|)C
)
.
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1. INTRODUCTION
Since all bounded harmonic functions are constant, it seems natural to consider the behavior of bounded solutions
to more general elliptic equations. In [4], [14] and [13], it was shown that if u solves ∆u+Vu= 0, where u and V are
bounded with u normalized so that u(0) = 1, then M(R) := inf
|x0|=R
||u||L2(B1(x0)) & exp
(
−cR4/3 logR
)
. This result was
first proved in [4], where Bourgain and Kenig used a Carleman estimate to establish a quantitative unique continuation
result, then applied it to a problem in Anderson localization. The work in [16] shows that when u and V are complex-
valued, this estimate for M(R) is sharp . That is, Meshkov constructed non-trivial, bounded, complex-valued functions
u and V that satisfy |u(x)|. e−c|x|4/3 and ∆u+Vu= 0. Meshkov also gave a qualitative version of the result from [4];
he showed that if u decays faster than exp
(−c|x|4/3), then u must equal zero. Since the Carleman approach does not
distinguish between real and complex values, this method does not improve the estimate for M(R) when we restrict to
real-valued u and V . Perhaps it is possible to reduce the exponent of 4/3 through a different approach.
In [9], the authors were interested in determining the strongest possible decay rate for solutions of the equation
∂tu = i(∆u+Vu). Their results imply that if u and V are time-independent, and V decays according to |V (x)|. 〈x〉−N ,
then there exists c0 > 0 such that if ∫
Rn
ec0|x|
β0 |u(x)|dx < ∞, where β0 = 4− 2N3 ,
then u≡ 0. For all 0 ≤ N < 1/2, the author of [5] constructed examples in the style of Meshkov [16] to prove that this
qualitative result is sharp.
In this paper, we establish quantitative versions of the results from [9] (summarized in the previous paragraph) by
finding lower bounds for the function M(R). We also consider what happens with the addition of a non-zero magnetic
potential and how eigenfunctions behave. That is, we study the growth of solutions to −∆u+W ·∇u+Vu= λ u, where
λ ∈C and V and W are complex-valued potentials that decay at infinity. And under certain conditions on λ , V and W ,
we are able to construct examples to prove that our lower bounds for M(R) are sharp. If V and W do not both decay
too quickly, these examples are done in the style of Meshkov. Otherwise, the constructions are much simpler.
The fact that Carleman estimates, order of vanishing results, and (quantitative) unique continuation theorems have
been useful in various areas, like geometry and physics for example, motivated this paper. The author very much hopes
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that the work presented here will find applications in a variety of settings.
Recall that 〈x〉=
√
1+ |x|2. Let λ ∈ C and suppose that u is a solution to
−∆u+W ·∇u+Vu= λ u in Rn, (1.1)
where
|V (x)| ≤ A1〈x〉−N , (1.2)
|W (x)| ≤ A2〈x〉−P, (1.3)
for N,P,A1,A2 ≥ 0. Assume also that u is bounded,
||u||
∞
≤C0, (1.4)
and normalized,
u(0)≥ 1. (1.5)
Define βc = max
{
2− 2P, 4− 2N3
}
, β0 = max{βc,1}. For large R, let
M(R) = inf
|x0|=R
||u||L2(B1(x0)) .
The following theorem is the main result of this paper.
Theorem 1. Assume that the conditions described above in (1.1)-(1.5) hold. Then there exist constants ˜C5(n),
C6 (n,N,P), C7 (n,N,P,A1,A2), R0 (n,N,P,λ ,A1,A2,C0), such that for all R ≥ R0,
(a) if βc > 1 (β0 = βc), then
M(R)≥ ˜C5 exp
(
−C7Rβ0(logR)C6
)
, (1.6)
(b) if βc < 1 (β0 = 1), then
M(R)≥ ˜C5 exp
(
−C7R(logR)C6 loglogR
)
. (1.7)
Remarks. It is interesting to note that the only value in Theorem 1 that depends on the eigenvalue, λ , is the starting
point for the the radius, R0. The missing case of βc = 1 will be explained later on.
To prove this theorem, we will use an iterative argument based on two propositions. The first step in the proof of
each proposition uses the following Carleman estimate. This Carleman estimate may be thought of as a corollary to
Lemma 2.1 in Section 2. Lemma 2.1 follows the same approach as the Carleman estimate by Donnelly and Fefferman
in [6] and [7], but establishes a different estimate. Various Carleman estimates were used by Donnelly and Fefferman
in their study of local geometric properties as well as global growth estimates. In [6] and [7], they established estimates
for the Hausdorff measure of nodal sets of eigenfunctions of the Laplacian. In [8], Donnelly and Fefferman proved
global estimates for the growth of bounded harmonic functions on non-compact manifolds. This work is similar to the
latter since it presents global estimates for the growth of bounded eigenfunctions of elliptic equations.
Corollary 1.1 (Corollary to Lemma 2.1). Let λ ∈C. There exist constants C1,C2,C3, depending only on the dimension
n, and an increasing function w(r), 0 < r < 6, so that
1
C1
≤ w(r)
r
≤C1
and such that for all f ∈C∞0 (B6(0)\ {0}), α >C2
(
1+
√
|λ |
)
,
α3
∫
w−2−2α | f |2 +α
∫
w−2α |∇ f |2 ≤C3
∫
w−2α |∆ f +λ f |2 .
2
Remark. While attempting to prove Lemma 2.1 through the approach of Donnelly and Fefferman, I first established
an estimate for all α > C2
(
1+ |λ |1/2+ε
)
. In the scaling argument, since the eigenvalue λ is replaced by R2λ , this
gave α & R1+2ε . Since M(R)& exp(Cα), I knew that in order to prove Theorem 1(b), I needed to improve the lemma
so that it held for all α > C2
(
1+
√
|λ |
)
. I learned from Carlos Kenig [15] that he and Claudio Mun˜oz had proven
a Carleman estimate that is essentially the same as Corollary 1.1 by following the approach presented in [4]. This
motivated me to improve my result and establish an eigenfunction version of the Carleman estimate in [4], [14] and
[13].
The first of the two propositions used in the iterative argument is a variation of a theorem in [4], [14] and [13]. This
proposition may be thought of as the base case.
Proposition 1. Assume that conditions (1.1)-(1.5) hold. For |x0| ≥

max
{
C32
(
1+
√
|λ |
)3
4C3w2(3)A21
,2
}
if W ≡ 0
max
{
C2
(
1+
√
|λ |
)
4C3A22
, w(3)A14C3A32
,2
}
if W 6≡ 0
,
∫
B1(x0)
|u|2 ≥C5 exp
(
−C4|x0|β1 log |x0|
)
,
where β1 =
{
4/3 if W ≡ 0
2 if W 6≡ 0 . Furthermore, C5 =C5(n) and C4 =C4 (n,A1,A2).
To prove this proposition, we will discuss the order of vanishing of a suitably normalized equation, as was done
in [14]. To achieve this result, we will use “3-ball” inequalities, a technique that, according to [14], was first used by
Hadamard for harmonic functions. This proof will be presented in Section 3. Similar results appeared in [1], [2], [3],
where the authors used Carleman estimates and “3-ball” inequalities to establish order-of-vanishing results for linear
elliptic equations with C1 electric and magnetic potentials on compact smooth manifolds.
The second of the two propositions is the step that will be iterated. Before we may state the proposition, we need to
introduce a number of constants. Let ω , δ be small positive constants that will be specified below. For any β > β0, let
γˆ =

β − 1+ 2P β ≥ 1+P−N +ω − δ
3P−N +ω− δ 1+P−N + ω3 − δ < β < 1+P−N +ω− δ
3(β − 1)+ 2N β ≤ 1+P−N + ω3 − δ
,
a =
{
1 β > 1+P−N + ω3 − δ
3 β ≤ 1+P−N + ω3 − δ ,
γ = γˆ + aδ ,
β ′ =
{
2− 2Pγ β > 1+P−N + ω3 − δ
4
3 − 2N3γ β ≤ 1+P−N + ω3 − δ .
Notice that γ > γˆ > 1 and β ′ < β .
Proposition 2. Assume that conditions (1.1)-(1.5) hold. Let β > β0. Let x0,y0 ∈ Rn be such that x0|x0| =
y0
|y0| and
|y0|= |x0|γ . Suppose ∫
B1(x0)
|u|2 ≥C5 exp(−C4|x0|β log |x0|). (1.8)
Then there exists a constant T0 (n,N,P,λ ,A1,A2,C0,C4,C5) such that whenever |x0| ≥ T0,∫
B1(y0)
|u|2 ≥C5 exp(− ˜C4|y0|β ′ log |y0|),
where δ and ω are chosen so that
 18C4
43+P+N/3C3w
( 5
4
)2/3(A2/31 +A22)cn log |x0|
= |x0|δ (where cn is a dimensional
constant that will be specified in the proof) and |x0|3P−N + |x0|= |x0|3P−N+ω . Furthermore, ˜C4 = ˜C4 (n,N,P,A1,A2).
3
Remark. It should be pointed out that ˜C4 does not depend on C4. In particular, ˜C4 is a universal constant that
depends only on the constants associated with the PDE (1.1) and the Carleman estimate. This fact allows us to iterate
Proposition 2.
The proof of Proposition 2 uses the same ideas as the one in [4], but is slightly more complicated. In [4], the solution
function u is shifted and scaled so that a distant point x0 is sent to zero, and the distance between the new origin and
the original origin is normalized. A Carleman estimate is then applied to this new function and information about the
function u at zero is used to establish information about u near x0. For our purposes, since there is no information about
the decay rate of the potentials at zero, this exact technique does not improve on the former estimates. So instead, we
choose two points, x0 and y0 lying on the same ray. We shift and scale the solution u so that y0 becomes the origin and
|x0− y0| becomes 1. An application of the Carleman inequality to this new function uses information about u near x0
to give an estimate for u near y0. Since we choose x0 >> 1, we can actually use information about the decay rates of
the potentials. This gives the improvement that we need. The details are presented in Section 4. Since Propositions
1 and 2 are so similar, they could have been proven in similar ways. Because we wanted to include the result on the
order of vanishing and to present two proof techniques, we decided to prove these propositions in different ways.
We will now explain the idea behind the proof of Theorem 1. Proposition 1 allows us to estimate a lower bound for
the L2-size of the solution in a 1-ball around some point, x1. With this initial estimate as our hypothesis, we may apply
Proposition 2 to get a lower bound for the L2-size of the solution in a 1-ball around some point, x2, where |x2|>> |x1|.
We will then use our estimate for x2 to get an estimate for x3, where |x3|>> |x2|. Since β ′< β , the exponent decreases
each time we apply Proposition 2, so we may form a decreasing sequence of exponents. To establish the desired lower
bound for the L2-size of the solution in a 1-ball, we will continue to apply Proposition 2 until the exponent is within
a “reasonable” neighborhood of β0. Since the sequence of exponents does not actually converge to β0 (due to the
presence of the δ terms), the issue of getting “reasonably” close to β0 becomes rather delicate. The full details of the
proof will be presented in Section 5.
Recall that βc := max{ 4−2N3 ,2− 2P}. The reader may have noticed that there are no results for the cases whenβc = 1, or rather, when min{N,P}= 1/2. If we try the same iterative proof that works for βc 6= 1, we fail. The reason
for this is that the decreasing sequence of exponents has polynomial decay when βc = 1. For βc 6= 1, the sequence
has exponential decay. The fact that the decay is much slower for βc = 1 means that we cannot reach a “reasonable”
neighborhood of β0 while maintaining the other conditions that are required for our propositions to hold true. Another
approach to the case where βc = 1 is to consider the limit as βc ↓ 1. If βc = 1, then V and W satisfy the hypotheses
for Theorem 1(a) for any βc > 1. Therefore, for any ε > 0, M(R) ≥ ˜C5 exp(−C7R1+ε logRC6), where ˜C5 and C7 are
bounded, C6 = C6(1+ ε). However, a close inspection of the proof shows that C6 . 1ε , so limε→0+
[
Rε (logR)c/ε
]
→ ∞
and we cannot establish any result for βc = 1 by looking at the limiting behavior of the result from Theorem 1(a).
The following theorem shows that, under reasonable conditions, there are constructions that prove that Theorem 1
is sharp (up to logarithmic factors).
Theorem 2. For any λ ∈ C, N,P ≥ 0 chosen so that either
(a) β0 = βc > 1 and n = 2 or
(b) βc < 1 and λ /∈R≥0,
there exist complex-valued potentials V and W (at least one of which is equal to zero) and a non-zero solution u to
(1.1) such that
|V (x)| ≤C〈x〉−N , (1.9)
|W (x)| ≤C〈x〉−P. (1.10)
Furthermore,
|u(x)| ≤C exp
(
−c|x|β0 (log |x|)A
)
,
for some constant A ∈ {−1,0}.
To prove Theorem 2(a), we will use a construction similar to that of Meshkov in [16]. However, to account for
eigenvalues and decaying potentials, our construction is even more complicated. The proof of Theorem 2(b) is much
simpler; it relies on a lemma which is proved by mathematical induction. The idea behind the constructions for
Theorem 2(b) is based on the following observation: For λ ∈ C with argλ ∈ [−pi ,pi) \ {0}, the function u1 (r) =
exp
(
sgn(argλ )
√−λr) satisfies an equation of the form (1.1) with either V = Cr−1 and W ≡ 0, or V ≡ 0 and W =
4
Cr−1. Furthermore, |u1 (r)| . exp(−Cr). We then notice that if we add a carefully-chosen logarithmic term to the
exponent of u1, this new function satisifies equations of the form (1.1) with a potential that decays like Cr−2. The
careful addition of more lower order terms to the exponent drives the potentials to decay faster and faster. Induction
is used to establish each additional term in the exponent. The eigenfunctions that are constructed in the proof of
Theorem 2(b) are radial. It is interesting to note that the constructions for Theorem 2(b) are real-valued when the
eigenvalue λ is real-valued. This is not the case for Theorem 2(a) in which the constructions rely heavily on complex
values, even when the eigenvalues are real. These proofs are presented in Section 6.
We will now explain why the extra restriction on λ for the case when βc < 1 is reasonable (when we restrict to
W ≡ 0). A classical result of Kato in [12] shows that if lim
x→∞ |x||V (x)| = 0, then the operator −∆+V has no positive
eigenvalues. This rules out the possibility of constructing eigenfunctions for λ > 0 and βc = 4−2N3 < 23 . To eliminate
the other possibilities, we need to use the following lemma, which is a Corollary to Theorem 2.4 in [10].
Lemma 1.1. Suppose V is o
(
r−1/2
)
on Rn \BR (0). If −∆u+Vu = λ u, then either eαru /∈ L2 (Rn \BR (0)) for every
α >
√
max{−λ ,0}, or u vanishes outside a compact set.
Assume that we could construct a non-zero eigenfunction u such that−∆u+Vu= λ u, where λ ≥ 0, |V (x)| ≤ 〈x〉−N ,
for some N > 1/2 and |u(x)|. exp(−c|x|) for some c > 0. Since βc < 1, we are in the case that Theorem 2 excludes.
Without loss of generality, we may assume that u(0) = 1. Since V is o
(
r−1/2
)
on Rn \BR (0) for every R ≥ 0, we may
apply Lemma 1.1. If u vanishes outside of a compact set, then by Theorem 1(b), u must be identically zero, which is a
contradiction to our original assumption. Therefore, we must have that eαru /∈ L2 (Rn \BR (0)) for every α > 0. Since
this is clearly not true for any α ∈ (0,c), we get another contradiction. It follows that no such eigenfunction can exist.
The paper is organized as follows. Section 2 presents the Carleman estimate then proves it in the style of Donnelly
and Fefferman. In Section 3, the proof of Proposition 1 will be presented after a result on the order of vanishing is
established. The proof of Proposition 2 will be given in Section 4. Section 5 is devoted to explaining the iterative argu-
ment that proves Theorem 1. Although the arguments are similar, βc > 1 and βc < 1 will be considered separately. We
will conclude Section 5 with a technical discussion of what happens when βc = 1. And in Section 6, the constructions
that prove Theorem 2 will be presented. First we will give the Meshkov-type constructions that prove Theorem 2(a),
then we will prove a lemma that gives the necessary functions to prove Theorem 2(b). Some useful but rather technical
lemmas and their proofs may be found in the appendices. Appendix A includes a couple of results that are required in
the proofs of Propositions 1 and 2. In Appendix B, we present a number of estimates for the elements in the sequences{
γ j
}
and
{β j}. These results are applied often in the proof of Theorem 1. Appendix C includes estimates for the
product function Γ j = γ1 . . .γ j. Section 5 makes use of the results from Appendix C. Finally, Appendix D presents a
technical lemma that is used in the Meshkov-type constructions.
2. THE CARLEMAN ESTIMATE FOR ∆+λ
In this section, we will use the same notation that is used in Donnelly and Fefferman’s papers: We will write our
weight function w(r) as r¯. The following lemma uses the ideas and the notation of their papers to establish a lower
bound for a weighted L2-norm of (∆+λ )u. This estimate differs from those of Donnelly and Fefferman since the
exponents on α are different, a gradient term appears on the left, and there are no integrals over small balls. However,
we do still have the restriction that α >C2
(
1+
√
|λ |
)
.
Lemma 2.1. Let M be a smooth, connected Riemannian manifold with bounded geometry. Let p ∈ M. There exist
constants C1,C2,C3,h, depending only on M, and an increasing function r¯ (r), 0 < r < h, where h depends on M, so
that
1
C1
≤ r¯
r
≤C1,
and such that for all u ∈C∞0 (B(p,h)\ {p}), α >C2
(
1+
√
|λ |
)
,
α3
∫
r¯−2−2α |u|2 +α
∫
r¯−2α |∇u|2 ≤C3
∫
r¯−2α |∆u+λ u|2 .
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To prove this lemma, we will follow the approach of Donnelly and Fefferman from [7] which built on the set-up
from [6]. For our purposes, we only require this result for functions that are compactly supported on balls of arbitrary
radius in Rn. A scaling argument allows us to pass from Lemma 2.1 to Corollary 1.1 (with appropriate renaming of
constants).
Proof. In B(p,h), we have geodesic polar coordinates (r, t1, . . . , tn−1), where r = r(x) and (t1, . . . , tn−1) denotes the
standard coordinates on Sn−1. The metric is ds2 = dr2 + r2γi jdtidt j and the volume element is given by dvol =
rn−1
√γdrdt, where γ = det(γi j). Note that in Euclidean space, γi j is independent of r. Now we introduce a local
conformal change in the metric and volume element. For a large constant ν > 0, let g¯i j = exp
(−2νr2)gi j. The
geodesic lines starting from p for this new metric and the original metric coincide. We see that r¯ =
∫ r
0
e−νs
2ds. Near the
origin, r¯ = r+O
(
r3
)
. Let ψ = exp
( 2
3 ν(n− 2)r¯2
)
. In geodesic polar coordinates, the metric is ds2 = dr2 + r¯2γ i jdtidt j
and we set the modified volume element to be dvol = r¯n−1ψ
√
γ drdt. Let ∆ denote the Laplacian associated with(
gi j
)
and set λ = λ exp
(
2νr2
)
. For u ∈C∞0 (B(p,h)) with u = 0 near p, and α >C2
(
1+
√
|λ |
)
, we want to establish
a lower bound for
I =
∫
r¯−2α
∣∣( ¯∆+ ¯λ)u∣∣2 dvol. (2.1)
Let r¯ = e−ρ , β = α− n
2
+2 , u = e−β ρw, θ = ∂∂ρ
(
log
√
γ¯
)
, w′ =
∂w
∂ρ and w
′′ =
∂ 2w
∂ρ2 . We may use polar coordinates
to express I as
I =
∫ ∣∣w′′− (n− 2+ 2β−θ )w′+β (β + n− 2−θ )w+∆ρw+ ¯λe−2ρw∣∣2√γ¯ ψ dρdt, (2.2)
where ∆ρw =
1√γ¯
∂
∂ ti
(√
γ¯ γ i j ∂w∂ t j
)
. By removing all θ terms, we get I0:
I0 =
∫ ∣∣w′′− (n− 2+ 2β )w′+β (β + n− 2)w+∆ρw+ ¯λe−2ρw∣∣2√γ¯ ψ dρdt. (2.3)
By the triangle inequality, we have that I ≥ 1
2
I0− I1, where I1 =
∫
θ 2
∣∣w′−β w∣∣2√γ¯ ψ dρdt. As is explained in [6],
I1 ≤ 14 I0 for h sufficiently small. Therefore, I ≥ 14 I0.
At this point, the proof begins to diverge from that of Donnelly and Fefferman in [7]. In their proof, they introduce
an unknown function called f . This proof does not require f . We write I0 = I2 + I3 + I4, where
I2 =
∫ ∣∣w′′+β (β + n− 2)w+∆ρw+ ¯λe−2ρw∣∣2√γ¯ ψ dρdt, (2.4)
I3 = (2β + n− 2)2
∫ ∣∣w′∣∣2√γ¯ ψ dρdt, (2.5)
I4 =−2(2β + n− 2)
∫
w′
[
w′′+β (β + n− 2)w+∆ρw+ ¯λe−2ρw]√γ¯ ψ dρdt. (2.6)
Since I2 and I3 are both non-negative, then I0 ≥ I4 and our interest lies in I4. If we integrate by parts in t, we see that
I4 =−2(2β + n− 2)
∫ [
w′w′′+β (β + n− 2)w′w− γ¯ i j ∂w
′
∂ ti
∂w
∂ t j
+ ¯λe−2ρw′w
]√
γ¯ ψ dρdt.
Then we integrate by parts in ρ and let µ =
[
log
(
ψ
√
γ¯
)]′
to get
I4 = (2β + n− 2)
∫ [(
w′
)2 µ +β (β + n− 2)w2µ − (ψ√γ¯ γ¯ i j)′ψ√γ¯ ∂w∂ ti ∂w∂ t j +
(
¯λ e−2ρψ√γ¯)′
ψ√γ¯ w
2
]√
γ¯ ψ dρdt.
By Lemma 2.3 in [6], if r¯ < h, then µ ≥ νe−2ρ and −(γ¯ i j)′ ≥ (νe−2ρ + µ) γ¯ i j. Therefore,
I4 ≥ (2β + n− 2)
∫ {
νe−2ρ
[
β (β + n− 2)w2 + (w′)2 + γ¯ i j ∂w∂ ti ∂w∂ t j
]
+
(
¯λ e−2ρψ√γ¯)′
ψ√γ¯ w
2
}√
γ¯ ψ dρdt. (2.7)
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We will now try to establish an estimate for the last term. Since(
¯λ e−2ρψ√γ¯)′
ψ√γ¯ = λ
(
exp
(
2νr2
)
e−2ρψ√γ¯)′
ψ√γ¯
= λ exp
(
2νr2
)
e−2ρ
(
4νr ∂ r∂ρ − 2+ µ
)
= λ exp
(
2νr2
)
e−2ρ
(−4ν r¯r exp(νr2)− 2+ µ)
and r, r¯ ≤ h, then ∣∣∣∣∣
(
¯λe−2ρ ψ√γ¯)′
ψ√γ¯
∣∣∣∣∣≤ c|λ |νe−2ρ ,
where c depends on h and ν . If we choose C2 ≥
√
6c, then since we assume that α > C2
(
1+
√
|λ |
)
we get |λ | ≤
α2
C22
≤ α
2
6c . Returning to (2.7), we see that if C2 ≥
n
4
(
n
2 − 2
)
then β (β + n− 2)≥ α2, so
I4 ≥ 53 α
3
∫
νe−2ρ w2
√
γ¯ ψ dρdt + 2α
∫
νe−4ρ
∣∣∣∣ ¯∇w∣∣∣∣2g¯√γ¯ ψ dρdt.
Since ¯∇w = r¯−β ¯∇u−β ¯∇r¯
r¯
w then
∣∣∣∣ ¯∇w∣∣∣∣2g¯ = ∣∣∣∣∣∣r¯−β ¯∇u∣∣∣∣∣∣2g¯ +
∣∣∣∣∣∣∣∣β ¯∇r¯r¯ w
∣∣∣∣∣∣∣∣2
g¯
− 2g¯
(
r¯−β ¯∇u,β ¯∇r¯
r¯
w
)
= r¯−2β
∣∣∣∣ ¯∇u∣∣∣∣2g¯ +β 2e2ρ w2− 2β eρ r¯−β ∂u∂ r¯ w
≥ r¯−2β
∣∣∣∣ ¯∇u∣∣∣∣2g¯ +β 2e2ρ w2− 2r¯−2β3
(∂u
∂ r¯
)2
− 3
2
β 2e2ρ w2.
Since
∣∣∣∣ ¯∇u∣∣∣∣2g¯ = (∂u∂ r¯
)2
+
γ¯ i j
r¯2
∂u
∂ ti
∂u
∂ t j
and γ¯ i j is a positive matrix, then because β ≤ α , we get
∣∣∣∣ ¯∇w∣∣∣∣2g¯ ≥ r¯−2β3 ∣∣∣∣ ¯∇u∣∣∣∣2g¯− α22 e2ρw2
and therefore, ∫
r¯−2α
∣∣( ¯∆+ ¯λ)u∣∣2 dvol ≥ ν6 α3
∫
r¯−2α−2 |u|2 dvol+ ν6 α
∫
r¯−2α
∣∣∣∣ ¯∇u∣∣∣∣2g¯ dvol (2.8)
Now we need to establish the corresponding estimate for the original metric. That is, we need to eliminate the bars.
Since g¯ = φg, where φ = exp(−2νr2) then ∣∣∣∣ ¯∇u∣∣∣∣2g¯ = φ−1 ||∇u||2g ≥ ||∇u||2g. As was shown in [6], K & I, where
K =
∫
r¯−2α |(∆+λ )u|2 dvol,
giving the result. 
3. ORDER OF VANISHING AND A PROOF OF PROPOSITION 1
For a suitably normalized version of (1.1), we are interested in determining a lower bound of the form
m(r) = max
|x|≤r
|u| ≥ a1ra2β ,
where a1,a2 are constants. This estimate is interesting on its own, but can also be used to provide a proof of Proposition
1.
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Proposition 3. Suppose u is a solution to −∆u+W ·∇u+Vu= ˜λu in B6(0) with ˜λ = M2λ , ||V ||∞ ≤ A1M2, ||W ||∞ ≤
A2M and ||u||∞ ≤C0. In addition, assume that ||u||L∞(B1(0)) ≥ 1. If M ≥ max
{
C2
(
1+
√
|λ |
)
4C3A22
, w(3)A14C3A32
,1
}
, then
m(r)≥ a1ra2M2 .
That is, with the notation above, β = M2. Furthermore, a1 = a1 (n) and a2 =C (n)A22.
Remark. If W ≡ 0 and M ≥ max
{
C32
(
1+
√
|λ |
)3
4C3w2(3)A21
,1
}
, then m(r) ≥ a1ra2M4/3 , where a2 = C(n)A2/31 . This argument
(for the case when λ = 0) is presented in [14].
We use “3 ball inequalities” to prove Proposition 3.
Proof of Proposition 3. Let R1 = 6, r1 = 2 and 2r0 << r1.
Let [a,b] = Bb(0)\Ba(0) denote the spherical shell centered at zero with outer radius b and inner radius a.
Set K1 =
[ 3
2 r0,
1
2 R1
]
, K2 =
[
r0,
3
2 r0
]
and K3 =
[ 1
2 R1,
3
4 R1
]
.
Let ζ ∈C∞0 (BR1) be a smooth cutoff function such that ζ ≡
{
1 on K1
0 on [0,r0]∪
[ 3
4 R1,R1
] , |∇ζ | ≤{ Cr0 on K2C
R1
on K3
and
|∇2ζ | ≤
{ C
r20
on K2
C
R21
on K3
.
If we assume that α >C2
(
1+
√∣∣∣ ˜λ ∣∣∣)=C2(1+M√|λ |), then we may apply Corollary 1.1 to f = ζu to get
α3
∫
w−2−2α |ζu|2 +α
∫
w−2α |∇(ζu)|2 ≤C3
∫
w−2α |∆(ζu)+ ˜λζu|2.
Since |∆u+ ˜λu| ≤ A1M2|u|+A2M|∇u| and ζ ≡ 1 on K1, we see that
α3
∫
K1
w−2−2α |u|2 +α
∫
K1
w−2α |∇u|2 ≤ 2C3
∫
K1
w−2α
(
A21M4|u|2 +A22M2|∇u|2
)
+ J,
where J =C3
∫
K2∪K3
w−2α |∆(ζu)+ ˜λζu|2. Thus,
α3
∫
K1
w−2−2α |u|2 +α
∫
K1
w−2α |∇u|2 ≤ 2C3w2
( 1
2 R1
)
A21M4
∫
K1
w−2−2α |u|2 + 2C3A22M2
∫
K1
w−2α |∇u|2 + J.
If α > 4C3A22M2, then for M > max
{
C2
(
1+
√
|λ |
)
4C3A22
,1
}
, α >C2
(
1+
√∣∣∣˜λ ∣∣∣)=C2(1+M√|λ |) holds. Furthermore,
as long as M > w(R1/2)A14C3A32
, then α3 > 4C3w2
( 1
2 R1
)
A21M4, so we may absorb the first two terms on the right into the left
hand side to get
α3
2
∫
K1
w−2−2α |u|2 + α
2
∫
K1
w−2α |∇u|2 ≤ J. (3.1)
Since |∆(ζu)+ ˜λζu| ≤ A1M2|u|+A2M|∇u|+ 2|∇ζ ||∇u|+ |∆ζ ||u|, then
|∆(ζu)+ ˜λζu| ≤
{
A1M2|u|+A2M|∇u|+ Cr0 |∇u|+
C
r20
|u| on K2
A1M2|u|+A2M|∇u|+ CR1 |∇u|+
C
R21
|u| on K3.
Therefore,
J ≤4C3
[
A21M4 +
C
r40
]
w(r0)
−2α
∫
K2
|u|2 + 4C3
[
A22M2 +
C
r20
]
w(r0)
−2α
∫
K2
|∇u|2+
4C3
[
A21M4 +
C
R41
]
w
(
R1
2
)−2α ∫
K3
|u|2 + 4C3
[
A22M2 +
C
R21
]
w
(
R1
2
)−2α ∫
K3
|∇u|2.
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By Cacciopoli (Lemma A.2 in Appendix A),∫
K2
|∇u|2 ≤C
[
C
r20
+M2
(|λ |+A1 +A22)]∫
B2r0\Br0/2
|u|2, and
∫
K3
|∇u|2 ≤C
[
C
R21
+M2
(|λ |+A1 +A22)]∫
BR1\BR1/4
|u|2.
Let K4 = {x ∈ K1 : |x| ≤ r1}. Since α >> 1,∫
K4
|u|2 ≤w(r1)2α+2
∫
K4
w−2−2α |u|2
≤w(r1)2α+2
[
α3
2
∫
K1
w−2−2α |u|2 + α
2
∫
K1
w−2α |∇u|2
]
.
Then, if α > 4C3A22M2, by (3.1) and the estimates on J,∫
K4
|u|2 ≤ 4C3w(r1)2α+2
[
A21M4 +
C
r40
]
w(r0)
−2α
∫
K2
|u|2 +CC3w(r1)2α+2
[(|λ |+A1 +A22)2 M4 + 1
r40
]
w(r0)
−2α
∫
B2r0\Br0/2
|u|2
+ 4C3w(r1)2α+2
[
A21M4 +
C
R41
]
w
(
R1
2
)−2α ∫
K3
|u|2 +CC3w(r1)2α+2
[(|λ |+A1 +A22)2 M4 + 1R41
]
w
(
R1
2
)−2α ∫
BR1\BR1/4
|u|2.
Let η = ||u||L2(B2r0 ), V = ||u||L2(BR1 ) to get∫
|x|≤r1
|u|2 ≤CC3
[
1+
(|λ |+A1 +A22)2]

[
w(r1)
w(r0)
]2α
η2w(r1)2
(
M4 + 1
r40
)
+
 w(r1)
w
(
R1
2
)
2α V 2w(r1)2(M4 + 1R41
) .
Now define η21 = η2w(r1)
2
(
M4 + 1
r40
)
, V 21 = V 2w(r1)
2
(
M4 + 1R41
)
and A2 = CC3
[
1+
(|λ |+A1 +A22)2]. If α >
4C3A22M2, then ∫
|x|≤r1
|u|2 ≤ A2
[
w(r1)
w(r0)
]2α
η21 +A2
 w(r1)
w
(
R1
2
)
2α V 21 . (3.2)
Let k0 be given by 1k0 = 1+
log
[
w(r1)
w(r0)
]
log
[
w(R1/2)
w(r1)
] , so that 1k0 ≃ log 1r0 . Set α1 = k02 log[w(R1/2)
w(r1)
] log
[(
V1
η1
)2]
. Then, if α1 >
4C3A22M2, we can use α1 in (3.2) to show that
||u||L2(Br1 ) ≤
√
2Aηk01 V
1−k0
1 =
√
2A
[
||u||L2(B2r0 )w(r1)
(
M4 + 1
r40
)1/2]k0 [
||u||L2(BR1 )w(r1)
(
M4 + 1R41
)1/2]1−k0
.
Otherwise, if α1 ≤ 4C3A22M2, since ||u||L2(Br1 )≤V and
k0
2 log
[
w(R1/2)
w(r1)
] log
[(
V1
η1
)2]
< 4C3A22M2, then V 21 ≤η21 exp
(
A3M2
k0
)
,
where A3 = 8C3 log
[
w(R1/2)
w(r1)
]
A22. So in this case,
||u||L2(Br1 ) ≤
M4 + 1r40
M4 + 1R41
1/2 ||u||L2(B2r0 ) exp
(
A3M2
k0
)
.
Combining these estimates, we obtain:
||u||L2(Br1 ) ≤
√
2A
[
||u||L2(B2r0 )w(r1)
(
M4 + 1
r40
)1/2]k0 [
||u||L2(BR1 )w(r1)
(
M4 + 1R41
)1/2]1−k0
+
M4 + 1r40
M4 + 1R41
1/2 ||u||L2(B2r0 ) exp
(
A3M2
k0
)
.
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By elliptic regularity (see [11], for example), ||u||L∞(B1) ≤CnMn||u||L2(B2), for M > 1. Thus, ||u||L∞(B1) ≤ I+ II, where
I =
√
2ACnMn
[
||u||L2(B2r0 )w(r1)
(
M4 + 1
r40
)1/2]k0 [
||u||L2(BR1 )w(r1)
(
M4 + 1R41
)1/2]1−k0
,
II =CnMn
M4 + 1r40
M4 + 1R41
1/2 ||u||L2(B2r0 ) exp
(
A3M2
k0
)
.
By assumption, ||u||L∞(B1) ≥ 1.
If I ≤ II, then
1 ≤ 2II
≤ 2CnMn
M4 + 1r40
M4 + 1R41
1/2 ||u||L2(B2r0 ) exp
(
A3M2
k0
)
≤ 2CnMn
(
1+ 1M4r40
)1/2
r
n/2
0 max|x|≤2r0
|u|exp
(
A3M2
k0
)
≤ ˜Cn exp
(
2A3M2
k0
)
max
|x|≤2r0
|u|
≤ ˜Cnr−CA3M
2
0 max|x|≤2r0
|u|,
since 1k0 ≃ log(1/r0). Rearranging, we get
max
|x|≤2r0
|u| ≥ r
CA3M2
0
˜Cn
,
as desired.
If II ≤ I, then
1 ≤ 2
√
2ACnMn
[
||u||L2(B2r0 )w(r1)
(
M4 + 1
r40
)1/2]k0 [
||u||L2(BR1 )w(r1)
(
M4 + 1R41
)1/2]1−k0
.
We raise both side to 1/k0 and use ||u||L∞ ≤C0, to get
1 ≤(2
√
2ACnMn)1/k0 ||u||L2(B2r0 )w(r1)
(
M4 + 1
r40
)1/2 [
||u||L2(BR1 )w(r1)
(
M4 + 1R41
)1/2]1/k0−1
≤(2
√
2ACnMnw(r1))1/k0 r
n/2
0 ||u||L∞(B2r0 )M
2(CnC0R
n/2
1 )
1/k0−1M2(1/k0−1)
≤(CnAC0)1/k0 M(n+2)/k0 ||u||L∞(B2r0 ).
Since 1k0 ≃ log(1/r0), we see that
1 ≤
(
1
r0
)C log(CnAC0)( 1
r0
)C logM
||u||L∞(B2r0 ),
which gives a better bound than the first case and completes the proof. 
We now use Proposition 3 to prove Proposition 1.
Proof of Proposition 1. Fix x0 ∈ Rn so that |x0| = R and M(R) = inf|x0|=R ||u||L2(B1(x0)). Set uR(x) = u(Rx+ x0). Then
||uR||L∞ ≤C0 and
|∆uR +R2λ uR| ≤ A1R2|uR|+A2R|∇uR|.
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Note also that if x˜0 :=−x0/R, then |x˜0|= 1 and uR(x˜0) = u(0)≥ 1 so that ||uR||L∞(B1) ≥ 1. By our assumptions on R,
we may apply Proposition 3 to uR with M = R to get
||u||L∞(B1/2(x0)) = ||uR||L∞(B1/2R(0))
≥a1(1/2R)a2R2 (by Proposition 3)
≥a1 exp(−a2R2 log2R).
Again, by elliptic regularity, ||u||L∞(B1/2(x0)) ≤ CnRn||u||L2(B1(x0)), for R > 1. If we rearrange then set C5 =
a1
Cn
and
C4 = 2a2 + n, we get the desired result. 
Remark. If W ≡ 0, then the proof of Proposition 1 is similar to the one given in [14]. With the same argument as
above, but a different estimate for m(r), we get an exponent of 4/3 instead of 2.
4. PROOF OF PROPOSITION 2
The proof presented below is a variation of the proof given in [4]. In that proof, the idea was to pick x0 with |x0|= R
so that M(R) = ||u(x)||L∞(B1(x0)). Then you “interchange 0 and x0” and “rescale to R= 1”. This provided a way of using
the information about the behavior of the solution near 0 to gain information about the behavior near x0. Proposition
2 uses information about the behavior near x0 to gain information about the behavior near y0. Therefore, our idea is to
“shift” (interchange variables) and “rescale to S = 1”, where S = |y0−x0|. We employ this more complicated approach
because we want to be able to use information about the decay rates of the potentials, so we need to get away from
zero.
Proof of Proposition 2. Let T = |x0|, S = |y0− x0|, T ′ = |y0|= S+T .
Let K1 =
[
1
2S
,1+ T
2S
]
, K2 =
[
1
4S
,
1
2S
]
, K3 =
[
1+ T
2S
,1+ 2T3S
]
.
Choose a smooth cutoff function ζ so that ζ ≡ 1 on K1 and ζ ≡ 0 on (K1∪K2∪K3)c. Then
|∇ζ |.
{
S on K2
S
T on K3
, |∆ζ |.
{
S2 on K2( S
T
)2
on K3
.
Let uS(x) = u(y0 + Sx), ˜λ = S2λ . Since
|y0 + Sx| ≥ |y0|− S|x| ≥

T
2 on K1
T on K2
T
3 on K3
,
then
|∆uS + ˜λuS| ≤ S2|V (y0 + Sx)||uS(x)|+ S|W(y0 + Sx)||∇uS(x)| ≤

2NA1E|uS|+ 2PA2F |∇uS| on K1
A1E|uS|+A2F |∇uS| on K2
3NA1E|uS|+ 3PA2F |∇uS| on K3
,
where E = S2T−N , F = ST−P. Notice that we were able to use information about the decay rates of V and W at
this point in the proof because we are away from zero. We now apply Corollary 1.1 to f = ζuS, assuming that
α >C2
(
1+ S
√
|λ |
)
, and use the above estimate on K1.
α3
∫
w−2−2α | f |2 +α
∫
w−2α |∇ f |2 ≤C3
∫
K1
w−2α
∣∣∣∆uS + ˜λuS∣∣∣2 +C3 ∫
K2∪K3
w−2α
∣∣∣∆ f + ˜λ f ∣∣∣2
≤ 21+2NC3w2
(
1+ T
2S
)
A21E2
∫
K1
w−2−2α |uS|2 + 21+2PC3A22F2
∫
K1
w−2α |∇uS|2
+C3
∫
K2∪K3
w−2α
∣∣∣∆ f + ˜λ f ∣∣∣2 .
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If we choose
α = 41+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
·
{
F2 β > 1+P−N + ω3 − δ
E2/3 β ≤ 1+P−N + ω3 − δ
= 41+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
·max
{
F2,E2/3
}
,
then
21+2NC3w2
(
1+ T
2S
)
A21E2 ≤
41+N
2
C3w2
( 5
4
)
A21E2 ≤
α3
2
,
21+2PC3A22F2 =
41+P
2
C3A22F2 ≤
α
2
,
so we may absorb the first two terms on the right into the left to get
α3
2
∫
K1
w−2−2α |uS|2 + α2
∫
K1
w−2α |∇uS|2 ≤ J, (4.1)
where J =C3
∫
K2∪K3
w−2α
∣∣∣∆ f + ˜λ f ∣∣∣2.
Now we claim that if T δ > max
{
2,
C2
(
1+
√
|λ |
)
21+2P+2N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
}
, then α > C2
(
1+ S
√
|λ |
)
. If T δ > 2, then
T γ−1 > 2, so S = T γ −T > 12 T γ . If β ≤ 1+P−N + ω3 − δ , then
α = 41+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
·S4/3T−2N/3
>
41+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
21/3
(
T γ−2N
)1/3 S
> 21+2P+2N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
T β−1+δ S
>C2S
(
1+
√
|λ |
)
,
where we used the fact that β > 1 and the assumption on the size of T δ to get to the last line. Assuming that S > 1,
we get the claimed result for this case. The other cases follow in a similar way. Thus, there is no problem with using
the Carleman estimate for this choice of α .
Since ∆ f + ˜λ f =
(
∆uS + ˜λuS
)
ζ + 2∇uS ·∇ζ + uS ∆ζ , then
|∆ f + ˜λ f |.
{ (
A1E + S2
) |uS|+(A2F + S) |∇uS| on K2(
A1E +
( S
T
)2) |uS|+ (A2F + ST ) |∇uS| on K3 .
By Caccioppoli (Lemma A.2 in Appendix A),∫
K2
|∇uS|2 .
(
S2 + |λ |+A1E +A22F2
)∫
K+2
u2S
∫
K3
|∇uS|2 .
((
S
T
)2
+ |λ |+A1E +A22F2
)∫
K+3
u2S,
where K+2 =
[
1
8S ,
1
S
]
and K+3 =
[
1+ T
4S
,1+ 3T
4S
]
. Therefore,
J ≤ c1C3w−2α
(
1
4S
)(
1+ |λ |+A1 +A22
)2 S4∫
K+2
u2S + c2C3w−2α
(
1+ T
2S
)(
1+ |λ |+A1 +A22
)2 S4C20 , (4.2)
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where the bound on the second term on the right follows from (1.4).
Now we look for a lower bound for the term on the left hand side of (4.1).
α3
2
∫
K1
w−2−2α |uS|2 + α2
∫
K1
w−2α |∇uS|2 ≥ α
3
2
w−2−2α
(
1+ 1
S
)∫
B1/S
(
x0−y0
S
) |u(y0 + Sx)|2 dx
≥ α
3
2
S−nw−2−2α
(
1+ 1
S
)∫
B1(x0)
|u|2
≥C5 α
3
2
S−nw−2−2α
(
1+ 1
S
)
exp(−C4T β logT ), (4.3)
where the last line follows from the assumption (1.8). Combining (4.3), (4.1) and (4.2) gives
C5
α3
2
S−nw−2−2α
(
1+ 1
S
)
exp(−C4T β logT )
≤c1C3w−2α
(
1
4S
)(
1+ |λ |+A1 +A22
)2 S4∫
K+2
u2S + c2C3w−2α
(
1+ T
2S
)(
1+ |λ |+A1 +A22
)2 S4C20 . (4.4)
If
c2C3w−2α
(
1+ T
2S
)(
1+ |λ |+A1 +A22
)2 S4C20 ≤C5 α34 S−nw−2−2α
(
1+ 1
S
)
exp(−C4T β logT ),
or
c2C20
(
1+ |λ |+A1 +A22
)2
42+3P+NC5C23
[
w
(
1+ 1S
)
w
( 5
4
) ]2 Sn+4
max{E2,F6} exp
(
C4T β logT
)
≤
[
w
(
1+ T2S
)
w
(
1+ 1S
) ]2α , (4.5)
then we may absorb the second term on the right of (4.4) into the left hand side.
Since we may choose T0 ≥ T∗, then by Lemma A.1, we see that for cn = cn (n,T∗),
log
[
w
(
1+ T2S
)
w
(
1+ 1S
) ]≥ cn TS . (4.6)
If we also assume that T ≥ max
{
c2C20(1+|λ |+A1+A22)
2
42+3P+NC5C23
, 8(nG+2N+1)C4
}
, where G is an upper bound for γ that depends
only on N and P, then
log
c2C20 (1+ |λ |+A1 +A22)2
42+3P+NC5C23
[
w
(
1+ 1S
)
w
( 5
4
) ]2 Sn+4
max{E2,F6}
≤ log(T · Sn+4
S4T−2N
)
≤ (nG + 2N+ 1) logT ≤ C48 T logT.
If we take logarithms on both sides of (4.5), and use (4.6) and the fact that β > 1, we see that (4.5) holds if
9
8C4T
β logT ≤ 2αcn TS
⇔ 9C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
T β−1 logT ≤ max
{
ST−2P,S1/3T−2N/3
}
⇐
(
9C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
logT
)a
T γˆ ≤ S
⇐ 2
(
9C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
logT
)a
T γˆ ≤ T ′,
Since
(
18C4
43+P+N/3C3w
( 5
4
)2/3(
A2/31 +A
2
2
)
cn
logT
)a
T γˆ = T γ and T ′ = T γ by definition, then condition (4.5) is satisfied and
(4.4) reduces to
C5
α3
4
S−nw−2−2α
(
1+ 1
S
)
exp(−C4T β logT )≤ c1C3w−2α
(
1
4S
)(
1+ |λ |+A1 +A22
)2 S4∫
K+2
u2S
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By recalling that uS(x) = u(y0 + Sx) and simplifying, we get∫
B1(y0)
|u|2 ≥C5
42+3P+NC23
(
A2/31 +A
2
2
)3
c1(1+|λ |+A1+A22)
2
max{E2,F6}
S4
[
w
( 5
4
)
w
(
1+ 1S
)
]2[
w
( 1
4S
)
w
(
1+ 1S
)
]2α
exp
(
−C4T β logT
)
≥C5 exp
{
−
[
log
(
c1(1+|λ |+A1+A22)
2
42+3P+NC23
(
A2/31 +A
2
2
)3
)
+(4− 3βc) logT +(2α− 2)(1+ 14 ) logS+C4T β logT
]}
(4.7)
≥C5 exp
{
−
[
2α(1+ 14) logS+C4
(
1+ 14
)
T β logT
]}
, (4.8)
where we assumed that T ≥
(
c1(1+|λ |+A1+A22)
2
42+3P+NC23
(
A2/31 +A
2
2
)3
)2/5
and T ≥ 4(4−3βc)C4 in order to absorb the first and second terms
in (4.7), respectively. Furthermore, we used the fact that S ≥ 1 and the definition of βc to get the estimate for the
second term in (4.7). We now want to show that we can absorb the second term in (4.8) into the first term. Notice that
C4T β = C4α
41+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
·max{F2,E2/3}T−β . If max{F
2,E2/3}= F2, then
F2T−β =
(
S
T ′
)2 (
T ′
)2 T−2P−β > 1
2
T 2γ−2P−β = 1
2
T β−β0+2δ > 1
2
(
18C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
logT
)2
.
Otherwise, max{F2,E2/3}= E2/3 and
E2/3T−β =
(
S
T ′
)4/3 (
T ′
)4/3 T− 2N3 −β > 1
2
T (4γ−2N−3β )/3 = 1
2
T 3(β−β0)+4δ > 1
2
(
18C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
logT
)4
.
As long as logT ≥ 8cn9C4 max
{
5C4,41+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)}
, then C4
(
1+ 14
)
T β logT ≤ α2 logS. It follows
that ∫
B1(y0)
|u|2 ≥C5 exp
{
−3 ·41+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
·T ′β ′ logT ′
}
.
If we set ˜C4 = 3 ·41+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
, then the proof is complete. 
5. PROOF OF THEOREM 1
By inspecting the proof just given, we notice that β ′ < β . That is, each application of Proposition 2 reduces the
exponent. This motivates us to define a decreasing sequence of exponents {β j}, for each fixed R ≥ R0 > 0, with the
desired property that lim
j→∞
β j ≈ β0. However, due to the presence of the δ terms in the definitions of β and γ , we do not
get that lim
j→∞
β j = β0. It will be shown that we can get close enough under certain conditions. Since |y0|> |x0|, we will
also define an increasing sequence of positive numbers
{
Tj
}
with the property that Tm+1 = R, for some m sufficiently
large.
The argument goes as follows: First, we will apply Proposition 1 to get an initial estimate. With the result as our
hypothesis, we will then apply Proposition 2 to get another estimate. With the newest estimate as our hypothesis, we
apply Proposition 2 again. This process will be repeated many times. For
h j := 1+P−N +ω j − δ j,
ℓ j := 1+P−N + ω j3 − δ j,
let
β1 =
{
2 W 6≡ 0
4
3 W ≡ 0
,
β j+1 =
{
2− 2Pγ j β j ≥ h j
4
3 − 2N3γ j β j ≤ ℓ j
for all j ≥ 1,
14
where
γ j =
{ β j − 1+ 2P+ δ j β j ≥ h j
3(β j − 1)+ 2N+ 3δ j β j ≤ ℓ j . (5.1)
At each stage, if β j ∈ (ℓ j,h j), or if β j < h j but β j−1 > h j−1, then we replace β j with h j. For x1 to be specified, define
T1 = |x1|,
Tj+1 = T
γ j
j for all j ≥ 1.
We choose each δ j as it is defined in Proposition 2, where C4 is replaced by ˜C4 after the first step. Thus
T δ11 =
18C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A22
)
cn
logT1, (5.2)
T δ jj =
18 ˜C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A22
)
cn
logTj =
27
8cn
logTj for all j ≥ 2. (5.3)
Each ω j is chosen so that
T 3P−Nj +Tj = T
3P−N+ω j
j . (5.4)
Finally, let
Γ j = γ1 · γ2 · . . . · γ j,
so that
Tj+1 = T
Γ j
1 .
We observe that β j+1 < β j and therefore γ j+1 < γ j. By studying the proof of Proposition 2, we notice that since
T δ > 2, then Tj+1 > 2Tj and consequently, δ j+1 < δ j. Since ω j =
log
(
1+T1−3P+Nj
)
logTj
, if 3P−N ≥ 1, then ω j+1 < ω j
and ω j << δ j.
Depending on the values of N and P, the sequences
{
γ j
}
and
{β j} are defined in one of three ways:
• Case 1: we always use the first choice (β j ≥ h j for all j ≥ 1),
• Case 2: we always use the second choice (β j ≤ ℓ j for all j ≥ 1),
• Case 3: we start out using the first choice then switch and use only the second choice (β j ≥ h j for all j ≤ J−1,
β j ≤ ℓ j for all j ≥ J).
Given the values of N and P, it is possible to determine which case we fall into. Our analysis is done separately in
each of these three cases.
We will carefully choose x1 and m so that Tm+1 = R. In order to achieve the bound in Theorem 1(a), we need m to
be large enough so that
βm+1−β0 ≤ (C6− 1) loglogRlogR . (5.5)
And to get the bound in Theorem 1(b), we need to show that
(βm+1− 1) logTm+1 ≤ (C6− 1)(log logR)2 . (5.6)
In order for Propositions 1 and 2 to apply, we need to ensure that T1 is sufficiently large. Since C4, ˜C4 and C5
depend only on the constants associated with the PDE and the Carleman estimate, then for our argument, the T0 that
appears in Proposition 2 is a universal constant. In a number of the following arguments, we require that each Tj be
sufficiently large (in a universal sense). As we will see, when we combine all of these largeness assumptions, we will
have an appropriate starting point for T1. From now on, we will write T >> 1 to mean that T is bounded below by
some implicit universal constant.
The cases of βc > 1 and βc < 1 are considered separately.
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5.1. Proof of Theorem 1(a). The first goal of this subsection is to find an m so that R = Tm+1 and so that estimate
(5.5) holds. To do this, we start by defining a simpler (but very much related) recursive sequence of exponents, { ˆβ j}.
This is done (in most cases) by ignoring all δ terms. We will then compare the new sequence to our original one, and
it will be clear how large m must be.
Let ⌈ ⌉ : R→ Z denote the ceiling function. That is, for any x ∈ R, ⌈x⌉= x+ p∈ Z, where p ∈ [0,1).
Lemma 5.1. If we let
m =

⌈
loglogR
log(1/2P)
⌉
in Case 1: 2− 2P≥ 4−2N3⌈
loglogR
log(1/2N)
⌉
in Case 2: W ≡ 0⌈
loglogR
log(1/2N)
⌉
+ J in Case 3: W 6≡ 0 and 4−2N3 > 2− 2P
, (5.7)
where J≤J (N,P,T1) is determined by Lemma B.4, then there exists C6 (N,P) such that βm+1−β0 ≤ (C6−1) loglogRlogR .
Lemma 5.1 will be proved after a few results have been established for each of the three cases.
Case 1: 2− 2P≥ 4− 2N3 .
By Lemma B.1, if T1 >> 1, then each Tj >> 1 and β j ≥ h j for all j ≥ 1. Thus, we are in Case 1. By setting all of
the δ j terms equal to zero, we define
ˆβ1 = 2,
ˆβ j+1 = 2− 2Pγˆ j for all j ≥ 1, (5.8)
where
γˆ j = ˆβ j − 1+ 2P.
If we set ˆβ j+1 = ˆβ j, we get two solutions: 2− 2P and 1. Since β0 = 2− 2P > 1 then limj→∞ ˆβ j = β0. By Lemma B.2,
β j+1 ≤ ˆβ j+1 + (2P)
j
(γˆ1 . . . γˆ j)2
δ1 +
(2P) j−1
(γˆ2 . . . γˆ j)2
δ2 + . . .+
2P
(γˆ j)2
δ j, (5.9)
for all j ≥ 1. We will use (5.9) to show that the difference between β j and ˆβ j is on the order of δ j. But first we require
a couple of facts.
Since
δ j logTj =

log
(
18C4 logTj
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
)
j = 1
log
(
27 logTj
8cn
)
j ≥ 2
,
then we get the following.
Lemma 5.2. For T1 >> 1, √
3
2
loglogTj
logTj
≤ δ j ≤ 2√3
loglogTj
logTj
. (5.10)
Let C8 = 1+2P4P . Since 2− 2P > 1, then 2P < 1, C8 > 1 and 2PC8 < 1, so the corresponding geometric series is
summable. The following lemma is used as an intermediate step.
Lemma 5.3. For T1 >> 1,
γ j
γˆ2j
≤C8.
Proof. We will use induction to show that this holds.
Base case:
γ1
γˆ21
≤ 1+ 2P+ δ1
(1+ 2P)2
=
1+ 2P+ δ1
1+ 4P+ 4P2
≤ 1 <C8 for δ1 ≤ 2P, which holds if T1 >> 1.
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Assume that
γ j
γˆ2j
≤C8 for all j ≤ k.
By (5.9) and the definition of γk+1 given by (5.1),
γk+1 ≤ γˆk+1 + (2P)
k
(γˆ1 . . . γˆk)2
δ1 +
(2P)k−1
(γˆ2 . . . γˆk)2
δ2 + . . .+
2P
(γˆk)2
δk + δk+1.
For j ≤ k, Tk+1 = T γ jγ j+1...γkj ⇒
loglogTj
logTj = γ jγ j+1 . . .γk
log logTk+1−log(γ j ...γk)
logTk+1
≤ γ jγ j+1 . . .γk log logTk+1logTk+1 , since γℓ > 1 for all
ℓ. So by (5.10),
δ j ≤ 43γ j . . .γk δk+1 (5.11)
Thus,
γk+1 ≤ γˆk+1 + 43
[
(2P)k γ1 . . .γk
(γˆ1 . . . γˆk)2
+(2P)k−1 γ2 . . .γk
(γˆ2 . . . γˆk)2
+ . . .+ 2P γk
(γˆk)2
+ 1
]
δk+1− 13δk+1
≤ γˆk+1 + 43
[
(2PC8)k +(2PC8)k−1 + . . .+ 2PC8 + 1
]
δk+1− 13δk+1
< γˆk+1 +
7+ 2P
3(1− 2P)δk+1
≤ γˆk+1 +C8− 1
for T1 >> 1. Then
γk+1
γˆ2k+1
≤ 1γˆk+1
+
C8− 1
γˆ2k+1
≤C8,
since γˆ j ≥ 1 for all j, completing the proof. 
Notice that
β j = γ j + 1− 2P− δ j
≤ γˆ j + 7+ 2P3(1− 2P)δ j + 1− 2P− δ j by (5.12)
= ˆβ j + 4+ 8P3(1− 2P)δ j.
This and the proof of Lemma 5.3 give the desired corollary.
Corollary 5.1. If T1 >> 1, then for all j ≥ 1,
γ j ≤ γˆ j + 7+ 2P3(1− 2P)δ j (5.12)
β j ≤ ˆβ j + 4+ 8P3(1− 2P)δ j. (5.13)
Case 2: W ≡ 0.
Since W ≡ 0, then we always define our sequences {β j} and {γ j} by using the second choice, putting us in Case 2.
We define
ˆβ1 = 43 ,
ˆβ j+1 = 43 −
2N
3γˆ j
for all j ≥ 1,
where
γˆ j = 3( ˆβ j − 1)+ 2N.
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Setting ˆβ j+1 = ˆβ j, we get two solutions: 4− 2N3 and 1. Since β0 =
4− 2N
3 > 1 then limj→∞
ˆβ j = β0. As was done in
Case 1, we estimate β j in terms of ˆβ j (assuming that T1 >> 1 so that δ1 ≤ 1/3).
β1 = ˆβ1,
⇒ β2 = 43 −
2N
3(γˆ1 + 3δ1)
≤ 43 −
2N
3γˆ1
+
2N
(γˆ1)2
δ1 = ˆβ2 + 2N
(γˆ1)2
δ1,
.
.
.
⇒ β j+1 ≤ ˆβ j+1 + (2N)
j
(γˆ1 . . . γˆ j)2
δ1 +
(2N) j−1
(γˆ2 . . . γˆ j)2
δ2 + . . .+
2N
(γˆ j)2
δ j (5.14)
We will use (5.14) to show that the difference between β j and ˆβ j is on the order of δ j.
Let C9 = 1+2N4N . Since β0 =
4− 2N
3 > 1, then 2N < 1, C9 > 1 and 2NC9 < 1, so the corresponding geometric series
is summable. The following lemma is used as an intermediate step.
Lemma 5.4. For T1 >> 1,
γ j
γˆ2j
≤C9.
Proof. We will use induction to show that this holds.
Base case:
γ1
γˆ21
≤ 1+ 2N+ 3δ1
(1+ 2N)2
=
1+ 2N+ 3δ1
1+ 4N+ 4N2
≤ 1 <C9 for 3δ1 ≤ 2N, which holds if T1 >> 1.
Assume that
γ j
γˆ2j
≤C9 for all j ≤ k.
By (5.14) and the definition of γk+1,
γk+1 ≤ γˆk+1 + (2N)
k
(γˆ1 . . . γˆk)2
3δ1 +
(2N)k−1
(γˆ2 . . . γˆk)2
3δ2 + . . .+
2N
(γˆk)2
3δk + 3δk+1.
Using (5.11), we get
γk+1 ≤ γˆk+1 + 4
[
(2N)k γ1 . . .γk
(γˆ1 . . . γˆk)2
+(2N)k−1 γ2 . . .γk
(γˆ2 . . . γˆk)2
+ . . .+ 2N γk
(γˆk)2
+ 1
]
δk+1− δk+1
≤ γˆk+1 + 4
[
(2NC9)k +(2NC9)k−1 + . . .+ 2NC9 + 1
]
δk+1− δk+1
< γˆk+1 +
7+ 2N
1− 2N δk+1
≤ γˆk+1 +C9− 1
for T1 >> 1. Then
γk+1
γˆ2k+1
≤ 1γˆk+1
+
C9− 1
γˆ2k+1
≤C9,
since γˆ j ≥ 1 for all j, completing the proof. 
Notice that
β j = γ j3 + 1−
2N
3 − δ j
≤ γˆ j3 +
7+ 2N
3(1− 2N)δ j + 1−
2N
3 − δ j by (5.15)
= ˆβ j + 4+ 8N3(1− 2N)δ j.
This gives the desired corollary.
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Corollary 5.2. If T1 >> 1, then for all j ≥ 1,
γ j ≤ γˆ j + 7+ 2N1− 2N δ j (5.15)
β j ≤ ˆβ j + 4+ 8N3(1− 2N)δ j. (5.16)
Case 3: W 6≡ 0 and 4−2N3 > 2− 2P.
We will now consider the case where W 6≡ 0, so β1 = 2, but β0 = 4− 2N3 . We have 3P−N = 1+∆, for some ∆ > 0.
Notice that P−N = 1+∆− 2P, so if P < 1/2, then P−N > 0. And if P ≥ 1/2, since N < 1/2, we again get that
P−N > 0.
By Lemma B.4, there exists a J such that βJ−1 = hJ−1. Furthermore, βk ≥ hk for all k ≤ J− 1.
Lemma 5.5. For T1 >> 1, if β j−1 ≤ h j−1 then β j ≤ ℓ j.
Proof. If β j−1 ≤ ℓ j−1, then γ j−1 ≤ 3P−N +ω j−1 and β j ≤ 43 − 2N3(3P−N+ω j−1) .
4
3 −
2N
3(3P−N +ω j−1) ≤ ℓ j
⇔ ∆+ω j−1∆+ω j− 3δ j ≤
3(P−N)+ 2N+ω j−1
2N
⇐ ∆+ δ j∆− 3δ j ≤ 1+
3(P−N)
2N
⇔ 4δ j∆− 3δ j ≤
3(P−N)
2N
,
for Tj >> 1. If we ensure that δ1 ≤ 3∆(P−N)8N+9(P−N) , since δ j ≤ δ1, then the claim follows.
Now suppose β j−1 ≤ h j−1 but β j−1 > ℓ j−1. Then β j−1 = h j−1 and by Lemma B.5, we get the result. 
Corollary 5.3. For T1 >> 1, β j ≤ ℓ j for all j ≥ J.
Proof. By Lemma B.4, there is a J such that βJ−1 ≤ hJ−1. Lemma 5.5 implies that βJ ≤ ℓJ. Since ℓ j < h j for all j,
Lemma 5.5 shows that β j ≤ ℓ j for all j > J as well. 
These results show that we initially use the first choice to define our sequences, but then we switch and use only
the second choice. So, indeed, we are in Case 3.
For Case 3, our simpler sequence of exponents will begin at J+ 1 instead of 1. Let
ˆβJ+1 = 43 ,
ˆβJ+ j+1 = 43 −
2N
3γˆJ+ j
, for all j ≥ 1,
where
γˆJ+ j = 3( ˆβJ+ j − 1)+ 2N.
As in Case 2, if we set ˆβJ+ j+1 = ˆβJ+ j, we get two solutions: 4− 2N3 and 1. Since β0 =
4− 2N
3 > 1 then limj→∞
ˆβJ+ j =
β0. We estimate β j in terms of ˆβ j (assuming that δJ+1 ≤ 1/3) for all j > J using the same idea that was used in Case
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2. But first observe that since βJ ≤ ℓJ , then γJ ≤ 1+∆+ωJ.
βJ+1 = 43 −
2N
3(1+∆+ωJ)
≤ 43 =
ˆβJ+1,
βJ+2 ≤ 43 −
2N
3(γˆJ+1 + 3δJ+1)
≤ 43 −
2N
3γˆJ+1
+
2N
(γˆJ+1)2
δJ+1 = ˆβJ+2 + 2N
(γˆJ+1)2
δJ+1,
.
.
.
βJ+ j+1 ≤ ˆβJ+ j+1 + (2N)
j
(γˆJ+1 . . . γˆJ+ j)2
δJ+1 +
(2N) j−1
(γˆJ+2 . . . γˆJ+ j)2
δJ+2 + . . .+
2N
(γˆJ+ j)2
δJ+ j (5.17)
We will use (5.17) to show that the difference between β j and ˆβ j is on the order of δ j for all J > j. Using the same
proof as that of Lemma 5.4, we get the following lemma.
Lemma 5.6. For T1 >> 1,
γ j
γˆ2j
≤C9 for all j > J.
Corollary 5.4. If T1 >> 1, then for all j > J,
γ j ≤ γˆ j + 7+ 2N1− 2N δ j, (5.18)
β j ≤ ˆβ j + 4+ 8N3(1− 2N)δ j. (5.19)
The proof of Corollary 5.4 is analogous to that of Corollary 5.2.
We now have enough information to prove Lemma 5.1.
Proof of Lemma 5.1. If 2− 2P≥ 4−2N3 , then a computation shows that for all j ≥ 1,
γˆ j =
1+ 2P+ . . .+(2P) j
1+ 2P+ . . .+(2P) j−1
= 1+ (2P)
j
1+ 2P+ . . .+(2P) j−1
≤ 1+(2P) j (5.20)
Thus, γˆm ≤ 1+(2P)
⌈
loglogR
log(1/2P)
⌉
= 1+ ClogR ≤ 1+ log logRlogR so, by (5.12) in Corollary 5.1, γm ≤ 1+CP log logRlogR . Since
βm+1 = 2− 2Pγm ≤ 2−
2P
1+CP loglogRlogR
≤ 2− 2P+ 2PCP loglogRlogR = β0 + ˜CP
loglogR
logR
,
then we get the desired inequality.
If W ≡ 0, then a computation shows that for all j ≥ 1,
γˆ j =
1+ 2N+ . . .+(2N) j
1+ 2N+ . . .+(2N) j−1 = 1+
(2N) j
1+ 2N+ . . .+(2N) j−1 ≤ 1+(2N)
j (5.21)
Then γˆm ≤ 1+(2N)
⌈
log logR
log(1/2N)
⌉
= 1+ ClogR ≤ 1+ loglogRlogR so, by (5.15) in Corollary 5.2, γm ≤ 1+CN loglogRlogR .
If W 6≡ 0 and 4− 2N3 > 2− 2P, then by comparison with Case 2,
γˆJ+ j ≤ 1+(2N) j (5.22)
Thus, γˆm ≤ 1+(2N)
⌈
loglogR
log(1/2N)
⌉
= 1+ ClogR ≤ 1+ loglogRlogR so, by (5.18), γm ≤ 1+CN loglogRlogR . In the last two cases, since
βm+1 = 43 −
2N
3γm
≤ 43 −
2N
3
(
1+CN log logRlogR
) ≤ 4− 2N3 + 2NCN loglogRlogR = β0 + ˜CN log logRlogR ,
then we get the desired inequality. 
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In order to apply Proposition 2 at each step of the iteration, we must show that each Tj >> 1. Since Tj ≥ T1 for
all j, then it suffices to show that T1 >> 1. Thus, the second goal of this section is to show that for each fixed N and
P, there exists an R0 > 0 so that for every R ≥ R0, the corresponding T1 is sufficiently large. That is, if T1 satisfies
R = T γ1γ2...γm1 , where each γ j depends on Tk for all k ≤ j and m is a function of R as given in Lemma 5.1, then we can
guarantee that T1 >> 1.
First we will show that if we increase T1, then for each k, Tk also increases. Recall that Tk+1 = T γkk for every k ≥ 1,
so Tk+1 = T
γ1...γk
1 . Also, γ j = γ j(Tj) for each j. Thus, T2 = T γ11 is function of T1. It follows that γ2 is a function of T1.
If we continue on, we see that for any j, Tj = Tj(T1) and γ j = γ j(T1).
Lemma 5.7. If T1 >> 1, then for each k ≥ 2, Tk is an increasing function of T1.
As explained above, Tk = T
γ1...γk−1
1 , where each γ j is a function of T1. Since
dδ j
dT1 < 0, then
dγ j
dT1 < 0 and the exponent
γ1 . . .γk−1 decreases with respect to T1. However, as the proof will show, the exponent does not decrease fast enough
to “beat” the base of T1.
Proof. Instead of showing the claimed fact, we will prove that TkTk−1 is an increasing function of T1 for each k. Since
Tk = TkTk−1 . . .
T2
T1
T1, and the product of positive increasing functions is increasing, then this fact is sufficient. Induction
will be used.
Base case: Since
T2
T1
= T γ1−11 =

T 2P1
[
18C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
logT1
]
W 6≡ 0,2 > ℓ1
T 2+2N1
[
18C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
logT1
]3
W 6≡ 0,2 ≤ ℓ1
T 2N1
[
18C4
43+P+N/3C3w(5/4)2/3
(
A2/31 +A
2
2
)
cn
logT1
]3
W ≡ 0
,
then it is clear that the statement holds for k = 2.
Assume that TjTj−1 increases with T1 for all j ≤ k.
Tk+1
Tk
= T γk−1k , where
γk =

βk− 1+ 2P+ δk βk ≥ hk
3P−N+ωk βk ∈ (ℓk,hk)
3(βk− 1)+ 2N+ 3δk βk ≤ ℓk
.
If βk ≥ hk, then βk−1 ≥ hk−1 so βk = 2− 2Pγk−1 and
T γk−1k = T
2− 2Pγk−1 −1+2P+δk−1
k =
(
Tk
T 1/γk−1k
)2P(
27
8cn
logTk
)
=
(
Tk
Tk−1
)2P( 27
8cn
logTk
)
,
which increases by the inductive hypothesis.
If γk = 3P−N +ωk, then by the definition of ωk as in (5.4), Tk+1 = T γkk = T 3P−N+ωkk = T 3P−Nk +Tk. Since Tk+1 > 2Tk,
then 3P−N > 1 in this case. And
T γk−1k =
T γkk
Tk
=
T 3P−Nk +Tk
Tk
= T 3P−N−1k + 1,
which increases with Tk (and hence with T1 by the inductive hypothesis) since 3P−N− 1 > 0 is constant.
If βk ≤ ℓk, then, by our construction, either βk−1 ≤ ℓk−1 or βk−1 = hk−1. If βk−1 ≤ ℓk−1, then βk = 43 −
2N
3γk−1
and
T γk−1k = T
3
(
4
3− 2N3γk−1 −1
)
+2N+3δk−1
k =
(
Tk
T 1/γk−1k
)2N(
27
8cn
logTk
)3
=
(
Tk
Tk−1
)2N( 27
8cn
logTk
)3
,
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which increases by the inductive hypothesis. Now we consider the case where βk ≤ ℓk and βk−1 = hk−1. That is, there
is a switch in the way the sequences are defined so we are in Case 3. Thus, 3P−N = 1+∆ for some ∆ > 0. Since
βk−1 = hk−1, then γk−1 = 3P−N +ωk−1 and βk = 2− 2Pγk−1 . Thus,
γk − 1 = 2γk−1
[N(3P−N +ωk−1− 1)+ωk−1]+ 3δk,
so that
T γk−1k = T
2
γk−1 [N(3P−N+ωk−1−1)+ωk−1]+3δk
k
= T 2[N(3P−N+ωk−1−1)+ωk−1]k−1 T
3δk
k
=
(T 3P−N+ωk−1k−1
Tk−1
)N
T ωk−1k−1
2( 27
8cn
logTk
)3
=
(
T ∆k−1 + 1
)2N (
1+T−∆k−1
)2( 27
8cn
logTk
)3
,
where the third line follows from the fact that T 3P−N+ωk−1k−1 = T
3P−N
k−1 +Tk−1 ⇒ T
ωk−1
k−1 = 1+T
1−(3P−N)
k−1 . Let f (x) =
(1+ x)N(1+ x−1). Then f ′(x) = (1+ x)
N−1
x2
[
Nx2 +(N− 1)x− 1] and f ′(x) ≥ 0 if x ≥ 1N or x ≤ −1. If we choose
T1 >> 1 so that T ∆1 ≥ 1N , then T ∆k−1 ≥ 1N also and
(
T ∆k−1 + 1
)N (1+T−∆k−1) will increase with Tk−1, since ∆ > 0 is fixed.
It follows that T γk−1k increases with T1. 
Lemma 5.8. Let cP = 7+2P3(1−2P) , cN =
7+2N
3(1−2N) . Recall that J ≤ J is given by Lemma B.4. Using the choices for m
given by Lemma 5.1, there exists T0 (n,N,P,λ ,A1,A2,C0) so that if we let
loglogR0 =

2
[
log(1+ cPδ1)+ log
( 1
1−2P
)
+ loglogT0
]
in Case 1: 2− 2P≥ 4−2N3
2
[
log(1+ cNδ1)+ log
( 1
1−2N
)
+ loglogT0
]
in Case 2: W ≡ 0
2
[
J logγ1 + log(1+ cNδJ+1)+ log
( 1
1−2N
)
+ loglogT0
]
in Case 3: W 6≡ 0, 4−2N3 > 2− 2P
,
(5.23)
where δ1 = δ1 (T0), δJ+1 correspond to T ΓJ0 , then for every R ≥ R0, the corresponding T1 is large enough so that all
of the above lemmas and inequalities hold.
Proof of Lemma 5.8. Fix T0 >> 1 so that all of the relevant assertions and lemmas above hold and so that
1
2
≥

log(1+cPδ1)
log(1/2P) in Case 1: 2− 2P≥ 4−2N3
log(1+cNδ1)
log(1/2N) in Case 2: W ≡ 0
log(1+cNδJ+1)
log(1/2N) in Case 3: W 6≡ 0, 4−2N3 > 2− 2P
, (5.24)
Fix R ≥ R0, where R0 is given in the statement. Let m = m(R) be given by Lemma 5.1. Note that m is also fixed.
If 2− 2P≥ 4−2N3 , an extension of (5.12) gives
γ j < γˆ j + cPδ j < (1+ cPδ j)
1+ 2P+ . . .+(2P) j
1+ 2P+ . . .+(2P) j−1
by (5.20).
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Thus,
logΓm = logγ1 + logγ2 + . . .+ logγm
< log(1+ cPδ1)+ log(1+ 2P)+ log(1+ cPδ2)+ log(1+ 2P+(2P)2)− log(1+ 2P)+ . . .
+ log(1+ cPδm)+ log(1+ 2P+ . . .+(2P)m)− log(1+ 2P+ . . .+(2P)m−1)
=
m
∑
j=1
log(1+ cPδ j)+ log(1+ 2P+ . . .+(2P)m)
< m log(1+ cPδ1)+ log
( 1
1−2P
) (5.25)
Then for R ≥ R0,
log log
(
T Γm0
)
= logΓm + loglogT0
< m log(1+ cPδ1)+ log
( 1
1−2P
)
+ loglogT0 by (5.25)
≤
(
loglogR
log(1/2P) + 1
)
log(1+ cPδ1)+ log
( 1
1−2P
)
+ loglogT0 by (5.7)
≤ 12 loglogR+ 12 log logR0 by (5.24) and the choice for R0
≤ loglogR. (5.26)
If W ≡ 0, an extension of (5.15) gives
γ j < γˆ j + cNδ j < (1+ cNδ j)
1+ 2N+ . . .+(2N) j
1+ 2N+ . . .+(2N) j−1
by (5.21).
By the same argument as above,
logΓm < m log(1+ cNδ1)+ log
( 1
1−2N
)
,
so for all R ≥ R0,
loglog
(
T Γm0
)
≤ loglogR. (5.27)
If W 6≡ 0 and 4− 2N3 > 2− 2P, an extension of (5.18) gives
γJ+ j < γˆJ+ j + cNδJ+ j < (1+ cNδJ+ j)
1+ 2N+ . . .+(2N) j
1+ 2N+ . . .+(2N) j−1
by (5.22).
Thus,
logΓm = logγ1 + . . .+ logγJ + logγJ+1 + logγJ+2 + . . . logγm
< logγ1 + . . .+ logγJ
+ log(1+ cNδJ+1)+ log(1+ 2N)+ log(1+ cNδJ+2)+ log(1+ 2N+(2N)2)− log(1+ 2N)+ . . .
+ log(1+ cNδm)+ log(1+ 2N+ . . .+(2N)m)− log(1+ 2N+ . . .+(2N)m−1)
=
J
∑
j=1
logγ j +
m
∑
j=J+1
log(1+ cNδ j)+ log(1+ 2N+ . . .+(2N)m)
< J logγ1 +(m− J) log(1+ cNδJ+1)+ log
( 1
1−2N
)
. (5.28)
Then for all R ≥ R0,
loglog
(
T Γm0
)
= logΓm + loglogT0
< J logγ1 +(m− J) log(1+ cNδJ+1)+ log
( 1
1−2N
)
+ loglogT0 by (5.28)
≤J logγ1 +
(
log logR
log(1/2N) + 1
)
log(1+ cNδJ+1)+ log
( 1
1−2N
)
+ loglogT0 by (5.7)
≤ 12 loglogR+ 12 loglogR0 by (5.24) and the choice for R0
≤ loglogR. (5.29)
23
By (5.26), (5.27) and (5.29), T Γm0 ≤ R for all R ≥ R0. Lemma 5.7 shows that
d
(
T
Γm(R)(T1)
1
)
dT1
> 0. Therefore, for any
R ≥ R0, there exists a T1 ≥T0 such that T Γm1 = R, as required. 
We have shown that there is always an m large enough so that estimate (5.5) holds. With this choice of m, we have
shown that we can choose R0 so that for all R ≥ R0, the corresponding starting point, T1, is always sufficiently far
enough away from the origin for all of the above claims to hold. We are now prepared to prove Theorem 1(a).
Proof of Theorem 1(a). Fix N,P ≥ 0 so that β0 > 1. If β0 = β1, then by Proposition 1, the result follows. Otherwise,
define a sequence of positive real numbers {Tj}m+1j=1 such that Tj+1 = T
γ j
j for each j and Tm+1 = R, where m is given
by Lemma 5.1 and the determination of γ j is described above in (5.1). Since R ≥ R0 then by Lemma 5.8, we know
that T1 is large enough for all of the lemmas and conditions above to hold.
Let x0 ∈ Rn be such that |x0| = R and M(R) =
(∫
B1(x0)
|u|2
)1/2
. For each j = 1,2, . . . ,m, let x j = x0|x0|Tj. Notice
that x0 = xm+1.
By Proposition 1, ∫
B1(x1)
|u|2 ≥C5 exp
(
−C4T β11 logT1
)
. (5.30)
By (5.30) and Proposition 2, ∫
B1(x2)
|u|2 ≥C5 exp
(
− ˜C4T β22 logT2
)
. (5.31)
Repeating the argument for each j, we see that∫
B1(x j)
|u|2 ≥C5 exp
(
− ˜C4T β jj logTj
)
.
Therefore, ∫
B1(x0)
|u|2 ≥C5 exp
(
− ˜C4T βm+1m+1 logTm+1
)
=C5 exp
(
− ˜C4Rβm+1 logR
)
≥C5 exp
(
− ˜C4Rβ0R(C6−1)
loglogR
logR logR
)
(by Lemma 5.1)
=C5 exp
(
− ˜C4Rβ0(logR)C6
)
.
If we set C7 =
˜C4
2 and ˜C5 =
√
C5, the proof is complete. 
5.2. Proof of Theorem 1(b). Before we prove Theorem 1(b), we will show that for some C6(N,P),
(βm+1− 1) logTm+1 ≤ (C6− 1)(loglogR)2 .
This requires a couple of lemmas. Note that since βc < 1, then 2N,2P > 1.
Lemma 5.9. For any j ∈ N,
(β j+1− 1) logTj+1 = (β1− 1) logT1 + log
 C4
3 ·41+P+N/3C3w(5/4)2/3
(
A2/31 +A22
)
+ j log( 278cn
)
+
j
∑
k=1
loglogTk.
Lemma 5.10. If logT1 . (loglogR)2, then
(βm+1− 1) logTm+1 . (log logR)2 .
And to show that this method cannot do any better, we will prove that
24
Lemma 5.11.
(βm+1− 1) logTm+1 & (log logR)2 .
Our analysis depends on the values of N and P, so it is broken into the 3 cases.
Case 1: (a) 2− 2P≥ 4− 2N3 or (b) 2− 2P <
4− 2N
3 with P ≤ N.
In Case 1(a), by Lemma B.1, 2− 2P≥ h j for all j ≥ 1. Since β j ≥ 1 > 2− 2P for all j ≥ 1, then we always define
our sequences using the first choice.
For Case 1(b), since P ≤ N and 3P−N > 1, then ω j << δ j so that h j ≤ 1 for all j, so again, we always define our
sequences using the first choice.
Proof of Lemma 5.9 for Case 1. Notice that(β j+1− 1) logTj+1 = (1− 2Pγ j
)
log
(
T γ jj
)
=
(γ j − 2P
γ j
)
γ j log(Tj)
= (β j − 1+ 2P+ δ j − 2P)logTj
= (β j − 1) logTj + δ j logTj.
So by repeatedly applying this rule, we see that(β j+1− 1) logTj+1 = (β1− 1) logT1 + δ1 logT1 + δ2 logT2 + . . .+ δ j logTj
= (β1− 1) logT1 +
j
∑
k=1
log
(
T δkk
)
If we use T δ11 =
C4
3 ·41+P+N/3C3w(5/4)2/3
(
A2/31 +A22
) 27
8cn
logT1, (from (5.2)) and (5.3) to simplify this expression,
we get the claimed result. 
Proof of Lemma 5.10 for Case 1. Since the Tjs increase, then Tj ≤ R and using the expression from Lemma 5.9 we
see that
(βm+1− 1) logTm+1 ≤ logT1 + log
 C4
3 ·41+P+N/3C3w(5/4)2/3
(
A2/31 +A22
)
+m log( 278cn
)
+m loglogR.
However, Γm ≥ (2P)m, so m ≤ logΓmlog(2P) =
loglogR− loglogT1
log(2P)
<
log logR
log(2P)
. Combining this with the hypothesis on
T1, we see that
(βm+1− 1) logTm+1 . (log logR)2 .

Proof of Lemma 5.11 for Case 1. Since Tj+1 = T Γ j1 , then
m
∑
j=1
log logTj = log(logT1 logT2 . . . logTm)
= log(Γ1Γ2 . . .Γm−1 (logT1)m)
= m log logT1 + log(Γ1Γ2 . . .Γm−1)
Since Γ j ≥ (2P) j, then
m
∑
j=1
loglogTj ≥ m log logT1 + log
[
(2P)∑
m−1
j=1 j
]
> m log logT1 + cm2 log(2P)
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We know that T Γm1 = R, so Γm =
logR
logT1
. Since Γm ≤ γm1 , then m ≥
logΓm
logγ1
=
log logR− loglogT1
logγ1
. Thus, there exists
some c > 0 so that m ≥ c loglogR. It follows that
(βm+1− 1) logTm+1 & (log logR)2 .

Case 2: W ≡ 0
Since W ≡ 0, we always make the second choice to define β j+1.
Proof of Lemma 5.9 for Case 2. Notice that(β j+1− 1) logTj+1 = (13 − 2N3γ j
)
log
(
T γ jj
)
=
(γ j − 2N
3γ j
)
γ j log(Tj)
=
(
3(β j − 1)+ 2N+ 3δ j− 2N
3
)
logTj
= (β j − 1) logTj + δ j logTj.
The rest of the proof is as in Case 1. 
Proof of Lemma 5.10 for Case 2. We use the fact that Γm ≥ (2N)m and proceed as in Case 1. 
Proof of Lemma 5.11 for Case 2. We use the fact that Γm ≥ (2N)m and proceed as in Case 1. 
Case 3: 2− 2P < 4− 2N3 , W 6≡ 0 and P > N.
Since 2− 2P < 4− 2N3 , then there exists ∆ > 0 such that 3P−N = 1+∆. By Lemma B.4, there exists a J such
that βJ−1 = hJ−1. Furthermore, βk ≥ hk for all k ≤ J− 1. Since Lemma 5.5 only uses that P−N > 0, and does not
require that β0 > 1, Lemma 5.5 and Corollary 5.3 still hold for case (b). Thus, we initially use only the first choice
to define our sequences. And once we switch to using the second choice, which inevitably happens, we use only the
second choice. That is, we are in Case 3.
Proof of Lemma 5.9 for Case 3. We note that β j ≤ ℓ j for all j ≥ J, βJ−1 = hJ−1 and β j ≥ h j for all j ≤ J− 2. As in
the proofs for Case 1 and 2, we see that(β j+1− 1) logTj+1 = (β j − 1) logTj + δ j logTj for all j.
So, as in Cases 1 and 2, we can repeatedly apply this rule to get the result. 
Proof of Lemma 5.10 for Case 3. We use the fact that Γm ≥ (2P)J−1 (2N)m+1−J ≥ (2N)m since P > N, and proceed as
in Case 1. 
Proof of Lemma 5.11 for Case 3. We use the fact that Γ j ≥ (2N) j and proceed as in Case 1. 
We have now proved our lemmas for all possible cases. We need T1 to be sufficiently large in order for the above
results to be valid. Also, in order to use Lemma 5.10, we must ensure that T1 is bounded above by some function of R.
Lemma 5.12. Let TN,P be a value of T1 that is large enough for Lemma 5.7 and Corollary C.3 to hold. Set R0 = eTN,P .
There exists a constant C, depending on N, P and TN,P, such that for every R ≥ R0, there exists T1 ∈
[
TN,P,TCN,P
]
and
m ∈ N, such that T Γm(T1)1 = R. Moreover, logT1 ≤C (loglogR)2.
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Proof. Fix R ≥ R0. Let m be the largest integer such that T Γm(TN,P)N,P ≤ R. Then R < T
Γm+1(TN,P)
N,P . By Lemma 5.7 (which
also applies when β0 = 1), there exists T1 ≥ TN,P such that T Γm(T1)1 = R. We need to show that T1 is bounded above.
Combining inequalities, we see that
T Γm(T1)1 = R < T
Γm+1(TN,P)
N,P =
(
T Γm(TN,P)N,P
)γm+1(TN,P)
,
or
T1 <
(
T (
Γm(TN,P)/Γm(T1))
N,P
)γm+1(TN,P)
.
By Corollary C.3, Γm(TN,P)/Γm(T1)≤ c, where c depends on N, P and TN,P. Furthermore, γm+1(TN,P)≤ γ1(TN,P)≤ c˜.
Letting C = cc˜, we see that T1 ≤ TCN,P. In addition, logT1 ≤C logTN,P =C log logR0 ≤C (loglogR)2. 
We may now proceed to the proof of the main theorem.
Proof of Theorem 1(b). Fix N,P > 1/2. Consider R ≥ R0 = eTN,P , where TN,P is introduced in Lemma 5.12. By
Lemma 5.12, there exists T1 ≥ TN,P, m ∈N such that T Γm1 = R. Furthermore, logT1 ≤C (log logR)2, so we may apply
Lemma 5.10.
Define a sequence of positive real numbers {Tj}m+1j=1 such that Tj+1 = T
γ j
j for each j and Tm+1 = R, where the
determination of γ j is described above in (5.1).
Let x0 ∈ Rn be such that |x0| = R and M(R) =
(∫
B1(x0)
|u|2
)1/2
. For each j = 1,2, . . . ,m, let x j = x0|x0|Tj. Notice
that x0 = xm+1.
By Proposition 1, ∫
B1(x1)
|u|2 ≥C5 exp
(
−C4T β11 logT1
)
. (5.32)
By (5.32) and Proposition 2, ∫
B1(x2)
|u|2 ≥C5 exp
(
− ˜C4T β22 logT2
)
. (5.33)
Repeating the argument for each j, we see that∫
B1(x j)
|u|2 ≥C5 exp
(
− ˜C4T β jj logTj
)
.
Therefore, ∫
B1(x0)
|u|2 ≥C5 exp
(
− ˜C4T βm+1m+1 logTm+1
)
=C5 exp
(
− ˜C4R logR T βm+1−1m+1
)
. (5.34)
By Lemma 5.10,
T βm+1−1m+1 = exp [(βm+1− 1) logTm+1]≤ exp
[
C (log logR)2
]
= (logR)C loglogR
Returning to inequality (5.34), we see that∫
B1(x0)
|u|2 ≥C5 exp
(
− ˜C4R(logR)C6 log logR
)
.
If we set C7 =
˜C4
2 and ˜C5 =
√
C5, the proof is complete. 
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5.3. Comments on βc = 1. Recall that βc := max{ 4−2N3 ,2− 2P}. The reader may have noticed that there are no
results for the cases when βc = 1. In this subsection, we will explain why the iterative argument breaks down and what
happens in the limit when β0 → 1 from above.
From the proof of Theorem 1, we have that∫
B1(x0)
|u|2 ≥C5 exp
(
− ˜C4T βm+1m+1 logTm+1
)
=C5 exp
(
− ˜C4R logR Rβm+1−1
)
.
Therefore, if we want to get a result similar to Theorem 1 for the cases when βc = 1, we need to ensure that Rβm+1−1 ≤
Rε for any ε > 0. If we choose m =C logR
(loglogR)k
for some k ∈N, then by Lemma C.12, Rβm+1−1 & (logR)(loglogR)k−1 , so
there may be a hope of achieving this bound. However, if we make m of a smaller order, then we cannot establish the
desired bound. Suppose we have R = Tm+1 = T Γm1 with m =C
logR
(log logR)k
for some k ∈ N. By Lemma C.13, logT1 → 0
as R→ ∞. However, in Proposition 1, it is imperative that logT1 be much larger than 0. Thus, there exists R0 ∈R such
that for all R≥ R0, the corresponding T1 is not large enough for one of our main propositions to apply. This shows that
the iterative argument breaks down.
It is interesting that the iterative argument works for both βc > 1 and βc < 1, but fails when βc = 1 However, it is
perhaps not that surprising since the behavior of our sequences is exponential for βc 6= 1 but linear for βc = 1.
If βc = 1, then V and W satisfy the hypotheses for Theorem 1(a) for any βc > 1. Therefore, for any ε > 0,
M(R) ≥ ˜C5 exp
(−C7R1+ε logRC6), where ˜C5 and C7 are bounded, C6 = C6(1+ ε). If we study the proof of Lemma
5.1, we see that C6 . 1ε . Since limε→0
[
Rε (logR)c/ε
]
→ ∞, we cannot establish any result for βc = 1 by looking at the
limiting behavior of the result from Theorem 1(a).
6. PROOF OF THEOREM 2
To prove Theorem 2(a), we will prove Proposition 4 below with a Meshkov-type construction. Some straightfor-
ward calculations prove Proposition 5, which gives us Theorem 2(b). These propositions show that we do not need
both potentials. That is, if V is the dominant potential (meaning that the decay of W is faster), then we can construct a
solution to equation (1.1) with W ≡ 0. And if W is the dominant potential, then we can construct a solution to equation
(1.1) with V ≡ 0. We will consider each proposition separately.
6.1. Proof of Theorem 2(a).
Proposition 4. For any λ ∈ C, we have the following.
(a) If β0 = 4− 2N3 > 1, then there exists a potential V and an eigenfunction u such that
∆u+λ u =Vu, (6.1)
where
|V (x)| ≤C〈x〉−N (6.2)
and
|u(x)| ≤C exp
(
−c |x|
β0
log |x|
)
. (6.3)
(b) If β0 = 2− 2P> 1, then there exists a potential W and an eigenfunction u such that
∆u+λ u =W ·∇u, (6.4)
where
|W (x)| ≤C〈x〉−P (6.5)
and
|u(x)| ≤C exp
(
−c|x|β0
)
. (6.6)
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Before presenting the constructions for Proposition 4, we need a couple of lemmas. For λ ∈ C, use the principal
branch to define
µn(r) := exp
(
n
[
log
(√
1− λ r
2
n2
+ 1
)
−
√
1− λ r
2
n2
− log2+ 1
])
.
As we will specify below, n >> r, so
∣∣∣ λ r2
n2
∣∣∣ < 1. It follows that ℜ(1− λ r2
n2
)
> 0, so all square root terms are well
defined (and have positive real part) with this choice of branch cut. Since the argument for the logarithmic term has
real part greater than 1, that term, and hence the function µn, is well defined with this branch choice. A power series
expansion of the exponent gives
µn (r) = exp
(λ r2
4n
+
λ 2r4
32n3 +
λ 3r6
96n5 + . . .
)
.
Whenever
∣∣∣λ r2
n2
∣∣∣< 1, the power series in the exponent converges everywhere.
Lemma 6.1. Suppose ρ is a large positive number (ρ > ρ0 > 0), β0 = 4− 2N3 > 1, n∈N is such that
∣∣∣∣∣n− ρβ0logρ
∣∣∣∣∣≤ 1
and k∈N is such that
∣∣∣∣∣k− 6
(
β0− 1logρ
) ρβ0/2
logρ
∣∣∣∣∣≤ 10. Let α = 1− β02 . Then in the annulus [ρ ,ρ + 6ρα ] it is possible
to construct an equation of the form (6.1) and a solution u of this equation such that the following hold:
(1) (6.2), where C does not depend on ρ , n or k.
(2) If r ∈ [ρ ,ρ + 0.1ρα ], then u = r−ne−inϕ µn.
If r ∈ [ρ + 5.9ρα ,ρ + 6ρα ], then u = ar−(n+k)e−i(n+k)ϕ µn+k, for some a ∈ C\ {0}.
(3) Let m(r) = max{|u(r,ϕ)| : 0 ≤ ϕ ≤ 2pi}. Then there exists a c > 0, not depending on ρ , n or k, such that
lnm(r)− lnm(ρ)≤−c
∫ r
ρ
tβ0−1
logt
dt + ln2 (6.7)
for any r ∈ [ρ ,ρ + 6ρα ].
Lemma 6.2. Suppose ρ is a large positive number (ρ > ρ0 > 0), β0 = 2− 2P > 1, n ∈ N is such that
∣∣∣n−ρβ0∣∣∣ ≤ 1
and k ∈N is such that
∣∣∣k− 6β0ρβ0/2∣∣∣≤ 40. Let α = 1− β02 . Then in the annulus [ρ ,ρ + 6ρα ] it is possible to construct
an equation of the form (6.4) and a solution u of this equation such that the following hold:
(1) (6.5), where C does not depend on ρ , n or k.
(2) If r ∈ [ρ ,ρ + 0.1ρα ], then u = r−ne−inϕ µn.
If r ∈ [ρ + 5.9ρα ,ρ + 6ρα ], then u = ar−(n+k)e−i(n+k)ϕ µn+k, for some a ∈ C\ {0}.
(3) Let m(r) = max{|u(r,ϕ)| : 0 ≤ ϕ ≤ 2pi}. Then there exists a c > 0, not depending on ρ , n or k, such that
lnm(r)− lnm(ρ)≤−c
∫ r
ρ
tβ0−1dt + ln2 (6.8)
for any r ∈ [ρ ,ρ + 6ρα ].
Since these lemmas are so similar, it is not surprising that their proofs are as well. We will present the more
complicated proof first, that of Lemma 6.1. We will then show the proof of Lemma 6.2.
Proof of Lemma 6.1. As r increases from ρ to ρ + 6ρα , we rearrange equation (6.1) and its solution u so that all of
the above conditions are met. This process is broken down into four major steps.
Throughout this proof, the number C is a constant that is independent of ρ , n and k.
Step 1: r∈ [ρ ,ρ + 2ρα ]. During this step, the function u1 = r−ne−inϕ µn(r) is rearranged to u2 =−br−n+2keiF(ϕ)µn−2k(r),
both of which satisfy an equation of the form (6.1), where b is a complex number and F is a function that will be defined
shortly.
Let ϕm = 2pim/(2n+ 2k), for m = 0,1, . . . ,2n+ 2k− 1. Then {ϕm}2n+2k−1m=0 is the set of all solutions to e−inϕ −
ei(n+2k)ϕ = 0 on {0 ≤ ϕ ≤ 2pi}. Let T = pi/(n+ k). On [0,T ], we define f to be a C1 function such that f (ϕ) = −4k
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for ϕ ∈ [0,T/5]∪ [4T/5,T ]. We also require that f satisfies the following:
− 4k ≤ f (ϕ) ≤ 5k, 0 ≤ ϕ ≤ T, (6.9)∫ T
0
f (ϕ)dϕ = 0, (6.10)
| f ′(ϕ)| ≤Ck/T =Ck(k+ n)/pi , 0 ≤ ϕ ≤ T. (6.11)
We extend f periodically (with period T ) to all of R and set
Φ(ϕ) =
∫ ϕ
0
f (t)dt.
By (6.10), Φ is T -periodic and Φ(ϕm) = Φ(mT ) = 0. Furthermore, Φ is 2pi-periodic. By (6.9)-(6.11), the following
facts hold for all ϕ ∈ R:
|Φ(ϕ)| ≤ 5kT = 5pik/(n+ k), (6.12)
|Φ′(ϕ)| ≤ 5k, (6.13)
|Φ′′(ϕ)| ≤Ckn. (6.14)
Also, for all ϕ ∈ {|ϕ −ϕm| ≤ T/5},
Φ(ϕ) =−4k(ϕ−ϕm) =−4kϕ + bm, (6.15)
where bm is some real number.
Set
F(ϕ) = (n+ 2k)ϕ +Φ(ϕ). (6.16)
If |ϕ −ϕm| ≤ T/5, then u2 =−beibmr−(n−2k)ei(n−2k)ϕ µn−2k(r).
Choose b=(ρ+ρα)−2k µn(ρ+ρ
α )
µn−2k(ρ+ρα ) so that |u1(ρ+ρ
α ,ϕ)|= |u2(ρ+ρα ,ϕ)|. Since |u2(r,ϕ)/u1(r,ϕ)|=
∣∣∣br2k µn−2k(r)µn(r) ∣∣∣,
then by the assumptions on k and ρ and the behavior of µn and µn−2k,
|u2(r,ϕ)/u1(r,ϕ)| ≤ e−C, r ∈
[
ρ ,ρ + 23 ρ
α
] (6.17)
|u2(r,ϕ)/u1(r,ϕ)| ≥ eC, r ∈
[
ρ + 43 ρ
α ,ρ + 2ρα
]
. (6.18)
Choose smooth cutoff functions ψ1, ψ2, ψ3, ψ4 such that ψ1(r) =
{
1 if r ≤ ρ + 43 ρα
0 if r ≥ ρ + 53 ρα
,
ψ2(r)=
{
0 if r ≤ ρ + 13 ρα
1 if r ≥ ρ + 23 ρα
, ψ3 (r)=
{
1 if r ≤ ρ + 53 ρα
0 if r ≥ ρ + 1.9ρα and ψ4 (r)=
{
0 if r ≤ ρ + 0.1ρα
1 if r ≥ ρ + 13 ρα
. More-
over, we require that
0 ≤ |ψi(r)| ≤ 1 and |ψ( j)i (r)| ≤Cr− jα ∀r ∈ R+, i = 1,2,3,4, j = 1,2. (6.19)
Let
φa,b (r) =−12
∫ λ r√
a2−λ r2
√
b2−λ r2 dr
=−1
4
log
(
2
√
a2−λ r2
√
b2−λ r2 + 2λ r2− a2− b2
)
When a,b = n+O (k), we see that
φ (r) = O (logr)
φ ′ (r) = O
(
r1−2β0 (logr)2
)
φ ′′ (r) = O
(
r−2β0 (logr)2
)
We set
u = ψ1u1 exp
(
ψ4φn,n−2k
)
+ψ2u2 exp
(
ψ3φn,n−2k
)
.
For the rest of step 1, we will abbreviate φn,n−2k with φ .
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Step 1A: r ∈ [ρ ,ρ + 23 ρα].
Since ψ1 ≡ 1 and ψ3 = ψ4 on the support of ψ2, then on this annulus,
u = u1 exp(ψ4φ)+ψ2u2 exp(ψ3φ) = [u1 +ψ2u2]exp(ψ4φ) .
Therefore, by (6.17),
exp(−ψ4φ) |u| ≥ |u1|− |u2| ≥ (1− e−C)|u1| ≥ eC′ |u2|> 0. (6.20)
We see that
∆u+λ u =
(
D1 + ˜D1
)
u1 exp(ψ4φ) ,
where
D1 =
[
ψ ′2
1−2
√
(n−2k)2−λ r2
r
+ψ ′′2 −ψ2
(
8nk+2(n+2k)Φ′+(Φ′)2−iΦ′′
r2
− λ√
(n−2k)2−λ r2
)]
u2
u1
+ λ√
n2−λ r2
= O
(
n · rβ0/2−2
)
(6.21)
˜D1 = 2
[
−
√
n2−λ r2
r
+
(
ψ ′2−ψ2
√
(n−2k)2−λ r2
r
)
u2
u1
](
ψ ′4φ +ψ4φ ′
)
+
[
1
r
(
ψ ′4φ +ψ4φ ′
)
+
(
ψ ′4φ +ψ4φ ′
)2
+
(
ψ ′′4 φ + 2ψ ′4φ ′+ψ4φ ′′
)](
1+ψ2
u2
u1
)
= O
(
r3β0/2−2
)
. (6.22)
Let V =
(
D1 + ˜D1
) u1 exp(ψ4φ)
u
so that by (6.20), (6.21) and (6.22), |V | ≤Cr3β0/2−2 =Cr−N . This completes step 1A.
Step 1B: r ∈ [ρ + 43 ρα ,ρ + 2ρα].
Since ψ2 ≡ 1 and ψ3 = ψ4 on the support of ψ1, then on this annulus,
u = u1 exp(ψ4φ)+ψ2u2 exp(ψ3φ) = [ψ1u1 + u2]exp(ψ3φ) .
On this annulus, by (6.18),
exp(−ψ3φ) |u| ≥ |u2|− |u1| ≥ (1− e−C)|u2| ≥ eC′ |u1|> 0. (6.23)
We see that
∆u+λ u =
(
E1 + ˜E1
)
u2 exp(ψ3φ) ,
where
E1 =
[
ψ ′1
1−2
√
n2−λ r2
r
+ψ ′′1 +ψ1 λ√
n2−λ r2
]
u1
u2
+ λ√
(n−2k)2−λ r2 −
8nk+2(n+2k)Φ′+(Φ′)2−iΦ′′
r2
= O
(
n · rβ0/2−2
)
(6.24)
˜E1 = 2
[
ψ ′1
u1
u2
−ψ1
√
n2−λ r2
r
u1
u2
−
√
(n−2k)2−λ r2
r
](
ψ ′3φ +ψ3φ ′
)
+
[
1
r
(
ψ ′3φ +ψ3φ ′
)
+
(
ψ ′3φ +ψ3φ ′
)2
+
(
ψ ′′3 φ + 2ψ ′3φ ′+ψ3φ ′′
)](
ψ1
u1
u2
+ 1
)
= O
(
r3β0/2−2
)
. (6.25)
Let V =
(
E1 + ˜E1
) u2 exp(ψ3φ)
u
so that by (6.23), (6.24) and (6.25), |V | ≤Cr3β0/2−2 =Cr−N . This completes step 1B.
Step 1C: r ∈ [ρ + 23 ρα ,ρ + 43 ρα].
On this annulus, ψ j ≡ 1 for j = 1, . . . ,4, so
u = (u1 + u2)exp(φ) =
(
r−ne−inϕ µn (r)− br−n+2keiF(ϕ)µn−2k (r)
)
exp(φ) ,
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Since u2 = −br−n+2kei(n−2k)µn−2k(r) on
{|ϕ−ϕm| ≤ T5 } for m = 0,1, . . . ,2n+ 2k− 1, then we will first consider
these regions. We have
∆u+λ u= J1u,
where
J1 =
λ√
(n− 2k)2−λ r2 +
λ√
n2−λ r2 +
φ ′
r
+
(φ ′)2 +φ ′′ = O (r−β0 logr) . (6.26)
As long as ρ0 >> 1, then V = J1 ≤Cr−N .
Now we will consider the annular sectors
Pm =
{
(r,ϕ) : r ∈ [ρ + 23 ρα ,ρ + 43 ρα] ,ϕm + T5 ≤ ϕ ≤ ϕm + 4T5
}
, for m = 0,1, . . . ,2n+ 2k− 1.
Notice that
|u|= |br−n+2kµn−2k(r)exp(φ) |
∣∣∣∣ei(F(ϕ)+nϕ)− µnbr2kµn−2k
∣∣∣∣= |u2| |exp(φ)| ∣∣∣∣ei(F(ϕ)+nϕ)− r−2kµnbµn−2k
∣∣∣∣ . (6.27)
We study the behaviour of S(ϕ) = F(ϕ)+ nϕ . On the segment [ϕm,ϕm+1], by (6.16), S(ϕ) = (2n+ 2k)ϕ +Φ(ϕ).
Thus S(ϕm) = 2pim and S(ϕm+1) = 2pi(m+ 1). Moreover,
S′(ϕ) = 2n+ 2k+Φ′(ϕ) = 2n+ 2k+ f (ϕ).
By (6.9) and the conditions on n and k, it may be assumed that S′(ϕ) > n > 0. That is, S increases monotonically on
[ϕm,ϕm+1]. Therefore, if
ϕm +T/5≤ ϕ ≤ ϕm + 4T/5,
then
2pim+
nT
5 ≤ S(ϕ)≤ 2pi(m+ 1)−
nT
5 ,
or
2pim+ npi5(n+ k) ≤ S(ϕ)≤ 2pi(m+ 1)−
npi
5(n+ k) .
Since k = O(n1/2), then for ϕ ∈
[
ϕm +
T
5 ,ϕm +
4T
5
]
we may assume that
2pim+ pi
7
≤ S(ϕ)≤ 2pi(m+ 1)− pi
7
. (6.28)
From Lemma D.1 and (6.28), it follows that
∣∣∣∣eiS(ϕ)− r−2kµnbµn−2k
∣∣∣∣≥ 12 sin(pi7 ). Therefore, by (6.27),
|u(r,ϕ)| ≥ 1
2
|u2(r,ϕ)| |exp(φ)|sin
(pi
7
)
, (r,ϕ) ∈ Pm, m = 0,1, . . . ,2n+ 2k− 1. (6.29)
Then
∆u+λ u = J1u+K1u2 exp(φ) ,
where
K1 =−
[
8nk+ 2(n+ 2k)Φ′+(Φ′)2− iΦ′′
r2
]
= O
(
r3β0/2−2
(logr)2
)
. (6.30)
Let V = J1 +K1
u2 exp(φ)
u
. It follows from (6.26), (6.29) and (6.30) that |V | ≤Cr3β0/2−2 =Cr−N . This completes
step 1C.
Step 2: r∈ [ρ + 2ρα ,ρ + 3ρα ]. The solution u2 =−br−n+2keiF(ϕ)µn−2k(r) is rearranged to u3 =−br−n+2kei(n+2k)ϕ µn−2k(r).
Choose a smooth cutoff function ψ such that ψ(r) =
{
1 r ≤ ρ + 73 ρα
0 r ≥ ρ + 83 ρα
and
|ψ( j)(r)| ≤Cr− jα j = 0,1,2, r ∈ R+. (6.31)
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Set u =−br−n+2k exp i [ψ(r)Φ(ϕ)+ (n+ 2k)ϕ ]µn−2k(r). Then
∆u+λ u = D2u,
where
D2 =− 8nkr2 − (ψ ′Φ)2 + iΦ
(ψ ′
r
+ψ ′′
)
− 2 (n+2k)
r2
ψΦ′− (ψΦ
′)2
r2
+ i
ψΦ′′
r2
+ λ√
(n−2k)2−λ r2 − 2iψ
′Φ
√
(n−2k)2−λ r2
r
= O
(
n · k · r−2) . (6.32)
Let V = D2 so that by (6.32), |V | ≤Cr3β0/2−2 =Cr−N . This completes step 2.
Step 3: r∈ [ρ + 3ρα ,ρ + 4ρα ]. The solution u3 =−br−n+2kei(n+2k)ϕ µn−2k(r) is rearranged to u4 =−b1r−n−2kei(n+2k)ϕ µn+2k(r).
Choose a smooth cutoff function ψ such that ψ(r) =
{
1 r ≤ ρ + 103 ρα
0 r ≥ ρ + 113 ρα
and ψ satisfies condition (6.31). Let
d = (ρ + 3ρα)4k µn−2k(ρ+3ρ
α)
µn+2k(ρ+3ρα) , so that g(r) = dr
−4k µn+2k(r)
µn−2k(r) satisfies 1 ≥ |g(r)| ≥ e
−C for all r ∈ [ρ + 3ρα ,ρ + 4ρα ].
Set b1 = bd. Let
u = u3 [ψ +(1−ψ)g] =
{
u3 r ≤ ρ + 103 ρα
u4 r ≥ ρ + 113 ρα
.
Let h(r) = ψ +(1−ψ)g. Since g′(r) =
[
− 4k
r
− 2λ kr(n+2k)(n−2k) +O
(
kr3
n4
)]
g(r) and
g′′(r) =
[
4k
r2
− 2λ k
(n+2k)(n−2k) +
16k2
r2
+ 16λ k
2
(n+2k)(n−2k) +O
(
k2r2
n4
)]
g(r), then for all r ∈ [ρ + 3ρα ,ρ + 4ρα ],
|h(r)| ≥ e− ˜C, (6.33)∣∣h′ (r)∣∣≤C rβ0/2−1
logr
, (6.34)
|∆h(r)| ≤C r
β0−2
(logr)2
. (6.35)
Then
∆u+λ u = D3u,
where
D3 =− 8nkr2 + λ√(n−2k)2−λ r2 − 2
√
(n−2k)2−λ r2
r
h′
h +
∆h
h = O
(
n · k · r−2) . (6.36)
Let V = D3 so that by (6.36), |V | ≤Cr3β0/2−2 =Cr−N . This completes step 3.
Step 4: r∈ [ρ + 4ρα ,ρ + 6ρα ]. The solution u4 =−b1r−n−2kei(n+2k)ϕ µn+2k(r) is rearranged to u5 = ar−(n+k)e−i(n+k)ϕ µn+k(r).
Choose a = b1(ρ + 5ρα)−k µn+2k(ρ+5ρ
α)
µn+k(ρ+5ρα ) so that |u4(ρ + 5ρ
α , ·)| = |u5(ρ + 5ρα , ·)|. Since |u5(r,ϕ)/u4(r,ϕ)| =∣∣∣∣( rρ+5ρα )k µn+2k(ρ+5ρα)µn+k(ρ+5ρα ) µn+k(r)µn+2k(r)
∣∣∣∣, then by the assumptions on k and ρ ,
|u5(r,ϕ)/u4(r,ϕ)| ≤ e−C, r ∈
[
ρ + 4ρα ,ρ + 143 ρ
α
]
, (6.37)
|u5(r,ϕ)/u4(r,ϕ)| ≥ eC, r ∈
[
ρ + 163 ρ
α ,ρ + 6ρα
]
. (6.38)
Choose smooth cutoff functions ψ1, ψ2, ψ3, ψ4 such that ψ1(r) =
{
1 if r ≤ ρ + 163 ρα
0 if r ≥ ρ + 173 ρα
,
ψ2(r)=
{
0 if r ≤ ρ + 133 ρα
1 if r ≥ ρ + 143 ρα
, ψ3 (r) =
{
1 if r ≤ ρ + 173 ρα
0 if r ≥ ρ + 5.9ρα and ψ4 (r) =
{
0 if r ≤ ρ + 4.1ρα
1 if r ≥ ρ + 133 ρα
. More-
over, we require that each cutoff function satisfy condition (6.19).
We set
u = ψ1u4 exp
(
ψ4φn+k,n+2k
)
+ψ2u5 exp
(
ψ3φn+k,n+2k
)
.
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For the rest of step 4, we will abbreviate φn+k,n+2k with φ .
Step 4A: r ∈ [ρ + 4ρα ,ρ + 143 ρα]. Since ψ1 ≡ 1 and ψ3 = ψ4 on the support of ψ2, then
u = u4 exp(ψ4φ)+ψ2u5 exp(ψ3φ) = [u4 +ψ2u5]exp(ψ4φ) .
On this annulus, by (6.37),
exp(−ψ4φ) |u| ≥ |u4|− |u5| ≥ (1− e−C)|u4| ≥ eC′ |u5|> 0. (6.39)
We have
∆u+λ u =
(
D4 + ˜D4
)
u4 exp(ψ4φ) ,
where
D4 = λ√
(n+2k)2−λ r2 +
[ψ ′2
r
+ψ ′′2 − 2
√
(n+k)2−λ r2
r
ψ ′2 +ψ2 λ√(n+k)2−λ r2
]
u5
u4
= O
(
n · rβ0/2−2
)
(6.40)
˜D4 = 2
[
−
√
(n+2k)2−λ r2
r
+
(
ψ ′2−ψ2
√
(n+k)2−λ r2
r
)
u5
u4
](
ψ ′4φ +ψ4φ ′
)
+
(
1+ψ2
u5
u4
)[
1
r
(
ψ ′4φ +ψ4φ ′
)
+
(
ψ ′4φ +ψ4φ ′
)2
+
(
ψ ′′4 φ + 2ψ ′4φ ′+ψ4φ ′′
)]
= O
(
r3β0/2−2
)
. (6.41)
Let V =
(
D4 + ˜D4
) u4 exp(ψ4φ)
u
so that by (6.39) - (6.41), |V | ≤Cr3β0/2−2 =Cr−N . This completes step 4A.
Step 4B: r ∈ [ρ + 163 ρα ,ρ + 6ρα].
On this annulus, since ψ2 ≡ 1 and ψ3 = ψ4 on the support of ψ1, then
u = ψ1u4 exp(ψ4φ)+ u5 exp(ψ3φ) = [ψ1u4 + u5]exp(ψ3φ) .
By (6.38),
exp(−ψ3φ) |u| ≥ |u5|− |u4| ≥ (1− e−C)|u5| ≥ eC′ |u4|> 0. (6.42)
We have
∆u+λ u =
(
E4 + ˜E4
)
u5 exp(ψ3φ) ,
where
E4 =
[ψ ′1
r
+ψ ′′1 − 2ψ ′1
√
(n+2k)2−λ r2
r
+ψ1 λ√
(n+2k)2−λ r2
]
u4
u5
+ λ√
(n+k)2−λ r2
= O
(
n · rβ0/2−2
)
, (6.43)
˜E4 = 2
[(
ψ ′1−ψ1
√
(n+2k)2−λ r2
r
)
u4
u5
−
√
(n+k)2−λ r2
r
](
ψ ′3φ +ψ3φ ′
)
+
(
ψ1
u4
u5
+ 1
)[
1
r
(
ψ ′3φ +ψ3φ ′
)
+
(
ψ ′3φ +ψ3φ ′
)2
+
(
ψ ′′3 φ + 2ψ ′3φ ′+ψ3φ ′′
)]
= O
(
r3β0/2−2
)
. (6.44)
Let V =
(
E4 + ˜E4
) u5 exp(ψ3φ)
u
so that by (6.42) - (6.44), |V | ≤Cr3β0/2−2 =Cr−N . This completes step 4B.
Step 4C: r ∈ [ρ + 143 ρα ,ρ + 163 ρα].
On this annulus, since all cutoff functions are equivalent to zero, u = (u4 + u5)exp(φ) and
∆u+λ u= J4u,
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where
J4 =
λ√
(n+ 2k)2−λ r2 +
λ√
(n+ k)2−λ r2 +
φ ′
r
+
(φ ′)2 +φ ′′ = O (r−β0 logr) , (6.45)
As long as ρ0 >> 1, then with V = J4, |V | ≤Cr−N .
We now prove the last statement of the lemma. We first define a function M(r) that will help estimate m(r) =
max{|u(r,ϕ)| : 0 ≤ ϕ ≤ 2pi}. Let
M(r) =

r−nµn(r)exp
(
ψ4φn,n−2k
)
ρ ≤ r ≤ ρ +ρα
br−n+2kµn−2k(r)exp
(
ψ3φn,n−2k
)
ρ +ρα ≤ r ≤ ρ + 2ρα
br−n+2kµn−2k(r) ρ + 2ρα ≤ r ≤ ρ + 3ρα
br−n+2kµn−2k(r)h(r) ρ + 3ρα ≤ r ≤ ρ + 4ρα
b1r−(n+2k)µn+2k(r)exp
(
ψ4φn+k,n+2k
)
ρ + 4ρα ≤ r ≤ ρ + 5ρα
ar−(n+k)µn+k(r)exp
(
ψ3φn+k,n+2k
)
ρ + 5ρα ≤ r ≤ ρ + 6ρα
.
Note that M(r) is equal to the modulus of the functions u1, . . . ,u5 from which our solution u(r,ϕ) is constructed. Also,
M(r) is a continuous, piecewise smooth function for which m(r)≤ 2M(r) and M(ρ) = m(ρ). Therefore,
lnm(r)− lnm(ρ)≤ ln2+ lnM(r)− lnM(ρ).
Since µn(r) = exp
(
λ r2
4n +O
(
r4
n3
))
, ψ ′j = O
(
rβ0/2−1
)
, φ = O (logr) and φ ′ (r) = O
( r
n2
)
, then everywhere on
[ρ ,ρ + 6ρα ], except at a finite number of points where M(r) is not differentiable, we have
d
dr lnM(r) =
−n+O(k)
r
+O
( r
n
)
+O
(
rβ0/2−1 logr
)
≤−cr
β0−1
logr
,
by the conditions on n, k. Therefore,
lnm(r)− lnm(ρ)≤ ln2+
∫ r
ρ
(lnM(t))′dt ≤ ln2− c
∫ r
ρ
tβ0−1
log t
dt,
proving the lemma. 
Remark. If λ = 0, then µ· ≡ 1 and φ·,· ≡ 0, so the above construction simplifies greatly. If fact, if we take n ∼ ρβ0
and k ∼ ρβ0/2, then condition (6.2) is satisfied and we get (6.8) as we did with the previous construction.
We will now present the proof of Lemma 6.2, the slightly less-complicated construction. Many of the steps in this
proof are identical to those in the proof of Lemma 6.1, so we will often refer to them.
Proof of Lemma 6.2. As r increases from ρ to ρ + 6ρα , we rearrange equation (6.4) and its solution u so that all of
the above conditions are met. This process is broken down into four major steps.
Step 1: r∈ [ρ ,ρ + 2ρα ]. During this step, the function u1 = r−ne−inϕ µn(r) is rearranged to u2 =−br−n+2keiF(ϕ)µn−2k(r),
both of which satisfy an equation of the form (6.4), where b and F are as in the proof of Lemma 6.1.
Choose smooth cutoff functions ψ1, ψ2 as in step 1 of the proof of Lemma 6.1. We set
u = ψ1u1 +ψ2u2.
Step 1A: r ∈ [ρ ,ρ + 23 ρα]. On this annulus, ψ1 ≡ 1 and by (6.17),
|u| ≥ |u1|− |u2| ≥ (1− e−C)|u1| ≥ eC′ |u2|> 0. (6.46)
Let W = w(isin ϕ ,−icosϕ) for w to be determined. Then
W ·∇u = wd1u1,
∆u+λ u = D1u1,
where
d1 =−n
r
+ψ2
n+ 2k+Φ′
r
u2
u1
= O
(
rβ0−1
)
, (6.47)
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and D1 is as in (6.21). Since
∣∣∣∣u2u1
∣∣∣∣ ≤ e−C then d1 6= 0 and |d1| ≥Crβ0−1. Let w = D1d1 so that by (6.47) and (6.21),
|W | ≤Crβ0/2−1 =Cr−P. This completes step 1A.
Step 1B: r ∈ [ρ + 43 ρα ,ρ + 2ρα]. On this annulus, ψ2 ≡ 1 and by (6.18),
|u| ≥ |u2|− |u1| ≥ (1− e−C)|u2| ≥ eC′ |u1|> 0. (6.48)
Let W = w(isin ϕ ,−icosϕ) for w to be determined. Then
W ·∇u = we1u2,
∆u+λ u = E1u2,
where
e1 =−ψ1 n
r
u1
u2
+
n+ 2k+Φ′
r
= O
(
rβ0−1
)
, (6.49)
and E1 is as in (6.24). Since
∣∣∣∣u1u2
∣∣∣∣ ≤ e−C then e1 6= 0 and |e1| ≥ Crβ0−1. Let w = E1e1 so that by (6.49) and (6.24),
|W | ≤Crβ0/2−1 =Cr−P. This completes step 1B.
Step 1C: r ∈ [ρ + 23 ρα ,ρ + 43 ρα].
On this annulus, ψ1 ≡ 1 ≡ ψ2, so
u = u1 + u2 = r
−ne−inϕ µn (r)− br−n+2keiF(ϕ)µn−2k(r),
Let W = w1(cosϕ ,sin ϕ)+w2(isinϕ ,−icosϕ) for w1, w2 to be determined. Then
W ·∇u = w1 j11u1 +w2 j21u1 +w1 ˜j11u2 +w2 ˜j21u2,
∆u+λ u= J1u1 + ˜J1u2,
where
j11 =−
√
n2−λ r2
r
= O(rβ0−1), (6.50)
j21 =− nr = O(rβ0−1), (6.51)
˜j11 =−
√
(n−2k)2−λ r2
r
= O(rβ0−1), (6.52)
˜j21 = n+2k+Φ
′
r
= O(rβ0−1), (6.53)
J1 = λ√
n2−λ r2
= O
(
r−β0
)
, (6.54)
˜J1 = λ√
(n−2k)2−λ r2 −
8nk+2(n+2k)Φ′+(Φ′)2−iΦ′′
r2
= O
(
r3β0/2−2
)
. (6.55)
If we let
w1 =
˜j21J1− j21 ˜J1
j11 ˜j21 − j21 ˜j11
= r
2
n
√
(n−2k)2−λ r2+(n+2k+Φ′)
√
n2−λ r2
( j21 ˜J1− ˜j21J1)= O (rβ0/2−1)
w2 =
j11 ˜J1− ˜j11J1
j11 ˜j21 − j21 ˜j11
= r
2
n
√
(n−2k)2−λ r2+(n+2k+Φ′)
√
n2−λ r2
(
˜j11J1− j11 ˜J1
)
= O
(
rβ0/2−1
)
,
then (6.4) is satisfied. Since β0/2− 1 = 12 (2− 2P)− 1=−P, then we see that |W | ≤Cr−P. This completes step 1C.
Step 2: r∈ [ρ + 2ρα ,ρ + 3ρα ]. The solution u2 =−br−n+2keiF(ϕ)µn−2k(r) is rearranged to u3 =−br−n+2kei(n+2k)ϕ µn−2k(r)
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by setting u=−br−n+2k exp i [ψ(r)Φ(ϕ)+ (n+ 2k)ϕ ]µn−2k(r), as in the proof of Lemma 6.1. Let W =w(cosϕ ,sinϕ)
for w to be determined. Then
W ·∇u = wd2u,
∆u+λ u= D2u,
where
d2 =−
√
(n− 2k)2−λ r2
r
+ iψ ′Φ = O
(
rβ0−1
)
, (6.56)
and D2 is as in (6.32). By the conditions on n and k, d2 6= 0 so |d2| ≥Crβ0−1. Let w = D2d2 so that by (6.56) and (6.32),
|W | ≤Crβ0/2−1 =Cr−P. This completes step 2.
Step 3: r∈ [ρ + 3ρα ,ρ + 4ρα ]. The solution u3 =−br−n+2kei(n+2k)ϕ µn−2k(r) is rearranged to u4 =−b1r−n−2kei(n+2k)ϕ µn+2k(r)
by setting u = u3 [ψ +(1−ψ)g] = u3h, as in Lemma 6.1. Let W = w(cosϕ ,sinϕ) for some w to be determined. Then
W ·∇u = wd3u,
∆u+λ u= D3u,
where
d3 =−
√
(n− 2k)2−λ r2
r
+
h′
h = O
(
rβ0−1
)
, (6.57)
and D3 is as in (6.36). By (6.34) and the conditions on n and k, d3 6= 0 so that |d3| ≥Crβ0−1. Let w = D3d3 so that by
(6.57) and (6.36), |W | ≤Crβ0/2−1 =Cr−P. This completes step 3.
Step 4: r∈ [ρ + 4ρα ,ρ + 6ρα ]. The solution u4 =−b1r−n−2kei(n+2k)ϕ µn+2k(r) is rearranged to u5 = ar−(n+k)e−i(n+k)ϕ µn+k(r).
Choose smooth cutoff functions ψ1 and ψ2 as in Lemma 6.1 and set
u = ψ1u4 +ψ2u5.
Step 4A: r ∈ [ρ + 4ρα ,ρ + 143 ρα].
On this annulus, by (6.37),
|u| ≥ |u4|− |u5| ≥ (1− e−C)|u4| ≥ eC′ |u5|> 0. (6.58)
Let W = w(isin ϕ ,−icosϕ) for w to be determined. Since ψ1 ≡ 1 in this annulus, we have
W ·∇u = wd4u4,
∆u+λ u = D4u4,
where
d4 =
n+ 2k
r
−ψ2 n+ k
r
u5
u4
= O
(
rβ0−1
)
, (6.59)
and D4 is as in (6.40). Since
∣∣∣∣u5u4
∣∣∣∣ ≤ e−C, then |d4| ≥ Crβ0−1. Let w = D4d4 so that by (6.59) and (6.40), |W | ≤
Crβ0/2−1 =Cr−P. This completes step 4A.
Step 4B: r ∈ [ρ + 163 ρα ,ρ + 6ρα].
On this annulus, by (6.38),
|u| ≥ |u5|− |u4| ≥ (1− e−C)|u5| ≥ eC′ |u4|> 0. (6.60)
Let W = w(isin ϕ ,−icosϕ) for w to be determined. Since ψ2 ≡ 1 in this annulus, we have
W ·∇u = we4u5,
∆u+λ u = E4u5,
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where
e4 = ψ1
n+ 2k
r
u4
u5
− n+ k
r
= O
(
rβ0−1
)
, (6.61)
and E4 is as in (6.43). Since
∣∣∣∣u4u5
∣∣∣∣< e−C, then |e4| ≥Crβ0−1. Let w= E4e4 so that by (6.61) and (6.43), |W | ≤Crβ0/2−1 =
Cr−P. This completes step 4B.
Step 4C: r ∈ [ρ + 143 ρα ,ρ + 163 ρα].
On this annulus, u = u4 + u5. Let W = w1(cosϕ ,sin ϕ)+w2(isinϕ ,−icosϕ) for w1, w2 to be determined. Then
W ·∇u = w1 j14u4 +w2 j24u4 +w1 ˜j14u5 +w2 ˜j24u5,
∆u+λ u= J4u4 + ˜J4u5,
where
j14 =−
√
(n+2k)2−λ r2
r
= O(rβ0−1), (6.62)
j24 = n+2kr = O(rβ0−1), (6.63)
˜j14 =−
√
(n+k)2−λ r2
r
= O(rβ0−1), (6.64)
˜j24 =− n+kr = O(rβ0−1), (6.65)
J4 = λ√
(n+2k)2−λ r2 = O
(
r−β0
)
, (6.66)
˜J4 = λ√
(n+k)2−λ r2 = O
(
r−β0
)
. (6.67)
If we let
w1 =
˜j24J4− j24 ˜J4
j14 ˜j24 − j24 ˜j14
=− λ r√
(n+k)2−λ r2
√
(n+2k)2−λ r2
(
(n+k)
√
(n+k)2−λ r2+(n+2k)
√
(n+2k)2−λ r2
(n+k)
√
(n+k)2−λ r2+(n+2k)
√
(n+2k)2−λ r2
)
= O
(
r1−2β0
)
w2 =
j14 ˜J4− ˜j14J4
j14 ˜j24 − j24 ˜j14
=− λ rk(2n+3)√
(n+k)2−λ r2
√
(n+2k)2−λ r2
(
(n+k)
√
(n+k)2−λ r2+(n+2k)
√
(n+2k)2−λ r2
) = O (r1−5β0/2) ,
then (6.4) is satisfied. Since β0 > 1, then 1− 2β0 ≤ β0/2− 1 and |W | ≤Cr−P. This completes step 4C.
We now prove the last statement of the lemma. We first define a function M(r) that will help estimate m(r) =
max{|u(r,ϕ)| : 0 ≤ ϕ ≤ 2pi}. Let
M(r) =

r−nµn(r) ρ ≤ r ≤ ρ +ρα
br−(n−2k)µn−2k(r) ρ +ρα ≤ r ≤ ρ + 3ρα
br−n+2kµn−2k(r)h(r) ρ + 3ρα ≤ r ≤ ρ + 4ρα
b1r−(n+2k)µn+2k(r) ρ + 4ρα ≤ r ≤ ρ + 5ρα
ar−(n+k)µn+k(r) ρ + 5ρα ≤ r ≤ ρ + 6ρα
.
Note that M(r) is equal to the modulus of the functions u1, . . . ,u5 from which our solution u(r,ϕ) is constructed. Also,
M(r) is a continuous, piecewise smooth function for which m(r)≤ 2M(r) and M(ρ) = m(ρ). Therefore,
lnm(r)− lnm(ρ)≤ ln2+ lnM(r)− lnM(ρ).
Since µn(r) = exp
(
λ r2
4n +O
(
r4
n3
))
, then everywhere on [ρ ,ρ + 6ρα ], except at a finite number of points where M(r)
is not differentiable, we have
d
dr lnM(r) =
−n+O(k)
r
+O
( r
n
)
≤−crβ0−1,
by the conditions on n, k. Therefore,
lnm(r)− lnm(ρ)≤ ln2+
∫ r
ρ
(lnM(t))′dt ≤ ln2− c
∫ r
ρ
tβ0−1dt,
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proving the lemma. 
We now use the lemmas to construct examples and prove Proposition 4.
Proof of Proposition 4. We recursively define a sequence of numbers {ρ j}∞j=1. For ρ1, we choose a sufficiently large
positive number. Then if ρ j has been chosen, we set ρ j+1 = ρ j + 6ραj . Suppose that N and P are chosen so that
β0 = 4−2N3 > 1. We then let n j =
⌊ ρβ0j
logρ j
⌋
=
ρβ0j
logρ j − ε j and k j = n j+1 − n j. In order to use Lemma 6.1, we must
estimate k j:
k j =
ρβ0j+1
logρ j+1 −
ρβ0j
logρ j + ε j − ε j+1
=
(ρ j+6ραj )β0
log
(
ρ j+6ραj
) − ρβ0jlogρ j −∆ε
=
ρβ0j
logρ j
(1+ 6ρα−1j )β0
(
1+
log
(
1+6ρα−1j
)
logρ j
)−1
− 1
−∆ε
=
ρβ0j
logρ j
[(
1+ 6β0ρα−1j + 18β0(β0− 1)ρ2α−2j +O(ρ3α−3j )
)(
1− 6ρ
α−1
j
logρ j +O
(
ρ2α−2j
logρ j
))
− 1
]
−∆ε
=
ρβ0j
logρ j
[
6
(
β0− 1logρ j
)
ρα−1j + 18β0(β0− 1)ρ2α−2j +O
(
ρ2α−2j
logρ j
)]
+O(1)
= 6
(
β0− 1logρ j
) ρβ0/2j
logρ j +
18β0(β0−1)
logρ j +O
(
1
(logρ j)
2
)
+O(1)
≤ 6
(
β0− 1logρ j
) ρβ0/2j
logρ j + 10,
for a sufficiently large ρ1. Therefore,
∣∣∣∣∣k j − 6(β0− 1logρ j ) ρβ0/2jlogρ j
∣∣∣∣∣≤ 10.
If N and P are chosen so that β0 = 2− 2P > 1, then we let n j = ⌊ρβ0j ⌋= ρβ0j − ε j and k j = n j+1− n j. In order to use
Lemma 6.2, we must estimate k j:
k j = ρβ0j+1−ρβ0j + ε j − ε j+1
= (ρ j + 6ραj )β0 −ρβ0j −∆ε
= ρβ0j
[
(1+ 6ρα−1j )β0 − 1
]
−∆ε
= ρβ0j
[
1+ 6β0ρα−1j + 18β0(β0− 1)ρ2α−2j +O(ρ3α−3j )− 1
]
−∆ε
= 6β0ρβ0/2j + 18β0(β0− 1)+O
(
ρ−β0/2j
)
≤ 6β0ρβ0/2j + 40,
for a sufficiently large ρ1. Therefore,
∣∣∣k j − 6β0ρβ0/2j ∣∣∣≤ 40.
For j = 1,2, . . ., we let u j denote the solutions of equations of the form (6.1) or (6.4), denoted by L ju j = 0. By
Lemma 6.1 and Lemma 6.2, these equations and their solutions be constructed in the annulus
{
ρ j ≤ r ≤ ρ j+1
}
. Note
that u j(ρ j,ϕ) = ρ
−n j
j e
−in jϕ µn j (ρ j) and u j(ρ j+1,ϕ) = a jρ
−n j+1
j+1 e
−in j+1ϕ µn j+1
(
ρ j+1
)
.
Set ρ0 = 0 and denote by g0(r) a smooth function in [0,ρ1] such that g0(r) = rn1 in a neighbourhood of 0 while
g0(r) = r−n1 in a neighbourbood of the point ρ1. We suppose also that g0(r)> 0 on (0,ρ1). Let u0 = g0(r)e−in1ϕ µn1(r)
and denote by L0u0 = 0 the equation of the form (6.1) or (6.4) which the function u0 satisfies.
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We define a differential operator L in R2 by setting L = L j for ρ j ≤ r ≤ ρ j+1, j = 0,1, . . .. We define a C2 function
u on R2 by setting u(r,ϕ) = u j(r,ϕ) if ρ j ≤ r ≤ ρ j+1, j = 0,1, and
u(r,ϕ) =
( j−1
∏
i=1
ai
)
u j(r,ϕ),
if ρ j ≤ r ≤ ρ j+1, j = 2,3, . . .. Then it is clear that u satisfies Lu = 0 in R2.
We must now estimate |u|. Set m(r) = max{|u(r,ϕ)| : 0 ≤ ϕ ≤ 2pi}. For a given r ∈ R+, we choose ℓ ∈ Z so that
ρℓ ≤ r ≤ ρℓ+1. Then
lnm(r) =(lnm(r)− lnm(ρℓ))+ (lnm(ρℓ)− lnm(ρℓ−1))+ · · ·+(lnm(ρ2)− lnm(ρ1))+ lnm(ρ1)
If β0 = 4−2N3 , then by Lemma 6.1, for sufficiently large r, we have
lnm(r)≤ ℓ ln2− c
∫ r
ρ1
tβ0−1
log t
dt + lnm(ρ1).
Since ℓ. r and β0 > 1, then we get lnm(r)≤C− c r
β0
logr
. Therefore,
m(r)≤C exp
(
−c r
β0
logr
)
and (6.3) holds. If β0 = 2− 2P, then by Lemma 6.2, for sufficiently large r, we have
lnm(r)≤ ℓ ln2− c
∫ r
ρ1
tβ0−1dt + lnm(ρ1).
Since ℓ. r and β0 > 1, then we get lnm(r)≤C− crβ0 . Thus,
m(r)≤C exp
(
−crβ0
)
,
so (6.6) holds. This completes the constructions of the examples for Theorem 2(a). 
6.2. Proof of Theorem 2(b). The following lemma is based on the observation that u1 (r) = exp
(
sgn(argλ )
√−λ r)
satisfies an equation of the form (1.1) with either V =Cr−1 and W ≡ 0, or V ≡ 0 and W =Cr−1. And whenever λ ∈C
with argλ ∈ [−pi ,pi) \ {0}, |u1 (r)| . exp(−Cr). By adding lower order terms to the exponent of u1, we can make
the potentials decay faster and faster. This lemma serves as the main building block in the constructions that prove
Theorem 2(b)
Lemma 6.3. For any m ∈ N, there exists a function um such that
∆um +λ um =
[
dm
rm
+
dm+1
rm+1
+ . . .+
d2(m−1)
r2(m−1)
]
um, (6.68)
for some constants dm,dm+1, . . .d2(m−1) ∈ C. Furthermore, if λ ∈ C\R≥0 then there exist positive constants Cm and
Rm such that
|um(x)| ≤ exp(−Cm|x|) , (6.69)∣∣∣∣∂rum (r)um (r)
∣∣∣∣≥Cm, (6.70)
for all |x| ≥ Rm.
We will prove Lemma 6.3 by induction. All of our um functions depend only on the radius.
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Proof. For λ ∈ C, we write λ = |λ |eiargλ , where argλ ∈ [−pi ,pi). By our restriction, argλ 6= 0.
Base cases: Let u1 (r) = exp( f1(r)), where f1(r) = sgn(argλ )
√−λr. Since ℜ(sgn(argλ )√−λ) < 0, then condi-
tions (6.69)-(6.70) are satisfied with R1 equal to any positive number. Also,
∆u1
u1
+λ = n− 1
r
f ′1 + f ′′1 +
( f ′1)2 +λ
=
(n− 1)sgn(argλ )√−λ
r
,
so condition (6.68) is satisfied. This completes the case m = 1.
Let u2 (r) = exp
( f1 (r)− n−12 logr). Since f1 (r) = sgn(argλ )√−λr, then it is possible to choose R2 and C2 so that
(6.69) and (6.70) hold. We see that
∆u2
u2
+λ = n− 1
r
(
sgn(argλ )
√
−λ − n− 1
2r
)
+
n− 1
2r2
+
(
sgn(argλ )
√
−λ − n− 1
2r
)2
+λ
=− (n− 1)(n− 3)
4r2
,
which completes the case m = 2.
Inductive hypothesis: For any m ≥ 2, we will assume that there exists a function um (r) = exp( fm (r)) such that (6.68)
and (6.69) are satisfied. That is,
n− 1
r
f ′m + f ′′m +
( f ′m)2 +λ = dmrm + dm+1rm+1 + . . .+ d2(m−1)r2(m−1) ,
where fm takes the form fm (r) = c1r+ c2 logr+ c3r−1 + . . .cmr2−m. If ℜ(c1) < 0, then there exist constants Cm and
Rm so that (6.69)-(6.70) holds.
Let um+1 (r) = exp
( fm (r)+ cm+1r1−m) for a constant cm+1 to be determined. Then
∆um+1
um+1
+λ = n− 1
r
[ f ′m− (m− 1)cm+1r−m]+ f ′′m +m(m− 1)cm+1r−(m+1)+ [ f ′m− (m− 1)cm+1r−m]2 +λ
=
n− 1
r
f ′m + f ′′m +
( f ′m)2 +λ
+
[m− (n− 1)] (m− 1)cm+1
rm+1
− 2(m− 1)cm+1
[
c1
rm
+
c2
rm+1
+ . . .− (m− 2)cm
r2m−1
]
+
[(m− 1)cm+1]2
r2m
=
dm− 2(m− 1)c1cm+1
rm
+
dm+1 +[m− (n− 1)− 2c2] (m− 1)cm+1
rm+1
+ . . .+
[(m− 1)cm+1]2
r2m
.
If we let cm+1 = dm2(m−1)c1 , then condition (6.68) is satisfied. Furthermore, we may find Rm+1 ≥ Rm, Cm+1 > 0 so that
our decay requirements are fulfilled. 
With Lemma 6.3, we are able to prove the following proposition which immediately implies Theorem 2(b)
Proposition 5. For any λ ∈ C\R≥0, we have the following.
(a) If β0 = 4− 2N3 < 1, then there exists a potential V and a radial eigenfunction u such that (6.1) and (6.2) hold.
(b) If β0 = 2− 2P< 1, then there exists a potential W and a radial eigenfunction u such that (6.4) and (6.5) hold.
In both cases,
|u(x)| ≤C exp(−c|x|) . (6.71)
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Proof. If β0 = 4−2N3 < 1, let m = ⌈N⌉. Otherwise, let m = ⌈P⌉. Since β0 < 1, m≥ 1. Let Rm and um be as in Lemma
6.3. Without loss of generality, we may assume that Rm ≥ 1. Set
u(r) =

um (r) if r ≥ Rm
um (Rm) if r ≤ Rm and β0 = 4−2N3
C exp
(
− λ2n r2
)
if r ≤ Rm and β0 = 2− 2P
,
V (r) =
{
dmr−m + dm+1r−(m+1)+ . . .+ d2(m−1)r−2(m−1) if r ≥ Rm
λ if r ≤ Rm
W (r,ϕ) =
{ [
dm
c1rm+...−(m−2)cmr + . . .+
d2(m−1)
c1r2(m−1)+...−(m−2)cmrm−1
]
(cosϕ ,sinϕ) if r ≥ Rm
− λ r
n
(cosϕ ,sinϕ) if r ≤ Rm
,
where C is chosen so that um(Rm) =C exp
(
− λ2n R2m
)
. By (6.69) in Lemma 6.3, |u(x)|. exp(−c|x|).
If β0 = 4−2N3 , then ∆u+λ u =Vu, where |V (x)|. 〈x〉−m ≤ 〈x〉−N .
By (6.70), W is well-defined. If β0 = 2− 2P, then ∆u+λ u=W ·∇u, where |W (x)|. 〈x〉−m ≤ 〈x〉−P. 
APPENDIX A.
This Appendix presents some technical lemmas that are used in the proofs of Propositions 1 and 2. In the proof of
Proposition 2, we use the following fact about the ratio of the weight functions.
Lemma A.1. Suppose T ≥ T∗ and S = T γ − T >> T . Then there exists a constant cn, depending on T∗ and the
dimension n, such that
log
[
w
(
1+ T2S
)
w
(
1+ 1S
) ]≥ cnT
S
.
Proof. Since w(r) = r¯ =
∫ r
0
e−νs
2ds, then
w
(
1+
T
2S
)
=
∫ 1+ T2S
0
e−νs
2ds =
∫ 1+ 1S
0
e−νs
2ds+
∫ 1+ T2S
1+ 1S
e−νs
2ds.
Using a Taylor expansion, it can be shown that for some µ > 0
T
2S
≥
∫ 1+ T2S
1+ 1S
e−νs
2ds≥ T
(2+ µ)S .
Since S >> 1, then
cn ≥
∫ 1+ 1S
0
e−νs
2ds≥ c˜n.
It follows that
1 >> T
2c˜n S
≥
∫ 1+ T2S
1+ 1S
e−νs2ds∫ 1+ 1S
0 e
−νs2ds
≥ T
(2+ µ)cn S
.
Therefore,
log
[
w
(
1+ T2S
)
w
(
1+ 1S
) ]=
∫ 1+ T2S
1+ 1S
e−νs2ds∫ 1+ 1S
0 e
−νs2ds
− 1
2

∫ 1+ T2S
1+ 1S
e−νs2ds∫ 1+ 1S
0 e
−νs2ds

2
+ . . .
≥ 1
2
∫ 1+ T2S
1+ 1S
e−νs2ds∫ 1+ 1S
0 e
−νs2ds
≥ cnT
S
.

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Finally, we present a standard result in elliptic theory that is used in the proof of our two main propositions.
Lemma A.2 (Caccioppoli’s Inequality). Suppose u satisfies ∆u+W ·∇u+Vu = 0 in Rn, where |V | ≤ M, |W | ≤ N.
Then ∫
Br
|∇u|2 .
(
1
r2
+M+N2
)∫
B2r
|v|2.
Proof. Let η ∈ C∞0 (B2r) be a smooth cutoff function such that 0 ≤ η ≤ 1 and η ≡ 1 in Br. Then ϕ = η2u is a test
function. Therefore, ∫
2ηu∇η ·∇u+η2|∇u|2 =
∫
V |u|2 η2 +W ·∇uη2u.
Rearranging and using Cauchy-Schwarz, we get∫
η2|∇u|2 . (||V ||∞ + ||W ||2∞ + |∇η |2)∫
B2r
|u|2 ,
which gives the claimed fact. 
APPENDIX B.
In this Appendix, we present a number of results related to the sequences that are used in the proof of Theorem 1.
The following lemma gives a condition for when the first choice is used in the definitions of β j+1 and γ j+1.
Lemma B.1. If Tj >> 1 and 2− 2P≥ 4− 2N3 , then 2− 2P≥ h j.
Proof. If 2− 2P≥ 4− 2N3 , then 1− 3P+N ≥ 0. We see that
2− 2P≥ h j
⇔ 2− 2P≥ 1+P−N +ω j− δ j
⇔ 1+ δ j ≥ 3P−N +ω j
⇔ T 1+δ jj ≥ T
3P−N+ω j
j
⇔ Tj(C logTj)≥ T 3P−Nj +Tj
⇔C logTj ≥ T−(1−3P+N)j + 1,
which holds for Tj sufficiently large, giving the result. 
The following lemma provides a bound on the exponent in terms of a simplified version of the exponent.
Lemma B.2. Let ˆβ j and γˆ j be as defined in §5.1. If δ1 ≤ 1 and βk ≥ hk for k = 1, . . . , j+ 1, then
β j+1 ≤ ˆβ j+1 + (2P)
j
(γˆ1 . . . γˆ j)2
δ1 +
(2P) j−1
(γˆ2 . . . γˆ j)2
δ2 + . . .+
2P
(γˆ j)2
δ j.
Proof. The condition on the smallness of δ1 ensures that each δk is small and therefore we can do a Taylor expansion.
The condition that βk ≥ hk for k = 1, . . . , j+1 ensures that the first definition is always used to define each βk. We will
use each estimate for βk to estimate βk+1.
β1 = ˆβ1,
⇒ β2 = 2− 2Pγˆ1 + δ1 ≤ 2−
2P
γˆ1
+
2P
(γˆ1)2
δ1 = ˆβ2 + 2P
(γˆ1)2
δ1,
⇒ β3 ≤ 2− 2Pγˆ2 + 2Pγˆ21 δ1 + δ2
≤ 2− 2Pγˆ2 +
(2P)2
(γˆ1γˆ2)2
δ1 +
2P
(γˆ2)2
δ2 = ˆβ3 + (2P)
2
(γˆ1γˆ2)2
δ1 +
2P
(γˆ2)2
δ2,
.
.
.
⇒ β j+1 ≤ ˆβ j+1 + (2P)
j
(γˆ1 . . . γˆ j)2
δ1 +
(2P) j−1
(γˆ2 . . . γˆ j)2
δ2 + . . .+
2P
(γˆ j)2
δ j,
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as required. 
And now we present another bound on the exponent.
Lemma B.3. If βk ≥ hk for k = 1, . . . , j, then for T1 >> 1,
β j+1 ≤ ˆβ j+1 + f (T1,P) · j,
where f is independent of P for 2P ≥ 1, ∂ f∂T1 < 0 and
ˆβ j+1 is given by (5.8).
Proof. If 2P < 1, then we are in the same situation as Case 1 from §5.1 and by Corollary 5.1, β j+1 ≤ ˆβ j+1 +CPδ j+1,
giving the desired result. So we will consider the case where 2P ≥ 1. Since βk ≥ hk, then the first choice is used to
define our sequence and γˆ j =
ˆΓ j
ˆΓ j−1
=
1+ 2P+ . . .+(2P) j
1+ 2P+ . . .+(2P) j−1
. By Lemma B.2,
β j+1 ≤ ˆβ j+1 + (2P)
j
(γˆ1 . . . γˆ j)2
δ1 +
(2P) j−1
(γˆ2 . . . γˆ j)2
δ2 + . . .+
2P
(γˆ j)2
δ j
= ˆβ j+1 + (2P)
j
( ˆΓ j)2
δ1 +
(2P) j−1
( ˆΓ j)2
(
ˆΓ1
)2 δ2 + . . .+ 2P
( ˆΓ j)2
(
ˆΓ j−1
)2 δ j.
Since Tk+1 = T Γk1 > T
ˆΓk
1 , then by (5.10),
δk+1 ≤ 2√3
loglogTk+1
logTk+1
≤ 2√
3
log logT1 + log ˆΓk
ˆΓk logT1
≤ 2√
3
(
2√
3
δ1
ˆΓk
+
log ˆΓk
ˆΓk logT1
)
=
4
3
δ1
ˆΓk
+
2√
3
log ˆΓk
ˆΓk logT1
.
Thus,
β j+1 ≤ ˆβ j+1 + (2P)
j
( ˆΓ j)2
δ1 +
(2P) j−1
( ˆΓ j)2
(
ˆΓ1
)2(4
3
δ1
ˆΓ1
+
2√
3
log ˆΓ1
ˆΓ1 logT1
)
+ . . .+
2P
( ˆΓ j)2
(
ˆΓ j−1
)2(4
3
δ1
ˆΓ j−1
+
2√
3
log ˆΓ j−1
ˆΓ j−1 logT1
)
< ˆβ j+1 + 43
δ1(
ˆΓ j
)2 [(2P) j +(2P) j−1 ˆΓ1 + . . .+ 2P ˆΓ j−1]+ 2√3 1( ˆΓ j)2 logT1
[
(2P) j−1 ˆΓ1 log ˆΓ1 + . . .+ 2P ˆΓ j−1 log ˆΓ j−1
]
< ˆβ j+1 + 43
δ1(
ˆΓ j
)2 [(2P) j +(2P) j−1 ˆΓ1 + . . .+ 2P ˆΓ j−1]+ 2√3 1( ˆΓ j)2 logT1
[
(2P) j−1 ˆΓ1 log ˆΓ1 + . . .+ 2P ˆΓ j−1( j− 1) log ˆΓ1
]
< ˆβ j+1 + 43
δ1(
ˆΓ j
)2 j j∑
k=1
(2P)k + 1√
3
log ˆΓ1(
ˆΓ j
)2 logT1 j2
j
∑
k=1
(2P)k
≤ ˆβ j+1 + 43δ1 + j
log ˆΓ1√
3logT1
,
since ˆΓ j ≥ j for 2P≥ 1. Since δ1 and ˆΓ1logT1 decrease with T1 and there is no dependence on P, we get the result. 
Using the above bound on the exponent, we may show that, in certain cases, the exponent will reach a specific
lower bound.
Lemma B.4. If T1 >> 1, P > N whenever 2P≥ 1, and 3P−N = 1+∆ for some ∆ > 0, then there exists a J such that
βJ−1 = hJ−1. Furthermore, J ≤J (N,P,T1).
Proof. If β1 < h1, replace β1 with h1 and we are done. Otherwise, there exists a k≥ 2 such that β j ≥ h j for j = 1, . . . ,k.
By Lemma B.3, βk+1 ≤ ˆβk+1 + f (T1,P) · k, where
ˆβk+1 = 2− 2Pγˆk = 2−
2P
(
1+ . . .+(2P)k−1
)
1+ . . .+(2P)k
= 1+
1
1+ . . .+(2P)k
We will show that for k >> 1 and T1 >> 1, we can ensure that βk+1 ≤ hk+1.
If 2P < 1, then as shown in the proof of Lemma B.3, βk+1 ≤ ˆβk+1 +Cpδk+1 and by (5.20) from Case 1 in §5.1,
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ˆβk+1 ≤ 2− 2P1+(2P)k ≤ 2− 2P+(2P)k+1. Thus,
βk+1 ≤ hk+1
⇐ ˆβk+1 +Cpδk+1 ≤ hk+1
⇐ 2− 2P+(2P)k+1 +Cpδk+1 ≤ 1+P−N +ωk+1− δk+1
⇔ (2P)k+1 +(1+Cp)δk+1 ≤ ∆+ωk+1
If we choose k, T1 so that (2P)k+1 ≤ ∆/2 and δ1 ≤ ∆2(1+CP) , then it follows that βk+1 ≤ hk+1. Therefore, there exists
a J− 1≤ k+ 1 such that βJ−1 ≤ hJ−1 but βJ−2 > hJ−2. As per the rules of our construction, we set βJ−1 = hJ−1.
Now we consider the case where 2P ≥ 1.
βk+1 ≤ hk+1
⇐ 1+ 1
1+ . . .+(2P)k
+ f (T1) · k ≤ 1+P−N +ωk+1− δk+1
⇔ 1
1+ . . .+(2P)k
+ f (T1) · k+ δk+1 ≤ P−N +ωk+1
First we will choose k so that 1
1+ . . .+(2P)k
≤ P−N
2
. Then we will choose T1 >> 1 so that f (T1) ≤ P−N4k and
δ1 ≤ P−N4 to get our result. Again, there exists a J− 1≤ k+ 1 such that βJ−1 = hJ−1. 
Once the lower specific lower bound has been reached, the exponent will continue to decrease in a controlled way.
Lemma B.5. Suppose P > N. For T1 >> 1, if β j−1 = h j−1, then β j ≤ ℓ j.
Proof. If β j−1 = h j−1, then γ j−1 = 3P−N +ω j−1 and β j = 2− 2P3P−N+ω j−1 .
β j ≤ ℓ j
⇔ 2− 2P3P−N +ω j−1 ≤ 1+P−N +
ω j
3 − δ j
⇐ (1−P+N + δ j)
(
3P−N+ω j−1
)≤ 2P
⇔ δ j (3P−N)+ω j−1 (1−P+N)+ δ jω j−1 ≤ 2P− (1−P+N)(3P−N)
⇔ δ j (3P−N)+ω j−1 (1−P+N)+ δ jω j−1 ≤ ∆(P−N)
If we choose δ1 ≤ ∆(P−N)3(3P−N) , since ω j−1,δ j−1 ≤ δ1 ≤ 1 and 1−P+N < 1 < 3P−N , we get the result. 
APPENDIX C.
In this appendix, we will discuss the specifics of Γ j. These results are useful in the proof of Theorem 1. Recall that
Γ j = γ1 . . .γ j.
Lemma C.1. Suppose we are in either Case 1 or Case 2. That is, there is no switching in the way the sequences are
defined. Then
Γ j = S j+a ∑
1≤k≤ j
Sk−1S j−kδk+a2 ∑
1≤k<ℓ≤ j
Sk−1Sℓ−k−1S j−ℓδkδℓ+a3 ∑
1≤k<ℓ<m≤ j
Sk−1Sℓ−k−1Sm−ℓ−1S j−mδkδℓδm+ . . .+a jδ1 . . .δ j,
where a =
{
1 in Case 1
3 in Case 2 and Sk =
{
1+ 2P+ . . .+(2P)k in Case 1
1+ 2N+ . . .+(2N)k in Case 2 .
Lemma C.2. Suppose we are in Case 3. Then 3P−N = 1+∆ for some ∆ > 0. Let Sℓ = 1+2N+ . . .+(2N)ℓ, V0 = 1,
Vℓ = 1+ Sℓ−1∆ for all ℓ≥ 1, ε1 = ωJ−1, εℓ = 3δJ−2+ℓ for all ℓ≥ 2. Then for all j ≥ 1,
ΓJ−2+ j
ΓJ−2
=V j+ ∑
1≤k≤ j
Vk−1S j−kεk+ ∑
1≤k<ℓ≤ j
Vk−1Sℓ−k−1S j−ℓεkεℓ+ ∑
1≤k<ℓ<m≤ j
Vk−1Sℓ−k−1Sm−ℓ−1S j−mεkεℓεm+ . . .+ε1ε2 . . .ε j .
Since ωJ−1 << δJ−1 in Case 3, then we get the following corollary.
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Corollary C.1. With the notation as in the statement of Lemma C.2 and a = 3, for all j ≥ 1,
ΓJ−2+ j
ΓJ−2
≤V j + a ∑
1≤k≤ j
Vk−1S j−kδJ−2+k + a2 ∑
1≤k<ℓ≤ j
Vk−1Sℓ−k−1S j−ℓδJ−2+kδJ−2+ℓ+ . . .+ a jδJ−1δJ . . .δJ−2+ j.
For simplicity, we will let Q = P in Case 1 and Q = N in Case 2 and 3. A straightforward computation gives the
following lemma.
Lemma C.3. For any j ∈N, S jS1− S j−12Q = S j+1.
Proof of Lemma C.1. We will present the proof for Case 1. Case 2 is similar. We will proceed by induction.
For j = 1, we get Γ1 = S1 + δ1 = 1+ 2P+ δ1, as required.
Assume the given formula holds for all k ≤ j.
By definition, γ j+1 = β j+1−1+2P+δ j+1 = 2− 2Pγ j −1+2P+δ j+1, so Γ j+1 = Γ j
(
S1 + δ j+1
)−Γ j−12P. Substituting
the formulas for Γ j and Γ j−1, we get
Γ j+1 = Γ j
(
S1 + δ j+1
)−Γ j−12P
=
(
S j + ∑
1≤k≤ j
Sk−1S j−kδk + ∑
1≤k<ℓ≤ j
Sk−1Sℓ−k−1S j−ℓδkδℓ+ . . .+ δ1 . . .δ j
)(
S1 + δ j+1
)
−
(
S j−1 + ∑
1≤k≤ j−1
Sk−1S j−1−kδk + ∑
1≤k<ℓ≤ j−1
Sk−1Sℓ−k−1S j−1−ℓδkδℓ+ . . .+ δ1 . . .δ j−1
)
2P
Simplifications and applications of Lemma C.3 give the required formula. 
Proof of Lemma C.2. Again, we proceed by induction.
For j = 1, ΓJ−2+1
ΓJ−2
= γJ−1 = hJ−1− 1+ 2P+ δJ−1 = 3P−N +ωJ−1 = 1+∆+ ε1 =V1 + ε1, as required.
Assume that the formula above holds for all k ≤ j.
As before, ΓJ−2+ j+1 = ΓJ−2+ j
(
1+ 2N+ ε j+1
)−ΓJ−2+ j−12N. Substituting the formulas for ΓJ−2+ jΓJ−2 and ΓJ−2+ j−1ΓJ−2
and simplifying, we get
ΓJ+ j+1
ΓJ−2
=
(
V j + ∑
1≤k≤ j
Vk−1S j−kεk + ∑
1≤k<ℓ≤ j
Vk−1Sℓ−k−1S j−ℓεkεℓ+ . . .+ ε1ε2 . . .ε j
)(
1+ 2N+ ε j+1
)
−
(
V j−1 + ∑
1≤k≤ j−1
Vk−1S j−1−kεk + ∑
1≤k<ℓ≤ j−1
Vk−1Sℓ−k−1S j−1−ℓεkεℓ+ . . .+ ε1ε2 . . .ε j−1
)
2N
Applying Lemma C.3 and simplifying gives the result. 
We would like an upper bound for Γ j when βc < 1.
Lemma C.4. Suppose βc < 1 and T1 >> 1. If we are in Case 1 or 2, then Γ j ≤ CS j. If we are in Case 3, then
ΓJ−2+ j
ΓJ−2
≤CV j. In all cases, C is a constant that depends on N, P and δ1.
To prove this lemma, we first need a few technical facts.
Lemma C.5. Suppose βc < 1, loglogT1 ≥ 2max
{
log(2Q), log
(
1
2Q− 1
)}
and that we are in either Case 1 or Case
2. For any k ≥ 0, Skδk+1 ≤ d (k+ 1)δ1, where d is a constant.
Proof. If k = 0, then this is clearly true. For k ≥ 1, by definition and Lemma C.1, Tk+1 = T Γk1 > T Sk1 . Therefore,
loglogTk+1
logTk+1
<
loglogT1 + logSk
Sk logT1
=
log logT1
Sk logT1
(
1+ logSk
log logT1
)
.
Since logSk < (k+ 1) log(2Q)+ log
(
1
2Q−1
)
and δℓ ∼
log logTℓ
logTℓ
, then by our assumption on T1, the result follows. 
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Lemma C.6. Suppose βc < 1, log logTJ−1 ≥ 2max
{
log(2N), log
(
1
2N− 1
)
+ log(1+∆)
}
and that we in Case 3.
(a) For any k ≥ 0, VkδJ−2+k+1 ≤ d (k+ 1)δJ−1;
(b) for any k ≥ 1, Sk−1δJ−2+k+1 ≤ d (k+ 1)δJ−1,
where d is a constant.
Proof. If k = 0, since V0 = 1, the claimed result holds. Suppose k ≥ 1. By definition and Lemma C.2, TJ−2+k+1 =
T γJ−1...γJ−2+kJ−1 = T
ΓJ−2+k
ΓJ−2
J−1 > T
Vk
J−1. Since Vk = 1+ Sk−1∆ > Sk−1∆, then TJ−2+k+1 > T
Sk−1∆
J−1 as well. Therefore,
loglogTJ−2+k+1
logTJ−2+k+1
<
loglogTJ−1 + logVk
Vk logTJ−1
=
log logTJ−1
Vk logTJ−1
(
1+ logVk
loglogTJ−1
)
, and
loglogTJ−2+k+1
logTJ−2+k+1
<
loglogTJ−1 + log(Sk−1∆)
Sk−1∆ logTJ−1
=
loglogTJ−1
Sk−1∆ logTJ−1
(
1+ log(Sk−1∆)
loglogTJ−1
)
Since log(Sk−1∆)< logVk ≤ log [Sk−1(1+∆)]< k log(2N)+ log
( 1
2N−1
)
+ log(1+∆) and δℓ ∼ log logTℓlogTℓ
, then by our
assumption on TJ−1, the result follows.

Lemma C.7. Suppose βc < 1 and loglogT1 ≥ log(2Q). If ℓ > k, then δℓδℓ−k ≤ c
(
1
2Q
)k ℓ
ℓ− k , where c is a constant.
Proof. By definition, Tℓ = T γℓ−k...γℓ−1ℓ−k > T (2Q)
k
ℓ−k . Thus,
log logTℓ
logTℓ
<
(
1
2Q
)k loglogTℓ−k + k log(2Q)
logTℓ−k
=
(
1
2Q
)k log logTℓ−k
logTℓ−k
(
1+ k log(2Q)
loglogTℓ−k
)
.
Since Tℓ−k = T
γ1...γℓ−k−1
1 > T
(2Q)ℓ−k−1
1 , then log logTℓ−k > (ℓ− k− 1)log(2Q) + loglogT1 ≥ (ℓ− k) log(2Q), by the
assumption on T1. Since δk ∼ loglogTklogTk
for any k, the result follows. 
Corollary C.2. Suppose we are in Case 3 with βc < 1, loglogTJ−1 ≥ log(2N). If ℓ > k, then δJ−2+ℓδJ−2+ℓ−(k−1) ≤
c
(
1
2N
)k−1 ℓ
ℓ− k+ 1 , where c is a constant.
Lemma C.8. If βc < 1 then
j
∑
k=1
kS j−k ≤ (2Q)
j+2
(2Q− 1)3
.
Proof. By rearranging the terms, we see that
j
∑
k=1
kS j−k <
(2Q) j−1
2
∞
∑
k=2
k (k− 1)
(
1
2Q
)k−2
.
The result follows from the facts that 2
(1− x)3 = 2+2 ·3x+3 ·4x
2+ . . . for any |x|< 1 and βc < 1, so 1/2Q < 1. 
We are now prepared to prove Lemma C.4.
Proof of Lemma C.4. We will first assume that we are in either Case 1 or Case 2. Then
Γ j = S j+a ∑
1≤k≤ j
Sk−1S j−kδk+a2 ∑
1≤k<ℓ≤ j
Sk−1Sℓ−k−1S j−ℓδkδℓ+a3 ∑
1≤k<ℓ<m≤ j
Sk−1Sℓ−k−1Sm−ℓ−1S j−mδkδℓδm+ . . .+a jδ1 . . .δ j.
We will analyze each sum individually, starting with the first.
∑
1≤k≤ j
Sk−1S j−kδk = ∑
1≤k≤ j
(Sk−1δk)S j−k ≤ dδ1 ∑
1≤k≤ j
kS j−k ≤ dδ1
(2Q) j+2
(2Q− 1)3 ,
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By Lemmas C.5 and C.8. Now we consider the second and third terms:
∑
1≤k<ℓ≤ j
Sk−1Sℓ−k−1S j−ℓδkδℓ = ∑
1≤k<ℓ≤ j
(Sk−1δk) (Sℓ−k−1δℓ−k)S j−ℓ
δℓ
δℓ−k
≤ c(dδ1)2 ∑
1≤k<ℓ≤ j
k (ℓ− k)S j−ℓ
(
1
2Q
)k ℓ
ℓ− k (by Lemmas C.5 and C.7)
< c(dδ1)2
(
∞
∑
k=1
k
(
1
2Q
)k)(
∑
1≤ℓ≤ j
ℓ S j−ℓ
)
≤ c(dδ1)
2 (2Q) j+3
(2Q− 1)5
(by Lemma C.8),
∑
1≤k<ℓ<m≤ j
Sk−1Sℓ−k−1Sm−ℓ−1S j−mδkδℓδm = ∑
1≤k<ℓ<m≤ j
(Sk−1δk) (Sℓ−k−1δℓ−k) (Sm−ℓ−1δm−ℓ)S j−m
δℓ
δℓ−k
δm
δm−ℓ
≤ c2 (dδ1)3 ∑
1≤k<ℓ<m≤ j
k (ℓ− k)(m− ℓ)S j−m
(
1
2Q
)k ℓ
ℓ− k
(
1
2Q
)ℓ
m
m− ℓ
< c2 (dδ1)3
(
∞
∑
k=1
k
(
1
2Q
)k)( ∞
∑
ℓ=1
ℓ
(
1
2Q
)ℓ)(
∑
1≤m≤ j
m S j−m
)
≤ c2 (dδ1)3 (2Q)
j+4
(2Q− 1)7
Continuing on, we see that the term involving the product of n δ terms is bounded above by (2Q)
j+1
c(2Q− 1)
[
acdδ1
(2Q− 1)2
]n
.
That is,
Γ j ≤ S j + (2Q)
j+1
c(2Q− 1)
j
∑
n=1
[
acdδ1
(2Q− 1)2
]n
.
If we choose T1 >> 1 so that δ1 < (2Q−1)
2
acd , then the sum in the estimate above does not depend on j and we see that
Γ j < S j +
(2Q) j+1
(2Q− 1)
adδ1
(2Q− 1)2− acdδ1
= S j
(
1+ (2Q)
j+1
(2Q) j+1− 1
adδ1
(2Q− 1)2− acdδ1
)
≤CS j,
as required.
If we are in Case 3, then we perform a similar analysis on the expansion given in Corollary C.1, except that we
apply Lemma C.6 and Corollary C.2 to show that the term involving the product of n δ terms is bounded above by
(2N) j
c(2N− 1)
[
acdδJ−1
(
2N
2N− 1
)2]n
. If we choose T1 >> 1 so that δJ−1 <
[
acd
(
2N
2N− 1
)2]−1
, then we see that
ΓJ−2+ j
ΓJ−2
<V j +
(2N) j
c(2N− 1)
j
∑
n=1
[
acdδJ−1
(
2N
2N− 1
)2]n
<V j +
(2N) j
c(2N− 1)
acdδJ−1 (2N)2
(2N− 1)2− acdδJ−1 (2N)2
.
Since (2N) j < 2N∆ V j, then
ΓJ−2+ j
ΓJ−2
≤CV j and we are done. 
Corollary C.3. If βc < 1 and T1 >> 1, then Γm(T1)Γm(T0) ≤C, where C depends on N, P and T1.
Proof. If we are in either Case 1 or Case 2, then Γm(T1)≥ Sm. By Lemma C.4, Γm(T1)≤CSm, so we get our result.
If we are in Case 3 and m ≤ J − 2, then we always use the first definition to define all of our sequences and we
are essentially in Case 1. Otherwise, m > J − 2 and Lemma C.4 implies that Γm(T1)ΓJ−2(T1) ≤ CVm−J+2, or Γm(T1) ≤
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CVm−J+2ΓJ−2(T1)≤CVm−J+2SJ−2, where we used Case 1 for the second inequality. Since Γm(T0)≥Vm−J+2SJ−2, we
get the desired inequality. 
We will now use our expansions for Γ j to find lower bounds for the cases when βc = 1. Note that in these cases,
Sk = k+ 1 and Vk = 1+ k∆.
Lemma C.9. Suppose βc = 1 and we are in either Case 1 or Case 2. For any 1 ≤ k ≤ j, δk ≥ c j logkk log j δ j, where c is a
constant.
Proof. Since γ1 = 2+δ1 > 2 and γ j+1 = 2− 1γ j +δ j+1 > 2− 1γ j , then it follows that γ j >
j+1
j for all j≥ 1. Consequently,
Tj = T
γk...γ j−1
k > T
j
k
k and loglogTk > logk+ loglogT1 > logk. Therefore,
loglogTj
logTj
<
k
j
loglogTk + log( j/k)
logTk
=
k
j
log logTk
logTk
(
1+
log( j/k)
loglogTk
)
<
k
j
log logTk
logTk
(
1+
log( j/k)
logk
)
.
The result follows from the fact that δℓ ∼ loglogTℓlogTℓ . 
Lemma C.10. Suppose βc = 1 and we are in Case 3. For any 1 ≤ k ≤ j, δJ−2+k ≥ cV j−1 logVk−1Vk−1 logV j−1 δJ−2+ j, where c is
a constant.
Proof. Since γJ−1 = 1+∆ and γJ−2+ j+1 = 2− 1γJ−2+ j +δJ−2+ j+1 > 2− 1γJ−2+ j , then it follows that γJ−2+ j ≥
1+ j∆
1+( j−1)∆ =
V j
V j−1 for all j ≥ 1. Consequently, TJ−2+ j = T
γJ−2+k...γJ−2+ j−1
J−2+k > T
Vj−1
Vk−1
k . Therefore,
loglogTJ−2+ j
logTJ−2+ j
<
Vk−1
V j−1
log logTJ−2+k + log
(
V j−1
Vk−1
)
logTJ−2+k
<
Vk−1
V j−1
loglogTJ−2+k
logTJ−2+k
1+ log
(
V j−1
Vk−1
)
loglogTJ−2+k
 .
The result follows from δℓ ∼ loglogTℓlogTℓ and loglogTJ−2+k > logVk−1 + loglogTJ−1 > logVk−1. 
For Case 1 and Case 2, we apply Lemma C.9 to the equation in Lemma C.1 to get the following.
Γ j > a ∑
1≤k≤ j
k ( j− k+ 1)δk
≥ ac j
log j δ j ∑1≤k≤ j (logk)( j− k+ 1)
= ac
j ( j+ 1)
log j δ j ∑1≤k≤ j logk− ac
j
log j δ j ∑1≤k≤ j k logk
>
ac j3
4
δ j,
if j is sufficiently large. Similarly, we apply Lemma C.10 to the equation in Corollary C.1.
ΓJ−2+( j+1)
ΓJ−2
> a ∑
1≤k≤ j
Vk−1S j−kδJ−2+k
≥ ac V j
logV j
δJ−2+ j+1 ∑
1≤k≤ j
log(k∆) ( j+ 1− k)
= ac
V j
logV j
δJ−2+ j+1
{
( j+ 1) ∑
1≤k≤ j
logk− ∑
1≤k≤ j
k logk+ log∆ ∑
1≤k≤ j
k
}
>
ac∆ j3
5 δJ−2+ j+1,
if j is sufficiently large. Since γ j > 1 for all j ≤ J− 2, then it follows that
ΓJ−1+ j >
ac∆ j3
5 δJ−2+ j+1.
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These estimates give the following lemma.
Lemma C.11. If βc = 1 and j is sufficiently large, then Γ j & j3δ j.
Lemma C.12. If βc = 1 and j is sufficiently large, then β j+1− 1& 1j .
Proof. For Case 1 and 2, we saw above that γ j > 1 + 1j . Therefore, for Case 1, β j+1 − 1 =
1
3
(
1− 1γ j
)
>
1
3 j ;
and for Case 2, β j+1 − 1 = 1− 1γ j >
1
j . For Case 3, we determined that γJ−2+ j >
1+ j∆
1+( j− 1)∆ , so it follows that
βJ−2+ j+1− 1 = 13
(
1− 1γJ−2+ j
)
>
∆
3(1+ j∆) . If j ≥ 2J, say, then the result follows. 
Lemma C.13. Suppose βc = 1 and m =C logR
(log logR)k
for some k ∈ N. If Tm+1 = R, then lim
R→∞
logT1 = 0.
Proof. Recall that Tm+1 = T Γm1 . Therefore,
logT1 =
1
Γm
logTm+1 .
1
m3
1
δm
logR.
[
(loglogR)k
logR
]3
logR
log logR
logR = (log logR)
3k−1
logR
,
by Lemma C.11, the choice of m and the size of δm. The result follows. 
APPENDIX D.
The goal of this appendix is to estimate the size of the imaginary part of r
−2kµn
bµn−2k
and show that it is arbitrarily small.
The following estimate is useful in Step 1C of the proof of Lemma 6.1. Without this estimate, our construction would
only work for real eigenvalues.
Lemma D.1. For b as in the proof of Lemma 6.1, there exists a constant C such that for all r ∈ [ρ + 23 ρα ,ρ + 43 ρα],∣∣∣∣Im( r−2kµn (r)bµn−2k (r)
)∣∣∣∣ ≤ Cn . In particular, ρ0 may be chosen large enough so that
∣∣∣∣Im( r−2kµn (r)bµn−2k (r)
)∣∣∣∣≤ 12 sin(pi7 ) .
Proof. For a given eigenvalue, λ ∈C, we will let θ denote the argument of λ . That is, λ = |λ |eiθ . Let r˜ = r−(ρ +ρα).
For r ∈ [ρ + 23 ρα ,ρ + 43 ρα], we see that r˜ ∼ rα = rβ0/2−1. Since
µn (r) = exp
(λ r2
4n +
λ 2r4
32n3 +
λ 3r6
96n5 + . . .
)
,
then
log
[ µn (r)
µn−2k (r)
µn−2k (ρ +ρα)
µn (ρ +ρα)
]
= Γ(cosθ + isinθ )+O
(
r2
n3
)(
cos ˜θ + isin ˜θ
)
,
where Γ =−
|λ |kr˜ (ρ +ρα)
(
1+ r˜ρ+ρα
)
n(n− 2k) = O
(
1
n
)
. Thus,
µn (r)
µn−2k (r)
µn−2k (ρ +ρα)
µn (ρ +ρα)
=
(
1+Γcosθ + 1
2
(Γcosθ )2 + . . .
)[
1+ iΓsinθ − 1
2
(Γsinθ )2 + . . .
]
×
(
1+O
(
r2
n3
))[
1+ iO
(
r2
n3
)]
.
The result follows from the fact that
Im
[ µn (r)
µn−2k (r)
µn−2k (ρ +ρα)
µn (ρ +ρα)
]
= Γsinθ +O
(
r2
n3
)
.
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