Abstract: Timed Alternating Finite Automata (TAFA), a natural generalization of Timed Finite Automata (TFA), are synchronous and powerful models for real-time computations. They become an effective and expressive model for developing embedded systems with real-time constraint computations which are required in many applications. We introduce Deterministic Timed Alternating Finite Automata (DTAFA), a new class of timed alternating finite automata, extended with a finite set of restricted and mutually exclusive real-valued clocks on events which trigger the state transitions of the automaton. We show how to transform deterministic n-state TFA into log n-state DTAFA and state some language properties between TFA, DTAFA, and deterministic TFA. We then show that, unlike TFA and TAFA, DTAFA are closed under all Boolean operations, including the complementation.
INTRODUCTION
Alternating finite automata (AFA) are a natural generalization of non-determinism automata, which provide a succinct representation for regular languages, but are double-exponentially more succinct than deterministic finite automata (DFA). Independently, AFA were introduced in [3, 4] under the name of Boolean automata. Since then most of the subsequent research focused on various types of alternating machines to complexity classes, see for example, [5, 6, 8, 9, 10, 12, 14] .
Traditionally, finite state automata are untimed or asynchronous models of computation in which only the ordering of events, not the time at which events occur, would affect the result of a computation. Timed automata also called timed finite automata (TFA) have become a powerful canonical model for describing time for modeling and verifying real-time computations. Timed automata received their first seminal treatment in [1] , since then much work has been done in this direction and several aspects of TFA have been investigated such as determinization, minimization, and power of clocks. In addition, a major direction that has been particularly successful is the application of the timed automata theoretic approach in modeling real time systems and checking problems, and hence, have applications in the software engineering processes. Several models based on automata theory have already been implemented as an effective verification and validation tools for real-time and embedded systems, for example, research tools such as UPPAAL [16] , and KRONOS [15] . An extended version of timed automata with real time asynchronous processes has been also studied in [13] , where each transition is annotated with a process that can be triggered by events as a model for embedded real-time systems. Moreover, timed automata are powerful and expressive models to describe synchronization and concurrency concepts.
The concept of alternation refers to the alternation of universal and existential quantifiers during the course of a computation. A formalization of this idea extended with a set of clocks and applied to finite state automata yields the definition of timed alternating finite automata [6] . Timed alternating finite automata (TAFA), a class of alternating finite automata augmented with a finite set of real-valued clocks (i.e., timers) were first considered in [6] . Intuitively, a timed alternating finite automaton can be viewed as a "timed parallel finite automaton" in the sense that when the automaton reads an input symbol a in a given state q while the time constraints are satisfied, it will activate all states of the automaton to work in parallel on the remaining part of the input. Once the states have completed their tasks, q will evaluate their results using a Boolean function and pass the resulting value to the state by which it was activated. A state of a timed alternating finite automaton can be considered as a tuple containing the current state of the automaton and the current values of the clocks. Clocks are used to justify timed transitions and sequences in TAFA. Multiple clocks timed alternating finite automata would be particularly useful in model-ing a system that has many dependency relationship since several clocks are available that can be reset during any transition. This, combined with the fact that timing constraints can involve multiple clocks, allows complex dependent relationships to be constructed that cannot similarly be modeled by TFA since TFA do not have the power of parallelism and AFA do not have the functionality of clocks. A comprehensive analysis of the theory of TAFA based upon a hybrid combination of AFA and TFA models were proposed in [6] . In particular, an algebraic interpretation of TAFA which parallels that of timed regular expressions and language equations were developed and proved to be useful as a convenient way for representing TAFA. Despite being very expressive for describing timed behaviors and modeling real-time systems, TFA and TAFA are neither determinizable nor closed under the complementation, and timed regular expressions have no negation operator. Event-clock automata (ECA) were introduced in [2] as the first determinizable subclass of timed automata by restricting the use of clocks. ECA are closed under Boolean operations. The key for the determinization of event clock automata is the property that each computation step, all clock values are determined only by the input word. That is, unlike timed automata model, where clock values depend on the path taken by the automaton and are determined by transition relations, event clock automata are characterized by a fixed, predefined association between the clocks and the symbols of the input alphabet. In this paper and along the lines of [2] , we show that every timed AFA can be determinized since at all times during the run of an automaton, the value of each clock is determined solely by the input sequence and doesn't depend on nondeterminism. The main property, which fails for arbitrary timed AFA, hold for all deterministic timed AFA. That is, deterministic timed alternating finite automata (DTAFA) are closed under all operations; in particular, for every DTAFA we can construct a DTAFA that defines the complement of a timed language.
In the timed setting and unlike AFA, timed AFA are closed under union and intersection operations, but not under complementation. The aim of this paper is to propose a formalism which sufficiently expressive to model TAFA for which all Boolean operations can be effectively defined. A solution to this is to introduce deterministic timed alternating finite automata (DTAFA), a class of timed AFA extended with a set of finite set of restricted real-valued clocks. The clocks are divided into mutually exclusive sets and a restricted association is predefined between the clocks and symbols of the input alphabet. Using the fact of mutual exclusive clocks justifies the determinization of TAFA, which, in turn, leads to the complementation of DTAFA. The underlying deterministic and mutually exclusive time property and the predefined association between input symbols and time-stamps define a subclass of timed AFA models which could be compared to event-recording and event-predicting in event timed automata models [2] .
PRELIMINARIES
In this section we briefly recall the basic concepts and notations used in this paper. For a more detailed presentation on the formalisms of timed automata and alternating finite automata the reader may refer to [1, 11] . We denote by 0 ≥ R and N the set of all nonnegative reals including 0 and the set of positive natural numbers, respectively. The cardinality of a finite set A is |A|. An alphabet ∆ is a finite, nonempty set whose elements are called symbols or letters.
where the a i ' s are symbols of ∆ and the t i 's are in 0
+ . The first element, a i ' s, of each pair are the input symbols, and the second element, t i ' s, are the time elapsed with respect to the a i ' s since the previous symbol reading. The time t1 can be thought of representing the amount of time that has elapsed since the starting of time. We assume that t1 = 0. Thus, t1 … ti is a finite monotonically non decreasing time sequence of 0
The length of a word w, denoted by |w|, is the total number of symbols in w, where a is a finite sequence of symbols of ∆, and t is a finite monotonically increasing sequence of R ≥0 and both have the same length. The time language (∆ × 0 ≥ R )* is the set of all timed words over ∆ where where λ denotes the empty timed word. Recall that classical words ∆ the free monoid (∆*, o, λ ) generated by ∆ where "o" is the classical concatenation operator (we write ab rather than aob for the concatenation). 
DETERMINISTIC TIMED AFA
Let X be a set of clock variables, a clock constraint ψ over X on a given input symbol a ∈ ∆ can be generated by the following grammar:
where x is any clock in X and c ∈ 0
The operators ∨ and ∧ stands for the logical-or and logical-and, respectively.
A clock interpretation ν for X is a mapping from X to 0 ≥ R (i.e., ν assigns to each clock x ∈ X the value ν(x)). A clock interpretation represents the values of all clocks in X at a given snapshot in time.
There are some cases where we don't need explicitly to state a constraint if it spans all non-negative reals (i.e., x ≤ c ∨ c < x). Since all clock interpretations for all x can never be negative, the constraint
where 1 ≤ i ≤ |X|. The assignment statement x := 0 implies that the clock is reset (the symbol ":=" is the assignment operator). However, the comparison statement x = 0 is a clock constraint that is satisfied if and only if the current interpretation of x is 0 (the symbol "=" is the comparison operator).
Definition: A deterministic timed alternating finite automaton (DTAFA) is a seven-tuple A = (Q, ∆, S, g, h, X, f), where (a) Q is a finite set, the set of states, (b) ∆ is an alphabet, the input alphabet, (c) S ⊆ Q is the set of all starting states, (d) X is a finite set, the set of clocks, (e) h is a time transition function, h: (
Β Q × X R 0 ≥ ) × (∆ × 0 ≥ R ) →( Q B × ( X R 0 ≥ × 0 ≥ R )) × ∆, (f) g
is a letter symbol transition function from Q into the set of all functions from
We denote by the symbol B the two-element Boolean algebra B = ({0, 1}, ∨, ∧, _ , 0, 1).
Q B is a vector with |Q| elements referring to all the Boolean functions from Q to B, and
≥ is a vector with |X| elements (all non-negative) which refers to all real functions from X to 0 ≥ R . More specifically, the function h is defined as:
We extend h to the set of timed words defined as (
where u ∈ (
Also, it should be noted that g(u, λ ) = u, where λ is the empty word.
For each state q ∈ Q, x ∈ X and a ∈ ∆ , we define 
If the Boolean value is 1, then we write 1 . x = x (or x . 1 = x) to indicate a no reset. The symbol "." is the reset operator and not the usual concatenation symbol. If the Boolean value is 0, then we write 0 . x = 0 (or x . 0) to indicate a reset. In fact, the reset operator "." simulates the functionality of the "multiplication operation" in the sense that anything multiplied by zero is zero. In addition, if an entry of the table contains an expression that is 0, this implies the expression is 0 . x (or x . 0). Likewise, if an entry of the table contains an expression that is x, this implies the expression is 1 · x (or x . 1). Moreover, ( q 1 ∨ q 2 ) . x means that x is reset if q 1 = 0 and q 2 = 0. The following example traces the acceptance of a timed word w. (g((0, 1, 0, 3, 3), a) 
DTFA AND DTAFA
In this section, we show how to transform an |L|-state deterministic timed finite automaton (DTFA), into an equivalent log |L|-state deterministic timed alternating finite automaton (DTAFA). We also show the opposite construction of a DTFA from a given DTAFA.
Definition: A timed finite automaton (TFA) is a sept
where (a) L is a finite set of locations, the set of states, (b) Σ is an alphabet, the input alphabet, (c) L 0 ⊆ L is the set of all starting locations (starting states), (d) X L is a finite set, the set of clocks, (e) I is a set of invariants of clocks on a state, (f) E is a set of edges between states, (g) L f is a set of final locations. A deterministic timed finite automaton (DTFA) is a timed finite automata with the following key properties:
i)
(ii) I = Ø. (iii) All clock constraints on a given input symbol from a given state must be mutually exclusive and must span all X R 0 ≥ . (iv) All clock zones [1] on a given symbol must be defined. Clock zones are represented as conjunctions of timing constraints. 
Consider the set of final locations, For each input symbol a ∈ Σ, consider all clock constraints associated with this symbol. If any two overlap, then partition them up into mutually exclusive constraints. The result should be a set of mutually exclusive clock constraints whose region, for each clock, spans all non-negative real numbers.
Consider each constraint for each input symbol a ∈ Σ.
For each location in L, consider its binary equivalent representation and the binary equivalent of the state association ϕ it goes to upon the considered input symbol and clock constraint. We perform the state association mapping for each state, then derive a Boolean expression of the q m ,…, q 1 bits for each bit of the resulting state list. This will result in obtaining the expression for the bit in the state list upon reading an input symbol within the given time constraint.
Finally, for the clock resets, for each a in Σ, consider each clock constraint for each symbol. For each location in L and each clock in X, consider its binary equivalent representation. If its edge on the given input symbol and constraint resets the clock, then store it as a resulting Boolean false function 0, or else store it as a resulting Boolean true function 1. For each clock, derive a Boolean expression, given the binary values of the states, such that the expression is 1 if and only if the binary representation of the state does not reset its clock on the given transition. Finally, "dot" the expression by the interpretation of the clock X so if the transition resets the clock, then x = 0 . x, and if it doesn't reset the clock, then x = 1 . x.
Proof. Initially, we set Σ = ∆, X L = X, and I = Ø. Associate each state in Q with a bit in any |Q|-bit binary number. Now, without loss of generality, arrange the 
UNION

Theorem:
and
Proof: We assume that Q 1 ∩ Q 2 = Ø, it follows that
or (x ∈ X 2 and a ∉ ∆
)
Proof. We can adapt the proof of the previous theorem to construct a DTAFA A = (Q, ∆,S,g,h,X,f ), with the same preconditions, as we construct the union of two DTAFA. The only difference is that the operator we refer to as the critical binary operator is changed to ∧ (logical and), instead of ∨ (logical or). It can be noted that the intersection algorithm can be constructed with a Proof. The steps of the algorithm are described in the following proof. We assume the following preconditions:
Let w 1 and w 2 be two timed words. Then we can define the operation of timed concatenation of L 1 with L 2 to be L 1 Θ L 2 = {w 1 Θ w 2 | w 1 ∈ L 1 and w 2 ∈ L 2 }. Similarly, other time operations can be defined.
and star operations (L 1 )* = U N i∈ (L 1 ) i , ) (
i where (L 1 ) i denotes occurrences of L 1 (i.e., finitely iterated time-concatenation of the enclosed timed regular language). The operation Θ denotes the timed version of the Kleene star.
Proposition:
The family of timed regular languages is closed under the time-concatenation operation.
CONCLUSION
Alternation, timing and determinism add perfect features to automata expressiveness, parallelism, and succinctness, which have practical applications in software and real-time systems. It also could potentially lead to answer several open problems in formal languages and complexity. DTAFA, a class of timed alternating finite automata (TAFA), have been proposed in this paper. Despite being very expressive for describing timed behaviors, both timed finite automata (TFA) and TAFA are neither determinizable nor closed under complementation. However, these limitations could be considered as drawbacks in several model checking applications and real-time systems. Also, the lack of complementation of TAFA and TFA could give a weak theoretical endorsement of these machines from the point of view languages. We show that DTAFA are closed under all Boolean operations, including the complementation. Transformation algorithms between DTFA and DTAFA were also given. Currently, we are investigating a representation of DTAFA by systems of language equations.
