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概要 
 
本稿では，MPIプログラム実行時間予測ツールMPI Execution Time Estimator（MPIETE）
の，通信予測手法の改善案を提案する．MPIETE は，本学山名研究室の堀井洋が開発したツー
ルであり，プログラムを計算ブロック，通信ブロックに分割し，各ブロックの実行時間情報からプログ
ラム全体の実行時間を予測する．予測の際，各ブロックの実行時間情報の取得を高速に行うことで，
実際の実行よりも速く実行時間予測が可能である．しかし，MPIETE は，通信コンテンション等が
発生しない，理想的な環境での予測を前提としていたため，通信コンテンションの発生に伴う通信
の待ち時間を予測することが不可能であり，通信時間予測誤差に問題がある．本稿では，
MPIETE の通信予測手法を変更し，通信の待ち時間を考慮したブロック実行時間情報を導入す
る．本稿で示す提案手法は，通信の待ち時間による通信性能の低下を予測し，予測対象計算機
上で最大の実行性能を示すProcessing Unit(PU)数の特定を可能とするものである．また筆者は，
本手法を MPIETE に適用し，MPIETE2を開発した．本稿では，MPIETE2 を用いて，NAS 
Parallel Benchmarks（NPB） ver2.4の実行時間の予測を行った結果も示す．NPB2.4のEP，
CG，FT，MGのCLASS Bの実行時間を予測したところ，2-128PUの実行で予測誤差は14%以
内であり，予測に必要な処理時間は，実際の実行と比較して約1/4の時間であった．特に，すべて
のプログラムにおいて，通信性能の低下を予測でき，実際の実行よりも速く，最大の実行性能を示
す PU数を特定できた．
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第1章 はじめに 
本章では，研究の目的と概要，及び本稿の構成を示す． 
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1.1 研究の目的と概要 
PC クラスタやGrid テストベッドの普及により，近年，並列計算に対する注目が増してきている．
一般に並列プログラムは，Processing Unit（PU）数を変化させ実行することが可能で，ユーザは
実行 PU 数によって様々な結果を得ることができる．しかし，並列プログラムは，PU 数を増やして
実行しても，期待する実行性能を得られない場合があり，ある実行PU 数以降から実行性能は低
下していくのが普通である．つまり，並列プログラムの性能向上には，プログラムの特徴を見極め，
適切なPU数で実行することが重要となる． 
そのような中，「ある並列プログラムを，予測対象計算機上で実行した際，プログラムの性能を実
行する前に予測する」という，並列プログラムの性能予測に対する要求が高まってきている．実際の
実行に先立ち，並列プログラムの性能を予測することは，先に述べたプログラム自身の性能を向上
させるだけでなく，最大の実行PU数で実行することで，余剰PUを他の計算に利用し，結果的に
並列計算機の稼働率を向上させる有用性もある． 
従来，並列プログラムの性能を予測する手法として，並列プログラムの実行時間を予測する手法
が提案されている．従来の実行時間予測手法としては，シミュレ ターを用いて，アセンブラコー ドの
トレースを行う予測手法[4]や，シミュレシーョンを行わず，ソースコードを静的に解析することで，プ
ログラムの実行時間を予測する手法[5][6]が提案されている．前者はキャッシュヒット率や，ネットワ
ークレイテンシ，バンド幅の変化に対応した挙動の解析が可能であるが，予測にかかる時間として，
実際の実行時間に対し数倍から数十倍の時間を要する．また後者はコンパイラ最適化やキャッシ
ュ効果，ネットワーク性能を考慮することが困難であり，前者に比較して予測精度が悪い． 
上記した問題に対して，MPI Execution Time Estimator (MPIETE)という実行時間予測ツ
ールを用いた手法[10]が提案されている．MPIETE を用いた予測手法は，MPI[1]を用いた並列
プログラムを，計算ブロック，通信ブロックに分割し，各ブロック1 回分の実行時間（ブロック基礎デ
ータ）と実行回数からプログラムの実行時間を予測するものである．[10]では，ブロック基礎データ
と実行回数の取得の際，不必要な実行文のコメントアウトや，ブロックの繰り返し回数を削減するこ
とで，予測に必要な処理時間を軽減し，実際の実行よりも速い予測を実現している．しかし，通信
の予測の際，通信コンテンションの影響が無い理想的な環境を前提としているため，通信性能の
低下を予測できない． 
本稿では，MPIETE の通信ブロックの予測手法に変更を加え，通信性能の低下による並列プ
ログラム全体の性能低下を予測する手法を提案する．本手法は，通信コンテンションの発生による，
通信の待ち時間を考慮した通信ブロック基礎データを予測に用いることで，上記した問題の解決を
図るものである．また，筆者は，MPIETE に本手法を導入し，MPIETE2 を開発した．MPIETE2
は，予測対象MPI プログラムから，計算ブロック基礎データ，通信ブロック基礎データ，ブロック実
行回数を取得するプログラムを自動生成する．ユーザは，自動生成されたプログラムを予測対象計
算機上で実行し，結果をMPIETE2に入力することで実行時間予測結果を得ることができる． 
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1.2 本稿の構成 
本節では，本稿の構成を示す． 
第 2 章では，これまでに提案されてきた並列プログラムの性能予測手法を，Instruction-Level
型シミュレシーョン，Static-Parameter 型シミュレシーョン，Execution-Driven 型シミュレーショ
ンの３つに分類し，それぞれの特徴、問題点をあげる． 
第 3章では，MPIETE[10]の通信部分の予測に改良を行った提案手法について述べる． 
第4章では，第3章で述べる提案手法を用いて開発したMPIETE2の機能および，MPIETE2
を用いた予測の流れを示す． 
第5章では，MPIETE2を用いてNPB2.4の実行時間を予測した結果を示す．予測結果では，
実行時間予測誤差および，予測に必要な処理時間について示す． 
最後に第 6章では，本稿のまとめを行う． 
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 第2章 関連研究 
本章では，これまでに提案されてきた並列プログラムの実行時間予測手法を示す．本論文では，
これまで提案されてきた手法を Instruction-Level 型シミュレシーョン，Static-Parameter 型シミ
ュレーション，Execution-Driven 型シミュレーションの３つに分類する． 
Instruction-Level 型シミュレーションは，インストラクションレベルで並列プログラムの挙動を解
析し，実行性能を予測する手法である．Static-Parameter 型シミュレーションは，並列プログラム
を静的に解析することで，並列プログラムを実行した際の性能を予測する手法である．
Execution-Driven 型シミュレーションは，プログラムを複数ブロックに分割し，各ブロックを実際に
実行することで得られるブロック実行時間情報から，プログラム全体の実行時間を予測する手法で
ある． 
本章ではこれより，Instruction-Level 型シミュレーション，Static-Parameter 型シミュレー ショ
ン，Execution-Driven 型シミュレーション毎に，従来提案されてきたシミュレシーョン手法を示し，
それぞれの特徴，問題点を示す． 
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 2.1 Instraction-Level型シミュレーション 
インストラクションレベルで並列プログラムの挙動を解析し，実行性能を予測する手法が提案さ
れている．本論文ではこれを Instruction-Level 型シミュレーションと呼ぶこととする．
Instraction-Level型シミュレーションは，プログラムの実行対象PU 上での実行インストラクション
の詳細な影響をシミュレーションするものとして，逐次プログラムの予測にも用いられる伝統的な手
法である． 
しかし，一般にシミュレシーョンの精度が高いほど，予測に必要な時間は比例して大きくなる．ま
た，並列プログラムの予測には，PU ごとの挙動予測の他に，PU 間における通信のシミュレーシ
ョンも行う必要があり，予測に必要な時間はさらに大きくなる．現在までに，Instruction-Level 型
シミュレーションとして，EXCIT[2]とINSPIRE[3]を利用した手法[4]が提案されている． 
2.1.1 久保田等の手法[4] 
1998年，Real World Computing Partnershipの久保田等は，計算部分はEXCIT[2]を，通
信部分は INSPIRE[3]を利用して，データ並列プログラムの実行時間を予測する手法を提案した．
尚，計算部分とは２つの通信関数に挟まれた部分を指し，デ ター並列プログラムは，通信の内容に
よって処理内容が変化しないことを前提としている． 
EXCIT は，ソースプログラムをインストラクションレベルで解析し，計算時間を予測するツ ルー
であり，計算部分の実行に必要なクロック数を，CPU のシミュレータを用いて算出する．
INSPIRE は，クロックレベルでネットワークのシミュレーションを行うツールであり，PU 構成をモ
デル化する言語であるNDF(Network Description File)を用いて通信時間を予測する． 
図 2.1-1に，EXCIT とINSPIRE を用いたシミュレーション全体の構成を示す． 
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図 2.1-1：EXCITとINSPIREによるシミュレーションの流れ（[4]より転載） 
 EXCITとINSPIREを利用したシミュレーションの処理の流れを以下に示す． 
 
（1） オリジナルの並列プログラム(Prog#0～Prog#3)に対し，EXCIT でインスツルメントを施
し，計算時間予測に必要な中間コ ドー Prog”#0 と，通信時間予測に必要な中間コード
Prog’#0 ～Prog’#3を得る． 
（2） Prog”#0を実行することで並列プログラムの計算時間を求める． 
（3） Prog’#0～Prog’#3 を個別に実行し，プログラムごとに通信トレースファイルを生成する．
通信トレー スファイルをネットワークシミュレーションすることで並列プログラムの通信時間を
得る． 
 
[4]では，Sun Ultra-1 １台を用いて，NAS Parallel BenchmarksのMGプログラム，問題サ
イズCLASS B実行時間を予測している．16PUを用いた際の実行時間予測誤差は，10%以内で
収まっている．しかし，実際のMGプログラム実行時間に比べて，Prog”#0の実行には数十倍の時
間がかかり，MGプログラムの通信トレースファイルの作成には20分程度かかる． 
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 2.2 Static-Parameter型シミュレーション 
並列プログラムを静的に解析することで，並列プログラムを実行した際の性能を予測する手法が
提案されている．本論文ではこれを，Static-Paramete 型のシミュレーションと呼ぶことにする．
Static-Parameter 型のシミュレーションは実際に予測にかかる時間は少ない．しかし，静的な解
析のみでは，コンパイラの最適化，キュッシュ効果，ネットワーク性能を考慮し，様々なアーキテクチ
ャに対応した予測をすることができない．またInstruction-Level型の予測手法に比べ，予測精度
が悪い．現在までに[5]，[6]の手法が提案されている． 
2.2.1 Yarrow等の手法[5] 
1997年，NASA Ames Research CenterのYarrow等は，NAS Parallel Benchmarks LU
プログラムの持つ，キャッシュヒット率，通信コストの計算を，静的に行うことにより，実行時間を予測
している． [5]では，LUプログラムタイムステップイタレーション毎の実行時間[s]を， 
 
 
と表している． 
ここで，p，N はそれぞれ，プログラムの実行 PU 台数を ，問題サイズの大きさを と表した
ときのパラメータであり，その他 f，ｌ，ｂは，プログラム中の浮動小数点演算毎にかかる平均コストを 
f[s]，通信レイテンシをl[s]，バイトあたりの転送時間をb[s]としたものである． 
p2 3N
[5]では予測対象機としてIBM SP2を用い，b=29[Mbytes/s]，l=54[μs]として，LUプログラム
のCLASS A及び Bでの実行時間予測を行った結果，予測誤差30%以内で予測できている． 
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 2.2.2 Rothberg等の方法[6] 
1993年，Intel Supercomputer Systems Divisionの Rothberg等は，キャッシュサイズ，PU
の処理能力の影響と，通信時間を静的に予測している． 
予測は LU 分解，CG（Conjugate Gradient），FFT（Fast Fourier Transform），
Barnes-Hut（段階的木構造を持ったN-Body シミュレーション），レイトレーシング法を利用したボ
リュームレンダリングの5つの並列アルゴリズムに関して行われている．表 2.2-1のDataに示すデ
ータサイズの問題が与えられたときに，総演算数（Opt），通信量（Communication），問題の並列
性（Concurency）のオ ダーーを以下のように静的に見積もっている．例えば，LU では入力データ
としてn次正方行列が与えられたことを意味し，pは実行 PU 台数，θはユーザが指定する，0.5
≦θ≦1.2を満たす変数である． 
[6]では，実際に実機との比較をしていないが，すべてのプログラムにおいて，キャッシュサイズ
が 32KM以上だと，キャッシュヒット率は 90%得られると予測している． 
 
表 2.2-1：各プログラム計算量の内訳 
Application Data Opt Concurency Communication
LU 2n  3n  2n  
pn 2  
CG 2n  2n  2n  
pn  
FFT n  nn log  n  pn log  
Barnes-Hut n  
nn log12θ  
n  
3
4
3
2
33
1
log ppn θ
Volume 
Rendering 
3n  3n  2n  3n  
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 2.3 Execution-Driven型シミュレーション 
プログラムを複数ブロックに分割し，各ブロックを実際に実行することで得られるブロック実行時
間情報から，プログラム全体の実行時間を予測する手法が提案されている．本論文ではこれを，
Execution-Driven 型シミュレシーョンとよぶこととする．Execution-Driven 型シミュレーションは，
Instruction-Level 型シミュレ シーョンと比べ，予測にかかるオ バーヘッドが小さいという特徴を持
つ．しかし，予測に必要な時間は，実際の実行時間よりも大きい．現在までに[8]，[9]，[10]の手法
が提案されている． 
2.3.1 Dickens等の手法 [8] 
1996年，NASA Langley Research CenterのDickens等は，LAPSEというシミュレータを利
用し，並列プログラムの実行時間予測を行った．LAPSE は，並列計算機Intel Paragon でのみ
動作するシミュレータである． 
LAPSE では，計算部分は，実際に想定するシステム上で計算させることにより，計算時間を予
測する．予測対象計算機のPU数以下の計算機で予測を行う場合は，予測を行う計算機1PUで
複数のPU上で行われる計算部分を測定する必要がある．LAPSEでは，予測を行う計算機1PU
では，常に予測対象計算機1PUの計算部分の測定のみを行うようにすることで，正確な計算時間
の測定を行う． 
また，通信部分の予測は，それぞれのPU で別々に予測している予測時間の同期をとり，メッセ
ージサイズに比例した通信時間を想定することで予測を行う．LAPSE では，それぞれのPU の実
行時間は，別々に予測が行われているため，あるPUの受信の実行時間を予測する場合は，送信
するPUの送信が行われる実行時間を求める必要がある．LAPSEでは，複数PU間の予測時間
の同期をとるため，WHOA1という通信同期プロトコルを利用する．WHOAを用い，全てのプロセス
において通信関数が呼ばれる時間を予測し，通信の同期をとることで通信時間の予測を行う． 
[8]では，SOR（Successive OverRelaxation法），BPS（Bramble，Pasciak，Schatzにより提
案された領域分割法），APUCS（連続時間マルコフ離散事象シミュレーション），PGL(Parallel 
Graphic Library の略2）という4 つのアプリケーションを対象に，実行時間予測を行っているが，
全てのアプリケーションにおいて，予測の誤差は10%以内であった．しかし，APUCSアプリケーシ
ョンにおいて，8PU 実行時の予測を行うためには，実際の実行時間と比べて，2PU を利用すると
約 30倍，40PUを利用しても約12倍の処理時間が必要となる． 
                                                  
1 WHOAもLAPSEと同様に，Dickensにおいて実装されたプロトコルである． 
2 科学データの可視化を目的に実装された，並列グラフィックライブラリであり，[8]ではPGL 中のサンプルプログラムを指す． 
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 2.3.2 Prakash等の手法[9] 
2000年，カリフォルニア大学情報学科のPrakash 等は，MPI-SIMというシミュレータを利用し，
並列プログラムの実行時間予測を行った．MPI-SIM は MPI ライブラリを利用したC 言語のみを
対象としたシミュレータであり，予測対象となるCPU 台数 P に対して，シミュレーションに使用する
CPU台数 nが n≦Pであることを前提に予測を行う． 
MPI-SIM では，LAPSE と同様に，計算時間の予測には，予測対象機と同じ計算機構成の計
算機で，実際に実行することで行い，通信時間の予測には，同期プロトコルを利用することで，異
なるPU の予測時間の同期をとることで行われる．また，[9]では，同期を必要としない通信を，ラン
タイム時，コンパイル時に解析することで，同期プロトコルによる通信によるオ バーヘッドを，軽減す
る手法を提案している． 
[9]では，並列計算機IBM SP2を用いて，NPBのMG，LU，SP，BT を用いて実行時間の予
測を行っている．これらプログラムの実行時間予測誤差は5%から20%であった．しかしSP，BTに
おいて，16PU 実行時の予測を行うためには，実際に実行する時間と比べて，2PU で約 16 倍，
16PU を利用しても約4倍の処理時間が必要である． 
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 2.3.3 堀井等の手法[10] 
２００４年，早稲田大学理工学研究科の堀井等は，MPIETEというツールを用いて，MPIプログ
ラムの実行時間予測を行った．MPIETEは，MPIライブラリを利用したFortranを対象とした実行
時間予測ツールである． 
MPIETE を用いた予測手法は，並列プログラムを計算ブロック，通信ブロック，通信待ちブロッ
クに分割し，各ブロックの実行時間から，プログラム全体の実行時間を予測するものである． 
計算部分の実行時間は，予測対象計算機上で実際に実行することによって予測する．その際，
計算ブロックの実行回数を削減することで，計算ブロック実行時間の予測を高速に行う． 
通信部分の実行時間は，通信サイズに比例した実行時間を割り当てることで予測を行う．その際，
集団通信関数は，2PUで行う通信に変換することで，予測対象PU数に関わらず，予測は２PUで
行うことができる． 
[10]では，128PUまでの性能ホモなPCクラスタを用いて，NPB EP，CG，LUの予測を行って
いる．16PUまでの予測では，予測誤差は10%以内であり，予測に必要な処理時間は実際の実行
時間と比較して1/10 以内である．ただし，32PU 以上の実行では，予測誤差は30%以上あり，最
大の実行性能を示すPU台数を予測できていない．[10]では，通信コンテンション等の影響のない，
理想的な環境下での予測を前提としている．そのため，全実行時間中，通信時間が支配的になり，
かつ通信コンテンションが発生するような PU 数では，予測誤差が大きくなると述べている．また，
通信部分の予測で，集団通信関数を2PU に行う通信に変換するが，その通信方法は MPI 規格
の実装依存であるという問題も存在する． 
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 2.4 関連研究のまとめ 
これまでに提案されている予測手法を，表 2.4-1に示す． 
 
表 2.4-1 従来の提案手法の比較 
手法の型 提案者 予測対象プログラム 予測誤差 
予測 
オーバヘッド 
欠点 
Instruction-Level型 久保田等[4] NPB2.3 MG，LU 10%以内 10倍以上 
シミュレー タの生成する中間コ ドーおよび，
ネットワークシミュレーションに膨大な時間
がかかり，予測オーバヘッドが大きい 
Yarrow等[5] NPB2.3 LU 30%以内 低 
プログラム毎に実行時間を手動で導き出す
必要があり，汎用性がない．また，モデル
化にあたり，一定の通信時間を想定するた
め，予測誤差が大きい． Static-Parameter型 
Rothberg等[6] 
LU，CG，FFT， 
Burnes-Hut 
Volume Rendering
 低 
解析方法が全てのプログラムに適用でき
ず，汎用性がない．なお，実記との比較が
なされていないため，予測精度は不明 
Dickens等[8] 
SOR，BPS， 
APUCS，PGL 
10%以内 30倍 
通信予測の際，通信関数の実行タイミング
を予測するため，PU 毎のシミュレー ション
を行わなくてはならず，予測オーバヘッド
が大きい． 
Prakash等[9] 
NPB2.3 
MG，LU，SP，BT 
20%以内 5倍以上 
実行 PU数分全てのシミュレ シーョンを行う
ため，予測オーバヘッドが大きい．また，予
測対象機の PU 数に予測オーバヘッドが
依存する． 
Execution-Driven型 
堀井等[10] 
NPB2.4 
EP，CG，LU 
10%以内 
（16PU以内）
30%以上 
（32PU以上）
1/10以内 
（16PU以内）
10倍 
（32PU以上）
通信コンテンションの影響を考慮していな
いため，通信性能の低下を予測できず，最
大の実行性能を示す PU 数の特定ができ
ない．予測方法がMPI実装依存である． 
 
表 2.4-1 に示す従来の予測手法は，予測精度と予測に必要な時間との妥協点を導き出すこと
で，利用法にあった実行性能予測を実現している．しかし，比較的予測精度の高い
Instruction-Level 型と，[10]を除くExecution-Driven 型のシミュレーションでは，実際のプロ
グラム実行時間以上の時間が必要であり，プログラムの実行時間が何日とかかるプログラムを予測
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 するのには適していない．また，比較的予測オーバヘッドが小さい[10]では，予測前提条件に問
題があり，予測 PU数が増えると通信予測誤差が大きくなり，最大の実行性能を示すPU数を予測
できない． 
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 第3章 提案手法 
第 2章で示した[10]の手法は，他の手法に比べ，実際の実行よりも速く実行時間を予測すること
が可能であった．しかし，通信部分の予測は，通信コンテンションの発生がない，理想的な環境で
行うことを前提としているため，通信性能の低下を予測することができない． 
本章では， [10]の手法のうち，通信部分の予測手法に変更を加え，通信性能の低下による並
列プログラム全体の実行性能の低下を予測し，最大の実行性能を示す PU 数の特定を可能にす
る手法を提案する．本手法は，通信コンテンションの発生による，通信の待ち時間を考慮した通信
ブロック基礎データを予測に用いることで，上記した問題の解決を図るものである． 
本手法は，MPIプログラムを計算ブロック，通信ブロックに分割し，各ブロックの実行時間を予測
することで，プログラム全体の実行時間を予測する．各ブロックの実行時間の予測は，各ブロック 1
回分の実行時間（以降，ブロック基礎データとする）と，各ブロックの実際の実行回数を取得するこ
とで行う．その際，ブロック基礎データとブロック実行回数の取得を短時間で行うことで，実際の実
行よりも速く実行時間を予測することが可能となる．この取得方法を簡易実行と呼ぶ． 
本章ではこれより，3.1でブロックの定義及びプログラムのブロック分割方法を，3.2及び3.3で計
算ブロック基礎データ及び通信ブロック基礎データの取得方法を，3.4 でブロック実行回数の取得
方法を述べ，最後に3.5でプログラム全体の実行時間予測方法を述べる． 
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 3.1 プログラムのブロック分割方法 
本節では，ブロックの定義及び，予測対象プログラムを計算ブロック・通信ブロックへ分割する方
法を述べる． 
まず，ブロックの定義を以下に示す． 
 
z 計算ブロック ： 
 MPI通信関数を除く，繰り返し文の最内ループボディ及び， 
 繰り返し文で区切られる連続した実行文 
z 通信ブロック ： 
 メッセージの送受信を行うMPI通信関数を含む実行文 
 
次に，プログラムのブロック分割方法を以下に示す． 
 
(1) 繰り返し，条件分岐を行う文や，GOTO・STOP・RETURN・END 文を含まない，連続した実
行文の集合を計算ブロックとする． 
(2) MPI通信関数を含む文を通信ブロックとする． 
(3) (1)で得られた計算ブロック内で，MPI 通信関数が宣言されている場合は，MPI 通信関数の
前後で 2つの計算ブロックに分割し，また，MPI通信関数を含む文を通信ブロックとする． 
 
図 3.1-1 に，プログラムのブロック分割例を挙げる．図 3.1-1 右図の赤枠で囲われた部分が計
算ブロックであり，緑枠で囲われた部分が通信ブロックである．そして計算ブロック，通信ブロックに
は各々一意のブロックIDを振る． 
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図 3.1-1 プログラムのブロック分割例 
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 3.2 計算ブロック基礎データの取得方法 
本節では，計算ブロック基礎データの定義及び，計算ブロック基礎データ取得方法を述べる． 
計算ブロック基礎データとは，計算ブロック1回分の実行時間であり，計算ブロック基礎データは，
予測対象プログラムを予測対象計算機上で実際に実行し，得られた以下の値から算出する．以降，
計算ブロック基礎データをTb （iは計算ブロックID）とする． )(_ icomp
 
z  ： 予測の際に実行した計算ブロックの総実行時間 )(_ icompTe
z  ： 予測の際に実行した計算ブロックの総実行回数 )(_ icompNe
 
なお，上記で示す値を求めるための測定文は，計算ブロックの前後ではなく，「当該計算ブロッ
クのみをル プーボディとして持つ DO ループの前後」に挿入する．これはキャッシュ効果，コンパイ
ラ最適化を考慮した計算ブロック基礎データを取得するためである．ただし，計算ブロックがDOル
ープ構造内にない場合，測定文は計算ブロックの前後に挿入する．図 3.1-1 のプログラム例では，
計算ブロック１，３は計算ブロックの前後に，計算ブロック２はL2ループの前後に，計算ブロック４は
L4ループの前後に測定文を挿入する． 
また，計算ブロック基礎データの取得を簡略化するため，以下の処理を施す．  
 
(1) 計算ブロック基礎データを変化させない実行文をコメントアウト 
(2) 計算ブロック基礎データ測定対象外のDOループの繰り返し回数を削減 
 
(1)で述べた計算ブロック基礎データを変化させる実行文とは 
z 計算ブロック内の文 
z 計算ブロック内で利用される配列変数の，インデックスとして参照される変数を決定する文 
z 計算ブロック基礎データ測定対象の計算ブロック実行回数を決定する文 
z IF文等の，計算ブロックの計算順序を決定する文 
であり，これ以外をコメントアウトする． 
(2)で述べたDOループ繰り返し回数の削減に関しては，キャッシュ効果を考慮すると，ある程度
ループを回す必要がある．本稿では，繰り返し回数を1/10に削減した． 
図 3.1-1 のプログラム例に対して，図 3.2-1 に上記した修正を施したプログラムを示す．図 
3.2-1 右図が修正後のプログラムである．赤点線で囲われたブロックが，計算ブロック基礎データを
測定する区間を意味する．また，（１）より，通信ブロック１は受信データが計算ブロック基礎データ
を変化させないためコメントアウトし，(2)よりL1ループの繰り返し回数を削減する． 
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図 3.2-1 計算ブロック基礎データ取得プログラム例 
そして，上記した修正を施した予測対象プログラムを，予測対象計算機上で実行することで計算
ブロック基礎データを高速に取得する．この簡略化した計算ブロック基礎データの取得方法を，計
算ブロックの簡易実行と呼ぶ． 
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 3.3 通信ブロック基礎データの取得方法 
本節では，通信ブロック基礎データの定義及び，通信ブロック基礎データの取得方法を述べる．
本節で述べる通信部分の予測手法が，以下に示す[10]の手法の問題点を解決するものである． 
z 予測方法がMPI規格の実装依存である 
z 通信コンテンションの発生による，通信の待ち時間を予測できない 
MPIETE[10]では，通信ブロック基礎データは，予測対象計算機上のネットワークにおける，通信
サイズに比例した通信時間であった．この通信時間と通信トレ スーファイルから通信時間を算出し
ていくが，通信コンテンションの発生に伴う通信の待ち時間を予測できず，通信性能の低下を特定
できない．そのため，本手法では，以下のように通信ブロック基礎データの定義を変更し，上記した
問題の解決を図る． 
通信ブロック基礎データとは，通信ブロック1回分の実行時間であり，通信ブロック基礎データは，
予測対象プログラムを予測対象計算機上で実際に実行し，得られた以下の値から算出する．以降，
通信ブロック基礎データをTb （ は通信ブロックID）とする． )(_ jcomm j
 
z  ： 予測の際に実行した通信ブロックの総実行時間 )(_ jcommTe
z  ： 予測の際に実行した通信ブロックの総実行回数 )(_ jcommNe
 
なお，上記で示す値を求めるための測定文は，通信ブロックの前後に挿入する． 
また，通信ブロック基礎データの取得を簡略化するため，以下の処理を施す．  
 
(1) 通信ブロック基礎データを変化させない実行文のコメントアウト 
(2) プログラム全体の通信順序を変化させない限り，DOループの繰り返し回数の削減 
 
(1)で述べた，通信ブロック基礎データを変化させる実行文とは， 
z 通信データサイズを決定する文 
z 通信相手及びメッセージIDを決定する文 
z IF文等の，通信順序を決定する文 
であり，これ以外をコメントアウトする． 
(2)で述べた DO ループの繰り返し回数の削減に関しては，通信コンテンションの発生を考慮す
ると，ある程度ループを回す必要がある．本稿では，繰り返し回数を1/10 に削減した．なお，通信
毎に通信データサイズや通信相手・メッセージID が変化する場合，ル プー回数の削減は行わな
い． 
図 3.1-1 のプログラム例に対して，図 3.3-1 に上記した修正を施したプログラムを示す．図 
3.3-1 右図が修正後のプログラムである．緑点線で囲われたブロックが，通信ブロック基礎データを
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 測定する区間を意味する．また，塗りつぶされた赤枠は，（１）よりコメントアウトする計算ブロックを
意味し，(2)よりL1ループの繰り返し回数を削減する． 
 
図 3.3-1 通信ブロック基礎データ取得プログラム例 
そして，上記した修正を施した予測対象プログラムを，予測対象計算機上で実行することで通信
ブロック基礎データを高速に取得する．この簡略化した通信ブロック基礎データの取得方法を，通
信ブロックの簡易実行と呼ぶ． 
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 3.4 ブロック実行回数の取得方法 
本節では，各ブロックの実際の実行回数を取得する方法を示す．ブロック実行回数は以下の方
法で取得する．以降，計算ブロック，通信ブロックの実際の実行回数を ，
とする． 
)(_ icompNr
)(_ jcommNr
 
(1) 各ブロックの実行回数を変化させない実行文のコメントアウト 
(2) ループボディにブロック実行回数を決定する実行文がない限り，繰り返し回数を削減する 
 
(1)で述べたブロック実行回数を変化させる実行文とは， 
z 繰り返し回数を決定する文 
z IF文等の，他のブロックの計算順序・通信順序を決定する文 
であり，これ以外をコメントアウトする． 
(2)で述べた繰り返し回数の削減は，本稿では1回に削減した． 
図 3.1-1 のプログラム例に対して，図 3.4-1 に上記した修正を施したプログラムを示す．図 
3.4-1 右図が修正後のプログラムである．塗りつぶされた部分が(1)よりコメントアウトするブロックを
意味し，(2)より該当ループの繰り返し回数を削減する． 
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図 3.4-1 ブロック実行回数取得プログラム例 
そして，上記した修正を施した予測対象プログラムを，予測対象計算機上で実行することでブロ
ック実行回数を高速に取得する． 
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 3.5 プログラム全体の予測時間算出方法 
本節では，プログラム全体の予測時間算出方法を示す． 
3.2～3.4 で示した方法で得た基礎データを用い，以下の式よりプログラム全体の予測時間
を算出する． allTe_
 
)(_)(_)(_)(__
)(_
)(_)(_
)(_
)(_)(_
jcommNrjcommTbicompNricompTballTe
jcommNe
jcommTejcommTb
icompNe
icompTeicompTb
ji
×+×=
=
=
∑∑
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 第4章 MPIETE2 
本章では，筆者が開発した，MPI プログラムの実行時間を予測するツールMPI Execution 
Time Estimator 2（MPIETE2）について示す．MPIETE2は，MPIETE[10]で利用される予測
手法の中で，第3 章で示した通信部分の予測手法に改良を加え，通信コンテンションによる待ち
時間を考慮した通信時間の予測を可能にしたものである．本章ではこれより，MPIETE2の予測対
象プログラム，MPIETE2の機能，MPIETE2を用いた予測の流れを示す． 
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 4.1 MPIETE2の予測対象プログラム 
MPIETE2で予測可能なプログラムの条件を以下に示す． 
 
z 予測対象計算機上で実行可能である 
z FORTRAN77で記述されている 
z 通信は，MPI関数で記述された通信のみである 
z 同じプログラムを実行した際，常にブロック実行回数が一定である 
 
1つ目の条件に関しては，MPIETE2は簡易実行により基礎デー タおよび実行回数を取得する．
それ故，予測対象計算機上での実行可能が予測の前提となる． 
2 つ目，3 つ目の条件に関しては，MPIETE2 はプログラムの字句解析・構文解析を行い，ブロ
ックに関する処理を行う．それ故，構文解析可能もしくは，字句解析で通信ブロックとして認識可能
が予測の前提となる． 
4 つ目の条件に関しては，手法の特性上，実際の実行時と予測の実行時で，ブロック実行回数
が一致することが前提となる．一般に，入力セットが異なるとブロック実行回数は変化する．本手法
では，実行時に入力セットは同じものを利用するものとする．ただし，入力セットが一致しても，ブロ
ック実行回数が異なるものに，ランダマイズドアルゴリズムがある．ランダマイズドアルゴリズムは，
NP 問題等解くのに指数時間がかかるような問題に対して，入力セットをランダムに抽出し，計算す
ることで，逐次的に解くよりも高速に解を導き出す手法である．本アルゴリズムを適用しているアプリ
ケーションは，入力セットが毎回異なり，ブロック実行回数が実行毎に変化するため，本手法の予
測対象プログラムから除外する． 
 
 25
 4.2 MPIETE2の機能 
MPIETE2の，MPIプログラムの実行時間を予測するための機能を示す． 
MPIETE2は，以下の機能を持つ． 
 
z MPIプログラムより，計算ブロック基礎データ取得プログラムを自動生成する 
z MPIプログラムより，通信ブロック基礎データ取得プログラムを自動生成する 
z MPIプログラムより，ブロック実行回数取得プログラムを自動生成する 
z 計算ブロック基礎データファイル，通信ブロック基礎データファイル，ブロック実行回数データ
ファイルより，プログラムの実行時間を予測する 
 
また，MPIETE2の仕様を表 4.2-1にまとめる． 
表 4.2-1 MPIETE2の仕様 
プログラム言語 C++ 
使用コンパイラ Visual C++ .NET 2003 
行数 19635 
モジュール数 813 
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 4.3 MPIETE2による実行時間予測の流れ 
図 4.3-1に，MPIETE2による実行時間予測の流れを示す． 
 
 
図 4.3-1 MPIETE2を用いた実行時間予測の流れ 
 
MPIETE2では，以下の手順で実行時間予測を行う． 
 
(1) ユーザが，予測対象プログラムファイルとユーザ入力パラメータを入力する 
ユーザ入力パラメータは以下のものである 
z プログラムファイル名及びプログラムファイルパス 
z 実行時間予測対象区間（開始行，終了行） 
(2) MPIETE2 が，予測対象プログラムに対して字句解析，構文解析及び，基礎データに合わせ
た変数依存解析を行い，以下3つの基礎データ取得プログラムを自動生成する 
z 計算ブロック基礎データ取得プログラム 
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 z 通信ブロック基礎データ取得プログラム 
z ブロック実行回数取得プログラム 
(3) ユーザが，MPIETE2により生成された3つのプログラムファイルを予測対象計算機上で実行
し，各基礎データを取得する 
基礎データは以下の３つからなる 
z 計算ブロック基礎データ 
z 通信ブロック基礎データ 
z ブロック実行回数 
(4) ユーザが，取得した各基礎データをMPIETE2に入力する 
(5) MPIETE2が，入力された各基礎データからプログラム全体の予測実行時間を算出する 
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 第5章 提案手法の評価 
本章では，第 4 章で示したMPIETE2 を用いて，NAS Parallel Benchmarks ver2.4 
（NPB2.4）の実行時間を予測し，予測実行時間と実際の実行時間の比較を行う． 
本章ではこれより，まず， 5.1でNPB2.4の概要を，5.2で予測対象計算機構成を示す．続いて
5.3 で NPB2.4 の実行時間予測結果を， 5.3.3 で予測に必要な処理時間を示し，最後に5.5 で
予測結果についてのまとめを行う． 
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 5.1 NAS Parallel Benchmarks 
本節では，提案手法の評価に用いたNAS Parallel Benchmarks (NPB)の概要を示す． 
NPBは，NASA Ames Research Centerで開発された並列コンピュータのためのベンチマー
クである．NPB は，５つのParallel Kernel Benchmarksと３つの Parallel CFD （流体力学，
Computational Fluid Dynamicsの略）Application Benchmarks から構成されており，並列コ
ンピュータの実行性能を知る上で，権威あるベンチマークの1つといえる． 
また，NASA Ames Research Center が Web 上で発行しているレポート“NAS Parallel 
Benchmark Results”では，プログラム実行時間と，Y-MP/1またはC90/1との性能比，標準価格
をもとにした価格性能比などについて報告される．現在更新が止まっているため，最新の情報を得
ることはできない．しかしNPBは広く利用されていて，多くのサイトで評価結果を公開しているため，
多くのプラットフォームと測定結果を比較することが可能である． 
NPB は Kernel Benchmarks として EP，CG，FT，IS，MG が，CFD Application 
Benchmarks としてLU，SP，BT が用意されている．プログラム言語としてはIS のみ C 言語で
の記述で，その他はFortran で記述されている．各プログラムには A ，B ，C ，W(orkstation)，
S(ample)の５つのCLASSが用意されている．これらCLASSによる相違点は，基本的に，問題サ
イズ（配列サイズ），反復回数である．問題サイズ，反復回数は，CLASS A，B，Cの順で大きくなる．
NPBの8つのプログラムは，全てのCLASSにおいて，実行するPU台数を選択することができる
が，選択できる台数に制限があり，SP ，BT ではn2（=1,4,9,16,･･･)台，その他のプログラムは2n
（=1,2,4,8,16 ,･･･）台での実行が可能である． 
NPB はMPI版のみでなくシリアル版も用意されており，OpenMPの研究にも広く利用される． 
本稿では，EP，CG，FT，MGのCLASS Bを実行時間の予測の対象とする． 
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 5.2 予測対象計算機 
本節では，予測対象計算機の構成を示す． 
予測対象計算機は，128ノードのPCから構成される性能ホモなクラスタである．表 5.2-1に各ノ
ードの計算機構成を，図 5.2-1に予測対象計算機のネットワーク構成を示す． 
 
表 5.2-1 予測対象計算機の各ノードのスペック 
Node数 128 
CPU Intel Pentium4 2.4GHz 
L2 Cache 512Kbyte 
Memory SDRAM 1Gbyte 
Network 1000BaseTX Ethernet 
Network Switch NETGEAR Gigabit Switch GS516T 1台 
NETGEAR Gigabit Switch GS524T 8台 
Compiler PGI ver5.1 
Compiler Option -fast 
MPI Library MPICH ver 1.2.5 
 
 
図 5.2-1 予測対象計算機のネットワーク構成 
 
図 5.2-1に示すように，予測対象計算機は，ノード16台を1つのスイッチ（モデルGS516T）に
接続し，ノドー16台をまとめた8つのスイッチ（モデル GS524T）を，上流で1つのスイッチにカス
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 ケード接続している．また，ノ ドーとスイッチ間，スイッチとスイッチ間の接続には，全て
1000BaseTXのEthernetを利用している． 
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 5.3 実行時間の予測結果 
本節では，MPIETE2を用いて，NPB2.4のEP，CG，FT，MGの実行時間を予測し，プログラ
ム毎の予測実行時間を示す．なお，予測対象とする区間は，それぞれのプログラムが性能評価の
対象としている区間とし，実行時間予測誤差は，以下の式より求める．単純に，実際の実行時間に
対する予測実行時間の割合としないのは，計算部分，通信部分の差分が互いに相殺しない予測
誤差を求めるためである． 
 
[%]  100×−+−=
実際の実行時間
予測通信時間実際の通信時間予測計算時間実際の計算時間
予測誤差  
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 5.3.1 EPの実行時間予測結果 
EP は，指定されたスキ ムーに従い生成された，多数のガウス分布に従う擬似乱数を用いて，2 
次元の統計情報を蓄積するベンチマークである．EP は並列計算に適しており，この問題を解く際
に通信をほとんど必要としないことから，本ベンチマクーは，システムが持つ浮動小数点演算の最
大実行性能を示すものと言える．通信は，Double Precision型でデータサイズ1 のデータを2回
と，データサイズ10のデータを1 回送っているのみである． 
図 5.3-1，表 5.3-1に，EPの予測実行時間と実際の実行時間を示す． 
 
 
図 5.3-1 EP CLASS Bの実際の実行時間と予測実行時間 
表 5.3-1 EP CLASS Bの実際の実行時間と予測実行時間 
PU台数 2 4 8 16 32 64 128
実際 128.047 63.940 31.927 15.995 8.205 4.054 2.062 計算
部分 予測 128.471 63.944 31.312 15.885 8.070 4.004 2.003 
実際 0.000 0.294 0.232 0.268 0.268 0.537 1.793 通信
部分 予測 0.002 0.003 0.700 0.702 0.602 0.602 1.977 
実際 128.048 64.234 32.159 16.263 8.473 4.591 3.855 
全体 
予測 128.472 63.946 32.012 16.587 8.672 4.606 3.979 
予測誤差[%] 0.33 0.46 3.37 3.35 5.54 2.49 6.31 
単位[s] 
 
表 5.3-1から，EPの予測誤差はすべての実行PU台数で7%以内である．また，図 5.3-1から
分かるとおり，最大性能を示すPU数の予測が可能である．特に128PUの実行で，通信の性能低
下を予測できている． 
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 5.3.2 CGの実行時間予測結果 
CG は，共役勾配法を用いて，大規模で正値対称な疎行列の最小固有値の近似値を算出する
ベンチマークである．CGの通信では，PU台数が増えると1回あたりの送受信メッセージサイズは
減る．しかし逆に通信回数が増え，PU 毎では通信の総メッセー ジサイズは一定である．ただし，
PU 毎では総メッセージサイズは一定だが，PU 台数が増えるためにプログラム全体での送受信
メッセージサイズは増加していく． 
図 5.3-2，表 5.3-2に，CGの予測実行時間と実際の実行時間を示す． 
 
 
図 5.3-2 CG CLASS Bの実際の実行時間と予測実行時間 
表 5.3-2 CG CLASS Bの実際の実行時間と予測実行時間 
PU台数 2 4 8 16 32 64 128
実際 128.047 63.940 31.927 15.995 8.205 4.054 2.062 計算
部分 予測 128.471 63.944 31.312 15.885 8.070 4.004 2.003 
実際 0.000 0.294 0.232 0.268 0.268 0.537 1.793 通信
部分 予測 0.002 0.003 0.700 0.702 0.602 0.602 1.977 
実際 128.048 64.234 32.159 16.263 8.473 4.591 3.855 
全体 
予測 128.472 63.946 32.012 16.587 8.672 4.606 3.979
予測誤差[%] 1.35 0.84 13.57 3.15 7.05 8.39 0.46 
単位[s] 
表 5.3-2より，CGの予測誤差はすべてのPU台数で 14%以内である．図 5.3-2から分かると
おり，最大の実行性能を示すPU数の予測が可能である． 
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 5.3.3 FTの実行時間予測結果 
FTは，三次元偏微分方程式をFFTおよび逆FFTを用いて解くベンチマークである． 
FTのベンチマーク測定区間での通信は，集団通信関数MPI_Alltoallを行っている．PU数の増
加に伴い，各PU のメッセージサイズは減るが，PU 間の通信回数が増加するため，総メッセ ジー
サイズは一定である． 
図 5.3-3，表 5.3-3に，FTの予測実行時間と実際の実行時間を示す． 
 
 
図 5.3-3 FT CLASS Bの実際の実行時間と予測実行時間 
表 5.3-3 FT CLASS Bの実際の実行時間と予測実行時間 
PU台数 2 4 8 16 32 64 128
実際 337.277 158.480 80.015 40.372 21.052 10.438 3.117 計算
部分 予測 348.906 154.619 79.945 41.379 26.913 13.185 3.880 
実際 162.288 98.329 65.361 37.575 36.163 26.198 38.155 通信
部分 予測 146.972 116.158 77.691 42.013 36.827 26.602 40.347 
実際 499.565 256.809 145.375 77.947 57.215 36.636 41.272 
全体 
予測 495.878 270.777 157.636 83.392 63.740 39.787 44.226 
予測誤差[%] 5.39 8.45 8.53 6.99 11.40 8.60 7.16 
単位[s] 
 
表 5.3-3 より，FT の予測誤差はすべてのPU 台数で 12%以内である．図 5.3-3 から分かると
おり，128PUの実行時で通信性能の低下を予測し，最大の実行性能を示すPU台数の特定が可
能である． 
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 5.3.4 MGの実行時間予測結果 
MG は，三次元ポアソン方程式を，簡略化したマルチグレッド法で解くベンチマークである．MG
の通信は 1対 1が主であり，階層的なグリッド上で，隣接したPU同士が通信を行う． 
図 5.3-4，表 5.3-4に，MGの予測実行時間と実際の実行時間を示す． 
 
 
図 5.3-4 MG CLASS Bの実際の実行時間と予測実行時間 
表 5.3-4 MG CLASS Bの実際の実行時間と予測実行時間 
PU台数 2 4 8 16 32 64 128
実際 41.298 22.994 12.961 6.909 4.762 2.357 1.251 計算
部分 予測 37.874 21.438 12.914 6.574 4.595 2.438 1.171 
実際 4.402 4.686 3.930 2.426 1.864 2.289 1.772 通信
部分 予測 5.277 6.967 4.953 3.358 2.093 2.779 1.728 
実際 45.700 27.681 16.890 9.335 6.626 4.645 3.024 
全体 
予測 43.152 28.405 17.867 9.932 6.689 5.217 2.899 
予測誤差[%] 9.41 13.87 6.34 13.56 5.98 12.31 4.14 
単位[s] 
 
表 5.3-4より，MGの予測誤差はすべてのPU台数で 14%以内である．図 5.3-4から分かる
とおり，最大の実行性能を示すPU数の予測が可能である． 
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 5.4 予測に必要な処理時間 
本節では，MPIETE2を用いた，予測に必要な処理時間を示す． 
予測に必要な処理時間は，以下に示す3つの処理時間からなる 
 
(1) MPIETE2が行う，基礎データ取得プログラムの生成時間 
(2) 予測対象計算機上で行う，基礎データ取得プログラムの実行時間 
(3) MPIETE2が行う，基礎データからの実行時間算出時間 
 
上記 3 つの処理時間のうち，(1)，(3)に関しては，表 5.4-1 に示す計算機上の実行で，処理時間
は 1秒未満であるため，本稿では割愛する． 
 
表 5.4-1 MPIETE2の処理を行う計算機構成 
CPU Pentium M 1GHz 
L2 Cache 1Mbyte 
Memory SDRAM 256Mbyte 
Compiler Visual C++ .NET 2003 
Compiler Option /O2 /Ot /G7 
 
 
本節ではこれより，(2)にかかる処理時間を示す． 
(2)の基礎データ取得プログラムの実行時間とは，予測対象計算機上で行う，予測対象区間の
予測に必要な処理時間のことであり，以下の３つの処理時間からなる． 
 
z 計算ブロック基礎データ取得プログラムの実行時間 
z 通信ブロック基礎データ取得プログラムの実行時間 
z ブロック実行回数取得プログラムの実行時間 
 
以下， 表 5.4-2 に基礎データ取得プログラムの実行時間を，図 5.4-1 に実際の実行時間と予
測に必要な処理時間の比較を示す． 
 
 
 38
 表 5.4-2 基礎データ取得プログラムの実行時間 
基礎データ取得プログラム実行時間 
Prog. 
計算ブロック基礎データ通信ブロック基礎データ ブロック実行回数 
EP 23.49 4.79 0.17 
CG 108.81 13.12 31.85 
FT 90.94 120.11 10.48 
MG 0.79 6.68 7.52 
      単位[s]    
 
図 5.4-1 2-128PUの実際の総実行時間と予測に必要な処理時間の総和 
 
図 5.4-1より，実際の実行時間と比較して，EPでは約 1/10，CGでは約 1/4，FTでは約 1/5，
MGでは約1/7の時間で，最大性能を示すPU台数の特定が可能であり，MPIETE2を用いた予
測手法の有効性を示すことができた．  
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 5.5 実行時間予測結果のまとめ 
MPIETE2を用いて，NPB2.4 EP，CG，FT，MGの実行時間を予測し，実際の実行時間と比
較したところ，以下のことがわかった． 
 
z 予測誤差は，2~128PUすべてで14%以内であった 
z 予測には，約1/4の時間がかかる 
z すべてのプログラムで，最大の実行性能を示すPU数の特定が可能である 
 
第 2 章で示した関連研究では，[10]を除くと，予測に必要な処理時間は，実際の実行時間以上
かかる．また，[10]では通信コンテンションの発生による実行性能の低下を予測することができない．
上記した予測結果は，これら問題点を解決するものであり，本手法を実装したMPIETE2 の有効
性を示すことができた． 
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 第6章 おわりに 
本章では，本論文のまとめを示し，今後の研究方針について述べる． 
本稿では，通信性能の低下による並列プログラムの実行性能の低下を予測し，最大の実行性能
を示すPU 数を特定する手法を提案した．また，提案した手法を用いてMPI プログラムの実行時
間を予測するMPIETE2 を示し，MPIETE2 をNPB2.4 の EP，CG，FT，MG を用いて検証を
行った．検証の結果，問題サイズCLASS B，2~128PUの実行では，実際の実行時間と比較して，
14%以内の予測誤差で予測可能であり，予測に必要な処理時間は，1/4 程度の時間であった．ま
た，4つのプログラムすべてで最大の実行性能を示すPU数を予測するが可能であり，第2章で述
べた従来研究に対する優位性を示すことができた． 
最後に，今後の研究方針を以下に挙げる． 
z 提案手法における，ル プー回数削減方法の確立 
z MPIETE2のC言語への対応 
前者に関しては，本稿では1/10 の回数に静的に決めていた．この方法では，予測手法を適用
できないプログラムが存在する可能性がある．今後はより多くのプログラムに本手法を適用し，検証
を重ねていく． 後者に関しては，MPICH は C 言語からも利用可能なライブラリである．今後は
Fortran だけでなく，C 言語を利用したMPI プログラムの予測を可能にし，MPIETE2 の汎用性
の向上を図る．
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