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深層学習，特に深層畳み込みニューラルネット ( CNN )を用いた画像変換は，従来アル
ゴリズムでは不可能であった複雑で知的な処理を人間の手作業なしに達成できるようにし
た．たとえば，CNN を用いた白黒写真への着色 [20] は，従来は人間の判断と手作業でし
か成し得なかった複雑な色付け作業を，大量の画像データを学習した CNN によって自動

























































































ReLU(Recitified Linear Unit)関数はランプ関数 (ramp function)とも呼ばれ，2011年
に Glorotらによって Logistic Sigmoid関数や Hyperbolic Tangent関数よりも有効である
と発表された [8]．
入力 x，出力 y とすると ReLU関数は以下のようになる．
y =
{
x x > 0
0 x ≤ 0
(2.1)
LeakyReLU関数
LeakyReLU 関数は ReLU 関数の持つ Dead Neuron の問題を解決するために負の入力
に対しても緩やかに勾配を与えるように改良された関数である．LeakyReLU関数の効果に
ついてはMaasら [36]によって報告されている．




x x > 0
























Batch Normalization [21]は Ioffeらによって提案されたニューラルネットワークでの勾
配の正規化手法で，学習を効率的に行うことができる．
4次元配列で (N,C,H,W )のサイズの特徴マップ X があって，その各要素を xnchw と
表す．ただし，N はミニバッチのサイズ，C は特徴マップのチャンネル数，H は特徴マッ
プの高さ，W は特徴マップの幅を表すものとする．つまり，nは 1以上 N 以下，cは 1以
上 C 以下，hは 1以上 H 以下，wは 1以上W 以下である．





























均値 0，分散 1の標準正規分布に正規化した後，学習パラメータ γ でスケーリングし，学習
パラメータ β でシフトする．3)ゼロ除算を避けるため，極小の値として εが設定される．
誤差逆伝播など細かい実装については付録 Aに記載する．









Instance Normalization は Batch Normalization とは違い，各バッチは独立したもの
として扱う．得られる特徴マップの要素 ynchw は入力特徴マップの要素 xnchw を用いて






















宮戸らによって提案された Spectral Normalization [40]はスペクトルノルムを正規化す
ることによって学習を安定させ，GANによる画像生成の性能を大きく向上させた．
ニューラルネットワーク中の処理としてある関数 g(·) が存在するとする．関数 g(·) は
重み行列 W をパラメータとして持つ関数であり，入力ベクトル x と出力ベクトル y は
y = g(x ;W )という関係になる．このとき，スペクトル正規化を関数 gに対して行う場合，
関数 g の本来持つ重み行列パラメータW ではなく，W をスペクトル正規化した W̄SN (W )
を関数 g のパラメータとして用いて y = g(x ; W̄SN (W ))とする．W はスペクトルノルム
σ(W )が 1になるよう，式 (2.11)に示す式でスペクトル正規化され W̄SN (W )となる．




スペクトルノルム σ(W )は計算の高速化のため power iteration法という手法を用いて計算
される．power iteration法を利用してスペクトル正規化をする場合の，スペクトル正規化






Require: W 正規化する重み行列 (パラメータ)
Require: f(W ) パラメータW で定義される目的関数




W̄SN (W ) = W/σ(W ) = ũ
TWṽ
W ←W − α∇W f(W̄SN (W ))
end while
L1誤差
画像間の L1 誤差は，２つの画像 Ia，Ib の差の L1 ノルムを計算することによって得ら
れる．
２つの画像をそれぞれ Ia，Ib とする．画像が (H,W,C)の 3次元配列として表現される
とき，各画素の値を Ia(h,w, c)，Ib(h,w, c)というように表現する．
２つの画像の L1誤差 Lは




















|Ia(h,w, c)− Ib(h,w, c)| (2.14)
とすることが多い．
L2ノルムとMSE
L2ノルムに関する誤差関数がいくつか存在する．ここでは L2 ノルム (フロベニウスノ




ここでの計算では 2つの画像をそれぞれ Ia，Ib とし，画像が (H,W,C)の 3次元配列と
して表現されるとき，各画素の値を Ia(h,w, c)，Ib(h,w, c)というように表現する．
フロベニウスノルムは行列 (テンソル) を一つのベクトルとして捉え，その L2 ノルム
(ユークリッドノルム)を計算するものである．したがって次のような計算となる．








(Ia(h,w, c)− Ib(h,w, c))2 (2.16)
一方で MSE は，全ての要素についての L2ノルムの二乗の平均であり
LMSE =
1


















(Ia(h,w, c)− Ib(h,w, c))2
)
(2.18)
また，画像間の比較では RGB色空間において，画素値を 0 以上 1 以下の値に正規化し
た状態で評価するのが一般的であり，0 以上 255 以下の 8bit color での比較ではないこと
に注意する．
SSIM / MSSIM
Structural Similarity (SSIM) [56]は画質評価指標のひとつである．比較する二つの画像
X，Y について，それぞれ画素値の平均 µx，µy と標準偏差 σx，σy を求める．このとき，
画像 X，Y の差異を評価する指標 SSIMは式 (2.19)と定義される．
SSIM =
(2µxµy + C1)(2σxy + C2)
(µx2 + µy2 + C1)(σx2 + σy2 + C2)
(2.19)
ここで一般的に C1，C2は C1 = (K1L)
2，C2 = (K2L)
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Nearest-Neighbour ロス [33] は nearest-neighbour search によって得られるロスであ
る．特徴マップの次元のうち，高さ H と幅W を意味する次元は空間的な座標を持ち，空
間的な連続性があるはずである．4)特徴マップ F 上において，式 (2.20) で定義されるある





p ∈ {(h,w)|h,w ∈ N, 1 ≤ n ≤ H, 1 ≤ n ≤W} (2.20)
F (p) =
(
F (1, h, w), F (2, h, w), . . . , F (C, h,w)
)T (2.21)
ある座標 pに対して k × k の近傍領域 Nk(p)が定義されているとする．近傍領域 Nk(p)
は座標 pが式 (2.22)と定義されるとき，式 (2.23)と定義される．ただし，k は正の奇数と
する．
p = (i, j) (2.22)
Nk(p) = Nk(i, j) = {(x, y)|max(1, i− k/2) ≤ x ≤ min(W, i+ k/2), (2.23)
max(1, j − k/2) ≤ y ≤ min(H, j + k/2)}
= {q} (2.24)
比較する特徴マップとして Fa,Fb の 2つの特徴マップが与えられたときに，ある座標 pに
ついて nearest-neighbour searchし座標 q′ を得ることを考える．このとき，得られる座標
q′ は座標 pの近傍領域 Nk(p)に所属する座標 q のうち，特徴ベクトル Fa(p)と Fb(q)の
L1距離が最小となるような q である．
特徴マップ Fa，Fb についての Nearest-Neighbour ロス LNN (Fa, Fb) は，特徴マップ
Fa に所属するすべての特徴ベクトルの座標について，特徴マップ Fb の特徴ベクトルを
nearest-neighbour search して得られる特徴ベクトルとの L1 ロスの合計として式 (2.25)
のよう定義される．ただし，特徴マップ Fa，Fb はともに高さH，幅W でチャンネル数 C
の形をしているものとする．




















Require: β1, β2 ∈ [0, 1): ハイパーパラメータ
Require: f(θ): パラメータ θ で定義される目的関数 (モデル)
Require: θ0: モデルパラメータの初期値
m0 ← 0 初期値 0で一次モーメントを初期化
v0 ← 0 初期値 0で二次モーメントを初期化
t← 0 ステップ数を初期化
while θt が収束していない do
t← t+ 1
gt ← ∇θft(θt−1)　 (ステップ tでの目的関数の勾配を計算)
mt ← β1 ·mt−1 + (1− β1) · gt 　 (バイアスされた一次モーメント推定値を更新)
vt ← β2 · vt−1 + (1− β2) · gt2 　 (バイアスされた二次モーメント推定値を更新)
m̂t ← mt/(1− βt1)　 (一次モーメント推定値をバイアス補正)
v̂t ← vt/(1− βt2)　 (二次モーメント推定値をバイアス補正)
θt ← θt−1 − α · m̂t/(
√
v̂t + ε)　 (パラメータの更新)
end while































































写真補正後から，ニューラルネットでのドメイン変換技術 Cycle-GAN [61] を用いて学習
し，補正前らしい写真から補正後らしい写真に変換する Deep Photo Enhancer [4]が提案
された．
操作性を改善した画像認識ベース自動写真補正






















































Nelder-Mead 法 [42] はブラックボックス最適化手法のひとつである．Nelder-Mead 法
では，関数 f(x) について最小となる x を求めたい場合，x ∈ Rn ならば n + 1 個の点を
用いて探索を進めていく．初期点 x0 に対し，n 個の単位ベクトルをそれぞれ足し合わせた
x1,x2, · · · ,xn を用意し，初期点を含むこれら n+ 1 個の点から探索を始める．f(x) が最
大となる xi について，その位置を配置させ直す更新作業を繰り返し，最小となる x を見つ
ける．
更新対象となる点 xi に対して，以下のいずれかの操作を行う．ここで c は更新対象を除




対象移動 xi ← c− (xi − c)
膨張移動 xi ← c− 2(xi − c)
収縮移動 xi ← c± 0.5(xi − c)
これらのいずれも適切でない場合は，現時点で最小となる点以外全てを最小となる点に近づ
ける．


























補正内容パラメータとして出力する 21 次元のベクトルは，実際には 表 3.1 に示すパラ
メータになっている．これらのパラメータは内容的に重複する部分があり，同じ補正内容と
なる複数のパラメータの設定の仕方がある．また，これらのパラメータを利用する関数を，































図 3.4 - 3.6 に本手法でのデータセット生成の詳細を示す．本手法において，工程① (図 3.4)

























VGG19 [51] の部分は ImageNet [7] により事前学習済みのモデルを用いている．Ima-
geNetは 1000クラス分類のため，最終層の全結合層を変更し，1024次元のベクトルを出力
するように変えた．二つの 1024次元ベクトルを連結し，これを全結合層によって 2048次




















|y − f(x, θ)|











(a) 元画像 (b) 再構成画像
図 3.8 先行研究で検出できなかった再構成失敗画像の例．(a) は元の高品質画像，(b)





















露光 (Black, Color) (0, 0) (0.1, 0.75)
シャドウとハイライト - -
└ ホワイトポイント 0 10
└ (影, ハイライト) (50, -50) (100, 87.5)
└ (影の彩度, ハイライトの彩度) (100, 50) (50, 50)
(コントラスト, 明るさ, 彩度) (0, 0, 0.5) (0.5, 0.625, 0.625)
ホワイトバランス (R, G, B) (1, 1, 1) (0.5, 0.5, 0.5)
自然な彩度 25 50
色調整 (ハイライト XY, 影 XY, 彩度) (0, 0, 0, 0, 1) (40, 40, 40, 40, 0.5)
カラーコントラスト (GM, BY) (1, 1) (0.2, 0.2)





表 3.3 最適化手法による再構成結果の比較．Nelder-Mead法と CMA-ES法のそれぞ
れで劣化画像から復元した場合の，元画像との近さをMSE，SSIMによって比較．10枚
の画像に対して評価を行った．
手法 (目的関数) L1 ↓ MSE (RGB) ↓ SSIM ↑
Nelder-Mead [42] (L1) 0.0747 0.0110 0.8861
Nelder-Mead [42] (MSE) 0.0745 0.0105 0.8799
CMA-ES [11] (L1) 0.0342 0.0031 0.9325
CMA-ES [11] (MSE) 0.0317 0.0025 0.9328
また，Nelder-Mead 法と CMA-ES 法の復元精度の違いを定性的にも評価する．図 3.9
に入力となる劣化画像，Nelder-Mead 法 (MSE) での復元結果，CMA-ES 法 (MSE) での
復元結果，元画像を示す．Nelder-Mead 法は白飛びしている箇所が見られる他，色味が
CMA-ESほど元画像に近くないなどの性質が見られる．
(a) 劣化画像 (b) Nelder-Mead (b) CMA-ES (d) 元画像






S，V それぞれのMSEロスと SSIMを使う．ただし，SSIM は 1に近いほど類似度が高く，
小さくなるほど類似度が下がるため，1− SSIM を使う．












した結果がどれほど正しいか評価した．この結果を 表 3.4 に示す．
表 3.4 提案画像類似度評価指標と既存手法の分類結果の比較．再現できている/できて
いない をアノテーションした 60枚の画像で評価した．
Accuracy ↑ Specificity ↑
RGB MSE 0.52 0.19
提案 画像類似度評価指標 0.70 0.81
3.5.3 提案手法で作成されたデータセットで学習した自動補正
本手法による写真の自動補正結果を定性的に評価する．本研究ではデータセット作成の
ための素材となる高品質な写真を写真共有 SNSである Flickr [52] から収集した．本手法に
より，3224組のデータを作成し，3162組を学習データ，62組を検証用データとした．
先行研究の BBMO [44] では，14,049 組のデータがあり，13,750 組を学習データ，299
組を検証データとして利用していた．また，DPE [4] では 5000枚の画像のうち 4,500 枚を
学習データ，500枚を検証用データとして利用していた．
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(a) 入力画像 (b) BBMO [44] (c) DPE [4] (d) Photoshop [1] (e) 提案手法 (f) 元画像




























提案手法 入力画像 BBMO [44] DPE [4]
学習画像枚数 3,224 - 14,049 4,500
vs. 提案手法 - 0.11 0.32 0.43
vs. 入力画像 0.89 - 0.64 0.77
vs. BBMO 0.68 0.36 - 0.71































み込みニューラルネットを利用した Def-GAN [49] などが提案されており，アルゴリズム
ベースの手法と比べて複雑な変形が可能である．また，Def-GAN の精度を高めるための拡
張を加えた Def-ReSAGAN [17] が提案されている．Def-GAN，Def-ReSAGANの対象と



































































































表 4.2 HPE [3]におけるボーンの定義
ボーン 所属制御点
0 右胴体 1: 首 8: 右腰
1 右大腿 8: 右腰 9: 右膝
2 右下腿 9: 右膝 10: 右足首
3 左胴体 1: 首 11: 左腰
4 左大腿 11: 左腰 12: 左膝
5 左下腿 12: 左膝 13: 左足首
6 右鎖骨 1: 首 2: 右肩
7 右上腕 2: 右肩 3: 右肘
8 右前腕 3: 右肘 4: 右手首
9 右肩-右耳 2: 右肩 16: 右耳
10 左鎖骨 1: 首 5: 左肩
11 左上腕 5: 左肩 6: 左肘
12 左前腕 6: 左肘 7: 左手首
13 左肩-左耳 5: 左肩 17: 左耳
14 首-鼻 1: 首 0: 鼻
15 鼻-右目 0: 鼻 14: 右目
16 鼻-左目 0: 鼻 15: 左目
17 右目-右耳 14: 右目 16: 右耳
18 左目-左耳 15: 左目 17: 左耳
表 4.3 Deformable Transformにおける部位の定義とパラメータ算出法
部位 所属制御点 マスク領域の定義
0 左上腕 5:左肩，6:左肘 の端点で定義される矩形の 4頂点 両端点からの矩形定義
1 右上腕 2:右肩，3:右肘 の端点で定義される矩形の 4頂点 両端点からの矩形定義
2 左前腕 6:左肘，7:左手首 の端点で定義される矩形の 4頂点 両端点からの矩形定義
3 右前腕 3:右肘，4:右手首 の端点で定義される矩形の 4頂点 両端点からの矩形定義
4 左大腿 11:左腰，12:左膝 の端点で定義される矩形の 4頂点 両端点からの矩形定義
5 右大腿 8:右腰，9:右膝 の端点で定義される矩形の 4頂点 両端点からの矩形定義
6 左下腿 12:左膝，13:左足首 の端点で定義される矩形の 4頂点 両端点からの矩形定義
7 右下腿 9:右膝，10:右足首 の端点で定義される矩形の 4頂点 両端点からの矩形定義
8 顔 0:鼻，14:右目，15:左目，16:右耳，17:左耳 全制御点を含むバウンディングボックス








図 4.4 Deformable Transformにおける四肢の矩形領域の定義．図は参照画像における
矩形 Rk とそれに所属する p(k,j) ∈ Rk を表しているが，目的画像における矩形 R′k とそ
れに所属する q(k,j) ∈ R′k でも同様である．長辺の長さ rk,2 は対象とする点の距離，短
辺の長さ rk,1 は胴体の対角線の平均の 1/3である．
矩形領域の定義について説明する．四肢の 2つの制御点のみを持つ領域である左上腕，右
上腕，左前腕，右前腕，左大腿，右大腿，左下腿，右下腿の 8つの領域については 2つの端
点から矩形領域を定義する．k を領域のインデックスとし，k 番目の領域のことを Rk と表
すこととする．矩形の辺のうち，端点同士を結んだ線分と平行な辺を矩形の長辺とする．矩
形領域 Rk の長辺の長さは rk,2 とする．矩形の短辺は長辺に対して垂直であり，かつ端点を
通る線分である．また，このとき端点は短辺の中点に位置するものとする．矩形領域 Rk の









点の座標位置の最小二乗法で行う．人物の定義においては領域は領域 R0 . . . R9 の 10個あ
る．入力ポーズにおける k番目の領域に所属する制御点の集合を Rk とする．入力ポーズに
おける k番目の領域の j 番目の制御点の座標を p(k,j) ∈ Rk と表現する．目的ポーズにおけ
る k 番目の領域に所属する制御点の集合を R′k とする．目的ポーズにおける k 番目の領域
の j 番目の制御点の座標を q(k,j) ∈ R′k と表現する．ここで p(k,j) も q(k,j) も (x, y)座標で
あるので二次元ベクトルである．k 番目の領域についてのアフィン変換パラメータ θk は，














1として 2値の情報として作成する．こうして得られたマスクをそれぞれM0,M1, . . . ,M9
とする．図 4.6にマスク作成方法を図示する．
特徴マップを得られた 10個の変換パラメータ θ0, θ1, . . . , θ9 で入力特徴マップ F につい
てそれぞれアフィン変換する．
F ′k = f(F ;θk) (4.2)
これによって F ′0, F
′





F ′′k = F
′
k ◦Mk (4.3)
アフィン変換後の特徴マップにマスクをかけた特徴マップ F ′′0 , F
′′
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図 4.7 Deformable Transform．
37
4.3.2 敵対的生成ネットワーク (GAN)















ここで x ∼ pdata(x) は，確率密度関数 pdata(x) で表現される正解データの集合から確
率的に得られるデータ xを表す．z ∼ pz(z)は確率密度関数 pz(z)で表現されるノイズの
密度分布から得られるノイズ z を表す．ノイズの密度分布としては一般的に標準正規分布













V (D,G) = Ex∼pdata(x) [logD(x)] + Ez∼pz(z) [log (1−D(G(z)))] (4.4)
式 (4.4) で識別器 D の訓練の際，ひとつめの項 Ex∼pdata(x) [logD(x)] が大きくなるよ
うに，log 関数は単調増加であるので D(x) が大きくなるように訓練され，ふたつめの項
Ez∼pz(z) [log (1−D(G(z)))] も大きくなるように，D(G(z))が小さくなるように訓練さ
れる．生成器 Gの訓練は，ふたつめの項 Ez∼pz(z) [log (1−D(G(z)))] が小さくなるよう







問題があり，問題点の克服のために LSGAN [37]，WGAN-GP [10]，HingeGAN [40]，




式 (4.5),式 (4.6)のように表せるが，これに対して，RGANは式 (4.7),式 (4.8)のように
なる．ここで C(·)という関数は識別器の関数 D(·)から最後の活性化関数を削除したもの






LD = Ex∼P [logD(x)] + Ez∼Z [log(1−D(G(z)))] (4.5)
LG = −Ez∼Z [log(1−D(G(z)))] (4.6)
LD = −E(xr,xf )∼(P,Q) [log(sigmoid(C(xr)− C(xf )))] (4.7)
LG = −E(xr,xf )∼(P,Q) [log(sigmoid(C(xf )− C(xr)))] (4.8)
Relativistic Average Hinge GAN
RelativisticGAN 著者らはサポートベクタマシンや Wasserstein GAN，その他 Rela-
tivistic GAN を含む様々な GAN の関係性などについて理論的な考察を行っている．[26]
これにより，Relativistic GAN の派生の中では Relativistic Average Hinge GAN が最も
優れていることが示されている．
Relativistic Average Hinge GANは安定性のために Relativistic average Hinge Loss [25]
を利用する．Relativistic average Hinge Lossは以下のように定義される．ここで C(·)は
Discriminatorネットワークの出力を意味する．Pは正解データの分布，Qは生成データの
分布を意味する．正解データ，生成データそれぞれの分布に対する識別器の出力の平均と比











図 4.8 条件付き GANの構造．ラベルとノイズを連結したデータを生成器の入力とし，
生成されたデータとラベルを連結させたデータを識別器の入力とする．
ように定める．
D̃(xr) = C(xr)− Exf∼QC(xf ) (4.9)


















































たとえば，あるベクトル v1 と v2 があったとする．v1 と v2 が同一のベクトルであった
場合，
v1 = v2 ⇒ v1 · v2 = |v1|2 = |v2|2 (4.13)
となり，ベクトル v1 と v2 が直交する場合，
v1⊥v2 ⇒ v1 · v2 = 0 (4.14)
であり，ベクトル v1 と v2 が真逆の方向を向くとき，







(C,H,W )の形状をした特徴マップ F がある．
C はチャンネル．H，W は空間的な座標 (高さ，横幅)を表す．
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特徴マップ F をそれぞれ違った重みを持つ 1× 1畳み込み層 Convq(·),Convk(·)に通し，
各座標におけるベクトル (チャンネル方向に並んだ数値)を得ることが出来る．
Q′ = Convq(F ) (4.16)
K ′ = Convk(F ) (4.17)
Q′,K ′ はともに (C/8,H,W )の形をしている．各空間座標におけるベクトル同士の類似度
を得たいので，まず，各座標のベクトルを行列の各列に並べて (C/8,HW )という形にして
しまう．
Q = (qi,j) 1≤i≤C/8
1≤j≤HW




K = (ki,j) 1≤i≤C/8
1≤j≤HW















Softmax関数によって正の 0から 1の実数値に正規化する (確率マップへと変換する)．
E = Softmax(E′) (4.23)
E は行方向に検索する側 (query)，列方向に検索される側 (key)がある．つまり，行方向の
インデックスは”出力特徴マップの座標 p1における〜”，列方向のインデックスは”参照
特徴マップの座標 p2にかける重み”を意味する．したがって得られる重み付きの特徴マッ
プ (Self-Attention Feature Map)O′ は，入力特徴マップ F を 1× 1畳み込み Convv(·)に
よって変換した (C,H,W )の形の特徴マップ V ′ を行列 (C,HW )の形に変形した V を E
にしたがって加重和を計算することによって得られる．
V ′ = Convv(F ) (4.24)
V = (vi,j) 1≤i≤C
1≤j≤HW




O′ = V ET (4.26)
42
重み付き特徴マップを入力特徴マップの形に戻す．
O = (oc,h,w) 1≤c≤C
1≤h≤H
1≤w≤W
reshape←−−−−− O′ = (oi,j) 1≤i≤C
1≤j≤HW
(4.27)
こうして得られた重み付き特徴マップを入力特徴マップと重み γ で elementwiseな加算を
することで出力特徴マップが得られる．
F ′ = F + γO (4.28)
































































































































































































































O0(= V · ET)
O
 O
F 0 = F +  O
図 4.9 Self-Attention レイヤー．入力された特徴マップと同じ形の特徴マップを出力
する．途中，それぞれの座標の画素が画像中のどこを見ているのかの情報が Attention
















4. Global Discriminator による複雑な構造の画像生成
5. Progressive Growing による安定的で高速な学習
提案① 3x3 BlurConvolution / Equalized Learning Rate
画像分野での畳み込みニューラルネットにおいて，特徴マップの空間的解像度を上げ
る学習可能な変換としては，これまでに転置畳み込み層 ( Transposed Convolution ) や
UpSampling Convolution の使用が提案されてきた．これらは単純な Auto-Encoder や
U-Net などを含む様々なニューラルネットで使用されている．しかしながら，これらには
いくつかの問題点がある．UpSampling Convolution では，Nearest-Neibor Upsampling
を使う場合はジャギーによる精度低下が問題となり，Bilinear Upsampling を使う場合は
計算量の増大が問題となる．転置畳み込みを利用する場合も Checkerboard Artifact (市松
模様のノイズ) が問題となることが知られている．[43] UpSampling Convolution および
Transposed Convolution の違いは図 4.10と図 4.11 に図示している．
Def-ReSAGAN [17] では 4× 4 のカーネルを持つ Transposed Convolution をストライ
ド 2 ，パディング 1 で利用している．4× 4 であれば Checkerboard Artifact は減らせる
が，学習すべきパラメータ数は増加し，また半分以上の計算が無駄となる．
近年では，高品質な画像生成が可能なことで Progressive-GAN [28]，StyleGAN [29]，
StyleGAN2 [30] が知られている．これらでは Blur Convolution が採用されており，非常
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に効果的であることが示されている．また，同時に Equalized Learning Rate という技術
も同時に用いられており，Blur Convolution と合わせて強力である．
本研究では Blur Convolution および Equalized Learning Rate を利用することで，先
行研究より省パラメータかつ高精度な学習可能高解像度化変換を実現する．
Blur Convolution： Blur Convolution は簡単には通常の転置畳み込み層とフィルタ
処理で実装が可能である．3 × 3 の転置畳み込みをストライド 2 で行い，CheckerBoard








を Tout = PF ×W → O(Tfield, Twindow;θ) と表すこととする．Tfield はフィールド，Twindow は
ウィンドウ，θ は畳み込み処理を定義するパラメータである．畳み込み定義パラメータ θ
は θ = (θpadding, θstride, θdilation, θgroup) の 4つの非負整数値で構成される．また，スライ
ディングウィンドウ積和関数の入力であるフィールド Tfield ，ウィンドウ Twindow もまた，
畳み込み定義パラメータ θ で定義される処理により 入力特徴マップ Tin ，重みフィルタ
Tkernel から得られる．これらをまとめると式 (4.29) ∼式 (4.31)以下のようになる．
Twindow = DK →W(Tkernel ;θ) (4.29)
Tfield = DI → F(Tin ;θ) (4.30)
Tout = PF ×W → O(Tfield, Twindow ;θ) (4.31)
すなわち，畳み込み層の処理は，重みフィルタに 膨張変形 (dilation deformation) を加える
DK →W ( kernel to window )，入力特徴マップ外側に値を埋める変形 (padding deformation)
を加える DI → F ( input to field)，出力特徴マップを計算する処理 (product sum) を行う
PF ×W → O (field & window to output) の 3つに分解できる．
通常の畳み込み層の処理において，θpadding = 0 であれば変形 DI → F(·) は恒等変換と
なり，θdilation = 1 であれば変形 DK →W(·) は恒等変換となる．そして θstride に依存して
PF ×W → O(·) の挙動が変化し，ウィンドウをスライドさせる際のステップ幅が決まる．通常





Twindow = D̃K →W(Tkernel ;θ) (4.32)
Tfield = D̃I → F(Tin ;θ, Twindow) (4.33)
Tout = P̃F ×W → O(Tfield, Twindow ;θ) (4.34)
のようにおく．ウィンドウを作成する D̃K →W(·) は，通常の畳み込み層の場合の DI → F(·) と
同じ挙動である．大きく異なるのはフィールドを作成する処理 D̃I → F(·) で，通常の畳み込
み層のときと違い，ウィンドウのサイズにも依存して挙動が変わる．図 4.11 に示すとおり，




メータとして扱われる．さらに，θstride は通常の畳み込み層の場合では，PF ×W → O(·) でウィ
ンドウをスライドするステップサイズとして扱われていたが，転置畳み込み層ではフィール
ド作成処理 D̃I → F(·) で入力特徴マップの各画素間の隙間を表す値となっている．したがっ
て θstride = 1 で θpadding = window_size− 1 であれば，D̃I → F(·) は恒等変換となる．転置
畳み込み層でのスライディングウィンドウ積和処理 P̃F ×W → O(·) でのウィンドウステップ幅
は，θstride を使用せず常に 1 である．
Zhang ら [59] によると，ガウシアンカーネルに従い画像の拡大縮小をすることが画像認
識ニューラルネットにおいて重要であることが述べられており，ProgressiveGAN [28] で
はこれを受け，転置畳み込みと通常の畳み込みを併用し，信号処理的に好ましい画像拡大
を実現している．Blur Convolution の処理の例を 図 4.12 に示す．Blur Convolution では
カーネルサイズ 4× 4 の転置畳み込みではなく，3× 3 のサイズの転置畳み込みを利用する
ことで，学習が必要なパラメータ数をほぼ半減させる．しかしながら，3× 3 の転置畳み込










図 4.10 UpSample Convolutionの動作. Bilinear や Nearest-Neibor アップサンプリ
ングをした特徴マップに通常の畳み込みをする．図では予めアップサンプリング処理を
したものを入力特徴マップとして始めて，重みフィルタ 3 × 3 で畳み込み定義パラメー
タ θ = (θpadding = 1, θstride = 1, θdilation = 1, θgroup = 1) のときの畳み込み処理の挙
動を図解している．
図 4.11 Transposed Convolution の動作. 転置畳み込み処理をすることで空間解像
度を上げる．図では重みフィルタ 4 × 4 で畳み込み定義パラメータ θ = (θpadding =
1, θstride = 2, θdilation = 1, θgroup = 1) のときの転置畳み込み処理の挙動を図解して
いる．
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図 4.12 Blur Convolution の動作．




Cin ×KH ×KW で重みを割るだけである．この意図は，重みのす























深層学習では，線形和演算を多用するため，GPU (Graphics Processing Unit) を用いた
並列演算によって計算を高速化している．学習時に特にボトルネックとなるのは，学習デー





報は 表 4.1 に示す 18 個のキーポイント座標から生成可能である．このデータ生成は，




H ×W × 18 のサイズとなる．また，ニューラルネットに入力するマスク情報は目的画像
一枚につき H ×W × 10 のサイズとなる．したがって，256 × 256 のサイズの生成に入力
画像として 4枚の画像を使う場合，32 bit 浮動小数点数であれば
{(256× 256× 18)× (4 + 1) + (256× 256× 10)} × 4 byte = 25 M byte
であり，これを毎イテレーション毎にバッチサイズ分転送する必要がある．一方で，キーポ
イント座標を GPU に転送し，GPU 上でデータを生成する場合，






く．今回は 18個のキーポイントがある．vID ∈ R21 × · · · ×R218 のようなデータとなってい
る．R と表記してはいるが，実際には画像の縦横サイズの値に収まる数値であり，たとえば
画像サイズが 縦 64ピクセル横 64ピクセルであれば，その座標は 0から 64の値で表現さ
れている．キーポイントが存在しないものに対応するため，マスクを作成する．キーポイン




図 4.15 ニューラルネットの入力に使うポーズ情報の作成．画像サイズが縦 H ピクセ
ル, 横 W ピクセルとすると H ×W × 18 のサイズの特徴マップを，全ての入力画像・
目的姿勢に対して用意する必要がある．コンピューター上のメモリから GPUメモリに




利用する．固定のグラデーションとして，0 以上 H 以下の値が配列されたマップと，0 以



























矩形の四頂点に時計回りに v1,v2,v3,v4 と添数付ける．頂点 v1 と辺で繋がっている頂
点は v2 と v4 であり，矩形内部の任意の点 vi ( i は画像中のすべての画素の集合に含ま
れる要素の一つ ) はこれら三頂点のみにより
vi = a(v2 − v1) + b(v4 − v1)
と表され，「 0 ≤ a ≤ 1 かつ 0 ≤ b ≤ 1 」を満たす．したがって，画像中の全ての座標 vi
に対して係数 a，b を計算し，その値が「 0 ≤ a ≤ 1 かつ 0 ≤ b ≤ 1 」を満たすか判定す
ればマスクが作成できる．この係数 a，b は単純に内積を利用して次のように計算が可能で
ある．
ai = (vi − v1) ·
v2 − v1
‖v2 − v1‖2







1 ( (0 ≤ ai ≤ 1) ∧ (0 ≤ bi ≤ 1) )
0 ( otherwise )
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提案④ Patch Discriminator の廃止
画像変換ニューラルネットとして汎用的で高い性能を持つ pix2pix [22] はパッチ毎に真







なく，通常の GAN と同様に画像全体を見る Global Discriminator を用いるように変更
する．
提案⑤ Progressive Growing
画像生成において最も利用されている StyleGAN [29] は，ProgressiveGAN [28] をベー
スとした手法で，いずれも Progressive Growing という段階的なニューラルネットワーク
の学習手法を利用している．Progressive Growing は低解像度の画像を扱う層から学習を
始め，一定の学習を行った後にネットワークに層を少しずつ挿入する．
学習中のネットワークを fa(·) とし，新たに追加する層を fb(·) とする．それぞれの層で




x = (1− α)×UpSample(ga(fa(z))) + α× gb(fb(fa(z)))
この段階での学習は α を 0 から 1 に少しずつ変化させていきながら行う．α = 0 の場合は










本研究では U-Net [47] 構造をベースとするため，ProgressiveGAN [28] で提案された
ものをそのまま利用することはできない．したがって，新たな構造を作成することとし
た．本手法で作成したネットワークの学習時の変遷は図 4.18 のようにした．また，それぞ
れの段階でのニューラルネットの詳細な構造は，生成器を 図 4.19-図 4.24 に，識別器を










































































































































































































































































図 4.26 Progressive Growing 中における識別器の構造．(Lv.3-5)
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4.4.2 高解像度ポーズ変更データセットの作成
Market-1501データセットの解像度は 128× 64 と低く，高解像度な姿勢変更の評価に用
いるには不十分である．したがって本研究では 3D モデルを利用して自動生成した高解像
度な姿勢変更データセットを作成した．












Market-1501 [60] で学習させた Def-ReSAGAN と提案手法を比較した．出力画像と正
解画像の差を MSE および SSIM で評価した結果を 表 4.4 に示す．それぞれの手法は 20
時間固定で学習させた．評価時は，Def-ReSAGAN は入力画像を 1枚のみ，提案手法は入
力画像を 1枚にした場合と入力画像を 4枚にした場合の二つを試した．
Def-ReSAGAN の学習はバッチサイズ 4 でおこなった．提案手法の学習は Lv.0 から
Lv.5 までそれぞれバッチサイズ 32, 32, 32, 32, 16, 16 で行った．また，それぞれの段階で
の学習は 100, 150, 300, 600, 1200, ∞ iteration 行った．
表 4.4 Market-1501データセットにおける先行研究と提案手法の比較．
手法 出力サイズ 入力画像枚数 MSE ↓ SSIM ↑
Def-ReSAGAN [17] 128× 64 1 0.05750 0.04810
提案手法 128× 64 1 0.04632 0.07421




Market-1501 データセットを学習させた各手法での出力結果の例を 図 4.28 に示す．い
ずれの手法も画像の解像度の関係で正解に近いか評価することが難しい．
実験 2: MMDデータセットにおける学習精度の比較
本研究で作成した MMD データセットを利用して，学習結果の比較を行った．表 4.5 に
結果を示す．ここで，Def-ReSAGAN [17] は 256× 256 の画像を学習することがメモリ使
用量の都合上不可能であったため，128× 128 で学習を行い，評価時に Bicubic 補間により
256× 256 で正解画像と評価している．
これらはともに 20 時間固定で学習をさせ，比較を行っている．学習データは 17640枚，
テストデータは 1961 枚である．固定時間の学習のため，検証データは作成していない．
Def-ReSAGAN の学習はバッチサイズ 1 でおこなった．提案手法の学習は Lv.0 から Lv.5
までそれぞれバッチサイズ 32, 32, 16, 8, 3, 3 で行った．また，それぞれの段階での学習は
1000, 1500, 3000, 6000, 12000, ∞ iteration 行った．
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表 4.5 MMDデータセットにおける先行研究と提案手法の比較．
手法 出力サイズ 入力画像枚数 MSE ↓ SSIM ↑
Def-ReSAGAN [17] 128× 128 1 0.01703 0.00038
提案手法 256× 256 1 0.01453 0.01191












入力 1 入力 2 入力 3 入力 4 正解 (a) (b) (c)




入力 1 入力 2 入力 3 入力 4 正解 (a) (b) (c)
図 4.29 MMDデータセットでの出力結果．(a) は Def-ReSAGAN [17] で入力 3を元
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入力として x = (1, x1, x2, . . . , xN )
Tを受け取り，重みベクトルw = (b, w1, w2, . . . , wN )
と掛け合わせることで，出力 y を得る．














画像を拡大する方法には，転置畳み込み層 (Transposed Convolution Layer)2)，や畳み


















































V (D,G) = Ex∼pdata(x) [logD(x)] + Ez∼pz(z) [log (1−D(G(z)))] (B.1)
D は sigmoid関数を持つため，D : X → [0, 1] となる (X は任意のデータ)．
生成モデルは学習データの確率密度 pdata(x)からサンプリングされる xを x ∼ pdata(x)
と表記する．
この問題の最適解は，識別器の学習では，本物データに対して常に D の出力が 1，偽物
データに対して常に D の出力が 0 となることである．生成器の学習では，出力する偽物
データについて常に D の出力が 1となることである．
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したがって，識別器の学習の最適解は以下を最大とするもの．
Ex∼pdata(x) [logD(x)] + Ez∼pz(z) [log (1−D(G(z)))] (B.2)
= Ex∼pdata(x) [logD(x)] + Ex∼pg(x) [log(1−D(x))] (B.3)
=
∫
[pdata(x) log {D(x)}+ pg(x) log {1−D(x)}] dx (B.4)
これを最大とする D を特に D∗ とする．D∗ は以下にして得られるだろうか？ もう少し式
を簡単に記述する．簡単のため積分区間のある一点について例として考え，積分の中身の式
をみる．x = aという定数のときの状況を考えると，pdata(a) = A，pg(a) = B，D(a) = x̂
として，この x̂について定義される式 f(x̂)を



















x̂ は識別器の出力であり，確率を表すので 0 ≤ x̂ ≤ 1であるが，x̂ 6= 0かつ x̂ 6= 1とすれ





























































































































































































































C.2 Shortcut Connection / Skip Connection





基本的な構造として Auto Encoder のように Encoder-Dcoder 構造を持ち，Encoder と
Decoderの間にスキップコネクション1)を用い，局所的な情報を失うことなく大域的な特徴
を得て変換できるように設計されたネットワークである．










PyTorch で実装された Deformable Transform のプログラムを Listing C.1 に示す．
表 C.1に入出力の変数とその形を示す．4つの入力は全て Tensorクラスである．ミニバッ





入力 masks (N,R,H,W )
入力 affineParam (N,R, 2, 3)
出力 output (N,C,H/2n,W/2n)
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for n in range(N):
# (N,R,2,3) -> Nx (R,2,3)
op = affineParam[n]
# (N,C,H,W) -> Nx (C,H,W) -> Nx (R,C,H,W)
ox = feature[n].repeat(R,1,1,1)
# Nx (R,2,3) @ size_info -> Nx (R,H,W,2)
og = torch.nn.functional.affine_grid(op,ox.size())
# Nx (R,C,H,W) @ Nx (R,2,3) -> Nx (R,C,H,W)
oa = torch.nn.functional.grid_sample(ox,og)
# (N,R,H,W) -> Nx (R,H,W) -> Nx (R,1,H,W) -> Nx (R,C,H,W)
om = masks[n].view(R,1,H,W).repeat(1,C,1,1)
# Nx (R,C,H,W) * Nx (R,C,H,W) -> Nx (R,C,H,W)
ot = om * oa
# Nx (R,C,H,W) -> Nx (C,H,W) -> Nx (1,C,H,W)
oo = torch.max(ot,0)[0].view(1,C,H,W)
outputs.append(oo)





















inputs : x : (N,C,H,W)




# (N,C,H,W) -> (N,C/8,H,W) -> (N,C/8,HW) -> (N,HW,C/8)
proj_query = self.query_conv(x).view(N,-1,H*W).permute(0,2,1)
# (N,C,H,W) -> (N,C/8,H,W) -> (N,C/8,HW)
proj_key = self.key_conv(x).view(N,-1,H*W)
# 行列演算 : (N,HW,C/8) @ (N,C/8,HW) -> (N,HW,HW)
energy = torch.bmm(proj_query,proj_key)
# (N,HW,HW) -> (N,HW,HW)
attention = self.softmax(energy)
# (N,C,H,W) -> (N,C,H,W) -> (N,C,HW)
proj_value = self.value_conv(x).view(N,-1,H*W)
# 行列演算 : (N,C,HW) @ (転置 : (N,HW,HW) -> (N,HW,HW)) -> (N,C,HW)
out = torch.bmm(proj_value,attention.permute(0,2,1) )
# (N,C,HW) -> (N,C,H,W)
out = out.view(N,C,H,W)
# (N,C,HW) -> (N,C,H,W) -> (N,C,H,W)






D.1 Fréchet Inception Distance




Inception V3 を予め訓練したものを利用する．Inception V3 をカーネル関数として利用
し，再生核ヒルベルト空間での近似的な計算によって高速に一部の画像のみを使って計算が
可能である．
カーネル関数として利用する Inception V3 モデルについて説明する。評価の公平性のた
めに、FID提案論文 [14] の研究において学習された学習済みのパラメータを利用する。(有
志により PyTorch で実装された も誤差 0.08 の精度で FID を計測可能である。) Heusel




区別のため、今後は FID Inception V3と呼ぶこととする。この学習済みの FID Inception
V3 について、カーネル関数は FID Inception V3 の最後の全結合層からなるブロックを除
く、Global Average Pooling 層までを利用する。この場合、一つの入力画像に対してカー
ネル関数は 2048 次元のベクトルを返す。入力された画像はカーネル関数の前に 299x299
のサイズにリサイズされ、値は [0, 255] から [−1,+1] に正規化される。
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Listing D.1 FIDの計算
assert inceptionR.shape==(N,2048) and inceptionF.shape==(M,2048)
muR, sigmaR = np.mean(inceptionR, axis=0), np.cov(inceptionR, rowvar=False)




diff = muR - muF
# 行列の平方根の計算
covmean, _ = scipy.linalg.sqrtm(sigmaR@sigmaF, disp=False)
# nanや infがあるなら
if not np.isfinite(covmean).all():
print('非正則行列なので  %lf を対角要素に足した '% eps)
# 対角要素にオフ セッ トを付加して計算し直す




# 対角要素の虚数成分が全て 0なのはエ ラー




return diff@diff + np.trace(sigmaR) + np.trace(sigmaF) - 2*np.trace(covmean)
D.2 Maximum Mean Descripancy (MMD)
MMD について解説する。MMD評価指標における支配的な実装は存在しない。他の論
文と厳密に比較する必要はないため自前で実装することができる。























チャンネル数 1のH ×W の画像 Ia と Ib があったとする．画像 I における，上から h番










PSNR = 10 · log10
MAX2I
MSE




である．ここでのMAXI は画像の取りうる最大値，つまり，RGBが 0から 255の間の数
値で表現される場合なら 255となるような値である．
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