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Abstract
In this paper, we analyze the space D of distributions on the boundary Ω of a tree and its sub-
space B0, which was introduced in [Amer. J. Math. 124 (2002) 999–1043] in the homogeneous
case for the purpose of studying the boundary behavior of polyharmonic functions. We show that if
µ ∈ B0, then µ is a measure which is absolutely continuous with respect to the natural probability
measure λ on Ω , but on the other hand there are measures absolutely continuous with respect to λ
which are not in B0. We then give the definition of an absolutely summable distribution and prove
that a distribution can be extended to a complex measure on the Borel sets of Ω if and only if it
is absolutely summable. This is also equivalent to the condition that the distribution have finite to-
tal variation. Finally, we show that for a distribution µ, Ω decomposes into two subspaces. On one
of them, a union of intervals Aµ, µ restricted to any finite union of intervals extends to a complex
measure and on Aµ we give a version of the Jordan, Hahn, and Lebesgue–Radon–Nikodym decom-
position theorems. We also show that there is no interval in the complement of Aµ in which any type
of decomposition theorem is possible. All the results in this article can be generalized to results on
good (in particular, compact infinite) ultrametric spaces, for example, on the p-adic integers and the
p-adic rationals.
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In the classical sense, a distribution is an element of the dual of the space of C∞-
functions on a manifold, whereas a complex measure may be thought of as an element
of the dual of the space of continuous functions (using the Riesz representation theorem).
Thus, a measure is a distribution, but not vice versa. For example, the distribution f →
f ′(x0) (for a fixed x0) cannot be extended to a measure.
Distributions and measures on the boundary play an important role in the harmonic
analysis of trees. Although in this setting measures are the usual complex measures, dis-
tributions must be conceived differently, since the boundary of a tree is not a manifold;
indeed, it is an arbitrary compact ultrametric space.
In this paper, we shall study some classes of distributions, relating them to one another
and to the space of Borel measures. Among other results, we define a simple condition on
distributions, which we call absolute summability, and show that the space of measures is
exactly the space of the distributions that are absolutely summable. We use [2] as a general
reference on trees.
A tree is a locally finite connected graph with no loops, which, as a set, we identify with
the collection of its vertices. Two vertices v and w of a tree are called neighbors if there
is an edge connecting them, in which case we use the notation v ∼ w. A path is a finite or
infinite sequence of vertices [v0, v1, . . .] such that vk ∼ vk+1 and vk−1 = vk+1 for all k. If
u and v are any vertices, we denote by [u,v] the unique path joining them.
Fixing a vertex e ∈ T as a root of the tree, the predecessor u− of a vertex u, with u = e,
is the next to the last vertex of the path from e to u. An ancestor of u is any vertex in the
path from e to u−. A vertex u is a descendant of v if v is an ancestor of u. By convention,
we set e− = e. We call children of a vertex v the vertices u such that u− = v. A vertex is
said to be terminal if it has only one neighbor.
A tree T may be endowed with a metric d as follows. If u,v are vertices, d(u, v) is
the number of edges in the unique path from u to v. Given a root e, the length of a vertex
v is defined as |v| = d(e, v). For v ∈ T and an integer n > |v|, let Dn(v) be the set of
descendants of v of length n.
A nearest-neighbor transition probability on the vertices of a tree T is a function on
T × T such that p(v,u) > 0, if v and u are neighbors, p(v,u) = 0, if v and u are not
neighbors, and
∑
u∼v p(v,u) = 1 for each vertex v.
By a homogeneous tree of degree q+1 (with q  2) we mean a tree all of whose vertices
have exactly q + 1 neighbors.
A transition probability p on a tree is said to be isotropic if for any pair of vertices u
and v, p(v,u) depends only on v and, in particular, is equal to the reciprocal of the number
of neighbors of v when u ∼ v.
The boundary Ω of T is the union of the set of terminal vertices and the set of equiv-
alence classes of infinite paths under the relation 	 defined by the shift, [v0, v1, . . .] 	
[v1, v2, . . .]. For any vertex u, we denote by [u,ω) the (unique) path starting at u in the
class ω; then Ω can be identified with the set of paths starting at u. Furthermore, Ω is a
compact space under the topology generated by the sets
Iv =
{
ω ∈ Ω : v ∈ [e,ω)},
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the vertex of length n in the path [e, v]. Similarly, for a class ω the path [e,ω) will be
denoted by [ω0,ω1,ω2, . . .].
If u is a vertex and ω = [u= ω0,ω1, . . .] and ω′ = [u = ω′0,ω′1, . . .] are distinct bound-
ary points, define ω ∧ω′ = ωk , where k is the largest integer such that ωk = ω′k .
We shall assume that Ω is infinite, because there is no difference between a measure
and a distribution on a finite set.
Observation 1.1. The complement of a finite union of intervals is again a finite union of
intervals. To see this observe that any finite union of intervals can be written as ⋃mk=1 Iwk
where the vertices wk have fixed length N for some N ∈ N. Letting W = {w1, . . . ,wm}, we
see that the complement of this set is ⋃|v|=N,v/∈W Iv, a finite union.
Define C∞(Ω) to be the algebra generated by the characteristic functions of the inter-
vals. So C∞(Ω) is the set of finite linear combinations of the functions ξv :Ω → C defined
by
ξv(ω) =
{
1 if ω|v| = v,
0 otherwise,
where [e,ω) = [ω0,ω1, . . .].
A distribution is an element of the dual D of the space C∞(Ω). Equivalently, a dis-
tribution is a finitely additive complex-valued set function defined on finite unions of the
sets Iv . A complex measure is a countably additive complex-valued set function defined
on the σ -algebra generated by the sets Iv (in particular, it is finite-valued). Thus a complex
measure restricts to a distribution, but not every distribution extends to a complex measure,
as seen in the following example. For completeness we also point out that a signed mea-
sure is a countably additive set function with values either in R ∪ {∞} or in R ∪ {−∞}.
A positive measure is a signed measure attaining its values in [0,∞].
Example 1.1. Let T be any tree rooted at e containing an infinite path {e = w0,w1,w2, . . .}
such that each wn has at least three neighbors. For all n 1, let vn be a neighbor of wn−1
other than wn−2 and wn, and pick a path [vn = vn,n, vn,n+1, . . .] either infinite or ending
at a terminal vertex, with |vn,i | = i . Define a distribution µ on Ω by setting µ(Ω) = 0,
µ(Ivn,i ) = 1, µ(Iwn) = −n, µ(Iu) = 0 if u = wn,vn,i , for all n and i . By construction, the
intervals Ivn are pairwise disjoint and µ is finitely additive on all intervals. Thus µ ∈ D,
but cannot be extended to a complex measure since otherwise its extension would satisfy
µ
(∐
Ivn
)
=
∑
n
µ(Ivn) = ∞,
where the symbol
∐
stands for disjoint union. On the other hand, µ cannot be extended to
a signed measure either since otherwise the class ω defined by the path [w0,w1,w2, . . .]
would satisfy µ({ω})= limn→∞ µ(Iwn) = −∞. So µ would attain the values ∞ and −∞.
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is a nearest-neighbor transition probability on T , the Laplacian of a function f :T → C is
defined as ∆f = µ1f − f , where
µ1f (v) =
∑
u∼v
p(v,u)f (u).
A function f on T is said to be harmonic if its Laplacian is identically zero.
In this work, we shall assume that T is a tree (not necessarily homogeneous) rooted at
e endowed with an isotropic transition probability. By [2], there is a one-to-one correspon-
dence between the harmonic functions on T and the distributions on Ω .
Observe that if [v0, v1, . . .] is an infinite path starting at e, then
Ivj − Ivj+1 =
∐
u∈Cj
Iu,
where Cj is the set consisting of the children of vj unequal to vj+1. Thus, for each v ∈ T
with |v| = n, we have
Ω =
n−1⋃
j=0
(Ivj − Ivj+1 )∪ Iv, (1)
a finite disjoint union of intervals.
Denote by λ the Lebesgue measure on Ω : if for any v ∈ T , qv is the number of forward
neighbors of v, then
λ(Iv) = 1
cv
, where cv =
{∏|v|−1
j=0 qvj if v = e,
1 if v = e.
The Lebesgue measure is the unique probability measure on Ω such that λ(Iv) is divided
evenly among the intervals defined by all the forward neighbors of v.
Definition 1.1. We say that a distribution µ on Ω is absolutely summable if for any count-
able collection {In} of pairwise disjoint intervals,∑µ(In) is absolutely convergent.
It is easy to see that a nonnegative distribution is absolutely summable: if {In} is a finite
collection of intervals, then its complement in Ω is a finite union of intervals Jm. Thus∑
µ(In)
∑
µ(In)+
∑
µ(Jm) = µ(Ω)< ∞.
Thus if {In} is an infinite collection of pairwise disjoint intervals, µ(Ω) is an upper bound
for
∑
µ(In).
Let M be the space of complex (Borel) measures on Ω and let MAC be the subspace
of measures which are absolutely continuous with respect to λ. Let DAS be the space of
distributions which are absolutely summable, and let DFTV be the space of distributions
with finite total variation (see Definition 3.3).
Definition 1.2. Let B0 be the space of distributions ν on Ω satisfying the condition∑
v =e
∣∣∣∣ν(Iv)− 1qv− ν(Iv−)
∣∣∣∣< ∞.
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a multiple of λ.
We summarize the results of this paper by
B0 MAC M=DAS =DFTV D. (2)
The results that are most difficult to prove are the proper containment of B0 in MAC
(see Theorem 2.1) and the equalityM=DAS =DFTV (see Theorem 3.2).
All the results of this paper translate directly to good ultrametric spaces, for example,
the p-adic integers or the p-adic rationals. All the details are shown in Section 5.
2. The space B0
In [5], we introduced the space Bα , for all α  0, for the purpose of studying the bound-
ary behavior of polyharmonic functions on homogeneous trees of degree q + 1. The space
Bα turns out to be precisely the Besov–Lipschitz space Bα1,1 defined in [4] which can be
identified with the space of distributions ν such that∑
v =e
qα|v|
∣∣∣∣ν(Iv)− 1q ν(Iv−)
∣∣∣∣< ∞.
Proposition 2.1. Let 	 :T → C be such that∑
w−=v
	(w) = 0 for all v ∈ T . (3)
Define
µ(Iv) =
|v|∑
j=0
	(vj )∏|v|−1
k=j qvk
, (4)
where we recall [v0, v1, . . . , v|v|] is the path from e to v. Then µ ∈D. Conversely, if µ ∈D,
then the function 	 defined by
	(v) =
{
µ(Iv)− 1qv− µ(Iv−) if v = e,
µ(Ie) if v = e,
(5)
satisfies (3) and (4).
Proof. Assume first 	 satisfies condition (3) and let µ be defined as in (4). To prove that
µ ∈D, it suffices to show that∑
w−=v
µ(Iw) = µ(Iv).
But for w− = v,
µ(Iw) = 1 µ(Iv)+ 	(w).qv
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w−=v
µ(Iw) =
∑
w−=v
1
qv
µ(Iv)+
∑
w−=v
	(w) = µ(Iv).
For the converse, assume µ ∈D and 	 satisfies (5). Then for v ∈ T , we have∑
w−=v
[
µ(Iw)− 1
qv
µ(Iv)
]
=
∑
w−=v
µ(Iw)−µ(Iv) = 0
and
|v|∑
j=0
	(vj )∏|v|−1
k=j qvk
=
|v|∑
j=1
µ(Ivj )−µ(Ivj−1)/qvj−1∏|v|−1
k=j qvk
+ µ(Ie)∏|v|−1
k=0 qvk
= µ(Iv),
completing the proof. 
It now follows that µ ∈ B0 if and only if the corresponding function 	 on T satisfies the
condition
∑
v∈T |	(v)| < ∞.
Theorem 2.1. (a) If µ ∈ B0, then µ can be extended to a complex measure on the Borel
sets of Ω which is absolutely continuous with respect to λ.
(b) There exist measures which are absolutely continuous with respect to λ but are not
in B0.
Proof. Assume µ ∈ B0. Let 	 be the function corresponding to µ in Proposition 2.1. Ob-
serve that if ω ∈ Ω and [e,ω) = [ω0,ω1,ω2, . . .], we have
	(ωk) = µ(Iωk )−
1
qωk−1
µ(Iωk−1).
Thus
cvµ(Iv) =
|v|∑
n=1
[
cvnµ(Ivn) − cvn−1µ(Ivn−1)
]+µ(Ie),
whence
cvµ(Iv)−µ(Ie) =
|v|∑
n=1
cvn	(vn).
Consequently, limn→∞ cωnµ(Iωn) exists if and only if
∑∞
n=0 cωn	(ωn) exists. To show that
this is finite λ-a.e., we show that∫
Ω
∞∑
n=0
cωn
∣∣	(ωn)∣∣dλ(ω)
is finite. By Fubini’s theorem and using the fact that cvλ(Iv) = 1, we obtain
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∞∑
n=0
cωn
∣∣	(ωn)∣∣dλ(ω) = ∞∑
n=0
∫
Ω
cωn
∣∣	(ωn)∣∣dλ(ω) = ∞∑
n=0
∑
|v|=n
cv
∣∣	(v)∣∣λ(Iv)
=
∞∑
n=0
∑
|v|=n
∣∣	(v)∣∣=∑
v∈T
∣∣	(v)∣∣< ∞. (6)
Thus, we may define
F(ω) =
∞∑
j=0
cωj 	(ωj ) λ-a.e.,
which by (6) is in L1(λ).
Let v ∈ T with |v| = n, and recall that for j > n, Dj(v) is the set of descendants of v
of length j . Using (3), we have∫
Iv
F (ω) dλ(ω) =
∞∑
j=0
∫
Iv
cωj 	(ωj ) dλ(ω)
=
n∑
j=0
∫
Iv
cvj 	(vj ) dλ(ω)+
∞∑
j=n+1
∑
w∈Dj (v)
∫
Iw
cw	(w)dλ(ω)
=
n∑
j=0
cvj
	(vj )
cv
+
∞∑
j=n+1
∑
w∈Dj (v)
	(w)
=
n∑
j=0
	(vj )∏n−1
k=j qvk
= µ(Iv).
Thus dµ extends to the complex measure Fdλ on the Borel sets of Ω , completing the
proof of (a).
The proof of (b) is modeled on Exercises 6–8 in Section 3.3 of [1]. We shall, therefore,
eliminate many of the details.
Let f :T → C be a function such that f (v) = 0 for all v ∈ T , |v| 1. For each vertex
v with |v| 1 let {f (w): w− = v} be the set of the qv th roots of unity.
For each n ∈ N, let Rn and Sn be the functions on Ω defined by
Rn(ω) = f (ωn), Sn(ω) =
n∑
j=1
Rj (ω)
j
.
Note that for any vertex v = e, Rn is constant on Iv if |v| n, and∑
u∈Dn(v)
f (u) = 0
since the sum of the q th roots of unity is 0 for all integers q > 1. Thus∫
Rn dλ = 0 if |v| < n. (7)Iv
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Ω
Rj R¯k dλ =
∑
|v|=j
Rj
∫
Iv
R¯k dλ = 0.
Using this, one can prove that the sequence {Sn} is Cauchy in L2(λ). This implies that {Sn}
is convergent in L2(λ) (and hence also in L1(λ)) to some function S. We claim that {Sn}
converges to S pointwise λ-a.e.
Let N,k,n ∈ N, N  k < n, and let v ∈ T with |v| = k. Then SN −Sk is constant on Iv ,
and we can show that∫
Iv
|SN − Sn|2 dλ
∫
Iv
|SN − Sk|2 dλ.
Given δ > 0, let
Ak =
{
ω ∈ Ω : ∣∣SN(ω)− Sj (ω)∣∣ δ for all j, N  j < k, and∣∣SN(ω)− Sk(ω)∣∣> δ}
and define
A = {ω ∈ Ω : ∣∣SN(ω)− Sk(ω)∣∣> δ for some k, N < k < n}.
Note that A =⋃n−1k=N+1 Ak , a disjoint union. Suppose Ak ∩ Iv = ∅. Since SN − Sj is con-
stant on Iv for all j  k, it follows that Iv ⊂ Ak . Thus Ak is the disjoint union of intervals
generated by vertices of length k. We get
λ(A) 1
δ2
∫
A
|SN − Sn|2 dλ 1
δ2
‖SN − Sn‖2L2(λ).
For each M,N ∈ N, consider the set
AM,N =
{
ω ∈ Ω : ∣∣SN(ω) − Sk(ω)∣∣> 1/M for some k > N}.
Define
E =
∞⋃
M=1
∞⋂
N=1
AM,N .
If ω ∈ Ω − E, then for each M ∈ N there exists N ∈ N such that for all n1, n2 ∈ N with
n1 > n2 > N ,∣∣Sn1(ω)− Sn2(ω)∣∣ ∣∣Sn1 (ω)− SN(ω)∣∣+ ∣∣Sn2(ω)− SN(ω)∣∣< 2/M,
and so the sequence {Sn(ω)} converges. To complete the proof of the claim, it remains to
show that λ(E) = 0. Since λ(AM,N)M2‖SN − S‖2L2(λ), we obtain
λ
( ∞⋂
N=1
AM,N
)
M2 lim
N→∞‖SN − S‖
2
L2(λ) = 0.
It follows that λ(E) = 0.
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∫
Iv
S dλ. Then, using (7) and the fact that Rn is
constant on Iv for n |v|, we have
µ(Iv) =
|v|∑
n=1
f (vn)
n
1
cv
.
Thus ∑
v =e
∣∣∣∣µ(Iv)− 1qv− µ(Iv−)
∣∣∣∣=∑
v =e
|f (v)|
|v|cv =
∞∑
n=1
∑
|v|=n
1
ncv
=
∞∑
n=1
1
n
∑
|v|=n
λ(Iv) =
∞∑
n=1
1
n
= ∞.
Therefore µ /∈ B0. This completes the proof of the proper inclusion B0 MA. 
3. Extending distributions to complex measures
In this section we explore the conditions needed for a distribution on Ω to extend to a
complex measure on the Borel sets of Ω .
Lemma 3.1. Let I1, . . . , IN , J1, J2, . . . , be intervals such that
N⋃
n=1
In =
∞⋃
m=1
Jm. (8)
Then there exists M ∈ N such that
N⋃
n=1
In =
M⋃
m=1
Jm.
Proof. The set {Jn} is an open cover of the left-hand side of (8), which is compact. Thus
there exists a finite subcover. 
Lemma 3.2. Assume
S =
∞∐
n=1
In =
∞∐
m=1
Jm,
where the sets In and Jm are intervals. Then there exists a sequence of intervals {Lk}k∈N
such that
S =
∞∐
k=1
Lk
and such that each In and each Jm is a finite union of Lk’s.
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In ∩ Jm and use the notation k ∼ (n,m) for this correspondence. Since the intersection of
two intervals is one or the other or is empty, Lk is either In or Jm. The sets Lk are pairwise
disjoint and their union is S. If In is contained in some Jm, then Lk = In, where k ∼ (n,m).
If In contains Jm1, . . . , Jmt (a finite set by Lemma 3.1), then
In =
∐
ki∼(n,mi ),1it
Lki .
By symmetry, the same is true of the intervals Jm. 
Theorem 3.1. Let {In} and {Jm} be sequences of pairwise disjoint intervals such that
∞∐
n=1
In =
∞∐
m=1
Jm.
If µ is an absolutely summable distribution, then
∞∑
n=1
µ(In) =
∞∑
m=1
µ(Jm).
Proof. By Lemma 3.2, it suffices to assume that each interval In is a finite union of Jm’s.
By the absolute summability of µ, we may assume that the ordering is consistent with the
unions, that is, that for all N ∈ N there exists MN ∈ N such that
N∐
n=1
In =
MN∐
m=1
Jm.
Fix 	 > 0. Since
∑∞
n=1 µ(In) and
∑∞
m=1 µ(Jm) are absolutely summable, there exist
N ′ ∈ N and M ′ ∈ N, M ′ MN ′ , such that∑
n>N ′
∣∣µ(In)∣∣< 	/2 and ∑
m>M ′
∣∣µ(Jm)∣∣< 	/2.
Let N ∈ N be such that N > N ′ and M = MN M ′. Then
N∐
n=1
In =
M∐
m=1
Jm,∣∣∣∣∣
∞∑
n=1
µ(In)−
N∑
n=1
µ(In)
∣∣∣∣∣< 	/2 and
∣∣∣∣∣
∞∑
m=1
µ(Jm)−
M∑
m=1
µ(Jm)
∣∣∣∣∣< 	/2.
Since
∑N
n=1 µ(In) =
∑M
m=1 µ(Jm), we obtain∣∣∣∣∣
∞∑
n=1
µ(In)−
∞∑
m=1
µ(Jm)
∣∣∣∣∣< 	,
proving the result. 
We now recall some basic definitions from measure theory.
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of sets (respectively, σ -algebra of sets) if the union of any two (respectively, countably
many) elements of A is also in A and the complement of any set in A is in A.
Definition 3.2. A measure on an algebra is a nonnegative extended real-valued set function
µ defined on an algebra of sets A such that µ(∅) = 0 and for any disjoint sequence {Ei} of
sets in A whose union is also in A,
µ
( ∞⋃
i=1
Ei
)
=
∞∑
i=1
µ(Ei).
Proposition 3.1. Any nonnegative distribution µ ∈D can be extended uniquely to a non-
negative finite measure on the Borel sets of Ω .
Proof. LetA be the algebra generated by the intervals. Given any two intervals, either they
are disjoint or one is contained in the other. Recalling Observation 1.1, we then get that A
consists of the empty set and all finite disjoint unions of intervals. By Lemma 3.1, there are
no infinite disjoint unions of (nonempty) intervals inA. Thus, if µ ∈D is nonnegative, it is
a finite measure on the algebraA. By the Carathéodory extension theorem (cf. [9, p. 295]),
µ can be extended to a measure on the smallest σ -algebra containingA, i.e., the σ -algebra
of the Borel sets of Ω . Furthermore, as µ(Ω)< ∞ such an extension is unique. 
Definition 3.3. Let µ be a distribution. Then define an extended real-valued function on
intervals as follows:
|µ|(Iv) = sup
∑∣∣µ(Iwα )∣∣
taken over all partitions {Iwα } of Iv . Observe that |µ| extends to a finitely additive extended
real-valued function on finite unions of intervals. In particular, if |µ|(Ω) is finite, then |µ|
is a nonnegative distribution. We call |µ| the total variation of µ.
By Lemma 3.1 any partition {Iwα } of Iv is finite. In particular, if n = max |wα|, then∑ |µ(Iwα )|∑u∈Dn(v) |µ(Iu)|. Thus
|µ|(Iv) = lim
n→∞
∑
u∈Dn(v)
∣∣µ(Iu)∣∣.
In [10, Theorems 6.2 and 6.4] it is shown that if µ extends to a measure, then |µ| can
be extended to a finite-valued measure. We shall prove a stronger version of this result in
case µ is merely a distribution. Specifically, we show that a distribution µ is absolutely
summable if and only if its total variation can be extended to a finite-valued measure, and
this holds if and only if µ itself can be extended to a measure.
The following result is reminiscent of Lemma 6.3 of [10], but is more elementary.
Lemma 3.3. For N ∈ N let a1, . . . , aN ∈ R be such that
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j=1
|aj |
∣∣∣∣∣
N∑
j=1
aj
∣∣∣∣∣+ 2.
Then for all k ∈ {1, . . . ,N},∑
j =k
|aj | 1.
Proof. Assume
∑
j =k |aj | < 1. Then by two applications of the triangle inequality, we
obtain
N∑
j=1
|aj | < 1 + |ak| < 2 −
∑
j =k
|aj | + |ak| 2 +
∣∣∣∣∣
N∑
j=1
aj
∣∣∣∣∣. 
We are now ready to prove the main result of this section.
Theorem 3.2. Let µ ∈D. Then the following statements are equivalent:
(a) µ ∈M.
(b) µ is absolutely summable.
(c) |µ|(Ω) < ∞.
Proof. (a) ⇒ (b) If µ ∈M, then for any countable collection {In} of nonoverlapping in-
tervals the value of
∑
n µ(In) is independent of the ordering of the index set and thus the
series
∑
n µ(In) must be absolutely convergent.
(b) ⇒ (c) Assume |µ|(Ω) is infinite. Then there exists an infinite sequence of vertices
{v0, v1, . . .} with v0 = e, |vj+1| > |vj |, and such that for each j , |µ|(Ivj ) = ∞. Thus for
each j , there exists mj ∈ N such that∑
u∈Dmj (vj )
∣∣µ(Iu)∣∣ ∣∣µ(Ivj )∣∣+ 2.
By Lemma 3.3, it follows that∑
u∈Dmj (vj ), u =vmj
∣∣µ(Iu)∣∣ 1.
Define Aj = {u ∈ Dmj (vj ): u = vmj }. By passing to a subsequence we may assume with-
out loss of generality that |vj+1| > mj for every j . Thus {Iu: u ∈ Aj , j ∈ N} is a collection
of nonoverlapping intervals. Setting A =⋃∞j=1 Aj , we obtain∑
u∈A
∣∣µ(Iu)∣∣= ∞∑
j=1
∑
u∈Aj
∣∣µ(Iu)∣∣= ∞.
Thus, µ is not absolutely summable.
(c) ⇒ (a) If |µ|(Ω) is finite, then |µ| is a nonnegative distribution such that |µ|(Iv)
|µ(Iv)|, for each v ∈ T . Thus |µ| and ρ = µ + |µ| are both nonnegative distributions. By
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extensions of |µ| and ρ, respectively. Then ρˆ − |̂ν| is a finite signed measure on the Borel
sets of Ω which is an extension of µ. 
4. Decomposition theorems
We now want to find out how far a distribution is from being a measure. Let v be a
vertex such that |µ|(Iv) < ∞. By considering the tree of descendants of v whose boundary
is exactly Iv , it follows from Theorem 3.2 that µ may be extended to a measure.
Definition 4.1. Let A ⊂ Ω be a union of intervals. A distribution µ on A is called a quasi-
measure if for every interval I ⊂ A, µ|I can be extended to a complex measure.
If µ is a real-valued quasi-measure on A, then B is a positive set (respectively, negative
set) for µ if for every interval I ⊂ A, and measurable set C ⊂ B ∩ I , µ(C)  0 (respec-
tively, µ(C) 0).
A real-valued quasi-measure does not necessarily extend to a signed measure because
there may be subsets with measure +∞ and subsets with measure −∞. On the other
hand, a positive- (respectively, negative-) valued quasi-measure does extend to a positive
(respectively, negative) measure.
Definition 4.2. (a) Let µ be a distribution and let ν be a positive distribution on Ω . We say
that µ is absolutely continuous with respect to ν, and write µ  ν, if µ(I) = 0 for every
interval such that ν(I) = 0.
(b) We say that a distribution µ is concentrated on A ⊂ Ω if µ(I) = 0 whenever I is an
interval such that I ∩A = ∅.
(c) We say that two distributions µ and ν are mutually singular, and write µ ⊥ ν, if
there exist disjoint sets B and C such that µ is concentrated on B and ν is concentrated
on C.
We now give a version of the Hahn, Jordan, and Lebesgue–Radon–Nikodym decompo-
sition theorems for quasi-measures.
Theorem 4.1. Let A ⊂ Ω be a union of intervals and let µ be a quasi-measure on A.
(a) (Jordan decomposition) If µ is real-valued, then there exist positive measures µ+ and
µ− on A such that for any interval I ⊂ A, µ(I) = µ+(I)−µ−(I).
(b) (Hahn decomposition) If µ is real-valued, then there exist a positive set B and a neg-
ative set C for µ such that B ∪C = A.
(c) (Lebesgue–Radon–Nikodym decomposition) If ν is a positive quasi-measure on A,
then there exists a unique pair (µa,µs) of distributions on A such that µ = µa + µs ,
µa  ν, µs ⊥ ν. If µ is positive and finite, then so are µa and µs . Moreover, there
exists a unique h ∈ L1(ν) such that µa(E) =
∫
E hdν for each finite union of intervals
E in A.
102 J.M. Cohen et al. / J. Math. Anal. Appl. 293 (2004) 89–107Proof. (a) The total variation of µ is a positive quasi-measure, hence can be extended to a
finite positive measure on A. Similarly, (|µ| +µ)/2 and (|µ| −µ)/2 can be extended to a
finite positive measures µ+ and µ− on A.
(b) Let C be the support of µ−, and B = A −C.
(c) Since ν is a positive quasi-measure on A, we may assume it has been extended to a
measure on A. Write A =∐∞n=1 In, where In are (pairwise disjoint) intervals. Let µn be
the measure which extends µ|In on In and is 0 on A− In. Then µ =∑∞n=1 µn, i.e., for any
finite union of intervals E, µ(E) =∑∞n=1 µn(E). Clearly, the support of µn is in In. Then
by the classical Lebesgue–Radon–Nikodym decomposition theorem, there exist measures
µn,a and µn,s with support in In such that µn = µn,a + µn,s , µn,a  ν, µn,s ⊥ ν, and
there exists a unique hn ∈ L1(ν) with support in In such that µn,a(E) =
∫
E
hn dν for each
finite union of intervals in A. Then µa =∑µn,a , µs =∑µn,s and h =∑hn satisfy the
conclusion of the theorem. If, moreover, µ is positive, then it can be extended to a measure
and the result follows from the classical case. 
Definition 4.3. Given a distribution µ, the measure support of µ is defined by the set
Aµ =
⋃
{v∈T : |µ|(Iv)<∞}
Iv.
Clearly, if Aµ = Ω , then µ can be extended to a measure by Theorem 3.2.
Furthermore, the measure support of a distribution is the largest set on which these
decomposition theorems hold, by Theorem 4.2 below.
In the following two examples, let T3 denote a homogeneous tree of degree 3.
Example 4.1. Let µ be the distribution in Example 1.1 applied to T3. Notice that for every
vertex v /∈ {wk: k = 0,1, . . .}, µ(Iv) = 2−|v|+n, where n is the largest integer such that v is
a descendant of vn, or µ(Iv) = 0 if v is not a descendant of v1 or w1. Since µ|Iv is positive,
it is absolutely summable and so it can be extended to a positive measure. We thus can get
a σ -finite measure on the noncompact space Ω − {ω0}, where [w0,w1, . . .] = [e,ω0). It is
σ -finite because it can be written as the countable union of set of finite measure, namely
Ω − {ω0} = Iu1 
∞∐
n=1
Ivn ,
where u1 is the neighbor of e other than v1 and w1. If I is any interval containing ω0, then
µ|Ω − I can be extended to a finite nonnegative measure. Thus the measure support of µ
is Ω − {ω0}.
The following is an example of a distribution on T3 whose measure support is the empty
set.
Example 4.2. Let µ(Ω)= 0, µ(Iv1) = µ(Iu1) = 1 and µ(Iw1) = −2, where, we recall, u1,
v1, and w1 are the neighbors of e. Now assume that v is a vertex with children u and w such
that µ(Iv) = 0. Then let µ(Iu) = − signµ(Iv) and µ(Iw) = µ(Iv)−µ(Iu). Consequently,
every vertex v has a path of descendants [x1, x2, . . .] such that µ(Ixn) → −∞ as well as
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of µ is the empty set.
In general, we cannot get a Jordan decomposition of a distribution which is not ab-
solutely summable because if we could write µ = µ+ −µ− with µ+,µ− positive distrib-
utions, then µ+ and µ− could be extended to finite positive measures, so µ itself would be
extendible to a finite signed measure, contradicting Theorem 3.2.
Theorem 4.2. Let µ be a distribution which is not absolutely summable (so that Aµ = Ω).
If I is an interval in Ω−Aµ, then for all positive integers n there exist finite disjoint unions
of intervals Jn and Kn in I such that µ(Jn) > n and µ(Kn) < −n.
In particular, if µ is not an absolutely summable distribution, then there cannot be a
Hahn decomposition on the complement of Aµ: Ω −Aµ = B ∪C, with B and C disjoint,
µ positive on B and negative on C.
Proof. Assume that we cannot find the sets Kn satisfying the condition µ(Kn) < −n.
That is, suppose there exists a natural number N such that for all finite disjoint unions
of intervals K ⊂ I , µ(K)  −N . Since the complement (with respect to I ) of a finite
disjoint union of intervals is also a finite disjoint union of intervals, if K ′ is such a set, then
µ(K ′) µ(I) + N . So for each such set K , −N  µ(K) µ(I) +N . Thus, there exists
some positive number M such that −M  µ(K)M . Let {Ij } be a finite set of disjoint
intervals whose union is I . Let K be the union of the Ij with µ(Ij ) 0 and let K ′ be the
union of the Ij with µ(Ij ) < 0. Then∑∣∣µ(Ij )∣∣= µ(K)−µ(K ′) 2M.
Thus µ is of bounded variation on I , a contradiction.
Similarly replacing µ by −µ, we see that the sets Jn ⊂ I satisfying µ(Jn) > n must
exist. 
5. Good ultrametric spaces
Definition 5.1. A metric d on a space X is said to be an ultrametric if for any points
x, y, z ∈ X, d(x, y)  max{d(x, z), d(y, z)}, or equivalently, two of the three values
d(x, y), d(x, z), d(y, z) are the same and the third is no larger.
Note that in any ultrametric space (X,d), if x ∈ X, r > 0, and
y ∈ Br(x)=
{
v ∈ X: d(v, x) r},
then Br(y) = Br(x). Thus, if z ∈ X, s > 0, and y ∈ Br(x) ∩ Bs(z), then Br(x) = Br(y)
and Bs(z) = Bs(y). Hence, if two balls intersect, then the ball with the smaller radius is
contained in the other.
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D = {d(x, y): x, y ∈ X, x = y}
is discrete, has 0 as a limit point, and if each ball Br(x) is compact.
Observation 5.1. Every infinite compact ultrametric space is good.
Proof. Assume X is an infinite compact ultrametric space. Trivially, it is locally compact.
For x ∈ X let Dx = {d(x, y): x = y} so that
D =
⋃
x∈X
Dx.
We first show that Dx is discrete. Assume r ∈ Dx and there is a sequence {xn} in X such
that d(xn, x) = r but limn→∞ d(xn, x) = r . Since X is compact, we may assume that {xn}
converges to some point x0. Then
d(x, x0) = lim
n→∞ d(x, xn) = r.
Since d(x, xn) = r , d(xn, x0) = max{d(x, xn), d(x, x0)}  r , which contradicts the con-
vergence. Thus, Dx is discrete.
For x ∈ X and r > 0, let Drx = Dx ∩ [r,∞), and set Dr = D ∩ [r,∞) =
⋃
x∈X Drx . By
the ultrametric property, if y ∈ Br(x), then Dry = Drx . For a fixed r there exist x1, . . . , xn
∈ X such that X =⋃nk=1 Br(xk) and thus, Dr =⋃nk=1 Drxk is discrete. This proves that D
is discrete.
To show that D has 0 as a limit point, assume 	 > 0 is a lower bound of D. Let {xn} be
an infinite sequence of distinct points of X. Then for n = m, d(xn, xm) > 	, so {xn} has no
convergent subsequences which contradicts the compactness of X. Thus, 0 must be a limit
point of D. Since D is discrete, balls are both open and closed, hence compact. 
Example 5.1. Let T be a rooted tree with boundary Ω such that no vertex has exactly
two neighbors and let f be a positive function on T whose values along any path from
the root to the boundary decrease to zero. If ω and ω′ are distinct boundary points, let
d(ω,ω′) = f (ω ∧ω′). Then (Ω,d) is a compact ultrametric space.
Example 5.2. Let T be a rooted tree with boundary Ω and a distinguished boundary
point ω0. Let f be a positive function on T with discrete range whose values along any
path to any boundary point other than ω0 decrease to zero and whose values along any path
tending to ω0 increase to ∞. If ω,ω′ ∈ Ω −{ω0} are distinct, then the doubly infinite paths
(ω,ω0) and (ω′,ω0) have as their intersection an infinite path [v,ω0). Define ω ∨ ω′ = v
and set d(ω,ω′) = f (ω∨ω′). Then (Ω −{ω0}, d) is a good ultrametric space which is not
compact since distances can be arbitrarily large.
We now give a brief description of the main ideas of Choucroun’s elegant paper [3]
which yield the converse construction.
If (X,d) is a good ultrametric space, we can construct a tree T whose vertices v corre-
spond to the balls Bv of X and whose edges are defined as follows. If v and v′ are vertices,
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other, but no other ball fits properly between them. Given x ∈ X, let {dn}n0 be the de-
creasing sequence of elements of Dx . Let vn(x) be the vertex corresponding to Bdn(x)
and let v(x) be the boundary point corresponding to the path [v0(x), v1(x), . . .]. The map
v :X → Ω is one-to-one, indeed, it is an isometry if we provide Ω with the ultrametric
corresponding to the function f (v) = diameter(Bv).
If X is compact, then X is itself a ball and the corresponding vertex serves as the root
of the tree. Every boundary point yields a path from the root which then corresponds to a
decreasing sequence of balls, and hence whose intersection is some point of X. Thus v is
onto.
The equivalence of compact ultrametric spaces and boundaries of trees was also pointed
out in [6] and [8], and in [7], for the case of homogeneous trees.
If X is not compact, then D is not bounded above and we can take a strictly increasing
maximal sequence of balls whose union is all of X. The path of the corresponding vertices
goes to a boundary point ω0 which is independent of the sequence we have chosen. This
is the only boundary point which is not in the image of v, and thus, X is in one-to-one
correspondence with Ω − {ω0}.
In both cases, having defined f (v) to be the diameter of the ball Bv , the corresponding
ultrametric on the boundary of the tree or the boundary with a point removed yields an
isometry onto X.
Our aim is to translate all the results of this paper to a good ultrametric space X. We
shall explain the translation below. The case of X compact follows precisely from what we
have done in the earlier sections, since X may be identified with the boundary of a tree.
In order to understand the noncompact case, we need to study these questions on the
noncompact ultrametric space X = Ω − {ω}. Let µ be a distribution on Ω . Then define a
distribution µ˜ on X by µ˜(I ) = µ(I)−µ(Ω)λ(I). µ˜ is then a finitely additive function on
the intervals not containing ω, i.e., on the balls of X. Conversely, let µ˜ be a distribution
on X. Let I = Iωn be an interval containing ω, and define
µ(I) = −
∑
|v|=n, v =ωn
µ˜(Iv).
This yields a one-to-one correspondence between the distributions µ on Ω such that
µ(Ω) = 0 and the distributions µ˜ on X. Since any distribution ν on Ω is of the form
µ + cλ where µ(Ω) = 0 and λ ∈ B0, this does not affect any of our inclusions which will
be proved to be valid on Ω − {ω}.
Thus we may identify a good ultrametric space X with Ω or Ω − {ω} (depending on
whether or not X is compact), where ω ∈ Ω = ∂T for some tree T . The intervals Iv ⊂ Ω
correspond to balls Bv ⊂ X. Just as each Iv is the disjoint union∐w−=v Iw , each ball B in
X is the disjoint union of smaller balls none of which is contained in a larger ball strictly
contained in B . Thus we get a natural definition of the distributions on X. Borel measures
on X are taken with respect to the balls.
If B is a ball of a good ultrametric space, let q(B) be the number of proper maximal
sub-balls.
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if B ′ is a maximal proper sub-ball of a ball B , then λ(B ′) = λ(B)/q(B). All the spaces B0,
MAC,M, DAS, DFTV, D are easily defined in terms of the space X.
For the noncompact case, the Lebesgue measure on X requires fixing a ball Bˆ0. By the
discreteness of D, there is a unique strictly increasing maximal sequence of balls {Bˆn}n0
which covers X. Let qn = q(Bˆn) for n > 0 and q0 = q(Bˆ0) + 1. Then define λ(Bˆn) =
1 − 1/q0q1 . . . qn and otherwise extend as in the compact case. A distribution on X then is
a finitely additive function on the balls. Using the notation B− for the smallest ball strictly
containing B , a distribution µ is in B0 if∑
B =Bˆn
∣∣∣∣µ(B)− 1q(B−)µ(B−)
∣∣∣∣< ∞.
The spaceMAC is defined as the set of multiples of λ by an L1-function with respect to λ,
and µ ∈DAS if and only if ∑µ(Bn) converges absolutely for each sequence of pairwise
disjoint balls.
Since any two choices of {Bˆn}n0 are eventually the same, the space B0 is well defined,
and for any two choices of λ, each one is absolutely continuous with respect to the other.
Thus all of the classes are well defined and so all the results in this paper now hold on an
arbitrary good ultrametric space.
Similarly, a complex measure on X corresponds to a complex measure µ on Ω such
that µ(Ω)= 0.
Notice that the absolutely summable measures on X correspond exactly to the ab-
solutely summable measures on Ω since any disjoint union of intervals on Ω differs by
at most one interval from a disjoint union of intervals in X. Furthermore, since X and Ω
differ by one point, the corresponding L1 spaces with respect to λ are the same.
Example 5.3. Let p be a prime. Every rational number r can be written uniquely as r =
(m/n)pq , where q,m,n are pairwise relatively prime integers, n > 0. Set |r|p = p−q .
Then d(r1, r2) = |r1 − r2|p is an ultrametric on Z and Q. The completions with respect
to d yield the good ultrametric spaces Z(p) and Q(p), the former compact and the latter
noncompact.
More generally, let R be a discrete valuation ring with valuation ν. If d(r1, r2) =
ν(r1 − r2) for r1, r2 ∈ R then d is an ultrametric, and the completion of R with respect
to d is a good ultrametric space.
Thus all the results of this paper are valid on complete discrete valuation rings, includ-
ing Z(p) and Q(p).
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