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1 Literature Review on Project Description 
1.1 Introduction 
Due to the recent rapid development in biotechnology, technologists are in search 
of and the industry is in demand of efficient, yet inexpensive large-scale 
separation techniques. Since the first report by Beijerinck [1] and the significant 
discovery of the aqueous two-phase system (ATPS) by Albertsson [2,3] in 1956-
1958, the potential application of these systems for the isolation and purification 
of biomolecules has been considered. Three main applications of these systems 
have been studied: concentration, purification and bioconversion [ 4 ]. In the 
concentration mode, the target materials and impurities are present in dilute 
solutions or suspension, in bulk volumes, and are transferred to phases with small 
volumes. One example of the utilization of ATPS in purification technology is 
large-scale enzyme purification, as studied by Kroner et a!. [5,6] and Kula et a!. 
[7,8], using either polyethylene glycol (PEG)-salt or PEG-dextran (Dx) systems. 
Later work by Furuya et a!. [9] focuses on the partitioning behavior of hydrolytic 
enzymes, a-amylase, ~-amylase and glucoamylase in dextran-PEG-water ATPS. 
Furthermore, the prospect of extractive bioconversion or reactive extraction using 
A TPS to confine substrate in one phase with an enzyme or cell suspension while 
the desired product partitions into the other phase has also been investigated. 
Mathiasson and Ling [10] discuss the aspects of bioconversion and provide 
examples of reactions successfully carried out in ATPS. 
2 
ATPS has several advantages over other extraction methods. Not only 
does it provide a mild environment for biologically active proteins [4,11] as it 
contains a high proportion of water and low interfacial tension, but it also offers 
good resolution factors and activity yields [12]. Furthermore, considering that this 
system has unique possibilities for downstream application, simple operation and 
easy engineering scale-up, ATPS can be regarded as a powerful and promising 
technique, with a reliable behavior prediction, for the separation of wide range of 
biomolecules. 
1.2 Aqueous Two-Phase Systems 
This liquid-liquid extraction method is a way of using water-soluble polymers or a 
water-soluble polymer and a salt to separate colloidal bioparticle mixtures. In this 
technique, aqueous solutions of phase-forming components, such as PEG and Dx, 
are mixed together above a threshold concentration to produce a 
thermodynamically stable, two-phase system that is capable of suspending cells 
and cell debris, and partitioning the desired proteins and cell debris or other 
substances to be removed in opposites phases [4]. The two phases formed are in 
equilibrium, with the upper phase enriched with one of the polymers, in this case, 
polyethylene glycol and the other with dextran. The phase separation behavior of 
an ATPS is usually represented with two-axi phase diagrams [4]. 
3 
1.3 Thermodynamic Background 
1.3.1 Phase Diagrams 
Binodal curves that separate two regions of compositions like the one shown in 
Figure 1.1 describe the composition of each phase and the concentration range 
where such behavior occurs for a particular A TPS. The upper region denotes the 
compositions where a mixture exists as two liquid phases in equilibrium and the 
lower region is the homogenous region. All mixtures represented by points above 
the curve are subject to phase separation while all mixtures with compositions 
below the curve exist as homogeneous solutions. 
Figure 1.1 exhibits the phase diagram of a PEG-Dx system. Both polymers 
are separately miscible with water in all concentrations. But if a mixture of these 
polymers has a concentration that exceeds a critical point C, an immiscible PEG-
rich upper phase and Dx-rich lower phase are formed. 
/Sr-------.--------.--------~-------~ 
I 





Dextran % Wfw 
Figure 1.1 Phase diagram of the system PEG 4000-dextran T -500 at 20°C (data from Albertsson, 
1986[4]). 
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The lines that connect equilibrium phase compositions on the binodal 
curve are called tie lines. Any system with an overall composition represented by 
points on tie line TMB yields phases with top and bottom phase compositions of T 
and B respectively but with different phase volumes. Systems with compositions 
located on the same tie line, hence, possess identical partition coefficients for any 
given additional component. However, this assumption does not take into account 
the influences of the polydispersity of the polymers employed [13] which can lead 
to some degree of polymer fractionation in ATPS and thus, may give rise to 
somewhat different partition coefficients for widely separated points on the same 
tie line. 
Point C is the critical point, where the two-phase system is most instable 
and sensitive to changes in its total composition; addition of a very small amount 
of water transforms the system to a homogeneous solution. The two phases of a 
system with this total composition are identical with partition coefficients of 1 
[13]. As the tie line length increases, partitioning becomes more pronounced. 
1.3.2 Partition Coefficient 
It is observed that the partitioning of biomolecules occurs in a two-phase system 
as a selective distribution between the phases [4]. For species i, the partition 
coefficient which defines the partition occurrence is given by the ratio between 
the equilibrium concentrations in the top and bottom phases respectively 
c·. 




where the superscript ' and " denote the top and bottom phases respectively. 
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According to the Br0nstedt equation [14] below, any molecule will 
accumulate in the phase where the greatest number of interactions is achieved and 
partition until the energy content of the system is minimized. The partition 
coefficient is given by 
AIMWi 
K. = e k,r 
-I (1.2) 
where A; is a parameter characterizing the phase system and interactions with the 
compound of interest, MW; the molecular weight, k8 the Boltzmann constant and 
T the absolute temperature. This expression describes qualitatively an exponential 
dependence of the partition coefficient on the molecular weight and the factor 
A whose values are unknown. Biomolecules with very high molecular weights, 
e.g. more than 106 Dalton [13], are likely to have one-sided partitioning and 
experience drastic changes in the partition coefficient from small changes in A. 
The partitioning behavior of proteins and other biomolecules in an ATPS 
is governed by a number of factors. Albertsson [4] attributes these factors to be 
hydrophobicity, molecular size, electrochemistry, molecular conformation, 
biospecificity of the protein, as well as environmental conditions such as pH, 
buffer concentration, ionic strength, temperature and protein concentration. Kula 
et al. [13] added a few other variables and Baskir et al. [15] listed them in Table 
1.1. 
Table 1.1 Factors influencing proteins partitioning in aqueous two-phase systems empirically 
Polymer-dependent factors 
- the type of the polymers composing the systems 
- the structure of the polymers 
- the average molecular weight of the polymers 
- the molecular weight distribution of polymers 
- the concentration of polymers 
Protein-dependent factors 
- the charge of the proteins 
· the size of the proteins 
- the shape of the proteins 
. Ton-dependent factors 
· the types of the ions composed by or added to the system 
· the concentration of the ions 
-the pH of the solution 
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Most, if not all of the factors listed do not act independently, hence any 
calculation or theoretical predictions of the partition coefficient for a given 
protein is not easy to perform [13]. 
1.4 Mathematical Models 
At the present time, there are quite a few mathematical models for phase 
equilibria in aqueous two-phase systems available. The diversity they offer comes 
from the different concepts and ideas behind the models. Each model has its own 
strength and limitations because each model is typically best at representing only 
a few aspects of system behavior. Hence, these aspects must be considered well 
before a suitable model is selected to predict and represent the phase behavior. 
1.4.1 Osmotic Virial Expansions 
Edmon and Ogston [16] used the osmotic virial expanswns m modeling the 
thermodynamic behavior of ATPS. These expansions are mathematically simple 
and have model parameters with relatively simple physical interpretations [17]. 
There are two different expansions, one is based on the work of McMillan and 
7 
Mayer [18] and the other on the work of Hill [19]. As the expansiOns are 
expressed in terms of composition variables, the theories are applicable only at 
very low solute concentrations, which is the criteria of an ATPS. 
The thermodynamic properties of a multicomponent system are 
represented by a power series in solute concentration in mole volume-1 or molarity 
by the McMillan and Mayer theory [18]. This is superficially similar to theory of 
Hill [ 19]. However, Hill developed chemical potentials at constant temperature 
and pressure rather than at constant solvent chemical potential which, as a result, 
does not need any osmotic pressure correction. 
1.4.2 Lattice Theory 
The idea of this theory is to model a liquid mixture to be solid-like, as in a quasi-
crystalline lattice [20]. This is attractive because the macromolecules and the 
small molecules can be distributed and redistributed until all possible 
arrangements or configurations have been inspected. The Gibbs energy, for the 
mixture is then derived from the entropy of the system contributed by the number 
of possible configurations and the enthalpy contributed by the number of 
interactions between the molecules. As this theory is based on the assumption of 
concentrated polymer solutions, the problem faced in osmotic virial expansions 
with applicability for solution of high concentration is avoided. However, validity 
remains an open question in very dilute solutions with large number of solvent 
molecules present between the polymer coils. 
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The classical polymer solution theory of Flory [21] and Huggins [22] that 
is based on the lattice theory has been exploited in modeling of the phase behavior 
of ATPS due to its relative simplicity [17]. It provides a good mechanistic insight 
into the phase formation process as well as qualitatively good predictions or 
correlations for the phase equilibrium and partitioning behavior. 
Other models that are based on the lattice theory are the UNIQUAC model 
[23] that incorporates the concept of local composition [24] and Guggenheim's 
quasi-chemical approximation [20] and the NRTL model [25]. 
1.4.3 Integral Equation Theory 
This new approach combines the Omstein-Zemike integral equation [26], Boublik 
[27] and Mansoori et a!. [28] equation of state, perturbation theory, the McMillan 
Mayer osmotic virial expansion [18] and other elements to come up with a 
general expression for a modified excess Hernholtz free energy for an ATPS. The 
model is perhaps the most complete and sophisticated available [17], however is a 
very complex model and requires many experimental parameters. 
1.4 Previous Modeling Work 
Many attempts using various theories such as the osmotic virial expansion, the 
Flory-Huggins lattice theory [21,22], the UNIQUAC model [23], the NRTL 
model [25], the Scheutjens-Fleer lattice theory for polymer adsorption [29] and 
the integral-equation theory to describe and predict the thermodynamic behavior 
of an A TPS and protein partitioning were reported. 
9 
King et a!. [30] and Haynes et a!. [31 ,32] utilized the osmotic virial 
expansion that takes into account the electrostatic potential difference between the 
phases to describe phase separation and protein partitioning in polymer/polymer 
systems in the presence or absence of salts. Zhou et a!. [33] and Kakisaka et a!. 
[34] performed similar studies for amino acid partitioning in aqueous polymer-
polymer systems. Wu et a!. [35] completed a related study on phase separation in 
aqueous polymer-salt systems. Gaube et a!. developed a thermodynamically 
consistent osmotic virial expansion to predict phase diagrams ofPEG-Dx [36-37] 
and PEG-sodium sulfate (Na2S04) [38]. Jiang and Prausnitz [39] presented a 
molecular-thermodynamic model based on the same solution theory that considers 
the partitioning behavior of native and denatured proteins in conditions where the 
proteins are at infinite dilution. 
Brooks et a!. [ 40] and Gustafsson et a!. [ 41] applied FH theory to 
qualitatively correlate phase diagrams and protein partition-coefficient data in an 
aqueous mixture containing two polymer solutes. Diamond and Hsu [12,42] 
utilized a modified, linearized form of FH theory to obtain a semi empirical 
expression for protein partitioning in PEG-Dx ATPS with or without buffer salt. 
Hino and Prausnitz [43] also presented an extended FH theory with the inclusion 
of an electrostatic contribution given by Pitzer's extension [44,45] of the Debye-
Hiickel function, to calculate phase separation in polymer/salt aqueous solutions. 
The UNIQUAC model [34] was used by Kang and Sandler [46-48] to 
predict the phase diagrams of polydisperse PEG-Dx systems, with several 
adjustable parameters required. A modified UNIQUAC model was proposed by 
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Hershkowitz and Gottlieb [49] for the same purpose. Hartounian et al. [50] 
combined the UNIQUAC model with Guggenheim's extension [51] of Debye-
Huckel theory for long-range electrostatic interaction to describe the phase 
behavior and protein partitioning in the PEG-Dx system in the presence of a 
buffer salt. 
Wu et al. [35] presented a modified NRTL model [25] and in another 
paper, Wu et al. [52] further extended the modified model to include the effect of 
partial disassociation of salts in PEG-salt ATPS. They generated equilibrium 
phase diagrams for PEG-(NH4)2S04 and PEG-MgS04 ATPS by exploiting the 
existing states of the salt in the analyzed systems. 
Using the constant-pressure-solution theory of Hill [19], Cabezas et al. 
[53] and Forciniti and Hall [54] developed an isothermal-isobaric virial expansion 
to analyze the phase behavior of A TPS. 
Baskir et al. [15,55,56] modified the self-consistent mean-field 
Scheutjens-Fleer lattice theory [29] to predict protein partitioning without 
considering the salt effects. Peng et al.[57] then incorporated the modified theory 
with a Pitzer-Li long-range electrostatic term [58] to predict the partitioning of 
amino acids and proteins in polymer-salt systems. Similarly, Abbott et al. [59-61] 
applied the polymer-scaling concept of de Gennes [62] to describe interactions 
between protein and flexible nonionic phase-forming polymers for the study of 
protein partitioning. 
Integral-equation theory has also been used in the research of phase 
behavior and partitioning behavior of proteins in both aqueous polymer-polymer 
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and aqueous polymer-salt two-phase systems. Relevant work on modeling the 
mentioned systems were performed by Haynes et a!. [63] and by Kenkare and 
Hall [64]. The latter produced a molecular model based on the integral-equation 
theory of statistical thermodynamics to study phase separation in PEG-salt ATPS. 
1.5 Previous Optimization Work 
Huenupi et a!. [65] attempted to investigate design considerations in protein 
separation and purification processes using ATPS. The work proposed a rigorous 
optimization strategy that minimized the global process costs. In doing so, they 
maximized the purity, yield and concentration of a target protein. In addition, they 
discussed the mechanism of phase separation that limits the application of ATPS 
on a large scale. The optimization routine utilized an extended empirical 
mathematical model developed by Mistry et al. [66,67]. 
1.6 Objective 
The first objective of this work is to capture the phase equilibrium behavior of 
A TPS and the partitioning behavior of target and contaminant proteins under 
these conditions in a general mathematical form. The systems investigated here 
are the water-polymer-polymer and water-polymer-salt systems. 
The second objective is to formulate a consistent set of models that may 
be applied across a wide range of different systems. This involves unifying 
models written in volume and segment fractions as well as incorporating the 
effects of ionic strength. 
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The third objective is to simulate the separation of selected target proteins 
from their contaminants by using a two-stage extraction process. 
The fourth objective is to perform an optimization procedure that 
minimizes an economic model that captures the performance of the extraction 
process. Here, we implement a modular mathematical approach that uses the 
modeled and simulated phase equilibrium and the partitioning behaviors. 
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2 Model Development 
2.1 Process Flowsheet 
A generalized structure of the application of aqueous two-phase systems (ATPS) 
for protein extraction as illustrated in Figure 2.1 is considered. The basic units 
taken into account are fermentation, harvest and disruption, extraction, 









Figure 2.1 Basic units of downstream processing 
Purification 
Contaminants 
The proposed multistep extraction process is a system consisting of two stages as 
shown in Figure 2.2; a forward extraction and a back extraction. In the first stage, 
the conditions are created to 'drive' proteins of interest preferentially to one 
phase, typically the top phase, and the undesired biomaterials to the other phase. 
The subsequent back extraction stage is designed to preferentially partition the 
target protein and polymer to separate phases, typically the protein is driven to the 
bottom phase while the polymer remains in the top phase, allowing the phase-
forming polymer to be recycled [4]. 
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Figure 2.2 An elobrated flowsheet of the extraction process. 
Figure 2.2 describes the idealized extraction process in more detail. The feed 
stream, F1 that goes into the first stage contains mostly soluble target and 
contaminant proteins. In this stage, the target protein partitions preferentially to 
the top phase and flows out with that phase via stream F4 into the next stage. The 
contaminant proteins are removed from the first stage with the bottom phase 
stream, FJ. The second stage separates the polymer from the target protein by the 
addition of another phase-forming polymer or salt (stream F5). The system here 
partitions the desired protein into the bottom phase and the protein leaves the 
system in stream F 6• The top phase is then recycled for the purpose of minimizing 
the polymer loss and increasing the process yield, thus minimizing the waste and 
the operating cost. 
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2.3 Model Development 
The model that represents the whole system consists of: 
• the mass balances for the extraction unit, 
• the phase equilibrium behavior simulation of the A TPS, and 
• the partitioning behavior of a target protein and contaminants in the ATPS. 
2.3.1. Mass balances 
The mass balances are configured based on a few assumptions; the whole 
extraction process is considered to be a continuous steady state operation, and the 
components taken into account are the phase-forming chemicals and the proteins 
present. 
The indexes used to represent the main components, streams and stages 
are as follows: i denotes the components: {l = water; 2 = a phase-forming 
polymer; 3 =a second phase-forming polymer; 4 =phase-forming salt; 5 =target 
protein; 6 =contaminant protein and 7 =buffer salt);} symbolizes the streams (1, 
2, ... 6); and k stands for the stages considered, 1 for extraction and 2 for back-
extraction. 
The variables involved in the model are: F;, the scalar values of the stream 
flowrates (volume. time-'); (;b the vector of the concentration of each component 
in each stream into each stage (mass.volume-1) and Kik, the partition coefficients 
of component i in stage k. 
The total mass balance for each stage can be generalized as 
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m out 
LFJ = LFJ. (2.1) 
i=l...6 }=1...6 
Thus, the total mass balance for stage 1 is 
(2.2) 
and that for stage 2 is 
(2.3) 
The mass balance for each component for each stage (k = 1,2) 
in out 
LFJ.Cj = IFJ'CJ (2.4) 
i=l...6 }=1...6 
with 0 = [ C;J ] for every i andj. For stage 1, the component mass balances 
are 
(2.5) 
and for stage 2, the component mass balances are 
(2.6) 
2.3.2 Phase Equilibrium Simulation for Ternary Systems 
The ATPSs that we model in this work are divided into two types: water-polymer-
polymer and water-salt-polymer systems. The phase equilibrium behaviors of the 
ATPSs are modeled based on the classical polymer solution theory of Flory [21] 
and Huggins [22]. One of the reasons that this theory was chosen is its relative 
computational simplicity. In this matter, Cabezas [17] mentioned that the theory 
provides qualitatively good predictions or correlations for phase behavior. Other 
work done have also shown that it offers a satisfactory quantitative description of 
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phase separation [15,42] and qualitative description of biomaterials partitioning 
behavior [ 11]. 
The Flory-Huggins theory approaches the polymer solution as a lattice of 
sites; a regular array in space, and supposes that the sites are occupied by either a 
solvent molecule or a polymer segment [21,22]. In accordance, the theory defines 
volume fractions as representations of the fraction of lattice sites occupied by 
each substance. Flory and Huggins proposed that the polymer segments in the 
solution behave like chains with links of the same size as a molecule of the 
solvent. Thus, a polymer segment and a solvent molecule occupy the same 
volume. Note that a polymer segment may not correspond with a monomer unit. 
Further, the segments and solvent can be interchanged with no change in the 
lattice; that is, no volume change occurs upon mixing and the solution behaves 
ideally with ideal entropy of mixing and zero excess entropy. Interaction 





The theory is applied in accordance with a few additional assumptions 
the aqueous solution is sufficiently represented by the liquid lattice model; 
the aqueous solution posses an ideal entropy of mixing; 
deviations from ideal solution behavior are accounted for in terms of 
( enthalpic) solute-solvent and solute-solute interaction parameters; and 
• the phase-forming polymer chains are flexible. 
The mathematical expressions for the Gibbs energy of mixing for each 
component in the mixture are written based on the theory and the formulation of 
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the difference between the chemical potential of each component and that in the 
standard state are derived using MathCAD. 
The thermodynamic consistency relations given by the cross derivative 




and the Gibbs-Duhem equation, which at constant temperature and pressure is 
(2.8) 
are verified to be satisfied using MathCAD. 
2.3.2.1 Ternary Water-Polymer-Polymer Systems 
The Flory-Huggins theory for solvent-polymer solutions was first extended by 
Scott [68] and Tompa [39] to ternary solutions. The Gibbs energy of mixing for 
the mixture composed of two polymers and a solvent derived is given by [69] 
(2.9) 
(2.1 0) 
Here n; is the number of moles of each component; r; is the number of segments 
per polymer; t/J; is the volume fraction of component i in the mixture 
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(2.11) 
where the subscripts l, 2, 3 represent water, a phase-forming polymer and a 
second phase-forming polymer; x; the mole fraction of component i; v; the 
specific volume; and xij,i*J is the Flory-Huggins interaction parameter between 
component i andj at 25°C. In this work, it is assumed that the xij are independent 
of composition. 
The difference between the chemical potential of each component in the 
mixture and that in the standard state is defined by 
(2.12) 
Using equation 2.9 and 2.12, the following expressions for the chemical 







At equilibrium, under constant temperature and pressure, the difference of 
chemical potential of the component i (i = 1, 2, 3) must be equal in both phases 
(2.17) 
where the superscripts ' and" indicate top and bottom phases, respectively. 
2.3.2.2 Ternary Water-Polymer-Salt System 
It has been shown by Kenkare et a!. [70-72] that Coulombic interactions among 
salt ions contribute towards phase separation in aqueous systems containing salts 
or in aqueous mixtures of charged and neutral hard spheres (that imitate mixtures 
of salt and large neutral molecules). Thus, we chose a simple, application-oriented 
mathematical model of phase behavior of the salt-polymer ATP systems that 
includes the effect of Coulombic interactions among salt ions developed by Hi no 
and Prausnitz [43]. 
In this model, the expression for Gibbs energy of mixing combines the 
extended Flory-Huggins [21 ,22] formulation for ternary systems, and an 
electrostatic contribution given by Pitzer's extension of the Debye-Hiickel 
function [44,45], as follows 
(2.18) 
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where superscripts DH and FH denote Debye-Hiickel and Flory-Huggins 
contributions, respectively. The general expression given in equation (2.18) is 
used with some clarification [43]: 
• it is not rigorous to combine the two theories as both are based on different 
sets of independent variables [30]. However, this expression has been 
successful in providing semiquantitative understanding of the effect of 
electrostatic contribution to Gibbs energy of mixing for system containing 
weakly charged polyelectrolyte and salt [73], 
• the Debye-Huckel theory uses an unsymmetric convention for the standard 
state of ion and a symmetric convention for water whilst the Flory-
Huggins theory uses symmetric convention for both. The Flory-Huggins 
Gibbs energy expression is converted to that based on an unsymmetric 
convention for ion by the substraction of a term that is linear on the 
segment fraction of the ion [43]. Since the phase equilibrium calculations 
were performed by satisfying the equality of chemical potential in the 
phases, the linear term has no effect on the results. 
The work by Hino and Prausnitz [43] assumes complete dissociation of 
the salt into ions without distinguishing between salt cation and anion, with the 
water-polymer-salt mixture modeled as an incompressible ternary system 
consisting of water, polymer and ion. In this particular work, the binary 
interaction parameters between water and polymer, and between water and ion, 
are obtained by correlating the observed activity of water in the relevant binary 
22 
system and the electrostatic contribution to the Gibbs energy of mlXlng 
formulation does not contain adjustable parameters. 
The Flory-Huggins contribution to the Gibbs energy is expressed in terms 
of segment fraction by Hino and Prausnitz [43] by referring to the work of Flory 
[74], Yilmaz and McHugh [75] and Geveke and Danner [76]. However, these 
work [43] have expressed the Gibbs energy in terms of volume fraction. Thus, we 
assumed that the volume fractions of the components are equal to the segment 
fractions, and expressed equation (2.18) using the conventional expression for 
Flory-Huggins contribution. 
For a ternary water-polymer-salt, the general expression for Gibbs energy 
IS 
~RG; ={¢{ : 1 J[-A~( ~}n(l+bJh)]} 
+ {n1 ln¢1 + n2 ln¢2 + n4ln ¢4 + (n1 + n2r2 + n4r4 Xx12¢1¢2 + g14¢1¢4 +X 24¢2¢4 )}. 
(2.19) 
where M~ is the molecular weight of water, ~ is the weight of water, I is the 
ionic strength of that aqueous system, %12 is the interaction parameter between 
water and polymer, %24 is the interaction parameter between polymer and ion 
(salt) and g14 is the interaction parameter between water and ion. The first term in 
the formulation is Pitzer's form of the Debye-Hiickel-type function [44,45] and 
the second term is the Flory-Huggins extension. Here, the subscripts 1, 2, and 4 
represents water, a phase-forming polymer and a phase-forming salt, respectively. 
For a salt (AzA PABz• p8 (where A and Bare the cation and anion; VA and VB are 
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the stoichiometric numbers for the salt; and ZA and z8 are the valences of A and B 
ions), the ionic strength, I, is given by 
(2.20) 
Acp (= 0.392) and b (= 1.2) [45] are the Debye-Hiickel constants at 25°C. Hino and 
Prausnitz [43] determined g14 by correlating the observed water activity in a 
water-salt system at 25°C. Here g14 is an empirical function of interaction 
parameter between water and salt in terms of the mixture composition of the salt, 
¢4 given by 
n 
gl4(¢4) = z>k¢:-l (2.21) k=l 
where ck are coefficients regressed by Hino and Prausnitz [43] using the osmotic-
coefficient data at 25°C compiled by Robinson and Stokes [77]. 
For this system, the difference between the chemical potential of 
component i in the mixture and that in the standard state would be 
(2.22) 
where n; is the number of moles of component i. 
From equations (2.18) and (2.21 ), .1J1; are given by 
(2.23) 
24 
!J.JL2 =-A lz Azsl[ ,Jl ,Jl + ~1n(1 + b,J/)t 1n¢2 + (1- r2 M + (1- r2 )¢3 + RT '~' 1 + b I b j r1 r4 
r2 (%12¢1 (1- ¢2 )- g14¢1¢4 + g\4 ¢1¢4 (1- ¢J+ X 24¢4 (1- ¢2 )) 
(2.24) 
!J.JL4 =-A lz Az 8 1[ ,Jl ,Jl + ~ 1n(1 + b,J/)l + 1n¢3 + (1- r4 )¢1 + (1- r4 )¢2 + RT '~' 1 + b I b j r1 r2 
r4 (- %12¢1¢2 + g14¢J1- ¢4 )- g\4 ¢1¢2¢4 + %24¢2 (1- ¢4)) 
(2.25) 
with I given by equation (2.19), and g' 14 is related to the derivative taken in the 
computation of chemical potential by 
, (ag14) g14= a¢4 T, (2.26) 
(2.27) 
The same conditions (as stated in equations (2.17)) are applied in order to model 
the phase behavior of this system. 
2.3.3 Partitioning Behavior of Target Proteins and Contaminants 
In accordance with the modeling of the phase equilibrium behavior of the 
mixture, the target and contaminant proteins partitioning behavior is predicted 
using the same Flory-Huggins theory [21,22]. 
This approach treats the target protein as the fourth component in the 
mixture with the assumption that its concentration is relatively small as compared 
to the phase forming components and water. Thus, the presence of the target 
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protein does not affect the distribution of the phase forming components and 
further, does not significantly change the phase compositions. 
2.3.3.1 Ternary Water-Polymer-Polymer System 
Utilizing the Flory-Huggins theory [21 ,22], the expression for t.G m for a four-
component system containing water, two polymers and the target protein in very 
low concentration relative to the other two polymers, is 
t.G m = n1 In ¢1 + n2 In ¢2 + n3 ln¢3 + n5 In ¢5 + (n 1 + n2r2 + n3r3 + n5rs) RT 
(x,2¢,¢2 + X13¢,¢3 + X23tP2tP3 + %,5¢,¢5 + X25tP2tP5 + X35¢3¢s). 
According to equation (2.13 ), the chemical potential is 
(2.28) 
(2.29) 
Assuming that the concentration of the protein is small enough that (1- tftJ z 1 
[11], this expression becomes 
f.f..J5 = In ¢5 + 1 + r5 {q), (x,5 - _!_J + tft2 (x 25 - _!_J + tft1 (x 35 - _!_J RT r1 r2 r3 (2.30) 
- X12tft,tft2- X,3q),q)3- X23tft2q)J. 
The above expression is written for both top and bottom phases. At equilibrium, 
the chemical potentials in each phase are set equal, while dropping the second 
order terms in the volume fraction of the components and canceling f..J~ [11], 
producing the equation below 
ln¢'s+l+rs{¢'{x~s- :J+¢'2(X2s- :J+¢'3(X3s- ~)} 
=ln¢"5 +l+rs{¢"J(x~s- :J+¢"2(X2s- ~)+¢\(x3s- :J} 
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(2.31) 
where the superscripts ' refers to the top phase and " to the bottom phase. The 




Thus, the partition coefficient of the target protein in the ATPS is 
(2.33) 
Equation (2.33) may be simplified by substituting ¢1 as a function of ¢2 and ¢3 
using the mass balance relations 
(2.34) 
and 
"'" - 1- "'" -"'" '1'1- '1'2'1'3· (2.35) 
Thus, 
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2.3.3.2 Ternary Water-Polymer-Salt System 
Similarly, the expression for 11G m for a four-component system containing water, 
a polymer, a salt and the target protein in very low concentration relative to the 
other species is 
!1R~ = {¢{ M: J[ -A~( ~}n(l+bi~)]}+ 
n1ln¢1 +n2ln¢2 +n3ln¢3 +n5ln¢5 
+ (n1 + n2r2 + n4r4 + nsrs Xx12¢1¢2 + X14¢1¢4 + g 24¢2¢4 + X1s¢1¢s 
+X 25¢2¢5 +X 35¢3¢s} 
(2.37) 
Using equation (2.13) to derive the chemical potential 
i'lf.Ls = -A~Iz Aznl[ fj fj + ~1n(1 + b/i)l +In ¢5 + 1- r5{1i + ¢2 + ¢4 + 12} RT 1 + b I b j r1 r 2 r4 r5 
+rs{X1srP1 + XzsrP2 + X4s¢J 
- rs (X12¢1¢2 + g14 (¢4)¢1¢4 + g'14 (¢4 )¢1¢2¢4 +X 24¢2¢4} 
(2.38) 
Assuming that the concentration of the protein is small such that (1- ¢5 )"" 1 [ 11 ], 
the expression becomes 
11115 =-A~IzAznl[ fjfj+~1n(1+b/i)l+1n¢5 +1 RT 1+b I b j 
+rs{¢{ X1s- :J+¢{ Xzs- :J+¢3( X4s- :J (2.39) 
- X1zrP1rP2 - g14 (¢4)¢1¢4 - g;4 (¢4 M¢z¢- Xz4¢z¢4}. 
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Dropping the second- and third-order terms in the volume fraction of the 
components and canceling J.l.~ [11], the equilibrium relationship between the 
phases is obtained 
-A~"[zAz8 [[ -JY-JY+3_ln(l+b-J/)T +ln¢'s+l+ l+b I b j 
rsl¢'1 ( X1s- :J + ¢'z ( Xzs- :J + ¢\ ( X4s- :J J = -A~"[z AzBL +~-Jl + i ln(l + b-J/)J 
+ln¢"5 +l+r{q)"J(x~s- :J+¢"z(Xzs- :J+¢"4(X4s- ~JJ 
(2.40) 
where I is the ionic strength expressed in terms of ¢2 and the superscripts ' refers 
to the top phase and " to the bottom phase. 
The equation now becomes 
~{::}-A,I,,,,I{(C+~fi )" -c+~fi )}(il·~ +hfi) -In(! +M) ~] 
+r{(¢"~-¢·4{xls- :J+(¢"z-¢'z{ Xzs- ~J+(¢"4-q)'4{X4s- ~JJ 
(2.41) 
Thus, the partition coefficient of the target protein in this A TPS is 
K, = exp{- A,l'•'•l{[ [ l+~,J/ }-[ l+~,J/ J}(Hn(l +M)" -in(! +b,J/) ~) 
+rs((¢"~-¢\{xJs- :)+(¢"z-¢'z{ Xzs- ~)+(¢\-¢'4{x4s- ~)J} 
(2.42) 
Substituting ¢1 with the following approximate relations 
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(2.43) 
and "'" = 1-"'" -"'" '1'! '1'2'1'4• (2.44) 
equation (2.41) becomes 
(2.45) 
2.4 Economic Evaluation 
In this optimization work, we choose to minimize the production costs developed 
by Huenupi eta!. [65]. The four basic units that are considered in the cost analysis 
are: production, extraction (using ATPS), concentration and purification. 
For each unit, the costs are represented by a general function that consists 
of the weight factor of the unit, WF; a function that accounts for the effects of that 
corresponding unit (i.e. the yield, concentration or purity), F; scaling indexes, np; 
and a factor B that nondimensionalizes each term 
(p)"P Cost of each unit = WF B (2.46) 
The relative weight and scaling factor of each unit are within the ranges as 
given in Table 2.1. 
Table 2.1 The following are the ranges of the parameters that are normally used in the cost 
calculation [65]. 















Combining the cost function of each unit, the overall production cost that 
relates the effects is constructed by Huenupi et al. [65] to be 
Cost= a[% lnpd + fJ[fro lnpd + r[fro :npc + (j[(P. :p X lnpf 
Bpd Bspc Bspc pf (2.47) 
where each term represents the cost of each unit; a, fJ, y, (5 are relative weight 
factors of stages of production, extraction, concentration and purification in that 
order; Bpd, Bspc, Bpf are factors used to make the respective cost functions 
dimensionless and nPJ, npc, npf are the scaling indexes. Pi is the amount of target 
protein in the in stream of the extraction unit (mass.time"1); Po the amount of 
target protein in the output stream of the extraction unit (mass.time- 1); Pc amount 
of target and contaminant protein in the output stream of the extraction unit 
(mass.time·\ and Vthe volume of the extraction unit (volume.time-1). 
Expression in (2.47) indicates how the units affect each other's 
contributions: the extraction unit giving higher yield means a smaller yield is 
required in production unit; the extraction unit giving higher concentration results 
in a reduced need for water removal in the next step and thus a smaller size 
concentration unit; and the extraction unit giving higher purity means a reduced 
requirement for the final purification of the target protein. 
In order to relate the process variables to the cost functions of the units, 
the effect of the production unit is defined by the yield 
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y (2.48) 
the effects of the extraction and concentration units are represented by the 
concentration of the target protein 
c (2.49) 
and the contribution by the purification unit is embodied by the purity of the 
target protein 
Purity (2.50) 
Here, P; = F; · cs1, (2.51) 
Po= F6. Cs6, (2.52) 
PC = F6. c6,6' (2.53) 
V =F1 +F2 +F4 +F5 • (2.54) 
The values for the parameters used in the optimization routine are as listed in 
Table 2.2. 
Table 2.2 Cost function parameter values for each unit [65]. 
Unit I Parameter Weight factors Factor to make Scaling indexes 
dimensionless 
Production a = 0.435 Bpd = 1.1325 npd 0.66 
Extraction fJ 0.130 B,pc = 15.6767 npc 1.00 
Concentration r 0.174 B,pc = 15.6767 npc 1.00 
Purification (j 0.261 Be! = 2.1767 npf 0.40 
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The scaling indexes used are the values that are usually used for equipment scale-
up [78]. 
2.3 Optimization of Protein Extraction Process 
In this optimization work, we choose to mm1m1ze the production cost. The 
objective function in this routine is the production cost as developed by Huenupi 
eta!. [65] in equation (2.47). 
This objective function is minimized subject to mass balances of the 
extraction system that specifically uses A TPSs, the phase equilibrium behavior of 
the A TPSs, and the partitioning behavior of the proteins present in the system. 
By specifying the phase-forming materials in the ATPS, the phase 
separation behavior is modeled using the Flory-Huggins theory [22,23] for water-
polymer-polymer systems, and a model of combined extended Flory-Huggins and 
Pitzer's extension of Debye-Hiickel expressions [44,45] developed by Hino and 
Prausnitz [ 43] for water-polymer-salt systems. Phase diagrams for both A TPSs 
used for forward and backward extraction are constructed using the top and 
bottom equilibrium compositions. Using these diagrams and the mass balances, 
the concentrations of the phase-forming components are determined. 
The partition coefficient is calculated using the expression derived from 
Flory-Huggins model that uses the equilibrium concentrations. The concentration 
of the target protein in the output of the A TPS is then calculated using the 
partition coefficient. 
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3 Methodology of Computation 
3.1 Introduction 
This chapter describes the modular approach to the simulation and optimization 
tasks carried out in this research work. The first step taken was to model and 
simulate the liquid-liquid equilibrium behavior of the ATPS and the partitioning 
behavior of a target protein in the ATPS. Then, using the simulation, an 
optimization task was carried out to minimize the production costs that take into 
account the effects of each unit in the system according to the performance of the 
extraction unit. The simulations, the predictions of the binodal curves and tie 
lines, the interpolation of the tie lines, the calculations of parameters and the 
optimization tasks were implemented in MA TLAB. 
3.2 Overview 
There are three primary routines involved here: 
I . Mass balances for the units considered in this work, 
2. Thermodynamics of the system: 
I. The simulation of the phase equilibrium behavior with subtasks 
• 
• 
modeling ofbinodal curve and tie lines, 
interpolation of tie lines that produced a new tie line that goes through 
the feed composition and determined the new top and bottom 
concentrations corresponding to the feed composition, 
II. Partitioning behavior of the target protein 
3. Cost function that takes into account the effects of each unit. 
The overview of the work executed is illustrated in Figure 3 .I. 
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There are four units considered in this work; production, extraction, 
concentration and purification. The effect of each unit on the cost depends on the 
extraction performance. The extraction unit is then modeled with detailed 
thermodynamics and mass balances. 
The extraction unit is broken down into 2 steps; forward and backward 
extraction. For each extraction step, relevant modeling tasks performed are for the 
phase equilibrium behavior and the partitioning behavior of the proteins. The 
binodal curve that represents the ATPS liquid-liquid equilibrium (LLE) behavior 
is calculated, and from the top and bottom phase compositions for a particular 
feed of the A TPS, the partition coefficient of the target protein in the system is 
calculated. This partition coefficient together with the mass balances associates 
the outgoing with the incoming protein concentration for the unit. 
The optimization procedure then evaluates the costs of the units using the 
outputs from the simulation and produces new inputs into the simulation in order 
to minimize the production costs while satisfYing the mass balances. This routine 
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Figure 3.1 Schematic algorithmic approach of the work. 
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3.2.1 Phase Separation Modeling Procedure 
In the first stage of extraction, the system consists of water, two phase-forming 
polymers and proteins separates into two phases, the top and bottom phases. The 
upper phase, which is polymer !-enriched, flows out as Stream 4 into the second 
extraction stage, and the lower polymer 2-enriched phase is flushed out through 
Stream 3. Stream 4 goes into the next stage, and with the phase-forming salt 
added in Stream 5, forms another two-phase system. The top phase is enriched 
with polymer 1 and the bottom phase, salt. 
The flowsheet for the process is elaborated in Figures 3.2 and 3.3. 
F 2 F4 
F; Forward 
Extraction 
F I l F3 
Figure 3.2 Elaborated diagram of Forward Extraction Stage. F; denotes the average flowrate of 






Figure 3.3 Elaborated diagram of Backward Extraction Stage. F2 denotes the average flowrate 
of the incoming stream. 
37 
Figures 3.4 and 3.5 schematically present the phase separation and the 
mass balance for each ATPS. Ideally the first stage, the A TPS utilized in the first 
stage must be a system with large bottom phase and smaller top phase. This is 
because the contaminants, which are of larger amount compared to the target 

















' Tie line of Forward 
Extraction Stage 
Polymer I composition 
Figure 3.4 Diagram illustrates the phase separation behavior and mass balance in Forward 
Extraction Stage. 
F2 must lie on the binodal curve for Stage 2 and F; must intercept the tie line for 
Stage 1 on the lower part in order to obtain large bottom phase for excellent 
removal of contaminants (refer to Figure 3.4). 
As most of the contaminating proteins are removed in the first stage, the 
system is now left with the target protein that tends to partitions into the lower 
phase of the second ATPS. The volume ratio for this system shouldn't be too 
large as the amount of target protein is relatively small (usually of the magnitude 
0.03 and 0.10% w/w for peptide and protein [12]) compared to the phase-forming 
components (for polymer, PEG namely, about 2-11% w/w [12]). For this case, 
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principally, F2 that is the average of F4 and F5 should intercept the tie line of 
Stage 2 on the lower part. F5 is the stream of fresh phase-forming salt for Stage 2, 
thus is located on the salt-composition axis. The ideal locations of the 
compositions are as proposed in Figure 3.5. 
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However, the simulation will only run according to this prediction if th~ ~ 
~!:: <<n 
feed point for each A TPS is located within the region simulated. As the predicted~ ~ 
composition of polymer 1 in the upper phase of A TPS 1 gives the input feed into 
~ 
second A TPS, the feed point into ATPS 1 is crucial in order to avoid infeasibility 
for the feed to ATPS 2. 
3.3 Simulation of Phase Equilibrium Behavior 
The phase behavior is simulated for both forward and backward extraction stages. 
The A TPS in the forward extraction stage is a ternary water-polymer-polymer 
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system that partitions the target protein into the upper phase that is streamed into 
the next stage and the contaminant protein into the lower phase to be discarded. 
The extraction system in the backward extraction stage separates the target 
protein into the lower phase that flows out as the product stream, and the 
contaminant protein into the upper phase to be recycled. The purpose of this 
second stage is to switch the partitioning of the target protein to favor the bottom 
phase so that we can accomplish further purification, concentrate the target 
protein, and recover the phase-forming polymer. The system utilized here is a 
water-polymer-salt A TPS. 
3.3.1 Calculation of Phase Diagram 
Firstly, the simulation loads the data files for the phase-forming components that 
construct the system. For the specified system, the parameters needed are: the 
molecular weight of the components, MW;; the specific volumes, v,; and the 
Flory-Huggins interaction parameter between the component and water, XJi. The 
interaction parameters between the phase-forming components are also stated 
according to the system evaluated. 
Using these parameters, the calculations for the constants needed in the 
Flory-Huggins model are performed: the molar volume, vis calculated from 
(3.1) 







Each water-polymer-polymer system is characterized by specific 
parameters that are unique for different systems with different components: the 
segmental interaction parameters between the solvent and each phase-forming 
polymer, X12 and %13 , and between the polymers, X23 ; and the number of 
segments per polymer, r2 and r3• Meanwhile, in water-polymer-salt systems, as 
g14 and (ag,4 J are correlations of observed water activity in binary water-salt 
8¢4 T 
systems, the simulation results are distinctive for a particular salt chosen. Other 
system parameters that characterize the system are: the segmental interaction 
parameters between the solvent and the polymer, x, 2 , and between the polymer 
and the salt, x 24 ; and the number of segments per polymer, r2• 
3.3.2 Fitting and Interpolation of Tie lines 
The tie lines are obtained by connecting the top phase concentration to the bottom 
phase concentration returned by the optimizer. The operation fits each tie line into 
a linear expression and generates the slope and intercept for each line. 
The concentration of the feed that goes into the ATPS varies and will not 
necessarily lie on one of the pre-calculated tie lines. Due to this, an interpolation 
procedure is constructed to predict the tie line that passes through the feed 
concentration, thus giving the compositions of the phase-forming components in 
the top and bottom phases. An alternative of finding these end points is by using 
the binodal curve; this approach is not used here. 
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Using the linear equations generated for each tie line, the normal distance 
between the feed concentration (in terms of volume fraction, (fi,jj)) and each tie 
line, d is calculated via 
d=m·f3+c-fz 
.Jmz+lz 
where m is the slope of the tie line, and c is the intercept. 
(3.4) 
The location of the feed point is then analyzed using the signs and the values 
of the distances: 
• an error message is displayed if the all the signs for the distances are 
positive or all are negative, meaning the feed point investigated is located 
above or below or outside of the two-phase region predicted; 
• the feed point is within the simulated region and is located between two tie 
lines if the distances have both positive and negative signs, then a new tie 
line where the feed point lies is interpolated. 
The feed point is inspected in accordance to the two-phase regiOn that was 
calculated in 3 .2.1.1; which is above the binodal curve and below the top-most tie 
line. The condition that borders the region includes the equation for the particular 
curve computed in 3.2.2.2. 
In the latter case, the problem is further categorized as two cases as illustrated 
in Figure 3.6: 
I. if the feed point is in Region I and II (where the distance between the feed 
point and the tie line is less than a set value), the slope and the intercept of 
the tie line is taken; 
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2. if the feed point is in Region III, a new slope is calculated using the slopes 
of the bracketed tie lines. 
To determine the slope for the new tie line, weighting ratios of the 
distances between the feed point and the two tie lines to the total distance are used 
(3.5) 
where mnew is the new slope, m1 and m2 are the slopes of the tie lines, abs(d1) and 
abs(d2) are the absolute values of the distances from the feed point to the tie lines. 
The weighting ratio takes into account the effect of each slope according to the 
distance between the feed point and the tie line (Figure 3.7). From the equation, 
we can observe that if the feed point examined is on the first tie line, which makes 
d1 zero, the slope becomes is m1• We can also see that the nearest tie line between 
the two has the greatest effect on the calculation of the new slope. 
Region I 
Figure 3.6 Schematic description of the analysis of the feed point location. 
Binodal 
Curve 
Tie line 2 
with slope 
m, 
Tie line I with slope m1 
Feed point 
Interpolated tie line with new slope mnew 
Figure 3.7 Schematic description of the interpolation of the feed point tie line. 
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The intercept for the tie line interpolated, Cnew is found using the feed point 
and nlnew 
cnew = fz - (mnew 0 j~) 0 (3.6) 
The next step is to compute the end points for this new tie line. These end 
points are calculated from the intercept between the new tie lines with the lines 
that connect the end points of the existing tie lines, for both top and bottom 
phases. The linear expressions for the lines that connect the end points are 
determined by finding the slope using the end points, and using the slope and one 
of the points to calculate the intercept. This is done for both top and bottom 
concentrations. The coordinate for the new end point is 
C end/ine - C new 
xnew = 
m new - m endline 
(3.7) 
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and Ynew = mnew · xnew + cnew (3.8) 
where Xnew and Ynew is the new end point's coordinate, and mendline and Cendline are 
the slope and intercept for the line connecting the existing tie lines' end points. 
For any feed point in Region I and II, the procedure used for feed points in 
Region III cannot be applied. This is because the endpoints calculated may not be 
located between the endpoints for the bracketed tie lines (Figure 3.8). 
Tie line 2 
Interpolated tie 
line 
Figure 3.8 Schematic description of the interpolation of the feed point tie line if the feed point 
lies in Region I or II. 
3.3.3 Fitting of Binodal Curve 
This step was carried out to determine if the results can be fitted to an exponential 
form to produce the binodal curve of the system. The curve equation is then used 
as a constraint for the feed composition into the ATPS. 
The binodal curve is formed by linking all the top phase concentrations 
with the bottom phase concentrations plotted in the phase diagram. In order to 
find a convenient mathematical representation for the binodal curve, the curve is 
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first fitted manually. The fittings examined are a polynomial curve fit and an 
exponential fit. 
An analysis of the shape of the binodal that represents the phase behavior 
of this system and previous studies [66] indicate that the exponential expression is 
found to have a better fit. 
The method used here is linear least squares fit that computes the value of 
the coefficients c1 and c2 that minimizes the squared summation of the errors 
(SSE). The general form is 
(3.9) 
where n moves between 1 and 20 with intervals of0.5. The results from all the fits 
obtained using different values of n are stored and the fit with the minimum value 
of SSE is chosen. Thus, an expression for the binodal curve may be constructed 
using the selected coefficients. 
3.4 Simulation of Partitioning Behavior 
A procedure was written to model the partitioning behavior of the target protein in 
the system by calculating the partition coefficient of a specific protein using the 
top and bottom phase concentrations of the phase-forming components at 
equilibrium. The simulation requires the new end points determined for the feed 
tie line and the interaction parameters between the protein and water and the 
polymers as inputs. The partition coefficient value is unique for a given protein in 
a particular ATPS. 
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For a target protein m a water-polymer-polymer ATPS, the partition 
coefficient is determined using the equation (2.36) in 2.3.3.1. 
Equation (2.45) in 2.3.3.2 is utilized to determine the partition coefficient 
for the target protein in an ATPS that consists of water, polymer and salt. Using 
the end points at the top and bottom phase generated by the simulation described 
in 3.2.3, the ionic strength of the aqueous solution for the particular salt 
concentration and thus, the Debye-Hiickel contribution to the partitioning, are 
taken into consideration. 
3.5 Optimization of The Extraction Process 




the mass balances of the extraction system; 
the phase equilibrium behavior of the A TPS in both forward and backward 
extraction stage; 
• the partitioning behavior of the target protein in the A TPS; and 
• the effects of the extraction performance on the production costs. 
The constraints are categorized into: 
1) Nonlinear equality constraints 
• 
• 
the mass balances of the extraction system as in equation (2.5, 2.6); and 
the volume fractions of the phase-forming components in the incoming 
stream into each ATPS; 
2) Nonlinear inequality constraints 
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• the location of the feed point must be above the binodal curve. 
3) Linear equality constraints 
• the mass balances of the extraction system as in equation (2.2, 2.3); and 
• the partition coefficient equation for the target protein in the ATPS; 
4) Linear inequality constraints 
• the concentrations of the phase-forming components, target protein and 
contaminants in the output stream of the extraction system; and 
• the location of the feed point into each ATPS must be below the top-most 
tie line. 
3.5.1 Nonlinear Equality Constraints 
The mass balance equations (2.5) and (2.6) state that the amount of each 
component commg in must be equal to the amount that comes out of the 
extraction stages. 
For each ATPS, the function as described in 3.3.1 is called, calculates the 
concentrations of the top and bottom phases at equilibrium and generates the 
phase diagram in terms of volume fractions. The thermodynamic formulation that 
is based on the Flory-Huggins model [21 ,22] employs volume fractions as the 
basis of concentration. 
A new tie line is produced by the function 3.3.2 by usmg the feed 
compositions of the phase-forming components into the system. In order to 
facilitate the use of these equations with the mass balance equations that utilize a 
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mass per volume basis, the compositions are converted to the same basis. This is 
accomplished by first observing that 
(3.10) 
The specific volumes of the components, vi are used upon the assumption that 
there is no volume change on mixing for the components; this is reasonable for 
aqueous solutions. 
The feed concentration into the A TPS is taken to be the average 
concentration of the phase-forming components in the incoming stream 
in 
"F. ·C. L.. J -J 
c . = "--]=_1._ .  6 _ _ 
-1 in LFj 
j=l...6 
(3 .II) 
where the subscript j denotes the stream. Therefore, the average concentrations in 
terms of volume fractions are given by 
in 
"F. ·C. L.. J -} 
j=l...6 (3.12) 
The volume fractions of components 2 and 3, or 2 and 4 are the feed 
concentrations used in the tie line interpolation step. 
To relate the performance of the extraction system to the production costs, 
equations (2.51 )-(2.53) are also used as nonlinear equality constraints. 
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3.5.2 Nonlinear Inequality Constraints 
The minimization of the production costs is also constrained by the feed 
concentration that goes into the ATPS. The feed must come to a point within the 
two-phase region that can be calculated. Therefore, the average concentration of 
component 2 and 3 should be located above the binodal curve and under the top-
most tie line 
(3.13) 
for stage I, and 
(3.14) 
for stage 2. 
3.5.3 Linear Equality Constraints 
The mass balance equations (2.2) and (2.3) act as nonlinear equality constraints. 
They force the total incoming flow rate to be equal to the total outgoing flow rate. 
The partition coefficients are calculated using function 3.4 taking into 
account the equilibrium concentrations of phase-forming components computed 
by the tie line interpolation function. This partition coefficient then relates the 
concentration of the target protein in the top phase to that in the bottom phase in a 
linear form that is included as one of the linear equality constraints. 
Constants are used as the partition coefficients of the target protein and 
contaminants in this work. Using these values, the linear relations between the 
concentrations of the contaminants in the top phase to that in the bottom phase for 
both extraction stages are developed. 
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3.5.4 Linear Inequality Constraints 
The feed concentration of component 2 and 3 should be located under the top-
most tie line among the generated tie lines 
r/J2,1 ::; mtop-tieline • ¢3,1 + ctop-tieline (3.17) 
and ¢2,2 :::; mtop-tieline . ¢3,2 + ctop-tieline. (3.18) 
The yield and purity of the target protein must satisfy the mm1mum 
requirements for the process. 
3.5.5 Bounds 
Upper bounds are set on the concentration of the phase-forming components as 
high concentrations of polymers and salt may cause precipitation. 





The concentration of the contaminants and the phase-forming polymers or 
salt in the product stream also provide constraints for the optimization problem: 
C2, 6, C3,6 and C4,6 must satisfy minimum purity requirements. 
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4 Results and Discussion 
The procedure of the work is as outlined in Chapter 3. For this work, we had a 
hard time calculating the liquid-liquid equilibrium (LLE) behavior of the A TPS. 
Most of the time was spent analyzing the solutions obtained from the 
minimization of the chemical potential differences in order to get unique tie lines. 
In addition, a few authors have defined the Flory-Huggins formulation in different 
basis, i.e. segment fraction [43] and volume fraction [11,68,69,79]. We attempted 
using these different formulations to calculate the LLE compositions. 
4.1 Simulation of Phase Equilibrium Behavior 
The simulation of the phase equilibrium behavior consists of these steps: 
• the calculation of the top and bottom compositions that construct tie lines 
and binodal curve that represents the LLE behavior of the A TPS, 
• the interpolation of the tie line that passes through the feed composition in 
order to generate new top and bottom phase compositions. 
ln order to generate the binodal curves and tie lines that represent the 
phase equilibrium behavior, the problem is formulated as an optimization routine, 
where the equilibrium phase separation concentrations are obtained by 
minimizing the chemical potential differences of each component between the 
phases. The objective function, F is formulated as the summation of the squared 
chemical potential differences between the top and bottom phases for all three 
components that returns a scalar, 
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F = I J.li - J.li 3 ( 1 2 ) 2 
i=I RT 
(3.3) 
It might be difficult, in fact impossible to achieve zero as the minimum value for 
F, hence the tolerance limit for the convergence of the routine has to be set. 
The model for each ATPS consists of six variables: 1/JJ ', 1/Jl ', 1/J3 ', 1/JJ ", 1/Jl" 
and 1/JJ ", the volume fractions of each component in each phase; three nonlinear 
equations that describe the chemical potential of the components at equilibrium 
(equations (2.17) ); and a material balance on each phase. Thus, for this ternary 
system, 
the degree of freedom no. of variables - no. of equations 
6-(3+2) = 1. 
That leaves the degree of freedom to be one and thus, one variable has to be fixed 
initially. The minimization task returns the concentrations of components I and 2 
in the bottom phase at equilibrium for each set of concentrations in the top phase. 
The concentration for component 3 is calculated from the mass balance relation. 
MA TLAB function fminsearch is used to minimize the unconstrained 
nonlinear multi variable objective function F. fminsearch uses the simplex search 
method [81] based on the algorithm proposed by Lagarias et a!. [80]. This 
function is quite robust and able to handle discontinuities, mainly if those occur 
far from the solution. 
However, fminsearch may only give local solutions (MATLAB 
documentation), thus the routine is written with penalty conditions in order to 
avoid any trivial solution. The optimization problem is written in such a way that 
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it drives the solver to arrive at huge F values if any of the conditions is violated, 
thus making the solver to avoid the particular solution. The conditions are; the 
solutions must be real numbers, lie between 0 and 1, the value of the 
concentration of component 2 and 3 must change between the phases at certain 
percentage, and the value of the concentration of all three components in both 
phases cannot be equal. 
The binodal curve for an ATPS is constructed by top and bottom 
concentrations of phase-forming components that give the least chemical potential 
differences between the phases. Firstly, the concentration (in terms of volume 
fraction) of water in the top phase is fixed and by varying the value of the 
concentration of one phase-forming polymer (concentration of the third 
component is determined from the material balance), the optimizer minimizes the 
chemical potential differences between the phases to solve for the concentrations 
of the bottom phase. Next, the water composition is changed and the value of the 
concentration of the phase-forming polymer is varied in order to find the bottom 
phase concentrations that give the minimum chemical potential differences. 
The optimizer returns a solution for almost every combination of fh ' and 
l/JJ' investigated. Ideally, the compositions that give the minimum chemical 
potential differences provide the tie line that is unique for the particular water 
composition. 
For each combination of l/JJ' and l/JJ ', the chemical potentials for each 
component in the top phase of the water-polymer-polymer system are calculated 
using the conventional Flory-Huggins model extended in 2.3.2.1. For the water-
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polymer-salt system, the chemical potentials for each component are calculated 
using the modified Flory-Huggins formulation as proposed in 2.3.2.2. Referring to 
equations (2.23) to (2.25), the formulation of the chemical potential difference 
between the phases for this system consists of the terms: the ionic strength of the 
solution, I; the concentration-dependent interaction parameter, g14; and 
( 
8g 14 J [ 43]. Therefore, for every salt concentration in the top phase attempted, 
8¢4 T 
the terms are calculated and the chemical potentials in the phase are determined. 
The optimization routine is then run to search for the concentration of the 
components that give the difference in the chemical potentials between the phases 
to be near zero if not zero. For every possible solution, the solver evaluates I, g14 
and ( 8g 14 J values (since they are salt concentration dependent) and the chemical 
8¢4 T 
potentials for the bottom phase are computed. 
After the removal of any trivial solutions, the tie lines and the binodal 
curves are plotted. The phase diagram is drawn with the concentration of the first 
phase-forming polymer as the ordinate and the concentration of the second phase-
forming component as the abscissa. Consequently, for a particular system, a phase 
diagram that represents the phase separation of the system is generated. 
We faced a few problems while executing the LLE calculation. The direct 
formulation for the objective function used fails to produce the correct solutions. 
The magnitude of the chemical potential difference contributed by component 3 is 
103 compared to 10° and 102 for components 1 and 2. Thus, good scaling factor(s) 
is( are) needed here. 
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In addition, we could not arrive at the solutions that would make the 
chemical potential differences between the phases to be exactly zero. 
Another problem encountered here is the initialization used m the 
optimization routine. Generally, each minimization procedure requires good 
initial values in order to search for the concentration of the bottom phase that 
makes the chemical potential differences zero. The routine reached results that are 
not acceptable, those which do not correspond to the two-phase region, if 
initialized far from the actual solutions. Furthermore, the solutions found might 
not be in the range of the supposed bottom concentration (we know that the slope 
of a tie line for an A TPS is negative). 
The procedure also generates different kinds of trivial solutions that 
require different approaches for debugging. Certain results show that the 
differences that exist between the top and bottom concentrations are very small 
that they are appear as points in the phase diagrams. These points represent the 
one-phase region, hence are removed. 
Consequently, a few approaches were tried. The initial values are found by 
a trial and error method. We use scaling factors, which are _!_in the objective 
r; 
function, in an effort to direct the search to the estimated solutions. The 
convergence tolerance was set to be 1 x 1 o-6 during the minimization of the 
summation of the magnitude of the chemical potential differences. Additional 
conditions were added after the minimization procedure for the purpose of 
eliminating the one-phase region. The results acquired are analyzed to 
eliminate trivial solutions that might still be included if the solver finds all the 
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conditions to be satisfied. The chemical potential of each species in each phase is 
calculated again, and the difference between the two for every pair of 
concentrations is stored to be analyzed. The pairs that give the chemical potential 
difference that is bigger than the set tolerance, and the pairs that have similar 
values, with difference within 10-7, are taken out from the accepted results. 
We attempted three approaches to generate the binodal curve for the 
ATPS: 
1. Varying the top compositions: 
Our first attempt to generate the top and bottom phase compositions at 
equilibrium failed. We varied the composition of water (th), and for each (h value 
we varied the composition for component 2 ( th), and the material balance relation 
gave the third component's composition (t/JJ). Looking at Figure 4.1, we can see 
that the minimization procedure returned a solution for almost every combination 











Figure 4.1 The lines connect the top phase composition with the bottom phase composition for 
component 2 and 3 given by the optimization routine for water-PEG4000-Dx 140 system. 
The problem faced here is we cannot determine which of the set of 
compositions lies on the binodal curve for this system. Hence, at the present time, 
the unique tie line for each water composition that LLE of the A IPS is unable to 
be selected. 
2. Fixing the water composition: 
Here, we fixed the value of rp1 and vary rp2 in order to look at a set of possible tie 
lines. The reason was to have a closer view at the solutions generated for the 
ATPS at a certain water composition. In this case, rp1 was chosen to be 85%. 
As displayed in Figure 4.2, we observed that other than the first four 




Figure 4.2 The lines connect the top phase composition for component 2 and 3 with the bottom 
phase composition for component 2 and 3 given by the optimization routine for water-PEG4000-
Dx 140 system at 85% water composition. 
For the first four points, the optimizer returned rh and rh in the bottom 
phase that have values near to the rh and rh in the top phase. Apparently, this 
happened at very low concentrations of component 2 in the top phase. These 
cases, indicated by the short tie lines in the phase diagram, mean that an A TPS 
with these compositions are instable enough to form one-phase systems. This is 
one of the problems discussed earlier where the routine requires additional 
conditions to be added in the optimizer and after the optimization routine. 
It was also observed that the optimizer is unable to produce a solution at a 
particular top composition. This is indicated by the gap in the plot. 
Principally, the pair that gives the least chemical potential differences will 
produce the best tie line. However, looking at Figure 4.3 that plots the summation 
of the magnitude of the chemical potential differences for each top and bottom 
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compositions pair, we can see that the pair that gives the most minimum value is 
the pair of nearest values (tie line no.4). Thus, the unique tie line that represents 










































Figure 4.3 The summation of chemical potential differences at each pair of top and bottom 
compositions computed by the optimization routine for water-PEG4000-Dxl40 system at 85% 
water composition. 
The value of top composition 1s [0.8300 0.0200 0.1500] and the bottom 
composition generated is [0.8299 0.0199 0.1501]. 
In another general perspective, we can see that the parameters r and X 
have effects on the value of chemical potential of each component. The solutions 
from the minimization procedure change with r, thus in a way, with the size of the 
polymers and the value of XiJ· Consequently, the minimization of the chemical 
potential differences between the phases produces different calculation output 
results (Table 4.1 ). 
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Table 4.1 General effect of the Flory-Huggins interaction parameters to calculation results. 
%13 %12 Region Simulated 
0 0 One-Phase 
0 I One-Phase 
0 0.5 One-Phase 
0 10-1 One-Phase 
0 10-2 Two-Phase (one set of data) 
I 0 One-Phase 
0.5 0 Two-Phase 
10-1 0 One-Phase 
10·2 0 One-Phase 
0.5 0.4 Two-Phase 
z23 is assumed to be zero in this investigation. 
These effects are observed while naming PEG4000 as polymer 1 and Dxl40 as 
polymer 2, giving fixed values of the r; parameters. The table above predicts that 
if it is assumed that there is no interaction between the polymers and water or the 
parameters used are far from the actual parameters, the two-phase system cannot 
be obtained. In short, the calculation is very sensitive to the value of interaction 
parameters used. Changes of the magnitude of 10·1 cause the MATLAB function 
to either generate trivial solutions that are imaginary values or blow-up. 
We further investigated the influence of these parameters on the values of 
the chemical potentials of the phases at a fixed composition known to lie on the 
binodal curve. We plot the summation of the chemical potentials when varying 
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Figure 4.4 The changes in the summation of chemical potentials observed when xij changes 
between -1 and 1 for water-PEG4000-DxT40 system; ... X12, x13, Xn· 
Here we used the top composition obtained from the experimental work by 
Furuya eta!. [81] (tPtop = [0.9072 0.0794 0.0134]). It is observed that %13 (the 
interaction between water and dextran) has the greatest contribution among the 
interaction parameters. A small change in this parameter makes a significant 
difference in the value of the chemical potentials in the phase. Hence, it is 
important that the values of x13 used are correct and of the appropriate magnitude. 
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3. Using the top concentrations from experimental data: 
As discussed earlier, we are unable at this point to select tie lines that can 
represent the system. Hence, for this work, we chose to use the top phase 
concentration for the system obtained from experimental work and minimized the 
chemical potential differences between the phases in order to generate the 
corresponding bottom phase concentration. This way we can be certain that the 
top phase concentrations are located on the curve. This is assuming that the model 
parameters used are correct. 
The literature data is presented with the composition in weight fraction, 
whereas the composition basis of our formulation is volume fraction. Hence, the 
experimental data was first converted into volume fraction before being used to 
generate the bottom compositions. For component i with weight fraction w;, the 
volume fraction is 
(4.1) 
where Pm is the density of the mixture and 11 the specific volume of component i. 






4.1.1 Comparison of Liquid-Liquid Equilibrium Calculation Results to 
Experimental Data 
We selected the water-PEG4000-Dxl40 system as the basis of our comparison 
due to the availability of the LLE experimental data, given calculation work based 
on Flory-Huggins model [21,22] and the availability of constants. Furuya et al. 
[83] investigated this system and their results are reported in weight fractions; in 
our work these compositions are converted into volume fractions, in accordance 
to the Flory-Huggins [21 ,22] definition of chemical potentials. 
Table 4.2 below listed the results extracted from the experimental work of 
Furuya et al. [82] and the results obtained from the calculation. 
Table 4.2 Comparison between the results (in volume fractions) from the experimental work of 
Furuya et al. [82] and the phase equilibrium calculation. 
Top phase Bottom Chemical Potential Bottom phase Chemical Potential 
composition phase difference composition difference 
from composition using our from using experiment 
experimental from our calculation results experimental data [83] 
work[83l calculation work [831 
I 0.9072 0.7981 9.10e-4 0.8746 -5.75e-4 
2 0.0794 0.0010 1.69e-4 0.0302 4.35e-1 
3 0.0134 0.2009 l.lle+O 0.0952 3.32e+ I 
~ldVI=1.1 ~\dU\=33.7 
I 0.9020 0.7869 1.12e-3 0.8589 -7.24e-4 
2 0.0891 0.0009 1.80e-4 0.0251 4.52e-1 
3 0.0089 0.2123 1.47e+O 0.1159 3.99e+l 
~\dU\=1.5 ~ldU\=40.4 
I 0.8971 0.7786 1.28e-3 0.8472 -8.51e-4 
2 0.0961 0.0008 1.90e-4 0.0214 4.97e-1 
3 0.0068 0.2206 1.76e+O 0.1314 4.43e+l 
~ldU\=1.8 ~\dU\=44.8 
I 0.8899 0.7683 1.47e-3 0.8380 -1.16e-3 
2 0.1048 0.0007 2.05e-4 0.0184 7.96e-1 
3 0.0053 0.2309 2.14e+O 0.1436 5.20e+l 
~~d~=2.2 ~\dU\=52.8 
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We observed that there are significant deviations between the experimental data 
[82] and results obtained from the calculation. This observation is displayed more 








Figure 4.5 Experimental and calculated top and bottom phase concentration for water-PEG4000-
Dx 140 system: --- experimental data [82]; calculation results using Flory-Huggins formulation. 
The slopes of the simulated tie lines show significant deviation from the slopes 
constructed using the experimental data. 
We further investigated the chemical potential differences using both sets 
of data, and found that calculation using the Flory-Huggins formulation [21,22] 
showed that the summation of the differences at the concentrations obtained from 
the experimental work are larger by the factor of 10 compared to the values of the 
differences at the concentrations produced by the calculation (Table 4.2). 
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We also compared our results with the concentrations obtained from the 
calculation using the conventional Flory-Huggins equation as used by Furuya et 
a!. [82]. The comparison is made quantitatively as displayed in Table 4.3. 
Table 4.3 Comparison between the results (in volume fractions) from calculation by Furuya et 
a!. [82] using the conventional Flory-Huggins equation and phase equilibrium calculation. 
Top phase Bottom Chemical Bottom phase Chemical Potential 
composition phase Potential composition difference 
from calculation composition difference from calculation from calculation 
using Flory- from our using our using Flory- using Flory-
Huggins calculation calculation Huggins Huggins equation 
equation [831 results equation [831 [831 
1 0.8896 0.7657 1.53e-3 0.8423 -1.18e-3 
2 0.1089 0.0007 2.06e-4 0.0239 8.06e-l 
3 0.0015 0.2325 2.27e+O 0.1338 5.30e+l 
~]dUI=2.3 l:ldUJ=53.9 
1 0.9108 0.7947 1.05e-3 0.8697 -6.14e-4 
2 0.0848 0.0009 1.63e-4 0.0261 4.29e-1 
3 0.0043 0.2044 1.32e+O 0.1042 3.76e+l 
~ldUJ=J.3 ~~d~=38.0 
Similarly, the results show disagreement between the concentrations of the 
bottom phase obtained from the calculation and the work by Furuya et a!. [82] 





Figure 4.6 Calculated and calculated top and bottom phase concentration for water-PEG4000-
Dx 140 system: --- experimental data [82]; calculation results using Flory-Huggins formulation. 
However, the chemical potential differences between the top and bottom phases 
calculated using the concentrations obtained from the calculation work are 
smaller, by the factor of 10, compared to the values calculated using Furuya eta!. 
[82] results, by the factor of 100. The plot shows substantial deviation between 
the slopes produced by the calculation and the experiments. 
The results obtained from both calculations estimated the equilibrium 
bottom phase compositions of PEG as almost zero. This observation is in 
accordance with the principle behavior of an aqueous PEG-Dx system; the top 
phase will be PEG-enriched and the bottom, Dx-enriched. Moreover, the chemical 
potential differences between the phases are near to zero at the concentrations 
produced by the calculation. Hence, we decided to proceed with the liquid-liquid 
equilibrium calculation work using the results from our calculation. 
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4.1.2 Forward Extraction Stage 
The ATPS exploited for the forward extraction stage is a water-polymer-polymer 
system. The systems that are investigated in this work are: 
I. Water- PEG 4000- DxT40; 
II. Water- PEG 4000- DxT70; 
Ill. Water- PEG 4000- Dx140; 
IV. Water- PEG 4000- DxT500(a); and 
V. Water- PEG 6000- DxT500(b). 
In this study, the values of specific volume used are 0.832 cm3g-1 and 0.626 cm3g-
1[46] for PEG and Dx respectively. The values of parameters used in the 
calculation are as listed in Table 4.4 - 4.6. 
















Table 4.5 Values ofFlory-Huggins interaction parameters between the component and water, 
Xli [82] and number of segments per polymer, r; 
Component I Xli 0 r; 
PEG 4000 0.2953 143.29 
PEG 6000 0.2506 406.76 
OxT40 0.5011 132!.56 
OxT70 0.5011 2319.68 
Ox140 0.5011 486!.93 
Ox T500(a) 0.5011 16554.22 
Ox T500(b) 0.5011 17493.22 
'r calculated from the ratio of the molar volume of the component to of water 
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Table 4.6 Values of Flory-Huggins interaction parameters between the components, xij for each 
system [82]. 
System Component i Component} 
__.Zjj____ ___ 
I PEG4000 Dx T40 0.03246 
II PEG4000 Dx T70 0.03246 
III PEG4000 Dx Tl40 0.03246 
IV PEG4000 Dx T500a 0.03246 
v PEG 6000 Dx T500b 0.01208 
4.1.2.1 Phase Diagrams 
The liquid-liquid equilibrium calculation procedure is tested for several systems 
for its generalization and compatibility. The full results from the minimization 
procedure are compiled in Appendix B. Comparisons are made between the 
bottom phase compositions and the chemical potential differences obtained from 
the calculation and from the experimental work of Furuya et al. [82]. 
Figure 4.7 displays the phase diagram generated for the water-PEG4000-
DxT40 system. The plot shows that the calculation produces points that are far 
from the values obtained from the experimental work done by Furuya et al. [82]. 
However, these points can be connected to be a smooth curve that displays a good 
representation of a two-phase region. The tie lines also demonstrate consistency 
between the slopes. The results from the calculation produces on the average 
smaller summation of the chemical potential differences compared to the values 
produced using the experimental data. This observation can be seen in Table 4.7. 
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Table 4. 7 Comparison between the summation of chemical potential differences obtained from 


























Figure 4. 7 Experimental and calculated top and bottom phase concentration for water-PEG4000-










Figure 4.8 Experimental and calculated top and bottom phase concentration for water-PEG4000-
DxT70 system: /1,---/1, experimental data [82]; calculation results using Flory-Huggins 
formulation. 
We detect the same trend for the ATPS of water-PEG4000-DxT70. The 
solutions produced show big differences with the experimental data from Furuya 
et al. work [82]. The top phase compositions investigated and the bottom phase 
compositions produced are as shown in Figure 4.8. The slopes are significantly 
different in comparison to the data used. The summations of the chemical 
potential differences obtained from the calculation are smaller, by the factor of 10, 
than the values obtained using the experimental data for all four tie lines (Table 
4.8). 
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Table 4.8 Comparison between the summationmation of chemical potential differences obtained 
from the calculation work and experimental data [82] water-PEG4000-DxT70 system. 







The phase diagram resulting from the calculations for the water-PEG4000-
Dxl40 system is displayed in Figure 4.5. As discussed earlier, the results 
generated by the calculation are far from the values arrived by Furuya eta!. [82]. 
The fourth system investigated was the water-PEG4000-DxT500(a) 
system. Similarly, the prediction by the calculation does not match well with the 
experimental work used [82]. Here, we can see that there are significant 
differences between the bottom compositions from the calculation and the 
experiments (Figure 4.9). There are also deviations between the tie line slopes 











Figure 4.9 Experimental and calculated top and bottom phase concentration for water-PEG4000-
DxT500(a) system: L'l---L'l experimental data [82]; calculation results using Flory-Huggins 
formulation. 
Similarly, the summations of the chemical potential difference obtained using the 
calculation results are smaller in comparison to the summations of the chemical 
potential difference at the top and bottom compositions obtained from the 
experimental work by Furuya et al [82] (Table 4.9). 
Table 4.9 Comparison between the summation of chemical potential differences obtained from 
the calculation work and experimental data [82] for water-PEG4000-DxT500(a) system. 







The calculation of phase diagram for water-PEG6000-DxT500(b) system 





Figure 4.10 Experimental and calculated top and bottom phase concentration for water-PEG6000-
DxT500(b) system: t.---t. experimental data [82]; calculation results using Flory-Huggins 
formulation. 
This can be seen clearly in the values of the summation of the chemical potential 
differences displayed in Table 4.10. The differences in magnitude between the 
values are more than a factor of 100. 
Table 4.10 Comparison between the summation of chemical potential differences obtained from 














From the phase diagrams plotted, we can observe that the values of the 
bottom phase compositions are significantly different from the values obtained 
from the experiment results and calculation by Furuya eta!. [82]. The model used 
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in the LLE prediction routine returns small values of the first polymer in the 
bottom phase (0.0 - 0.0017% v/v), indicating high partitioning of the polymers 
between the two phases. 
Even though we have compared the summation of the chemical potential 
differences obtained using the experimental data of Furuya et a!. [82] and our 
calculation results, the comparison is probably only valid when constrained to 
compositions on the binodal curve. 
It is important to predict the LLE as it affects the outgoing compositions 
of the phase-forming components and hence, the partition coefficients of the 
target proteins in the ATPS. While our calculations were in significant 
disagreement with the experimental data of Furuya et al. [82], we nevertheless 
decided to proceed with the subsequent tasks. 
4.1.2.2 Fitting and Interpolation of Tie line 
Each top and bottom concentration IS connected by a tie line that can be 
represented by a linear equation. 
In order to test the tie line interpolation procedure, a feed point that lies in 
the two-phase region is assigned as an input. The point is purposely chosen to be 
in between two existing tie lines. Table 4.11 below shows the resulting slopes and 
intercepts of the interpolated tie lines for each system, along with the new top and 
bottom end points, using the selected feed composition. 
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Table 4.11 The feed point used to calculate a new tie line and the slope, intercept and end points 
of the new tie line. 
System Feed point New New tPtop t/Jbottom 
slop_e intercep_t 
I (0.150,0.042) -0.4898 0.1155 (0.0116, 0.1098) (0.2332, 0.00 12) 
II (0.1 00,0.052) -0.4476 0.0968 (0.0 118, 0.0915) (0.2137, 0.0011) 
III (0.1 00,0.045) -0.4224 0.0872 (0.0 121, 0.0821) (0.2042, 0.0010) 
IV (0.100,0.050) -0.4272 0.0927 (0.0019, 0.0919) (0.2155, 0.0007) 
v (0.1 00,0.025) -0.3280 0.0578 (0.0024, 0.1762) (0.0570, 1.55xl0.7) 
Referring to the data compiled in Table 4.11 and the plots presented below in 
Figures 4.11 and 4.15, it can be concluded that the function is able to interpolate a 
new tie line using a given feed point successfully. It is observed that the 
interpolated tie line has a slope that is weighted more heavily by that of the nearer 
tie line. The end compositions produced are also observed to be located between 
the end compositions of the pre-calculated tie lines. 
0.12 
0.1 
Figure 4.11 The figure illustrates the interpolated tie line that runs through the feed point that lies 
between two simulated tie lines for water-PEG4000-DxT40 system: * . * tie line I, + + tie line 
2, interpolated tie line. -- -
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The full results for system I are listed in Table 4.12. For the rest of the 
systems studied, the results are recorded in Appendix B. Looking at the results in 
Table 4.12 closely, we can see that the feed point lies between tie Jines 3 and 4 as 
there is a change in the sign of the distances between the feed point and each tie 
line (column 4). The distances from either of the tie lines are more than the given 
tolerance, thus the feed point lies in Region II. According to the steps given in 
3.2.1.3, the new slope is calculated using the slope of these tie lines, with the 
distances as the weighting ratio. It can be observed from the end points presented 
in Table 4.12 that these new end points lie between the end points of the two 
existing tie lines. A clearer representation is displayed in Figure 4.11. 
Table 4.12 The tie line, and its slope, intercept and end points and the distance between the tie 
line and the feed point given for water-PEG4000-DxT40 system. 
Tie line Slope Intercept Distance to feed tP1op t/Jbottom 
no. oint 
I -0.4605 0.0986 -0.0113 0.0269 0.2105 
2 -0.4736 0.1063 -0.0061 0.0177 0.2215 
3 -0.4849 0.1127 -0.0018 0.0126 0.2298 
4 -0.4984 0.1204 0.0033 0.0099 0.2393 
The function seems to interpolate the tie lines nicely for the II, III, IV and 
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Figure 4.12 The figure illustrates the interpolated tie line that runs through the feed point that lies 
between two simulated tie lines for water-PEG4000-DxT70 system: *_*tie line I,+_+ tie line 









Figure 4.13 The figure illustrates the interpolated tie line that runs through the feed point that lies 
between two simulated tie lines for water-PEG4000-Dx 140 system: * . * tie line I, + _ + tie line 
2, interpolated tie line 
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0.25 
Figure 4.14 The figure illustrates the interpolated tie line that runs through the feed point that lies 
between two simulated tie lines for water-PEG4000-DxT500(a) system: * _* tie line I,+_+ tie 
line 2, · interpolated tie line 
0.08 
0.25 
Figure 4.15 The figure illustrates the interpolated tie line that runs through the feed point that lies 
between two simulated tie lines for water-PEG6000-DxT500(b) system: * _ * tie line I, + _ + tie 
line 2, interpolated tie line. 
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From the plots and results of the interpolation task, we are convinced that the 
procedure written for this task achieves good predictions for the top and bottom 
equilibrium concentrations and will be used in the cost optimization routine. 
4.1.2.3 Fitting of Binodal Curve 
This step is carried out for the purpose of investigating if the results can be fitted 
to an exponential form to produce the binodal curve of the system. The curve 
equation is then used as a constraint for the feed composition into the A TPS. 
The binodal curve of each system is obtained by linking all the results 
returned by the chemical potential difference minimization procedure. Each curve 
is fitted using an exponential equation of the form of equation 3.4. The results of 
the curve fitting for each system are as displayed in Table 4.13. 
Table 4.13 The coefficients and error of estimates from the curve fitting. 
System CJ CJ n Error of estimates 
I -0.0314 0.1363 17 0.000012 
II 0.0006 0.1233 26 0.000005 
III 0.0008 0.1220 34 0.000012 
IV -0.0495 0.1031 54 0.000025 
v -0.0002 0.07629 100 0.000051 
As predicted before from the shape, the phase equilibrium calculation for 
the water-PEG4000-DxT40 system produces a binodal curve that is well-fit with 
an exponential curve (Figure 4.16). The low values of the error of regression 
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0 0.05 0.1 0.15 0.2 0.25 
Figure 4.16 The figure depicts the calculation results and the exponential fit used for water-
PEG4000-DxT40 system: ''' calculation results, ... fit. 
From the results listed in Table 4.13, it is shown that exponential form 
also fits the binodal curve for the II, III and IV type systems well. This form, 
however, does not represent the binodal curve for system V as well. These 
observations can be detected clearly in Figures 4.17-4.19 respectively. 
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Figure 4.17 The figure depicts the calculation results and the exponential fit used for water-














Figure 4.18 The figure depicts the calculation results and the exponential fit used for water-









Figure 4.19 The figure depicts the calculation results and the exponential fit used for water-
PEG4000-DxT500(a) system: '' calculation results, fit. 
For water-PEG6000-DxT500(b), the regressiOn becomes worse. Figure 






0.05 0.1 0.15 0.2 0.25 
Figure 4.20 The figure depicts the calculation results and the exponential fit used for water-
PEG6000-DxT500(b) system: 'calculation results, fit. 
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Referring to the results obtained, we are satisfied with the performance of 
the functions written for each task. The accuracy of the fitting and tasks depend 
highly on the LLE prediction. The LLE prediction depends on the parameters 
used and the scaling in the chemical potential minimization task. 
4.1.3 Backward Extraction Stage 
Similarly, the calculation for the water-polymer-salt system faces the same 
problem as described in 4.1.2. Varying the top compositions for all three 
components will produce sets of candidate tie lines. Looking closely at a case 
when we fixed the water composition, we investigated the water-PEG3350-
Ammonium Sulphate ((NH4)2S04) system using the data from Hino and Prausnitz 
work [43]. 
In this calculation work, we face the problem of trivial solutions: some 
solutions found indicate one-phase region, and the optimizer finds solutions that 
are far from the expected values. 
As expected, the calculation work is also sensitive to the values of xij used 
in the minimization. Any changes in the values lead the routine to blow-up or 
return unreasonable values. 
We also observed that the least value of the chemical potential differences 
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Figure 4.21 The phase diagram that was simulated using extended Flory-Huggins formulation 
[43) for water-PEG3350-Ammonium Sulphate system at 85% water composition. 
As before, we used the top phase concentrations for each system produced 
from experimental work to ensure that we looking at points certainly located on 
the binodal curve. We then minimized the chemical potential differences between 
the phases in order to generate the bottom phase concentration with the 
assumption that the model parameters used are correct. 
4.1.3.1 Phase Diagrams 
For this stage, the ATPS used is a water-polymer-salt system that partitions the 
target protein into the lower phase instead. We based our calculations on the data 
from an experimental work carried out by Synder et al. [83]. The systems 
investigated here are 
I. Water- PEG 3350- Sodium Sulphate (Na2S04); 
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II. Water- PEG 8000- (NH4)2S04; 
III. Water- PEG 8000- NazS04. 
The specific volumes used for PEG, (NH4)2S04 and NazS04 are 0.832 cm3g- 1 
[46], 0.565 cm3g-1 and 0.373 cm3g" 1 [84] respectively. Other parameters are listed 
in Table 4.14 - 16. The interaction parameter between PEG and salt, ;(24 is 
assumed to be zero [43]. 











Table 4.15 Values of Flory-Huggins interaction parameters between each component and water, 
Xli [79] and r;. 
Component I Xli "r; 
PEG 3350 0.426 157.16 
PEG 8000 0.464 448.36 
Na2S04 2.94 
(NH4)2S04 4.15 
"r calculated from the ratio of the molar volume of the component to of water 
Table 4.16 Regressed coefficients 6ck for each salt for the calculation of g14 obtained from the 


















'c, regressed from the Osmotic-Coefficient Data provided by Robinson and Stokes [77]. 
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We managed to predict phase separation for the systems I and Ill. This is 
coherent with the findings of Hino and Prausnitz [43] who developed the model 
used in the minimization tasks. 
The results produced by the minimization procedure are simplified in 
Figure 4.22. We observed significant deviations between the bottom phase 
compositions calculated in this work and the compositions obtained by the 
experimental work done by Synder et a!. [83]. However, the calculations of the 
summation of the chemical potentials using the Flory-Huggins formulation shows 
that our results give less differences compared to the experimental results. 
0.45 
Figure 4.22 Experimental and simulated top and bottom phase concentration for water-PEG3350-
Na2S04 system: £>---1'. experimental data [83]; * __ * calculation results using Flory-Huggins 
formulation. 
The experimental results produced the values to be on the order of the 1 to 10 and 
our results give these values on the order of the 1. This comparison is displayed in 
Table4.17. 
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Table 4.17 Comparison between the summation of chemical potential differences obtained from 














Meanwhile, the plot in Figure 4.23 compares the bottom phase equilibrium 












0 0.04 0.08 0.12 0.16 0.18 
t/14 
Figure 4.23 Experimental and simulated top and bottom phase concentration for water-PEG8000-
Na2S04 system: !1---L'I experimental data [83]; * * calculation results using Flory-Huggins 
formulation. 
Table 4.18 below listed the summation of the chemical potential differences 
between the phases for each tie line. We can see a similar pattern here: our work 
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produces results that give the chemical potential values to be on the order l whilst 
the experimental results produced the values to be on the order of 1 to 10. 
Table 4.18 Comparison between the summation of chemical potential differences obtained from 
the calculation work and experimental data [83] for water-PEG8000-Na2S04 system. 
2:1 Ulop - Ubottom I 
Calculation Experiment 





On a general note, the LLE simulation produces results that are 
significantly different than the experiments result performed by Snyder et al. [83]. 
For the time, we cannot be certain that the compositions obtained are located on 
the binodal curve. The low values of the PEG compositions may indicate that the 
model predicts high partitioning between PEG and Na2S04 in the system. The 
calculated summations of the chemical potential differences at the pair of top and 
bottom equilibrium compositions using our results are less compared to those 
calculated using the experimental results. However, this comparison is probably 
valid for compositions located on the binodal curve. 
4.1.3.2 Fitting and Interpolation of Tie line 
As for the tie lines, they have the expected descending slopes and are almost 
parallel to each other. Each top and bottom concentration is connected in order to 
form a linear line. 
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Similarly, a feed point between two existing tie lines is entered into the 
function in order to find the new tie line. The slope, intercept and end points of 
the interpolated tie line are shown in Table 4.19 below. 
Table 4.19 The feed point used to create a new tie line and the slope, intercept and end points of 
the new tie line. 
System Feed point News/ope New l/1,0p r/Jbotlom 
interce t 
(0.1' 0.15) -2.4216 0.3922 (0.0178,0.3489) (0.1619, 0.0000) 
II 
III (0.08, 0.15) -2.6830 0.3646 (0.0234,0.3017) (0.1359, 3.8x10-9) 
Table 4.20 displays the results from each tie line fitting and the calculated 
distance for water-PEG3350-Na2S04 system. 
Table 4.20 The tie line, and its slope, intercept and end points and the distance between the tie 
line and the feed point given. 
Tie line Slope Intercept Distance to feed r/Jtop ¢hottom 
no. oint 
1 -2.6596 0.2950 -0.0426 (0.0326, 0.2084) (0.1109, 0.0000) 
2 -2.6805 0.3330 -0.0297 (0.0221, 0.2738) (0.1242, 0.0000) 
3 -2.4582 0.3690 -0.0101 (0.0229, 0.3127) (0.1501, 0.0000) 
4 -2.3578 0.4308 0.0176 (0.0095, 0.4083) (0.1827, 0.0000) 
From Table 4.20, we can see that the change in the sign of the distance occurs at 
tie lines 3 and 4. The new tie line that goes through the feed point is interpolated 
by using the slopes of these tie lines. Analyzing the results in both Table 4.19 and 
4.20, it is observed that the new intercept and end points are located between the 
intercepts and endpoints of the two tie lines. This is more clearly represented by 












Figure 4.24 The figure illustrates the interpolated tie line that runs through the feed point that lies 
between two simulated tie lines for water-PEG3350- Na2S04 system: *_*tie line 1, + +tie line 
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Figure 4.25 The figure illustrates the interpolated tie line that runs through the feed point that lies 
between two simulated tie lines for water-PEG8000- Na2S04 system: *_*tie line 1, + __ +tie line 
2, ..l .. \interpolated tie line. 
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The results and the plots show that the interpolated top and bottom 
equilibrium compositions are reasonable. Hence, this procedure will be used in 
the optimization step. 
4.1.3.3 Fitting of Binodal Curve 
By rough estimation, we can perceive that the binodal curves for these water-
polymer-salt systems is well-fitted by exponential expressions. The fitting results 
are listed in Table 4.21. 
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Figure 4.26 The figure depicts the calculation results and the exponential fit used for water-







*' rh 0.3 
*' 0.2 
0.1 




Figure 4.27 The figure depicts the calculation re,ults and the exponential fit used for water-
PEGSOOO- Na2S04 system: *calculation results, ... fit. 
4.2 Partitioning Behavior 
4.2.1 Forward Extraction Stage 
Due to the limited availability of data, only the partitioning behavior of a-amylase 
in each system was investigated. The partition coefficients calculated by the work 
are listed in Table 4.22. 
Table 4.22 Interaction parameters for partr!ion coefficient of enzymes in water-polymer-




I II JJI IV v 
1.4e+061 5.3e+063 I. 4e+058 2.le+066 1.4e+063 
' Data extracted from Furuya et a!. [9]. 
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The values obtained are in the magnitude of I 061 - 1066, which are significantly 
larger than the value obtained from experimental work [9]. 
Referring to the formulation derived from the Flory-Huggins model 
[21 ,22], we can see that the value of molar volume ratio r of the protein affects 
the magnitude of the partition coefficient greatly. The molecular weight given by 
Furuya et al. [9] for a-amylase is 50000 and the specific volume is 0. 72, thus 
making the r-value to be 2000 compared to other contributions in the coefficient 
calculation: (</Jtop- r/Jbot) in the range of 10·1; (X15- X25) = 0.3670 and (X15- XJ5) = 
0.3750 [9]; _1_ 10·3 and 10·4 for Dx and salts respectively. Even if the magnitude 
r; 
is unrealistically large, it at least shows that a-amylase prefers to partition into the 
upper phase of the ATPS. 
Hence, for the cost optimization routine, we choose to use the partition 
coefficient calculated by Furuya et al. [9] for a-amylase. 
4.2.2 Backward Extraction Stage 
For this stage, the prediction of partition coefficient return the results listed in 
Table 4.23. We assume no interactions exist between the molecules of water, 
polymers, salt and protein: XI5, X25 and XJ5 are zeros. 
Table 4.23 Interaction parameters for partition coefficient of enzymes in water-polymer-
polymer systems at 20°C [9] and the partition coefficients obtained from the calculation work. 
Enzyme I JJ JJJ 
a- l.Se-139 l.Se-140 
am lase 
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Our prediction produces values that are incredibly small. This is consistent 
with the behavior for the phase separation: the protein partitions into the lower 
phase. However, the magnitude is unacceptable, hence partition coefficient 
obtained from experimental work is used in the optimization procedure. 
4.3 Optimization of The Extraction Process 
As discussed in 3 .2, the minimization of costs procedure takes in the output of the 
LLE calculations and partition coefficient calculations and solves for the variables 
that give the minimum cost. 
There are sixty variables declared in this problem: the F;, Cij and f/J;k; and 
eighteen constraints: eight non-linear equality, two non-linear inequality, six 
linear equality and two linear inequality constraints. In this task, we have a 
constrained objective function that consists of several variables and that returns a 
scalar. The MATLAB function suitable for this minimization task is fmincon. 
This function applies a Sequential Quadratic Programming (SQP) algorithm to 
solve the problem [81]. The Quadratic Programming (QP) subproblem is solved 
using an active set strategy described by Gills [85] at each iteration in this built-in 
function. The convergence tolerance set for this task is 10·6• However, this 
function has a few limitations: both the objective function and the constraints 
must be continuous and consists of only real values. The results must be further 
analyzed asfmincon always gives local solutions that may or may not be a global 
solution and may attempt to minimize the maximum constraint value when facing 
infeasibilities [81]. 
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Due to the availability of experimental data and model parameters, we 
could only run one case: the forward extraction stage that utilizes water-
PEG4000-DxT40 and the backward extraction stage that utilizes water-PEG3350-
Na2S04. Here we assumed that the properties of PEG3350 are similar to those of 
PEG4000 and specified PEG4000 as a phase-forming polymer for both ATPS. 
This assumption is a reasonable one as the molecular weights are similar, but are 
not accurate with respect to interaction parameters. 
Figure 4.28 exhibits the tie lines and the binodal curve obtained from the 
calculation performed for water-PEG4000-DxT40 system. It is observed that the 
tie lines are parallel with each other. Small values of PEG compositions, ranging 
between 0.0012 and 0.0017 % v/v, in the bottom phase were calculated, showing 
that the model may predict the two polymers to be highly separated: PEG into the 
top phase and Dx into the bottom phase. The volume fractions of the polymers 
partitioned into the top phase are then converted into mass concentrations using 
equation (3.10). These concentrations correspond to Stream 4 (refer Figure 2.2). 
Meanwhile, the concentrations of the components in the bottom phase correspond 





Figure 4.28 The calculated tie line and binodal curve for water-PEG4000-DxT40 system. 
The same calculation was carried out for the second two-phase system of 
water, PEG4000 and Na2S04 in order to predict its LLE behavior. The 
experimental work nearest to this system is that by Snyder et a!. [83] for water-
PEG3350-Na2S04. The comparison between the equilibrium compositions are 
accomplished by looking at the summation of the chemical potential differences 
between the phases calculated for both sets of results. The value of the 
differences are observed to be higher for three tie lines obtained from the 
experimental results. This observation can be made from the data in Table 4.24. 
Table 4.24 Comparison between the summation of chemical potential differences obtained from 














The tie lines and binodal curve for this ATPS are plotted in Figure 4.29. 
The slopes of the tie lines deviate slightly from each other. Here we can predict 
the equilibrium phase compositions by using the fitted curve or an interpolated tie 
line if the feed composition falls between the tie lines. As described earlier, our 
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Figure 4.29 The calculated tie line and binodal curve for water-PEG4000-Na2S04 system. 
From the phase diagrams in Figure 4.28 and 4.29, we can see that only 
small regions of these two-phase systems is predicted. Thus it is important to 
give an initial guess for the feed composition for both ATPSs that is located 
within the predictable region, constrained between the fitted curve and the top-
most tie line. 
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In the optimization task, we assigned the initial values of the feed 
compositions into both ATPS to be located within the region simulated. In the 
first step, the optimizer uses these values to calculate the phase diagram, the 
interpolated outgoing concentration of phase-forming components and the 
partition coefficient, while enforcing the mass balances and other constraints. 
However, as the routine continues into the next iteration, the solver produces 
similar values for the feed composition. This may indicate that the optimizer faces 
infeasibility in the feed composition values computed when minimizing the cost. 
The values found are located outside of the simulated region hence the optimizer 
returns to the initial values assigned for these variables when the constraints 
rebound the value. 
As the feed point into the second ATPS depends on the compositions of 
the components coming out from the first ATPS, we performed a detailed analysis 
of suitable initial values. A suitable initial value for the feed composition into the 
first ATPS must be selected in order to produce the outgoing compositions that 
are located within the two-phase region predicted for the second ATPS. The 
outgoing compositions of this system must lie in the predicted two-phase region 
of the first system. 
The steps of finding the suitable feed concentration for multiple extraction 
steps are (refer Figure 3.5 and 3.4): 
l. We first predict the composition for F., and F5 , 
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2. We then estimate the composition of F2 so that it is feasible (within the 
two-phase region simulated for the ATPS 2) (Using the tie line for this 
system, F2 and F6 can be determined), 
3. The concentrations of the phase-forming components in F2 in terms of 
mass per volume are calculated using the composition, 
4. Considering only the concentrations of the phase-forming components that 
form the two-phase system in Stage I, the concentration F2 is used to 
calculate the concentration F4 using F5 , 
5. The concentration of F4 is then converted into volume ratio, and thus, 
using the tie lines of the A TPS I, the bottom composition can be 
predicted, 
6. From the F2 composition m the ATPS 2, the concentration of each 
component in terms of mass per volume can be calculated, 
7. The next step is to find the new volume fraction for the phase-forming 
components of the ATPS 1 for F2 , and 
8. The average composition ft; must be on theF2 - F; connecting line and in 
the two-phase region simulated for the ATPS I. 
The crucial part for this method is to calculate the compositions of F4 , the top 
phase composition in ATPS 1, using the F2 compositions predicted in ATPS 2. 
As both systems are constructed by different phase-forming components, the 
prediction of F4 cannot be accomplished by simply extending the lines connecting 
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F; and F2 • An attempt to calculate the compositions of F4 produces random 
estimates that are far from the precalculated top compositions. A more systematic 
routine can be used here, perhaps a sub-routine of a minimization procedure, with 
(F4.actual - F4,trial) as the objective function, that solves for the compositions of F 5 • 
While attempting this calculation, it is assumed that the non phase-
forming species (i.e. Na2S04 in ATPS 1 and Dx in ATPS 2) are present in a very 
small fraction in both ATPS. In a system consisting of two incompatible 
components with each phase highly concentrated with each component, the third 
components would probably partition in a manner similar to its phase forming 
behavior. 
Another effort made was to predict the outgoing compositions from both 
systems by fixing the feed composition. First, we run the calculations with an 
assumed F2 and a fixed F., that produces a feasible F;. We then predict the 
outgoing composition from ATPS 1, the feed into ATPS 2 and the compositions 
of the components coming out of ATPS 2. We found that the difference between 
the assumed F2 composition with the value calculated for PEG is large (12% v/v 
compare to 22 % v/v). Thus, the feasibility of the feed composition offered by the 
prediction of two-phase region for ATPS 1 together with that of A TPS 2 is 
difficult or impossible to achieve. 
In Figures 4.28, we can see PEG composition needed to form the two-
phase system predicted by the model is small (less than 0.12 % v/v) compared to 
that of Dx (less than 0.24 % v/v). This means the incoming PEG from the recycle 
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stream F2 could easily drive the feed composition out of the simulated region. 
This is in accordance with our findings above. 
More work is needed before any general conclusions may be drawn. The 
critical steps are to accurately predict the binodal curve and initialize the 
calculations in a feasible region. This will allow solving for a feasible 
composition of PEG and at the same time satisfy the mass balance. 
The cost minimization work performed by Huenupi et al. [65] uses the 
equation of the binodal curve to find the top and bottom phase separation 
compositions. This allows the phase compositions to be calculated for any given 
feed composition without its location being confined. Furthermore, both ATPS 
uses same phase-forming components, hence the feed compositions can be 
predicted using the phase diagrams and the mass balance relations. 
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5 Conclusion and Future Work 
In this work, we performed modeling and simulation tasks on the liquid-liquid 
equilibrium behavior for ATPSs and the partitioning behavior of a target protein 
in the system. We formulated the thermodynamic model using lattice theory with 
a unified basis that may be applied across a wide range of different systems. Our 
modeling work on the equilibrium and the partitioning behavior utilizes the 
classical polymer theory of Flory-Huggins [21,22] for water-polymer-polymer 
systems, and the extended Flory-Huggins formulation proposed by Hino and 
Prausnitz [ 43] for water-polymer-salt systems. 
We investigated five different water-polymer-polymer systems and two 
systems of water-polymer-salt. As we were unable to locate the binodal curves 
that represent the LLE of the systems, we used the top phase compositions 
attained from experimental work of Furuya eta! [82] and Snyder et al. [83] in our 
simulation work. Significant differences were observed between the computed 
and experimental results, where the optimizer that calculates the chemical 
potentials using the formulated model returns very small compositions of PEG in 
the bottom phase (0.00 - 0.002 % v/v). The phase equilibrium simulation results 
may show that the model predicts high phase separation: Dx is almost fully 
partitioned into the lower phase. Comparison was made between the results 
obtained from the simulation work and the experimental results in terms of the 
chemical potential differences between the phases. We saw that the differences 
given by the experimental results are larger (mostly on the order of 1 00) than by 
our simulation results (on the order of 10). However, this comparison is probably 
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applicable if the compositions investigated and solved are located on the binodal 
curve. 
For each system investigated, we tested the interpolation routine m 
producing interpolated top and bottom equilibrium compositions by specifying a 
feed point that is in between two precalculated tie lines. The routine produced 
satisfying predictions for new equilibrium compositions for each system. 
We simulated the separation of a selected target protein from contaminants 
m the systems investigated. The partition coefficients of a-amylase in these 
systems are determined. The top and bottom equilibrium compositions and the 
Flory-Huggins interaction parameters between the components are used in the 
partition coefficient calculations. The values obtained differ greatly from the 
experimental results. 
Using the LLE and partitioning simulations, we attempted to execute a 
minimization task of the production costs of a multi-step extraction process, we 
attempted to execute a minimization task for the productions costs in a multistep 
extraction process. Our efforts in this task failed to produce any quantitative 
result. However, we observed some contributing factors that may lead to the 
failure to produce any feasible result. 
5.1 Future Work 
Despite numerous experimental work and complicated thermodynamics models to 
elucidate the LLE of ATPS and partitioning behavior of protein in these systems, 
a detailed understanding of the phase behavior of these systems requires further 
exploration. For one, the lack of model parameters available limits our modeling 
104 
work. The second is the ability to calibrate interaction parameters in 
multicomponent, usually contaminated systems. For future work, experimental 
work can be planned in order to measure model parameters such as the Flory-
Huggins interaction parameters between the components. ATPSs that use the 
same top phase-forming polymers can be investigated, in order to produce the 
LLE data for comparison with simulation results and thus, the optimization of a 
multistep extraction process can be further refined. 
A wide variety of water-polymer-polymer and water-polymer-salt systems 
should be examined and the LLE behavior should be observed to compile more 
data. The phase equilibrium compositions obtained from both the experimental 
work and simulation can be compared in different ways. Further work may focus 
on ways to compare these results on a consistent basis. 
Observations can also be made on the partitioning behavior of an 
extensive range of target proteins in different ATPS. 
In our calculation for the phase diagram, the optimizer returns the bottom 
phase composition for almost every top phase composition investigated. 
Principally, the pair that gives the least value of the chemical potential differences 
between the phases is the one chosen to represent the system at the water 
composition. However, further investigation should be done in this matter to 
establish a way to select the pair that lies on the binodal curve. The phase 
boundary may possibly be defined by a criterion, such as an equation or a 
condition, and be used in the chemical potential differences minimization routine. 
A possible approach would be to separate the calculation of the binodal curve 
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from the generation of the tie lines. First, the Gibbs energy values can be 
examined in order to produce the binodal curve. Then, the minimization of the 
chemical potential differences between the top and bottom phases, constrained by 
the binodal curve can be executed to generate the tie lines. 
We faced difficulties in the cost minimization routine as well. A procedure 
to find feasible feed composition needs to be established and tested for 
applicability. As briefly discussed earlier m 4.3, a minimization procedure 
perhaps can be utilized to solve for the compositions of F5 • With the objective 
function (F4.actual - F4,rrial), a set of F5 compositions can be investigated to find 
the F5 that gives the composition values of F4 to be the top phase compositions 
for ATPS 1. 
In conclusion, ATPS is a promising separation technology that offers both 
wide technical applicability and economic operability. There have been 
drawbacks encountered in this work in terms of the availability of experimental 
data and model parameters and the uncertainties encountered in behavior 
predictions for these systems. Nevertheless, by overcoming these problems, this 
technique would definitely offer significant contribution in protein separation 
technology as the preferential distribution ofbiomaterials in these systems can be 
exploited for the further development in biotechnology. 
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Appendices 
A MATLAB Codes 
A.l Water-Polymer-Polymer System 
Simulation of Phase Equilibrium Behavior 





% Matlab function [phi 2,phi 3,phi top store,phi bot store,du store,N,r] 
% Phase_Diagram_P(X,r,phil) ,- - - - - -
% 
% this is an m-file that calculates the phase equilibrium in a specified 
% aqueous two-phase system consisting of water-polymerl-polymer2 
% 
% the volume fraction of each component in both top and bottom phase 
% is calculated using Flory-Huggins Model (Flory, 1942; Huggins, 1942) 
% 
% the top phase volume fraction for component 1 (water) and 2 (polymerl) are set, 
% and from the mass balance volume fraction for the third component (polymer2) is 
% known for each set of the top phase of volume fraction, the difference in 
% chemical potential for each component in each phase is forced to be zero as to 
% find the corresponding bottom phase volume fraction for each component 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% solver options: specifying the tolerances and maximum function evals 
fopts = optimset('TolFun',le-10, 
'TolX',le-10, ... 
'MaxFunEvals',le3, 
1 Display', 1 0n'); 
L=eps*lOO; 
% starting the loop that varies phi2 and phi3 for top phase 
N = 0; 
% setting for top phase 
phi 0.01:0.05:1; 
for i = l:length(phi) 
disp(sprintf('i=%3d/%3d',i,length(phi))); 
phil = phi (i); 
for j l:length(phi) 
ph 2 phi (j); 
ph 3 = 1 - phil - phi2; 
if phi3 > - eps 
N = N + 1· 
if ( phi3 < 0 ) 
phi3 = abs(round(L*phi3) I L); 
end 
% assigning the vector of volume fraction for top phase 
phi_top = [ phil phi2 phi3 ] ; 
% calculating the vector of chemical potential for top phase 
u_top = CalcU_P(phi_top,X,r); 
% storing variables obtained for top phase 
phi_top_store(N, ,) = phi_top; 
u_top_store(N, :) u_top; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% The optimization routine 
% 
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% top and bottom phase and obtain the segment fraction for component 1 
% and 2 
% in bottom phase and the segment fraction for the third component is 
% calculated from the mass balance 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% initial guess for the volume fraction for component 1 and 2 
% the volume fraction for water is almost the same in both phases 
p_init = [ phi_top(l)*l/2 phi top(2)*1/2 I; 
% optimizing to obtain phi bot that gives (u_top - u_bot) 0 
[p_bot,fval,exitflag,output] = 
fminsearch('dU_P' ,p_init,fopts,u_top,phi_top,MW,X,r); 
if I exitflag < 0 I exitflag == 0 I 
disp ( 1 unsolved 1 ) ; 
else 
end 
% assigning the vector of volume fraction for top phase 
phi_bot = [ p_bot(l) p_bot(2) l-p_bot(l)-p_bot(2) ] ; 
% calculating the vector of chemical potential for bottom phase 
u_bot = CalcU_P(phi_bot,X,r); 
% calculating the difference in the chemical potential of the 
phases 
du = u_top - u_bot; 
% storing variables obtained for bottom phase 
l store (N, : ) = i i 
phi bot store(N, :) =phi bot; 
u_bot_store(N, :I = CalcU=P(phi_bot,X,r); 
du_store(N, :) = du; 
% calculating the length of each tie-line 
1 = sqrt((phi bot(:,2)-phi top(:,2))A2 + (phi_bot(:,3)-
phi_top (:, 3) )-A2); -
% storing the length of each tie-line 
l store IN,:) = 1; 
% displaying the results 
disp ... 
(sprint f. .. 
('phi_top = [ %5.4f %5.4f %5.4f], ph1 bot= [ %5.4f %5.4f 
%5.4f], du = [ %5.4f %5.4f %5.4f ] , flag= %d', ... 
phi_top,phi_bot,du,exitflag)); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Analyzing the results 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% STEP 1: 
% analyzing the difference between phi_bot and phi_top 
% square of the difference between phi bot and phi top 
diff = (phi_bot_store - phi_top_store)~A2; 
% finding the difference for component 2 that is less than le-7 
index= find(diff(:,2) <= le-7) 
% loop to eliminate the rows with difference between phi_bot and 
% phi_top less than 1e-7 
for i = 1:length(index1 
end 
% deleting the row of the trivial solution of phi bot 
phi_bot store(index(i1 :N-1, :1 = phi_bot_store(ind~x(i1+1:N, :1; 
phi_bot store(N, :1 = []; 
% deleting the row of the trivial solution of phi_top 
phi_top_store(index(i1 :N-1, :1 phi_top_store(index(i1+1:N, :1; 
phi_top_store(N, :1 = []; 
% deleting the row of the 
du_store(index(i1 :N-1, :1 
du store (N, : 1 = [ l ; 
% deleting the row of the 
l_store(index(i1 :N-1, :1 
l_store(N, :1 = []; 
% renaming the index 
N = N-1; 
index = index - 1; 
trivial solution of phi_top 
du_store(index(i1+1:N, :1; 
trivial solution of phi top 
l store(index(i1+1:N, :17 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%STEP 2: 
% analyzing the difference between phi_bot and phi_top 
% square of the difference between phi bot and phi_top 
diff = (phi_bot_store - phi_top_store1~A2; 
% finding the difference for component 2 that is less than 1e-7 
index= find(diff(:,31 <= 1e-71; 
% loop to eliminate the rows with difference between phi_bot and 
% phi_top less than 1e-7 
for i = 1:1ength(index1 
end 
% deleting the row of the trivial solution of phi_bot 
phi bot store(index(i1 :N-1, :1 =phi bot store(index(i1+1:N, :1; 
phi=bot=store(N, :1 = []; - -
% deleting the row of the trivial solution of phi top 
phi_top_store(index(i1 :N-1, :1 = phi_top_store(ind~x(i1+1:N, :1; 
phi_top_store(N, :1 = []; 
% deleting the row of the 
du_store (index (i1 :N-1, :1 
du_store(N, :1 = []; 
% deleting the row of the 
l_store (index (i1 :N-1, :1 
1 store(N, :) = []; 
% renaming the index 
N = N-1; 
index = index - 1; 
trivial solution of phi_top 
du_store(index(i1+1:N, :1; 
trivial solution of phi top 
1_store(index(i1+1:N, :17 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Saving the analyzed results: 
% opening a file to store the chosen results 
fid fopen('PhaseDiagram_P.dat', 1 W'); 
for i = l:N 
% writing the results to the file 
fprintf(fid, '%5.4f %5.4f %5.4f %5.4f %5.4f %5.4f %5.4f %5.4f %5.4f\n', 
phi_top_store(i, :1,phi_bot_store(i, :1,du_store(i, :11; 
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end 
% closing the file 
fclose I fidl ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Plotting the binodal curves and the tie-lines 
% to check on linearity of tie-lines 
% rearranging data in terms of volume fraction for plotting 
phi 2 [phi bot store(:,21 phi top store(:,21 ] ; 
phi=3 = [ phi=bot=store(:,31 phi=top=store(:,3l ] ; 
% plotting phi_2 vs phi_3 
figure; 
hold on; 
axis I [0 0.3 0 0.2] I; 
for i = l:N 
plot iphi_3 li,: I ,phi_2 li,: I I; 
end 
title('phi2 VS phi3'1; 
xlabel I' phi3' I ; 
ylabel I' phi2' I ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Calculation of Chemical Potential 
function U = CalcU_P(phi,X,rl; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function U = CalcU_P(phi,X,rl 
% 
% this function calculates the values of delta chemical potential, u 
% for each component in the system using the Flory-Huggins theory 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% inputs for the function 
% phi volume fraction of each component 
% X FH interaction parameter between the components 
% r molar volume ratio for each component relative to water 
% calculating delta chemical potential for component 1 
U(ll = log(phillll + 
I phi I 2 I • I 1 - r I 1 I I r I 2 I 
I phi I 3 I • I 1 - r I 1 I I r I 3 I 
rill * I X(l,2) * phil21 
X(l,3l * phil31 
X(2,3l * phi(21 
I I + .. . 
I I + .. . 
• I 1 - phi 11 I 
• I 1 - phi Ill 
• phi (31 I I; 
I + 
I 
% calculating delta chemical potential for component 1 
Ul21 = log(phil2ll + 
I philll • I 1 - rl2llrlll I + 
I phil31 • I 1 - rl2llrl31 I + 
rl21 • I X(l,2l • phi(ll • I 1- phil21 I -
X(l,3l * phi(ll • phil31 I + ... 
X(2,3l * phil31 • I 1 - phi(21 I I; 
% calculating delta chemical potential for component 1 
U(31 = log(phi(3ll + 
I phi ill • I 1 - rl3llrlll I I + .. . 
I phil21 • I 1 - rl3llrl21 I I + .. . 
rl31 • I -I X(l,2l * phi ill • phil21 I + ... 
I Xll,3l • phi(ll • I 1 - phil31 I I + 
I xI 2, 3 I • phi I 2 I • I 1 - phi I 3 I I I 
Objective Function 
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function F = dU_P(p,u_top,phi_top,MW,X,r); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function F = dU_P(p,u_top,phi_top,X,r) 
% 
% F is the function minimized 
% we are giving the objective function, F a huge value when certain 
% conditions are not satisfied 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Input arguments 
% p(1) = phi_bot(1) 
% p(2) =phi bot(2) 
% p = [ s(1)-s(2) I 
% calculating the volume fraction for the third component from the mass balance 
phi3_bot = 1 - p(1) - p(2); 
% assigning the vector of volume fraction for bottom phase 
phi_bot = [ p(1) p(2) phi3_bot ] ; 
% we are returning huge values for F so as to make the 
% solver avoid trying other points nearby the point investigated 
% 
% conditions which we do not calculate the chemical potential 
% 1) phi_bot not in the range [0,1] 
% 2) phi_bot is imaginary 
% 3) phi_bot is equal to phi_top 
% 4) difference between phi bot(2) and phi top(2), and between 
% phi_bot(3) and phi_top(3), are very s;all 
% condition that returns huge residual if phi_bot is not in the range [0,1] 
% and not real 
if ( min(phi_bot) < -eps I max(phi_bot) > 1.0000 I - isreal(phi_bot) ) 
F = 1e10 • sum( phi_bot .·2); 
else 
% condition that returns huge residual when phi top is equal to phi_bot 
if (sum( (( 1 ./ r(1:3) ) • abs( phi_top- phi_bot )) .·2, 2) <= 
length(phi bot)*1e-B 
F = 1e10 *sum( phi_bot .•2); 
else 
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%condition that returns huge value when phi_top(2) < phi_bot(2) and 
%phi bot(3) <phi top(3) 
if ( (phi top(2) ~phi bot(2) ) .·2 <= eps & ... 
( phi_bot (3) - phi_top (3) ) . •2 <= eps ) 





% calculating the vector of chemical potential for the bottom 
phase 
u bot= CalcU_P(phi_bot,X,r); 
% the objective function that we are minimizing 
F =sum( ( ( 1 ./ r(1:3) ) * abs( u_top- u_bot) ) .• 2,2 ) ; 
Fitting and Interpolation of Tie-line 
function (s_new,m_f,c_f] = Interpolate_tieline_P(x,y,N,f,c_fit,num_fit); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function s_new = interpolate_tieline(x,y,N,f,c_fit,num_fit) 
% function is to interpolate a new tie-line between 2 tie-lines 
% feed: f = [ f3 f2 l 
% feed point in x-coordinate f3 
% feed point in y-coordinate f2 
% data input : x = phi_3 , y phi 2 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% extracting data for fitting 
phi2_bot y(:,1); 




X (:, 2); 







% given the feed point to be f 
f2 f (2); 





% Fitting the tie-lines 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
for i = l:N 
end 
% fitting the tie-line into a linear equation 
% p tieline(1) = slope 
% p=tieline(2) = intercept 
[p_tieline,s] = polyfit(x(i, :) ,y(i, :) ,1); 
% plotting the tie-line 
plot (x(i,:) ,y(i,:)); 
% calculating the distance between the feed point (f3,f2) and the tie-line 
(m*x - y + c = 0) 
d ( p tieline(1)*f(l) - f(2) + p_tieline(2) )/( sqrt( (p_tieline(l)A2) + 
(1 A2l ) ) ; 
% storing the values 
slope(i, :) = p_tieline(1); 
intercept(i, :) = p_tieline(2); 
d_store(i, :) d; 
i_store(i,:) i; 
% displaying the values 
for i = l:N 
end 
disp(sprintf('%d %.4f %.4f %.4f %.4f %.4f %.4f %.4f', 
i_store(i, :) ,slope(i, :) ,intercept(i, :) ,d_store(i, :) ,x_top(i, :) , 
x_bot (i, :) , y _top (i, :) , y _bot I i, :) ) ) ; 
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% the slope, intercept of tie~lines and distance between feed composition and each 
tie-line 
s = [ slope intercept d store x_top x bot y_top y_bot ] ; 
% the 
m f 
c f = 
farthest tie-line 
s(max(N),1); 
s (max (N) , 2 I ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Generating the new tie-line 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% a solution is reached if the feed point is on a tie-line 
if I sl,,3)<=eps & s(,,3)>=-eps I 
n = findlsl,,3)<=eps & s(,,3)>=-eps); 
s new s {n, :) ; 
m new s_new(l); 
c new s_new(2); 
% if the feed point is above or below the two-phase region 
elseif I all(s(,,3) > 0) I all(s(,,3) < 0) I 
disp('the feed composition must be in the two-phase region'); 
% if the feed point is not in the two-phase region (not above curve 
% and under the farthest tie-line) 
elseif I 1-1 ( f2 >= I c_fit(1) + c_fit(2)*expl-num_fit*f3) ) ) & 
I f2 <= I slmaxiN) ,l)*f3 + s(max(N) ,2) ) ) ) ) ) 
disp('the feed composition must be in the two-phase region'); 
% if d consists of positive and negative values 
else 
% finding the indeces of d being positive and negative values 
a find(sl,,3)<0); 
b = find(sl,,3)>0); 
% finding the minimum value of d on the negative and positive side 
if ( max (a) > max (b) I 
s1 s(max(b), ,); 





s(minlbl, ,) ; 
s(maxla), ,) ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% finding the tie-line equation between the 2 nearest tie-lines 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% STEP 1' 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% finding the equations for the nwe tie-line according to the distance 





% new slope 
m new= I I d2/ld1+d2) ) * m1 I + ( I dl/(dl+d2) ) * m2 ) ; 
% new intercept 




% finding equations for lines connecting the endpoints of tie-lines' 
% 
% endpoints at top phase 
% endpoint1 = [ t3 1, t2 1 ], endpoint2 t3 2, t2 2 
% rearrange data 







% tie-line 2 
% X 
t3 2 s2(4); 
% y 
t2 2 s2(6); 
% slope 
m3 = ( t2 1 - t2 2 ) I ( t3 1 - t3 2 ) ; 
% intercept (using just one end) 
c3 = t2 1 - ( m3 * t3 1 ) ; 
% endpoints at bottom phase 
% endpoint3 = [ b2 1, b3 1 ], endpoint4 
% rearrange data 













m4 = ( 
s2 (5); 
s2 (7); 
b2 1 - b2 2 
-
% intercept (using 
c4 = b2 1 - ( m4 * 
l I ( b3 1 - b3 2 ) ; 
just one end) 
b3 1 ) ; 
-




% finding the coordinates where the new tie-line meet the connecting lines 
% at top phase [xt newn3,yt newn3] 
% the coordinates for the intercept between the new tie-line and line 3 
xt new ( c3 - c_new )I( m_new- rn3 ) ; 
yt_new = { m_new * xt_new ) + c_new; 
% at bottom phase [xb newn4,yb newn4] 
% the coordinates for-the inte;cept between the new tie-line and line 4 
xb new ( c4- c_new )I( rn_new- rn4 ); 
yb_new = ( m_new * xb_new + c_new; 
% thus the new tie-line is 
s_new = [ m_new c new [] xt new xb new yt_new yb_new ] ; 
% plotting to check if the interpolated tie-line is between the 2 tie-lines 
% the endpoints of each tie-lines and the interpolated tie-line 
x_end1 [ t3_1 b3_1 ] ; 
x end2 [ t 3 2 b3 2 ] ; 
x new [ xt_new xb_new ] ; 
% tie-line 1 (calculated y of endpoint) 
w2 t1 = ( s1(1) * x end1 ) + s1(2); 
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% tie-line 2 (calculated y of endpoint) 
w2 t2 = I s2111 * x_end2 I + s2121; 
% interpolated tie-line 
w2 new = m_new * x new + c_new; 
plot(x_endl,w2_tl, 'b-',x_end2,w2_t2, 'r-',x_new,w2_new, 'g-'); 
% compare to existed y-endpoint 
y1 [ t2 1 b2_1 l; 
y2 [ t2 2 b2_2 l; 
y3 [ yt_new yb new ] ; 
plot(x endl,yl, 'b*',x end2,y2, 'r+',x new,y3, 'gv: '); 




% Saving the results: 
% opening a file to store the chosen results 
fid fopen('interpolate_l.dat', 'w'); 
for i = l:N 
end 
% writing the results to 
fprintflfid, '%.4f %.4f 
s li,: I I; 
% closing the file 
the file 
%.4f %.4f % .4f %. 4f 
fcloselfidl; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Simulation of Target Protein Partitioning Behavior 
function K = Partition_Piphi_top,phi_bot,MW,dX,rl; 
%. 4f 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function K = partitionlphi_top,phi_bot,MW,dX,rl 
% 
% this function calculates the partition coefficient of 
% target protein (component 5) in WPP 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
K = exp I I r I 5 I . /MW I 5 I I . * I 
%.4f\n', 
phi topl21 - phi botl21 I 
I 1-./ rl21 I - l + Xl1,5l - Xl2,5ll I + 
phi_topl31 - phi_botl31 I .* 
I 1 ./ rl31 I - 1 + Xl1,51 - Xl3,5ll 
); 
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A.2 Water-Polymer-Salt System 
Simulation of Phase Equilibrium Behavior 
Chemical Potential Differences Minimization Procedure 




% Matlab function [phi_2,phi_3,phi_top_store,phi_bot_store,du_store,N] = ... 
% Phase_Diagram_S(MW,M,X,v,r,W,A,b,Mwater,zA,zB,c,phil) 
% 
% this is an m-file that calculates the phase equilibrium in a specified 
% aqueous two-phase system consisting of water-salt-polymerl/polyrner2 
% 
% the volume fraction (phi) of each component in both top and bottom phase 
% is calculated by minimizing the difference in the chemical potential 
% of each component in each phase represented by the Flory-Huggins Model 
% (Hino and Prausnitz, 1998) 
% 
% the top phase volume fraction for component 1 (water) and 2 (salt) are set, 
% and from the mass balance, the volume fraction for the third component 
% (polymerl/polymer2) is known for each set of the top phase of the volume 
% fraction, the difference in chemical potential for each component in each phase 
% is forced to be zero as to find the corresponding bottom phase volume fraction 
% for each component 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% solver options: specifying the tolerances and maximum function evals 




L = eps * 100; 
sl = cputime; 
% starting the loop that varies phi2 and phi3 for top phase 
N = 0; 
% setting for top phase 
phi o.oos,o.oos, (1-phil); 
for i = l:length(phi) 
disp(sprintf('i=%3d/%3d',i,length(phi))); 
% for each fixed value of phi2 
phi2 = phi (i); 
for = l,length(phi) 
% phi3 is varied 
phi4 phi(j); 
if phil + phi2 + phi4 
N = N + 1; 
1. 0 ) 
% assigning the vector of volume fraction for top phase 
phi_top = [ phil phi2 phi4 ] ; 
% calculating the ionic strength in the top phase 
I_top = Calci(phi_top(3) ,Mwater,W,zA,zB); 
% calculating the interaction parameter between water and salt in 
% the top phase 
[gl4_top,dgl4d4_top] = Calcgd(c,phi_top(3)); 
% calculating the chemical potential for the top phase 
u_top = 
CalcU_S(phi_top,I_top,gl4_top,dgl4d4_top,X,r,Mwater,A,b,W,zA,zB); 
% storing variables obtained for top phase 
phi_top_store(N, :) = phi_top; 
u_top_store(N, :) = u_top; 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% the optimization routine 
% 
% we are minimizing the difference in chemical potential between the 
% top and bottom phase and obtain the volume fraction for component 1 
% and 2 
% in bottom phase and the volume fraction for the third component is 
% calculated from the mass balance 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% initial guess for the volume fraction for component 1 and 2 
% the volume fraction for water is almost the same in both phases 
s_init = [ phi_top(l)*l/2 phi_top(2)*1/2 ] ; 
% optimizing to obtain phi bot that gives (u top - u bot) = 0 
[s bot,fval,exitflag,output] = fminsearch('dU S',s i~it,fopts,u top, 
phi_top,X,r,Mwater,W,zA,zB,c,A,b); - - -
if I exitflag < 0 I exitflag == 0 I 
disp ( 'unsolved' ) ; 
else 
% assigning the vector of volume fraction for top phase 
phi_bot = [ s_botlll s_botl2) l-s_botlll-s_botl2) ] ; 
% calculating the ionic strength in the bottom phase 
I_bot = Calci(phi_bot(3),Mwater,W,zA,zB); 
% calculating the interaction parameter between water and salt in 
% the bottom phase 
[gl4_bot,dgl4d4_bot] = Calcgdlc,phi_bot(3)); 
% calculating the chemical potential for the bottom phase 
u bot = 
CalcU_Siphi_bot,I_bot,gl4_bot,dgl4d4_bot,X,r,Mwater,A,b,W,zA,zB); 
% calculating the difference in the chemical potential of the 
% phases 
du = u_top - u_bot; 
% storing variables obtained for bottom phase 
i_store(N, :) = i; 
phi_bot_store(N, :I = phi_bot; 
u_bot_store(N, :) = 
CalcU_S(phi_bot,I_bot,gl4_bot,dgl4d4_bot,X,r,Mwater,A,b,W,zA,zB); 
du_store (N,: I = du; 
% calculating the length of each tie-line 
%1 = sqrt I lw_bot I:, 2) -w_top I:, 2) I '2 + lw_bot I:, 3) -w_top I:, 3) I '2); 
% storing the results in weight fractions 
%1 storeiN,:) = 1; 
% displaying the results 
disp ... 
lsprintf ... 
l'phi_top = [ %5.4f %5.4f %5.4f ], phi_bot = [ %5.4f %5.4f 






% displaying output and exitflag 
%output 
%exit flag 
% analyzing the results 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% STEP 1' 
% analyzing the changes in the length of the tie-lines 
% finding if the length is reducing/increasing 
%fori= 2,N-1 
% calculating the difference between 2 consecutive tie-lines 
%dl = 1 store(i+1) - l store(i); 
%dl_store(i, ,) = dl; -
%end 
%disp(dl_store); 
% finding the index of tie-lines that are trivial 
%index= find(dl_store <= eps); 
%h = max(index)-7 
% loop to eliminate the results that show decrease in the length 
% of the tie-lines 
%for i = 1,h 
% deleting the row of the trivial solution of w bot 
%w bot store(i,h-1, ,) = w bot store(i+1,h, ,) ; 
%w=bot-store(i, ,) = []; -
% deleting the row of the trivial solution of w_top 
%w top store(i,h-1, ,) = w top store(i+1,h, ,) ; 
%w=top=store(i, ,) = []; - -
%end 
% thus, the number of remaining results would be 
%N = N - h; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% STEP 2, 
% analyzing the difference between phi_bot and phi top (dU) 
% to rid of the trivial solution 
% square of the difference between phi bot and phi_top 
diff = (phi_bot_store - phi_top_store)~A2; 
% finding the index of data where dU for component 2 
% that is less than le-7 
index= find(diff(,,2) <= 1e-7); 
% loop to eliminate the rows with dU less than le-7 
for i = l:length(index) 
% deleting the row of the trivial solution of phl bot 
phi_bot_store(index(i) 'N-1, ,) phi_bot_store(index(i)+1,N, ,); 
phi_bot_store(N, ,) = []; 
% deleting the row of the trivial solution of phi top 
phi top store(index(i) 'N-1, ,) =phi top store(ind~x(i)+1,N, ,) ; 
phi=top=store(N, ,) = []; - -
% renaming the index 
N = N-1; 





% analyzing the difference between phi_bot and phi_top (dU) 
% to rid of the trivial solution 
% square of the difference between phi_bot and phi top 
diff = (phi_bot_store- phi_top_store) .'2; 
% finding the index of data where dU for component 3 
% that is less than le-7 
index= find(diff(:,3) <= 1e-7); 
% loop to eliminate the rows with dU less than le-7 
for i = l:length(index) 
end 
% deleting the row of the trivial solution of phi_bot 
phi_bot_store(index(i) :N-1, :) = phi_bot_store(index(i)+1:N, :) ; 
phi_bot store(N, :) = [[; 
% deleting the row of the trivial solution of phi_top 
phi_top_store(index(i) :N-1, :) = phi_top_store(index(i)+l:N, :); 
phi_top_store(N, :) = [[; 
% renaming the index 
N = N-l; 
index = index - 1; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% STEP 4: 
% analyzing data phi_bot(2) to rid of the trivial solution 
% finding the index of data where composition of component 2 
% decreases 
index= find(phi_bot_store(:,2) == max(phi_bot_store(:,2))) 
% deleting trivial solutions 
phi bot store (index+1 :N,:) [[ 
phi=top=store (index+1 :N,:) [[ 
du_store (index+1 :N,:) = [[ 
N = length(phi_bot_store) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% saving the analyzed results: 
% opening a file to store the chosen results 
fid fopen('PhaseD_S.dat', 'w'); 
for i = l:N 
end 
% writing the results to the file 
fprintf(fid, '%5.4f %5.4f %5.4f %5.4f %5.4f %5.4f %5.4f %5.4f %5.4f\n', 
phi_top_store(i, :},phi_bot_store(i, :) ,du_store(i, :)) ; 
% closing the file 
fclose ( fid) ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% plotting the binodal curves and the tie-lines 
% to check on linearity of tie-lines 
% rearranging data in terms of volume fraction for plotting 
phi_2 [ phi_bot_store(:,2) phi_top_store(:,2) l; 
phi_3 = [ phi_bot_store(:,3) phi_top_store(:,3) l; 




for l = l,length(phi_top_store) 
plot (phi_3 (i, ') ,phi_2 (i,,)); 
end 
title('phi2 vs phi3'); 
xlabel I 'phi3 ' ) ; 
ylabel I' phi2') ; 
hold off; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% calculating operation time 
s2 = cputime; 
disp(sprintf('cputime = %.4f',s2-sl)); 
Calculation of Chemical Potentials 
function u = calcU_S(phi,I,gl4,dgl4d4,X,r,Mwater,A,b,W,zA,zB); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function U = CalcU_S(phi,I,gl4,dgl4d4,X,r,Mwater,A,b,W,zA,zB) 
% 
% this function calculates the values of delta chemical potential, U 
% for each component in the system using the expression derived by Hino 
% and Prausnitz (1998) 
% this model contains an electrostatic contribution given by Pitzer's 
% extension of the Debye-Huckel function, and the extended Flory-Huggins 
% theory 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% inputs for the function 
% phi segment fraction of each component 
% I : ionic strength of the solution 
% gl4 : FH binary interaction parameter (empirical function of phi(4)) 
% dg14d4 ' differentation of g12 with respect to phi(4) 
% X Flory interaction parameter 
% r : number of segments per polymer 
% l water 
% 2 polymer 
% 4 salt 
% calculating delta chemical potential for component 1 for bottom phase 
U(1) = ... 
( I (2 * A * (I . A (312)) ) . I (1 + b . * 
( I . A (112)) ) . * ( Mwater . I W ) ) I + ... 
log (phi (1)) + ... 
I phi(2) * I 1 - r(1)lrl2) ) ) + 
I phi I 3) * I 1 - r I 1) I r I 3 ) ) ) + 
r I 1) * I g14 . * phi I 3) . * I 1 - phi I 1) ) ) - ... 
dg14 d4 * phi I 1) * phi I 2) . * phi I 3 I ) + 
X I 1, 2) * phi I 2) * ( 1 - phi I 1) ) ) - ... 
X(2,4) * phi(2) * phi(3) ) ) ; 
% calculating delta chemical potential for component 2 for bottom phase 
U(2) = ... 
( -A* zA * zB * ... 
I ( IA(112) .I 1 + b * IA(112) ) ) + ... 
( 2 I b) .* log( 1 + b * IA(112) ) ) ) + 
log(phi(2)) + ... 
I phi(1) * I 1 - r(2)lr(1) ) ) + 
I phi I 3) * I 1 - r I 2) I r I 3) ) ) + 
r I 2) • I - g14 . * phi I 1) . • phi I 3) ) + ... 
dg14d4 * phi(1) • phi(3) .* 1 1- phi(2))) + ... 
X(1,2) * phi(1) * I 1 - phi(2) ) ) + ... 
X I 2, 4) * phi I 3) * I 1 - phi I 2) ) ) ) ; 
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loglphil3)) + 
I phil1) • I 1 - rl3)lrl1) ) ) + .. . 
I phi I 2) • I 1 - r I 3) I r I 2) ) ) + .. . 
rl4) • ( gl4 • phi(1) .• I 1 - phi(3) ) ) 
dg14d4 * phi (1) • phi 12) .• phi 13) ) -
Xl1,2) * phi(1) * phi(2) ) + ... 
X I 2, 4) • phi ( 2) • ( 1 - phi I 3) ) ) ) ; 
Calculation of Interaction Parameter and its Derivative Form 
function [g14,dg14d4] = Calcgdlc,phi4); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function [g14,dg14d4] = Calcgd(c,phi4) 
% 
% this function calculates gl4 and dgl4d4 using an empirical 
% function of mixture composition phi4 (salt) 
% 
% Reference: Lattice Thermodynamics for Aqueous Salt-Polymer 
% Two-Phase Systems, 
% Hino and Prausnitz, J. Appl. Polymer Science 
% Vol. 68, 2007-2017 (1998) 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
gl4 = zeros(sizelphi4)); 
dgl4d4 = zeros(size(phi4)); 
for i = 1'length(phi4) 
for j = 1'lengthlc) 
g14li) = g14(i) + ( c(j) • phi4(i) .' (j-1) ) ; 
dg14d4 (i) = dg14d4 li) + ( (j -1) 0 C (j) 0 phi4 (i) . A li -2) ) ; 
end 
end 
Calculation of Ionic Strength 
function I= Calciiphi4,Mwater,W,zA,zB); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function I= Calci(phi4,Mwater,W,zA,zB) 
% 
% this function calculates the ionic strength of an aqueous system 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% calculating ionic strength of a solution 
I 1112) * I phi4 .* (MwateriW) 
Objective Function 
• zA * zB . I ( 1 - phi4 ) ; 
function F = dU_S{s,u_top,phi_top,X,r,Mwater,W,zA,zB,c,A,b); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function F = dU_Sis,u_top,phi_top,X,r,Mwater,W,zA,zB,c,A,b) 
% 
% this is a function that is being minimized 
% we are giving the objective function, F a huge value when certain 
% conditions are violated 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Input arguments 
% sl1) = phi_botl1) 
% sl2) = phi_botl2) 
% s = [ sl1) s(2) ] 
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% calculating the volume fraction for the third component from the mass balance 
phis_bot = 1- s(1) - s(2); 
% assigning the vector of volume fraction for bottom phase 
phi_bot = [ s(1) s(2) phiS_bot l; 
% we are returning huge values so as to make the 
% solver avoid trying other points nearby the point investigated 
% 
% conditions which we do not calculate the chemical potential 
% 1) phi_bot not in the range [0,1] 
% 2) phi_bot is imaginary 
% 3) phi bot is equal to phi_top 
% 4) difference between phi_bot(2) and phi_top(2), and between 
% phi_bot(3) and phi_top(3), are very small 
%condition that returns huge value if phi_bot is not in the range [0,1] 
% and not real 
if I min(phi_bot) < -eps I max(phi_bot) > 1.0000 I - isreal(phi_bot) ) 
F = 1e10 *sum( phi bot .'2 ) ; 
else 
% condition that returns huge value when phi top lS equal to phi bot 
if I sum( II 1 ./ r(1,3) ) * abs( phi top- phi_bot )) .'2, 2) ~= 
length(phi bot)*1e-8 ) 
F = 1e10 .-sum( phi_bot . '2 ) ; 
else 
%condition that returns huge value when phi_top(2) < phi_bot(2) and 
%phi bot(3) <phi top(3) 
if I (phi top(2) ~phi bot(2) ) .'2 <= eps & ... 
else 
I phi bot(3) -phi top(3) ) .'2 <= eps ) 
F = 1e10 *sum( phi_bot .'2]; 
% calculating the ionic strength in the bottom phase 
I_bot = Calci(phi_bot(3),Mwater,W,zA,zB); 
% calculating the interaction parameter between water and salt in 
% the bottom phase 
[g14_bot,dg14d4_bot] = Calcgd(c,phi_bot(3)); 
% calculating the chemical potential for the bottom phase 
u bot = 
CalcU_S(phi_bot,I_bot,g14_bot,dg14d4_bot,X,r,Mwater,A,b,W,zA,zB); 
% the objective function that we are minimizing 
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F = sum I I I I 1 . I r (1' 3) 
phi_bot)) ) . '2) ,2 ) ; 




Simulation of Target Protein Partitioning Behavior 
function K = Partition_S(phi_top,phi_bot,X,r,A,b,MW,W,zA,zB); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function 
% K = partition(phi_top,phi_bot,X,r,A,b,MW,W,zA,zB) 
% 
% this function calculates the partition coefficient of 
% target protein (component 5) in WPS 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% calculating the ionic strength in top and bottom phases 
I top Calci(phi_top(3),MW(1),W,zA,zB); 
I_bot = Calci(phi_bot(3),MW(l) ,W,zA,zB); 
% terms of the ionic strength effects 
% fl = term 1 
% f2 = term 2 
fl top sqrt (I_top) .I 1 + b * sqrt(I_top) ) ; 
fl bot sqrt (I_ bot) . I 1 + b * sqrt (I_ bot) ) ; 
f2 top 2 I b * log( 1 + b * sqrt (I_top) ) ; 
f2 bot 2 I b * log( 1 + b * sqrt (I_bot) ) ; 
% partition coefficient 
K = exp ( ( r ( 5) . I MW ( 5) * ( - A * zA * zB * ( ( f1_top - f1 bot ) + 
( f2_top f2 bot ) ) + 
phi top(2) phi_bot(2) * 
1 ./ r(2) ) - 1 + X(1,5) - X(2,5) ) + 
( ( (phi top(3) -phi bot(3) ) 
( (1.fr(4)) -1-+X(1,5) -X(4,5)))) )); 
Fitting of Binodal Curve 
function [c_fit,num_fit] = fit_BCP(phi_top_store,phi_bot_store); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function [c_fit,num_fit] = fit_BCP(phi_top_store,phi_bot_store) 
% 
% this is the function that fits the binodal curve for WPP 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% rearranging data 
phi_2c [ phi_top_store(,,2); 
phi_3c = [ phi_top_store(,,3); 
num = L1,100; 
figure; 
hold on; 
for i = 1'length(num) 
phi bot store(,,2) l; 
phi=bot=store(,,3) ] ; 
% using the Linear Least Squares fit 
[c,SSE,var] fit1(phi_2c,phi_3c,num(i)); 
fit curve all= c(1) + c(2)*exp(-num(i)*phi_3c); 
plot(phi_3c,phi_2c, 'y*',phi_3c,fit_curve_all, 'c-'); 
% storing 
c_store(:,i) = c; 
SSE_store(,,i) =SSE; 
%var_store{:,i) = var; 




I' num = I %5 .lf ], c 
%5.4f; %5.4f %5.4f ]', 
num IiI , c, SSE, var I I ; 
end 
hold off; 
% all sets of results 
[ %5.4f; %5.4f ] , SSE 
data = [ c_store' SSE store' ] ; 
% finding the index of the result with the least SSE 
index= find(data(,,3l==min(data(,,3lll; 
% the result choosen 
fit= data(index, ,I; 
num_fit = nurn(index); 
% the coefficients 
c fit= fit(1,3l; 
% plotting the fit 
figure; 
hold on; 
x = min(O.Ol,min(phi_3cl I ,Q.Ql,Q.25; 
fit curve= c fit(ll + c fit(21*exp(-num_fit*xl; 
plot(phi_3c,phi_2c, 'm*',x,fit_curve, 'b:'); 




% Saving the results: 
% opening a file to store the chosen results 
fid = fopen{'fit_curve_S2.dat', 'w'); 
[ %5.4f 
% writing the results to the file 
fprintf(fid, '%S.lf %5.4f %5.4f 
num_fit,c fit,SSE,var); 
%5.6f %5.4f %5.4f %5.4f %5.4f\n', 
% closing the file 
fclose ( fidl ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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A.3 Optimization of Extraction Process 
Production Cost Minimization Procedure 
% Invoke Constrained Optimization Routine 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 







% Global Variables 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 






global K7 2; 
m fl -0. 5; 
m f2 -0. 5; 
c fl 1; 
-
c f2 1· 
K7 1 0.2; 
-K7 2 0. 8; 
-
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 






% FH interaction parameters between the components 
X= zeros(6,7); 









X(3, 5) X35; 
X(4, 5) X45; 
% specific volume of the components [volume/mass] [cm3/g] 
v = [ v1 v2 v3 v4 v5 1 1 ] ; 
% molecular weight of the components [mass/mole] [g/mol] 
MW = [ Mwater MW_PEG1 MDx Msalt MWS MW6 MW7 ] ; 
% dX 
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dX = I dX2 dX3 dX4 I ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Parameters Calculation 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% molar volume of the components [volume/mole] [cm3/mole] 
vbar = v * MW; 
% number of segments per polymer 
% (ratio of molar volume component i to water) 




% Flowrate = [vol/time] 
% Cone = [mass/val] 
% setting up database for each stream 
Streaml struct ( 'T' , 25, 'P', 1, 'Flowrate', 10, 'Cone' , 
Stream2 struct('T' ,25, 'P' ,1, 'Flowrate' ,10, 'Cone', 
Stream3 struct (IT I I 25, I p r I 1, I Flowrate I I 10 I I Cone I I 
Stream4 struct('T' ,25, 'P' ,1, 'Flowrate',lO, 'Cone', 
Streams struct ( r T' I 25 I 1 pI, 1, I Flowrate I I lO I I Cone I I 
Stream6 struct ( r T I I 25 I I pI , 1, I Flowrate I I 10 I I Cone 1 I 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Linear Equality Constraints 
% Aeq . s = beq 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Aeq = zeros(6,60); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Stage 1 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% mass balances on extraction 













o 1 1] I ; 
10 1 11 I; 
5 o o] I ; 
5 2 21 I; 
10 o OJ I; 
5 1 1] I; 
% Streaml.Flowrate + Stream2.Flowrate - Stream3.Flowrate - Stream4.Flowrate 0 
Aeq(l, 1) 1; 
Aeq(1,2) 1; 
Aeq (1, 3) -1; 
Aeq (1, 41 -1; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Partitioning of Target Protein 
% Stream3.Conc(5) * K7 1 - Stream4.Conc(5) 0 
Aeq(2,23+51 




% Partitioning of Contaminant 
K8 1 = 0. 2; 








% Stage 2 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% mass balances on back extraction 
% F4 + F5 = F2 + F6 






% Partitioning of Target Protein 






% Partitioning of Contaminant 
KB 2 = 8; 






% Left~hand side 
[meq,neq] = size(Aeq); 
Beq = zeros(meq,1); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Linear Inequality Constraints 
% Aineq . s <= bineq 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Aineq = zeros(2,60); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Left~hand side 
% feed point located under farthest tie-line 
% phl2 1 <= m f1 • phi3_1 + c f1 
Aineq (1, 56) 




% feed point located under farthest tie-line 
% phl2 2 <= m f2 • phi3_2 + c f2 







% Right-hand side 
[mineq,nineq] = size(Aineq); 
Bineq = zeros(rnineq,l); 
Bineq(1) c_f1; 
Bineq(2) = c_f2; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Initial guess for s 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% initial points 
s_init(1:6) = 10; 










% upper bound 
s_up = [] ; 
% lower bound 
s lo = zeros(1,length(s_init)); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Optimization Routine 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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% optimizing the objective function cost in Obj_Cost with constraints in con cost 
[s,FVAL,EXITFLAG,OUTPUT] = 
fmincon( 1 0bj_Cost',s_init,Aineq,Bineq,Aeq,Beq,s_lo,s_up, 'cons_cost',OPTIONS,W,MW,X 
,dX,v,vbar,r,A,b,zA,zB,c,w_top_P,w_top_S,w_bot_Pe,w_bot_Se); 
Objective Function 
function F = 
Obj_Cost(s,W,MW,X,dX,v,vbar,r,A,b,zA,zB,c,w_top_P,w_top_S,w_bot_Pe,w_bot_Se); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Matlab function F = Obj_Cost(s) 
% 
% F is a non-linear objective function 
% s is the state variables vector 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Parameters for economic evaluation 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% weight factor 
a 0.435 
b 0 .130 
9 0.174 
d 0.261 
% scaling indexes 
npd 0.66 
npc 1. 00 
npf 0.40 
% factor to make each cost dimensionless 



















phi2 1 s(5G); 
phi3 1 s(57); 
phi1-2 s(58); 
phl2 2 s(59); 
phi3 2 s(GO); 








s (15 '15+7); 
s (23 '23+7); 
s (31 '31+7); 
s (39 '39+7); 
s (47 ,47+7); 
% amount of target protein in Stream 1 
Pp1 = s(7+G) .* s(1); 
% amount of target protein in Stream 6 
PpG=S(47+G) .*s(G); 
% amount of contaminants in Stream 6 
PeG = s(47+7) .* s(G); 
% calculating the volume of extraction processing fluids 
v = sum ( s ( 1, 2) +s ( 4 , 5) ) ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Objective Function 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Cost 
F a * I 
b * I 
g * ( 
d * ( 
Pp1 .1 PpG) .1 Bpd )'npd + .. . 
V .1 PpG) .1 Bspc )'npd + .. . 
V .1 PpG) .1 Bspe )'npe + .. . 






% Matlab function [Cineq,Ceq] = cons_cost(s,W,MW,X,dX,v, 
% vbar,r,A,b,zA,zB,c,w_top_P,w_top_S,w_bot_Pe,w_bot_Se) 
% file for nonlinear constraints 
% 
% Cineq : nonlinear inequality constraints 
% Ceq : nonlinear equality constraints 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Global Variables 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 







m fl ~o. s; 
m f2 ~o. s; 
c fl 1; 
-
c f2 1; 
-
K? 1 0.2; 
K? 2 0.8; 















phi3_1 s (57); 
phil 2 s(SS); 
phi2-2 s(59); 
phi3=2 s(60); 









s (23: 23+7); 
s (31: 31+7); 
s (39: 39+7); 
s (47 :47+7); 
% amount of target protein in Stream 1 
Ppl = s(7+6) .* s(l); 
% amount of target protein in Stream 6 
Pp6 = s(47+6) .* s(6); 
% amount of contaminants in Stream 6 
Pc6 = s(47+7) .* s(6); 
% calculating the volume of extraction processing fluids 
v = sum ( s ( 1 : 2) + s ( 4 : 5) ) ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 




% mass balances on extraction (stage 1) 
% Fl + F2 = F3 + F4 
Ceq(1,1+71 = ( Streaml.Flowrate .* Streaml.Conc I + ... 
( Stream2.Flowrate * Stream2.Conc) -
( Stream3.Flowrate * Stream3.Conc) -
( Stream4.Flowrate * Stream4.Conc ); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Phase Equilibrium Behavior 
% 1. Generating the Phase Diagram 
[phi_2_l,phi_3_l,phi_top_store_l,phi_bot_store_1] 
Phase_Diagram_P(MW,v,X,r,w_top_P,w_bot_Pe); 
% 2. Calculating feed composition 
Ceq(BI = phi1_1 - ... 
( v(11 * ( ( Stream1.Flowrate * Stream1.Conc(11 + 
Stream2.Flowrate * Stream2.Conc(11 I I ... 
Streaml.Flowrate + Stream2.Flowrate ) ) ) ; 
Ceq(91 = phi2_1 - ... 
( v(21 * ( ( Stream1.Flowrate * Stream1.Conc(21 + 
Stream2.Flowrate * Stream2.Conc(21 I I 
Stream1.Flowrate + Stream2.Flowrate I I I; 
Ceq(10I = phi3_1 
( v(31 * ( ( Stream1.Flowrate * Stream1.Conc(31 + 
Stream2.Flowrate * Stream2.Conc(31 I I 
( Stream1.Flowrate + Stream2.Flowrate I I I; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Fitting the curve 
[c_fit1,num_fit1] Fit_BCP(phi_top_store_1,phi_bot_store_11; 
% The feed into the ATPS must be above the binodal curve 
Cineq(11 = c_fit1(11 + c_fit1(21 * exp( -num fit1 * phi3 1 I - ph12 1, 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% 3. Interpolating the tie-lines 
% The feed composition 
f1 = [ phi3_1 phi2_1] ; 
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% 4. Partitioning of Target Protein 
% The endpoints 
top_endpoint_1 
bot_endpoint 1 
(1-s_new1(51-s_new1(3)) s_new1(5) s_new1(31 ] ; 
(1-s_new1(61-s_new1(4ll s_new1(61 s_new1(41 ] ; 
K7_1 = Partition_P(top_endpoint_l,bot_endpoint_l,MW,dX,r); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% 5. Converting the volume fractions into concentration [mass/volume] 
% Top phase (Stream 4) 
phi 34 s_newl(3); 
phi_24 = s_newl(S); 
% Bottom 
phi 33 
phi 23 = 
phase (Stream 3) 
s_newl (4); 
s_newl(6); 





phi 34 I v(3); 
phi_24 I v(2); 
phi_33 I v(3); 




% Stage 2 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% mass balances on back extraction (stage 2) 
% F4 + FS = F2 + F6 
Ceq(l1:11+7) = Stream4.Flowrate .* Stream4.Conc ) + ... 
( StreamS.Flowrate * StreamS.Conc) -
( Stream2.Flowrate * Stream2.Conc ) -
( Stream6.Flowrate * Stream6.Conc ); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Phase Equilibrium Behavior 
% 1. Generating the Phase Diagram 
[phi 2 2,phi 3 2,phi top store 2,phi bot store 2,du store 2] 
Phas~_Diagra~_S(MW,X~v,r~W,A,b~zA,zB~c,w=top_S~w_bot_se) ;-
% 2. Calculating feed composition 
Ceq(l9) = phil_2 
( v(l) * ( ( Stream4.Flowrate * Stream4.Conc(l) + 
StreamS.Flowrate * StreamS.Conc(l) ) I ... 
Stream4.Flowrate + StreamS.Flowrate ) ) ) ; 
Ceq(20) = phi2_2 
( v{2) * { ( Stream4.Flowrate * Stream4.Conc(2) + 
StreamS.Flowrate * StreamS.Conc(2) ) I 
Stream4.Flowrate + StreamS.Flowrate ) ) ) ; 
Ceq(21) = phi3_2 -
( v(4) * ( ( Stream4.Flowrate * Stream4.Conc(4) + .. . 
StreamS.Flowrate * Stream5.Conc(4) ) I .. . 
Stream4.Flowrate + StreamS.Flowrate ) ) ) ; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% fitting the curve 
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[c fit2,num_fit2] = fit_BCP(phi_top_store_2,phi_bot_store_2); 
% the feed into the ATPS must be above the binodal curve 
Cineq(21 = c fit2(ll + c fit2(21 * exp( -num_fitl * phi3_2 I - phr2 2, 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% 3. Interpolating the tie-lines 
% The feed composition 
f2 = [ phi3_2 phi2_2] ; 
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[s new2,m f2,c f2] = 
Interpolate_ti;;line_P(phi_3_2,phi_2_2,length(phi_top_store_2l,f2,c_fit2,num_fit21; 
m2 s_new2 (11; 
c2 s_new2 (21; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% 4. Partitioning of Target Protein 
% The endpoints 
top_endpoint 2 





s_new2(3) ] ; 
s_new2(4) ] ; 
K7_2 = Partition_S(top_endpoint_2,bot_endpoint_2,X,r,A,b,MW,W,zA,zB); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% 5. Converting the volume fractions into concentration [mass/volume] 
% Top phase (Stream 21 
phi_32 s_new2(3); 




phase (Stream 6 I 
s_new2 (4 I; 
s_new2 (61; 




Stream6. Cone (2) 
phi_32 I v(4); 
phi_22 I v(2); 
phi 36 I v(4); 




B Simulation Results 
B. I Water-Polymer-Polymer System 
Simulation of Phase Equilibrium Behavior 
Table 81.1 Liquid-liquid equilibria for water-PEG4000-DxT40 ATPS. 
Experimental data of Furuya et a!. [82] 
Top Bottom /-llop·f.4mtom 
Water PEG Dx Water PEG Dx 
(%mole2 (7omole) (%mole) (%mole2 (%mole2 (7omole2 
0.8868 0.0862 0.0269 0.8572 0.0353 0.1075 -6.66E-4 4.37E-l 8.1 IE+O 
0.8844 0.0979 0.0177 0.8458 0.0268 0.1274 -1.03E-3 7.44E- I 1.12E+I 
0.8808 0.1066 0.0126 0.8310 0.0219 0.1471 -1.07E-3 6.43E- I I. I 8E+ I 
0.8746 0.1155 0.0099 0.8167 0.0202 0.1632 -1.06E-3 4.83E-l 1.20E+I 
Simulation Results 
Top Bottom f.iwp-f..lhotwm 
Water PEG Dx Water PEG Dx 
(%mole2 (%mole2 (7omole) (%mole2 (7omole) (%mole2 
0.8868 0.0862 0.0269 0.7878 0.0017 0.2105 7.84E-4 2.45E-4 2.77E-I 
0.8844 0.0979 0.0177 0.7771 0.0014 0.2215 1.0 I E-3 2.61E-4 3.80E-I 
0.8808 0.1066 0.0126 0.7690 0.0013 0.2298 I. I 7E-3 2.75E-4 4.60E-I 
0.8746 0.1155 0.0099 0.7596 0.0012 0.2393 I .32E-3 2.94E-4 5.51E-I 
Table 81.2 Liquid-liquid equilibria for water-PEG4000-DxT70 ATPS. 
Experimental data of Furuya eta!. [82] 
Top Bottom fitop- J.lhotlom 
Water PEG Dx Water PEG Dx 
(%mole) (%mole2 (%mole) (7omole2 (7omole) (7omole) 
0.8992 0.0867 0.0141 0.8658 0.0302 0.1040 -7.39E-4 5.83E- I 1.74E+I 
0.8937 0.0972 0.0091 0.8520 0.0249 0.1230 -9.84E-4 7.37E-I 2.12E+I 
0.8895 0.1044 0.0062 0.8369 0.0207 0.1424 -9.87E-4 5.81E-I 2.17E+I 
0.8835 0.1122 0.0044 0.8218 0.0177 0.1604 -9.73E-4 4.34E-I 2.19E+I 
Simulation Results 
Top Bottom f/1op-/-4ollom 
Water PEG Dx Water PEG Dx 
(%mole2 (7omole2 (7omole) (7omole2 (%mole) (%mole2 
0.8992 0.0867 0.0141 0.7904 0.0012 0.2084 9.48E-4 2.01 E-4 5.80E-I 
0.8937 0.0972 0.0091 0.7791 0.0010 0.2199 1.1 GE-3 2. 16E-4 7.59E-I 
0.8895 0.1044 0.0062 0.7717 0.0009 0.2273 I .29E-3 2.27E-4 8.84E- I 
0.8835 0.1122 0.0044 0.7633 0.0009 0.2358 I .44E-3 2.42E-4 1.03E+O 
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Table Bl.3 Liquid-liquid equilibria for water-PEG4000-Dxl40 ATPS 
Experimental data of Furuya eta!. [82] 
Top Bottom fitvp- f4x,tlum 
Water PEG Dx Water PEG Dx 
(%mole) (_Yomole) (.Yomole2 (_Yomole2 (%mole2 (%mole) 
0.9072 0.0794 0.0134 0.8746 0.0302 0.0952 -5. 75E-4 4.35E-1 3.32E+l 
0.9020 0.0891 0.0089 0.8589 0.0251 0.1159 -7.24E-4 4.52E-1 3.99E+l 
0.8971 0.0961 0.0068 0.8472 0.0214 0.1314 -8.51 E-4 4.97E-1 4.43E+1 
0.8899 0.1048 0.0053 0.8380 0.0184 0.1436 -1.16E-3 7.96E-1 5.20E+l 
Simulation Results 
Top Bottom f.i.rop-/.i.hottom 
Water PEG Dx Water PEG Dx 
(%mole2 (%mole2 (%mole2 (_Yomole) (%mole2 (_Yomole) 
0.9072 0.0794 0.0134 0.7981 0.0010 0.2009 9.10E-4 1.69E-4 l.l!E+O 
0.9020 0.0891 0.0089 0.7869 0.0009 0.2123 1.12E-3 1.80E-4 1.47E+O 
0.8971 0.0961 0.0068 0.7786 0.0008 0.2206 1.28E-3 1.90E-4 1.76E+O 
0.8899 0.1048 0.0053 0.7683 0.0007 0.2309 1.47E-3 2.04E-4 2.14E+O 
Table Bl.4 Liquid-liquid equilibria for water-PEG4000-DxT500(a) ATPS. 
Experimental data of Furuya eta!. [82] 
Top Bottom f.itop-/-l!HJ!Iom 
Water PEG Dx Water PEG Dx 
(%mole) (.Yomole2 (%mole) (_Yomole2 (%mole2 (.%mole) 
0.9175 0.0761 0.0064 0.8891 0.0334 0.0775 -4.67E-4 4.24E-I 1.09E+2 
0.9165 0.0787 0.0048 0.8850 0.0307 0.0843 -5.45E-4 4.96E-I 1.21E+2 
0.9093 0.0884 0.0024 0.8710 0.0249 0.1040 -8.31 E-4 7.50E-I 1.56E+2 
0.8982 0.1010 0.0008 0.8478 0.0181 0.1341 -l.IIE-3 8.58E-I 1.83E+2 
Simulation Results 
Top Bottom f.itop-;..to.mom 
Water PEG Dx Water PEG Dx 
(%mole2 (%mole) (%mole2 (%mole2 (_Yomole2 (.%mole2 
0.9175 0.0761 0.0064 0.8033 0.0008 0.1959 9.61E-4 1.40E-4 3.88E+O 
0.9165 0.0787 0.0048 0.8003 0.0008 0.1989 1.02E-3 1.42E-4 4.22E+O 
0.9093 0.0884 0.0024 0.7883 0.0007 0.2110 1.24E-3 1.54E-4 5.49E+O 
0.8982 0.1010 0.0008 0.7730 0.0006 0.2264 1.52E-3 1.73E-4 7.34E+O 
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Table 81.5 Liquid-liquid equilibria for water-PEG4000-DxT500(b) ATPS. 
Experimental data of Furuya et al. [82] 
Top Bottom f.lwp+ J.ihollom 
Water PEG Dx Water PEG Dx 
(%mole) [%mole2 (%mole2 (%mole) (%mole2 (%mole) 
0.9431 0.0540 0.0029 0.9135 0.0112 0.0753 -4.59E-4 1.48E+O 1.47E+2 
0.9373 0.0610 0.0018 0.9030 0.0084 0.0885 -6.35E-4 1.98E+O 1.76E+2 
0.9312 0.0677 0.0011 0.8927 0.0064 0.1008 -8.05E-4 2.37E+O 1.99E+2 
0.9248 0.0746 0.0006 0.8806 0.0048 0.1146 -9.57E-4 2.50E+O 2.17E+2 
Simulation Results 
Top Bottom /Jivp-f.lbottom 
Water PEG Dx Water PEG Dx 
(%mole) (%mole2 (%mole2 (,Yomole2 (JOmole) (JOmole2 
0.9431 0.0540 0.0029 0.8286 0.0000 0.1714 9.43E-4 1.53E-7 3.41 E+O 
0.9373 0.0610 0.0018 0.8178 0.0000 0.1822 1.12E-3 5.39E-8 4.36E+O 
0.9312 0.0677 0.0011 0.8079 0.0000 0.1921 1.29E-3 1.46E-9 5.38E+O 
0.9248 0.0746 0.0006 0.7981 0.0000 0.2019 1.47E-3 1.23E-7 6.51E+O 
Interpolation of Tie-line 
Table 81.6 Tie line interpolation results for water-PEG4000-DxT40 ATPS. 
Tie- Slope Intercept Distance to Top Top Bottom Bottom 
line feed point Dx PEG Dx PEG 
no. 
1 -0.4605 0.0986 -0.0113 0.0269 0.2105 0.0862 0.0017 
2 -0.4736 0.1063 -0.0061 0.0177 0.2215 0.0979 0.0014 
3 -0.4849 0.1127 -0.0018 0.0126 0.2298 0.1066 0.0013 
4 -0.4984 0.1204 0.0033 0.0099 0.2393 0.1155 0.0012 
Table 81.7 Tie line interpolation results for water-PEG4000-DxT70 ATPS. 
Tie- Slope Intercept Distance to Top Top Bottom Bottom 
line feed point Dx PEG Dx PEG 
no. 
1 -0.4402 0.0929 -0.0028 0.0141 0.2084 0.0867 0.0012 
2 -0.4564 0.1014 0.0034 0.0091 0.2199 0.0972 0.0010 
3 -0.4676 0.1072 0.0077 0.0062 0.2273 0.1044 0.0009 
4 -0.4807 0.1143 0.0128 0.0044 0.2358 0.1122 0.0009 
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Table B1.8 Tie line interpolation results for water-PEG4000-Dxl40 ATPS. 
Tie- Slope Intercept Distance to Top Top Bottom Bottom 
line feed point Dx PEG Dx PEG 
no. 
I -0.4180 0.0850 -0.0017 0.0134 0.2009 0.0794 0.0010 
2 -0.4336 0.0929 0.0042 0.0089 0.2123 0.0891 0.0009 
3 -0.4458 0.0992 0.0088 0.0068 0.2206 0.0961 0.0008 
4 -0.4613 0.1073 0.0147 0.0053 0.2309 0.1048 0.0007 
Table B1.9 Tie line interpolation results for water-PEG4000-Dx500(a) ATPS. 
Tie- Slope Intercept Distance to Top Top Bottom Bottom 
line feed point Dx PEG Dx PEG 
no. 
I -0.3975 0.0787 -0.0103 0.0064 0.1959 0.0761 0.0008 
2 -0.4016 0.0807 -0.0088 0.0048 0.1989 0.0787 0.0008 
3 -0.4202 0.0894 -0.0025 0.0024 0.2110 0.0884 0.0007 
4 -0.4449 0.1013 0.0062 0.0008 0.2264 0.1010 0.0006 
Table Bl.lO Tie line interpolation results for water-PEG4000-Dx500(b) ATPS. 
Tie- Slope Intercept Distance to Top Top Bottom Bottom 
line feed point Dx PEG Dx PEG 
no. 
I -0.3564 0.0550 -0.0053 0.0029 0.1544 0.0540 0.0000 
2 -0.3753 0.0616 -0.0008 0.0018 0.1642 0.0610 0.0000 
3 -0.3930 0.0681 0.0035 0.0011 0.1733 0.0677 0.0000 
4 -0.4105 0.0749 0.0082 0.0006 0.1824 0.0746 0.0000 
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8.2 Water-Polymer-Salt System 
Simulation of Phase Equilibrium Behavior 
Table B2.1 Liquid-liquid equilibria for water-PEG3350-Sodium Sulphate A TPS 
Experimental data of Synder eta!. [83] 
Top Bottom f.lwp-/.ibotlom 
Water PEG Dx Water PEG Dx 
(%mole2 (%mole) (Yomole2 (Yomole) (Yomole) (%mole2 
0.7590 0.2084 0.0326 0.9091 0.0114 0.0795 -I.O?E-2 -2.77E+O -8.55E-1 
0.7041 0.2738 0.0221 0.8979 0.0053 0.0968 
-1.01E-2 -6.30E+O -1.47E+O 
0.6644 0.3127 0.0229 0.8870 0.0035 0.1095 -1.57E-2 -8.44E+O -1.52E+O 
0.5822 0.4083 0.0095 0.8508 0.0027 0.1464 
-1.25E-2 -2.22E+1 -2.76E+O 
Simulation Results 
Top Bottom J..liop-J.ibollom 
Water PEG Dx Water PEG Dx 
(%mole2 (Yomolel (%mole) (%mole2 (%mole) (%mole2 
0.7590 0.2084 0.0326 0.8891 0.0000 0.1109 1.24E-5 -3.73E-9 -1.36E+O 
0.7041 0.2738 0.0221 0.8758 0.0000 0.1242 3.22E-5 5.20E-9 -1.88E+O 
0.6644 0.3127 0.0229 0.8499 0.0000 0.1501 2.19E-5 -2.94E-9 -2.08E+O 
0.5822 0.4083 0.0095 0.8173 0.0000 0.1827 6.35E-5 3.66E-9 -3.21 E+O 
Table B2.2 Liquid-liquid equilibria for water-PEG8000-Sodium Sulphate A TPS 
Experimental data of Synder et a!. [83] 
Top Bottom f../lop-j.Jbol/om 
Water PEG Dx Water PEG Dx 
(%mole) (Yomole) (Yomole) (Yomolel (%mole2 (%mole2 
0.7432 0.2282 0.0286 0.8913 0.0000 0.1087 2.16E-5 1.17E-8 -1.47E+O 
0.6507 0.3277 0.0216 0.8532 0.0000 0.1468 2.89E-5 -1.22E-8 -2.09E+O 
0.6303 0.3487 0.0210 0.8401 0.0000 0.1599 2.58E-5 3.81E-9 -2.24E+O 
0.6154 0.3648 0.0197 0.8313 0.0000 0.1687 2.64E-5 -1.40E-9 -2.38E+O 
Simulation Results 
Top Bottom f/lop-f..Lhollom 
Water PEG Dx Water PEG Dx 
(%mole2 (%mole) (%mole2 (%mole2 (Yomole2 (%mole2 
0.7432 0.2282 0.0286 0.9176 0.0044 0.0780 -1.17E-2 -3.21 E+O -9.54E-1 
0.6507 0.3277 0.0216 0.8808 0.0124 0.1068 -1.29E-2 -1.03E+1 -1.54E+O 
0.6303 0.3487 0.0210 0.8713 0.0098 0.1189 -1.34E-2 -1.37E+1 -1.70E+O 
0.6154 0.3648 0.0197 0.8618 0.0099 0.1283 -1.25E-2 -1.69E+1 -1.86E+O 
Interpolation of Tie-line 
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Table B2. 3 Tie line interpolation results for water-PEG3350-Sodium Sulphate ATPS. 
Tie- Slope Intercept Distance to Top Top Bottom Bottom 
line feed point Dx PEG Dx PEG 
no. 
I -2.6596 0.2950 -0.0426 0.0326 0.1109 0.2084 0.0000 
2 -2.6805 0.3330 -0.0297 0.0221 0.1242 0.2738 0.0000 
3 -2.4582 0.3690 -0.0101 0.0229 0.1501 0.3127 0.0000 
4 -2.3578 0.4308 0.0176 0.0095 0.1827 0.4083 0.0000 
Table B2. 4 Tie line interpolation results for water- PEG8000-Sodium Sulphate ATPS. 
Tie- Slope Intercept Distance to Top Top Bottom Bottom 
line feed point Dx PEG Dx PEG 
no. 
I -2.8493 0.3098 -0.0226 0.0286 0.1087 0.2282 0.0000 
2 -2.6177 0.3843 0.0089 0.0216 0.1468 0.3277 0.0000 
3 -2.5100 0.4014 0.0187 0.0210 0.1599 0.3487 0.0000 
4 -2.4485 0.4131 0.0254 0.0197 0.1687 0.3648 0.0000 
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C Optimization Results 
Simulation of Phase Equilibrium Behavior 
Table Cl.l Liquid-liquid equilibria for water-PEG4000-DxT40 ATPS. 
Top Bottom Jllop-Jloonmn 
Water PEG Dx Water PEG Dx 
(%mole2 (%mole2 (%mole) (%mole) (Yomole) (Yomole2 
0.7590 0.2084 0.0326 0.8728 0.0000 0.1272 7.32E-6 8.87E-9 -1.54E+O 
0.7041 0.2738 0.0221 0.8492 0.0000 0.1508 1.55E-5 -5.15E-9 -2.17E+O 
0.6644 0.3127 0.0229 0.8116 0.0000 0.1884 1.05E-5 -1.55E-8 -2.49E+O 
0.5822 0.4083 0.0095 0.7534 0.0270 0.2196 -1.96E-6 2.65E-4 -3.52E+O 
Table C1.2 Liquid-liquid equilibria for water-PEG4000-Sodium Sulphate ATPS. 
Top Bottom /-'top-/4onom 
Water PEG Dx Water PEG Dx 
(%mole2 (%mole2 (%mole2 (%mole) (Yomole2 (Yom ole) 
0.7590 0.2084 0.0326 0.8728 0.0000 0.1272 7.32E-6 8.87E-9 -1.54E+O 
0.7041 0.2738 0.0221 0.8492 0.0000 0.1508 1.55E-5 -5.15E-9 -2.17E+O 
0.6644 0.3127 0.0229 0.8116 0.0000 0.1884 1.05E-5 -1.55E-8 -2.49E+O 
0.5822 0.4083 0.0095 0.7534 0.0270 0.2196 -1.96E-6 2.65E-4 -3.52E+O 
