Abstract: This article describes the construction phase of a corpus of everyday life sounds for a system of separation and classification of audio sources in a habitat: an application for telemonitoring of the elderly or disabled. We first present the key concepts of the research area, and then we present works and projects that address detection of distress situations and recognition of activities. Thereafter, we discuss the different sounds used in an application for telemonitoring, which inspired us to create our database. Finally, we present our experiment aimed at classifying the various environmental sounds in a habitat. The objective of this experiment is to present the global idea of our future work and to explain the necessity of creating a database of everyday life sounds.
Introduction
Activity recognition is an active research area [1, [4] [5] [6] 8] ; however, despite this, it has not yet reached a satisfactory performance or resulted in a standard method [26] . Among the objectives of this area is the recognition of distress situations among the elderly or disabled persons in their habitats, for the purpose of their surveillance. Providing help to elderly and disabled persons from a remote location with the use of information and communication technologies, as well as artificial intelligence techniques and tools is part of what we call "health smart homes" (HSH). Several tools are used to meet this objective, such as infrared sensors, cameras, and microphones; however, given the high cost of these tools, many of these sensors and the need for interaction research tends toward the use of the audio channel. We cite as an example the AUDITHIS system [26] , which allows the analysis of sound and speech in the HSH from eight microphones.
The whole idea of our work is the realization of a system of classification and separation of audio sources in a habitat for an application for telemonitoring of elderly or disabled persons. However, several problems exist [5] , such as the choice of parameters and classification methods, sound quality (presence of noise), volume of information (several signals from different channels are acquired simultaneously), presence of noise, and finally the problem of defining a database of everyday life sounds, which is the goal of our research.
In this article, we first present the key concepts of the research area, and then we present works and projects that address recognition of activities and detection of distress situations in an HSH. Thereafter, we describe the overall system architecture and its main modules. Finally, we discuss the different sounds used in a telemonitoring application, which inspired us to create our database.
Key Definitions
In this section, we present the definition of telemedicine, HSHs, and sound and speech recognition, which are the key concepts of our research area.
Telemedicine
The term "telemedicine" encompasses systems using video, audio, digital information, and other communication tools deriving from the technology used to transmit information and data relating to medical diagnosis and medical treatments, and providing care and health services to patients located in remote physical environments [19] . Originally, the definition applied to advisory services delivered primarily through interactive video; however, since the advent of the Internet and multimedia, telemedicine has evolved into "telehealth," which has a wider scope than the telemedicine networks, and considers not only patient education, prevention of disease, and therapeutic decision-making but also administrative resources, patients' physiological data, and medical databases [2] .
Health Smart Homes
The "smart home" derives from information and communications technology, which has received great interest from the scientific community in recent years. It is a habitat equipped with information and communication facilities designed to work together to anticipate and meet the needs of occupants, working to promote their comfort, safety, and entertainment while preserving their natural interaction with the environment [12] .
An important application of the smart home is HSH. In the medical field, the main challenges of HSH are home health care, telemedicine, and sociomedical tele-assistance. The priority/targeted populations are the elderly or isolated persons, patients with chronic conditions (physically disabled, cardiopaths), and persons under temporary medical supervision (women with risky pregnancies, etc.).
Sound and Speech Recognition
Sound recognition is a challenge that has been explored for many years using machine-learning methods with different techniques [26] . It can be used for home automation and people aids, and in many applications inside the home, such as the quantification of water use or detection of distress situations.
Speech recognition and sound recognition have been applied to technology for human assistance, such as the control of a wheelchair by using a given set of vocal commands [7] .
Works and Projects Related to Recognition of Activities and Detection of Distress Situations
Recognition of activities and distress situations is done through the information provided by the sensors installed in the HSH. A popular trend is to use the maximum amount of sensors in order to acquire more information. An opposite trend is to use the minimum amount of sensors [26] in such a way that would allow designing the most powerful system possible, and at lower prices. Because we are interested in the second trend, we chose the audio channel. Although few systems have the capacity to recognize audio [23, 28] , we present here a series of works that deal with the recognition of activities and the detection of distress situations on the basis of the sound type information.
Maunder et al. [20] built a database of sounds of daily living acquired by using two microphones in the kitchen. They tried to differentiate between sounds such as a telephone ringing, a cup falling, a spoon dropping to the floor, etc. Another group [11] collected sounds in an office environment and tried unsupervised algorithms to classify the sounds of everyday work life. The work presented in Reference [16] aimed to recognize distress situations at home in embedded situations by using surveillance tools equipped with affordable hardware (with standard sound cards and audio microphones). Another trend [24] is to perform speech synthesis, speech recognition, and the construction of a coherent dialogue with a person. Such research has applications in robotics aimed at providing company to a person in order to reduce loneliness.
Reference [26] presents a complete sound recognition system for identifying the different sounds in an apartment to recognize the activities of daily living currently performed, combined with a voice recognition system in French to find distress keywords within the measured signal. Thus, the CARE project [17] , with the use of many sensors (localization, temperature, etc.), allows the recognition of activities such as "going to the toilet" and "exiting the apartment." In Britain, Hong et al. [13] created a model that distinguishes the activity of preparing a hot or cold beverage with health activities based on the theory of evidence. Fleury et al. [9] presented the selection and arrangement of a set of sensors (infrared detectors, door switches, microphones, etc.) in an apartment, used to classify a set of seven activities of daily living: resting, dressing, casual walking, dining, communicating, maintaining hygiene, and disposing of garbage. Litvak et al. [18] used microphones to detect a special kind of distress: a fall. The solution was based on floor vibration and acoustic sensing, and uses a pattern recognition algorithm to discriminate between fall events involving a human or an inanimate object.
Overall System Architecture
An application of sound recognition is composed of two main modules: the extraction module of the most relevant acoustic parameters of the processed signal, and the recognition module that associates the sound with the corresponding (most likely) class; it is the identification phase of the input sound.
Our system is composed of two subsystems: -The first subsystem deals with the detection of sounds in the presence of noise, and their separation (mixture of sounds); this is the input for the second subsystem. -The second subsystem is a classifier, which may be Support Vector Machine (SVM)/ Hiden Markov Model (HMM) based or other types of classifiers, used to classify the sounds resulting from the first subsystem. Figure 1 shows the overall architecture of the system.
The implementation of such a system requires, first, the construction of an everyday life sound database. For pattern recognition systems, there are always standard databases for the assessment of proposed systems. However, the construction of an everyday life sound database in real conditions (with environmental noise) is largely less explored. In effect, sounds acquired by the system and sounds from different sources are acquired together. If we consider the number of microphones installed in the apartment to be n, then we have n sound sources in a time t, and therefore the information gained may be the same but with a variation in signal power (e.g., the sound of a falling object in the kitchen can be acquired simultaneously by all microphones in the apartmentbathroom, living room, etc. -but the sound of the fall in the kitchen is the strongest). This is also true if we consider that there is no noise in the apartment, or several sounds can be acquired simultaneously, e.g., television sound in the sitting room, sound of flowing water in the bathroom, and a coughing sound from the inhabitant. It is therefore important to identify the sound to be taken into account, i.e., choose the sound that provides the most information. The detection and separation phase is very important because it enables to -Avoid duplication of information to process, and thus save time and storage space; -Make a good determination of a distress situation if it is done with caution.
When the signals to be processed are selected, it is time to classify them. The classification is done at two levels: -Classification of sounds like sounds of everyday life or speech; -Recognition of the sound class or speech.
Depending on the resulting sound class or recognized speech, the system will send or not send an alarm.
Everyday Life Sound Databases
In this section, we present some existing databases of everyday life sounds and how these sounds are divided into categories.
In References [10, 25, 27] , Fleury, Vacher, and coworkers defined six categories of sounds except speech: (i) human sounds; (ii) object and supply manipulation, linked to the activity of a person; (iii) outside sounds; (iv) sound of devices; (v) sound of running water -this particular category provides interesting information on activities such as disposal, hygiene, and meal preparation; and (vi) other sounds. Examples of each category are presented in Table 1 .
In the framework of the RESIDE-HIS project, sounds are divided into two categories [3] : (i) useful sounds (impulsive and short), including falling objects, glass breaking, door slamming, etc.; and (ii) environmental noise (long and stationary), such as water flowing, hair dryer, electric shaver, etc.
Istrate [14] , for example, created a database of everyday life sounds for an application for telemonitoring of elderly and disabled persons in a habitat. The method for creating this database was based on the one used in the speech database with regard to labeling and description files. The sound database was organized as follows: 15% of the sounds were recorded in a studio, 15% of the sounds were recovered from a CD of effects for films [22] , and 70% of the sounds came from the CD "Sound scene database in real acoustical environments" (Real World Computing Partnership, ATR Laboratories) [21] . In Reference [15] , Istrate and coworkers defined seven classes of sound: door slamming, glass breaking, phone ringing, sound of footsteps, screams, sound of dishes, and door locking. The corpus contains both the sounds associated with distress situations, such as glass breaking, objects falling, and screams, as well as the usual sounds such as the sound Table 1 : Sound Categories in a Habitat.
Sound category Examples
Human sounds Coughing, gargling, sighing, singing, whistling, wiping Object and supply manipulation searching in a bag, manipulation of a chair, handling of a tray, sounds of footsteps, falling objects, sound of paper crumpling Sounds of devices Phone ringing, beeping, television sound Sounds of running water Hand washing, sink draining, toilet flushing, water flowing Outside sounds Thunder, rain Other soundsof footsteps, door slamming, and sound of dishes. The database must also contain the environmental sounds, such as television, radio, hair dryer, and water flowing, considered as noise [14] .
The everyday life sounds database of Istrate [14] consists of the following sounds: stapler sounds, clapping, a chair moving, human sounds (sneezing, yawning, laughing, snoring, coughing), opening a pressure vessel, sound of paper crumpling, footstep sounds, punching sounds, slamming of different doors (entrance door, cabinet, refrigerator), electric shaver, hair dryer, door locking, dishes, a chair or a book falling, screams, water flowing in the sink, shower running and glass breaking, ringing tones, and HSH background noise.
The information source of sound sensors can be [14] -A direct source for a distress situation:
(i) Recognition of a distress call;
(ii) Detection of suspicious sounds (objects falling, screaming); (iii) Long absence of any sound activity during the day. -An indirect source: detection of a sequence of everyday life sounds by analyzing over a long period can point to a pathological symptom such as nocturnal urinary disorders. A lack of activity during the day can be an indicator of a grave distress situation.
Creating Our Database

Description of the Sound Database
Sounds may be speech or everyday life sounds. To create our database, we divided everyday life sounds into two categories: -Normal sounds (related to usual activities): e.g., door slamming, door locking, door opening, phone ringing, sound of footsteps, and sound of dishes. -Critical sounds (possibility of existence of a distress situation): e.g., glass breaking, objects falling, and screaming.
Normal sounds are further divided into two categories: -Useful sounds, which may help detect a distress situation when combined with other information; -Disturbance sounds, which are considered as noise, such as television and radio sounds.
As described in Reference [14] , a part of our database is obtained by recording different types of sounds, the second part from commercial CDs, and the third part by extracting sound from mp3 or video files. The last part will be recovered from existing databases such as those reported in References [3, 14, 26] . The principle in our choice of sounds is, on the one hand, to expand the class of sounds as much as possible to ensure a high rate of recognition and thus reduce the error rate, and, on the other hand, exploit this database to achieve other objectives such as recognition of activities. Consequently, it should be noted that even if the sound does not seem significant, it is involved in the recognition of activities when combined with other information.
The list of sounds we need for our application is summarized in Table 2 .
Recording Parameters
We chose a sampling frequency of 44.1 kHz to faithfully reproduce the signal after digitization. We chose the " .wav" format for sound files because it is a standard format and can be read by various software, besides being easy to convert to other formats [14] . The signal-to-noise ratio of the recordings will take several values that vary between 10 and 40-70 dB. The exact values are not yet defined. The length of the sound files is 20 s. This length was chosen by taking into account the maximum length of sounds to be treated and seeing that the initialization time for some algorithms is ≈5 s [14] . Figures 2-5 show examples of some recorded sounds using a Matlab environment.
Experimentation
In this section, we present a practical implementation for classifying the various environmental sounds in a habitat. The application is based on Matlab environment. 
Description
In this experiment, we used a database that consists of the following sounds: knocking on doors, phone ringing, screaming, objects falling, sound of dishes, and muezzin, with a number of repetitions of 10 for each type of sound. The format of files is .wav and the sampling frequency used is 8 kHz.
In the parameterization phase, we used two parameters: -Zero crossing rate (ZCR):
-Short-term energy:
With these two parameters, we calculated the acoustical vectors of each sound of the database and also of the sounds to be classified.
The classification is based on the acoustic parameters of the database that are previously calculated and the parameters of the .wav file to be classified.
Our system compares between the acoustic vectors of each segment and other acoustic vectors of the database. By calculating the difference between the vectors of our database and the other .wav files being classified and also by likelihood, the system decides whether the sound segment belongs to that class or not. The statistical function developed in Matlab classifies the sound in one of the classes in the database (doors knocking, shouting, phone ringing, etc.); this function uses a comparison of statistical parameters and calculates the closest distance. Figure 6 presents the graphical user interface (GUI) developed with Matlab software to simulate the application of the classification of environmental sounds.
We have done some tests on some sounds, and we present here the results of classification of the three sounds: knocking on doors, screams, and speech. This application gives us information on the sound to be classified, such as duration, sampling frequency, temporal representation of the signal, spectrogram, display of the distribution of classes' percentages, and classification of signal segments. -Door knocking 
Results and Discussion
The aim of this experiment is to present the global idea of our work and to explain the necessity of creating a database of everyday life sounds, as we are only in the first step of our work: database creation. We have used a simple classifier, and we selected the following parameters: ZCR, energy, and formants. As it is shown in the figures, the recognition rate is encouraging and the different sounds are recognized.
Conclusion
In this article, we provided an overview on HSHs and telemedicine, and then we presented various works related to recognition of activities and detection of distress situations. Subsequently, we described the existing databases created to validate systems of telemonitoring of elderly or disabled persons by means of detection of distress situations. Then, we presented our goal of creating a sound database, which is currently in progress; the detailed steps of database creation are not covered here because it is not yet completed. Finally, we presented our experiment, which is a practical implementation of a classifier of various environmental sounds in a habitat. The application is based on a Matlab environment. As mentioned above, it is necessary to create a database of everyday life sounds because it will be used in both making the choice of the relevant parameters and in the classification phase. The recognition rate is encouraging; however, with the use of other classifiers and the choice of other parameters, the result may be different. Therefore, the goal of our research is to find the most relevant parameters with the use of the appropriate classifier to obtain a better recognition rate.
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