Abstract-Parallel processing has emerged as a key enabling technology in modern computing. Recent software advances have allowed collections of heterogeneous computers to he used as a concurrent computational resource. In this work we explore how Differential Evolution can he parallelized, using a ring-network topology, so as to improve both the speed and the performance of the method. Experimental results indicate that the extent of information exchange among subpopulations assigned to different processor nodes, hears a significant impact on the performance of the algorithm. Furthermore, not all the mutation strategies of the Differential Evolution algorithm are equally sensitive to the value of this parameter.
I. INTRODUCTION Parallel processing, that is the method of having many small tasks solve one large problem, has emerged as a key enabling technology in modem computing. As a result of the demand for higher performance, lower cost, and sustained productivity, the past several years have witnessed an everincreasing acceptance and adoption of parallel processing, both for high-performance scientific computing and for more general-purpose applications. The acceptance has been facilitated by two major developments: massive parallel processors, and the widespread use of distributed computing. The most important factor in parallel computing is the high cost of the hardware. In contrast, users see very little cost in running their problems on a local set of existing computers.
Exploiting recent software advances [ I ] , [2], collections of heterogeneous computers can be used as a coherent and flexible concurrent computational resource. These technologies have allowed the vast number of individual Personal Computers available in most scientific laboratories to be used as parallel machines at no, or at a very low, cost. Network interfaces, linking individual computers, are necessary to produce such pools of computational power. Since network infrastructure is currently immature to provide sufficiently high speed data transfer interfaces, it comprises a bottleneck to the entire system. Thus applications that exploit specific strengths of individual machines on a network, while minimizing the required data transfer rate are best suited for network-based environments.
Differential Evolution (DE) is a novel minimization method [31, (41, In this work we explore how Differential Evolution can be parallelized in this kind of virtual parallel environment so as to obtain both speed and performance improvements. The paper is organized as follows. In Section I1 the Differential Evolution algorithm and the parallelization model are briefly described. Section IV-A reports the test functions used. Section IV-B is devoted to the presentation and the discussion of the experimental results. The paper ends with conclusions.
DIFFERENTIAL EVOLUTION
As previously mentioned, DE is a population-based stochastic algorithm that exploits a population of potential solutions, individuals, to probe the search space. New individuals are generated by the combination of randomly chosen individuals from the population. This operation in our context can be referred to as mutation. Specifically, for each individual w,", k = 1 , . . . ,NP, where g denotes the current generation, a new individual vi+' (mutant individual) is generated according to one of the following equations: 
) where w p is the best member of the previous generation; p > 0 is a real parameter, called mutation constant, which controls the amplification of the difference between two individuals so as to avoid the stagnation of the search process; and T I , T Z , T~, T~, T~ E {1,2 ,..., k -l , k + l , ..., N P } , are random integers mutually different and different from ' the running index k . The mutation strategy of Eq. (6) is known 0-7803-85 l5-2/04/$20.00 02004 IEEEas the trigonometric mutation operator, and has been recently proposed in [6] . This mutation strategy performs a mutation according to Eq. (6) with probability T~ and a mutation according to Eq. (2) with probability (1 -T~) .
The values of pi, i = { 1,2,3} and p' are obtained through the following equations.
and The mutation strategies just described, bear a close similarity to the process known as crossover in genetic algorithms and evolution strategies. In the experimental results reported in Section IV we also investigate the performance differences caused by the various possible mutation strategies.
To increase further the diversity of the mutant individuals, the resulting individuals are combined with other predeter- This operation yields the frial individual. Finally, the trial individual is accepted for the next generation if and only if, it yields a reduction in the value of the error function. This is the selection operation.
PROPOSED ALGORITHM
In this work we used the parallel virtual machine (PVM). PVM is a de facto standard message passing interface. It is an integrated set of software tools and libraries that emulates a general-purpose, flexible, heterogeneous concurrent computing framework on interconnected computers of varied architectures. PVM is designed to link computing resources and provide users with a parallel platform for running their computer applications, irrespective of the number of different computer architectures they use and where those computers are located. It is capable of harnessing the combined resources of typically 'heterogeneous networked computing platforms to deliver high levels of performance and functionality. Its key concept is that it makes a collection of computers to appear as one large virtual machine, hence its name 111.
DE, like other EAs, is easily parallelized due to the fact that each member of the population is evaluated individually [7] . The only phase of the algorithm that requires communication with other individuals is reproduction. This phase can also be parallelized for pairs of individuals [7] , [8] . Generally, there are two typical models for EA parallelization. The first employs fine grained parallelism, in which case, each individual is assigned to a different processor. This approach is problematic when the number of available processors is limited, or when the computation of the fitness function requires information from the entire population.
The second model, which is the one used in this paper, maps an entire subpopulation to a processor. Thus each subpopulation evolves independently toward a solution. This allows each subpopulation to develop its own solution independently. To promote information sharing, the best individual of each subpopulation is moved to other subpopulations, according to a predefined topology. This operation is called "migration". The topology of the proposed scheme is a ring, i.e. the best individuals from each subpopulation are allowed to migrate to the next subpopulation of the ring. This concept reduces rhe migration between the subpopulations and consequently ihe messages exchanged among the processors [9] . The migration of the best individuals is controlled by the migration constant, 
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Send the best individual to the master node Receive a migrated individual if such one exists and assign it to a random individual if a termination signal is received terminate execution
The above algorithm could be modified by also includ.ing the concept of aging of individuals, which prevents an individual from surviving indefinitely [ 5 ] , [9] .
IV. EXPERIMENTAL RESULTS
A. Test Functions
The seven test functions selected, appear in [31. This is a twdimensional test function, which is known to be relatively difficult to minimize. The minimum is fi(1,l) = 0.
3)
Step Function:
The minimum of this function is f3 (-5 -< The Corana test function defines a paraboloid with axes parallel to the coordinate axes. The function is characterized by a multitude of local minima, increasing in depth as one moves closer to the origin. The global minimum of the function is fs(z) = 0, for xj E (-0.05,0.05).
7) Griewangk's Function:
x j E [-400,400] .
This test function is riddled with local minima. The global minimum of the function is f, (O,. . . ,0) = 0.
B. Presentation of Results
Numerical experiments were performed using PVM version 3.4.4 and a Parallel Differential Evolution (PARDE) C++ Interface developed under the Fedora Linux 1.0 operating system using the GNU compiler collection (gcc) version 3.3.2.
In Table I the parameter setup used in the numerical experiments conducted is summarized. Specifically, D denotes the dimensionality of the problem, N P stands for the size of the subpopulation assigned to each of the processors employed, g is the maximum number of generations allowed, finally, p and p are the values of the mutation and recombination constants, respectively. Little effort has been devoted to the selection of the values of NP, /A and p since the scope of this work is to study extensively, the implications of information sharing in a parallel environment, which is controlled by the migration constant, 4. It is worth noting that further performance improvements can be achieved by further fine-tuning NP, p, and p. The parameter T~ used by the trigonometric mutation strategy, Eq. (6), was set to 0.1. Figure 1 illustrates the speedup achieved by assigning each subpopulation to a different processor, relative to assigning all subpopulations to a single processor. To obtain the plotted values, the algorithm performed 1000 generations with a migration constant equal to 0.5. The setup used to obtain this Figure was 32 Pentium 111 Celeron 900MhZ connected through a lOOMbit Fast Ethernet network interface. Table I1 reports the mean number of generations required to locate the global minimum of each lest function, averaged over all the considered mutation constants. It is clear from Table I1 that the best performing mutation strategy, for all test {0.0,0.2,0.4,0.6,0.8,1.0} . In all the 3 0 plots, the mutation strategies are given by the z-axis, the test functions by the y-axis, and the mean number of generations is reported in the z-axis. Concerning the performance of the mutation strategies, the worst performance is exhibited by strategies 5 and 6. Strategies I and 3 appear to be the most efficient and robust. It is evident that selecting the appropriate migration constant has a significant impact on the performance of the algorithm.
Moreover, it appears that setting $ close to one or to zero can lead to a substantial increase in the number of generations required. A superior performance is typically obtained for behavior with respect to the migration constant. The third mutation strategy, Eq. (3), also exhibits a relatively robust behavior with respect to 4 on test functions 1-6. It is worth noting, however, that the other considered mutation strategies can achieve a comparable, or even better, performance after fine-tuning the value of 4. Mutation strategies 2, 4 and 6, Eq. (2), (4) and (6) appear to be the most heavily influenced from the choice of d.
V. CONCLUSION
In this work we studied how to achieve optimal Differential Evolution performance (i.e. reduced computational time and function evaluations) in a parallel implementation with subpopulations that exchange individuals in a ring-network topology. The parallelization model we employed assigns each subpopulation, to a different processor node. The topology of the proposed parallel model was a ring. The experimental results obtained suggest that the impact of the migration constant (the factor that determines the extent of information exchange among subpopulations) is significant for the performance of the algorithm.
Overall, selecting a migration factor, 4, around 0.5 appears to be a good first choice, while setting this factor close to 0 or to 1 is not advisable. The impact of this factor on performance varies across the different mutation strategies employed by the algorithm. The first and third mutation strategies appear to be more robust with respect to this factor, whereas the second, fourth, and sixth mutation strategies are highly sensitive. Fine-tuning the migration constant can produce significant performance improvements.
In a future correspondence we intend to investigate al- 
