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The addition of solar panels to forecasting energy demand and peak energy demand presents an 
entirely new challenge to a facility. By having to account for the varying energy generation from 
the solar panels on any given day based on the weather it becomes increasingly difficult to 
accurately predict energy demand. With renewable energy sources becoming more prevalent, 
new methods to track peak energy demand are needed to account for the energy provided by 
renewable sources. We know from previous research that Artificial Neural Networks (ANN) 
and Auto Regressive Integrated Moving Average (ARIMA) models are both capable of 
accurately forecasting building demand and peak electric load days without the presence of solar 
panels. The goal of this research was to take three different approaches for both the ANN model 
and the ARIMA model to find the most accurate method for forecasting monthly energy demand 
and peak load days while considering the varying daily solar energy production. The first 
approach used was to forecast net demand outright based on relevant historical training data 
including weather information that would help the models learn how this information affected 
the overall net demand. The second approach was to forecast the building demand specifically 
based on the same relevant historical data and then use a random decision tree forest to predict 
the cluster of day that each day of the month would be in terms of solar production (high, 
medium with early peak, medium with late peak, low). After the type of day was predicted we 
would subtract the average solar energy production of the predicted cluster to receive our 
forecasted net demand for that day. The third approach was similar to the second, but instead of 
subtracting the average of the cluster we subtracted multiple randomly generated days from that 
cluster to provide multiple overlapping forecasts. This was specifically used to try and better 
predict peak load days by testing the hypothesis that if 80% or higher predicted a peak day it 
would in fact be a peak day. The ANN model outperformed the ARIMA for each approach. 
Forecasting multiple days was the best of the three approaches. The multiple day ANN forecast 
had the highest balanced accuracy and sensitivity, the net demand ANN approach was the 2nd 
most accurate approach and the average solar ANN forecast was the 3rd best approach in terms of 
balanced accuracy and sensitivity. Based on the outcomes of this study, consumers and 
institutions such as RIT will be better able to predict peak usage days and use preventative 
measures to save money by reducing their energy intake on those predicted days. Another benefit 
will be that energy distribution companies will be able to accurately predict the amount of energy 
customers with personal solar panels will need in addition to the solar energy they are using. 
This will allow a greater level of reliability from the providers. Being able to accurately forecast 
energy demand with the presence of solar energy is going to be critical with the ever-increasing 
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There are currently many methods of forecasting energy demand utilizing a variety of 
different methods. The subject has been studied fairly extensively and has proven to be 
beneficial in multiple areas. Forecasting energy demand accurately allows for increased profits 
and better efficiency of supplying energies for energy distribution companies. By being able to 
forecast customer demand, distribution companies can ensure that they can reliably provide their 
customers with sufficient energy because they are not completely guessing how much is needed. 
Forecasting peak load days also allows for consumers to be able to better predict energy 
consumption and take corrective action to reduce their energy usage which in turn will reduce 
energy costs.  
Furthermore, peak demand load forecasting is used to predict which hour of the day will be 
the highest energy demand for that day. When energy demand peaks, it costs the consumer 
significantly more than when energy is at an intermediate or base load. The demand for energy 
varies often and changes minute to minute, making it important to be able accurately predict 
when energy demand may spike based on a variety of different factors. Peak load forecasting has 
also been studied a fair amount and some methods have been shown to be able to relatively 
accurately predict peak demand days for a month. A study by Saxena et al. (2019) dives into the 
financial advantages of being able to accurately predict peak demand at the Rochester Institute of 
Technology. The study concluded that using an ensemble forecasting approach to predict peak 
days of the month could save Rochester Institute of Technology up to 80,000 USD on just one 
submeter of the campus. By utilizing the forecasting approach to initiate proactive demand 
responses, RIT could save a significant amount of money by reducing their peak electric loads 
each month. 
 The Rochester Institute of Technology added a solar farm to the campus that became 
operational in 2015. This addition of renewable energy as a major energy source for the campus 
presents a new problem when trying to accurately predict energy demand and peak load days. 
The added obstacle of predicting solar energy based on weather patterns makes the process of 
identifying net energy demand more complicated, as it can be completely random how much the 
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solar energy is contributing for each day. The research done by Saxena et al. (2019) lays a solid 
foundation for incorporating the solar energy into the forecasting methods previously researched. 
It is likely that with the inclusion of solar energy, the methods researched by Saxena et al. (2019) 
will not work anymore. This research will be continued to include the solar energy output. Peak 
charges are important to many companies and institutions because consuming large amounts of 
electricity in short periods of time will be significantly more expensive due to the use of peak 
load sources to provide the needed energy as opposed to the primary sources that typically 
generate the needed energy (Khan et al. 2016). Due to the different sources of energy used by 
utilities companies, institutions are charged separately for demand charges based on the 
maximum power they demanded in any 15-30 minute period during the given month. This 
research, while being conducted at RIT, will likely be beneficial to any company trying to reduce 
its overall energy demand and peak load days that utilizes solar energy to incur a financial 
savings. 
 The addition of solar panels to forecasting energy demand and peak energy demand 
presents an entirely new challenge to a facility. By having to account for the varying energy 
generation from the solar panels on any given day based on the weather it becomes increasingly 
difficult to accurately predict energy demand. With renewable energy sources becoming more 
prevalent, new methods to track peak energy demand are needed to account for the energy 
provided by renewable sources. Forecasting net-demand will be more difficult than forecasting 
building demand due to the added variability of the solar generation. When forecasting net-
demand, we will have to first forecast the building demand and then subtract the forecasted 
energy generated from the solar farm to come up with a net-demand. Added variables that net-
demand has to account for in addition to historical data being used to forecast building demand is 
the weather forecast to help predict solar output.  
Building demand is total energy demand required by a submeter to power daily 
operations. Solar production is the energy generated by the solar farm that helps generate some 
of the total energy demand that is required. Net demand is the amount of energy that is required 
after the solar production is subtracted from the building demand. Formula (1) represents how 
net demand is calculated for hour (i).  
𝑁𝑒𝑡 𝐷𝑒𝑚𝑎𝑛𝑑𝑖 =  𝐵𝑢𝑖𝑙𝑑𝑖𝑛𝑔 𝐷𝑒𝑚𝑎𝑛𝑑𝑖 −  𝑆𝑜𝑙𝑎𝑟 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑖                                            (1) 
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Figure 1 illustrates how solar panels impact net demand variability. The solar production 
(kW) at time t is subtracting from the building demand at time t to leave us with net demand at 
time t. Figure 2 represents the variation in solar production depending on the weather on any 
given day. 
 
Figure 1 Solar Production Subtracted from Building Demand to Generate Net Demand 
 




























































































































































 Problem Statement 
The inclusion of solar panels as a source of consumer energy makes forecasting the net 
energy demand from energy consumers significantly more difficult. It becomes a much less 
straight forward process to accurately predict and will change on an hourly or even minute basis. 
Weather plays a large part in the energy production of solar panels. A day with a fair sky and sun 
will yield more energy than a day with overcast and rain. Often times it is difficult to accurately 
forecast the solar production if the day is partly cloudy because solar production will be high and 
low at different times as the clouds move from in front of the sun at irregular intervals.  
It is important to understand the difference between building demand, solar production, and 
net demand. Building demand is the energy demand required by a specific building or set of 
buildings, this is forecasted using historical data and independent of the introduction of a 
renewable energy source. Solar production is a source of energy that is being generated by the 
solar panels at a facility. The energy generated via solar production varies drastically based on 
the weather and is coupled with the building demand to produce a net demand. The net demand 
is the energy needed after subtracting the solar production from the building demand. Utility 
companies observe net demand for billing purposes. The list below will provide an overview of 
the steps that will be taken to account for solar production when forecasting peak electric load 
days. 
1. We will utilize weather forecasts and generated solar cluster information to predict a 
solar production cluster for upcoming days. 
2. We will then use two methods to forecast if a day will be a peak electric load day 
(PELD). 
a. We will use the average solar production of the predicted cluster in 
combination with forecasted building demand to obtain a single net demand 
forecast. 
b. We will simulate multiple solar days that make up the predicted cluster in 
combination with the forecasted building demand to obtain multiple potential 




3. We will then calculate the MAPE of the net demand forecasts for both methods to 
see how the models performed comparatively. 
4. We will then analyze the results against a peak threshold to determine which method 
performs best for PELD forecasts. 
If this study is successful, the groundwork for exploring peak electric load day forecasting 
strategies with the presence of solar energy will be set. Consumers and institutions such as RIT 
will be better able to predict peak usage days and use preventative measures to save money by 
reducing their energy intake on those predicted days. Another benefit will be that energy 
distribution companies will be able to accurately predict the amount of energy customers with 
personal solar panels will need in addition to the solar energy they are using. This will allow a 
greater level of reliability from the providers. Being able to accurately forecast energy demand 
with the presence of solar energy is going to be critical with the ever-increasing usage of 
renewable energy.   
 Literature Review 
This section is a review of different methods of forecasting energy demand utilizing various 
models and methods under varying circumstances. Each section discusses a different aspect of 
energy demand forecasting including the models used, factors accounted for, and accuracy of 
each model. The primary models discussed are Auto Regressive Integrated Moving Average 
(ARIMA), and Artificial Neural Networks (ANN) based models.  
The goal of this section was to understand what techniques are the most effective for 
forecasting energy demand in small areas such as buildings or campuses, when solar panels are 
present, and when trying to forecast peak days of a month. By looking into all of these scenarios 
a better understanding of how to incorporate them all together to forecast peak energy demand 
days of given months with solar energy accounted for is had.  
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3.1    Energy Demand Forecasting of Buildings, Campuses or Small Areas 
Modeling methods used to predict energy demand are often based on similar parameters. 
Typically including variables such as historical energy consumption demand, humidity and 
temperature as well as other socioeconomic factors. There are various modeling techniques used 
to forecast energy demand for buildings, industrial customers, college campuses, and even small 
utility service regions. The most commonly used modeling methods used for energy demand 
forecasting include Auto Regressive Integrated Moving Average (ARIMA) (Hong, 2013, Jose-
Luis 2019, Saxena et al. 2019, Chikobvu, 2012, Kim et al. 2019), Holt Winters exponential 
smoothing (Hong, 2013, Kim et al. 2019, Saxena et al. 2019) and Artificial Neural Networks 
(ANN) (Neto, 2008, Hong, 2013, González-Romera et al., 2008, Kleissl, 2013, Saxena et al. 
2019) based models. The types of regression variables used across these modeling methods is 
consistent with historical data, humidity and temperature being used in most methods.  
There have been various studies conducted regarding energy demand forecasting for these 
small areas. At the University of Sao Paulo, a simple model-based ANN was used to short term 
forecast hourly building energy consumption specifically for the Administration Building (Neto, 
2008). Three different ANN models were used for comparison purposes, all of which used a feed 
forward approach. The inputs for the first model were max and min estimated temperatures and 
day type (work day vs weekend). The other two models were the same but for only workdays or 
only weekends. The average error for the model with the type of day input was 21%, average 
error for the model accounting for just workdays was 10.8%, and the average error for the model 
only accounting for weekends was 10.5%. The forecasting simulation was then repeated with 
more complex inputs by adding external dry-bulb temperature T (°C), relative humidity Urel (%), 
global solar radiation Rglo (W/m
2), and diffuse solar radiation Rdif (W/m
2) and replacing the max 
and min estimated temperatures with daily average temperature. This yielded better results than 
the first simulation with the average error for the model with the type of day input now being 
16.5%, average error for the model accounting for just workdays at 9.5%, and the average error 
for the model only accounting for weekends at 9.7% (Neto, 2008).  
A study was recently conducted in the hotel industry to predict short-term energy demand 
in hotels. This study was conducted at a luxury 5-star hotel, in the south of Tenerife, Canary 
Islands (Spain), located on the Atlantic Ocean (Luis & Roca, 2019). Multiple models were tested 
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to compare the accuracy of each during this study. An ARIMAX model (ARIMA model with an 
added explanatory variable), Bagged Decision Tree model, and a hybrid ANN & Support Vector 
Machine model for regression were used. All models used previous 24 hour consumption, mean 
temperature of previous day and occupancy rates of the hotel to forecast next day energy 
consumption at an hourly interval. Mean Absolute Percentage Error (MAPE) and Mean Absolute 
Error (MAE) were used to determine the most accurate model for short term forecasting. The 
ARIMAX model had a normalized average MAE of 5.78% with an accuracy of 94.22%, the 
hybrid model had an MAE of 2.69% and an accuracy of 97.31%, the bagged tree model had an 
MAE of 3.00% with an accuracy of 97.00%. This means that although all models were fairly 
effective at forecasting next day energy consumption for the hotel, the hybrid ANN & Support 
Vector Model was clearly the most accurate (Luis & Roca, 2019). 
In Fernandez (2011) an ARIMA model, Polynomial model, Neural network model and 
Support Vector machine model were used to forecast energy load for non-residential buildings 
(Fernandez, 2011). The study was conducted using the energy consumption information from the 
University of Deusto in Donostia-San Sebastian in Spain. The input used for each model was 
type of day, work vs non-work, and the previous energy load of the past “q” days of the same 
type of day as the next predicted. This was used to predict 6 days at a time at hourly intervals. 
The MAPE for the ARIMA model of the datasets used from the University was 7.34%, the 
Support Vector Machine model had a MAPE of 7.92%, the Polynomial model had a MAPE of 
11.91% and the Neural Net had a MAPE of 13.46%. Another benefit of the ARIMA model is 
that it is 200 times faster than the SVM model and has many less parameters to run (Fernandez, 
2011).  
This section showed the usage of both ARIMA and ANN models for forecasting energy 
demand in small areas. The ANN models were the most accurate, while the ARIMA models 
provided a benefit in computational speed. However, none of the articles discussed the usage of 




 Energy Demand Forecasting with Solar Panels Present 
Although there is much less information pertaining to energy demand forecasting with 
solar panels present, we still notice some of the same trends occurring as energy demand 
forecasting without solar panels. Studies were conducted for forecasting with solar panels 
present using ARIMA, kNN, ANN, and GA/ANN models in chapter 15 of the textbook “Solar 
Energy Forecasting and Resource Assessment” by Jan Kleissl (Kleissl, 2013). Each model was 
tested during 3 different parts of the year, a high, medium, and low variability season in Merced, 
California. The GA/ANN models were the clearly superior model in forecasting each of the 
different seasons for forecasting solar energy. However the ARIMA model did perform slightly 
better than every other model when it came to the Mean Bias Error (MBE) total. The GA/ANN 
model had the best scores for each other error including Mean Absolute Error (MAE), Root 
Mean Squared Error (RMSE) and R^2 error. All scores evaluated were for a 1 hour ahead solar 
energy forecast for each of the 3 different seasons in CA (Kleissl, 2013).  
A study was conducted at a campus in Australia that utilized a fuzzy decision tree model 
(FDT) to forecast energy demand with solar panel present (Detyniecki et al., 2012). The group 
utilized the national weather forecast services to apply to its fuzzy decision tree model. Data was 
classified into 5 different categories of days and was collected over 77 consecutive days. The 
categories were fair, partly cloudy, mostly cloudy, cloudy, and showers. The team used the 
weather forecast at sunrise to predict the energy output of the solar panels for the entire day 
using the FDT. The FDT was composed of 38 decision paths with an average of 5.1 decision 
nodes per path and a max of 7 nodes on one path. The initial model was only 60% accurate in 
predicting what category the day would fall under, this was corrected using manual input for the 
day type. This process had an MAE of 12% from the baseline of energy produced each day 
present (Deyniecki et al., 2012). This type of model assumes that the solar panels will generate 
relatively close to the same amount of energy per type of day for each time that type of day 
occurs.  
Weather forecast models such as numerical weather prediction, cloud imagery, and 
statistical models such as ARIMA and ANN were coupled with different energy forecast models 
including physical models, statistical models (ARIMA, ANN, MARS, etc.), and hybrid models 
for optimizing solar energy supply forecasting were considered in Ulbricht et al. (2013). When 
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selecting which model they believed would work best they compared a simple linear model that 
utilized principle components analysis and multivariate regression with a more complex non-
linear Multivariate Adaptive Regression Splines (MARS) algorithm. The time series used in each 
method is in increments of 15 min and covers the entire year of 2012 in Dresden, Germany. 
Solar irradiation, air temperature, and wind speed for each day is also used as an input to train 
the models and help with forecasting. The first 11 months of data is used to train the two 
methods and the last month was for forecast evaluation. Forecasts of 2, 12 and 24 hours were 
made each day. The MARS model ended up having the lowest RMSE, making it the most 
effective model tested for this study (Ulbricht et al., 2013). 
When solar panels are present, new factors need to be accounted for to accurately forecast 
energy demands. Solar radiation, weather type (cloudy, showers, fair, etc.), and cloud path were 
commonly used as inputs in models that accounted for solar energy. There were a variety of 
methods that provided relatively accurate forecasts including ANN, ARIMA, and a Decision 
Tree. These are all methods that can be further researched to try and predict peak energy 
demands that include solar energy forecasts. 
  
 Peak Energy Demand Forecasting 
In Rallapalli & Ghosh (2012) forecasting methods for monthly peak demand were 
explored. Peak energy demand forecasting in five grid regions of India are currently forecasted 
by the Central Electricity Authority (CEA), which has been criticized for using techniques that 
lead to overestimations and inaccurate forecasts. The CEA currently ignores uncertainty, 
randomness, seasonality and non-stationarity when developing their forecasts. Rallapalli and 
Ghosh decided to explore using a Multiplicative Seasonal Autoregressive Integrated Moving 
Average (MSARIMA) model, which is a variation of an ARIMA model to see if they could 
better predict the peak demands in each region of India. One of the benefits of accurate peak 
energy demand forecasting in the different regions of India is that it allows for adequate planning 
of the resource requirements for the power plants and electricity networks in the different areas 
(Rallapalli, Ghosh 2012). Sample data from April 2010–March 2011 for each individual region 
was used to train and test the MSARIMA model for predicting peak energy demand of each 
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region against the CEA forecasts. The MSARIMA model performed significantly better than the 
CEA forecast for each of the 5 different regions in India for both the in sample forecasting and 
out of sample forecasting. 
Peak load demand forecasting was studied at the institutional level for the buildings on 
campus at Chung-ang University in Seoul, Korea in Kim et al. (2019). Various different models 
were explored to predict peak energy load for these academic building including the ARIMA, 
Regression ARIMA (Reg-ARIMA), ARIMA with General ARCH (ARIMA-GARCH), Reg-
ARIMA-GARCH, Holt–Winters’ double seasonal exponential smoothing, Taylor’s double 
seasonal exponential smoothing, Trigonometrical transformation Box–Cox transformation (Box 
and Cox, 1964) ARMA errors and Trends and Seasonal components (TBATS), nonlinear 
autoregressive network with exogenous inputs (NARX), and neural network models. The data 
used to teach and test these models was collected in one hour intervals from January 1st to 
December 31st, 2017 with 8760 total data points collected. The factors that Kim et al. took into 
account for each of the models were type of day (weekday vs weekend), holidays, and outside 
temperature. Each model was trained using 7296 observations made over the course of 10 
months, the remaining 2 months were used for testing and validation. The NARX model had the 
lowest RMSE of each model during the last 2 months of data, the evaluation stage, for each 
k step-ahead in every hour for 24 steps (Kim et al. 2019). The NARX model was the most 
accurate when predicting peak load during the training set of each model as well as the 
evaluation stage for every hour in the 24 hour period of time predicted in advance. We can 
conclude that the NARX model was the most accurate model for forecasting peak energy load 
demand and that as the models try to forecast every additional hour in advance they become less 
accurate with a few exceptions.  
 A study conducted by Chikobvu & Sigauke (2012) explored forecasting daily peak 
electricity demand in South Africa using seasonal autoregressive integrated moving average 
(SARIMA) and regression with SARIMA (regression-SARIMA) models. They utilized data that 
represented a 24-hour maximum energy demand for the period of January 1996 to December 
2009 consisting of 5097 observations. The data came from a power utility company named 
Eskom in South Africa. The SARIMA model used the error term at a given time, and seasonal 
length to forecast peak daily electricity demand. The Regression-SARIMA incorporates calendar 
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day, weather, and economic factors in addition to what the SARIMA accounts for. Temperature 
is not accounted for in either model. Multiple SARIMA models and Regression-SARIMA 
models were run, and the one with the best results was chosen for each. The SARIMA model had 
a mean absolute percentage error (MAPE) of 1.39%. The Regression-SARIMA model had a 
MAPE of 1.427%. The regular SARIMA model having the lowest MAPE means that it is the 
best fitting or most accurate model. Both models, especially the SARIMA model, performed best 
in short term forecasting of peak electricity demand. 
 Predicting peak energy demand is very important for potential cost savings and accurate 
prediction of energy needed at various sites. The most commonly used models used in the 
literature that discusses forecasting peak energy demands was ARIMA variations and ANN 
variations. In Rallapalli & Ghosh (2012) we saw that a MSARIMA model was a significantly 
improved method for forecasting peak energy demand in India. Kim et al. (2019) went a step 
further and compared many different models for peak energy demand prediction that included 4 
ARIMA variations and 2 ANN variations. They found that all models were comparable for 1 
hour ahead peak energy demand forecasting, but the nonlinear autoregressive network with 
exogenous inputs (NARX) model was the best at forecasting an entire day ahead. Both types of 
models produced promising results. Utilizing input factors that narrows the potential window for 
peak demand seemed especially useful such as day of the week, time of day, and temperature. By 
understanding the peak energy demand is almost guaranteed to occur on a working day from the 
hours of 8 am to 5 pm it allows the models to be trained to not look outside these intervals for a 
peak. However, none of these articles were specifically related to forecasting for a billing period 
to allow and predict potential cost savings. 
 Peak Energy Demand for Billing Period Forecasting 
Peak energy demand for billing period forecasting was studied at the Rochester Institute of 
Technology (RIT) in Rochester, New York by Saxena et al. (2019). Multiple approaches to 
forecast peak days were used, the first consisted of Holt Winter, ARIMA, ARIMAX, and ANN 
models. The buildings being used for this study were primarily academic buildings at RIT. One 
of the factors accounted for in the models was that peak hours were going to fall between the 
hours of 8 am and 6 pm on weekdays due to the nature of the class schedule for these buildings. 
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To classify if a day would be a peak day or a usual day two formulas were used to forecast if a 
day would be over the peak threshold or not. If the day was forecasted over the threshold the day 
was classified as a “peak day”, if the day did not break the threshold it was classified as a 
“regular day”.  The Holt Winter, ARIMA, and ARIMAX were trained using data from the B1 
submeter at RIT from May 1, 2014 to April 15, 2015 to predict one day ahead electricity 
demand. They were validated during the second half of April, 2015 and tested on entire year for 
PELD forecasts. The ANN model went through the exact same process but its training period 
began January 1st, 2013 as opposed to May 1st, 2014. Saxena et al. (2019) tested four different 
models to predict peak hours. The best two models based on MAPE (%) were the ARIMAX and 
ARIMA models. The ANN model was 0.9% worse than the ARIMA model in predicting peak 
hour. However, due to the computational expense of the ARIMAX model the ARIMA and ANN 
models were selected. To utilize these 2 models to predict peak days they were compared against 
“an elastic net model that captured the relationship between the maximum demand of the day 
and the different daily factors” that would generate monthly threshold values. The two models 
had similar accuracy levels in predicting the peak days for each month. The ANN provided fewer 
false positives, which resulted in a slightly higher balanced accuracy than the ARIMA model.  
 Saxena et al. (2019) showed that both ANN and ARIMA models can fairly accurately 
predict peak energy demand days in a given month and went on to discuss how analyzing this 
information could lead to cost reductions at RIT. If the energy demand forecast crosses the 
threshold it will be registered as a predicted peak day. This is a method that could potentially be 
useful in predicting peak energy demand days with the presence of solar energy. We will 
consider Saxena et al. (2019) ANN and ARIMA models as baseline models for comparison for 
our circuit with solar energy. 
 Summary of Literature Review 
Based on the literature we can draw multiple conclusions from the previous sections. There 
is a multitude of methods for forecasting that have been thoroughly explored and used 
previously. Forecasting energy demand is not a new discovery, and the groundwork has been laid 
to continue improving upon the already realized methods.  
Key takeaways from the literature review include: 
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• ANN and ARIMA models, as well as variations of the 2 models, were the most 
commonly used models for any type of energy demand forecasting; 
• Most commonly used factors included in models to better predict energy demand 
were daily temperature, type of day (weekend or weekday), holiday (yes or no), 
previous consumption, and time of day; 
• When solar panels were involved additional factors accounted for were solar 
radiation, weather type (cloudy, showers, fair, etc.), and cloud path; 
• The most accurate model for energy demand forecasting tended to be a variation of 
an ANN model. 
None of the literature reviewed explored PELD forecasting with the presence of solar panels. 
After the implementation of a solar field at the Rochester Institute of Technology, forecasting 
peak energy days has become increasingly difficult. This research is directed towards making the 
step in creating an improved method of forecasting peak energy demand days each month while 
accounting for the energy provided by the solar field to further reduce monthly demand charges. 
With renewable energy becoming a more prevalent player in energy, this research could provide 
better means of forecasting energy demands while accounting for less predictable energy sources 
such as solar.  
  Methodology 
 
 




The Rochester Institute of Technology’s 2-megawatt solar array energy farm became 
operational on April 22, 2015. The solar farm covers over 6.5 acres and is made up of 6,138 
photovoltaic panels. On a sunny day the solar panels will generate a peak output of around 
1400kW. The inclusion of solar energy into the overall energy demand for RIT was an excellent 
step towards reducing the institution’s carbon footprint, but it did create new challenges. By now 
having to account for the varying amount of solar energy collected each day it has become more 
difficult to accurately forecast the energy demand of each submeter on campus. Solar energy 
output for the solar energy farm that helps provide RIT with energy was collected every 5 
minutes from June 1st, 2016 to October 31st, 2019.  
Figure 3 is a flowchart that describes the methodology of the research that was conducted. 
Using Saxena et al. (2019) as a basis, the red boxes in Figure 3 highlight the main contributions 
of this work. Historical data displayed in the first box was used to forecast the building demand. 
Weather forecasts and existing solar information were then used to predict the solar cluster our 
next day would align with. The resulting forecast was used to forecast peak electric load days 
(PELD) using two different methods. The first method used only net demand forecasts to give a 
single PELD forecast for each day of a month. The second method combined the average of the 
cluster with building demand to give a single PELD forecast. The third simulated multiple solar 
days within the cluster to predict if the day would be a peak day. The accuracy of these methods 
was determined by calculating the performance of the PELD forecasts. 
 
 Solar Clustering 
A cluster is a grouping of similar points of data. The data we are interested in is solar 
production which we know correlates to weather forecasts for that day. Due to this, a kmeans 
clustering algorithm was used to take historical solar data to create clusters based on solar 
production. The kmeans algorithm in R takes a dataset and partitions it into subgroups with 
minimal overlap, it also makes sure each data point is only in one of the subgroups. The 
algorithm begins by randomly selecting a set of data points equal to the number of desired 
clusters to use as centroids and associates each data point to its nearest centroid. We then 
recalculate these centroids so that they are positioned in the middle of the data points belonging 
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to their cluster. These recalculated centroids are used to assign all the other data points to a 
specific cluster. The information being fed into the algorithm is a history of solar data collected 
from the solar farm at RIT ranging from 06/01/2016 to 10/31/2018. Each record being used to 
determine the cluster a day belongs to consisted of 288 points of solar production data for 5 
minute interval data, 96 points for 15 minute interval data, 48 points for 30 minute interval data 
and 24 points for hourly data. When determining how many clusters we will be using to conduct 
our research a plot is generated comparing number of clusters created against a performance 
metric that is the “between clusters sum of squares”/“the total sum of squares”. The “between 
clusters sum of squares” is the mean of distances between cluster centers. The “the total sum of 
squares” is the “total within-cluster sum of squares” + “between clusters sum of squares”. The 
following formulas (2) and (3) represent how the “between clusters sum of squares” and “the 
total sum of squares” is calculated. 
𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑠 =  ∑ |𝐶𝑖|
𝑁𝑐
𝑖=1 × 𝑑(?̅?𝐶𝑖 , ?̅?)
2
                                            (2) 




𝑖=1 + ∑ |𝐶𝑖|
𝑁𝑐
𝑖=1 × 𝑑(?̅?𝐶𝑖 , ?̅?)
2
                         (3) 
Where, 
𝐶𝑖 = 𝐶𝑙𝑢𝑠𝑡𝑒𝑟, 𝑁𝑐 = # 𝑜𝑓 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠, ?̅?𝐶𝑖 = 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑, ?̅? = 𝑆𝑎𝑚𝑝𝑙𝑒 𝑀𝑒𝑎𝑛  
When the plot began to plateau is the number of clusters selected for the study. Once we had 
distinct solar clusters, a decision tree model was used to predict which weather features are most 
closely associated with each cluster. 
 Predicting Solar Cluster 
A Decision Tree model will be used to predict the solar cluster we will be having based on 
various inputs. The decision tree will use 80% of historic data for training and 20% for testing of 
the model. The inputs that will be considered for use in this study are the hourly dry bulb 
temperature, day peak temperature, hour of the day’s peak temperature which is represented as a 
binary value of 0 for all of the hours that are not the hottest hour of the day and a value of 1 for 
the hottest hour of the day, hourly relative humidity, hourly dew point temperature, hourly wind 
speed, hourly wind direction, hourly wet bulb temperature, and hourly sky conditions. The 
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decision tree used these inputs to predict which solar cluster the next day would likely fall into. 
The decision tree will be retrained to the start of each month it is predicting when doing the final 
calculations. 
 Forecasting Models  
This study compared 4 models in total for testing the accuracy of forecasting energy 
demand and PELD with the inclusion of solar energy. All models were run using data from a one 
hour interval due to the limitations of the ARIMA model implementation in R. The first two 
models run were ARIMA(p, d, q)(P, D, Q) 168 models. The first ARIMA model was run using the 
net demand data from RIT’s smart meter. RIT’s smart meter provides a circuit NET Electricity 
Demand (kW) after solar field generation has been accounted for. The second ARIMA model 
was used to forecast the energy demand of A1 circuit at RIT without the solar energy accounted 
for. After predicting the energy demand, the average solar production for the predicted cluster 
was subtracted from the A1 circuit ARIMA forecast to leave us with an overall forecast for the 
A1 circuit that incorporates solar energy being provided separately. The training period took 
place from 6/9/2016 to 4/2/2017. The validation period occurred from 4/23/2017 to 5/23/2017. 
When validating the ARIMA models, the weights of the AR and MA processes were updated 
with each forecast step. The ARIMA models were run using the auto.arima function that selects 
the best parameters for each daily forecast. A new training period was then from 6/1/2018 to 
10/31/2018 and was retrained every month up until the month being tested. The new training 
period utilized R’s auto.arima function which chose the best parameter values with a seasonality 
value of 168 for each day forecast. The final testing period was from 11/1/2018 to 10/31/2019.  
The third and fourth models used to forecast energy demand with solar energy accounted 
for were ANN models. The ANN model learned from various continuous variables and 
categorical variables. The different continuous variables used for developing the ANN 
forecasting models are represented in Table 1 and were based off the continuous variables used 




Table 1 Different continuous variables used for ANN modeling 
Variables Name Variable Meaning 
𝒙𝒉𝒓_𝒕 Heating required at a time t (Refer Equation X) 
𝒙𝒄𝒓_𝒕 Cooling required at a time t (Refer Equation X) 
𝒙𝒘𝒔_𝒕 Wind speed at a time t (Miles per hour) 
𝒙𝒓𝒉_𝒕 Relative humidity at a time t (%) 
𝒙𝒑𝒓𝑫𝒆𝒎 Maximum building demand on previous day (kW) 
𝒙𝒑𝒓𝑵𝒆𝒕𝑫𝒆𝒎 Maximum net demand on previous day (kW) 
𝒙𝟏𝟏𝒑𝒎𝑵𝒆𝒕𝑫𝒆𝒎 Net demand at 11 pm on previous day 
𝒙𝟏𝟏𝒑𝒎𝑫𝒆𝒎 Building demand at 11 pm on previous day 
 
The following equations (4) and (5) give the calculations for heating and cooling required 
for the RIT submeter. 
𝑥ℎ𝑟_𝑡 = 𝑀𝑎𝑥(0, 𝑇𝐿𝑆𝑒𝑡 − 𝑇𝑚𝑖𝑛)                (4) 
𝑥𝑐𝑟_𝑡 = 𝑀𝑎𝑥(0, 𝑇𝑚𝑎𝑥 − 𝑇𝐻𝑆𝑒𝑡)                  (5) 
where, 
𝑇𝐻𝑆𝑒𝑡 is the heating set point for the submeter for a day, 
𝑇𝐿𝑆𝑒𝑡 is the cooling set point for the submeter for a day, 
𝑇𝑚𝑖𝑛 is the minimum outside air temperature of the day, and 
𝑇𝑚𝑎𝑥 is the maximum outside air temperature of the day 
 
The different categorical variables used for developing the ANN forecasting models are 






Table 2 Different categorical variables used for ANN modeling 
Variable Name Variable Meaning Categories 
𝒙𝒅𝒐𝒘 Day of the week dow = Monday, Tuesday,.., Sunday 
𝒙𝒅𝒎 Day of the month dm = 1, 2,…, 31 
𝒙𝒎 Month of the year m= Jan, Feb,…, Dec 
𝒙𝒔𝒆𝒎 Semester type sem = Fall, Spring, Summer and Intersession 
𝒙𝒉𝒐𝒅 Time of day in hour 
intervals 
tod = 00:00, 01:00,…, 23:00 
 
 The first ANN model was run using the same net demand data from RIT’s smart meter as 
the first ARIMA model. The second ANN model was used to forecast the energy demand of the 
A1 circuit at RIT without the solar energy accounted for. After predicting the energy demand, 
the same forecast for the energy produced by solar based on the predicted clusters as used in the 
ARIMA forecast will be subtracted from the A1 circuit ANN forecast to leave us with an overall 
forecast for the A1 circuit that incorporates solar energy being provided separately. Both ANN 
models will be trained from 6/1/2016 to 9/30/2018. They will be validated from 10/1/2018 to 
10/31/2018. The ANN models will be tested from 11/1/2018 to 10/31/2019 and retrained every 
month up until month being tested. All forecasts are 24 hour forecasts starting at 00:00 each day 
through 23:00. 
The accuracy of all four models will be calculated and comparisons of model performance 
will be made using Mean Absolute Percent Error (MAPE). Formula (6) for how MAPE is 








𝑖=1 ) × 100                                                                      (6) 
From these models we want to understand if splitting the forecasting of energy demand 
and solar energy being provided then combining them to obtain a forecast for net energy demand 
is more accurate than just forecasting the net demand based on historical data. We also want to 
test an ARIMA against an ANN model to be able to identify the more accurate of the two models 
for this study.  
19 
 
 Peak Electric Load Day Forecasting 
Being able to accurately predict peak days is important to saving money for the Rochester 
Institute of Technology by being able to take proactive measure to reduce energy usage on the 
predicted peak days. This study utilized the three different ARIMA and ANN methods from 
section 4.3 to predict peak electric load days. The three methods used were a net demand PELD 
approach, an average solar PELD approach and a multiple solar PELD approach. The net 
demand PELD hour by hour solar forecast was generated based on forecasting only net demand 
and used to try and predict if the day will be a peak day. The net demand PELD forecast 
compared the forecast to a known threshold that indicates if a day is a peak day, if the net 
demand forecast crossed the threshold it was considered a peak day prediction. Figure 4 is an 
example of a PELD net demand forecast. 
 
Figure 4 PELD Net Demand Forecast 
A second forecast was generated based on the solar production cluster average. The PELD 
average solar model utilizes a building demand forecast and subtracts the solar average of the 
day’s predicted cluster to obtain a net demand forecast. The net demand forecast obtained from 
the average solar model is then compared to the same known threshold as the net demand PELD 
model. When the PELD average solar model crossed the threshold, it was counted as a predicted 




Figure 5 Building Demand – Solar Average PELD Forecast 
A third forecast was run using many different possible outcomes of solar production from the 
given cluster and all of them were compared to the threshold to see if a better peak day 
prediction can be generated using multiple forecasts. To determine the percentage of days that 
would need to be over the threshold to most accurately predict a peak day using the multiple 
forecast, we found the monthly balanced accuracy and sensitivity averages of the 10 random day 
forecast at increasing increments of 10% starting at 10% of days predicting a peak day. The 
percentage with the highest balanced accuracy and sensitivity was determined to be the 
percentage of days needed to be over the threshold to most accurately assume a peak day based 
on multiple simulations.  
The purpose of these additional models that forecast many different potential days for peak 
forecasting is to see if peak day prediction became more accurate by not relying on just one 
average solar forecast. The models predicted the cluster type based on the weather forecast and 
used this information to subtract out the predicted energy collected from the solar panel for that 
day hour by hour to predict the overall hourly energy demand forecast. Furthermore, the models 
generated multiple different forecasts by using different days within the cluster chosen to 
generate multiple reports that were to help us determine if that day will be a peak day. We ran 
forecasts in increments of 10 random days to determine if they would be more or less accurate 
than a single net or building minus solar PELD forecast. The randomly selected days were 
21 
 
chosen using the sample_n function in R that randomly selects rows from a data frame. All of the 
days belonging to each cluster were separated into four different data frames based on cluster. 
The random days were selected based on the forecasted cluster of each day and subtracted from 
the forecasted building demand to generate the multiple random forecasts that were used in the 
PELD forecast testing. Figure 6 is an example of a PELD multiple solar forecast. 
 
Figure 6 Building Demand – Random Solar PELD Forecast 
The known threshold will be calculated for month i using the following formula (7). 
𝐷𝑙𝑖𝑚,𝑖 = µ𝑖 + 2 × 𝜎𝑖                                                                                                                (7) 
Where, 
µ𝑖 represents the mean of every hour for net demand of the given month i, 
𝜎𝑖 represents the standard deviation of every hour for net demand of the given 
month i 
 
We then compared the different models’ hour by hour demand predictions and the 
multiple simulated possible forecasts to see which one was more accurate in predicting peak load 
days. Accuracy was determined using two performance methods, balanced accuracy and 
sensitivity. Balanced accuracy is the average of accuracy values over the minority (Peak Day) 
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and majority (Usual Day) class. Sensitivity measures the true positive rate in classifying the peak 
days. Both performance measures are represented in equations (8) and (9). 













                (9) 
Where, 
𝑇𝑃 represents the True Positives i.e. number of correctly predicted examples for 
peak days,  
𝑇𝑁 represents the True Negatives i.e. number of correctly predicted examples for 
usual days, 
𝐹𝑃 represents the False Positives i.e. number of usual days were predicted as peak 
days, and 
𝐹𝑁 represents the False Negatives i.e. number of peak days incorrectly predicted 
as usual days 
 Summary of Training Experiments & Test Sets 
Table 3 shows the net demand models and models that account for solar separately to 
forecast net electricity demand. These forecasts were utilized in different ways to try and obtain 
the most accurate method possible for predicting a peak energy load day while accounting for 
solar production. From these models we want to understand if splitting the forecasting of energy 
demand and solar energy generation then combining them to obtain a forecast for net energy 
demand is more accurate than just forecasting the net demand based on historical data. We also 
want to test an ARIMA against an ANN model to be able to identify the more accurate of the 
two models for this study.  
Six more models represented in Table 4 were run to try and accurately predict peak 
electric load days. These consisted of 3 ARIMA and 3 ANN models. The first ARIMA and ANN 
model utilized A-Circuit net electricity demand from RIT’s smart meter to forecast net demand. 
This net demand was compared to a known threshold to determine if a day would be a PELD. 
The second ARIMA and ANN model utilized A-Circuit building electricity demand from RIT’s 
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smart meter to forecast electricity demand without solar accounted for and then subtract the 
average solar production from the predicted cluster to determine a net electricity demand. This 
net demand was compared to a known threshold to determine if a day would be a PELD. The last 
ARIMA and ANN to run also utilized A-Circuit building electricity demand from RIT’s smart 
meter to forecast electricity demand without solar accounted for. The models were then 
simulated using many different possible outcomes of solar production from the given cluster and 
all of them were compared to the threshold to see if a better peak day prediction could be 
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This section presents the results of the different approaches used for forecasting energy 
demand and peak electric load days with the inclusion of solar energy. This section will provide 
detail about how each approach performed. The results of each approach are presented in the 
same order as they appear in Table 3 and 4. 
 Solar Clustering 
Figure 7 through 10 illustrate the solar energy output in a varying number of clusters for 5 
minute, 15 minute, 30 minute, and 1 hour intervals to help determine the correct number of 
clusters to use for this study. The circled plot point shows the point at which our plot starts to 
plateau and will therefore be used as the number of clusters the study will be conducted with. 
 
 




Figure 8 15-minute interval cluster performance 
 




Figure 10 1-Hour interval cluster performance 
The cluster performance started to plateau after 4 clusters for each of the time intervals, this 
led to the decision that we would conduct the study using 4 different potential clusters that would 
correlate with the type of weather we were experiencing each day and help predict the amount of 
energy the solar panels would output for that type of day. The decision was made to move 
forward using only hour interval data as it was less computationally expensive and performed as 
well as the other time intervals in the cluster performance test. 
Figure 11 shows the average energy produced by the solar panels for each cluster created at 




Figure 11 1-Hour interval cluster averages  
Cluster 1 contains 287 days’ worth of data, Cluster 2 contains 119 days’ worth of data, 
Cluster 4 contains 149 days’ worth of data, and Cluster 3 contains 317 days’ worth of data. This 
is a good spread of days landing in different clusters as none of the clusters have less than 22% 
of the total days in all of the data. This information correlates to the actual cluster that each day 
fell into. Cluster 1 likely correlates to sunny days with no cloud interference. Cluster 2 is likely 
partly cloudy days that occur after daylight saving time begins as it is made up of days mostly in 
between April and October. Cluster 4 is likely partly cloudy days that occur after daylight saving 
time ends as it is made up of days mostly between November and March. Cluster 3 is likely days 
with heavy overcast and no sun. Figure 12 shows the percentage of total days of data that fall 




Figure 12 1-Hour interval cluster data percentages  
A random decision forest was used to predict which clusters the days being forecasted in the 
test data would be. The test data was made up of 334 days of data. The random decision forest 
was 73% accurate in predicting cluster that the day being forecasted would belong to. Table 5 is 
a confusion matrix of the predicted clusters versus the actual clusters of the test days.  
 
Table 5 Confusion Matrix of test data predicted clusters 
  Actual Cluster 











r Cluster 1 
85 10 3 9 
Cluster 2 
4 24 1 3 
Cluster 3 
1 11 117 22 
Cluster 4 







Cluster 1 Cluster 2 Cluster 3 Cluster 4
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In Table 5, the numbers on the diagonal that are highlighted in green are the correctly forecasted 
days for each cluster. We want the numbers on that diagonal to be the highest numbers in the 
confusion matrix. Any number that is not in the diagonal line where the actual cluster matches 
the predicted cluster is an incorrectly predicted day. The random decision forest struggled to 
correctly predict cluster 2 and cluster 4 correctly when predicting which cluster a day would 
belong to. It was likely less accurate in predicting cluster 2 and 4 because they fall in between 
clusters 1 and 3 are similar to each other.  The model was 51% accurate in predicting days that 
belong to cluster 2 and only 36% accurate in predicting days that belong to cluster 4. Cluster 1 
was 89% accurate and cluster 3 was 85% accurate. 
 Validation Phase 
Table 6 shows the mean absolute percent error (MAPE (%)) of each of the forecasts for 
predicting energy demand in the validation phase. When training the ANN model, it was found 
that the best parameters were 5 hidden nodes, a rate of decay of .01 and 600 iterations. These 
parameters were used for the testing phase. The ANN model outperforms the ARIMA for both 
forecast types, with the Building – Solar forecast performing slightly better than the Net Demand 
forecast. It was decided to move forward to the testing phase with all four models, to ensure the 
most accurate method for forecasting energy demand as well as predicting peak electric load 
days is found. 
Table 6 Validation month MAPE for each approach 






 Net Demand Forecast  
In this approach, the NET-FORECAST-ARIMA and NET-FORECAST-ANN results will 
be presented. The two different models were tested on a sample dataset for their accuracy in 
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predicting energy demand and peak electric load days (PELD). The first model was an ARIMA 
model trained from 6/1/2018 to 10/31/2018 and tested for an entire year from 11/1/2018 to 
10/31/2019. The ARIMA model was retrained daily up until the next day it was forecasting. The 
ANN model was trained on the entirety of the historical data from 6/9/2016 to 9/30/2018 and 
tested for 11 months from 11/1/2018 to 9/30/2019. The ANN model was retrained monthly up 
until the start of the next month it was forecasting. Table 7 shows the mean absolute percent 
error (MAPE (%)) of each of the forecasts for predicting net energy demand of the entirety of the 
test data based on historical net energy demands in the final testing phase. The ANN model was 
superior in forecasting net demand than the ARIMA model. 
Table 7 Test data MAPE for Net Energy Demand Forecasts 
Model Test Data MAPE (%) 
NET-FORECAST-ARIMA 10.09 
NET-FORECAST-ANN 5.13 
5.3.1 Net Demand Forecast of PELDs 
In this approach, the PELD-NET-DEMAND-ARIMA and PELD-NET-DEMAND-ANN 
results will be presented. For peak electric load day forecasting we need to calculate the monthly 
threshold based on the actual net demand for each month. The models then forecast net energy 
demands and if the forecasted demand is greater than the calculated threshold, a peak day is 










Table 8 Monthly thresholds for peak classification 
Month, Year Threshold (kW) 
Nov, 2018 5968.5 
Dec, 2018 5563.4 
Jan, 2019 5502.2 
Feb, 2019 5729.5 
March, 2019 5256.1 
April, 2019 5404.9 
May, 2019 4687.9 
June, 2019 5163.6 
July, 2019 6701.3 
Aug, 2019 6078.7 
Sep, 2019 6443.8 
Oct, 2019 5210.0 
 
The two models were also used to forecast if a day was going to be a peak electric load 
day. Balanced accuracy and sensitivity were the two measures used to evaluate the success of 
each model in accomplishing this task. The average monthly balanced accuracy, which gives the 
average of the model’s accuracy in predicting both peak days and usual days was 89% for the net 
demand ANN forecast. The average monthly sensitivity, which gives the average of the model’s 
accuracy in predicting peak days was 78% for the net demand ANN forecast. Table 9 shows the 
performance of the net demand ANN model in classifying days over the entirety of the test data. 
The average monthly balanced accuracy for the net demand ARIMA forecast was 72%. The 
average monthly sensitivity for the net demand ARIMA forecast was 53%. Table 10 shows the 










Table 9 Classification performance of PELD-NET-DEMAND-ANN forecast model 
Net Demand ANN PELD Forecast 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 30 0 0 1.00 1.00 
Jan, 2019 1 27 3 0 0.95 1.00 
Feb, 2019 0 28 0 0 1.00 1.00 
March, 2019 0 24 0 6 0.50 0.00 
April, 2019 2 26 0 2 0.75 0.50 
May, 2019 4 26 0 1 0.90 0.80 
June, 2019 4 26 0 0 1.00 1.00 
July, 2019 3 28 0 0 1.00 1.00 
Aug, 2019 1 28 0 2 0.67 0.33 
Sep, 2019 6 24 0 0 1.00 1.00 
Summary 22 297 3 11 0.89 0.78 
 
Table 10 Classification performance of PELD-NET-DEMAND-ARIMA forecast model 
Net Demand ARIMA PELD Forecast 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 26 4 0 0.93 1.00 
Jan, 2019 1 29 1 0 0.98 1.00 
Feb, 2019 0 28 0 0 1.00 1.00 
March, 2019 4 21 3 2 0.77 0.67 
April, 2019 0 22 4 4 0.42 0.00 
May, 2019 1 19 7 4 0.47 0.20 
June, 2019 2 26 0 2 0.75 0.50 
July, 2019 0 26 2 3 0.46 0.00 
Aug, 2019 0 24 4 3 0.43 0.00 
Sep, 2019 3 23 1 3 0.73 0.50 
Summary 12 274 26 21 0.72 0.53 
 
The monthly average of both the balanced accuracy and sensitivity show that the ANN model 
was clearly superior in forecasting peak electric load days than the ARIMA model. Table 9 
highlights that the ANN failed to forecast the peak days in March 2019. This can likely be 
attributed to the fact that the actual peak days barely crossed the threshold and the forecast was 




Figure 13 March 2019 PELD ANN forecast 
Figure 14 and Figure 15 show a side by side comparison of both the PELD-NET-
DEMAND-ARIMA and PELD-NET-DEMAND-ANN for the month of September 2019. These 
figures demonstrate how much more accurate the ANN model was in comparison to the ARIMA 
model for the month of September 2019. The ANN accurately predicted all six peak days of that 
month and had no false positives or false negatives. The ARIMA accurately predicted three of 





Figure 14 September 2019 PELD ANN forecast 
 
 
Figure 15 September 2019 PELD ARIMA forecast 
Figure 16 shows the pairwise comparison of the ANN and ARIMA models for net demand 
PELD classification using the balanced accuracy metric. It is evident that the ANN model had 
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higher balanced accuracy for most months in comparison to the ARIMA model. This indicates 
that the ANN model forecasted fewer false positives for peak electric load days than the ARIMA 
model throughout the entirety of the test data. 
 
 
Figure 16 Comparison of ARIMA and ANN models on Balanced Accuracy metric for PELD-
NET-DEMAND forecast 
Figure 17 shows the pairwise comparison of the ANN and ARIMA models for net demand 
PELD classification using the sensitivity metric. It is evident that the ANN model had higher 
sensitivity for most months in comparison to the ARIMA model. The ANN model failed to 
predict the monthly peak days for March 2019. The ARIMA model failed to predict the monthly 
peak days for April 2019, July 2019 and August 2019. This indicates that the ANN model was 
more accurate in predicting true positives for peak electric load days than the ARIMA model 





Figure 17 Comparison of ARIMA and ANN models on Sensitivity metric for PELD-NET-
DEMAND forecast 
Based on both the PELD tests and the energy demand forecasting, it is clear that the ANN 
model is superior to the ARIMA model for net demand forecasting with the presence of solar 
energy production. 
 
 Building Demand Forecast – Forecasted Solar Cluster Average  
In this approach, the SOLAR-FORECAST-ARIMA and SOLAR-FORECAST-ANN 
results will be presented. Table 11 shows the mean absolute percent error (MAPE (%)) of each 
of the forecasts for predicting net energy demand of the entirety of the test data calculated by the 
predicted solar cluster production averages being subtracted from the forecasted building energy 
demands in the final testing phase. The ANN model was superior in forecasting building demand 
than the ARIMA model. This led to a more accurate net forecast for the ANN model because the 





Table 11 Test data MAPE for Building - Solar Energy Demand Forecasts 
Model Test Data MAPE (%) 
SOLAR-FORECAST-ARIMA 8.91 
SOLAR-FORECAST-ANN 5.75 
5.4.1 Building Demand – Solar Production Average Forecast of PELDs 
In this approach, the PELD-AVG-SOLAR-ARIMA and PELD- AVG-SOLAR-ANN 
results will be presented. The two models were also used to forecast if a day was going to be a 
peak electric load day (refer Table 8). The average monthly balanced accuracy was 79% for the 
building demand – average solar production ANN forecast. The average monthly sensitivity was 
58% for the building demand – average solar production ANN forecast. Table 12 shows the 
performance of the building demand – average solar production ANN model in classifying days 
over the entirety of the test data. The average monthly balanced accuracy for the building 
demand – average solar production ARIMA forecast was 69%. The average monthly sensitivity 
for the building demand – average solar production ARIMA forecast was 45%. Table 13 shows 
the performance of the building demand – average solar production ARIMA model in classifying 













Table 12 Classification performance of PELD-AVG-SOLAR-ANN forecast model 
Building Demand – Average Solar Production ANN PELD Forecast 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 0 30 0 1 0.50 0.00 
Jan, 2019 0 30 0 1 0.50 0.00 
Feb, 2019 0 28 0 0 1.00 1.00 
March, 2019 1 24 0 5 0.58 0.17 
April, 2019 1 26 0 3 0.63 0.25 
May, 2019 4 25 2 0 0.96 1.00 
June, 2019 4 26 0 0 1.00 1.00 
July, 2019 2 27 1 1 0.82 0.67 
Aug, 2019 2 27 1 1 0.82 0.67 
Sep, 2019 4 24 0 2 0.83 0.67 
Summary 18 297 4 14 0.79 0.58 
 
Table 13 Classification performance of PELD-AVG-SOLAR-ARIMA forecast model 
Building Demand – Average Solar Production ARIMA PELD Forecast 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 28 2 0 0.97 1.00 
Jan, 2019 0 30 0 1 0.50 0.00 
Feb, 2019 0 28 0 0 1.00 1.00 
March, 2019 4 23 1 2 0.81 0.67 
April, 2019 0 23 3 4 0.44 0.00 
May, 2019 2 16 10 3 0.51 0.40 
June, 2019 1 26 0 3 0.63 0.25 
July, 2019 1 27 1 2 0.65 0.33 
Aug, 2019 0 27 1 3 0.48 0.00 
Sep, 2019 2 22 2 4 0.63 0.33 
Summary 11 280 20 22 0.69 0.45 
 
The monthly average of both the balanced accuracy and sensitivity show that the ANN model 
was clearly superior in forecasting peak electric load days than the ARIMA model.  
Figure 18 shows the pairwise comparison of the ANN and ARIMA models for building 
demand – average solar production PELD classification using the balanced accuracy metric. It is 
evident that the ANN model had higher balanced accuracy for most months in comparison to the 
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ARIMA model. This indicates that the ANN model forecasted fewer false positives for peak 
electric load days than the ARIMA model throughout the entirety of the test data. 
 
 
Figure 18 Comparison of ARIMA and ANN models on Balanced Accuracy metric for PELD-
AVG-SOLAR forecast 
Figure 19 shows the pairwise comparison of the ANN and ARIMA models for building 
demand – average solar production PELD classification using the sensitivity metric. It is evident 
that the ANN model had higher sensitivity for most months in comparison to the ARIMA model. 
The ANN model failed to predict the monthly peak days for December 2018 and January 2019. 
The ARIMA model failed to predict the monthly peak days for January 2019, April 2019 and 
August 2019. This indicates that the ANN model was more accurate in predicting true positives 





Figure 19 Comparison of ARIMA and ANN models on Sensitivity metric for PELD-AVG-
SOLAR forecast 
Based on both the PELD tests and the energy demand forecasting, it is clear that the ANN 
model is superior to the ARIMA model for building demand – average solar production 
forecasting. 
 
5.4.2 Building Demand – Random Solar Forecasts of PELDs 
In this approach, the PELD-MULTI-SOLAR-ARIMA and PELD-MULTI-SOLAR-ANN 
results will be presented. The two models were used to forecast if a day was going to be a peak 
electric load day (refer Table 8). When deciding what percentage of days needed to cross the 
threshold to most accurately classify a day as a predicted peak day, the average balanced 
accuracy and sensitivity were found at 10% increments. Table 14 shows the balanced accuracy 
and sensitivity averages for the percent of random days needed to classify a predicted peak day. 
It was found that when forecasting using multiple different solar production forecasts within the 




Table 14 Performance of percentage of days needed to classify a predicted peak day 
10 Random ANN 
% to Classify Peak Day Balanced Accuracy Sensitivity 
10% 0.93 0.92 
20% 0.92 0.90 
30% 0.92 0.89 
40% 0.88 0.80 
50% 0.85 0.72 
60% 0.79 0.61 
70% 0.80 0.61 
80% 0.79 0.58 
90% 0.79 0.58 
100% 0.76 0.52 
 
Figure 20 shows a line graph comparison of the balanced accuracy and sensitivity values 
compared to the percent of days used to classify a day as a predicted peak day. 
 
Figure 20 % of days used to classify a predicted peak day versus balanced accuracy and 
sensitivity 
It was found that when forecasting using multiple different solar production forecasts within the 
predicted cluster at a time, 20% or more of the forecasts predicting a peak day was the best 
option. Although 10% of days has a slightly higher balanced accuracy and sensitivity, by 
choosing 20% of days we were able to reduce the number of false positives present from 21 to 17 
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over the entirety of the data while barely sacrificing the performance of the balanced accuracy 
and sensitivity. 
 The PELD-MULTI-SOLAR-ARIMA and PELD-MULTI-SOLAR-ANN were run using 
10 random days, 20 random days and 30 random days to determine if forecast accuracy would 
increase with more randomly forecasted days. The average monthly balanced accuracy and 
sensitivity for the PELD-MULTI-SOLAR-ARIMA and PELD-MULTI-SOLAR-ANN are 
represented for 10, 20 and 30 day forecasts in Table 15-20. Table 15 shows that the PELD-
MULTI-SOLAR-ANN forecast with 10 random days had an average monthly balanced accuracy 
of 92% and sensitivity of 90% when accounting for 20% or more of the randomly generated 
forecasts to predict a peak day. Table 16 shows that the PELD-MULTI-SOLAR-ARIMA 
forecast with 10 random days had an average monthly balanced accuracy of 79% and sensitivity 
of 67% when accounting for 20% or more of the randomly generated forecasts to predict a peak 
day. 
 
Table 15 Classification performance of PELD-MULTI-SOLAR-ANN forecast model with 10 
random days 
10 Random ANN 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 30 0 0 1.00 1.00 
Jan, 2019 1 30 0 0 1.00 1.00 
Feb, 2019 0 28 0 0 1.00 1.00 
March, 2019 6 23 1 0 0.98 1.00 
April, 2019 1 24 2 3 0.59 0.25 
May, 2019 5 21 5 0 0.90 1.00 
June, 2019 4 22 4 0 0.92 1.00 
July, 2019 3 25 3 0 0.95 1.00 
Aug, 2019 2 26 2 1 0.80 0.67 
Sep, 2019 6 24 0 0 1.00 1.00 





Table 16 Classification performance of PELD-MULTI-SOLAR-ARIMA forecast model with 10 
random days 
10 Random ARIMA 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 27 3 0 0.95 1.00 
Jan, 2019 1 30 0 0 1.00 1.00 
Feb, 2019 0 28 0 0 1.00 1.00 
March, 2019 4 22 2 2 0.79 0.67 
April, 2019 0 23 3 4 0.44 0.00 
May, 2019 2 15 11 3 0.49 0.40 
June, 2019 2 25 1 2 0.73 0.50 
July, 2019 1 26 2 2 0.63 0.33 
Aug, 2019 3 24 4 0 0.93 1.00 
Sep, 2019 3 21 3 3 0.69 0.50 
Summary 17 271 29 16 0.79 0.67 
 
Figure 21 shows the pairwise comparison of the ANN and ARIMA models for PELD-
MULTI-SOLAR classification with 10 random days using the balanced accuracy metric. It is 
evident that the ANN model had higher balanced accuracy for most months in comparison to the 
ARIMA model. This indicates that the ANN model forecasted fewer false positives for peak 




Figure 21 Comparison of ARIMA and ANN models on Balanced Accuracy metric for PELD-MULTI-
SOLAR forecast with 10 random days 
Figure 22 shows the pairwise comparison of the ANN and ARIMA models for PELD-
MULTI-SOLAR classification with 10 random days using the sensitivity metric. It is evident that 
the ANN model had higher sensitivity for most months in comparison to the ARIMA model. The 
ARIMA model failed to predict the monthly peak days April 2019. This indicates that the ANN 
model was more accurate in predicting true positives for peak electric load days than the ARIMA 





Figure 22 Comparison of ARIMA and ANN models on Sensitivity metric for PELD-MULTI-SOLAR 
forecast with 10 random days 
 
Table 17 shows that the PELD-MULTI-SOLAR-ANN forecast with 20 random days had 
an average monthly balanced accuracy of 93% and sensitivity of 92% when accounting for 20% 
or more of the randomly generated forecasts to predict a peak day. Table 18 shows that the 
PELD-MULTI-SOLAR-ARIMA forecast with 20 random days had an average monthly balanced 
accuracy of 79% and sensitivity of 67% when accounting for 20% or more of the randomly 









Table 17 Classification performance of PELD-MULTI-SOLAR-ANN forecast model with 20 
random days 
20 Random ANN 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 30 0 0 1.00 1.00 
Jan, 2019 1 30 0 0 1.00 1.00 
Feb, 2019 0 28 0 0 1.00 1.00 
March, 2019 6 23 1 0 0.98 1.00 
April, 2019 2 24 2 2 0.71 0.50 
May, 2019 5 22 4 0 0.92 1.00 
June, 2019 4 22 4 0 0.92 1.00 
July, 2019 3 25 3 0 0.95 1.00 
Aug, 2019 2 26 2 1 0.80 0.67 
Sep, 2019 6 24 0 0 1.00 1.00 
Summary 30 284 16 3 0.93 0.92 
 
 
Table 18 Classification performance of PELD-MULTI-SOLAR-ARIMA forecast model with 20 
random days 
20 Random ARIMA 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 27 3 0 0.95 1.00 
Jan, 2019 1 30 0 0 1.00 1.00 
Feb, 2019 0 27 1 0 1.00 1.00 
March, 2019 4 22 2 2 0.79 0.67 
April, 2019 0 23 3 4 0.44 0.00 
May, 2019 2 15 11 3 0.49 0.40 
June, 2019 2 25 1 2 0.73 0.50 
July, 2019 1 26 2 2 0.63 0.33 
Aug, 2019 3 24 4 0 0.93 1.00 
Sep, 2019 3 22 2 3 0.71 0.50 





Figure 23 shows the pairwise comparison of the ANN and ARIMA models for PELD-
MULTI-SOLAR classification with 20 random days using the balanced accuracy metric. It is 
evident that the ANN model had higher balanced accuracy for most months in comparison to the 
ARIMA model. This indicates that the ANN model forecasted fewer false positives for peak 
electric load days than the ARIMA model throughout the entirety of the test data. 
 
 
Figure 23 Comparison of ARIMA and ANN models on Balanced Accuracy metric for PELD-MULTI-
SOLAR forecast with 20 random days 
 
Figure 24 shows the pairwise comparison of the ANN and ARIMA models for PELD-
MULTI-SOLAR classification with 20 random days using the sensitivity metric. It is evident that 
the ANN model had higher sensitivity for most months in comparison to the ARIMA model. The 
ARIMA model failed to predict the monthly peak days April 2019. This indicates that the ANN 
model was more accurate in predicting true positives for peak electric load days than the ARIMA 





Figure 24 Comparison of ARIMA and ANN models on Sensitivity metric for PELD-MULTI-SOLAR 
forecast with 20 random days 
 
Table 19 shows that the PELD-MULTI-SOLAR-ANN forecast with 30 random days had 
an average monthly balanced accuracy of 93% and sensitivity of 92% when accounting for 20% 
or more of the randomly generated forecasts to predict a peak day. Table 20 shows that the 
PELD-MULTI-SOLAR-ARIMA forecast with 30 random days had an average monthly balanced 
accuracy of 74% and sensitivity of 58% when accounting for 20% or more of the randomly 









Table 19 Classification performance of PELD-MULTI-SOLAR-ANN forecast model with 30 
random days 
30 Random ANN 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 30 0 0 1.00 1.00 
Jan, 2019 1 29 1 0 0.98 1.00 
Feb, 2019 0 28 0 0 1.00 1.00 
March, 2019 6 23 1 0 0.98 1.00 
April, 2019 2 24 2 2 0.71 0.50 
May, 2019 5 22 4 0 0.92 1.00 
June, 2019 4 22 4 0 0.92 1.00 
July, 2019 3 25 3 0 0.95 1.00 
Aug, 2019 2 26 2 1 0.80 0.67 
Sep, 2019 6 24 0 0 1.00 1.00 
Summary 30 283 17 3 0.93 0.92 
 
Table 20 Classification performance of PELD-MULTI-SOLAR-ARIMA forecast model with 30 
random days 
30 Random ARIMA 
Month, Year TP TN FP FN Balanced Accuracy Sensitivity 
Nov, 2018 0 30 0 0 1.00 1.00 
Dec, 2018 1 27 3 0 0.95 1.00 
Jan, 2019 0 30 0 1 0.50 0.00 
Feb, 2019 0 27 1 0 1.00 1.00 
March, 2019 4 22 2 2 0.79 0.67 
April, 2019 0 23 3 4 0.44 0.00 
May, 2019 2 15 11 3 0.49 0.40 
June, 2019 2 25 1 2 0.73 0.50 
July, 2019 1 26 2 2 0.63 0.33 
Aug, 2019 3 24 4 0 0.93 1.00 
Sep, 2019 3 22 2 3 0.71 0.50 
Summary 16 271 29 17 0.74 0.58 
 
Figure 25 shows the pairwise comparison of the ANN and ARIMA models for PELD-
MULTI-SOLAR classification with 30 random days using the balanced accuracy metric. It is 
evident that the ANN model had higher balanced accuracy for most months in comparison to the 
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ARIMA model. This indicates that the ANN model forecasted fewer false positives for peak 
electric load days than the ARIMA model throughout the entirety of the test data. 
 
Figure 25 Comparison of ARIMA and ANN models on Balanced Accuracy metric for PELD-MULTI-
SOLAR forecast with 30 random days 
 
Figure 26 shows the pairwise comparison of the ANN and ARIMA models for PELD-
MULTI-SOLAR classification with 30 random days using the sensitivity metric. It is evident that 
the ANN model had higher sensitivity for most months in comparison to the ARIMA model. The 
ARIMA model failed to predict the monthly peak days April 2019. This indicates that the ANN 
model was more accurate in predicting true positives for peak electric load days than the ARIMA 





Figure 26 Comparison of ARIMA and ANN models on Sensitivity metric for PELD-MULTI-SOLAR 
forecast with 30 random days 
Figure 27 shows a pairwise comparison of the average balanced accuracy and sensitivity of each of the 
random day forecasting models used.  
 





Based on both the PELD tests and the energy demand forecasting, it is clear that the ANN 
model is superior to the ARIMA model for MULTI-SOLAR production forecasting. We can also 
conclude that based on the balanced accuracy and sensitivity metric, the 20 random day ANN 
and the 30 random day ANN models were the most accurate PELD-MULTI-SOLAR forecasts. 
 
 Summary of Model Forecast Performance 
Table 21 illustrates that over the entirety of the test data, the ANN models were superior to 
the ARIMA models for forecasting the net energy demand. Table 21 shows that both the 
building – minus solar and net demand forecast had similar mean absolute percent errors 
(MAPE) for the ANN models. The net demand ANN model was the most accurate overall. 
Table 21 Test Data Model Forecast Performance Comparison 






 Summary of Model Performance Versus Number of Peak Days 
Table 22 shows all of the models balanced accuracy and sensitivity monthly averages. The 
ANN models all outperformed their ARIMA counterparts for monthly PELD prediction. The 20 
MULTI-SOLAR-ANN and the 30 MULTI-SOLAR-ANN were the most accurate models of the 
group for both balanced accuracy and sensitivity. The 10 MULTI-SOLAR-ANN was almost as 
accurate as the other two MULTI-SOLAR-ANN models. The NET-DEMAND-ANN was not far 
behind in balanced accuracy from the MULTI-SOLAR-ANN models, however it was 14% worse 





Table 22 Test Data Model PELD Forecast Monthly Average Performance Comparison 
Model Balanced Accuracy Sensitivity 
NET-DEMAND-ANN 0.89 0.78 
NET-DEMAND-ARIMA 0.72 0.53 
AVG-SOLAR-ANN 0.79 0.58 
AVG-SOLAR-ARIMA 0.69 0.45 
10 MULTI-SOLAR-ANN 0.92 0.90 
10 MULTI-SOLAR-ARIMA 0.79 0.67 
20 MULTI-SOLAR-ANN 0.93 0.92 
20 MULTI-SOLAR-ARIMA 0.79 0.67 
30 MULTI-SOLAR-ANN 0.93 0.92 
30 MULTI-SOLAR-ARIMA 0.74 0.58 
 
 Discussion 
Three different methods were used to try and forecast net energy demand as well as 
which days of each month would be considered peak electric load days. The different 
methods all utilized machine learning algorithms and made use of different statistical 
approaches to classify if a day would be considered a peak electric load day or a normal day. 
Each approach utilized a set of input variables and historical electricity demands from RIT’s 
smart meter. The ANN models were significantly more accurate than the ARIMA models 
for each approach. 
Overall, the NET-DEMAND-ANN model was the most accurate in forecasting net 
energy demand. The 20 MULTI-SOLAR-ANN and 30 MULTI-SOLAR-ANN models were 
the most accurate in predicting peak electric load days. Failing to predict a peak day in a 
month ruins any mitigation plans for that month. If the model fails to predict a peak day it 
will cause incurred peak energy demand charges for that because the mitigation plans to 
reduce energy demands based on peak day predictions would not go into effect. A falsely 
predicted peak day is not as large of a concern as it wouldn’t affect peak charges being 
incurred, but it would cause mitigation plans to unnecessarily go into effect. Ideally false 
positives would be kept to a minimum as well, but the priority is minimizing false negatives. 
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The NET-DEMAND-ANN and MULTI-SOLAR-ANN models had similar balanced 
accuracy and sensitivity numbers. However, the MULTI-SOLAR-ANN models had 
significantly fewer false negatives than the NET-DEMAND-ANN model thus making it the 
superior model for predicting peak electric load days.  
The 20 MULTI-SOLAR-ANN and 30 MULTI-SOLAR-ANN models had the highest 
balanced accuracy and sensitivity overall. The 20 MULTI-SOLAR-ANN model was the best 
PELD forecasting model overall as it had one less false positive than the 30-day model. It 
also would not be beneficial to use 10 more days’ worth of data to not improve the accuracy 
of the previous model. 
The PELD-AVG-SOLAR-ANN was the least accurate of the ANN models. It is likely that 
the performance of the AVG-SOLAR-ANN not as accurate as the NET-DEMAND-ANN or 
MULTI-SOLAR-ANN forecasts due to the solar clustering predictions. The accuracy of the 
random decision forest used to determine which solar cluster the energy production would 
come from for each day forecast was 73% accurate. That means that roughly 27% of the 
forecasted days that utilized the solar cluster averages or randomized energy production 
days were pulled from an incorrect cluster. This likely caused some of the false negatives 
and false positives for the PELD-AVG-SOLAR model. 
 The results show clearly that the ANN models more accurately forecast net electricity 
demand and predicts peak electric load day’s than the ARIMA models. The NET-
DEMAND-ANN model was the most accurate in forecasting net energy demand. The 20 
MULTI-SOLAR-ANN was the best option for predicting peak electric load days. The 
results show that it is possible to accurately forecast energy demand and peak load days with 
the inclusion of solar energy production. 
If the Rochester Institute of Technology implemented the 20 MULTI-SOLAR-ANN peak 
electric load day forecast for the time period that was tested they would have avoided PELD 
charges for the months of December 2018, January 2019, March 2019, May 2019, June 
2019, July 2019 and September 2019. The Rochester Institute of Technology would have 
failed to avoid PELD charges for the months of April 2019 and August 2019. No changes 
would have occurred for the months of November 2018 and February 2019 as no peak days 
were present in those months. RIT would have run demand response actions to mitigate 
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PELD charges on 46 days, 16 of which would have been unnecessary. However, RIT would 
have missed only 3 peak days over the entire test period.   
These models could be used to prevent PELD charges by other universities and facilities 
that generate energy from solar production. If other universities and facilities track all of 
their energy demand and solar production, the 20 MULTI-SOLAR-ANN peak electric load 
day forecast could be used to predict peak days as it did for the submeter at RIT. These 
models would require retraining based on the historical energy demands and historical solar 
production of the university or facility they were being applied at. The models used in this 
study would likely be more directly applicable to universities as they would follow a similar 
pattern of energy demands when class is in session as opposed to when the university is on a 
break, whereas a manufacturing plant may be operational 24 hours a day 7 days a week. If 
the model was to be adopted by a manufacturing plant with a different schedule than RIT, 
the continuous and categorical input would likely need to be modified. 
 Conclusions and Future Work 
This thesis provided different strategies for forecasting energy demand and peak load 
days with the inclusion of solar energy production. Four different approaches for forecasting 
energy demand were used and six different approaches for identifying peak electric load 
days of the month were evaluated. The NET-FORECAST-ANN and the 20 MULTI-
SOLAR-ARIMA were identified as the best approaches for forecasting energy demand and 
predicting peak load days with the inclusion of solar energy production respectively. The 
findings of this thesis can be used to help RIT and other facilities incur substantial financial 
savings by initiating proactive energy saving responses before forecasted peak days of the 
month.  
This research provides a foundation for utilizing peak load day forecasting with the 
inclusion of solar energy production in energy consumption reduction during peak times of 
the month. This allows for facilities to identify high cost periods and proactively reduce 
energy consumption before they trigger a peak energy consumption cost from a provider. 
The research conducted in this thesis made use of one-hour interval data, further research 
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could be conducted at different time intervals to see how it would affect forecasting 
accuracy. An improvement in cluster prediction accuracy could also improve the accuracy of 






















Aman, S., Simmhan, Y., & Prasanna, V. K. (2011, 11-11 Dec. 2011). Improving Energy Use 
Forecast for Campus Micro-grids Using Indirect Indicators. Paper presented at the 2011 
IEEE 11th International Conference on Data Mining Workshops. 
  
Chikobvu, D., & Sigauke, C. (2012). Regression-SARIMA modelling of daily peak electricity 
demand in South Africa. Journal of Energy in Southern Africa, 23, 23-30.   
Contreras, J., Espinola, R., Nogales, F. J., & Conejo, A. J. (2003a). ARIMA models to predict 
next-day electricity prices. IEEE Transactions on Power Systems, 18(3), 1014-1020. doi: 
10.1109/TPWRS.2002.804943 
  
Contreras, J., Espinola, R., Nogales, F. J., & Conejo, A. J. (2003b). ARIMA models to predict 
next-day electricity prices. IEEE Transactions on Power Systems, 18(3), 1014-1020. doi: 
10.1109/TPWRS.2002.804943 
  
Datta, A. R., & Datta, S. (2016, 6-9 Sept. 2016). Electricity market price-spike classification in 
the smart grid. Paper presented at the 2016 IEEE Power & Energy Society Innovative 
Smart Grid Technologies Conference (ISGT). 
  
Detyniecki, M., Marsala, C., Krishnan, A., & Siegel, M. (2012, 10-15 June 2012). Weather-
based solar energy prediction. Paper presented at the 2012 IEEE International 
Conference on Fuzzy Systems. 
  
Ediger, V. Ş., & Akar, S. (2007). ARIMA forecasting of primary energy demand by fuel in 
Turkey. Energy Policy, 35(3), 1701-1708. doi: 
https://doi.org/10.1016/j.enpol.2006.05.009 
  
Fernández, I., Borges, C. E., & Penya, Y. K. (2011, 5-9 Sept. 2011). Efficient building load 
forecasting. Paper presented at the ETFA2011. 
  
Goia, A., May, C., & Fusai, G. (2010). Functional clustering and linear regression for peak load 
forecasting. International Journal of Forecasting, 26(4), 700-711. doi: 
https://doi.org/10.1016/j.ijforecast.2009.05.015 
  
González-Romera, E., Jaramillo-Morán, M. A., & Carmona-Fernández, D. (2008). Monthly 
electric energy demand forecasting with neural networks and Fourier series. Energy 
Conversion and Management, 49(11), 3135-3142. doi: 
https://doi.org/10.1016/j.enconman.2008.06.004 
  
Haida, T., & Muto, S. (1994). Regression based peak load forecasting using a transformation 
technique. IEEE Transactions on Power Systems, 9(4), 1788-1794. doi: 
10.1109/59.331433 
  
Hammer, A., Heinemann, D., Hoyer, C., Kuhlemann, R., Lorenz, E., Müller, R., & Beyer, H. G. 
(2003). Solar energy assessment using remote sensing technologies. Remote Sensing of 
60 
 
Environment, 86(3), 423-432. doi: https://doi.org/10.1016/S0034-4257(03)00083-X 
  
Hernández, L., Baladrón, C., Aguiar, M. J., Calavia, L., Carro, B., Sánchez-Esguevillas, A., . . . 
Lloret, J. (2013). Improved Short-Term Load Forecasting Based on Two-Stage 
Predictions with Artificial Neural Networks in a Microgrid Environment. Energies, 6(9). 
doi: 10.3390/en6094489 
  
Hong, T., Pinson, P., & Fan, S. (2014). Global Energy Forecasting Competition 2012. 
International Journal of Forecasting, 30(2), 357-363. doi: 
https://doi.org/10.1016/j.ijforecast.2013.07.001 
  
Hong, W.-C. (2013). Modeling for Energy Demand Forecasting. In W.-C. Hong (Ed.), Intelligent 
Energy Demand Forecasting (pp. 21-40). London: Springer London 
  
José-Luis, C.-R., Gómez-González, J. F., Calvo-Rolle, J. L., Jove, E., Quintián, H., Benjamin 
Gonzalez, D., & Mendez Perez, J. A. (2019). Short-Term Energy Demand Forecast in 
Hotels Using Hybrid Intelligent Modeling. Sensors, 19(11). doi: 
http://dx.doi.org/10.3390/s19112485 
  
Khan, A. R., Mahmood, A., Safdar, A., Khan, Z. A., & Khan, N. A. (2016). Load forecasting, 
dynamic pricing and DSM in smart grid: A review. Renewable and Sustainable Energy 
Reviews, 54, 1311-1322. 
 
Kim, Y., Son, H.-g., & Kim, S. (2019). Short term electricity load forecasting for institutional 
buildings. Energy Reports, 5, 1270-1280. doi: https://doi.org/10.1016/j.egyr.2019.08.086 
  
Kleissl, J. (2013a). Solar Energy Forecasting and Resource Assessment. San Diego, UNITED 
STATES: Elsevier Science & Technology. 
  
Kleissl, J. (2013b). Solar Energy Forecasting and Resource Assessment. San Diego, UNITED 
STATES: Elsevier Science & Technology. 
  
McSharry, P. E., Bouwman, S., & Bloemhof, G. (2005). Probabilistic forecasts of the magnitude 
and timing of peak electricity demand. IEEE Transactions on Power Systems, 20(2), 
1166-1172. doi: 10.1109/TPWRS.2005.846071 
  
Neto, A. H., & Fiorelli, F. A. S. (2008). Comparison between detailed model simulation and 
artificial neural network for forecasting building energy consumption. Energy and 
Buildings, 40(12), 2169-2176. doi: https://doi.org/10.1016/j.enbuild.2008.06.013 
  
Ortiz, L. E., Gonzalez, J. E., Gutierrez, E., & Arend, M. (2016). Forecasting Building Energy 
Demands With a Coupled Weather-Building Energy Model in a Dense Urban 
Environment. Journal of Solar Energy Engineering, 139(1). doi: 10.1115/1.4034909 
  
Palchak, D., Suryanarayanan, S., & Zimmerle, D. (2013). An Artificial Neural Network in Short-
Term Electrical Load Forecasting of a University Campus: A Case Study. Journal of 
61 
 
Energy Resources Technology, 135(3). doi: 10.1115/1.4023741 
  
Rallapalli, S. R., & Ghosh, S. (2012). Forecasting monthly peak demand of electricity in India—
A critique. Energy Policy, 45, 516-520. doi: https://doi.org/10.1016/j.enpol.2012.02.064 
Saxena, H., Aponte, O., & McConky, K. T. (2019). A hybrid machine learning model for 
forecasting a billing period’s peak electric load days. International Journal of 
Forecasting, 35(4), 1288-1303. 
  
Taylor, J. W. (2003). Short-term electricity demand forecasting using double seasonal 
exponential smoothing. Journal of the Operational Research Society, 54(8), 799-805. doi: 
10.1057/palgrave.jors.2601589 
  
Ulbricht, R., Fischer, U., Lehner, W., & Donker, H. (2013). First steps towards a systematical 
optimized strategy for solar energy supply forecasting. 
 
 
 
 
 
