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Volfram (W) je eden od glavnih kandidatov za uporabo kot material v stiku s plazmo v prihodnjih 
fuzijskih reaktorjih tipa tokamak, saj ima dobre visokotemperaturne lastnosti in nizko naravno 
zadrževanje vodikovih izotopov (VI). Žal se bo v fuzijskih reaktorjih zadrževanje VI povečalo za 
več redov velikosti, saj se bodo le-ti ujeli v mrežnih poškodbah, ki jih bo povzročilo obstreljevanje 
materiala s 14-MeV nevtroni, ustvarjenimi v fuzijski reakciji. Ponavadi so za namen raziskav 
povezanih z zadrževanjem VI, uporabljeni MeV W ioni, ki ustvarijo mrežne poškodbe, ki so nato 
izpostavljene devteriju (D). Rezultate takšnih eksperimentov lahko opišemo z makroskopskimi 
enačbami (MRE) transporta in ujemanja D v mrežnih poškodbah. To omogoči kvantifikacijo 
osnovnih parametrov interakcije med VI in W. 
 Nedavno izvedeni eksperimenti, v katerih je poškodovanje materiala potekalo ob 
prisotnosti D, nakazujejo, da prisotnost D poveča količino nastalih mrežnih poškodb. Kljub temu, 
da so v literaturi na voljo MRE simulacije predstavljenih eksperimentalnih rezultatov, so bili 
poskusi opisa tako imenovane stabilizacije zaradi prisotnosti D le delno uspešni. 
 Z namenom opisa eksperimentov, ki preučujejo stabilizacijo poškodb ob prisotnosti D,  smo 
nadgradili obstoječ model nastajanja mrežnih poškodb. Nadgradnja združuje dobro poznane 
procese nastanka poškodb ter kinematiko transporta in ujemanja VI v materialu. Nadgrajen model 
nastanjanja in stabilizacije poškodb smo vključili v obstoječo MRE kodo MHIMS-R. Porast 
količine nastalih mrežnih poškodb model opisuje s tako imenovanim stabilizacijskim faktorjem. 
Nov model temelji na predpostavki, da imajo mrežne poškodbe, ki vsebujejo vsaj en VI, manjšo 
verjetnost za anihilacijo kot poškodbe brez ujetih VI.  
 Model smo najprej uspešno uporabili za opis dveh laboratorijskih eksperimentov iz 
literature. Pri prvem izmed eksperimentov je bil D v material uveden s predhodno izpostavitvijo, 
pri drugem pa hkrati z obstreljevanjem z W ioni. Kljub temu, da so bili v eksperimentih uporabljeni 
različni načini W-ionskega obstreljevanja in izpostavitve D, smo eksperimentalne rezultate 
uspešno opisali s podobnimi vrednostmi stabilizacijskega faktorja. Pridobljeno znanje smo 
uporabili za izvedbo dodatnih eksperimentov, s katerimi smo preizkusili podane napovedi modela. 
Ti vključujejo višje tokove W in D ter kombinacijo predhodne in hkratne izpostavitve materiala D 
v kombinaciji z obstreljevanjem z W ioni. Eksperimentalni rezultati so se večinoma dobro skladali 
z napovedmi modela. Vendarle pa opis eksperimenta z višjim tokom D ni bil popolnoma uspešen, 
saj podatki kažejo, da je stabilizacija poškodb odvisna od količine v njej ujetega D, kar v modelu 
še ni bilo vključeno. To dognanje je spodbudilo ustrezno posplošitev modela. Posplošitev je 
skladna z že izvedenimi simulacijami, prav tako pa omogoča uporabo modela za širši nabor tokov 
delcev W in D ter na širšem temperaturnem področju. 
 Izvedli smo tudi eksperiment, ki je preučeval vpliv prisotnosti D na evolucijo mrežnih 
poškodb ob visokih temperaturah materiala. Eksperimentalni rezultati so pokazali na kvečjemu 
šibek vpliv D. Za opis rezultatov je bila znova uporabljena MHIMS-R koda, ki je s simulacijo 
eksperimentalnih rezultatov omogočila določitev obnašanja posameznih tipov mrežnih poškodb 
pri posameznih temperaturah materiala (300-800 K). S pomočjo rezultatov simulacije smo razvili 
model evolucije poškodb tipa vrzeli in skupki vrzeli.  
 
Ključne besede: Vodikovi izotopi, volfram, zadrževanje vodikovih izotopov, mrežne poškodbe, 
stabilizacija poškodb, enodimenzionalne zasedbene enačbe 










Tungsten (W) is one of the primary candidates for a plasma facing material in future fusion 
tokamak reactors, as it has good thermal properties and low intrinsic hydrogen isotope (HI) 
retention. Unfortunately, HI retention will be increased by many orders of magnitude due to HI 
trapping in lattice defects created by 14 MeV neutrons originating from the fusion reaction. To 
study HI retention in displacement damaged W, usually laboratory experiments are used that 
employ MeV W ion irradiation to create displacement damage and deuterium (D) exposures of 
various types to populate the created damage. The results of such experiments are modelled using 
macroscopic rate equations (MRE) to determine the characteristics of the interaction between the 
displacement damage and HI. 
 Recently, laboratory experiments have been conducted where MeV W ion irradiation of the 
material was performed while the material already contained or was simultaneously exposed to D. 
They showed that the presence of D during W ion irradiation increases the amount of created 
displacement damage compared to the case when no D is present. Although efforts have been made 
to explain this so-called stabilization effect of D using existing MRE models, they were not able to 
adequately explain the observed experimental results. 
 In this work, we have upgraded an existing displacement damage creation model by 
coupling a displacement damage creation model with the kinetics of D transport and trapping. The 
increase of the defect density due to the presence of D was parametrized by a stabilization factor. 
The new displacement damage creation and stabilization model’s physical meaning is based on the 
assumption that defects that contain at least one D have a smaller probability of annihilation as 
compared to D-free defects. The model was included into the existing MHIMS-R code, which was 
primarily designed to replicate experiments that studied HI transport and retention. We were able 
to reproduce the results of two laboratory experiments available in the literature where in one case 
the D was present during the damage creation and in the second case the D was introduced into the 
sample with a prior D exposure. Despite the fact that the experiments studied D-induced 
stabilization with different experimental procedures, the simulation reproduced the results with 
similar values for the stabilization factors. Using newly gained insights, we performed several 
follow-up experiments. These include higher D and W flux and fluence experiments and an 
experiment which is a combination of the previously conducted experiments. These tested the 
predictions made by the model, which were mostly confirmed. However, the higher flux 
experiment could not be adequately reproduced, as the data showed that stabilization depends on 
the number of trapped D in a defect which was not included in the model at the time. For this 
purpose, a generalized model was developed which is backwards compatible and makes the model 
applicable for an even wider range of W and HI fluxes and sample temperatures. 
 We have also conducted experiments in which we studied the influence of D on defect 
evolution at elevated material temperatures. No significant effect of D presence was observed. The 
experimental results were reproduced using the MHIMS-R code with which the annealing 
behaviour of individual defects at temperatures between 300 and 800 K has been determined. Based 
on the observed behaviour, we have developed a vacancy/vacancy cluster evolution model. 
 
Keywords: Hydrogen isotopes, tungsten, hydrogen isotope retention, lattice defects, defect 
stabilization, macroscopic rate-equations 
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In 2019, around 7.7 billion people inhabit the Earth with the majority of the population residing in 
India (1.3 billion), East Asia (1.7 billion) and Africa (1.3 billion). These people live in 
impoverished conditions often not having access to electricity or water, which also means that their 
climate imprint is small relative to their huge population. As an example, we state CO2 emissions 
per capita in metric tons, which is 1.73 for India, around 5 for East Asia and <1 for the majority of 
Africa with large outliers such as the country of South Africa having emissions equal to 9 metric 
tons per capita. Contrary to these countries, the so-called developed countries of Europe and North 
America only have a total population of around 1 billion, while releasing 8 and 16 metric tons of 
CO2 per capita per year [1]. 
 With population growth that is expected by the mid of this century in the Indian sub-
continent and in sub-Saharan Africa, and with rapid electrification of these regions, CO2 emission 
rates are expected to drastically increase. This is mostly due to the fact that electrification in these 
developing countries is expected to be achieved through the use of fossil fuels, such as coal and 
oil, as this is the cheapest and most easily available fuel source. This will have drastic effects on 
the global climate, which is already suffering from anthropogenic global warming [2]. Therefore, 
it is clear that an alternative energy source must be found. Such a source must be sustainable, 
scalable and must use fuel that is not geographically localized to only a few regions on Earth, like 
oil. 
 A lot of research and development has been put into so-called renewable energy. Some 
examples of such energy sources are hydro, wind and solar energy. These energy sources provide 
many benefits, one of them being that the energy production can be highly distributed. But 
renewable energy sources are highly dependent on the local climate, making it not always suitable 
or reliable. Therefore, it is expected that in order to maintain the stability of the electricity 
distribution network, centralized power sources with large outputs will have to be part of the future 
renewable energy landscape. 
1. 1. Nuclear fusion 
One of the main candidates for future energy production is nuclear fusion. The inspiration for its 
use comes from the stars. There, fusion of light elements under extreme gravity and at very high 
temperatures occurs. In the majority of stars such as the Sun, energy is produced with hydrogen 
(H-H) fusion. Because of the extreme gravity and temperature in the centre of the Sun, the ionized 
H gas particles (protons) are able to overcome the repulsive Coulomb potential between them. 
Fusing light nuclei into heavier ones is energetically favourable, because the binding energy per 
nucleon rises with the number of nucleons in the core until Fe56, after which it is favourable to split 
nuclei (fission). 
 On Earth, conditions that would promote naturally occurring nuclear fusion are not 
available therefore, they have to be man-made. A deuterium (D) and tritium (T) gas is heated to 
extreme temperatures (150 million K) which is ten times the temperature in the centre of the sun. 
At such temperatures, the kinetic energy of the particles is high enough that D-T fusion can occur. 




𝐷 + 𝑇 → 𝛼 (3.5 𝑀𝑒𝑉) + 𝑛(14.1 𝑀𝑒𝑉) (1.1) 
 
The D-T plasma must be confined and kept away from the vacuum chamber walls, because the 
extremely high temperatures present in the plasma core will melt or even evaporate any current or 
future material. To solve this physics and engineering challenge several methods of keeping the 
plasma away from the wall have been developed. In inertial confinement, fusion is initiated by 
heating and compressing a fuel target, typically in the form of a pellet that contains a mixture of 
deuterium and tritium [3]. However as magnetic confinement has proven to be more promising, we 
will focus on it in the following sections. 
1. 2. Basic principles of magnetic confinement 
Fusion machines that use magnetic confinement to keep the D-T plasma away from the wall, 
exploit the fact that the gas at the needed temperatures is fully ionized and can therefore be confined 
by a strong magnetic field. Two promising magnetic confinement designs are currently being 
tested, the stellarator [4] and the tokamak [5]. The interested reader can find the main conceptual 
differences in Ref. [6]. We will focus on the basic principles behind the tokamak, since it is the 




Figure 1.1: A schematic of magnetic fields in a tokamak cross-section. The tokamak design uses the divertor to 
constrain the plasma-surface interaction. Taken from [7]. 
In the most basic sense, a tokamak is a vacuum chamber surrounded by powerful toroidal magnets 
that create magnetic fields in the range of several tesla. These magnetic fields trap the ionized 
plasma limiting its interaction with the vacuum chamber wall. Some plasma-wall interaction still 
occurs, which causes wall material damage and erosion. To mitigate the severity of the plasma-
wall interaction and to help keep better control of the plasma conditions, the tokamak is designed 
in the so-called divertor configuration [8], [9]. 
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In a tokamak that utilizes a divertor, two types of magnetic field lines can be distinguished. 
In the majority of the main plasma chamber, the plasma ions are trapped on closed magnetic field 
lines. Outside of the closed magnetic lines, there is the so-called separatrix (see Fig. 1.1). Beyond 
the separatrix, the field lines are not closed anymore. This serves two main purposes. Firstly, all of 
the plasma that crosses the separatrix follows the un-closed field-lines and ends up in the divertor. 
This allows for online removal of He ash, waste material, efficient heat-exhaust and efficient 
plasma-control. Secondly, by focusing the plasma that crosses the separatrix onto the relatively 
small area of the divertor plates, the majority of the plasma-wall interaction is constrained in the 
divertor area. As such, it has an overall smaller effect on the conditions of the core plasma. This 
focus of the plasma-wall interaction onto a small region of the tokamak forces us to make the 
divertor out of materials that must withstand the extreme plasma-wall interaction. 
 Many tokamaks using the divertor concept already exist. The current largest operating 
tokamak is JET. The JET tokamak has had many experimental campaigns in the past and it even 
had a D-T campaign, during which it proved that D-T fusion is feasible on Earth [10]. Still some 
challenges persist as the JET D-T campaign did not succeed in producing more power than it was 
needed to heat and ignite the plasma (Q = Pout/Pin < 1). Another D-T campaign is planned in 2021 
to achieve Q > 1 and to pave the way for the next generation fusion device ITER. As the output 
fusion power scales with machine size, a much larger tokamak (ITER) is currently under 
construction in Cadarache, France as a global international development project [11]. ITER is 
expected to achieve output power that is ten times greater than the power used for heating of the 
plasma (Q = 10) [12]. This will still be an experimental device and is not meant to produce 
electricity. The device that will produce electricity will be the next step fusion reactor, the so-called 
DEMO.  
1. 3. Plasma-wall interaction and materials of 
choice 
The choice of the materials that will face the brunt of the plasma-wall interaction in the tokamak´s 
divertor is strongly constrained by severe conditions present in the divertor region. Based on 
expected conditions in ITER, the materials in contact with the plasma must be able to handle:  
(1) Stationary power loads in excess of 15 MW/m2 and transient power loads in excess of 30 
MW/m2 [12], 
(2) high particle fluxes up to 1024 part/m2s that can cause significant material erosion, 
(3) steady state material temperatures reaching up to 1300 K and in excess of 2000 K during 
transient events, 
(4) the retention of hydrogen isotopes (HI) must be small. Significant retention can cause issues 
in regards to T self-sufficiency. Furthermore, it poses a public health and safety risk due to 
the radioactivity of T,  
(5) the material must be able to withstand large fluences of neutron irradiation throughout the 
lifetime of the tokamak. This means that the material physical characteristics (e.g. hardness) 
should not significantly change during the reactor’s lifetime. Other material characteristics, 
especially those regarding to HI retention should remain inside tolerances despite the 
neutron irradiation. The rate of material transmutation should be as low as possible, and its 
radioactive transmutation products should not be long-lived. 
These constrains limit the number of possible materials that can be used to only a few. 
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 The first option is carbon. Carbon composites were previously used in most of the fusion 
devices and also JET before its retrofit to a Be-W machine. Carbon composites have a very high 
melting temperature (~4000 K for graphite) and excellent thermal conductivity. They can also 
survive extreme temperature shocks that can be present during transient events. It has also been 
shown that although carbon composites suffer from strong erosion due to a chemical reaction 
between C and HI, the eroded material is promptly redeposited [13]. Still, the re-deposition does 
not come without issues. When carbon re-deposits in JET were studied it has been revealed that 
due to the chemical reactivity of C and HI, redeposits contained a large percentage of HI (0.1-0.4 
HI/C), significantly increasing the overall machine HI retention when using carbon composites as 
a plasma-facing material [14].  
 The second option is beryllium. Its main advantage is that it is a very good thermal 
conductor and that it is relatively cheap to produce. Also, its low Z-number means that if it is eroded 
and if it reaches the core-plasma it is completely ionized. Therefore, it would not cool the plasma 
with radiative emission (photons produced in electron atomic transitions). This means it is a good 
candidate for the first-wall material. Furthermore, it has already been decided Be will be used as a 
first-wall material in ITER. Unfortunately, its low melting temperature (~1500 K) and high HI 
retention disqualify it from being a candidate for the divertor plasma-facing material. Also, Be 
cannot withstand the severe neutron irradiation that is expected to be present in DEMO [15]. 
 The third and currently final option as a plasma facing material in the divertor region of 
ITER is tungsten (W). In the future DEMO fusion reactor, tungsten is foreseen to be the plasma 
facing material in the first wall and in divertor [8], [9]. It has extremely good thermal properties 
and a high melting temperature (~3700 K). It exhibits low intrinsic HI retention and low erosion at 
conditions that are expected in the divertor. There are two main drawbacks of using W. The first is 
the fact that in transient events the W wall is expected to achieve temperatures beyond its ductile 
to brittle transition (~700 K [16]), which can lead to cracking [17]. The second is that due to its 
crystalline structure it has some intrinsic HI solubility. This leads to a non-negligible HI retention 
and permeation through the material. The crystalline structure is also expected to be highly 
damaged by the 14 MeV neutrons coming from the D-T reaction. This so-called displacement 
damage creates traps for HI where atoms can be trapped and consequently increases HI retention 
by orders of magnitude compared to the pristine material [18], [19]. 
1. 4. Tritium issue in a fusion device 
Hydrogen isotope retention in fusion reactor walls is an important challenge that we face when 
trying to implement nuclear fusion as a power source. It is important due to two main reasons, both 
of them pertaining mostly to T. 
 T is a radioactive isotope of hydrogen, its core consisting of one proton and two neutrons. 
During its beta decay (half-life of ~12 years) it releases a total energy of 18.6 keV, where the e- 
carries 5.7 keV of energy on average and the rest is carried away by an antineutrino. The low energy 
carried by the beta particle means it is unable to penetrate human skin and is therefore not 
considered dangerous as long as it is not ingested. If ingested it can easily cause damage to internal 
soft tissues of the body. Unfortunately, as it is an isotope of hydrogen it is highly chemically 
reactive and binds easily with other atoms forming for example tritiated water (DTO) or other 
organically bound tritium (OBT) compounds [20], [21]. In these forms it poses a very important 
health and safety risk to the general public and is therefore strictly controlled by various regulatory 
bodies. In a tokamak environment, the possible release of tritium into the environment can come 
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from two main sources [22]. It can permeate through the materials that constitute the plasma-facing 
wall, entering the cooling systems. Another possible pathway of release is in the case of the rupture 
of the tokamak vacuum vessel, where the T retained in the wall material slowly desorbs from it.  
Another vital aspect of HI retention in future commercial fusion reactors is tritium self-
sufficiency. Due to the very short half-life of T it is not naturally occurring. Therefore, the T used 
as fuel will have to be produced on-site through various in-vessel T breeding techniques [23]. Due 
to the scarcity of T and its difficult production, it is of vital importance that a future fusion power-
plant is T self-sufficient. This means any losses of T by either retention in the walls of the reactor 
or by permeation through the plasma-facing materials to the cooling systems must be minimized 
as much as possible. 
In both cases the T that is retained in the walls and that could possibly even escape from 
the vacuum chamber is constrained by its interaction with the tungsten wall considering it as a 
plasma facing material in future fusion device. This explains why HI interaction with W is currently 
an actively researched topic in the fusion community. To be more specific, one of the most 
important and therefore also researched aspects of HI interaction with W is the retention and 
transport of HI in W that has suffered displacement damage. This research is motivated by the fact 
that the W wall in a future reactor will suffer displacement damage caused by 14 MeV fusion 
neutrons that originate from the D+T fusion reaction. Displacement damage has been shown to be 
important because HI retention increases by orders of magnitude compared to a pristine material 







2. Hydrogen retention in 
displacement-damaged tungsten 
In this chapter we will discuss various processes that lead to HI retention in metals, mostly focusing 
on W as it is the prime candidate as a future plasma-facing material in tokamak fusion reactors. 
We will start by giving a general overview of HI retention in metals while focusing on W. We will 
proceed to describe various types of lattice defects expected to be produced due to neutron 
irradiation that will be a major contributing factor to the overall in-wall HI retention. Finally, we 
will present the modelling tools needed to describe experimental findings related to HI retention in 
W. 
2. 1. Overview of hydrogen isotope retention in 
tungsten 
The first experiments that investigated HI retention in metals utilized various forms of HI gas 
loading, usually using H [27]. They have found that H retention in all metals is not trivial. Some 
metals showed large H retention even when gas loading was performed at fairly low temperatures. 
In others, gas loading had to be performed at very high temperatures to produce any measurable H 
retention. This was explained by the introduction of solution enthalpy. Negative solution enthalpies 
are associated with metals in which H is not soluble, while for positive solution enthalpies the 
opposite holds true [27]. The higher the absolute value of the enthalpy the more un-/soluble H is in 
a specific metal.  
 In the following decades with the advancement of technology, other ways of exposing 
metals to hydrogen were developed and utilized. These involve apparatus which can produce 
massive fluxes of directed plasma with relatively low HI energy such as linear plasma devices (e.g. 
[28]). One can also find instances, where materials are exposed to much lower fluxes of HI ions, 
but the ions have much higher energies (e.g. [29]). Such experiments found, that the resulting HI 
retention can be drastically different than what one expects from the simple enthalpy-of-solution 
picture. Focusing on W, several effects come into play when these less-gentle ways of HI exposure 
are used, which can drastically increase the amount of HI retained in the W material. The first and 
simplest is that HI ions with sufficient energy (>5 eV/HI) can penetrate directly into the bulk of the 
material [30], thus bypassing the surface processes related to the uptake of HI which are very slow 
in the case of W [31]–[33]. If the flux of impinging HI ions, which can penetrate directly into the 
bulk is sufficient, the concentration of HI at the implantation depth can be extremely high. 
Furthermore, a very high concentration can lead to spontaneous creation of lattice defects [34] 
which in the most extreme cases can lead to the formation of the so-called HI super-saturated layer 
[35]. Similarly, if the energies of HI ions are high enough, they can displace W atoms from their 
proper place in the crystal lattice which leads to the collisional creation of lattice defects [24]. As 
has been shown, lattice defects drastically increase HI retention compared to HI retention in a 




Figure 2.1: A schematic potential of the H (blue)/H2 (red) interaction with the W material. The interaction is divided 
into the surface and bulk regions. The y-axis represents the energy potential of the interaction, while the x-axis 
represents the interaction coordinate (q). 
A simplified interaction picture, which includes both the effects of the surface and the bulk and all 
of the related processes, is schematically presented in Fig. 2.1 as a one-dimensional energy 
potential. The potential in red describes the interaction of a HI molecule with the material, while 
the blue curve describes the interaction of the material with a HI atom or ion. Focusing on the 
interaction of the molecule first, one can see that the molecule can only interact with the W surface 
and cannot penetrate into the bulk of the material. Its potential is characterized by a single minimum 
which describes the process of molecule physisorption. Physisorption is very weak, therefore the 
molecule can quite easily escape this state. However, it is also very likely that through the 
interaction with the W surface, the molecule will break up into its constituent atoms. These interact 
with the material surface much more strongly. This is illustrated with a much deeper energy 
minimum closer to the surface that corresponds to chemisorption of HI atoms to the surface. This 
strong surface interaction can lead to relatively high HI surface coverages that for W lead to high 
HI retained amounts on the order of 1019 atoms/m2 and can be comparable to the HI retention in 
the bulk [24], [36]. When a HI atom is in a chemisorption W surface site its energy is characterized 
by the chemisorption energy 𝐸𝑐ℎ. Previous investigations have shown that this energy can range 
from 0.5 to 1.1 eV [31]–[33], [37], [38]. A HI atom can leave the surface through various processes 
like abstraction or desorption [31]–[33], [37] or if it has sufficient energy it can also jump to the 
bulk of the material. The energy needed to achieve this jump is characterized by 𝐸𝑐ℎ + 𝐸𝑏𝑢𝑙𝑘, where 
𝐸𝑏𝑢𝑙𝑘 is approximately 1.4 eV [39]. As these energies are quite high, for experiments that use HI 
molecule or sub eV atom loading, the surface processes are rate-limiting for D atoms transport in 
the bulk. Therefore, such experiments are only possible at very high exposure temperatures. For 
instance, loading of W samples with D atoms with energies of 0.28 eV was performed at 600 K 
[33], [40]–[42]. These aforementioned energies are tied to the solution energy (closely related to 
solution enthalpy) as 𝐸𝑠𝑜𝑙 = 𝐸𝑐ℎ + 𝐸𝑏𝑢𝑙𝑘 − 𝐸𝑑𝑖𝑓𝑓. Here, 𝐸𝑑𝑖𝑓𝑓 is the diffusion energy, which 
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corresponds to the periodic potential in the bulk of the material which is schematically shown in 
Fig. 2.1.  
Diffusion in the bulk is important when a HI atom/ion penetrates from the surface into the 
bulk it is now able to diffuse through the lattice deeper into the material. For W, the diffusion 
energy was experimentally determined to be 0.39 eV [39], however ab initio simulations predict a 
lower energy in the 0.2 eV range [43]–[45]. New experiments indicate that the diffusion energy is 
0.28 eV [46]. As the HI atom/ion diffuses throughout the material it will sooner or later encounter 
a lattice defect. The defects can be present naturally when dealing with a polycrystalline sample or 
can be induced by energetic ion and neutron irradiation or by other means, such as through 
introducing strain to the material. Created defects can range from point defects like vacancies and 
vacancy clusters to higher-dimensional defects like dislocations (lines and loops). Other intrinsic 
defects such as grain boundaries can also be present in the material. Defects have been shown to 
drastically increase the overall HI retention in the material [24]–[26]. This is attributed to the fact 
that they tightly bind the HI atoms/ions that come into their close proximity. The strength of the 
trapping can be characterized by a trapping energy 𝐸𝑖
𝑡𝑟𝑎𝑝
 that mainly depends on the defect type i. 
In the next section we will present some of the lattice defects that have been recognized as 
important to HI retention in W. 
2. 2. Lattice defects in the bulk of tungsten 
2. 2. 1. Dislocations 
 
 
Figure 2.2: Various types and classifications of dislocation type defects are shown. In red an edge dislocation is shown 
which is of the vacancy type. The missing plane is drawn in black. A dislocation loop of the interstitial type is drawn 
in blue. Taken from [47]. 
Dislocations are linear crystallographic defects or irregularities within a crystal structure which 
contain an abrupt change in the arrangements of atoms. Dislocations must extend to a free edge or 
form a loop [47]. The change in atomic arrangement can be caused by atoms missing from their 
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proper lattice positions (vacancy type dislocation) or by additional atoms that have been dislodged 
from their lattice positions and are now mobile. The difference between the two can be seen in 
Fig. 2.2. The difference between a dislocation loop and a dislocation extending to a free edge is 
also shown on the same example in Fig. 2.2. An edge dislocation of a vacancy type is shown 
encapsulated in the red rectangle. One can see that an atomic plane is missing, which is marked 
with a black line. The dislocation resolves itself on a free surface such as the material surface or 
more commonly on a grain boundary (not shown in the figure). It is of the vacancy type because a 
plane is missing. If a plane of atoms was additionally inserted where the black line is drawn, the 
dislocation would be considered as being of the interstitial type. Encapsulated in a blue rectangle a 
dislocation loop of the interstitial type is drawn. As one can see it resolves itself as a loop. One can 
also observe that four additional self-interstitial atoms (SIA) are inserted into the lattice which is 
why it is of the interstitial type. 
Useful concepts when trying to define the shape and type of dislocation type defects are the 
Burgers circuit and the Burgers vector, b. The Burgers circuit is a crystal sub-lattice defined by an 
atom-to-atom path that contains the full dislocation. It is shown in Fig 2.3a. If the same circuit 
would be drawn in a perfect crystal lattice, the closure failure of the circuit would define the 




Figure 2.3: The Burgers circuit is shown in (a) for a vacancy type edge dislocation. The atom-to-atom path encircling 
the dislocation is drawn with black arrows. If the missing atom plane is inserted back to form a perfect crystal lattice 
one can determine the Burgers vector, b. This determination is drawn in red in (b). 
Dislocations can form relatively large structures as they can contain even hundreds of 
self-interstitial atoms (SIA) or vacancies as shown by simulations [48]–[51]. This means that the 
crystal lattice stress field they cause can easily be observed using various electron microscopy 
techniques, e.g. Transmission Electron Microscopy (TEM). The fact that they are directly 
observable makes them a subject of frequent study in relation to how they are affected by different 
irradiation conditions [41], [52]–[56]. In the experiment made by Chrominski et al. [52], W 
samples were irradiated with 20 MeV W ions at room temperature with various W ion fluxes. An 
areal density of approximately 1014 m-2 was observed in the sample using the TEM technique. By 
dividing the experimental areal density of dislocations with the areal density of tungsten we 
determine the concentration of created dislocations being approximately 10-3 at. %. This can be 
considered as a typical value for dislocation densities in MeV W irradiated tungsten. 
Another important aspect we must consider when trying to understand how specific defect 
types will behave during irradiation or at elevated temperatures is their mobility and their 
interaction with other defect types. With respect to dislocation mobility one of the more important 
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interstitial type dislocations is the so-called crowdion configuration [50], [51], [57], [58]. 
Crowdions are tightly bound interstitial type dislocation loops that can be described with a Burgers 
vector equal to 𝒃 =  𝑎 2⁄ 〈111〉 [50], [57], [58]. Due to their stability (binding energy around 1 eV 
in W [51]) and high mobility even at low temperatures they dominate dislocation and SIA mobility 
in many metals. In α-Fe the onset of their mobility has been experimentally observed even at 
temperatures as low as 30 K [59]. This was later confirmed by atomistic simulations [50], [51], 
[57], [60]. Similar behaviour is expected in tungsten as was shown by Molecular Dynamics 
simulation by Derlet et al. [61].  
The recovery of a pristine lattice structure with increasing material temperature in tungsten 
occurs in a step-wise manner [55]. Each step (also referred to as a damage recovery stage) is defined 
by the typical energies (e.g. diffusion) of the defects involved. The onset of SIA mobility is often 
associated with displacement damage recovery stage I, which occurs below 200 K [55], while 
release of SIA from various SIA sinks between 200 K and 600 K is often associated with recovery 
stage II [55], [62]. 
2. 2. 2. Single vacancies 
In contrast to dislocation type defects, single vacancies are point defects (without dimensionality). 
They are formed when a single lattice atom is ejected from its position and becomes a mobile SIA. 
Due to the crystal lattice symmetries of the bcc W lattice, the single vacancy position is usually 
represented as an atom missing at the 𝑎 2⁄ (1, 1, 1) position. A perfect W crystal lattice is shown 
in Fig. 2.4a while the lattice with a single vacancy is shown in Fig. 2.4b. 
 
 
Figure 2.4: Pristine W bcc lattice is shown in (a) while the lattice with a single vacancy (green cube) is shown in (b). 
Compared to SIAs, single vacancies are much less mobile. Diffusion of various lattice defects and 
impurities in metals is often assumed to be a thermally activated process that can be described with 
the Arrhenius equation. This means diffusion factor 𝜐𝑑𝑖𝑓𝑓
𝑣𝑎𝑐  is characterized with a pre-exponential 
frequency factor 𝜐0













In the case of single-vacancies in W, it was shown by Rasch et al. that 𝜐0
𝑣𝑎𝑐 =  5.5 × 1012 s-1 and 
𝐸𝑑𝑖𝑓𝑓
𝑣𝑎𝑐 = 1.7 eV [63]. Experimentally, the onset of vacancy mobility was measured at around 500-
600 K [64] and is often associated with displacement damage recovery stage III [55]. As single 
vacancies become mobile they can annihilate with various sinks such as grain-boundaries, or they 
can agglomerate into larger structures such as vacancy clusters. 
2. 2. 3. Vacancy clusters 
Vacancy clusters are bound agglomerations of several single vacancies. Such agglomerations can 
occur in dense collision cascades at any material temperature, or they can be created when 
vacancies become mobile and they start to coalesce at temperatures above 500 K. They can be 
roughly divided into small vacancy clusters, when the number of single vacancies they bind is less 
than 15, and large vacancy clusters if the number of bound vacancies exceeds 15 [62]. 
 
 
Figure 2.5: Vacancy cluster binding energies as a function of the number of captured single vacancies is shown in (a) 
based on various DFT and MD calculations [58], [65]–[68]. We see that the results of various studies are fairly 
inconsistent. To reduce the data scatter, we have calculated the mean and the variance of the data for each cluster 
size. This, alongside the capillary approximation (equation 2.2) and the analytical fit (equation 2.3) is shown in (b). 
At elevated material temperatures, vacancy clusters agglomerate by swallowing up free mobile 
single vacancies, but they also start to dissociate by re-emitting previously bound single-vacancies. 
The temperature needed for a cluster to become unstable is related to the binding energy of a 
single-vacancy to the cluster, which is dependent on the cluster size [58], [65]–[68]. In Fig. 2.5, 
the calculated dependence of the binding energy of a cluster on its size is shown. Results of several 
Molecular Dynamics (MD) and Density Functional Theory (DFT) calculations are plotted [58], 
[65]–[68]. A summary of these calculations for binding energies is shown in Fig. 2.5a. As can be 
seen as a general rule of thumb, the binding energy of a cluster rises with its size. 
As one can see the scatter in the results is quite large, therefore we have summarized them 
by calculating the mean binding energy for each cluster size. The mean is plotted in Fig. 2.5b as 
black connected dots. The uncertainty of the mean represents the variation in the calculation results. 
The so-called capillary approximation is also shown [65] drawn as a dotted red line. The 
approximation is an empirical model that assumes that clusters are spherical objects, and as such, 
their binding energy is proportional to their surface area. Such an approximation is expected to be 
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suitable when number of single vacancies in the cluster is very large, n ≫ 1. According to [65] the 
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+ 𝐸𝑓𝑜𝑟(1), (2.2) 
 
where 𝐸𝑏𝑖𝑛𝑑(2) = −0.1 eV is the binding energy of a di-vacancy and 𝐸𝑓𝑜𝑟(1) = 3.23 eV is the 
formation energy of a single vacancy. An analytical best fit is also shown, drawn as a full red line. 
The analytical fit can be written as:  
 
𝐸𝑏𝑖𝑛𝑑
𝑛 = 𝐸0 √𝑛 − 2.8, (2.3) 
 
where 𝐸0 = 0.5 eV and n is the number of captured single-vacancies. From equation 2.3 and from 
the atomistic calculations we can state, that di-vacancies are either not stable at all or are only very 
weakly bound [58], [65]–[68]. Furthermore, some of the listed studies [58], [65], [67] even report 
a repulsive force between two neighbouring single vacancies. This repulsive interaction would 
mean that during recovery stage III (after the onset of single vacancy mobility) no new vacancy 
clusters are created. Instead, single vacancies are absorbed into existing cluster, which in term grow 
in size and become more stable. 
 Still, as material temperatures become high enough (above 500 K), vacancy clusters will 
begin to dissociate. This process begins when a vacancy cluster emits a single vacancy. By emitting 
a single vacancy, the cluster becomes less stable and it emits another single vacancy. This continues 
until the entire cluster dissociates into many single vacancies. As single vacancies are mobile at 
these temperatures, they eventually come across larger vacancy clusters that are still stable and 
they are absorbed by them. The process of unstable vacancy cluster dissociation and agglomeration 
of emitted single vacancies into stable clusters is sometimes associated with recovery stage IV 
(800-1100 K) and recovery stage V (1200-1500 K) [55] although the exact mechanism of these 
recovery stages is still unknown. 
2. 3. Hydrogen isotope interaction with tungsten 
We have presented on overview of the defects that are expected to be present in the material and 
how they evolve with temperature. For this work we must understand how hydrogen isotopes 
interact with a W material that contains defects. First, we will explain the mechanism that governs 
HI mobility, after which we will talk about the interaction between HI and the defects that are 
created during irradiation. 
2. 3. 1. Hydrogen isotope bulk diffusion 
Mobility of hydrogen isotopes in metals is associated with thermally activated hopping between 
interstitial sites. Interstitial sites are positions in the crystal lattice that can be occupied by atoms 
and that have a particular symmetry associated with them. In W, which has a bcc lattice, there are 
two interstitial sites that are available for hydrogen isotope mobility. The first is the tetrahedral 
interstitial site (TIS) whose position is shown in Fig. 2.6a as a green sphere, while the octahedral 
interstitial site’s (OIS) position is shown in Fig. 2.6b. Due to crystal symmetries a W bcc unit cell 
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contains 12 TIS and 6 OIS per unit cell. This corresponds to number densities of 𝑛𝑇𝐼𝑆 = 600 at.% 
and 𝑛𝑂𝐼𝑆 = 300 at.%. The distance between two neighbouring TIS and OIS is 𝜆 = 𝑎 √8⁄ = 1.1 Å 
and 𝜆 =  𝑎 √2⁄ = 1.8 Å respectively [45]. Here, a = 3.2 Å is the lattice constant of W. 
 
 
Figure 2.6: The position and symmetries of the tetrahedral (a) and octahedral (b) interstitial site. 
The first self-consistent description of interstitial diffusion has been described by Wert and Zener 
[69]. Here, we will use a slightly modified notation where the diffusion coefficient can be written 
as [31], [70]: 
 
𝐷(𝑇) =  𝑛𝑇𝐼𝑆/𝑂𝐼𝑆𝜆
2𝜐𝑚(𝑇). (2.4) 
 
Here, 𝑛𝑇𝐼𝑆/𝑂𝐼𝑆 is the number density of either TIS or OIS, 𝜆 is the distance between two 
neighbouring interstitial sites as given above for TIS and OIS and 𝜐𝑚(𝑇) is a thermally activated 
jumping frequency. Equation 2.4, can simply be flipped around and re-written as an Arrhenius term 










This formulation is the same as the formulation of vacancy mobility (see equation 2.1) and will 
prove beneficial in the next subsections. 
The first experimental measurement of the diffusion coefficient of HI in W was made by 
Frauenfelder [39]. A large W cylinder was exposed to hydrogen gas with pressure equal to 
p  =  0.8 bar. To measure the temperature dependence of the diffusion coefficient, the exposure 
was done at several temperatures between 1120 and 2080 K. The diffusion pre-exponential 
coefficient for hydrogen was determined to be 𝐷0 = 4.1 × 10
−7 m2s-1 and the associated 
characteristic energy 𝐸𝑑𝑖𝑓𝑓 = 0.39 eV.  Recently, another experiment with a similar gas-loading 
setup as Frauenfelder [39] was performed by Holzner et al. [46]. They have measured 
𝐷0 =  2.06 × 10





Figure 2.7: Temperature dependence of diffusion coefficients for hydrogen in bulk as measured by Frauenfelder [39] 
and Holzner et al. [46] and as calculated by several DFT calculations [43], [45], [71]. 
The temperature dependent diffusion coefficient was also calculated using atomistic simulations 
such as density functional theory (DFT). By employing DFT together with additional techniques 
such as Nudged Elastic Band and Transitional State Theory one can determine the energy barrier 
of different diffusion pathways and the frequency pre-factors associated with them. By using these 
techniques, Fernandez et al. [45] have determined that the OIS is actually a saddle point and not a 
local minimum and as such cannot be considered as a stable interstitial position for hydrogen. They 
have also determined that the OIS is not a transition state between TIS-TIS diffusion as the 
hydrogen energy barrier for TIS-OIS-TIS transition is approximately 0.4 eV [45], [71] and the 
transition path between neighbouring TIS with the lowest energy barrier has been found to be 
𝐸𝑑𝑖𝑓𝑓 =  0.2 eV. The associated pre-exponential diffusion constant has been found to be 
𝐷0 =  1.9 ×  10
−7 m2s-1. Other results were reported by Heinola et al. [71] where 
𝐷0 =  5.2 ×  10
−8 m2s-1 and 𝐸𝑑𝑖𝑓𝑓 =  0.21 eV and by Johnson et al. [43] who derived that 
𝐷0 =  8.93 × 10
−7 m2s-1 and 𝐸𝑑𝑖𝑓𝑓 =  0.38 eV. All three DFT-derived diffusion coefficients are 
plotted alongside the diffusion coefficient derived by Frauenfelder and Holzner in Fig. 2.7. 
Comparing all of the derived parameters of diffusion, it can be seen that the values derived by 
Frauenfelder seem to stand out from the rest of the measurements/simulations at low temperatures. 
Possessing the knowledge we have today, we realize that the experimental design by Frauenfelder 
was not flawless, as the diffusion coefficient was most likely influenced by the hydrogen 
interacting with intrinsic lattice defects present in the material. 
Up until now we have talked only about hydrogen diffusion, but the diffusion coefficients 
of D and T are also needed as they are the fusion relevant HI. At this point an assumption is often 
made [31]–[33], which is that the energy parameters of the HI isotope interaction with W are the 
same for all hydrogen isotopes. Meanwhile, the pre-exponential factors must be scaled by the 
masses of the isotopes to account for the fact that D and T are heavier than H: 
 
𝐷0








This assumption was tested by the experiment of Holzner et al. [46]. They have measured 
𝐷0
𝐻 =  2.06 × 10−7 m2s-1 and 𝐷0
𝐷 = 1.60 × 10−7 m2s-1. The ratio between the two measured 
quantities is 1.29 which is very close to √𝑚𝐷 𝑚𝐻⁄ =  √2 = 1.41. 
2. 3. 2. Hydrogen interaction with lattice defects 
Hydrogen isotopes that hop between interstitial sites are considered as mobile, because the energy 
associated with their diffusion is low compared to the energetics of other interactions between HI 
and W. One of these other important process in the HI and W interaction picture is HI trapping in 











2 is the sink strength of defect type i, 𝐷 is the diffusion coefficient and 𝑐𝑚 and 𝑐𝑖 are the 
concentrations of mobile and trapped HI, respectively. For HI to become trapped it must jump from 
a TIS to a defect which means that the rate of jumping must be proportional to the diffusion constant 
D. The sink strength for spherical absorbers that trap impurities that diffuse in 3-D (such as HI) 
can be written as a recursive expression [72]–[74]: 
 
𝑘𝑖
2 =  4𝜋𝑅𝑖𝑛𝑖(1 + 𝑅𝑖𝑘𝑖,𝑡𝑜𝑡), (2.8) 
 
where 𝑛𝑖 is the concentration of defect type i and 𝑅𝑖 is the so-called capture radius. If a HI hops 
inside the capture radius of a defect it will become trapped, otherwise it will not. The quantity 𝑘𝑖,𝑡𝑜𝑡 
is the sum of the sink strengths for all processes that defect type i is involved in. If the process of 
HI trapping in defect type i is the only possible interaction 𝑘𝑖,𝑡𝑜𝑡 = 𝑘𝑖, but that is generally not the 
only option. For instance, vacancy clusters are considered sinks for both single vacancies and for 
HI. When a defect acts as a sink for several lattice objects, the total sink strength can be calculated 
as 𝑘𝑖,𝑡𝑜𝑡
2 = ∑𝑘𝑖,𝑗
2 , where the summation goes over all lattice objects j that interact with defect type 
i as a sink. 
 Another simplified approach is often used [70], [75]. In this approach the HI can become 
trapped if it jumps to a TIS that is neighbouring the defect. The rate of transition from a TIS to a 
defect is considered to be the same as if the HI would be transitioning between two neighbouring 
TISs, therefore it is characterized by the same 𝜐𝑚 which was defined in equation 2.5. The trapping 
probability is also proportional to the amount of mobile HI characterized by their concentration 
𝑐𝑚. Another distinction must be made at this point. The defect types we have talked about so far 
are considered saturable, which means that they can contain only a limited amount of HI atoms. 







= 𝜐𝑚(𝑇)𝑐𝑚(𝑛𝑖 − 𝑐𝑖). (2.9) 
 
The saturable nature is represented by the term in the round brackers as it prohibits the defect to 
capture additional HI if there are no further available empty defects (𝑛𝑖 is the total density of defect 
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type i). In principle unsaturable defects also exist [76]. This means they act as sinks without regard 
to how much HI they have already captured. Such defects usually have large free volumes and act 
as free surfaces inside the material, what could be the case for bubbles or blisters [76]. The trapping 







= 𝜐𝑚(𝑇)𝑐𝑚𝑛𝑖. (2.10) 
 
Notice that the trapping of HI in unsaturable defects follows almost the same equation, except that 
the trapping rate is independent of the amount of HI already trapped in the defect. 
 
 
Figure 2.8: A schematic representation of the energy landscape of both HI-defect interaction pictures. In the classical 
picture (a) each defect type can trap only one HI and the de-trapping energy is completely defined by the defect type. 
In the fill-level picture (b) each defect can trap several HI and the de-trapping energy of the HI depends both on the 
defect type and on the amount of HI trapped in the same defect. All of HI trapped in the same defect have the same de-
trapping energy. 
The trapped HI also have a finite probability that they will escape from the defect they are trapped 
within. This probability is defined by the so-called de-trapping energy. The de-trapping energy of 
the HI is not solely defined by the defect type as two HI-defect interaction pictures exist. The 
energy landscape of both defect-HI interaction is shown in Fig. 2.8. The first interaction picture is 
the so-called classical picture and is shown in Fig. 2.8a. The interaction picture assumes that each 
defect can trap only one HI and that the de-trapping energy is completely determined by the defect 
type. This interaction picture has seen much use in the literature [31]–[33], [77]–[80] as it was the 
first interaction picture available to modellers. However, when this interaction picture was used to 
describe a HI exchange experiment it faced serious issues. The experiment in question was 
described by Schmid et al. [81]. The samples were irradiated with 20 MeV W ions in order to create 
displacement damage. Afterwards, the displacement damage was first decorated with D exposure 
performed at 450 K. Afterwards, an additional H exposure was performed at the same temperature, 
during which the amount of retained D was monitored. The experiment showed that the D initially 
trapped in displacement damage was slowly replaced by the H. While this was expected and fully 
in line with the classical interaction picture when it comes to D that was trapped in defects with 
low de-trapping energies, significant HI exchange was also observed in defects where no exchange 
was expected because the de-trapping energy was expected to be too high for exchange to occur at 
the exposure temperature of 450 K. 
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This lead to the development of a new model which is often called the fill-level dependent 
model [75]. Its energy diagram is shown in Fig. 2.8b. The essence of this interaction is that each 
defect type can trap several HI and that the de-trapping energy is dependent not only on the defect 
type, but also on the amount of HI that are trapped in the defect. Such an interaction picture was 
first proposed by Myers et al. [29], [82] and by later follow-up DFT simulations for HI trapping in 
vacancies [44], [45], [83] and vacancy clusters [84]. Such an interaction picture could explain the 
experimental behaviour observed in the HI exchange experiment [81]. The choice which of the 
interaction pictures to pick for the modelling influences the number of independent defect types 
we will get in the material. Less defect types (with more fill-levels each) are needed to describe the 
same experiment when using the fill-level picture compared to the classical picture.  
Similar to trapping of HI into defects, de-trapping can also be described by macroscopic 
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𝑖,𝑗  exp (−
𝐸𝑖,𝑗
𝑘𝑇
) . (2.12) 
 
Equation 2.11 describes de-trapping in the classical picture and 2.12 in the fill-level picture. At 
first the de-trapping formulas in both cases are very similar. However, the difference is in the 
interpretation. In the classical picture, if a defect de-traps a HI, it becomes empty. In the fill-level 
picture, if a defect at fill-level j de-traps a HI, the defect fill-level now becomes j – 1 and the defect 
is not necessarily empty.  
The rate of de-trapping from defect type i and fill-level j is proportional to the amount of 
HI that is trapped within defect type i at fill-level j - 𝑐𝑖,𝑗. It is also proportional to an Arrhenius term 
characterized by a pre-exponential frequency constant 𝜐0
𝑖,𝑗
 and to a corresponding de-trapping 
energy which is a sum of the diffusion barrier and the binding energy of the HI to the defect type i 
- 𝐸𝑖,𝑗 = 𝐸𝑑𝑖𝑓𝑓 + 𝐸𝑖,𝑗
𝑏𝑖𝑛𝑑. As the de-trapping and binding energies depend both on defect type and 
on fill-level, they are represented by the indexes i and j, respectively. 𝜐0
𝑖,𝑗
 is the frequency pre-
factor associated with HI de-trapping for defect type i and fill-level j. Although this allows for 
different pre-factors for different defect types and fill-levels, it is most commonly taken as if this 
frequency is the same for all defect types, and that its value is typically 𝜐0
𝑖,𝑗
= 𝜐0  = 10
13 s-1 [31]–












we can define the characteristic time-scale of HI de-trapping at a certain temperature based on its 
de-trapping energy. It is defined as:  
 
𝜏 = (𝜐0









With this quantity we can establish if a specific defect type is expected to hold any HI after the HI 
exposure of a material is finished and the material is held at the exposure temperature for a specific 
amount of time. We can arbitrarily state that the rate of HI de-trapping from the defect is significant 
enough for the defect to be unoccupied after some time if the characteristic time scale is larger or 
equal to one hour. With this we will be later able to establish at what temperature HI de-trapping 
from a defect type becomes significant, based on its de-trapping energy. 
The de-trapping energies for most of the note-worthy (in respect to HI retention) lattice 
defects are presented in Fig. 2.9. The energies that are presented have mostly been calculated by 
DFT or some other atomistic simulation technique. The data for single vacancies have been taken 
from [44], [45], [83], for vacancy clusters from [84] and for dislocation loops from [48], [49]. This 
data is only schematically drawn to highlight the trend of de-trapping energies for additional 
trapped HI in each defect. To the authors’ best knowledge there are no calculations made for 
dislocation lines, as it is generally thought that their de-trapping energies are too low to contribute 
to HI retention in a significant way. Another possible data source for de-trapping energies of HI in 
defects are of course experimental results. Unfortunately, as HI retention in experiments cannot be 
attributed to a specific defect type with absolute certainty, the de-trapping energies found in 
experiments are not included in the diagram. 
 
 
Figure 2.9: Diagram of de-trapping energies for various defect types and number of trapped HI. On the right side of 
the diagram the de-trapping energies for various defect types are presented as bands. Data for dislocation loops were 
taken from [48], [49], for single vacancies from [44], [45], [83] and for vacancy clusters from [84]. 
The de-trapping energies of dislocation loops have been calculated to range from 0 to 1 eV, 
depending on the number of SIA trapped in the dislocation and on the number of HI trapped in the 
dislocation. Calculations show [48], [49] that the first few HI trapped in the same dislocation loop 
do not affect each other which is why the de-trapping energy is constant at first. After a certain 
number of trapped HI is reached the HI-HI repulsion becomes non-negligible and the de-trapping 
energy of subsequently trapped HI starts to fall. This threshold number of trapped HI depends on 
the size of the loop. The more SIA are bound in the same loop, the higher the threshold number 
and the larger the overall number of HI that can be trapped in the loop. The size of the loop also 
influences the de-trapping energy of the first few HI that are trapped in the loop. The larger the 
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loop is, the higher the de-trapping energy for HI. At sufficiently low temperatures a very large 
dislocation loop can easily capture thousands of HI. Based on equation 2.14 and on the time 
condition set to 𝜏 = 1 h, we can state that de-trapping of even the most tightly bound HI is significant 
at hold temperatures above 300 K, therefore dislocation loops are not expected to retain much HI 
at room temperature and above. 
Single-vacancies also show the behaviour that with more trapped HI the de-trapping energy 
of each subsequent HI falls. The de-trapping energies determined from literature [43], [45], [66] 
can be summed up into two general de-trapping energy bands that extend from 0-0.6 eV for 7-12 
trapped HI and a band extending from 1-1.6 eV for 1-6 trapped HI. Based on the highest possible 
de-trapping energy, single-vacancies are expected to lose all of their retained HI at hold 
temperatures above 480 K. 
 Vacancy clusters exhibit similar behaviour to dislocation loops in the sense that the de-
trapping energies of HI rise with the amount of single vacancies bound to the cluster. This cannot 
be seen in Fig. 2.9 as the de-trapping energies for only one clusters size (𝑛 = 10) is shown. The 
interested reader can find more details in Ref. [84]. Clusters can capture many HI although their 
de-trapping energy falls quickly with each additional trapped HI. The de-trapping energies for 
vacancy clusters of different sizes and with different numbers of trapped HI can be summed up into 
one large energy band from 0-1.9 eV. Based on the maximum de-trapping energy, vacancy clusters 
are expected to lose all retained HI at hold temperatures above 700 K.  
2. 4. Macroscopic rate-equation modelling 
To take advantage of the knowledge we have gained in the previous sections, we have to implement 
it into a self-consistent modelling tool. Many modelling frameworks exist for describing HI 
interaction with tungsten like Molecular Dynamics (MD), DFT, Object Kinetic Monte Carlo 
(OKMC) and Macroscopic Rate Equations (MRE). The most fundamental ones are atomistic 
simulations like MD and DFT. These tools allow the study of very specific and constrained 
problems like calculating the binding energies of HI to single vacancies [43], [45], [71] in great 
detail. However, they do not allow the study of problems that are macroscopic in the spatial or 
temporal dimension, such as macroscopic HI diffusion and long-term HI retention in materials. 
This limitation comes from the great amount of detail that each simulation has to consider. This 
limits the simulation time to be in the ps-ns range and limits the size of the simulated system to a 
few crystal unit cells. These limitations prohibit us to use these tools when trying to understand 
macroscopic processes such as diffusion and retention of HI. However, these tools are still very 
useful in helping us to determine the characteristic energy barriers and rates associated with 
macroscopic processes.  
These characteristic features of the HI-material interaction can be incorporated into other 
tools that are able to describe macroscopic HI behaviour. Two of the most often used are MRE and 
OKMC. Both tools rely on the fact that the majority of the macroscopic behaviour can be described 
as thermally activated rates as described in equations 2.9-2.12. The difference between MRE and 
OKMC is significant. OKMC is able to track individual objects in a lattice (HI, defects, 
impurities, …) and is thus extremely well suited to describe experiments where evolution of the 
objects is important. The formalism is most commonly used to describe clustering, dissociation 
and creation of defects [65], [86], [87] based on parametrization derived from MD and DFT. Due 
to the level of complexity needed for tracking many individual impurities at once OKMC is usually 
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limited to system sizes up to a few micrometres and to times of thousands of seconds for a CPU 
time of a few hours [88]. 
 In contrast to OKMC, MRE codes like TESSIM [79], MHIMS [70] and TMAP [89] can 
describe processes with characteristic time scales in the order of days and characteristic spatial 
scales of millimetres with a CPU time in the order of hours. This can be achieved due to the fact 
that in MRE the complexity of tracking individual objects is replaced by tracking the 
concentrations/densities of the objects. This obviously doesn’t enable direct and precise study of 
complex processes such as defect creation and evolution. However, this loss is at the benefit of 
MRE being able to replicate experimental schemes with many different steps and procedures. 
Additionally, many complex processes can be described by simplifications that fit well into the 
MRE simulation scheme, without sacrificing much precision or understanding. 
 In this doctoral work we will have to deal with experiments that contain several irradiations, 
HI exposures and other steps that would influence HI retention in the samples. For this reason, we 
have decided that MRE approach is best suited for our specific case, which is why we will, from 
now on, focus on macroscopic rate equations. Additionally, the experiments used for this doctoral 
work can be described as one-dimensional (1D). This allows us to further simplify the general 3D-
MRE approach to 1D-MRE.  
In the 1D-MRE approach the equations governing the behaviour of hydrogen isotope are 
based on an 1D energy potential of the HI atom-W interaction. The energy potential is 
schematically shown in Fig. 2.10. 
 
 
Figure 2.10: The energy potential as a function of reaction coordinate q that describes the interaction between HI and 
the W material. It is divided into the bulk and the surface region. 
The interaction between the HI and the W material can be divided into two distinct regions.  
The first region that we will describe is the W bulk. The overall retention of HI retained in 
the W bulk can be divided into two populations, being the population of HI trapped in the lattice 
defects – 𝑐 – and the population of mobile HI that diffuse through interstitial sites – 𝑐𝑚. Both 
populations are not independent as mobile HI can become trapped as well as trapped HI can de-
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trap and thus enter the mobile population. The population of mobile HI is governed by equation 
















The first term in the equation is a simple diffusion term. The diffusion of 𝑐𝑚 can be driven by a 
gradient in the concentration of mobile particles or it can be driven by a temperature gradient in 
the material, that causes a gradient in diffusivity – the so-called Soret effect [90]. Although this 
effect could have a significant impact on HI retention and transport in future fusion reactors [90], 
in a laboratory setting no temperature gradient is present in the sample which means one can 













The last term represents trapping and de-trapping of mobile HI. This interaction occurs with various 
defect types denoted with index i. The second term represents a source term for mobile HI. If during 
an exposure HI are not implanted directly into the W bulk, this term is 𝑆(𝑥) = 0, otherwise it can 





(1 − 𝑅)𝜗(𝑥, 𝑡). (2.17) 
 
𝛤𝐻𝐼 [1/m
2s] is the flux of impinging HI particles and 𝜌𝑊 [1/m
3] is the number density of tungsten. 
𝜗(𝑥) [1/m] is the implantation depth profile which is usually calculated by a binary-collision 
approximation based Monte-Carlo code called SRIM [91]. R [1] is a reflection coefficient of HI 
from the W. Based on how 𝑆(𝑥, 𝑡) is defined, all concentrations in our MRE formulation are 
normalized to the number density of tungsten and therefore their units are [at.%]. 
 In the classical HI-defect interaction picture the trapping/de-trapping part of equation 2.16 




= 𝜐𝑚(𝑇)𝑐𝑚(𝑥, 𝑡)(𝑛𝑖(𝑥, 𝑡) − 𝑐𝑖(𝑥, 𝑡)) − 𝑐𝑖(𝑥, 𝑡)𝜐0
𝑖  exp (−
𝐸𝑖
𝑘𝑇
) . (2.18) 
 
The first term in equation 2.18 represents the trapping of mobile HI into defects (equation 2.9), 
while the second term represents de-trapping of trapped HI from defects (equation 2.4). However, 
we have chosen to use the fill-level dependent picture because recent HI isotope exchange 
experiments [81] have shown it to be more in line with reality. In this picture, for a HI trapped in 
a specific defect type i and fill-level j, one can introduce the following notation [81], [85]. The total 
concentration of defect type i is defined as 𝑛𝑖 and the concentration of defect type i that is filled 









The total number of fill-levels of a defect type i is defined as 𝑘𝑖. This means that the concentration 
of defects that are fully filled is 𝑛𝑖,𝑘𝑖 while the concentration of empty defects is 𝑛𝑖,0. The 
concentration of HI trapped in defect type i can be calculated as a sum over all fill-levels 
multiplying by the fill-level index, as it determines the number of HI trapped in a defect. When a 
defect is at fill-level 0, it has captured no HI, while a defect at fill-level m has captured M hydrogen 
isotopes. This is summed up in equation [81], [85]: 
 
𝑐𝑖(𝑥, 𝑡) =  ∑𝑐𝑖,𝑗(𝑥, 𝑡)
𝑘𝑖
𝑗=0





This means that if we want to calculate the last term in equation 2.16 that describes interaction of 
HI with defects we must in reality calculate trapping and de-trapping from a defect type i at fill-




= 𝛼(𝑚)+(𝑗−1)→(𝑗)  − 𝛼(𝑚)+(𝑗)→(𝑗+1) + 𝛽(𝑗+1)→(𝑚)+(𝑗) − 𝛽(𝑗)→(𝑚)+(𝑗−1). (2.21) 
 
The rates 𝛼 and 𝛽 represent de-trapping and trapping of mobile HI in and from defect type i, 
respectively. All rates have a dependence on time and depth, but it has been omitted for the ease of 
understanding. A special notation has also been introduced in hope of making the processes 
involved clearer. For instance, the index of the first term in the equation (𝑚) + (𝑗 − 1) → (𝑗) 
describes the process of trapping where the initial state with a mobile HI (m) and a defect at fill-
level j – 1 transforms into a state where the defect is now at fill-level j. Similarly, the index (𝑗) →
(𝑚) + (𝑗 − 1) describes de-trapping of HI, where the initial state is the defect at fill-level j and the 
final state is a mobile HI (m) and the defect at fill-level j – 1. This notation also helps explaining 
the signs in front of each term in equation 2.21. Focusing on the trapping rates in the first and 
second terms of the equation, if a HI is captured into fill-level j – 1 then the concentration of defects 
with fill-level j is increased. The opposite also applies. If a mobile HI is trapped into fill-level j this 
decreases the concentration of fill-level j as the defects fill-level becomes j + 1. A similar logic 
applies also to the de-trapping rates in the third and fourth terms of equation 2.21. If a HI is de-
trapped from fill-level j this decreases the concentration of 𝑛𝑖,𝑗 while HI being de-trapped from fill-
level j + 1 increases it.  
Equation 2.21 holds for all fill-levels but one must be careful what are the terms in the 
specific cases when 𝑗 = 0 or 𝑗 = 𝑘𝑖. In the case of 𝑗 = 0 the fill-level can no longer de-trap as it 
holds no HI. A lower-fill level can also not be newly occupied as it does not exist. In case of 𝑗 = 𝑘𝑖 
a higher fill-level cannot de-trap as there is no higher fill-level. For the same reason no additional 
mobile HI can be trapped in fill-level 𝑘𝑖. These special cases are highlighted in equations 2.22 and 













We have already described trapping and de-trapping from a defect in an earlier section (equations 
2.9-2.12) and we can now use the gained knowledge here. In the fill-level description these can be 
re-written as [81], [85]:  
 
𝛼(𝑚)+(𝑗−1)→(𝑗)(𝑥, 𝑡) =  𝜐𝑚(𝑇)𝑐𝑚(𝑥, 𝑡)𝑛𝑖,𝑗−1(𝑥, 𝑡). (2.24) 
 
𝛽(𝑗)→(𝑚)+(𝑗−1)(𝑥, 𝑡) =  𝑐𝑖,𝑗(𝑥, 𝑡)𝜐0
𝑖  exp (−
𝐸𝑖,𝑗
𝑘𝑇
) . (2.25) 
 
Trapping is proportional to a jumping frequency associated with diffusion, the concentration of 
mobile HI and to the concentration of occupied fill-levels (𝑗 − 1). De-trapping is proportional to 
an Arrhenius term describing a thermally activated process and to the concentration of HI trapped 
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where we must still keep in mind the special conditions written in equations 2.22 and 2.23. Such a 
formulation is only valid if two important conditions are met [81], [85]: 
(1) 𝑐𝑚(𝑥, 𝑡)  ≪  𝑛𝑚(𝑥, 𝑡), where 𝑐𝑚 is the concentration of mobile D and 𝑛𝑚 is 
the concentration of TIS. 
(2) 𝑛𝑖(𝑥, 𝑡)  ≪  𝑛𝑚(𝑥, 𝑡), where 𝑛𝑖 is the concentration of defects of type i. 
Condition (1) is important as it guarantees that a HI that is de-trapped always has an empty TIS to 
jump to [70]. It also guarantees that the mobile D is free to diffuse without any interaction between 
the various mobile D atoms. Condition (2) guarantees that each defect is surrounded by only TIS 
and a HI leaving a trap cannot be immediately re-trapped in another defect [70]. These conditions 
are met in a vast majority of experiments. Let’s first look at condition (2). On one hand, the 
concentration of defects in an un-irradiated W sample is approximately 10-3 at.% [36] while 
irradiation at room temperature up to displacement saturation levels creates defect concentration 
in the 1 at.% range [41], [56], [92], [93]. On the other hand, there are 6 TIS per W atom, which 
means that 𝑛𝑚 = 600 at.%. One can easily deduce that condition (2) is met even in the most 
extreme cases. Now let’s move on to condition (1). As already said the concentration of TIS is  
𝑛𝑚 = 600 at.%. The concentration of mobile HI can be calculated using the MRE formalism. This 
was done by Hodille et al. [77] for an experiment [40] that is rather typical in terms of exposure 
temperature and HI flux compared to other experiments presented in the literature. Hodille et al. 
have calculated that the mobile concentration of HI in the case of a D atom exposure with a flux 
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of 5.4×1018 D/m2s is in the 10-8-10-10 at.% range. This of course means that condition (1) is also 
met. 
 With equation 2.26 we can fully determine the behaviour of the mobile and trapped 
concentrations of HI in the bulk, but these equations still need a boundary condition for the set of 
equations to be complete. The surface, which is the other distinct interaction region beside the W 
bulk, acts as a surface condition for the mobile HI that are diffusing through the material. Two 
main boundary conditions are usually considered. When the material is exposed to particles with 
energies Epart < 1 eV/HI the so-called kinetic surface boundary condition (KSBC) must be taken 
into account [30]. The KSBC [31]–[33] includes various processes such as chemisorption, 
physisorption, abstraction and recombination. In the case of Epart > 1 eV/HI [30] the Dirichlet 
boundary condition is more appropriate as the particles become implanted directly into the bulk 
[81] and the surface is not rate limiting for desorption. In such a case it is assumed that the surface 
desorption is rate limited by the diffusion to the surface, because the time-scale of diffusion from 
deep in the bulk to the surface is much larger than the time-scale of D desorption from the surface. 
This means it is assumed that a HI that comes to the surface of the material from the bulk desorbs 
immediately. The Dirichlet boundary condition can be formulated as 𝑐𝑚(𝑥 = 0, 𝑡) =
𝑐𝑚(𝑥 = 𝐿, 𝑡) = 0. 
 This entire 1D-MRE formalism is implemented in the MHIMS-R code which was  
developed and presented by Hodille et al. [85] and which we will be using to describe our 
experiments. 
2. 5. Displacement damage creation and saturation 
2. 5. 1 Overview of displacement damage creation 
Now that we know the importance of lattice defects when it comes to HI retention we must try to 
understand how the defects are created. Let’s first try to understand what is the influence of 14 
MeV neutron irradiation in future tokamaks. Such irradiation not only creates lattice defects 
through displacement damage, but also causes material transmutation and subsequent material 
activation. However, there is currently no source of 14 MeV neutrons available for experiments. 
Therefore, an alternative must be found. In the future the IFMIF and DONES facilities will be able 
to be used to irradiate materials with fusion relevant neutrons for experimental applications to study 
their influence on the material [94]. 
In current experiments as an alternative, W samples are often irradiated with fission 
neutrons with a broad energy spectrum [95]–[97]. Such irradiation is not equivalent to irradiation 
with fusion neutrons as the cross-sections for transmutation reactions depends on the energy of the 
neutron. Therefore, generalization of transmutation impurity content from experiments that utilize 
broad energy spectrum irradiation to mono-energetic 14 MeV neutron irradiation is not straight-
forward. Moreover, samples are activated after irradiation which complicates sample handling.  
As the neutron itself is not charged it interacts elastically with the material lattice and causes 
displacement damage only through head-on collisions. This means that the neutron will lose energy 
very slowly in W and can therefore cause displacement damage throughout the entire material 
thickness [18], [98]. As the neutron impacts W lattice atoms it transfers a portion of its energy to 
them. This energy transfer is highly inefficient due to the fact that the neutron is much lighter than 
the W nucleus. The first W ion that is impacted directly by the 14 MeV neutron receives a 









Equation 2.27 is a simplification of a two-dimensional two-body elastic collision for a scattering 
angle of 0º as that is when the energy transfer is most efficient. 
 
 
Figure 2.11: Schematic representation of how displacement damage cascades are formed in a W material when it is 
irradiated with 14 MeV neutrons (top) or 20 MeV W ions (bottom) [101]. The representation of 20 MeV W ion 
irradiation can be generalized to other heavy ion irradiation procedures. The pathway of the original impinging 
particle is drawn as a red line, while the pathway of the primary knock-on atom (PKA) defined for each separate 
cascade is drawn in blue. PKAs in this specific illustration are defined as the first displaced atom in a cascade. 
Cascades are drawn as green lines. 
The subsequent W-W collisions are much more efficient in transferring kinetic energy. They are 
also much more probable than the sporadic n-W collision, as the dominant interaction between W-
W is Coulomb repulsion. This means that the majority of displacement damage in a neutron 
irradiation event is actually created by the dislodged W atoms themselves! By understanding this, 
we can circumvent the difficulties that come with neutron irradiated materials, such as material 
activation and associated radioactivity, by using MeV heavy ions (often W, e.g. [52], [99]) to create 
displacement damage in the material. Still we must understand that due to a more efficient energy 
transfer in a W-W impact compared to a n-W impact, the created displacement damage is not 
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completely equivalent. Such an approach also does not produce any transmutation of the irradiated 
material. 
The main difference between both n and MeV heavy ion displacement damage creation is 
schematically shown in Fig. 2.11 [100]. Because the n-W elastic collision cross-section is very 
small, collisions occur rarely and because energy transfer to the displaced W ion is inefficient (max 
transferred energy of 0.3 MeV) the collision cascades are quite small, their size being on the order 
of tens of nanometres. This means that overlapping between cascades formed by different n-W 
collisions of the same neutron is very rare. This is schematically presented in the upper part of Fig. 
2.11. In the case of a 20 MeV impinging W ion, the displacement damage reaches a maximum 
depth of around 2.3 µm (1.5 µm on average) and can transfer up to 7 MeV (5 MeV on average) of 
energy to the primary knock-on-atom (PKA). This means that the collision cascade has a maximum 
size of 0.5 µm (0.35 µm on average). These calculations were performed using the SRIM code 
[91]. Such numbers clearly mean that the collision cascade sizes are of the same order of magnitude 
as the maximum damage depth, which further means that significant overlap between cascades of 
different collisions of the same W ion is expected. This is schematically presented in the bottom 
part of Fig. 2.11. 
To be able to compare the amounts of displacement damage created in irradiations with 
different ion species/neutrons a unified approach when dealing with material irradiation with 
energetic particles was developed. The current predominant approach used in the scientific 
community is the concept of displacement per atom (dpa) as it allows to compare samples that have 
been irradiated with different particle species and energies. In its essence the dpa concept was 
proposed by Norgett, Torrens and Robinson in 1975 [102]. The presented concept allows the 
calculation of the number of Frenkel pairs (vacancy – self-interstitial pairs) formed for a given 
energy that is transferred to a PKA during an irradiation procedure with a given fluence. It is based 
on the binary collision model, which holds well for electron or neutron irradiation as these have 
relatively small collision cross-sections. The binary collision is less suited for heavy ion irradiation 
as their collision cross-sections is large, which means that several particles are usually formed in a 
collision, i.e. large collision cascades. This fact is neglected in the so-called NRT-dpa approach 
[102]. 
To calculate the number of displaced atoms that are created by a single impinging ion, one 
must first know the energy that is needed to displace a lattice atom. This is given by the so-called 
displacement energy 𝐸𝑑. For W this energy depends on the crystal lattice orientation. For 
polycrystalline W samples 𝐸𝑑 is typically taken to be 90 eV [103]. Knowing the kinetic energy 
carried by the impinging particle 𝑇𝑑 we can estimate the relative number of atoms that will be 
displaced in collisions with the particle as [104]: 
 
𝑁𝑑 = {
0, 𝑇𝑑 < 𝐸𝑑
1, 𝐸𝑑 < 𝑇𝑑 < 2𝐸𝑑
𝑇𝑑
2𝐸𝑑
, 2𝐸𝑑 < 𝑇𝑑
(2.28) 
 
This estimation does not consider that during irradiation Frenkel pairs are not only created, but that 








0, 𝑇𝑑 < 𝐸𝑑
1, 𝐸𝑑 < 𝑇𝑑 < 2𝐸𝑑/0.8
0.8𝑇𝑑
2𝐸𝑑
, 2𝐸𝑑/0.8 < 𝑇𝑑
(2.29) 
 
Once we calculate the number of displaced atoms, we can use it to determine the quantity we call 
displacement per atom which is defined as: 
 





Here 𝛷 is the fluence of impinging irradiation particles measured in [ion/m2] and 𝑁𝑐𝑟𝑦𝑠𝑡𝑎𝑙 is the 
number density of the irradiated material measured in [atom/m3].  
In future fusion reactors like ITER and DEMO it is expected that the W wall will suffer 
extensive damage, being around 1 dpa in total in ITER [98] and up to 13 dpa in total in DEMO 
[105]. Meanwhile in current experiments that employ heavy ion MeV irradiation at 300 K the usual 
W fluence used yields a dpa level of around 0.1-0.5 dpa [33], [36], [41], [93], [106]. The reason 
for the use of such small dpa values in heavy ion experiment is that several publications have shown 
that D retention in irradiated W saturates at around 0.1-0.2 dpa [107], [108]. Since in those 
experiment the D retention was increased due to the MeV W ion induced defects this gives us 
important information, which suggests that dpa might not always be the correct measure of the 
state of the irradiated material, at least when it comes to D retention. The problem lies in the fact 
that dpa is proportional to irradiation fluence, while the effects of irradiation on material state are 
not necessarily.  
Fig. 2.12 shows how the D concentration at the damage peak changes with dpa level. 
Results from several experiments that used different temperatures of D exposure are shown [107]–
[111]. As a whole, results clearly indicate that D concentration saturates in the 0.1-0.2 dpa range 
and that the relationship between dpa and D concentration is not linear. We will explain this 
behaviour on the relatively simple example of a vacancy - self-interstitial (Frenkel) pair. 
At low dpa levels, the concentration of vacancies and self-interstitials (SIA) are low enough 
that the probability of a new vacancy/SIA being created near a pre-existing SIA/vacancy is 
negligible. If the pair does not come into close proximity they cannot annihilate, therefore a 
majority of the newly created displacement damage survives. Generalizing this reasoning to all 
displacement damage, the relationship between displacement damage and dpa truly is linear at this 
stage [107]. At medium existing dpa levels, some of the new collision cascades start to overlap 
with pre-existing ones as the concentration of defects increases. This means that interaction 
between a mix of old and new Frenkel pairs is possible, therefore some damage is very likely to 
annihilate. This reduces the speed at which net displacement damage is created and the 
dpa/displacement damage level relationship is no longer linear [107]. Above a certain existing dpa 
level – so-called saturation level – the collision cascades are dense enough that all of the newly 
created Frenkel pairs annihilate with pre-existing ones. This means no more displacement damage 
is created and saturation is achieved in the form of a dynamic equilibrium [107], [108]. This 
dynamic equilibrium depends strongly on the temperature under which the material was irradiated. 
As Frenkel pairs are more mobile at higher temperatures, the saturation displacement damage level 




Figure 2.12: Results from experiments that studied the relationship between D concentration and damage level (dpa) 
at the damage peak are shown [107]–[111]. In all shown cases W samples were damaged by MeV W ions at 300 K. 
The experiments used different D exposure temperature, however all still found a saturation behaviour of D 
concentration in respect to increasing dpa level. Adapted from [111]. The red line represents the behaviour expected 
based on an exponential saturation with a D concentration of 𝑐 = 1.2 at.%. and a saturation dpa of 0.07 dpa. 
As understanding of displacement damage creation increased, researchers have focused on trying 
to integrate displacement damage creation into existing MRE models, so one could integrate both 
the displacement damage creation aspect of an experiment and the subsequent HI diffusion and 
trapping in the created defects. 
2. 5. 2. Integration into macroscopic rate equation models 
Displacement damage creation in W by energetic heavy ions is generally quite well understood. 
Especially important, we understand the mechanism responsible displacement damage saturation 
[107], [108]. To harness this understanding into a formalism with predictive power, researchers 
have again employed macroscopic rate equations. The first rate-equation model of displacement 
damage creation has been presented by Duesing et al. [112] and was later elaborated on by 
Ogorodnikova et al. [80]. The semi-empirical model describes the creation of defect type i as an 











] . (2.31) 
 
Here 𝑛𝑖(𝑥, 𝑡) [at.%] is the time and position dependent defect concentration of trap type i and  𝛤 
[m-2 s-1] is the flux of particles that are causing displacement damage to the material. 𝛳(𝑥) 
(dimensionless) is the depth distribution of primary displacement damage created by implanted W 
ions as calculated by SRIM [91]. 𝑛𝑖,𝑚𝑎𝑥 [at.%] is the saturation concentration of defect type i that 
can be reached in a hydrogen free tungsten sample. 𝜂𝑖(m
-1) is the probability for defect creation 
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and corresponds to the number of defects a irradiating ion produces per unit length. We determined 
the probability for defect creation to be  𝜂𝑖 =  1.5 × 10
9 m-1 as this corresponds to displacement 
damage saturation at around 0.1-0.2 dpa [107], [108]. For the given probability for defect creation, 
we have plotted the behaviour of D concentration as a function of dpa in Fig. 2.12 as a red line. 
The red curve was adjusted so that the D concentration after saturation would match with the values 
from the experiments conducted at a D exposure temperature of 450 K. The drawn model is an 
exponential saturation with a saturation dpa of 0.07 dpa and with a D concentration of 𝑐 = 1.2 
at.%. 
This model was first implemented in the MHIMS code [70]. The MHIMS code is similar 
in implementation to the MHIMS-R code that we have presented above, with the difference it uses 
the classical HI-defect interaction picture, while the MHIMS-R code uses the fill-level dependent 
picture. This simple displacement damage creation model was first used to describe the 
displacement damage created by exposure of W samples to 200 eV/D ions [70]. Later, it was 
upgraded so it could also describe the process of displacement damage creation with energetic 
heavy ions. This upgrade was used [77] to describe an experiment where W samples were irradiated 
with 10.8 MeV W ions at different irradiation temperatures [40]. The model could replicate the 
experimental results which showed that defect concentrations fall with rising irradiation 
temperature and it managed this by changing the saturation concentrations of different defect types 
found by the simulation.  
2. 5. 3. Open questions 
The experiment used to test the capabilities of the displacement damage creation model consisted 
of two experimental series. In the first experimental series, which was already touched upon, 
samples were first irradiated with 10.8 MeV W ions and only after exposed to 0.28 eV D atoms at 
600 K. The D exposure was performed to decorate the created displacement damage. This is what 
we will refer to as the sequential series. In the second, so-called simultaneous series, samples are 
exposed to D atoms at the same time as displacement damage is created with 10.8 MeV W ions 
and then again exposed to D atoms to populate the created defects. A simultaneous W irradiation 
and D loading experiment is interesting as it replicates the fact that in a tokamak reactor, HI will 
be present in the material while the displacement damage is created, therefore its presence could 
possibly affect the displacement damage creation process. Comparison of the two cases lets us see 
whether the D has an effect on damage creation. The experiment showed that displacement damage 
is created beyond the expected saturation levels if D is present during W irradiation. Hodille et al. 
[77] used the existing displacement damage creation model to replicate the experimental results. 
They have done so with some success by simply increasing the amount of created defects in the 
case when D was present during irradiation. 
Soon, other experiments that also investigated D-induced stabilization were performed. The 
first one was an extension of the experiment mentioned in the previous section. In this experiment, 
W samples were irradiated at various temperatures with 10.8 MeV W ions again, however the D 
atom exposure was replaced by 300 eV/D ion exposure. As D atom exposures require a fairly high 
exposure temperature [32], D-induced stabilization in defects with weak D trapping energies could 
not be investigated as they were not decorated with D atoms in Ref. [40]. The D ion exposure 
allows the use of a lower D exposure temperature of 450 K [36]. This meant that also the weaker 
binding defects were decorated with the exposure and their stabilization can be investigated. Again, 
the experiment showed much higher concentrations of trapped D in the samples that were irradiated 
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simultaneously compared to the sequential irradiation. Furthermore, the experiment showed an 
increase in D concentration due to stabilization only in the depths where D was present during W 
irradiation. Such a gradient in D concentration cannot be described by the fitting process used by 
Hodille et al. [77]. As such, this remained an open issue. 
 Another experiment employed a sequential approach to study D-induced stabilization. This 
meant that the samples under investigation were first irradiated with 20 MeV W ions at 300 K to 
saturation and later exposed to a low-temperature plasma (PlaQ) at 370 K [113]. This series of 
steps was repeated for a second time. During the second W irradiation, D was present in the sample 
and stabilized the displacement damage. The second D exposure decorated the created 
displacement damage and allowed for the study of its stabilization. Consistently with other 
experiments, HI retention increased after the second W irradiation and D exposure, despite 
displacement damage being at saturation after the first W irradiation already. This can only be 
explained by D-induced stabilization. As part of the experiment, a fill-level MRE approach was 
used to try to replicate the results. Again, these efforts did not provide much insight into the 
mechanisms of D-induced stabilization of displacement damage for reasons which are similar as 
explained above. 
2. 6. Objectives of the thesis 
The objectives of this thesis is focused on three distinct, but closely related areas: 
1. Based on the experimental data available in the literature [36], [40], [113], design a 
macroscopic rate equation model of displacement damage creation and stabilization.  
2. Integrate the model into the existing MHIMS-R code and test it against the experimental 
results available in the literature [36], [40], [113]. Using the insights gained from the design 
and use of the model, create follow-up experiments that can be used for model validation. 
3. Investigate the influence of HI on defect behaviour in other types of experiments. Mainly, 
investigate how HI presence affects displacement damage evolution at elevated 
temperatures. 
To meet these objectives, mainly simulation work will be performed, however experimental work 
is also required to design and carry out the follow-up experiments used to validate the model. For 
this purpose, several experimental techniques and tools will be used which will be presented in one 







3. Macroscopic rate equation 
model of displacement damage 
creation and stabilization 
As per the objectives of the thesis, WE started with the development of a displacement damage 
creation and stabilization mechanism that is able to self-consistently describe the experimental 
results observed in the experiments performed in our laboratory and in the literature. 
3. 1. Literature overview 
To the authors’ best knowledge, not many atomistic and/or ab initio simulations have been carried 
out in order to study displacement damage creation in W in the presence of HIs, therefore no 
stabilization mechanism has so far been firmly established. Kato et al. [114] have studied a possible 
mechanism of stabilization of vacancies on an example of a vacancy containing 6 HIs using DFT. 
They have demonstrated that a vacancy that has trapped 6 HIs does not recombine with a 
neighbouring <111>-crowdion SIA because a metastable binding state is formed between the 
vacancy and the crowdion. 
Stabilization of vacancy clusters by trapped HI atoms is not as intuitive and again little data 
is available for W. However, molecular dynamics simulations of vacancy clusters interacting with 
H atoms in bcc-Fe have shown that vacancy clusters that contain H exhibit stronger binding 
energies of vacancies to the vacancy cluster complex [115]. If we assume that the same mechanism 
can be considered in W because of its similarity in crystal structure, this would mean that at a 
certain temperature vacancy clusters would be less likely to dissociate, increasing their surviving 
density. 
As unfortunately any further literature work are non-existent, we had to rely on our 
understanding of stabilization derived from prior experiments [36], [40], [113]. 
3. 2. Displacement damage creation and 
stabilization model 
As a starting point, the model of displacement damage creation that already existed in MHIMS (see 
equation 2.31) was used. This model has been used to successfully describe experiments where 
displacement damage was created without HI presence. The same model was also used in an 
attempt to describe stabilized displacement damage due to the presence of D with partial success. 
Both in the case of Hodille et al. [77] and Schwarz-Selinger et al. [113], the approach to try to 
replicate the experimental findings was to simply enlarge the existing saturation concentration of 
each present defect - 𝑛𝑖,𝑚𝑎𝑥. By design of the model (equation 2.31) this enlarges the saturation 
concentration of the defects in the entire depth of the material even where no D is present in the 
material. This approach proved to be useful when the HI presence was homogeneous in the entire 
damage depth like in the case of multiple sequential irradiations by Schwarz-Selinger et al. [113], 
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but was less successful when HI was introduced during W irradiation like in the case of Hodille et 
al. [77]. This meant, that the approach was on the right track, however it needed to self-consistently 
take the depth distribution of HI during W irradiation into account.  
 All of these insights were collected and used to upgrade the previously available model into 
its improved version. From the experimental results shown in [36] it was clear that the D 
concentration increased only at depths where D was present during the W irradiation. In the case 
of low temperature exposures where D transport is slow, the effect was observed only in half of 
the W irradiated depth. From this we have assumed that the stabilization of defects should have 
something to do with the trapped D in the defects during the W irradiation. This lead to the idea of 











𝑛𝑖(𝑥, 𝑡) − 𝑛𝑖,0(𝑥, 𝑡)
𝑛𝑖(𝑥, 𝑡)
)] . (3.1) 
 
As can be seen, the model is very similar to the old model (equation 2.31) except for the term in 
the square brackets. The term in the round brackets allows the density of defects of type i, 𝑛𝑖, to 
reach beyond this saturation value 𝑛𝑖,𝑚𝑎𝑥. 𝛼𝑖 defines the new defect saturation value and is the so-
called stabilization parameter. Besides 𝛼𝑖 the rate of defect creation depends on the number of 
defects filled with HI. This is expressed by the difference between 𝑛𝑖 and 𝑛𝑖,0, the latter being the 
concentration of empty defects. One should note that the ratio (𝑛𝑖(𝑥, 𝑡) − 𝑛𝑖,0(𝑥, 𝑡))/𝑛𝑖(𝑥, 𝑡) is 
proportional to the depth distribution of non-empty defects. This means that equation 3.1 is 
implicitly coupled with the MRE code responsible for HI diffusion and trapping (equation 2.26). 
This is because the ratio depends on time and depth, as the diffusion front slowly diffuses through 
the bulk. The ratio also considers the fact, that the defects only have a finite binding strength for 
D, and that if the temperature of the sample is too high, all of the D is de-trapped and no stabilization 
can occur. During the development of the model, to reduce the number of free simulation 
parameters, it was assumed that the degree of stabilization of a HI-filled defect, 𝛼𝑖, is independent 
of the amount of occupied fill-levels. 
 One conceptual issue with the model is that it relies on trapped D to stabilize the defects. 
However, during W irradiation, displacement damage predominantly occurs in dense cascades. The 
local temperature of these cascades is much higher than the temperature required to de-trap a D. 
Therefore, the D trapped very near the cascade is most likely de-trapped. These two observations 
seem to be at odds at a first glance. One of the possible reconciliations between the microscopic 
and macroscopic views is as follows: During a cascade many vacancy-SIA pairs are created. The 
vacancies are not very mobile [63] and most likely stay near the place of their creation. However, 
their corresponding SIAs are much more mobile and can quickly diffuse through the W lattice. 
Sooner or later, they will encounter another vacancy. Due to the high mobility of the SIA, the 
encountered vacancy can be far away enough that it is not affected by the local extreme temperature 
present in the cascade. This means that it is still very likely to hold some trapped D and can be 
stabilized in the SIA-vacancy interaction. This example suggests that a mesoscopic interaction 
between the SIA from the cascade and the surrounding lattice defects can reconcile the apparent 
contradiction of the model. 
To make the flow of the simulation and the coupling between diffusion/trapping and 




𝑛𝑖(𝑥, 𝑡 + ∆𝑡) = 𝑛𝑖(𝑥, 𝑡) + 






𝑛𝑖(𝑥, 𝑡) − 𝑛𝑖,0(𝑥, 𝑡)
𝑛𝑖(𝑥, 𝑡)
)] ∆𝑡. (3.2) 
 
The flow of the simulation is as follows. First, the HI diffusion and trapping part of the simulation 
(see section 2.4.) propagates the solute and trapped concentrations of HI in time. This is done 
independently of the displacement damage creation and stabilization model. This distribution in 
depth and in fill-levels defines the amount of defects that hold at least one HI – (𝑛𝑖(𝑥, 𝑡) −
 𝑛𝑖,0(𝑥, 𝑡))/𝑛𝑖(𝑥, 𝑡). The defect densities 𝑛𝑖(𝑥, 𝑡) needed for this step are used from the prior 
simulation time-step. After this has been calculated, the depth distribution of trapped HI is input 
into equation 3.2 and a new density 𝑛𝑖(𝑥, 𝑡 + ∆𝑡) for all defect types is calculated. This process 
continues until the simulation has reached the final 𝑡 = 𝑇 of the simulation. 
 The upgraded model has been implemented into the MHIMS-R code, which has previously 
not contained even the simpler displacement damage creation mode implemented in the MHIMS 
code. The upgraded MHIMS-R code will therefore be used in the present thesis. 
3. 3. Kinetic de-trapping 
Another important effect that was newly included into the MHIMS-R code is the so-called kinetic 
de-trapping. As a sample is irradiated with W ions with high-energies it does not only displace 
lattice W atoms, but it can also displace impurity atoms such as trapped or mobile HI. The 
importance of this effect on the description of HI retention has been highlighted in Ref. [113]. 
In the MHIMS-R code the kinetic de-trapping process was included by adding an additional 
frequency term for de-trapping due to W-D energy transfer during a collision - 𝜐𝐾𝐷 (s
-1) - to the 
de-trapping rate 𝜐𝑖: 
 
𝜐𝑖 → 𝜐𝑖 + 𝜐𝐾𝐷 . (3.3) 
 







Here 𝛤 is the flux of W ions, 𝜌 is the number density of tungsten and 𝛳(𝑥) is the calculated 
normalized primary displacement damage distribution of a W ion beam with a specific energy, 
which is calculated by SRIM [36]. The same 𝛳(𝑥) is used for both displacement damage creation 
and for kinetic de-trapping as Schwarz-Selinger et al. [113] showed that the shapes of the depth 
distribution of displaced W fraction and recoiled D are almost the same. The distributions of 
displaced HI and W drawn in Ref. [113] only differ in the absolute amounts because displacement 
energies for W and HI are different, being 90 eV and approximately 1 eV, respectively. To take 
this into account we introduced 𝜂𝐾𝐷 which is the probability of an impinging W ion to recoil a 
trapped HI per unit depth. It is considered as a fitting parameter in our model. By comparing 
different values of 𝜂𝐾𝐷 to the behaviour of kinetically de-trapped D in [113] we have concluded 
that using 𝜂𝐾𝐷 = 7.62 × 10
13 m-1 yields the best results. The same 𝜂𝐾𝐷 will be used for all defect 
types and fill-levels, although strictly speaking it should change in accordance with the de-trapping 
energies of HI.  
52 
 
This choice of parametrization of D kinetic de-trapping means that we have assumed (based 
on equation 2.27) no significant energy transfer to occur between the kinetically de-trapped D and 
the impinging W ions. This is represented by the fact that the kinetically de-trapped D enters the 
solute at exactly the point where it was kinetically de-trapped. 
 The effect of kinetic de-trapping is that it decreases the steady-state occupation ratio of all 
the defects. This speeds up D diffusion in cases where W irradiation and D exposure are done 
simultaneously, or it de-traps D that would normally be tightly bound in cases where W irradiation 
is done sequentially after a D exposure. 
To summarize, de-trapping of HI from defects that include kinetic de-trapping can be 
written as: 
 
𝛽(𝑗)→(𝑚)+(𝑗−1)(𝑥, 𝑡) =  𝑐𝑖,𝑗(𝑥, 𝑡) [𝜐0






]  , (3.5) 
 
All parameters of the MHIMS-R code which are not free fitting parameters and that will be used 
in the simulations are listed in Tab. 3.1. 
Table 3.1: A table of the general material parameters used in our simulation. 
Symbol Description Value Reference 
𝑫𝟎 
Hydrogen diffusion pre-exponential factor. For 
deuterium, it is scaled by √2. 
1.9 × 10−7 m2s-1 [45] 
𝑬𝒅𝒊𝒇𝒇 Hydrogen diffusion energy (TIS-TIS) 0.2 eV [45] 
𝝀 Distance between two neighbouring TIS 111 pm [45] 
𝝊𝟎 
Frequency associated with thermal processes of 




ρ Number density of tungsten 6.3 × 1028 m-3  
 𝜼𝒊 Probability for defect creation 1.5 × 10
9 m-1 [116] 
 𝜼𝑲𝑫 Probability for kinetic de-trapping 7.62 × 10




4. Experimental techniques 
This chapter is dedicated to the description of the experimental techniques and experimental set-
ups used in the present work. We will present the experimental techniques and apparatus in an 
order, that corresponds to how a general experiment dedicated to the study of displacement damage 
has been carried out. 
4. 1. Tungsten sample preparation 
In all of the experiments presented herein, polycrystalline 99.997 wt. % hot-rolled tungsten samples 
manufactured by Plansee were used. All have been taken from the same batch. They were 
12x15 mm2 in size and 0.8 mm thick. Grains were elongated in the rolling direction being parallel 
to the surface. The surfaces were mechanically polished down to 5 μm grit and subsequently 
electro-polished in 1.5 % NaOH solution to a mirror-like finish. In order to reduce the density of 
natural defects present in the as received material, the samples were heated for 2 min in vacuum at 
2000 K for re-crystallization after polishing. This procedure enlarges the grain size to 10 - 50 μm 
[33]. 
By using W samples coming from the same batch and by always using the same sample 
preparation procedure, many variables that cannot be controlled normally were eliminated. This 
allows the production of consistent results. Furthermore, this also allows the comparison of results 
from different experiments in the work presented herein. 
4. 2. Tungsten ion irradiation 
As a first step in our experiments, displacement damage must be created. This is usually done by 
irradiating a W sample by heavy ion high energy irradiation. Several heavy ion choices are possible 
such as Cu [106] and Fe [117]. As such irradiation of W samples introduces chemical impurities, 
which could affect HI retention [118], a more common choice is irradiation by W ions (so-called 
self-irradiation) [33], [40], [41], [52], [92], [93]. To create displacement damage to a sufficient 
depth, MeV energy self-irradiation is needed. This is usually achieved using MV tandem 
accelerators. 
 In the present work two tandem accelerators were used. A 3 MV tandem accelerator located 
at the Max-Planck-Institut für Plasmaphysik (MPG) in Garching, Germany and a 2 MV tandem 
accelerator located at Jožef Stefan Institut (JSI) in Ljubljana, Slovenia. As both accelerators 
function in a very similar fashion we will only focus on the 2 MV accelerator at JSI. One can see 
its schematic overview in Fig. 4.1. 
Various ions of choice for acceleration can be produced by three ion sources. For the 
production of W ions, a Cs sputter source is used. The produced W- ions are fed into the accelerator 
chamber, where they are first accelerated to a maximum energy of 2 MeV. After this first 
acceleration the ions are fed through a stripper channel where the stripper gas (N) removes the 
additional electron and all of the outer shell electrons [119] producing W6+ ions. These are 
accelerated again with the same voltage to a combined maximum energy of 14 MeV. In 
experiments presented herein, a lower acceleration voltage of 1.5 MV was used, which produces 
10.8 MeV W ions [36], [40]. 
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The 3 MV accelerator at MPG has a similar set-up but the irradiation energies can of course 
higher. The subsequent higher energy of the W ions enables the creation of displacement damage 
to deeper depths, compared to the 2 MV accelerator. The usual energy of the W beam at the MPG 
3 MV accelerator is 20 MeV, which causes displacement damage 2.3 µm deep [91]. The 10.8 MeV 
W ions cause displacement damage 1.5 µm deep [91]. Another important difference in both 
facilities is the chamber where the sample is mounted. 
Both accelerators are also used to produce 3He MeV ion beams that are used in experimental 
analysis steps we will present in section 4.5. For that purpose, a duoplasmatron source is used at 




Figure 4.1: Schematic overview of the 2 MV tandetron accelerator at JSI. Taken from [119]. 
4. 3. INSIBA chamber 
Using a steering magnet, the ion beam is guided into the so-called INSIBA (in situ IBA) chamber 
[36], [42] (denoted as ERDA/RBS in Fig. 4.1). The INSIBA chamber itself is shown in Fig. 4.2. 
As can be seen, an electrostatic quadrupole lens is positioned before the INSIBA chamber to gather 
the W beam. Before the chamber there are two changeable collimator slits that define the beam 
size. For this purpose, both slits had a circular orifice with a diameter of 4 mm. The beam irradiates 
the W sample, which is clamped onto a heater that allows the control of sample temperature during 
W ion irradiation or during HI exposure. Between the second collimator slit and the W sample a 
charge collector mesh is set-up. The mesh made out of W has a geometrical transmission of 77.4% 
[40] and allows the measurement of the ion beam current irradiating the W sample. The electrodes 
that surround the mesh are biased with 600 eV to repel the secondary electrons created by the 
impact of the energetic ion beam with the W mesh. The current measured on the mesh allows for 
the quantitative determination of the integrated ion beam current (dose) that hits the sample. For 
self-ion irradiation procedures, the mesh is moved away from the W ion beam for most of the time 
in order not to have a mesh fingerprint on the sample. It is regularly inserted into the beam to 
measure the value and time variation of the W ion beam current.  
 The accelerated ion beam then impacts the W sample which is clamped onto a ceramic 
heater inside the INSIBA chamber as is shown in Fig. 4.2. The heater is computer controlled by 
setting a desired voltage for the heater and allows the heating of samples up to 1100 K. The 
temperatures of the sample and heater are monitored by three thermocouples. One of them is 
attached to the heater and the other two are clamped to the sample surface at opposite sample edges 
with tantalum sample holding clamps [36].  
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The general specialty of the INSIBA chamber is that it allows simultaneous use of the ion 
beam from the accelerator for analytical techniques or W irradiation and the exposure of a sample 
to HI. This allows in situ measurements of transport of HI into the material [32], [33] as well as 
simultaneous irradiation of W samples with energetic W ions while the sample is exposed to HI 
ions [36] or atoms [40]. The chamber located at MPG at the 3 MV accelerator does not allow 
simultaneous exposure of the measured/irradiated W samples to HI.  
As can be seen in Fig. 4.2 the INSIBA chamber also contains an ECR ion gun used for 
sample exposure to HI ions. The gun can be swapped out for an atom source used for HI atom 
exposures [32], [33], [40]. Finally, the various particle detectors are mounted in the chamber which 
allow for characterization of the HI depth profile inside the W sample, which is a result of the 
sample exposure. These will be presented in more detail in the next sections. 
4. 4. Hydrogen isotope exposure 
After the displacement damage has been created, the W samples are exposed to HI. The underlying 
motivation for investigating how displacement damage effects HI retention and transport is of 
course the study of how displacement damage in the W wall is expected to affect T retention in 
future fusion reactors. However, as T is radioactive, W samples exposed to T are very difficult to 
handle and pose a health and safety risk. Therefore, in laboratory experiments that study HI 
retention in displacement damage, D is used usually. It is believed, that the mechanisms studied by 
D are the same also for T and can be directly extrapolated to T, except for the diffusion coefficient 
that is different due to the mass difference. In all of the experiments that will be detailed in the 
present work, D ions will be used to expose the W samples. The energies of our ions will not exceed 
1 keV/D. This is important as according to equation 2.27, the maximum transferred energy of the 
D ion to an W atom in the lattice is 42 eV. As the displacement energy for W is 90 eV [103], our 
D exposure is not expected to produce any displacement damage in the W lattice and can therefore 
be considered gentle. 
4. 4. 1. Ion gun for hydrogen isotope exposures 
A commercial electron cyclotron resonance (ECR) (Tecta Gen II www.tectra.de/sputter.html, 
energy range 25 eV-5 keV) ion gun is a recent addition to the experimental capabilities of the 
INSIBA chamber. The ion gun uses a filament-less ion source based on a microwave plasma 
discharge. Microwave radiation (2.45 GHz) is coupled via a coaxial waveguide into a plasma 
chamber. The intense oscillating electric fields causes a gas breakdown and a stable plasma 
discharge to be formed. Several permanent magnets around the plasma chamber provide the 
magnetic field that confines the plasma and further enhances the plasma density. This also allows 
the resonant coupling with the 2.45 GHz from the microwave power supply. Ions are extracted 
from the plasma using simple two-grid single-hole extraction optics. The use of microwaves to 
sustain the plasma allows ions to be extracted at very low energies without the plasma collapsing. 
The extraction voltage defines the energy of the ions and can be varied between 25 eV-5 keV. 
 By characterizing the ECR ion gun (described in detail in Ref. [36]) the optimal working 
conditions of the ion gun were determined. An important characteristic of the gun is the distribution 
of different D ion species that are present in the plasma during D ion gun operation. It was 
determined by mass analysis of the exiting species. The characterization of the ion species was 
done at an accelerating voltage of 3 keV. At the pressure of 1.5×10-4 mbar where the maximum D 
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ion current was achieved, the distribution of exiting species was: 93% D3
+, 5% D2
+ and 2% D+ 
ions. If the pressure is increased to 2.4×10-4 mbar the contributions of individual species changes 
to 96% D3
+, 1% D2
+ and 3% D+ ions. Overall the D plasma is dominated with D3
+ ions. The D ion 
energy distribution was also measured for an accelerator voltage of 0.9 keV. At a pressure of 
1.5×10-4 mbar the full width at half maximum was determined to be 25 eV, while at a pressure of 
2.9×10-4 mbar the FWHM was determined to be 34 eV. The experiments presented in this thesis 
will be performed with an accelerating voltage of either 1 keV or 3 keV. As the dominating ion 
species is D3
+ and because the sample is biased with 100 V, the respective D ion energies are 
300 eV/D and 1 keV/D. 
 
 
Figure 4.2: The schematic picture of the INSIBA chamber, where the ECR D ion gun (in the second configuration) is 
positioned at an angle of 51o in respect to the accelerated ion beam. Adapted from [36]. 
After the characterization was done, the ECR ion gun was mounted in the INSIBA chamber in a 
configuration which can be seen in Fig. 4.2. As can be seen the ion gun was positioned at an angle 
of 51o with respect to the accelerated ion beam. Two ECR guns with two configurations were used 
in the past and present experiments. The first ECR gun had a low insertion depth, which meant that 
the D ion flux on the sample was too low to be useful for the needs of this work. For this reason, 
an Einzel Lens was installed after the ECR gun orifice. This configuration provided a more focused 
D ion beam which in turn increased the flux of D ions onto a small spot on the sample surface. 
However, the focusing made the distribution of the D flux across the surface much more 
inhomogeneous. The D ion flux and its distribution across the surface were analysed in Ref. [36] 
for that arrangement. For the second configuration a new ECR gun was purchased and used, with 
the only difference to the old one being, a larger insertion depth of the new gun. This meant that 
the gun produced larger fluxes of D ions even without the Einzel Lens. A collimator was placed in 
front of the ion gun exit orifice in order to limit the beam only to the sample surface and thus not 
irradiating the surrounding objects. Therefore, the Einzel lens did not need to be used, thus avoiding 
the inhomogeneous distribution of D ion flux across the sample surface. In this second 
configuration, the ECR gun was mounted on a linear translator. This allows us to move the ion gun 
closer or further away from the sample surface and therefore somewhat control the D ion flux. At 
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the closest position the distance between the D ion exit orifice and the W sample surface is 
approximately 33 mm. 
The D ion flux of this new second configuration was measured using a Faraday cup with a 
2 mm diameter circular orifice. The Faraday cup was positioned 16.3 mm away from the orifice of 
the ECR gun orifice. To determine the shape of the D ion flux distribution, the Faraday cup was 
translated in a direction perpendicular to the impinging D ion flux. During the calibration, the 
pressure used to drive the D ion flux was 2.3×10-4 mbar, which is a typical driving pressure used 
in our experiments. The acceleration voltage used for the calibration was 1 kV. The measured ion 
current and its lateral distribution is shown in Fig. 4.3. Several lateral passes across the D ion beam 
were made in attempt to average out any possible fluctuations in the ECR gun output. As shown in 
Fig. 4.3 the D ion flux distribution is quite flat in the -1 cm to 2 cm range. Outside of this range, 
the current falls to zero in the span of 1 cm. The distribution is not entirely centered as we suspect 
that the collimator was apparently not completely centered with respect to the ECR ion gun exit 
orifice. 
 From the measured current, we can calculate the D ion flux, which would normally hit the 
sample at the same driving pressure and acceleration voltage. This can be done, by taking into 
account that the majority of D ions is in the form of D3
+ ions [36] and that the distance between the 
gun orifice and the sample is normally 28.3 mm. From this we can calculate that in the centre of 
the distribution, the achieved D ion flux during an experiment is 1.5×1018 D/m2s. This is very 
similar to the value reported in Ref. [36].  
 
 
Figure 4.3: The measurement of the D ion flux distribution. A Faraday cup (2 mm circular orifice) was translated in 
the axis perpendicular to the D ion beam and the current was measured. To average out the time variation of D ion 
flux, this was done for six times (small symbols) and the results were averaged out (big red triangle). 
4. 4. 2. Low-energy deuterium plasma 
The exposures of samples to a low-energy deuterium plasma were carried out at MPG in the so-
called PlaQ device [120]. A schematic drawing of the device can be seen in Fig. 4.4. In comparison 
to experiments carried out in the INSIBA chamber, W irradiations and HI exposures can only be 
carried out in a sequential manner.  
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The D plasma is generated in a stainless-steel cage that confines an ECR discharge and is 
surrounded by magnetic field provided by coils. The cage confines the plasma to a cylinder with 
height of 15 cm and a diameter of 14 cm. The bottom of the cage is made of a solid steel plate with 
a 5 cm diameter aperture, through which the freely expanding plasma reaches the sample. The 
aperture is covered with a tungsten mesh (1 cm spacing) that shields the sample from the 
microwave radiation used to create the ECR discharge. The distance between the aperture and the 
substrate holder where samples can be clamped is 10 cm.  
 The sample that is being exposed is attached to the sample holder which has two functions. 
Its first function is as a sample heater which allows control of the sample temperature. The 
temperature of the sample during exposure is monitored using an IR camera and a thermocouple. 
The holder can also be biased up to -600 V. When the sample holder is floating the ions have 
already some energy due to the plasma potential and the sheath potential, which sums up to about 
15 eV. When the holder is biased the ion energy is increased additionally by the bias voltage, which 
means that the energy of the D ions impacting the sample can be calculated as 𝐸 =  (1 𝑛⁄ ) ∙
|𝑒𝑉𝑏𝑖𝑎𝑠 − 15 𝑒𝑉|. Here n is the number of deuterons that are bound together into an ionic molecule. 
 
 
Figure 4.4: The source of low-energy D plasma at Max-Planck-Institut für Plasmaphysik (MPG) in Garching, 
Germany also referred to as PlaQ. Taken from [120]. 
The contribution of the various molecular ions to the impinging D ion flux was analysed. Under 
standard conditions the contributions were determined to be 94% D3
+ and 3% for D2
+ and 3% D+. 
The impinging D ion flux at standard conditions is close to 1020 D/m2s and is only weakly 
dependent on sample biasing. The sample is also bombarded by D atoms with thermal energies 
with fluxes that are 10-100 times higher than the flux of D ions. Because D atoms have thermal 
energies they must first interact with the W surface before they can enter the bulk of W [30]. 
Meanwhile the energy of the D ions is large enough so they can penetrate into the W bulk directly. 
Because interaction of D atoms with the W surface (especially at low exposure temperatures) slows 
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down uptake of D considerably, the contribution of the D atom flux is neglected [31], [32], [64].  
For more information on the PlaQ D low-energy plasma source, the interested reader should see 
Ref. [121]. 
4. 5. Ion beam analytical techniques 
After the creation of displacement damage by MeV W ion irradiation the samples are exposed to 
D ions at low temperature in order to populate the created traps by D. Measuring the D depth profile 
in the sample enables us to indirectly measure the depth distribution of defects.  
 To detect D, the nuclear reaction analysis (NRA) method is employed. For this purpose, a 
3He analysing beam is used, as it allows the detection of D through the nuclear reaction D(3He, p)α 
[122], [123].  In the reaction a total of 13.6 MeV energy is released. The cross section of the reaction 
has a broad resonance at 630 keV. A majority of the released energy is taken by the proton. The 
high proton energy combined with the relatively weak stopping of p in metals means D can be 
probed up to depths of several µm. By using several 3He ion analysing energies the D depth 
distribution can be probed at different depths of the material [124]. At JSI, 3He ion probe energies 
equal to 0.7 MeV, 1 MeV, 1.5 MeV, 2.5 MeV, 3.3 MeV and 4.2 MeV are used. For 3.3 and 4.2 
MeV a 3He2+ beam is used while for the others a 3He+ beam is used. The highest ion beam energy 
allows us to measure the D depth profile up to a maximum depth of approximately 7 µm. For each 
analysing energy, a proton spectrum is measured. The proton spectrum at each analysing energy 
predominantly holds information about the D concentration at a specific depth of the material. By 
deconvolving all of the measured spectra in a self-consistent manner the underlying D depth profile 
can be determined. For this purpose the NRADC [125] and SimNRA [126] software are used. 
Together with NRA, Rutherford Backscattering Spectroscopy (RBS) was also used which is a 
common method used in Ion Beam Analysis (IBA). The RBS method is very good at characterizing 
various layered structures, however in our case, it is not well suited to detect D. This is because the 
analysing ion beam that is used is 3He which is heavier than D. This means the ion beam will not 
be backscattered on D so no signal will be measured in the RBS detector that can be attributed to 
3He-D backscattering. However, backscattering of 3He on the W lattice still occurs. This signal is 
used for checking the measurement ion dose. This dose is needed for other ion beam analysis 
methods such as NRA to be quantitative. For detection of particles for both techniques we use 
Passivated Planar Silicon type (PIPS) detectors. The NRA detector has a 1500 µm thick depletion 
layer to stop and detect the energy of high energetic protons from the nuclear reaction with a solid 
angle of 26.7 msr. A 24 µm Al absorber in front of the detector is used to stop any backscattered 
3He ions, used as the analysing beam. The RBS detector has a depletion layer thickness of only 300 
µm and a solid angle of 0.689 msr.  
As an example of the measured proton spectra and the resulting deconvoluted D depth 
profile we show an example for a W sample which was irradiated with 20 MeV W ions and exposed 
to D atoms for 70 hours [33]. In Fig. 4.5a, the raw proton spectra measured at the end of the D 
exposure are shown for all six analysing energies. In Fig. 4.5b, the corresponding deconvoluted D 
depth profile is shown. 
An important experimental parameter when it comes to NRA experimental set-up is the 
angle between the NRA detector and the analysing beam. This angle defines the amount of proton 
straggling on their way out of the sample which impacts the depth resolution of the measurement. 
A large angle is preferable as it corresponds to a better depth resolution as was shown in Ref. [127]. 
The configuration of the detector used for NRA in the INSIBA chamber has changed through the 
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progress of our thesis. In the first experiments the detector was set at an angle of 135 degrees with 
respect to the analysing beam. More details on this experimental set-up can be found in [128]. 
Later, the angle of the detector was set to 160 degrees to increase the NRA depth resolution. The 
depth resolution of both detector setups was determined using RESOLNRA [129], which is based 
on SimNRA [126] and can determine the depth resolution of the NRA technique based on the 
experimental set-up and the material under investigation. For both of the detector angles and the 
material being W the calculated NRA depth resolutions for all six 3He analysing energies is shown 
in Fig. 4.6. The dashed lines correspond to the 135-degree angle, while the full lines correspond to 
an angle of 160 degrees.  
 
 
      (a)              (b) 
Figure 4.5: In (a) raw proton spectra measured with six different 3He analysing energies are shown in black. These 
spectra are fed into a deconvolution software NRADC [125], which self-consistently fits the raw spectra (shown in 
red) and outputs a D depth profile. These specific proton spectra result in the D depth profile shown in (b). 
An important experimental parameter when it comes to NRA experimental set-up is the angle 
between the NRA detector and the analysing beam. This angle defines the amount of proton 
straggling on their way out of the sample which impacts the depth resolution of the measurement. 
A large angle is preferable as it corresponds to a better depth resolution as was shown in Ref. [127]. 
The configuration of the detector used for NRA in the INSIBA chamber has changed through the 
progress of our thesis. In the first experiments the detector was set at an angle of 135 degrees with 
respect to the analysing beam. More details on this experimental set-up can be found in [128]. 
Later, the angle of the detector was set to 160 degrees to increase the NRA depth resolution. The 
depth resolution of both detector setups was determined using RESOLNRA [129], which is based 
on SimNRA [126] and can determine the depth resolution of the NRA technique based on the 
experimental set-up and the material under investigation. For both of the detector angles and the 
material being W the calculated NRA depth resolutions for all six 3He analysing energies is shown 
in Fig. 4.6. The dashed lines correspond to the 135-degree angle, while the full lines correspond to 
an angle of 160 degrees.  
The depth resolution at a specific analysing beam energy is defined at the depth at which 
the cross-section for the nuclear reaction achieves its maximum, as that defines the depth at which 
the nuclear reaction is most sensitive. A massive improvement in depth resolution can be observed 
after the change to the 160-degree detector angle from the 135-degree angle. The improvement in 
the 0-2 µm range is especially important, because the damaged layers in our experiments extend 
from 0-2.3 µm for 20 MeV W ion irradiation and 0-1.5 µm for 10.8 MeV W ion irradiation. The 
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Figure 4.6: Depth resolution as a function of depth (calculated by RESOLNRA [129]) for the various 3He ion beam 
energies usually used in our analysis. Shown also in [130]. 
4. 6. Thermal desorption spectroscopy 
The D depth profile is a direct indicator of how the displacement damage that was created using W 
ion irradiation is distributed in depth. But we still lack the information which defect types are 
responsible for D retention in a specific experiment for a complete picture.  
In order to obtain the desorption kinetics of the retained D in a sample the thermal 
desorption spectroscopy (TDS) technique is typically applied. There linear heating of a W sample 
in a controlled manner is performed while monitoring the desorbing species. TDS is typically used 
in surface science where a majority of the investigated species is adsorbed on the surface in 
adsorption sites.  The resulting so-called D desorption spectra, often consists of several desorption 
peaks. In such a case each desorption peak is associated with exactly one adsorption site type. Its 
chemisorption energy can be analytically calculated from the temperature of the desorption peak. 
To show an example let us assume that desorption from a surface is a first-order process [131]. 
Other orders of desorption can also be present, however for illustration purposes we shall limit the 
calculation to this specific case. The desorption of adsorbed species from surface chemisorption 





=  𝜐 𝑐𝑠𝑢𝑟𝑓  exp (−
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) . (4.1) 
 
𝑐𝑠𝑢𝑟𝑓 is the surface concentration of adsorbed species, 𝜐 is a characteristic time-scale of 
recombination and subsequent desorption of the species and E is the desorption energy.  
In TDS experiments the heating rate is usually linear which can be expressed as the equation 











Since the desorption rate has a maximum at the temperature of the D desorption peak can be 










where the temperature of maximum desorption is defined as 𝑇𝑚𝑎𝑥.  By combining equations 4.2 
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Equation 4.4 can be solved numerically, which gives the relation between the temperature of the 
desorption peak maximum and the corresponding desorption energy of an adsorption site. 
However, in reality a majority of the surface processes related to desorption are second-order 
processes. For instance, desorption of D from the surface of W is a second order process [31]–[33]. 
In the case of second order kinetics, the temperature of maximum desorption does not only depend 
on the energetics of the process, but also on the amount of adsorbed species on the surface. This is 
illustrated in Fig. 4.7.  
 
Figure 4.7: Illustration of how different-order desorption surface processes affect the shape of the desorption 
spectrum. Taken from [132]. 
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We have already looked at the specific case of a first-order process (𝑛 = 1). As illustrated, the 
amount of adsorbed species does not affect the desorption rate and the temperature of maximum 
desorption. For a zero-order process (𝑛 = 0), one cannot speak about a temperature of maximum 
desorption, as the shape of the desorption spectrum depends solely on the amount of adsorbed 
species on the surface. This is because the process is characterized by a single constant rate that 
defines the time-scale of desorption. For a second order process (𝑛 = 2), the rate of desorption is 
increased as the content of adsorbed species increases. This means that the temperature of 
maximum desorption must be inversely correlated with the content adsorbed species. 
The entire picture becomes more complicated when a large portion of the studies species is 
trapped inside the bulk, which is the case in all of the experiments presented in this thesis. It was 
shown that in such cases D diffusion and the D depth distribution plays a significant role on the 
shape of the D desorption spectrum [32].  There the D desorption spectrum changed depending on 
the depth to which the damaged layer was populated by D and was therefore dependent on the D 
depth profile that was present in the sample prior to the TDS measurement. In the case when the 
displacement damage layer was not entirely saturated with D, new D desorption peaks were formed 
which were not tied to any defect type. One can conclude form this that a D desorption peak does 
not necessarily correspond to a specific de-trapping energy and that no analytical expression can 
be calculated that universally ties the temperature of a desorption peak to a de-trapping energy. 
Therefore the de-trapping energies must be determined by fitting the D depth profile and D 
desorption spectra with MRE simulations [77], [116], [133]. It turns out that HI trapped in defects 
inside the material exhibit first order kinetics as was shown by Zibrov et al. [134]. By changing the 
heating rates the authors managed to determine the trapping energies for the case of vacancies [134] 
and vacancy clusters [135]. With such a procedure one can gain insight into the identity of the 
defects responsible for D retention and correlate this information with atomistic simulation data 
available in the literature from which we can infer the types of defects responsible for D retention.  
Despite the relative simplicity of the TDS technique, difficulties often arise in its 
experimental execution. To name just a few: accurate calibration of the mass-spectrometer and its 
linearity with pressure, effect of finite pumping speed and formation of new molecules on the walls 
of the vacuum pressure. Also when performing experiments with D, one should keep in mind that 
D can be released in at least four molecular species, namely D2, HD, HDO and D2O. TDS 
measurement on the samples studied in this thesis were performed in the TESS setup located at 
MPG [136] (Pfeiffer, Prisma Plus quadrupole mass spectrometer, 1-100 amu/q).  which we believe 
is a well-calibrated TDS set-up. A scheme of the setup is shown in Fig. 4.8.  
The main chamber of the setup is pumped with two turbomolecular pumps providing a 
background pressure of 10-9 mbar after a few days of baking [64]. During baking the quartz tube is 
baked to 1300 K for several hours to reduce background contributions of gas species that would 
normally desorb from the tube walls during the measurement [64]. The heating of the quartz tube 
during baking and measurement is achieved with an external tubular oven into which the quartz 
tube is inserted. The oven can be also moved away from the tube for fast cooling purposes.  
Several samples can be loaded into the quartz tube simultaneously. During measurement 
the sample of interest is moved to the end of the quartz tube where a shielded thermocouple 
measures its temperature directly. The oven is placed over the end of the quartz tube during 
measurement which heats the sample under investigation. Meanwhile, the rest of the samples are 
located at the beginning of the tube in a glass protrusion (see Fig. 4.8) and are shielded from the 
oven’s thermal radiation using an aluminium foil. The desorbing gas species partial pressures are 
analysed using a quadrupole mass spectrometer which is located in the main chamber. The mass 
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Figure 4.8: The schematic view of the TESS setup. The setup allows loading of several samples into the quartz tube. 
The sample of interest is moved with a magnet to the end of the quartz tube and the external tubular oven is moved 
over its position. During sample heating the desorbing species are measured using a quadrupole mass spectrometer 
(QMS). Taken from [137]. 
The measurement of a batch of samples follows a pre-determined order to ensure the best possible 
characterization and calibration of the setup. Before any sample is measured the quartz tube is 
heated on its own with the temperature ramp that will be used further on. With this, the behaviour 
of the 15 mass channels is recorded as an initial background measurement. Afterwards, sample 
measurement begins. After each sample is measured the calibration of the molecular D2 flux is 
checked using a leak bottle from Laco Technologies with a flow of 1.22 × 1014 D2/s and a leak 
accuracy of 4.6%. After all samples are measured the background measurement is repeated. The 
calibration of the HD molecular flux is determined by recording pressure by flowing either D2 or 
HD gas through an orifice of known size from a calibrated volume into the vacuum vessel. The 
calibration factor was determined to be 66% of the one derived for D2 [113]. The contribution of 




5. Simultaneous W irradiation 
and D ion exposure 
After development and inclusion of the displacement damage creation and stabilization model into 
the MHIMS-R code, the next objective of the thesis is to validate it on previous experimental 
results. We have used it first to simulate the experiment by Markelj et al. [36]. The details of the 
experiment will be shortly presented in the following section. 
5. 1. Experiment 
5. 1. 1. Experimental overview 
Two experimental series were performed. In the so-called simultaneous series (denoted as 
W/D + D) samples were simultaneously irradiated with W ions while they were exposed to D ions. 
This was done at irradiation temperatures of 450 K, 600 K, 800 K and 1000 K. After the 
simultaneous irradiation the samples were re-exposed to D ions for an additional 39 hours at an 
exposure temperature of 450 K to populate the created defects.  In the other, so-called sequential 
series (denoted as W + D), the samples were irradiated with the W ion beam at the same 
temperatures but without the D ion exposure. An additional W irradiation at 300 K was performed, 
so the results could be more easily compared to the literature. The samples were only exposed to 
D ions after the irradiation. In such a way the W + D series served as a benchmark which tells us 
how much displacement damage is created without D presence at the irradiation temperatures in 
question. One of the W samples was only exposed to D ions without any previous W ion irradiation. 
This was done to determine the effect of the D ion exposure itself. 
To create displacement damage 10.8 MeV W6+ ions were used. The irradiation of the 
samples took place for four hours at different sample temperatures. The W ion flux was determined 
by moving an ion mesh charge collector into the beam. The W ion current was measured at the 
beginning and end of irradiation. The current was also measured at 20 min intervals between the 
irradiation to ensure the variation in W ion flux was not too large. The ion current was stable within 
±10 % yielding an uncertainty of the total ion fluence of about 10% for all irradiated samples. To 
quantify the W ion flux, it was measured directly on the sample with a 100 V bias at the end of 
each W irradiation. The W ion flux was determined to be 𝛤𝑊 =  9.73 × 10
13 W m-2s-1 yielding a 
total fluence of approximately (1.0±0.15)×1018 W/m2. The displacement damage profile as 
calculated by SRIM [91] is peaked with a maximum at 0.7 µm and extends down to 1.5 µm. With 
a fluence of 1.0×1018 W/m2 a damage dose of 0.35 dpaKP (Kinchin-Pease calculation, 90 eV 
displacement damage energy, evaluating the “vacancy.txt” output) is created at the peak maximum. 
The corresponding displacement rate is 2.4×10-5 dpa/s. As the damage dose used in the experiment 
is larger than the damage dose of 0.1 dpa [107], [108], displacement damage saturation is expected 
in the entire damaged layer. The shape and size of the W irradiation spot size was determined by 
irradiating a graphite sample and was found to be in a rectangular shape with a 5x5 mm2 spot size. 
 A D ion gun was used for the D exposure during the simultaneous irradiation and during 
the re-exposure. The gun uses an ECR discharge to produce a low energy D ion plasma, which is 
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extracted from the plasma chamber and accelerated towards the sample with an acceleration 
voltage. For more details on the characterization and setup of the ion gun one should refer to 
Chapter 4 or to Ref. [36]. In this specific experiment an Einzel lens was mounted between the ion 
gun and the sample. This drastically increased the D ion flux hitting the sample at the expense of 
D flux homogeneity across the sample surface. The shape of the D flux hitting the sample was 
characterized by exposing an amorphous hydrogenated carbon film (a-C:H), with known erosion 
properties. It showed a well-focused D ion beam in one direction (2.5 mm width) and an elongated 
beam in the other direction because the D ion beam impacted the sample at a 51-degree angle with 
respect to the sample surface. The acceleration voltage of the D ion gun was 1 keV while the sample 
was biased with a voltage of a 100 V. As the majority of the D ions coming from the ion gun are 
in the form of D3
+ ions, the energy of the impacting D ions is approximately 300 eV/D. Such an 
energy is high enough so that the D ions penetrate directly into the W bulk [30]. 
To quantify the results of the W ion irradiation and D ion exposure, the NRA and TDS 
techniques were used. The TDS was done in the TESS setup (described in Chapter 3) with a heating 
ramp equal to 3 K/min. For the NRA analysis a 1 mm2 sized 3He ion beam measurement was 
performed in situ after the simultaneous exposure and also after the additional D ion exposure. The 
energetic protons were detected using the NRA detector at an angle of 135 degrees. Despite our 
best efforts, the D ion beam, the damaging W ion beam and the analysing He beam were slightly 
misaligned. This meant that the D depth profiles measured right after the W/D simultaneous 
exposure were obtained on area where D ion flux was not maximum, being 1.3×1018 D/m2s. After 
the in-situ analysis, additional analysis of the D amount was performed by NRA over the W 
irradiated beam spot. Interestingly, the maximum D concentrations and amounts were obtained at 
the edge of the W ion beam area where the maximum of the D ion flux was determined to be 
1.9×1018 D/m2s. The D depth profiles were also measured at that spot and will be shown. For more 
details on how these fluxes were determined one should turn to Ref. [36]. 
5. 1. 2. Experimental results 
Before analysing the results of the W + D and W/D + D experiments we must understand any 
possible impact of the D ion exposure itself. The D depth profile and D desorption spectrum of the 
sample that was only irradiated with 300 eV/D ions for 39 hours at 450 K is shown in Fig. 5.1.  
From Fig. 5.1a we can see that the D depth profile has a large D concentration peak at the 
surface. The peak extends approximately 50 nm from the surface into the bulk. With a 
concentration of D in the peak equal to 0.6 at.%, the corresponding D retention is 2×1019 D/m2. 
Such a retention could be attributed to D chemisorption on the W surface as explained by Markelj 
et al. [128]. The peak obviously extends much further away from the surface compared to what 
one would expect for surface chemisorption. A narrower surface peak with a larger D concentration 
is more realistic, but cannot be measured due to the limited depth resolution. The output layer 
thicknesses are limited by the depth resolution of the NRA spectrum measurement. For the NRA 
detector angle of 135 degrees, the depth resolution at the W surface is approximately 50 nm which 
is the reason why such a relatively broad step is present. After the near-surface D concentration 
peak, the concentration falls to a value of 4×10-4 at.%. This D concentration is most probably due 
to D captured in naturally occurring defects that survived the recrystallization process. Total 





          (a)                   (b) 
Figure 5.1: Experimental results for the W sample that was exposed to 300 eV/D ions at 450 K for 39 hours without 
prior W irradiation. The D depth profile is shown in (a) and the D desorption spectrum in (b). 
The D desorption spectrum shown in Fig. 5.1b consists of a single pronounced desorption peak at 
580 K and of a small desorption shoulder at 720 K. The main desorption peak is most probably due 
to D2 molecule release from the surface chemisorption site, while the shoulder comes from D 
retention in naturally occurring defects in the bulk of the material.  An important take away 
message at this point is: in a tungsten sample where no displacement damage occurred and was 
only exposed to D ions, the D retention is quite small and limited to the near-surface region. This 
means that no additional defects were created in the exposure. 
 Let us continue by analysing the results of the sequential experiment denoted as W + D. 
The D depth profiles and desorption spectra measured after the D ion exposure are shown in 
Fig. 5.2a and Fig. 5.2b, respectively. The SRIM calculated damaged damage profile is also shown 
in the Fig 5.2a. The D depth profiles of all the samples are flat in the entire damaging zone. This 
means that displacement damage was saturated in the entire damage zone to the maximum damage 
depth of approximately 1.5 µm and that the D fluence was enough to populate all of the created 
traps. The D flux at this measuring position was 1.9×1018 D/m2s meaning that a total D fluence 
here was 2.7×1023 D/m2. As all of the created displacement damage has been saturated by D, we 
can state that the reduction of D concentration with rising temperature corresponds to displacement 
damage saturation values that fall with rising irradiation temperature. 
A similar reduction of total retained D amount could have been seen in the D desorption 
spectra if not for the issues with the beam misalignments and the D ion beam inhomogeneity. To 
minimize the issues with the misalignment when simulating the results with MHIMS-R, we have 
normalized the D desorption spectra so that the total D amounts calculated from the NRA and TDS 
measurements match. Afterwards, we have normalized the TDS spectra additionally to the peak D 
desorption of the sample irradiated at 300 K. This normalization was performed solely for the 
reason of fitting the data with the MHIMS-R simulation. In [36], Markelj et al. have successfully 
compared the measured NRA and TDS total D amounts without normalization. Despite 
normalization, valuable insights can be gathered from the normalized D desorption spectra. For 
one, it can be seen that the D desorption starts at the D exposure temperature of 450 K and ends at 
950 K. The D desorption spectra consists of two main D desorption peaks, centred at 600 K and 
750 K, and a high-temperature desorption tail extending to 950 K. The two D desorption peaks, 
behave independently at different irradiation temperatures, meaning the shape of each peak remains 
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largely unaltered, while the ratio of peak intensities changes at different temperatures. This 
suggests that several defect types are responsible for D retention in the present samples. For true 
confirmation the experimental results must be replicated by the MHIMS-R simulation. 
 
 
          (a)                    (b) 
Figure 5.2: Experimental D depth profiles (a) and D desorption spectra (b) for the W + D experiment. In (a) also the 
SRIM calculated primary damage profile is drawn as a grey line. The D desorption spectra were normalized in such 
a way so that their total D retentions match those derived from the D depth profiles and subsequently normalized to 
the maximum D desorption of the sample irradiated at 300 K. 
After studying the experiment where the effect of elevated temperatures on displacement damage 
creation without D presence was investigated, we turn our focus to the simultaneous experiment 
also denoted as W/D + D. In this experiment W samples were irradiated at the same temperatures 
as in the W + D experiment for four hours, but this time the samples were simultaneously exposed 
to a 300 eV/D ion beam. This is the W/D part of the W/D + D experiment. After the simultaneous 
irradiation the samples were re-exposed to D ion beam at 450 K, to populate the created defects. 
Let’s first look at the experimental D depth profiles after the simultaneous W/D irradiation shown 
in Fig. 5.3. These were measured at the centre of the sample at JSI. The D ion flux measured at the 
sample centre was determined to be 1.3×1018 D/m2s. 
 The first thing that can be noted is that the D penetration depth varies with irradiation 
temperature. The sample irradiated at 450 K has the shallowest penetration depth, while in the 800 
and 1000 K samples the D seems to have penetrated to the deepest parts of the damaged region. It 
can also be seen that the concentration of D falls with rising exposure temperature. The sample 
simultaneously irradiated at 450 K has a maximum D concentration of approximately 1.5 at.%, 
which falls to 0.3 at.% for irradiation at 600 K. The samples irradiated at 800 K and 1000 K have 
a D concentration in the 0.01 at.% range. The fall of D concentration with rising temperature is 
mainly due to the fact that as the exposure temperature rises, the D de-trapping becomes significant. 
A glimpse that stabilization of displacement damage occurred due to the presence of D can already 
be observed prior to the D re-exposure, by comparing the maximum D concentration of the sample 
sequentially irradiated at 450 K and exposed to D at that same temperature, and the sample 
simultaneously irradiated at 450 K. Such a comparison is valid as the same W irradiation and D 
ion exposure temperature were used. The sample sequentially irradiated at 450 K is drawn in 
Fig. 5.2a with red. Its maximum concentration is approximately 1.0 at.%. Meanwhile the maximum 
D concentration of the sample that was simultaneously irradiated at 450 K is approximately 
1.5 at.%. This concentration is above the measured saturation concentration defined by the 
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sequential experiment, meaning that some additional displacement damage must have been created, 
as there are no other possible explanations. The extent of stabilization cannot be concluded before 
comparison between the W + D and W/D + D experiment is made, where the D 39-hour exposure 
at 450 K ensures that all displacement damage created in both irradiation procedures was decorated 
by D.   
 
 
Figure 5.3: D depth profiles measured right after the four-hour simultaneous W irradiation and D ion exposure at 
different irradiation temperatures. 
The D depth profiles of the W/D + D measurements are shown in Fig. 5.4a-d for irradiation 
temperatures between 450 and 1000 K. There we show the comparison between the W + D 
experiment (black), W/D experiment (dashed, coloured) and W/D + D (full, coloured) experimental 
D depth profiles. These D depth profiles, except the one after the W/D part of the experiment, were 
measured at MPG at the sample spot that corresponded to the maximum of the D ion beam. The D 
ion flux determined on that spot was 1.9×1018 D/m2s. Firstly, nearly all D depth profiles have a 
sharp rise in D concentration near the surface followed by a dip below saturation values. The 
reasons for this rise have already been explained in the section where we discussed the sample 
which was exposed to D ions without any W irradiation. Also, at the end of the D exposure, sample 
heating was stopped first, while the D exposure was turned off only after sample reached a 
temperature 100 K bellow the exposure temperature. This was done to reduce any possible 
outgassing. The sample simultaneously irradiated at 450 K shows a two-fold increase in D 
concentration at depths where displacement damage was created in the presence of D. A clear step 
can be seen in the W/D + D depth profile at around 0.7 µm, after which the D concentration falls 
to the values measured in the W + D experiment. If one correlates these findings with the W/D 
depth profile shown as a dotted line, one can see that the stabilization effect is limited to the depths 
where a substantial concentration of D was present during W irradiation. Still, this correlation is 
not perfect. One can also observe that the D concentration in the W/D depth is non-negligible to 
1.0 µm, while the stabilization effect is limited to 0.7 µm. This discrepancy can be explained by 
the issue of the limited depth resolution. Secondly, as the exposure temperature of D was the same 
during the irradiation and during re-exposure, one would expect the same D concentration near the 
surface, but this is not the case as the D concentration after irradiation is 1.5 at.% while after the 





         (a)       (b) 
 
             (c)       (d) 
Figure 5.4: Experimental D depth profiles of the samples simultaneously W irradiated and D exposed at 450 K (a), 
600 K (b), 800 K (c) and at 1000 K (d). In every figure the D depth profile of the corresponding sequentially irradiated 
sample is shown as a black line. The D depth profiles measured immediately after the W/D irradiations are also shown 
as dotted lines. 
The discrepancy in D concentration can be explained by the inhomogeneous D ion beam, where 
the D ion flux at the W/D + D measurement position was 1.9×1018 D/m2s, while at the W/D 
measurement position the flux was 1.3×1018 D/m2s. This difference not only affects the amount of 
D captured in a defect type, in which D de-trapping is becoming efficient at the exposure 
temperature of 450 K, but also effects the extent of the stabilization effect through the fact that 
more defects contain D during W irradiation. To eliminate the discrepancies stemming from the 
experimental procedure and to try to get a better picture of the effect of D stabilization the 
simultaneous procedure was repeated at 450 K. The experiment was repeated without the Einzel 
lens and the ECR gun orifice was positioned closer to the sample. This ensured better D ion flux 
homogeneity across the sample surface with a comparable D ion flux, which was determined to be 
1.4×1018 D/m2s. Also, the NRA detector was moved to an angle of 160 degrees which improved 
the D depth resolution of the NRA measurement. The details of this repeated experiment are 
available in [36]. The D depth profiles measured after the simultaneous irradiation and after the re-
exposure are shown in Fig. 5.5. These new D depth profiles are compared to the sequentially 
irradiated sample at 450 K that was measured previously and which is already drawn in Fig. 5.2a. 
It can be seen that both the maximum D concentrations in the W/D and W/D + D measurements 
now match perfectly and that the presence of D at a certain depth during the irradiation procedure 
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Figure 5.5: D depth profiles of a repeated simultaneous irradiation at 450 K. The depth profile measured after the 
irradiation is drawn in dashed red line while the depth profile measured after the re-exposure is drawn as a full red 
line. Both are compared to the sequentially irradiated sample drawn in black. 
One issue still persists when we look at the D depth profiles. A non-negligible D concentration 
extends to 2 µm in the W/D + D depth profile, which is well beyond the maximum damage depth 
of 1.5 µm. We speculate that this is caused by the limited depth resolution of the NRA measurement 
around 1.5 µm and is most probably not a physical reality. 
We now return back to analysing the results measured after the D re-exposure for the 
simultaneous W/D samples irradiated at temperatures between 600 K and 1000 K. The D depth 
profile of the sample simultaneously irradiated at 600 K, shows a two-fold increase of D 
concentration compared to the sequentially irradiated sample, while the sample simultaneously 
irradiated at 800 K shows almost no increase compared to the sequentially irradiated sample. The 
maximum D concentrations of the samples simultaneously irradiated at 450 K, 600 K and 800 K 
and re-exposed to D are perfectly correlated with the D concentrations measured after the W/D 
simultaneous irradiation. As the D concentration present in the sample during W/D irradiation 
decreases with temperature, so does the maximum D concentrations of the re-exposed samples. 
This is a clear indication that displacement damage stabilization is proportional to the amount of 
retained D in the sample during irradiation, which is in line with the displacement damage creation 
and stabilization model. 
 Contrary to these findings, the D concentration measured for the 1000 K simultaneously 
irradiated and D re-exposed sample tells a different story. Despite measuring almost no retained D 
after the simultaneous W/D irradiation (see Fig. 5.3), the D concentration after re-exposure is 
almost twice the D concentration retained in the sequentially irradiated sample. The mechanism 
for this is currently unknown, but it definitely cannot be related to D being trapped in defects, as 





Figure 5.6: Experimental D desorption spectra of the samples simultaneously W irradiated and D exposed at 450 K 
(red), 600 K (green), 800 K (dark blue) and at 1000 K (light blue). 
Finally, we turn our attention to the D desorption spectra measured after the D re-exposure, which 
can be seen in Fig. 5.6. They have been normalized in the same way as the D desorption spectra of 
the W + D experimental series. The D desorption spectra have a two-desorption peak structure with 
a high temperature desorption tail. The shape is very similar to the results observed in the 
sequentially irradiated samples. Similar to the W + D experimental series, the low and high 
desorption peak intensities behave independently for different irradiation temperatures. 
 
 
Figure 5.7: Maximum D concentrations measured after the D re-exposure when irradiation is performed 
simultaneously (red line) or sequentially (black line). A comparison is also made to results of a similar experiment 
where low-energy D atoms were used instead of D ions and a re-exposure temperature of 600 K was used instead of 
450 K [40]. Results of the experiment where the ion exposure is used are plotted with full lines, while the results of the 
experiment carried out with an atom exposure are plotted as dashed lines. Different maximum D concentration scales 
must be used because of the different D exposure conditions were used in both experiments. 
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To summarize the results of the W + D and W/D + D experimental series, we plot the maximum D 
concentrations as a function of irradiation temperature in Fig. 5.7. The D concentration falls with 
rising irradiation temperature until 800 K, after which it rises again at an irradiation temperature of 
a 1000 K for the simultaneous case. An increase in D concentration in the W/D + D samples by a 
factor of two is observed compared to the W + D samples, for all irradiation temperatures except 
at 800 K, where no increase is observed. The results of this experiment which was carried out with 
a 300 eV/D ions with re-exposure at 450 K is compared to a previous experiment where 0.3 eV D 
atoms were used with a re-exposure temperature of 600 K [40]. The general trend where the 
stabilization effect diminishes with rising temperature until 800 K after which it rises again at a 
1000 K is observed in both experiments and is therefore not dependent on the D exposure type. 
The replicability of such a difficult experiment with two exposure types gives significant credibility 
to the experimental results. 
5. 2. Simulation 
The experimental results for both the sequential case and the simultaneous case were fitted with 
the rate equation model for D diffusion and trapping as described in section 2.4. The model also 
included the new stabilization model described in section 3.2. The material-defined general 
simulation parameters are listed in Tab. 3.1.  
We will first outline the general steps taken when fitting a D depth profile and a D 
desorption spectrum for a single sample. By changing the number of distinct defects, the number 
of their fill-levels and their respective de-trapping energies and by changing the ratios between 
saturation concentrations of all the defects one can first reproduce the general shape of the D 
desorption spectra. The defect depth distribution is not a free parameter as it is defined by the SRIM 
depth profile and by the displacement damage creation and stabilization model in equation 3.1. For 
the sequential W + D series, after the ratios between defects are properly fitted to the D desorption 
spectra, we adjust the absolute values of the saturation concentrations for all the defects (𝑛𝑖,𝑚𝑎𝑥), 
while maintaining the ratios between them. With this we fit the D depth profile and the local 
retained amount of D in the samples which one gets by summing up the area under the measured 
D depth profile.  
For the simultaneous W/D + D series, the saturation concentrations (𝑛𝑖,𝑚𝑎𝑥) at a certain 
temperature are kept the same as in the W + D experiment. This fitting procedure meant, that we 
have used the experimental results of the sequential W + D experiment where we have determined 
the temperature dependence of 𝑛𝑖,𝑚𝑎𝑥. The simultaneous W/D + D experiment was replicated by 
changing only the stabilization parameter (𝛼𝑖) to fit the D concentration found in the D depth 
profiles and to fit the shape of the D desorption spectra at each irradiation temperature. With this 
procedure, we can derive the temperature behaviour of 𝛼𝑖. 
When starting with the simulations we first used the MHIMS code with the classical HI 
trapping picture where only one HI can be trapped per defect and the defect de-trapping energy is 
dependent only on the defect type. This interaction picture was coupled with the novel 
displacement damage creation and stabilization model. For that simulation, five different de-
trapping energies were needed to describe the TDS data. In the classical picture these five 
de-trapping energies are interpreted as five different defect types.  
The evolution of the defect concentrations with W irradiation temperature for some of these 
defects was very similar. This led us to think that these de-trapping energies with similar behaviour 
were actually part of the same defect type and that they correspond to different filling levels of this 
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defect. If this observation was indeed true then the entire desorption kinetics of the experiment 
could be described by several different defect types with several fill levels, which motivated us to 
use the more complex fill-level dependent picture of D trapping in the MHIMS-R code. Based on 
the above described observation we have chosen to use three distinct defect types with two, two 
and one fill level respectively. This choice was not affected by any fill level data available in the 
literature for various defect types, as the number of defects, number of their fill-levels and fill-level 
de-trapping energies were optimized to produce the best fit possible instead of optimizing them to 
the existing literature data. This ensured a level of independence of the results and ensured that 
additional simulation bias was not introduced. The de-trapping energies of the found fill-levels 
were only later compared to values from the literature to try and identify the various defect types. 
This will be discussed in more detail later in this work (see section 8.3). 
The quality of the fit of the simulated D desorption spectrum is measured using the reduced 
chi square as a figure of merit. The 𝜒𝑟𝑒𝑑
2  calculation was limited to TDS temperatures between 550 
and 900 K due to the early D desorption rise in the simulation. In this desorption temperature range 
90 % of retained D is desorbed. The 𝜒𝑟𝑒𝑑

















N is the number of points in the experimental desorption spectra. 𝛤𝑖
𝑒𝑥𝑝
 is the experimental 
desorption flux at a temperature Ti and similarly 𝛤𝑖
𝑠𝑖𝑚 is the simulation desorption flux at Ti. 𝜎i is 
the experimental error of desorption at temperature Ti. It was determined directly from the D 
desorption measurement count rates, assuming that the relative error follows Poisson statistics 
meaning the experimental relative error at a temperature Ti is directly proportional to the square 
root of the number of counts measured at that temperature. Another experimental error that one 
must consider comes from the relative error for the particle fluxes derived from the drift and 
fluctuations of the quadrupole signal while dosing a constant amount of D2 into the chamber with 
a calibrated leak bottle. This error was experimentally determined to be about 1-2 %. 
5. 2. 1. Simulation results 
First, we simulate the exposure of the control sample that was exposed only to the 300 eV/D ion 
beam with a flux of 1.9×1018 D/m2s for 39 hours at 450 K to determine the effect of the D exposure 
on D retention in the sample without irradiating it with W ions. The comparison between the 
experimental and simulation results are shown in Fig. 5.8.  
As we use the Dirichlet boundary conditions we cannot describe the increase of retained D 
near the surface with surface processes, therefore a single defect is used as a proxy which has a 
high concentration near the surface while at larger depths its concentration is zero. By our choice, 
the depth to which it extends is 50 nm and it concentration is equal to 4.2 × 10−2 at.%. It also has 
several de-trapping energies (1.62 eV, 1.72 eV, 1.84 eV). Comparison of energies related to surface 
processes as found in the literature, with the de-trapping energies of the proxy defect is impossible, 
because de-trapping from it is a first order process, while the desorption of D2 molecules from a 
surface is a second order process [38]. The D retention in the bulk is fitted with a single intrinsic 
defect with a concentration of 8.5 × 10−5 at.%. It has 5 fill-levels with de-trapping energies (1.28, 





           (a)             (b) 
Figure 5.8: The D depth profile obtained after the D ion 300 eV/D exposure is shown on the left (a) and the 
corresponding D desorption spectra on the right (b). The experimental data is plotted with dots and the simulation 
with a line. 
This set of parameters produced the best fit of the D depth profile and D desorption spectra, which 
can be seen in Fig. 5.8a and Fig. 5.8b, respectively. The D depth distribution is fitted reasonably 
well as a pronounced peak of D concentration is observed near the surface that is due to D trapping 
in the chemisorption-proxy defect. The low D concentration tail extending deep into the bulk is 
also well reproduced. The D desorption spectrum is also well replicated by the simulation. By 
determining the effects of the D ion beam exposure in undamaged W itself we have concluded that 
D retention, compared to the D retention in W with displacement damage created with self-ions, is 
negligible, which is why we do not implement any surface proxy defect or intrinsic defects in 
further simulations.  
 We move on to describing the simulation of the W + D experimental series where samples 
were first W ion irradiated and only afterwards exposed to 300 eV/D ions. The comparison between 
the simulation and experiment is shown in Fig. 5.9a and Fig. 5.9b for all W ion irradiation 
temperatures. The depth distribution of D is fitted very well for all temperatures, which signifies 
that the probability for displacement damage creation 𝜂 combined with the displacement damage 
distribution function acquired from SRIM 𝛳(𝑥) were good choices. Their combined use 
successfully reproduces the depth distribution of the major part of retained D in each sample. The 
only real mismatch is in the D depth profile for the sequentially W irradiated and D loaded sample 
at 450 K (drawn in red in Fig. 5.9) which exhibits a deep D concentration tail which is not 
reproduced by the simulation. This long step of D going deeper into the sample is a consequence 
of the fact that the NRA measurement used has a depth resolution of around 0.6 µm at a depth of 
1.5 µm. This means the NRA spectrum deconvolution process that produces the D depth profiles 
could not take a narrower and higher step around 1.2-1.4 µm which is more realistic for a 10.8 
MeV W ion irradiation scenario. In summary the relatively high D concentration measured deep in 
the 450 K sample is due to the fitting process and is most probably not a real feature one should 
strive to reproduce. We would like to stress that the correct D depth distribution is very important 
for correctly determining the de-trapping energies and the trap concentrations as the D depth 





           (a)               (b) 
Figure 5.9: Sequential W ion irradiation and D ion exposure: (a) A comparison between the experimental and 
simulation D depth profiles for five W irradiation temperatures. (b) A comparison between the experimental and 
simulation D desorption spectra for all five W irradiation temperatures. The spectra were normalized to the maximum 
desorption of the W sample irradiated at 300 K. 
The two-peak structure of the D desorption spectra is reproduced very well by the simulation. By 
changing the saturation concentrations of the three defect types 𝑛𝑖,𝑚𝑎𝑥 we were also able to 
reproduce the different ratios of the two desorption peaks at different W irradiation temperatures. 
The calculated 𝜒𝑟𝑒𝑑
2  for these fits are listed in Tab. 5.1 for each desorption spectrum. Their values 
are close to 1 which confirms the quality of the fit. The defect type fill-level de-trapping energies 
that produced the best fit to the experiment were: 
• Defect type 1 with fill levels (1.35±0.03, 1.46±0.03) eV, 
• Defect type 2 with fill levels (1.68±0.02, 1.86±0.01) eV, 
• Defect type 3 with fill level 2.10±0.03 eV. 
It can be seen that the errors of the de-trapping energies attributed to fill-levels of defect type 1 are 
larger compared to the errors of the de-trapping energies belonging to fill-levels of defect type 2. 
The range of de-trapping energy adjustment can be easier presented on a temperature scale. For a 
TDS temperature ramp of 3 K/min a change in de-trapping energy of 0.01 eV, corresponds to a 
shift in the desorption peak of approximately 3 K. This means that the size of the de-trapping energy 
adjustment range is approximately 20 K for defect type 1, and approximately 10 K for defect type 
2 and 3. 
The main output of the modelling of the sequential experiment are the saturation 
concentrations for the three defect types - 𝑛𝑖,𝑚𝑎𝑥. They are plotted in Fig. 5.10 for the different W 
irradiation temperatures. The errors of defect concentrations are derived from the errors in D 
retention that come from the NRA measurement. The results are written out in Tab. 5.1. It can be 
seen that defects types 1 and 2 show similar behaviour with rising temperature, their temperature 
dependence resembling a linear fall. Their concentrations fall from 0.35 at. % for W irradiation at 
300 K to about 0.1 at. % when W irradiating at 800 K. Meanwhile defect type 3 shows no behaviour 





Figure 5.10: Maximum defect concentration for the three defect types plotted as a function of W ion irradiation 
temperature. 
Table 5.1: Saturation concentrations ni,max of various defect types as a function of W ion irradiation temperature. The 
error column gives the relative errors of the modelled saturation concentrations for the various W ion irradiation 
temperatures. They were determined from the accuracy of the NRA measurement. The reduced chi squared are also 
presented. 
 
It could be speculated that only two distinct defect types are necessary to model the experimental 
results, as the concentrations of defects 1 and 2 are very similar in the entire W irradiation 
temperature range. To test this hypothesis, we have also tried modelling the experimental results 
by using a defect type 1 with four fill-levels (1.35 eV, 1.46 eV, 1.68 eV, 1.86 eV) and a defect type 
2 with a single fill-level with de-trapping energy of (2.10 eV). The fits of the D depth distribution 
are equally good as expected which is why we focus our analysis on the differences observed in 
the D desorption spectra. Although we do not show the comparison between the model and 
experiment for this choice of fitting parameters we have quantified the quality of the fits of the D 
desorption spectra again by using the reduced chi square. The values of 𝜒𝑟𝑒𝑑
2  are 4.85 for irradiating 
at 300 K, 5.71 for irradiating at 450 K, 0.57 for irradiating at 600 K, 3.51 for irradiating at 800 K 
and 4.01 for irradiating at 1000 K. This implies that merging fill-levels into only one defect 
significantly worsens the fit of the D desorption spectra. This is due to the fact that the fit is very 
sensitive to our choice of saturation concentrations, and that several defect types are necessary to 
replicate the changing ratios of the two D desorption peaks at different W irradiation temperatures. 
By using only one defect type we were unable to reproduce both the low and high temperature peak 
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at the same time. The fit was only good in the case of irradiating at 600 K, because the saturation 
concentrations for the original defect 1 and 2 were the same at this W irradiation temperature. 
 
 
           (a)                (b) 
 
           (c)               (d) 
Figure 5.11: Comparison between the simulation and the experiment of the D depth profiles for samples simultaneously 
W irradiated at four different temperatures. Both the W/D+D and W + D experimental results are plotted, with a 
chosen colour and with black, respectively. Two simulation lines are also plotted for the W/D + D case. The simulation 
plotted with black includes kinetic de-trapping, while the simulation plotted with grey does not. 
By modelling the sequential W-D experiment, we determined the saturation concentrations 
𝑛𝑖,𝑚𝑎𝑥 of the defects present in the samples as a function of W irradiation temperature and we have 
also determined the de-trapping energies of their fill-levels. Now we will model the simultaneous 
W/D + D experiment. We will try to describe the effect of deuterium presence on defect 
concentration by only changing the stabilization 𝛼𝑖 while the saturation concentrations 𝑛𝑖,𝑚𝑎𝑥 will 
be kept the same as in their respective sequential W irradiation temperature cases. We will also 
allow for the de-trapping energies to be modified slightly, if necessary to achieve a better fit of the 
D desorption spectra.  
In Fig. 5.11 we show the comparison of the experimental D depth profiles to the ones 
provided by the fitting procedure at each W irradiation temperature. The agreement of the 
simulated D depth profiles with the experimental ones is the key information when assessing the 
success of the stabilization model. We managed to reproduce the experimental results of the 
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simultaneous W/D + D experiment by changing only 𝛼1 and 𝛼2 during the fitting. This is due to 
the fact that any possible stabilization of defect type 3 that could have been seen from the D 
desorption spectra was overshadowed by the large amount of D desorption from defect type 2. 
Therefore, we have set 𝛼3 = 0 as its uncertainty is too large. Good agreement is observed, as the 
behaviour of the shape of the D depth profile is well replicated at different W ion irradiation 
temperatures. To be specific, the simulation recreates the stepped D depth profile for the 450 K 
(Fig. 5.11a) case and the decreasing D concentration with depth in the 600 K (Fig. 5.11b) case very 
well while also recreating the flat 800 K (Fig. 5.11c) case. However, the simulation failed to 
reproduce the observed increase in D concentration in the case of irradiation at 1000 K (Fig. 5.11d). 
This is expected as very little D was retained in the sample during W irradiation as shown in Fig. 
5.3. The simulation allowed us to understand that the differences in depth dependence of the D 
concentration depth profile at different W irradiation temperatures are due to the interplay between 
D diffusion and D trapping/de-trapping. 
 
 
Figure 5.12: Comparison between the simulation and the experiment of the D desorption spectra for samples 
simultaneously W irradiated at four different temperatures. Experimental results are plotted with dots while the 
simulations are plotted with continues lines. 
In Fig. 5.11, we also show how the inclusion of the kinetic de-trapping into the model affects the 
D driven stabilization and changes the D depth profiles. The biggest effect can be seen in the sample 
simultaneously W/D irradiated at 450 K. In that case the D trapping is the strongest and therefore 
D transport is the slowest without kinetic de-trapping. The inclusion of kinetic de-trapping 
increases the effectiveness of D de-trapping from fill-levels where it would normally be tightly 
bound and therefore increases the rate of D transport deeper into the bulk. Therefore, a longer tail 
is observed extending deeper into the bulk, compared to when no kinetic de-trapping is included. 
A similar observation can be made in the 600 K case, but the effect is already less pronounced. In 
the D depth profile of the sample simultaneously W/D irradiated at 800 K and 1000 K no difference 
can be observed, because thermal D de-trapping and diffusion are already very effective at that 
temperature and therefore almost no additional contribution to the rate of D transport can be seen. 
Even though different D depth distributions have been experimentally measured at different 
irradiation temperatures the simulation replicates the experimental D desorption spectra very well, 
as shown in Fig 5.12. The model successfully replicates the two D desorption peak structure seen 
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in the experiment, except in the case of irradiation at 1000 K. The simulation also successfully 
replicates the different ratios of D desorption in the two D desorption peaks. Again, we used the 
reduced chi square to quantify the quality of the fits in the same manner as in the sequential 
experiment. These values are 1.37, 1.85 and 0.85 for simultaneous W irradiation/D exposure at 
450 K, 600 K and 800 K respectively. The reduced chi square for the fit of the D desorption 
spectrum of W irradiation/D exposure at 1000 K was not calculated as it would be pointless. The 
model has failed to reproduce both the D desorption spectrum and D depth profile in the 1000 K 
case. This most likely means, that the stabilization behaviour observed in the experiment must be 
attributed to some other mechanism that is not included in the displacement damage creation and 
stabilization model. Therefore, we will not include it in the following discussion about the 
stabilization parameter 𝛼𝑖 behaviour with temperature, as it would be misleading. 
 
 
Figure 5.13: D depth profiles after the simultaneous W ion and D ion exposure, with the W ion flux being 9.72 × 1013 
W m-2s-1 and D ion flux being 1.3 × 1018 D m-2s-1. The simulation is plotted with lines and the experiment with 
connected symbols. 
Now that the parameters of the simultaneous W/D + D irradiation experiment were completely 
determined, we can use to MHIMS-R code to simulate the D depth profiles directly after the four-
hour simultaneous W/D irradiation. This means before the samples were additionally exposed to 
D ions for 39 hours. The comparison between the simulation and experiment can be seen in 
Fig. 5.13. The D flux at the position where these D depth profiles were measured was determined 
to be 𝛤𝐷 =  1.3 × 10
18 D m-2s-1 [36]. The decrease in D concentrations with rising irradiation 
temperature that is observed in the experiment is described well by the simulation owing its success 
mainly to the correct choice of parameters of stabilization α and the de-trapping energies. If no 
stabilization (α = 0) would be included the maximum D concentrations after the simultaneous W/D 
irradiation would be considerably lower, because less defects would be created. This would also 
mean the D would penetrate deeper into the samples because there would be less available defects 
for them to become trapped in. The penetration depth of D and its concentration is described well 
in the 600, 800 K and 1000 K case, but the simulation apparently fails to reproduce the speed of D 
uptake seen in the 450 K case. In the simulation for the 450 K case the D penetrated to a depth of 
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only 0.7 µm deep, while it reached 1 µm in the experiment. This mismatch can be at least partly 
explained by the fact that the depth resolution of the NRA measurement is approximately 0.5 µm 
at a depth between 0.5 µm and 1 µm which is why the NRA spectrum fit produced a 0.5 µm wide 
step with low D concentrations instead of a more realistic narrow and tall step to which the 
simulation would fit much more nicely. This assumption was confirmed by the additional 
measurement shown in Fig. 5.5, where the D penetrated down to only 0.65 µm. 
Before we continue with analysing the 𝛼𝑖 parameters used in the fitting process, we will 
define a quantity that will help to understand what exactly is going on. For this purpose, we define 
the defect occupancy ratio:  
 
𝑅𝑖(𝑥, 𝑡) =  (𝑛𝑖(𝑥, 𝑡) − 𝑛𝑖,0(𝑥, 𝑡)) 𝑛𝑖(𝑥, 𝑡).⁄ (5.2) 
 
This ratio defines the fraction of non-empty defects of type i. When a dynamic equilibrium is 
achieved after a long enough time, meaning that the flux of D trapping into defect type i is the same 
as the flux of de-trapping D, we can define the ratio of non-empty defects as:  
 
ℛ𝑖(𝑥) =  𝑅𝑖(𝑥, 𝑡 →  ∞). (5.3) 
 
An analytical expression can be written for this quantity by setting 𝜕𝑛𝑖,𝑗 𝜕𝑡⁄ = 0 in equation 3.1, 
where 𝑛𝑖,𝑗 is the concentration of defect type i at fill-level j, and by solving the resulting system of 
equations. This was derived by Hodille et al. [85] as: 
 












Although the expression seems complicated at first it can be understood with some effort. The big 
fraction gives the ratio of empty defects (no trapped D), therefore one minus the fraction if the ratio 
of defects that contain at least one D. The big fraction can only have values between 0 and 1, its 
magnitude depending on the likelihood of a D being trapped versus the likelihood of a D being de-
trapped into any of its available fill-levels j = 1, 2, …, 𝑘𝑖. Because trapping into any of the fill-
levels is enough for the defect to become occupied we must sum the probabilities over all of the 
available fill-levels. The fraction in the sum is just the proportion of probability that j D atoms 
become trapped in j fill-levels versus the probability that j D atoms are all released from the j fill-
levels they occupy. The probability for a solute D being trapped into any fill-level is of course 
proportional to the frequency associated with D diffusion 𝜐𝑚(𝑇) and to the concentration of solute 
D particles at the specific depth 𝑐𝑚(𝑥). The probability for D being de-trapped from a specific fill-
level q is proportional to the frequency associated with de-trapping 𝜐𝑞(𝑇), which contains the de-
trapping energy of the fill-level. All of this combined means, that the equilibrium occupancy ratio 
depends on the temperature of exposure and on the mobile concentration of solute D at a specific 
depth. 
 As the exposure temperature rises, at a certain point the de-trapping of D from the highest 
de-trapping energy fill-level becomes much larger than the trapping of D, which means that the 
defect in question will be mostly empty. From the experimental and simulation results seen in 
Fig. 5.3 and Fig. 5.13 it can be seen that for our experimental conditions, this point is reached at 
temperatures between 600 K and 800 K. But some stabilization could still be observed at these 
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temperatures by comparing the W + D and W/D + D experimental results (Fig. 5.4b and Fig. 5.4c). 
In the simulation the extent of stabilization, meaning how much higher defect density can be 
reached compared to 𝑛𝑖,𝑚𝑎𝑥, is governed by the product of the stabilization parameter and the 
occupancy ratio 𝛼𝑖(𝑛𝑖(𝑥, 𝑡) − 𝑛𝑖
0(𝑥, 𝑡)) 𝑛𝑖(𝑥, 𝑡)⁄ . As the occupancy ratio of defect type 1 was 
close to zero, we had to increase 𝛼1 well past 1 to adequately describe the extent of stabilization in 
both the 600 K and 800 K cases, since the first D desorption peaks for W/D + D were higher in 
both cases compared to W + D. The choices of 𝛼𝑖 used to fit the experiment are presented in Tab. 
5.1. 
The fact that 𝛼𝑖 can be greater than 1 means it cannot be truly understood as a stabilization 
probability. This would have to be bound between 0 and 1. To make a transition from the 
unintuitive 𝛼𝑖 parameters we introduce a new quantity:  
 
𝛼𝑖
∗ = 𝛼𝑖ℛ𝑖(0). (5.5) 
 
ℛ𝑖(0) is defined as the occupancy ratio of the defect type i after an equilibrium has been achieved. 
As equilibrium is achieved quickest at the surface we define it at x = 0. The value of 𝛼𝑖
∗ is bound 
between the values of 0 and 1 as the inner parenthesis in the displacement damage creation and 
stabilization model (equation 3.1) cannot be negative. This means 𝛼𝑖
∗ is closer in meaning to the 
probability of stabilization of a filled defect as compared to the fitting parameter 𝛼𝑖. The 
equilibrium occupancy ratio ℛ𝑖(0) has been determined from the simulations. The calculated 
values of 𝛼𝑖
∗ for the three W/D irradiation temperatures are reported in Tab. 5.2. The obtained 
values and dependence of 𝛼𝑖
∗ on irradiation temperature is drawn in Fig. 5.14. 
As can be observed 𝛼𝐼
∗ falls exponentially with rising W irradiation temperature (note the 
logarithmic scale) and is almost zero at the highest W irradiation temperature of 800 K. It is also 
observed that 𝛼2
∗ experiences a small rise when going from 450 to 600 K as it rises from 0.29 to 
0.39. Afterwards it experiences a sharp drop off as it drops almost to zero at 800 K, but it is still 
not completely zero. This can be attributed to the fact that although the equilibrium D occupation 
fraction of both defects at high temperatures is small, D still transitionally occupies them as it 
diffuses through the lattice. During the time the defect is transitionally occupied it can be stabilized 
just as if it was occupied in equilibrium. 
 
Table 5.2: Simulation parameters relevant to the stabilization model used to describe the W/D + D simultaneous 
experiment. 




∗ n2,max 𝛼2 𝛼2
∗ n3,max 𝛼3 𝛼3
∗ 
450 K 0.24 0.66 0.66 0.29 0.29 0.29 0.08 0 0 
600 K 0.14 2.37 0.06 0.14 0.39 0.39 0.05 0 0 
800 K 0.07 650.63 0.002 0.11 0.44 0.002 0.05 0 0 
 
The changing of the stabilization probability of each defect type 𝛼𝑖
∗ with temperature, could also 
be a consequence of the stabilization having an explicit dependence on the amount of occupied fill-
levels as this inherently changes with different exposure/irradiation temperatures. Currently, this 
effect is not included in the displacement damage creation and stabilization model. 
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 It is worth noting, that 𝛼1 = 𝛼1
∗ when irradiating at 450 K and 𝛼2 = 𝛼2
∗ when irradiating at 




Figure 5.14: Probabilities of stabilization - 𝛼∗- for defect types 1 and 2 as a function of W irradiation temperature. 
5. 3. Discussion 
5. 3. 1. Deuterium depth profile shape 
 
Figure 5.15: A schematic of how stabilization occurs depending on which time scale is dominant at the beginning of 
simultaneous displacement damage creation. 
From the D depth profiles shown in Figs. 5.4 and 5.11, another interesting observation can be made, 
namely, how the additionally created displacement damage is distributed in depth. Concluding 
from the shape of the experimental D depth profiles, the entire damaged region is not necessarily 
near saturation yet in the simultaneous W/D + D experiments. This is especially clear in the case 
of W irradiation at 450 K, where only around half of the damaged layer is near saturation. From 
this we conclude that two separate time scales for defect stabilization are present.  
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The first is the time scale of displacement damage creation which depends on the 
displacement damage creation rate 𝛤𝑊𝜂 [m
-3s-1], the stabilization parameter 𝛼𝑖 and 𝑛𝑖,𝑚𝑎𝑥. The 
second time scale is the time scale of D transport into the bulk. This time scale is dominated by the 
D flux, D ion energy and exposure temperature. It also implicitly depends on the time scale of 
displacement damage creation as transport is dependent on the displacement damage that is created 
since it must first be filled by D before it can diffuse further into the bulk.  
The influence of these two time scales on the shape of the D depth profile is schematically 
presented in Fig. 5.15. The additional defect concentration due to stabilization by presence of HI 
has been arbitrarily set to 1 at.% for the ease of illustration. The additional defect concentration is 
defined as the defect concentration that is created due to D stabilization on top of the expected 
defect concentration because of W irradiation (sequential W/D experiment) in a hydrogen-free 
tungsten lattice. If the D diffusion time scale (𝜏𝑑𝑖𝑓𝑓) is much faster than the displacement damage 
creation time scale (𝜏𝑑𝑎𝑚) meaning (𝜏𝑑𝑎𝑚 ≫ 𝜏𝑑𝑖𝑓𝑓) all displacement damage that is created 
throughout the entire damaged layer will be immediately filled by D. This further means that 
stabilization will occur homogeneously in the entire damage layer, as shown by the blue coloured 
example in Fig. 5.15. The additional displacement damage created has an exponential saturation 
dependence on W fluence until saturation, similar to when W irradiating without D presence. This 
is the case in 800 K temperature simultaneous W/D + D irradiation experiment shown in Fig. 5.11c. 
The other extreme is when D diffusion is much slower than displacement damage creation 
(𝜏𝑑𝑎𝑚 ≪ 𝜏𝑑𝑖𝑓𝑓). In that case D penetrates slowly into the sample, which further means that 
stabilization and saturation occurs in a very narrow region only. Only once the displacement 
damage in that narrow region is saturated with D, the D can penetrate deeper into the sample, where 
the stabilization again occurs in a narrow region. This means that the stabilization creeps into the 
sample like a diffusion front. This would mean that the dependence of the additional created 
displacement damage on W fluence would resemble a square root function, which at larger W 
fluences saturates. This is the case for the 450 K temperature experiment shown in Fig. 5.11a. In 
the 600 K case neither of the time scales dominates which is why a continuous slope in the entire 
damage layer can be seen in Fig. 5.11b.  
5. 3. 2. Extrapolation of irradiation fluence  
In the previous section, we have speculated that displacement damage saturation when D is present 
may have not yet occurred in the entire damage depth for the W fluences used in the experiment, 
which is especially evident in the 450 and 600 K cases. Therefore, we have used the derived 
simulation parameters to extrapolate the experimental results to larger W fluences. This is shown 
in Fig. 5.16. The extrapolation is simply a simulation of the W/D + D experiment, where instead 
of using a 4-hour simultaneous W/D irradiation/exposure procedure, an 8-hour one was used. The 
created damage was populated in the same way as in the original simulations. 
Fig. 5.16a shows the evolution of concentration of the created defect type 1 for all three W-
ion irradiation temperatures with W ion fluence. Fig. 5.16b shows the same but for defect type 2. 
The full lines in both figures show the explicit W fluence dependence in the simultaneous 
experiment, while the dashed lines of different shades of red (defect type 2) and grey (defect type 
1) show the respective defect saturation concentrations 𝑛𝑖,𝑚𝑎𝑥 determined in the sequential 
experiment. The x-axes of both plots are plotted toward each other so one can more easily compare 
the final saturation concentrations for both defect types. In both figures the non-shaded area shows 
the defect concentration for W fluences and D ion flux that were used in the experiment. As can be 
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seen in Fig. 5.16 in the 450 K irradiation case, approximately 2.5 times the amount of defects 1 and 
1.5 times the amount of defects 2 are created in the W/D + D experiment compared to the W + D 
experiment. In the 600 K irradiation case approximately 2.8 times the amount of defects 1 and 1.3 
times the amount of defects 2 are created in the W/D + D experiment compared to the W + D 
experiment. In the 800 K irradiation case almost no additional defects were created.  
 
 
              (a)           (b) 
Figure 5.16: Defect concentration as a function of W fluence. Figure (a) shows the dependence for defect type 1 while 
figure (b) shows the dependence for defect type 2. The greyed-out area signifies extrapolation to higher W fluences 
that were not achieved in the experiment. The dashed lines represent the saturation concentrations in the sequential 
experiment while the full lines are the actual fluence dependencies in the simultaneous experiment. The x axis are 
plotted opposite to each other so one is able to more easily compare the extrapolated concentrations for both defect 
types. 
The extrapolation result can also be seen in Fig. 5.16. The extrapolation fluences are defined by 
the shaded area. It can be seen from Fig. 5.16a and Fig. 5.16b, that both defects 1 and 2 have not 
saturated yet at 450 K. When irradiating at 600 K only defect type 1 has not yet achieved saturation. 
At 800 K both defect types have achieved saturation for the experimentally used W fluences.  
These figures show that different defect types due to D presence attain an even higher 
concentration than the ones presented in the original simulation. The concentration saturation 
values for each defect get exponentially close to the true saturation value defined by 𝑛𝑖,𝑚𝑎𝑥 and  
𝛼𝑖
∗. The extrapolation allows us to determine the final saturated values of defect concentrations 
(because of D-induced stabilization). From Fig. 5.16a and Fig. 5.16b it can be seen that at 450 K 
approximately 3 times the amount of defects 1 and 1.5 times the amount of defects 2 would be 
created in the W/D + D experiment compared to the W-D experiment at saturation. In the 600 K 
irradiation case approximately 2.9 times the amount of defects 1 and 1.3 times the amount of 
defects 2 would be created in the W/D + D experiment compared to the W + D experiment. In the 
800 K irradiation case almost no additional defects would be created. After determining the final 
saturated values of defect concentrations, we plot them as a function of W irradiation temperature. 
This can be seen in Fig. 5.17a. The saturation defect concentrations are much larger in the 





         (a)             (b) 
Figure 5.17: (a) Saturation defect concentrations for defect type 1 and 2 as a function of W irradiation temperature. 
The dashed lines represent the saturation concentrations of the two defects at a certain temperature – 𝑛𝑖,𝑚𝑎𝑥  – as 
derived from the simulation of the sequential experiment and the full lines represent the new saturation levels because 
of D presence as derived from the extrapolation with the simulation of the simultaneous experiment seen in Fig. 5.16a 
and Fig. 5.16b. (b) The extrapolated defect concentrations are used to determine the extrapolated maximum D 
concentrations when simultaneous W/D irradiation would occur at specific temperatures and the defects are decorated 
with ion loading at 450 K with a flux of 𝛤𝐷 =  1.9 × 10
18 D m-2s-1 and a D ion energy of 300 eV/D. They are drawn as 
black dots. An analytical fit to the data is drawn as a black line. D concentrations determined in the experiment (4-
hour W irradiation) are also plotted as empty symbols. 
By assuming that the same D exposure conditions would be applied to decorate the created defects 
as used in the experiment, we can calculate the saturation D concentrations that follow from the 
extrapolated saturation defect concentrations. The assumption of the same D exposure means that 
the same number of fill-levels and defect types would be occupied by D as was observed in the 
current experiment. Based on this assumption we expect the D concentration to be 2.1 times higher 
if W irradiation occurs in the presence of D at 450 K or 600 K compared to if no D is present, as 
was already observed in the experiment. When W irradiating at 800 K the amount of displacement 
damage created is almost completely independent of D presence. This is drawn in Fig. 5.17b. We 
also show what are the experimental D concentrations after the 4-hour W irradiation procedure. As 
can be seen, the extrapolated D concentrations are 7.4 % and 26.6 % higher than the experimentally 
measured ones at 450 and 600 K, respectively. Meanwhile no additional increase in D 
concentration is expected at 800 K based on the comparison of the extrapolation and the 
experiment. We must also keep in mind that while the maximum D concentration, which is found 
at the surface, might have already saturated, deeper in the sample the same cannot necessarily be 
said according to Fig. 5.15. In Fig. 5.17b a linear function is also fitted to the simultaneous W/D 
irradiation extrapolated D concentrations, its equation being 𝑐𝑚𝑎𝑥 [𝑎𝑡.%] = 4.4 − 0.0051 𝑇[𝐾]. 
According to the analytical fit, one can expect that if the simultaneous W/D irradiation would occur 
at room temperature, the maximum D concentration would be 2.87 at.%. 
5. 3. 3. New experiment for verification of model 
The prediction of the model, that displacement damage saturation has not yet been achieved for 
simultaneous W/D irradiation at 450 K with a fluence of 1×1018 W/m2, can rather easily be tested. 
This would provide further verification of the model. To test this prediction, we have once again 
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repeated W/D + D irradiation at 450 K, but this time with a larger W fluence. By doubling the W/D 
irradiation time from four to eight hours an irradiating W fluence of 2×1018 W/m2 was achieved. 
For the D ion exposure, we used the set-up without the Einzel lens and closer to the sample, 
ensuring D flux homogeneity across the sample surface. The D ion flux was determined to be 
approximately 4×1018 D/m2s while the energy of the D ions was again 300 eV/D. After the W/D 
irradiation at 450 K, the sample was re-exposed to the same D ion beam for an additional 20 hours 
to populate all of the created defects. This re-exposure was shorter than the one used in the original 
experiment (39 hours), because the modelling of the original experiment predicted that such a long 
D re-exposure was not necessary to populate all of the defects. After the W/D simultaneous 
irradiation and after the D re-exposure the D depth profile was measured using NRA. The NRA 
detector was positioned at an angle of 160 degrees to obtain a better depth resolution.  
 
 
Figure 5.18: (a) Experimental D depth profiles measured after the W/D irradiation (black lines) and D depth profiles 
measured after the D re-exposure (red lines) are compared to the simulation prediction for an 8-hour simultaneous 
W/D irradiation procedure. The experimental D depth profiles are plotted as stepped lines, while the simulations are 
plotted as continuous lines. 
The experimental results and their comparison to the simulation prediction are shown in Fig. 5.18. 
The D depth profiles of the simultaneous 8-hour irradiation are shown as black lines while the D 
depth profiles after the D re-exposure are shown as red lines. The experimental D depth profile 
measured after the 8-hour W/D irradiation is almost completely flat to a depth of 0.7 µm with a 
concentration of 2.3 at.% after which it falls to almost zero at a depth of 1.0 µm. The relatively 
large depth to which the D concentration is flat already signals that defect saturation has most 
probably occurred throughout the whole damage zone. The D depth profile measured after the re-
exposure follows a similar pattern of being almost completely flat up to a certain depth after which 
it falls to lower values beyond the maximum damage depth. The D concentration near the surface 
is the same as the one measured after the D re-exposure confirming that saturation has occurred. 
This behaviour is compared to the behaviour of the simulation prediction and as can be seen, both 
the prediction and the experiment are almost a perfect match both in D concentration and in the D 
depth distribution. As can be seen the predicted D depth profiles of both after the W/D irradiation 
and the D re-exposure are flat to a certain depth after which they fall to 0. Amazingly the steps 
observed in the D depth profile are also perfectly replicated. By comparing both the experimental 
D depth profiles measured before and after the D re-exposure to the simulation prediction one can 
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conclude that the displacement damage creation and stabilization model is robust and capable of 
making predictions on the behaviour of W samples when they are exposed to a similar set of 
experimental parameters for which a simulation data point already exists. 
5. 4. Conclusion 
The effect of D presence during displacement damage creation in W irradiated with W ions was 
studied. A new model for defect creation and stabilization that describes synergistic effects between 
the displacement damage created by the W ions and the D present in the sample was developed. 
The new displacement damage creation and stabilization model’s physical meaning is based on the 
assumption that defects that contain at least one D have a smaller probability of annihilation as 
compared to D-free defects. 
The model was used to recreate the results of an experiment where samples were first W-
ion irradiated and then loaded by D ions— sequential experiment—and an experiment where the 
samples were W-ion irradiated while being loaded by D ions—simultaneous experiment. The 
simulation and experiment showed very good qualitative and quantitative agreement. This was 
achieved despite significantly decreasing the fitting parameter space by using a fill-level dependent 
model incorporated in the MHIMS-R code, where several hydrogen isotope atoms can be trapped 
in one defect. We have decided to use the fill-level dependent model of the D-defect interaction 
picture because the simulation results and their comparison to the experimental results strongly 
suggest that the fill-level dependent picture is the correct interaction picture between hydrogen 
isotopes and defects in the crystal lattice. We have found that three defect types with several fill-
levels each are responsible for D retention in our samples. We have also found that two defect types 
are capable of being stabilized by D, while any possible stabilization of the third defect type was 
overshadowed by the D trapped in the first defect and had therefore needed to be neglected. 
By extrapolating the displacement damage created to larger W fluences we have determined 
the saturation amount of total created displacement damage, which was larger by almost a factor 
of 2 in the 450 K and 600 K damaging case while it was negligible in the 800 K damaging case. 
We have experimentally tested the prediction of the extrapolation for irradiation at 450 K. The 
results of the experiment and the prediction of the model were closely in line. By considering how 
different time scales of D diffusion and displacement damage creation affect additional 
displacement damage created within the damage zone, we could explain the different shape of the 
D depth profiles at different W-ion irradiation temperatures on a more conceptual level.   
During the fitting process it became apparent to the authors that also the process of kinetic 
de-trapping introduced in [113], [116] must be included to accurately describe the experimental 
results as it produced the necessary shape of the final D depth profiles. This is possibly an important 
aspect of a simultaneous W/D-ion irradiation experiment when the irradiation is done at low 
temperatures, where thermal D de-trapping is improbable and kinetic de-trapping promotes D 
diffusion deeper into the sample. The faster D diffusion makes the D diffusion time scale faster, 
which is an important consideration on how the additional displacement damage created due to 
stabilization is distributed. 
By successfully simulating the experiment performed by Markelj et al. [36] we have for the 
first time managed to describe an experiment that involved D-induced stabilization of displacement 
damage. To prove the validity and test the versatility of the model results from other experiments 




6. Sequential W irradiation and D 
plasma exposure 
In this next chapter of this thesis, we will tackle the experiment performed by Schwarz-Selinger et 
al. [113] and its extension to three times sequential W irradiation and D exposure sequences. This 
will serve to even more thoroughly test the validity of the displacement damage creation and 
stabilization model. 
6. 1. Experiment  
6. 1. 1. Experimental overview 
 
Figure 6.1: The experimental scheme of the sequential multi-damaging experiment. 20 MeV W irradiation was utilized 
to induce displacement damage in the W samples at 295 K after which the created defects were decorated using a D 
plasma exposure at 370 K. 
In the experiment which will be referred to from now on as sequential multi-damaging experiment 
polycrystalline W samples were sequentially W irradiated and exposed to a D plasma. Each 
20 MeV W irradiation was done to a fluence of Φ = 7.87 × 1017 W/m2 which produced a primary 
damage dose of 0.23 dpa according to SRIM [91] (Kinchin-Pease calculation, 90 eV displacement 
damage energy, evaluating the “vacancy.txt” output). Homogeneous implantation over the entire 
surface area of the sample was ensured by scanning the W beam over the whole sample area [113]. 
The W irradiation was always carried out at room temperature. After each W irradiation, the self-
damaged samples were exposed to a well-controlled D plasma with < 5 eV/D energy and an ion 
flux of Γ = 5.6 × 1019 D/m2s. During the exposure, which served to populate the previously created 
defects with D, the samples were kept at a constant temperature of 370 K. A series of exposures 
with increasing D fluence revealed that at this temperature and D ion energy, D decorates the 
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complete range of the self-damaged zone of roughly 2 µm for a D fluence of 1.5 × 1025 D/m2. 
Longer D exposure do not lead to further changes in the D depth profile (see also Fig. 1 in [113]). 
More details of the experiment are described in [113] and references therein. The low energy of 
the impinging D ions is too low to cause further displacement damage. According to Ref. [139] 
subthreshold damage is also expected to be negligible. 
 The scheme of the sequential multi-damaging experiment is shown in Fig. 6.1. The first 
sample was W irradiated and D loaded only once to serve as a benchmark of displacement damage 
creation without D presence (single damaging). The second sample was W-irradiated for a second 
time after the first W irradiation and D exposure and then again exposed to D plasma (double 
damaging). As a follow-up to the experimental results presented in [113] a third sample was W 
irradiated and D plasma loaded for a third time (triple damaging). Any rise of D concentration with 
several sequential W irradiation and D exposures can only be attributed to a stabilizing effect of D, 
as the W fluence used for each irradiation is beyond needed saturation values for W irradiation 
without D presence [107], [108].  
After each D plasma loading step of the samples, the D depth profile was measured NRA 
at MPG. The time span between plasma exposure and NRA varied between four to nine days. It is 
important to note that self-damaged samples do not show significant outgassing or so-called 
‘dynamic retention’ unlike plasma- or ion beam exposed undamaged samples [140]. A recent 
dedicated study of D retention in self-damaged tungsten (single damaging) showed that some small 
loss of D of a few percent could only be detected in the first days. For longer times the D amount 
stayed constant within the accuracy of the NRA method [141]. To make sure this also holds true 
for multiply-damaged samples an identical double damage sample was prepared and analyzed with 
NRA first six days after D exposure and again 400 days after D exposure. No significant difference 
neither in the shape of the depth profile nor in the total D concentration beyond the accuracy of the 
method was found. To determine the desorption kinetics of D, which allows to infer the amount of 
D trapped in specific defect types, all samples were also analyzed using Thermal Desorption 
Spectroscopy (TDS) with a controlled temperature ramp equal to 3 K/min after the last D plasma 
exposure and NRA analysis. The details of the measuring and analysis techniques can also be found 
in [113]. Sample temperature measurement for the present triple damage sample was improved 
compared to the previous measurements of the single- and double-damaged samples as presented 
in [113]. Initially, the temperature response of the samples to the linear oven temperature ramp was 
calibrated afterwards in independent experiments by a thermocouple spot-welded to a tungsten 
sample of identical size and surface finish. For the triple-damaged sample however, a shielded 
thermocouple was touching the sample surface during the TDS ramp. Afterwards the response of 
this shielded thermocouple to the linear oven temperature ramp was checked against a 
thermocouple spot-welded to the tungsten. This reduced the inaccuracy of the temperature 
measurement to a value below 10 K. 
6. 1. 2. Experimental results 
The D depth profiles of the single-, double- and triple-damaged sample are presented in Fig. 6.2a. 
We would like to stress that the raw data for the single-damaged and double-damaged samples are 
the same as in Ref. [113]. However, the depth profiles shown here are the result of a more accurate 
re-evaluation of the raw data with a slightly different energy calibration, as the D depth profile 
shown in [113] for the double damaged sample suffers from an unphysical feature at 0.5 µm. 
Several single-damaged as well as one double damaged sample were prepared since 2018 with 
identical parameters. The shapes of the depth profiles of these samples are identical to the ones 
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shown in Fig. 6.2a. Additionally, the concentrations were identical within the stated reproducibility 
of 5 %. 
For reference, the D profile of a non-W-irradiated tungsten sample that was prepared in the 
same way and D exposed to the same fluence at the same temperature as the other three samples is 
shown in Fig. 6.2a in addition (magenta line). Besides an areal density of 2 × 1017 D/m2 close to 
the surface very little D is retained inside the samples. The bulk D concentration of  2 × 10-3 at.% 
is close to the detection limit for the selected measurement parameters. One can see, that the D 
plasma does not create any defects but only decorates the existing ones. Compared to this 
undamaged sample, the D concentration for all three self-damaged samples is high up to the 
maximum damage depth defined by the SRIM calculated primary damage distribution shown in 
grey. Deeper in the samples the D concentration falls to values comparable to the undamaged W 
sample. Up to the maximum damage depth, the D depth profile is relatively flat for all cases. 
However, a rise in D concentration can be seen in the 0.2-1.5 µm depth range, which correlates 
with the depth range that received a larger damage dose due to the shape of the SRIM calculated 
primary damage distribution. The observed rise with a relative increase in D concentration of 10-
15 %, is quite small. This suggests that displacement damage dose of 0.11 dpa, that is achieved 
near the surface and near the maximum damage depth range, is indeed close to saturation as 
predicted by Refs. [107], [108]. The relative flatness of the D depth profile in the entire damage 
zone also means that the D fluences used in the experiment were large enough to populate all of 
the defects created by the W irradiation for all three W irradiations. This means that we can assume 
that the D depth profile is directly proportional to the underlying defect depth profile. The observed 
features are not determined by the depth resolution [127]. 
 
  
(a)           (b) 
Figure 6.2: The experimental results of the sequential multi-damaging experiment are shown. D depth profiles for all 
three damaging cycles are shown in (a). Additionally, the sample which was not W-irradiated and was only exposed 
to D plasma at 370 K is also shown. Alongside the D depth profiles, the SRIM calculated primary damage distribution 
is shown in grey. The D depth profile of the single- and double-damaged sample is a more accurate re-evaluation of 
the raw data shown in Ref. [14]. The D desorption spectra are shown in (b). 
From Fig. 6.2a we can also see that the D concentration consistently grows with further W ion 
irradiations and D decoration cycles. It increases from 1.6 at.% to 2.8 at.% when the sample is W 
irradiated and D loaded twice and grows further to 3.6 at. % after the third irradiation cycle. In 
terms of relative D concentration increase, the D concentration increases by a factor of 1.7 after 
the second sequential W irradiation and D exposure and 1.3 after the third sequential W irradiation 
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and D exposure. By extrapolating this trend to further sequential W irradiations and D exposures 
we can infer that the D concentration would eventually saturate. However, this saturation seems to 
be quite slow, as with a combined W irradiation fluence equal to 2.36 × 1018 W/m2 (0.69 dpa) the 
D concentration still rose after the third sequential W irradiation and D exposure. This value is 
much larger compared to the 0.1-0.2 dpa that is observed for W irradiation of hydrogen-free 
tungsten [107], [108]. 
The D desorption spectra for the single-, double- and triple-damaged samples are shown in 
Fig. 6.2b. The desorption behavior of D is consistent throughout all of the three analyzed samples. 
The D desorption starts at around 400 K, which is in line with the D exposure temperature of 370 K. 
All D is desorbed at a temperature of around 950 K, which is consistent with other experiments 
[26], [33], [130], [142]. In some of the listed literature data, the temperature at which all D was 
desorbed was a bit higher, reaching 1000 K [41], [106]. This is due to the fact that a faster heating 
rate was used in those cases. The majority of D is desorbed in two broad peaks centered at 550 K 
and 780 K in all three cases. The most prominent change in the D desorption if more W irradiations 
and D decoration cycles are used is the increase of the overall amount of D that is desorbed during 
the TDS and the relative intensity of both desorption peaks. However, the change in the relative 
intensity of the D desorption peaks with additional W/D cycles is also important. This relative 
intensity is defined as the ratio of intensity of the high temperature desorption peak divided by the 
intensity of the low temperature peak. From the data these are calculated to be 0.60, 0.55, 0.65 for 
the single-, double- and triple-damaging, respectively. This changing of the relative intensities 
suggests that there are multiple defect types present in the samples that are responsible for D 
retention and that each has an independent probability to be stabilized by the trapped D. Overall, 
the shape of the D desorption spectra closely resembles the ones measured in the W + D and 
W/D + D experiments presented in Chapter 5. 
6. 2. Simulation 
6. 2. 1. Simulation overview 
As discussed in the experimental section, several defect types are expected to be responsible for D 
retention as deduced from the shape and behaviour of the D desorption spectra for different number 
of W irradiations. In line with experience from simulating the experiments presented in Chapter 5, 
we have decided to use three defect types with several fill-levels each.  The number of fill-levels 
and their de-trapping energies were determined by fitting the single-damaging sample. The 
saturation concentrations 𝑛𝑖,𝑚𝑎𝑥 of all three defect types were also determined with this fit. The 
comparison between the experimental D desorption spectrum and its simulation can be seen in 
Fig. 6.3a. A summary of the parameters used is: 
• Defect type 1 with concentration 𝑛1,𝑚𝑎𝑥 = (0.22±0.01) at.% and fill-level energies (1.08, 
1.16, 1.25, 1.34, 1.46) eV, 
• Defect type 2 with concentration 𝑛2,𝑚𝑎𝑥 = (0.29±0.02) at.% and fill-level energies (1.68, 
1.86) eV, 
• Defect type 3 with concentration 𝑛3,𝑚𝑎𝑥 = (0.05±0.01) at.% and fill-level energy 2.0 eV. 
All of the de-trapping energy values are associated with the general material simulation parameters 
given in Tab. 3.1. The uncertainty in defect concentration determination comes mainly from the 
uncertainties in the experimental D retention from the TDS measurement. One should note the 
close resemblance of the fill-level energies used in this simulation and in the simulation in Chapter 
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5. The fill-level de-trapping energies in both cases are very similar, however more fill-levels must 
be used for defect 1 in the current case as the D exposure was performed at a lower temperature. 
Focusing on the fit itself, one can clearly see that the simulation reproduces the 
experimental result very well but one failure is still apparent. The simulation overestimates D 
desorption in its beginning in the 400-450 K range. The reason for this is unknown. Elimination of 
the 1.08 eV fill-level of defect type 1 still leads to some overestimation in the 400-420 K range and 
underestimation in the 420-450 K range. As such an overestimation is a common occurrence in the 
literature [31]–[33], [77], [113], [133] and was also observed in the results of Chapter 5, we have 
decided to keep the 1.08 eV fill-level, while keeping in mind that this overestimation will also lead 
to an overestimation of the D concentrations in the comparison of the simulation and experimental 
D depth profiles. This overestimation is in the 5-10% range, depending on each specific case. This 
overestimation is the reason why the calculation of the reduced chi square (see equation 5.1) is 
based on the 450-900 K TDS temperature range and not on the entire measurement. 
 
 
Figure 6.3: Simulated (red line) and experimental (black dots) D desorption spectra of the single-damaged sample, 
which highlights the choice of the fitting parameters that are independent of D-induced stabilization. Three defect 
types are used each with several fill-levels.  
Now that the de-trapping energies, number of fill-levels and saturation concentrations are 
determined from the simulation of the single-damage sample they will not be changed anymore in 
the scope of fitting this experiment. This is important as the presence of D during subsequent W 
irradiations should not change the number of fill-levels or their de-trapping energies. These fixed 
parameters are then used to determine the stabilization parameter of each defect type – 𝛼𝑖 – by 
reproducing the double-damaging D desorption spectrum. After fitting the double-damaging 
experimental results, all of the free parameters of the displacement damage creation and 
stabilization model will be determined, which means one can predict the experimental D desorption 
spectrum produced by triple-damaging. We must also note, that we have only fitted the D 
desorption spectrum of each of the experimental steps. The corresponding simulation D depth 
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profiles will only be used as predictions to further validate the model against the experimental D 
depth profiles. 
6. 2. 2. Simulation results 
The comparison between the simulations and all of the experimental results are shown in Fig. 6.4. 
As the focus was on fitting the D desorption spectra we will start by analysing the comparison 
between the experiment and simulation presented in Fig. 6.4a. It can be seen that beside the obvious 
overestimation of D desorption in the 400-450 K range already seen in Fig. 6.3 the simulation fits 
the experiment very well. To achieve such a fit, we used 𝛼1 = 0.57 ± 0.03 and 𝛼2 = 0.67 ± 0.03 
based on the second damaging D desorption spectrum and D depth profile. No appreciable 
stabilization of defect 3 was observed due to it most likely being overshadowed by D desorption 
from defect types 1 and 2, therefore it was set 𝛼3 = 0. This was also observed in Chapter 5. Small 
changes of the 𝛼1 and 𝛼2 parameters between the second and third W irradiation were allowed 
within the range of the experimental error of the desorption measurement. Variations were 
calculated to be approximately 5% which results in the reported uncertainties for 𝛼1 and 𝛼2. The 
reduced chi square resulting from the simulation fits to the experiment are 0.88, 0.92 and 0.98 for 
the single-, double- and triple-damaging respectively. 
 
  
(a)           (b) 
Figure 6.4: Comparison of simulation and experiment for the D desorption spectra (a) and D depth profiles (b). 
The simulation of the D desorption spectrum also output the corresponding D depth 
profiles. The comparison between the simulation-derived and experimental D depth profiles are 
shown in Fig. 6.4b. As shown, the measured depth profiles are well replicated. The maximum 
damage depth and D depth profile shape are well reproduced at the same time, despite the fact that 
the D depth profile is much flatter than the SRIM-calculated primary damage profile. This indicates 
that the choices of the SRIM-defined 𝛳(𝑥), the value for the probability of damage creation 
𝜂 = 1.5 × 109 m-1 and the saturation concentrations 𝑛𝑖,𝑚𝑎𝑥 were chosen appropriately. The D 
concentration in the D depth profiles is slightly overestimated in all cases, which is due to the early 
rise of desorption at low temperature (400-450 K) present in the simulation, which is not observed 
in the experiment as described earlier. As can be seen the higher D concentration at depths between 
0.2 – 1.5 µm is also replicated by the simulation. As was already pointed out in the experimental 
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results section, this is mostly due to the shape of the SRIM calculated damage dose depth 
distribution.  
In the simulation we can see a decrease in D concentration near the surface for the 
triple-damaged sample. This decrease in D concentration is attributed to the interplay between 
kinetic de-trapping and D-induced stabilization. As W ions create displacement damage, they also 
de-trap normally tightly bound D trapped in defects [113], [116]. If this happens in the depth of the 
material, the D will be promptly re-trapped in nearby defects. However, if this happens near the 
surface, the likelihood of the D desorbing from the sample becomes quite large. This means that 
defects in close proximity to the surface are mostly empty of D during the W irradiation. This of 
course means that D cannot induce stabilization. Therefore, no additional defects are created. The 
fact that this is observed in the experimental results of the triple damaging and is successfully 
reproduced in the simulation brings further validity to the consistency of our experimental results 
and the validity of the displacement damage creation and stabilization model. To determine if the 
surface feature in the triple-damaged sample is only a result of NRADC overfitting, the data from 
an annular detector has also been analyzed which has been shown to have a five-time better depth 
resolution [127]. The feature was still produced by the NRADC fit, which makes us confident that 
the feature is real. As seen from the simulation of the double-damaged sample the same 
near-surface feature is expected. However, this feature cannot be observed in the experimental D 
depth profile. Data from an annular detector for the single- and double-damaged samples is 
unfortunately not available. However, the D depth profiles of the single- and double-damaged 
samples have been carefully re-evaluated with a more precise energy calibration. As the feature 
could still not be resolved, it is unclear at this time if the feature could not be measured because of 
a lack of counting statistics/depth resolution or if it is simply not there. 
6. 3. Discussion 
6. 3. 1. Kinetic de-trapping 
Let us first touch upon the impact of kinetic de-trapping on our simulation results. In the initial 
simulation in [113] the effect of stabilization was attributed to be a consequence of kinetic de-
trapping which causes some D to be de-trapped and to enter the solute D population during W 
irradiation. The solute D was thought of as being responsible for stabilization of defects. In the 
present work, the same results could be simulated by the fact that D is trapped in defects during the 
second or third damaging. Therefore, in principle kinetic de-trapping is not needed to reproduce 
the stabilization behavior. For this reason, we will discuss here what is the role of kinetic 
de-trapping in our simulation.  
From the reduction of D concentration near the surface observed in the simulation and also 
in the triple damaging experiment, kinetic de-trapping is expected to have an important role in de-
populating D from defects. As discussed before, this effect should be most important in the very 
near-surface region, as the kinetically de-trapped D is likely to desorb from the sample. However, 
in the bulk of the sample, the impact of kinetic de-trapping is expected to be less important for the 
amount of trapped D, as kinetically de-trapped D is likely to be promptly re-trapped in either pre-
existing or new defects. To quantify the interplay between kinetic de-trapping and re-trapping we 
have extracted information from the simulation about the occupation ratios of different fill-levels 
of defect type 1 immediately before and after the second W irradiation. These are shown in Fig. 





Figure 6.5: Occupancy ratios of defect type 1 immediately before (a) and after (b) the second W irradiation. 
As one can see, immediately before the second W irradiation (Fig. 6.5a), the majority of defect 
type 1 has five trapped D (j = 5) with only a minority of four trapped D (j = 4). The other fill-levels 
are not occupied. Also, it is important to note that no empty defect type exists (j = 0). It is interesting 
to see that the fill-level behavior of defect type 1 changes, when we are close to the surface even 
before W irradiation. This is because, some D is redistributed among fill-levels very near the 
surface after the D plasma is shut-off and the sample is cooling from 370 K to 300 K. Immediately 
after the second W irradiation (Fig. 6.5b) the fill-level occupancy ratios are very different compared 
to the ones before the second irradiation. We can see that near the surface almost 100 % of defects 
of type 1 are empty of D as we have discussed in the previous sections. This means that right next 
to the surface, no stabilization of defects could occur. Further into the bulk, it seems that all fill-
levels are equally filled. On average, 16% of defects of type 1 are empty (j = 0). Of course, one 
expects a similar behavior in the other two defect types. According to the simulation, at the end of 
the second W irradiation, 32% and 50% of defect type 2 and 3, respectively, hold no D (not shown). 
To get a sense of what this means for the values of stabilization parameters used in the 
simulation, we performed simulations with and without kinetic de-trapping. The notable 
differences between both simulations were: 
• Simulation without kinetic de-trapping could not reproduce the reduction of D 
concentration near the surface observed in the triple damaging experiment, 
• In the simulation without kinetic de-trapping, the α parameters had to be reduced by 10 % 
on average to achieve the same maximum D concentration in the bulk compared to when 
kinetic de-trapping is included. Note that this percentage is not the same as the percentage 
of empty defects at the end of the second W irradiation. This is because a majority of 
stabilization occurs at the beginning of the second W irradiation, when many defects are 
still filled, due to the exponential saturation behavior of displacement damage creation. 
Based on the observations above, we can state that while kinetic de-trapping is important to 
properly describe stabilization both in terms of shape and concentration, it is not the driver of 
stabilization. According to equation 1, the trapped D amount is the driver of stabilization. 
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6. 3. 2. Saturation of displacement damage 
So, what is then the main player in this rather different experimental scenario as compared to the 
simultaneous W/D irradiation [116] and does one expect a saturation of defect creation when D is 
present? From the experimental results one can suspect that saturation of the displacement damage 
has not yet occurred even after three consecutive W irradiation and D exposure procedures. Here, 
saturation is understood in the context that if another cycle of W irradiation and D exposure was 
performed, no further increase of D concentration would be measured. As we have seen in the 
simulation section the model behaved very well in replicating the experimental results. Therefore, 
it has been used to extrapolate the experimental results to even more consecutive sequential W 
irradiation and D exposure cycles to determine the final saturation of displacement damage for our 
specific experimental conditions. One should keep in mind that other experimental conditions, 




Figure 6.6: Experimental and simulated maximum D concentration as a function of consecutive sequential W 
irradiations and D exposures using the displacement damage creation and stabilization model. Extrapolation shows 
that final D saturation occurs at approximately five consecutive sequential W irradiation/D decoration cycles. The 
confidence interval for the maximum concentration was derived with equation 6.12 varying the simulations parameters 
within their uncertainties and is plotted as a striped band. 
As a reminder, the extrapolation uses the saturation concentrations of individual defects in 
hydrogen free tungsten – 𝑛𝑖,𝑚𝑎𝑥 – which were determined from the single-damaged sample and the 
stabilization parameters – 𝛼𝑖 – of the defects that were determined from the double damage sample 
and confirmed by the triple damage sample. We have then continued with the W irradiation and D 
exposure cycles by adding additional cycles on top of the third one. The goal of the extrapolation 
is to define a final saturation concentration – 𝑛𝑖,𝑠𝑎𝑡 – which would occur after a sufficient number 
of consecutive sequential W irradiations and D exposures. One should also note that the simulation 
at zero cycles starts at almost zero D concentration. This is the case as the maximum D 
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concentration in the bulk of a sample that was only exposed to PlaQ at 370 K was approximately 
2x10-3 at.% as shown in Fig. 6.2a. 
The evolution in maximum D concentration with each additional sequential W irradiation 
and D exposure based on the MHIMS-R simulation with the parameters derived from the single- 
and double-damaged samples is shown in Fig. 6.6. One can see that D concentration saturation 
occurs after approximately five sequential W irradiation and D exposure cycles for a combined W 
fluence of 3.94 × 1018 W/m2 (1.15 dpa). The corresponding saturation D concentration is 
determined to be 4.2±0.1 at.%, the uncertainty originating from the uncertainty of the α and 𝑛𝑚𝑎𝑥 
parameters.  
Now let’s try to understand how stabilization of displacement damage occurs at every W 
irradiation/D exposure step. After the first W irradiation step the defect concentration is equal to 
𝑛𝑖,𝑚𝑎𝑥. Further W irradiation would not change the defect density as we reached the saturation 
value for hydrogen-free tungsten already where defect creation and annihilation balance each other. 
Afterwards, all of these defects are decorated with D. During the second W irradiation, again 𝑛𝑖,𝑚𝑎𝑥 
defects are created. A portion of them annihilates while another portion is stabilized due to trapped 
D. This means some additional damage survives after the second W irradiation, which would not 
occur if D was not trapped in the defects.   
Let’s calculate the steady-state concentration of defect type i during the second W 
irradiation as this determines the amount of additional damage created. We denote steady-state 
concentration as 𝑛𝑖
(2)












) = 0 (6.1) 
 
At the beginning of the W irradiation the concentration of non-empty defects was equal to 𝑛𝑖,𝑚𝑎𝑥. 
Although we have shown that kinetic de-trapping has a meaningful effect on D redistribution 
among defects and fill-levels, a majority of stabilization occurs at the beginning of the W 
irradiations due to the exponential saturation nature of defect creation. Because of this and in order 
to make the calculation easier, we assume that the concentration of non-empty defects is constant 
throughout the W irradiation and is equal to all available defects after the first W irradiation, in 
other words 𝑛𝑖
(2)










) = 0 (6.2) 
 
From simulations with and without kinetic de-trapping, we know that using this assumption we 
make an error of about 10%. Solving equation 6.2 for 𝑛𝑖
(2)
 we get: 
 
𝑛𝑖
(2) = 𝑛𝑖,𝑚𝑎𝑥(1 + 𝛼𝑖) (6.3) 
 
This means that during the second W irradiation an additional ∆𝑛𝑖
(2) = 𝛼𝑖𝑛𝑖,𝑚𝑎𝑥 of defects survive. 
Afterwards, all of the defects created so far are decorated after the second D exposure. This means 
that at the beginning and throughout the third W irradiation the concentration of non-empty defects 
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is equal to 𝑛𝑖
(2)














) = 0. (6.4) 
 
By solving equation 6.4 for 𝑛𝑖
(3)
, we get: 
 
𝑛𝑖
(3) = 𝑛𝑖,𝑚𝑎𝑥 + 𝛼𝑖𝑛𝑖
(2) = 𝑛𝑖,𝑚𝑎𝑥(1 + 𝛼𝑖 + 𝛼𝑖
2). (6.5) 
 
Now we begin to see a pattern. For the l-th W irradiation cycle, the amount of created lattice defects 







We can see that after the first W irradiation, defect concentration increases by 𝑛𝑖,𝑚𝑎𝑥. After the 
second W irradiation the concentration increases by 𝛼𝑖𝑛𝑖,𝑚𝑎𝑥 and by an additional 𝛼𝑖
2𝑛𝑖,𝑚𝑎𝑥 after 
the third irradiation. This means that we can also write an equation that defines a steady state 







This means that the effect of stabilization by trapped D becomes smaller and smaller as we increase 
the number of W/D cycles. As the stabilization parameters 𝛼𝑖 are smaller than 1, the geometric 
series in equation 6.6 converges to a finite value. When the number of W/D cycles goes to infinity 







We will highlight the usefulness of this calculation by using it on the experimental D depth profile 
data. By doing this we can estimate the 𝛼𝑖 parameters directly from the measured D concentrations. 
As stated in the experimental results section, the D concentration was equal to 1.6 at. % after one 
cycle, 2.8 at. % after two cycles and 3.6 at. % after three cycles. This means that based on equation 
6.6 we can write: 
 
𝑐2 = 𝑐1(1 +  𝛼) → 𝛼2−1 = 0.75 (6.9) 
𝑐3 = 𝑐2 + 𝑐1𝛼
2 → 𝛼3−2 = 0.71 (6.10) 
 
While these are slightly larger than the ones derived from the MHIMS-R simulation, this is 
somewhat expected as we have used the D concentrations from the experiment instead of the 
derived defect concentrations. This was done as the defect concentrations are of course not directly 
available from the experimental data. Also, keep in mind the 10 % estimated error we make when 
100 
 
using this analytical approach, where we essentially neglect the effect of kinetic de-trapping. Still, 
the derived stabilization parameters are fairly close to the simulation-derived ones. 
Using equation 6.8, we can calculate the D concentration in the material, once final 
saturation occurs. As all of the defects fill-levels are almost completely filled due to the low D 
exposure temperature (see Fig. 6.5a), the concentration captured in each defect can be calculated 
as: 
 
𝑐𝑖 = 𝑛𝑖,𝑠𝑎𝑡𝑘𝑖, (6.11) 
 
where 𝑘𝑖 is the number of available fill-levels for defect type i. The entire concentration c of D 









+ 𝑛3,𝑚𝑎𝑥. (6.12) 
 
Our previous findings that there are three defect types present in the sample which are responsible 
for the majority of D retention is already considered in equation 6.12. We have also included our 
findings that defect type 3 only has one fill-level and that 𝛼3 = 0. The D concentration calculated 
with equation 6.12 at final saturation is included in Fig. 6.6 as a striped band. The upper and lower 
limit of the band are based on the uncertainties derived for the densities and the stabilization 
parameters.  
6. 4. Conclusion 
In a previous experiment W samples were sequentially irradiated with W ions and exposed to D 
plasma for one and two consecutive times in order to determine the effect of D on displacement 
damage creation [113]. The experiment found that the D concentration rises from 1.60 at. % to 
2.75 at.% when the W sample is sequentially irradiated for a second time compared to a single 
sequential irradiation. In this chapter we have presented a continuation of the previous experiment. 
A W sample was treated in the same manner as the W samples in the original experiment, with the 
addition of another, third sequential W irradiation and D exposure cycle. This was done to see if a 
saturation of concentration of D was reached after the second irradiation sequence or if D 
concentration would increase even further when a third W irradiation and D exposure cycle was 
performed. A further increase in D concentration from 2.75 at. % to 3.55 at. % has been measured 
after the third consecutive sequential irradiation. The D desorption spectrum shape remained 
similar after the third irradiation with only the overall D desorbed increasing in accordance with 
the rise of concentration found in the D depth profile. 
The experimental dataset of several sequential W irradiations was replicated by using our 
novel macroscopic rate equation model of displacement damage creation and stabilization[116]. 
The experimental D depth profiles and desorption spectra were successfully recreated with a single 
set of model parameters. Afterwards we have used those parameters to extrapolate the experiment 
to even more consecutive sequential W irradiation and D decoration cycles in order to determine a 
saturation D concentration value. We have determined that after approximately five consecutive 
sequential W irradiation and D decoration cycles a D saturation concentration of 4.2 at. % would 
be found. We have also shown that, if one assumes D redistribution during W irradiation is 
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negligible, the stabilization behavior after each W/D cycle can be described as a geometric series. 
This allowed us to propose a way of calculating the stabilization parameters directly from the 
experimental results. While such an approach carries an intrinsic error of determining the 𝛼 
parameters, it can still act as a quick and dirty way of studying the stabilization parameters of 
defects in experiments where simulation capabilities are not available. 
 By successfully simulating both the experiment by Markelj et al. [36] and Schwarz-Selinger 
et al. [113], which used drastically different approaches to studying D-induced stabilization we 
have confirmed the validity and versatility of the model, which was one of the main objectives of 






7. Displacement damage model 
verification and next steps 
In Chapters 5 and 6 we have tested the displacement damage creation and stabilization model 
versus experimental results from the literature [36], [113]. The experiments used different energies 
and temperatures of W irradiation, means and temperatures of D exposure and different 
experimental schemes that would induce displacement damage stabilization inside the material. 
Still, the displacement damage creation and stabilization model proved to be valid as it successfully 
replicated the results of both experiments despite large differences in experimental design. 
 In this chapter, we will describe an experiment which used a procedure for inducing 
stabilization, which is a mixture of the experimental procedures presented in [36], [113]. The 
experiment presented in this chapter was designed with the purpose of testing a core assumption 
of the displacement damage creation and stabilization model. This assumption is that stabilization 
is independent of the fill-level occupancy of the defect that is undergoing stabilization. 
7. 1. Sequential/Simultaneous experiment 
7. 1. 1. Experiment 
The W samples were first irradiated by 20 MeV W6+ ions at room temperature (295 K) using the 
3 MV Tandetron ion accelerator at the MPG, Garching. The chosen energy of the W ion irradiation 
creates displacement damage that extends to about 2.3 µm. The samples were irradiated using a W 
fluence of 7.87×1017 W/m2, which converts to a calculated damage dose at the peak maximum of 
0.23 dpaKP (Kinchin-Pease calculation, 90 eV displacement damage energy, evaluating the 
“vacancy.txt” output). The time needed to acquire the desired fluence was 50 min and hence the 
average damage rate was 8×10-5 dpa/s. Homogeneous implantation over the entire surface area of 
the sample was ensured by scanning the W beam over the whole sample area [113]. 
After the first W irradiation, the samples were loaded with a low-energy D plasma (PlaQ) 
at an exposure temperature of 370 K for 72 hours. The ion flux used was 5.6×1019 D/m2s yielding 
a D fluence of 1.5×1025 D/m2. The tungsten samples were mounted on a floating target holder 
which results in the energy of the impacting D ions equal to 5 eV/D. Up until now, the experimental 
procedure is the same as in the experiment performed by Schwarz-Selinger et al. [113]. 
In the second part of the experimental procedure the samples were irradiated with MeV W 
ions at 450 K, while simultaneously being exposed to D ions from the ECR gun. To create 
displacement damage, 10.8 MeV W6+ ions were used. The irradiation of the samples took place for 
four hours. The W ion flux was determined by moving an ion mesh charge collector into the beam 
(see Chapter 5 for details). The W ion flux was determined to be 𝛤𝑊 =  9.73 × 10
13 W m-2s-1 
yielding a total fluence of approximately (1.0±0.15)×1018 W/m2. The acceleration voltage of the D 
ion gun was 1 keV and 3 keV while the sample was biased with a voltage of a 100 V. As the 
majority of the D ions coming from the ion gun are in the form of D3
+ ions, the energy of the 
impacting D ions is approximately 300 eV/D and 1000 eV/D. By using two different energies of D 
ions, the implantation depth of the D ions is varied. This in turn affects the mobile concentration 
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of D. The higher the energy of the D ions, the higher their solute concentration is. Solute 
concentration of D influences the occupation states of the defects. A higher solute concentration 
means lower fill-levels will be occupied compared to a lower solute concentration. The D ion flux 
of the 300 eV/D experiment was determined to be 4×1018 D/m2s. In the case of 1000 eV/D the flux 
was not directly measured, however one can infer its value from the current measured on the sample 
surface which was 2-times higher. Therefore, the inferred flux is in the 8×1018 D/m2s range. After 
the second W irradiation was complete a D re-exposure to the same D ion beam was used to 
decorate the created defects. To quantify the results of the W ion irradiations and D ion exposures, 
NRA technique was used to measure D depth profiles. For the NRA analysis a 2 mm2 sized 3He 
ion beam was used. The energetic protons were detected using the NRA detector at an angle of 160 
degrees. 
7. 1. 2. Results 
For the purpose of validation of the model, no fitting of the experimental results will be performed. 
This means, simulation parameters from other experiments will be used. For the first W irradiation 
and PlaQ exposure we chose to use the defect densities, fill-level numbers and de-trapping energies 
from the experiment presented in Chapter 6, as the same W irradiation and D plasma exposure 
procedure was used. For details please refer to Chapter 6. For the second simultaneous W 
irradiation and D exposure part of the process, we kept the number of fill-levels and de-trapping 
energies the same, however we had to change the defect densities of the defects to the ones used in 
Chapter 5 as a higher temperature of irradiation (450 K) was used in this step. Additionally, the 
defect densities reported in Chapter 5, had to be rescaled to accommodate the fact that 3 more fill-
levels are used in this simulation. If the same densities were used as in Chapter 5, but with more 
fill-levels, the trapped D concentration would be overestimated as the added fill-levels would trap 
additional D despite they were not needed in Chapter 5. The reason for this discrepancy in D 
trapping between the experiments presented in Chapter’s 5 and 6 is currently not understood, 
however we know that the displacement damage creation and stabilization model is not at fault. 
The rescaling of the problematic defect type 1 was performed in such a way, so that the 
experimentally measured D concentration is achieved when a D ion exposure is performed at 450 
K with 300 eV/D ions as was reported in Fig. 5.2a. The rescaled defect densities are: 
• 𝑛1,𝑚𝑎𝑥 = 0.24 at.% (2 fill-levels, Chapter 5) → 𝑛1,𝑚𝑎𝑥 = 0.12 at.% (5 fill-levels) 
• 𝑛2,𝑚𝑎𝑥 = 0.29 at.% (2 fill-levels, Chapter 5) → 𝑛2,𝑚𝑎𝑥 = 0.29 at.% (2 fill-levels) 
• 𝑛3,𝑚𝑎𝑥 = 0.08 at.% (1 fill-level, Chapter 5)   → 𝑛3,𝑚𝑎𝑥 = 0.08 at.% (1 fill-level) 
The same stabilization parameters 𝛼𝑖 were used as reported in Chapter 5 for the irradiation 
temperature of 450 K. 
 The comparison between the experimental results and simulation predictions is plotted in 
Fig. 7.1. The 300 eV/D experiment is shown in Fig. 7.1a. As can be seen, the maximum D 
concentrations after the PlaQ D exposure (black) and after the additional simultaneous irradiations 
(red, green) are in line with concentrations reported in Chapters 6 and 5 respectively. One can also 
see, that even after the 4-hour simultaneous W/D irradiation, the D concentration (red) seems to 
have already saturated as it is the same as the D concentration after the re-exposure (green). The 
simulation predictions are also plotted with the corresponding colours. The model correctly 
predicts the behaviour of both the maximum D concentration as well as the shape of the D depth 





    (a)               (b) 
Figure 7.1: Comparison of simulation and experiment for the D depth profiles of the experiment performed with 300 
eV/D (a) and 1000 eV/D (b). 
The 1000 eV/D experimental and simulation results are shown in Fig. 7.1b. After the first W 
irradiation and PlaQ exposure, the experimental D concentration measured after the PlaQ exposure 
(black) matches the results shown in Fig. 7.1a and the results presented in Chapter 6. However, 
after the simultaneous W/D irradiation with 1000 eV D, the observed experimental D concentration 
is higher by approximately 0.5 at.% compared to the results measured in the case of 300 eV/D. A 
somewhat higher D concentration is expected as more fill-levels are being filled in defect type 1 
with 1000 eV/D ions, however such a large increase cannot be explained by fill-occupancy alone. 
To see how the higher energy of D ion exposure impacts the fill-level occupancy of the defects, 
let’s use equation 5.4 to calculate the occupancies for an exposure temperature of 450 K. As the 
fill-levels of defect types 2 and 3 are completely filled even when 300 eV/D ions are used, we will 
only calculate this for defect type 1. The calculated percentage occupancies are: 
 
𝑗 = 0:    0% (300 eV/D)  →  0 % (1000 eV/D) 
𝑗 = 1 (1.43 eV): 2 % (300 eV/D) →  0 % (1000 eV/D)  
𝑗 = 2 (1.33 eV):  38 % (300 eV/D) →  9 % (1000 eV/D)  
𝑗 = 3 (1.23 eV): 51 % (300 eV/D) →  50 % (1000 eV/D) 
𝑗 = 4 (1.15 eV):  8 % (300 eV/D) →  38 % (1000 eV/D)  
𝑗 = 5 (1.07 eV):  1 % (300 eV/D) →  3 % (1000 eV/D) 
 
According to the calculations for defect type 1 higher fill-levels are significantly more occupied 
when a higher energy of D ion exposure is used. This means varying the energy of the D ion beam 
can successfully influence the occupancies of the fill-levels, as was the intention of the experiment. 
Using equation 2.20 and the rescaled concentration of stabilized defects of type 1 (original drawn 
in Fig. 5.17a), the difference in D concentration due to the difference in fill-level occupancy can 
be calculated. This does not take a possible higher degree of stabilization in the 1000 eV/D case 
into account. The D concentration trapped in defect type 1 for 300 eV/D ion exposure is calculated 
to be 0.94 at.%, and for 1000 eV/D the concentration is calculated to be 1.17 at.%. Such a difference 




This is confirmed by the simulation prediction, which predicts a slightly higher D 
concentration in the case of 1000 eV/D compared to the 300 eV/D case (in line with higher fill-
level occupation), however the prediction underestimates the experimental D concentration. The 
difference in the measured D concentrations can therefore only be explained by a higher degree of 
stabilization, because the defects are at higher occupancy levels. This goes against the assumption 
of the displacement damage creation and stabilization model as defined in equation 3.1, where 
stabilization is achieved if at least one D is one defect type. This means that the model must be 
generalized to take the effect of fill-occupancy on stabilization into account. This will be done in 
the following section 
7. 2. Generalized displacement damage creation 
and stabilization model 
7. 2. 1. Extended Model 
Let´s start by defining the state of a defect in regards to D trapping in a more concise way. The 
state of a defect can be written as a vector: 
 
𝒏𝒊(𝑥, 𝑡) =  (𝑛𝑖,0(𝑥, 𝑡), 𝑛𝑖,1(𝑥, 𝑡), 𝑛𝑖,2(𝑥, 𝑡), … , 𝑛𝑖,𝑘𝑖(𝑥, 𝑡)) , (7.1) 
 
where 𝑛𝑖,𝑗 is the density of defect type i that has trapped j D atoms. The number of available fill-
levels is defined as 𝑘𝑖. In this extended model, each fill-level has its own distinct stabilization 
parameter 𝛼𝑖,𝑗, therefore we also define the vector of the degrees of stabilization 𝜶𝒊 =
 (0, 𝛼𝑖,1, 𝛼𝑖,2, … , 𝛼𝑖,𝑘𝑖  ). As empty defects are not stabilized we have safely assumed that 𝛼𝑖,0 = 0. 











𝜶𝒊 ∙ 𝒏𝒊(𝑥, 𝑡)
𝑛𝑖(𝑥, 𝑡)
)] . (7.2) 
 
The density of a defect type i is still defined as a sum of densities over all fill-levels 𝑛𝑖(𝑥, 𝑡) =
 ∑ 𝑛𝑖,𝑗(𝑥, 𝑡)𝑗 .  
We will now show that such a definition can be simplified into the older formulation which 
proved to work well in the experiments presented in Chapters 5-7. In the original stabilization 
picture, stabilization was assumed to be independent of fill-level occupancy, therefore 𝜶𝒊 =















)] . (7.3) 
 
Notice that the sum that we have derived by inputing the assumed 𝜶𝒊 does not start at fill-level 0 
(empty defects), because 𝛼𝑖,0 = 0. The starting index can be moved to 𝑗 = 0, by subtracting the 



















The sum with the translated index is simply the total density of defect type i, which means that the 











𝑛𝑖(𝑥, 𝑡) − 𝑛𝑖,0(𝑥, 𝑡)
𝑛𝑖(𝑥, 𝑡)
)] . (7.5) 
 
This is exactly the definition of the original displacement damage creation and stabilization model. 
This means that the model that includes effect of fill-level occupancy is indeed just a generalization 
of the original model. 
7. 2. 2. Possible experiment 
The only issue that still remains, is how one should go about determining the 𝜶𝒊 stabilization degree 
vector. Here, we suggest one way that should work for determining 𝜶𝟏, which is the stabilization 
vector for defect type 1. One should start with a sample irradiated at a desired W irradiation 
temperature and filled to D saturation with a desired D exposure temperature. Both of these 
temperatures should be as low as possible to enable the study of as many fill-levels as possible. To 
be more specific, with the W irradiation temperature of 300 K and D exposure temperature of 
370 K, we were able to observe 5 occupied fill-levels of defect type 1 in the experiment in Chapter 
6. Once a sample is W irradiated and decorated with D, the sample should be heated to a desired 
temperature and held there for a specific amount of time. As we will show in Chapter 8, if the 
annealing hold temperature is lower than 500 K (for a 2-hour hold), no change in the concentration 
of the defect type 1 occurs. This partial annealing step would be followed by a second sequential 
W irradiation and D exposure step. During this step the stabilization in the sample would occur 
according to the distribution of defect fill-levels that was created by the partial annealing.  
The increase in defect 1 concentration, that would be measured after the second W 
irradiation and D exposure would thus be proportional the scalar product of the defect state vector 
𝒏𝒊 and the stabilization degree vector 𝜶𝒊: 
 





This same experimental setup would be repeated for four more times at different partial annealing 
temperatures below 500 K (to avoid defect type 1 evolution). 
Such an experiment can be modelled in a simplified way using the original displacement 
damage creation model, by changing the 𝛼1 parameter for each partial annealing temperature. As 
one would achieve the same final saturation concentration with both models we can equate the 




















We have added the upper index T, to clarify that each partial annealing hold at a specific 
temperature yields its own equation 7.7. As no defect types 1 are completely empty for partial 
annealing temperatures below 500 K (see Fig. 8.8), and the same saturation concentration 𝑛𝑖,𝑚𝑎𝑥 






𝑇 . (7.8) 
 
By defining the ratio of each fill-level concentration and the total concentration of the vacancy-
type defect as 𝛿1,𝑗
𝑇 = 𝑛1,𝑗







𝑇 . (7.9) 
 
From the MRE simulation with the original model, one can easily determine the ratio of occupied 
fill-levels 𝛿1,𝑗
𝑇  after the partial annealing, which is specific to the temperature of the annealing hold. 
We can also determine the fill-level independent degree of stabilization 𝛼1
𝑇, specific to the 
temperature of the hold. This means that we have produced a set of five equations (for five different 
partial annealing hold temperature) with five unknowns 𝛼1,𝑗. Thus, we can determine the 
stabilization degree vector for the vacancy-type defect – 𝜶𝟏 – in its entirety. 
In reality, the simplified modelling approach would only give an approximation for the 
stabilization degree vector. Mainly, the issue is that the 𝛿1,𝑗
𝑇  changes during the second W 
irradiation due to kinetic de-trapping. Thus, it is not constant and equal to the 𝛿1,𝑗
𝑇  that is present 
right after the end of the partial annealing. To fully determine the 𝜶𝟏 vector, one would need to 
upgrade the currently available MHIMS-R code to include the extended model and fit the 
experiment with the upgraded code. Although this in itself is not difficult, it is slightly complicated 
as one would need to fit all five experimental results with a single 𝜶𝟏 vector, making the iterative 
process quite time-consuming. Therefore, it might be prudent to utilize the simplified modelling 
approach first, and use the derived 𝜶𝟏 as a crude first approximation in the iterative process. 
 Furthermore, using the approach highlighted in section 6.3.2. one can extract the 𝛼1
𝑇 
parameters directly from the D desorption spectrum data directly without the need for any 
simulation efforts. One should note, that such an approach yields an error in the 10-20 % range for 
determining 𝜶𝟏. Therefore, this approach can be used as a quick and dirty way of determining the 
initial values 𝛼1
𝑇 used in the iterative process of the full simulation instead of using the simplified 
modelling approach. 
 Unfortunately, the experimental approach presented in the current section is useful only for 
defects that significantly de-trap at temperatures below 500 K, as above this temperature significant 
defect evolution takes place (see Chapter 8), which would lead to various ambiguities in the 
determination of the 𝜶𝒊 vector. For this exact reason, this approach would not be valid for defect 
type 2, as temperatures above 600 K are needed to significantly alter the fill-level distribution of 
this defect (see Fig. 8.8). 
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7. 3. Conclusion 
Based on findings presented in Chapters 5 and 6 we have designed and carried out an experiment, 
which tested the capabilities of the displacement damage creation and stabilization model. The 
experiment was designed to be a mixture of the experiments presented in Chapters 5 and 6. For this 
purpose, two W samples were first irradiated with 20 MeV W ions at 300 K and exposed to D 
plasma in PlaQ at 370 K. After this step, the samples were simultaneously irradiated by 10.8 MeV 
W ions and exposed to D ions at 450 K with energies of 300 eV/D and 1000 eV/D. By using 
different D ion energies, we could introduce different solute D concentrations that could potentially 
impact the stabilization of defects. 
 Experimental results showed that the trapped D concentration was higher in the sample 
exposed with 1000 eV/D. While a slight increase in D concentration was expected due to more fill-
levels being filled because of the higher D solute concentration, the entirety of the increase could 
not be attributed to this effect alone. Indeed, the simulation, which assumed that stabilization is 
independent of the amount of filled defects, could not fully replicate the observed result. This 
signified that stabilization is dependent on the amount of occupied fill-levels. To accommodate this 
finding, the existing displacement damage creation and stabilization model was revised to also 
include this effect. This was done by allowing different fill-levels of the same defect to have 
different stabilization factors. We have shown that the generalized model is backwards compatible 
and does therefore not invalidate any previous findings. A possible follow-up experiment was also 






8. Effect of D presence on defect 
evolution at elevated 
temperatures 
Besides displacement damage creation by neutron or heavy ion bombardment, displacement 
damage evolution after it has been created is also vitally important. This evolution is especially 
important when it comes to the state of the material at elevated temperatures, as high heat and 
particle fluxes can significantly heat up plasma facing components to temperatures in excess of 
1000 K. To study this aspect of displacement damage and subsequent effects on D retention much 
research has already been conducted [41], [93], [106], [143]. A majority of the experiments 
conducted shared a similar experimental procedure. W samples were irradiated at room 
temperature with MeV W ions and heated to a desired temperature, where they were kept for a 
desired amount of time. Afterwards, a D exposure was used to populate the defects that survive 
this so-called annealing procedure. 
 As has been shown in experiments [36], [40], [113] and investigated in Chapters 5-7, D has 
a significant stabilizing impact on the creation of displacement damage, which suggests that it may 
also impact the evolution of displacement damage at elevated temperatures through related 
mechanisms. This possibility will be investigated in this chapter. First, we will introduce the 
experimental procedure that was designed to investigate D influence on displacement damage 
annealing and its experimental results. Afterwards, we will compare these results with other 
experiments that investigated displacement damage annealing without D presence in order to 
establish the influence of D on defect evolution. To elucidate the experimental results further we 
will use the MHIMS-R code to determine how defects responsible for D retention evolve during 
annealing. Lastly, using the insights presented in this chapter and the insights from Chapters 5-7 
will speculate on the possible identities of the defects responsible for D retention. Based on this 
information, a model of defect evolution will be presented.  
8. 1. Experiment 
8. 1. 1. Experimental overview 
As a first step, all of the samples were W-irradiated and exposed to D in the same manner as in the 
experiment presented in Chapter 6. Immediately after the D exposure, half of each sample was 
covered with a special mask and the sample was W irradiated again, in much the same way 
compared to the double-damaging of the sequential multi-damaging experiment. The mask ensured 
that only half of each sample was W irradiated for the second time. 
Afterwards the samples were sent to our department at JSI. A D depth profile measurement 
using NRA was performed to determine the amount of D retained in both the single- and double-
damaged half of one sample. In this experiment, the NRA detector was positioned at an angle of 
135o relative to the analysing beam. As all samples underwent the same preparation process, we 
assumed that the measured D depth profile on both halves is representative for all samples used in 
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the experiment. After the D depth profile measurement, the samples were ramped to a desired 
temperature (400, 500, 600, 800 K and 1000 K) and held there for 2 hours in a vacuum chamber 
where the base pressure was below 10-8 mbar and did not increase above 2×10-7 mbar during 
annealing even at the highest annealing temperature. The heating ramp used to heat the samples 
to the desired temperature was 30 K/min. From the measurement of the sample temperature during 
annealing we have determined that the actual heating rate of the sample was 24 K/min. During the 
ramp and hold procedure the signal of desorbing D was monitored using a residual gas analyser 
(RGA) (Pfeiffer, Prisma Plus quadrupole mass spectrometer, 1-100 amu/q). The amount of 
desorbing D was derived by summing the contribution from HD and D2 molecules (3 amu/q and 
4 amu/q, respectively), assuming equal sensitivities. Desorption of D is also possible in the form 
of deuterated water – HDO (19 amu/q) and D2O (20 amu/q) – but their contribution could not be 
distinguished from the background contribution and are therefore ignored. For more details on the 
apparatus used in this part of the experiment, please see [144].  
To determine the amount of D that remained in the samples after the 2-hour annealing D 
depth profiles were measured for all five samples. Afterwards the samples were re-exposed in PlaQ 
at 370 K to populate the defects that survived the annealing process. After the D re-exposure the D 
depth profiles were measured on all samples again. This final D depth profile measurement allowed 
us to determine the relative loss of defects due to the temperature hold because we assume that the 
amount of surviving defects can be directly correlated to the measured amount of D in the samples. 
Before the next step in the procedure the samples were cut in half to separate the single-damaged 
and the double-damaged side. Cutting was performed along the short side of the sample with a 
water-cooled saw equipped with a diamond blade to prevent D loss. After cutting, TDS was carried 
out on both halves of each sample. The heating rate used in the TDS analysis was 3 K/min.  
This specific experimental procedure was chosen, as it closely resembles the one used by 
Markina et al. [93], which will allow us to compare the present results, where D was present during 
annealing, to those presented in Ref. [93] where no D was present during annealing. The only 
important difference between both experiments is that in [93] a 1-hour long annealing hold was 
chosen. Based on the results presented therein, it was decided to use a 2-hour long annealing hold 
to ensure that steady-state in terms of defect evolution would occur at all annealing temperatures. 
In addition to the samples that were W irradiated, D exposed and annealed in the manner 
described above, we also show experimental results from Ref. [113]. The samples used in that 
study were prepared, W irradiated and D exposed in exactly the same manner as the samples of the 
present study, with the exception that the samples were not annealed. For this reason, we have used 
some of the data available in Ref. [113] to complement this one. The specific data will be 
highlighted when used. This same complementary data was already shown as the single- and 
double-damage tungsten samples in Chapter 6. 
 After analysis of the D depth profile and D desorption data for the sample held at 1000 K 
and D re-exposed we have discovered that the D did not penetrate to the maximum damage depth 
after the second D exposure performed after annealing because of an unknown reason. The loading 
of the other samples which were exposed in PlaQ at the same time was found to be without issues. 
To achieve complete damage layer saturation, the D re-exposure was redone after the TDS but the 
damage layer was still not saturated. Because of this its experimental results could not be used. The 
only usable experimental result of the 1000 K annealed sample is its D desorption data during the 
ramp and hold. 
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8. 1. 2. Results for the WD-AD experimental series 
The D depth profiles and D desorption spectra for the annealing series of the single-damaged 
samples will be presented first. The experimental series will be denoted as WD-AD, the 
abbreviation stemming from (W) irradiation + (D) loading + (A)nnealing + (D) loading. The D 
depth profiles are shown in Figs. 8.1a-e and the D desorption spectra are shown in Fig. 8.1f. In 
Figs. 8.1a-e also the primary damage distribution calculated by SRIM is shown in grey. As can be 
seen the peak damage dose of 0.23 dpa occurs at a depth of around 1.3 µm and the damaging profile 
extends to 2.3 µm. 
The D depth profile measured on the single damaged side before annealing is shown in Fig. 
8.1a. This measurement was performed on the same sample that was later annealed at 600 K. Its D 
depth distribution is relatively homogeneous throughout the entire calculated damage depth, 
although a clear decrease in D concentration can be found between 0-0.5 µm compared to the D 
concentration measured between 0.5-2.0 µm. It appears that the W fluence used to create the 
displacement damage was not enough to achieve saturation in the entire damaged layer. Still, the 
relative homogeneity of the D distribution means that all of the defects created down to a depth of 
2.3 µm were successfully decorated with the D fluence used in the experiment. The same shape of 
the D depth distribution can be seen in all D depth profiles. 
 The D depth profiles measured after annealing are plotted in red for each respective 
annealing temperature. By comparing the maximum D concentration of the D depth profile 
measured after annealing (red) to the D depth profile of the reference sample (black) one can infer 
the amount of retained D that was desorbed during annealing. When annealing at 400 K no 
reduction in maximum D concentration is observed. At 500, 600, and 800 K a 30 %, 63 % and 
100 % reduction in maximum D concentration is observed, respectively. 
The most important D depth profiles shown in Figs. 8.1a-e are the D depth profiles after the D re-
exposure (plotted in green). They are important because the D concentration measured after the D 
re-exposure is directly proportional to the density of defects that has survived the 2-hour annealing 
process. This means that any reduction in D concentration compared to the black reference D depth 
profile can be attributed solely to defect evolution. From the D depth profiles of the samples 
annealed at 400 and 500 K no reduction in D concentration can be seen. Furthermore, a slight 
increase is observed at both temperatures. The increase of maximum D concentration in the case 
of annealing at 500 K is around 6 %, which is within the experimental uncertainty. Meanwhile a 
15 % increase in maximum D concentration measured when annealing at 400 K could be 
considered significant. At 600 K a reduction in maximum D concentration of about 10 % is 
observable. At 800 K the measured reduction in maximum D concentration is approximately 30 %. 
The experimental D desorption spectra are shown in Fig. 8.1f for all annealing temperatures. 
Because the D desorption spectra were measured after the D re-exposure, one can state that any 
reduction of D amount inferred from the D desorption spectra at various annealing temperatures 
can be considered as a clear sign of defect evolution. As the sample used for the measurement of 
the D depth profile before annealing (Fig. 8.1a) was later annealed at 600 K no D desorption 
spectrum is available for a non-annealed sample in the experiment. Therefore, we have used the D 
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Figure 8.1: D depth profiles and D desorption spectra (3 K/min temperature ramp), for the WD-AD experimental 
series. Samples were exposed to D plasma at 370 K to a fluence of 1.5x1025 D/m2 before and after annealing. D depth 
profiles are shown for: (a) no annealing, (b) 400 K, (c) 500 K, (d) 600 K and (e) 800 K annealing. The black D depth 
profile shown in all figures represents the reference sample which was W irradiated and D loaded only once measured 
on the sample which was later annealed at 600 K. The red D depth profile was measured after the annealing procedure. 
The green D depth profile was measured after the D plasma re-exposure and is the actual D concentration from which 
we can infer the densities of the surviving defects. In the D depth profile figures the SRIM calculated primary damage 
profile is also shown in grey. The D desorption spectra (f) are shown for all the samples and were measured after the 
re-exposure to D plasma. The reference D desorption spectrum drawn in black is taken from Ref. [113] (same as 
single-damaged sample in Chapter 6) as no TDS measurement was performed on an non-annealed sample.  
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This reference data is plotted with black dots. As can be seen, the reference D desorption spectrum 
consists of two very broad peaks centered around 520 and 780 K. No D desorption is observed at 
temperatures higher than 950 K. When annealing at 400 K (red) and 500 K (green) the D desorption 
spectra are almost completely the same as the reference D desorption spectrum. At 600 K (blue) a 
considerable change in the shape of the D desorption spectrum can be seen. The low temperature 
D desorption peak now contains much less D compared to the reference sample, exhibiting a 32 % 
reduction in peak intensity, while the high temperature D desorption peak stays relatively unaltered. 
When annealing at 800 K (cyan) a large reduction of trapped D in both D desorption peaks becomes 
apparent. Both the low and high temperature D desorption peak reduced by approximately 50 % of 
the reference value. 
 The similarity in the shape and behaviour of the D desorption peaks from this experiment 
and other experiments presented in this thesis offer strong evidence about the consistency of the 
experimental procedures. 
8. 1. 3. Results for the WDW-AD experimental series 
Now we turn our attention to the sample halves that were W-irradiated for the second time after 
the first D plasma loading and before the annealing procedure. We shall denote this experimental 
series as WDW-AD, which stands for (W) irradiation + (D) loading + (W) irradiation + (A)nnealing 
+ (D) loading. There are two main conceptual differences between both series. Mainly, due to the 
D stabilization effect during the second W irradiation the amount of initial (before annealing) 
displacement damage in the WDW-AD series is roughly twice the amount of displacement damage 
in the WD-AD series [113]. The other important difference is that in the WD-AD series all of the 
defects created by the first W irradiation were filled with D before annealing. In the WDW-AD 
series around half of the displacement damage was filled with D, while the other half was almost 
empty of D, because no second D loading was performed before annealing. 
In Fig. 8.2a the D depth profiles of the sample which was W irradiated, D plasma exposed 
and W irradiated again is shown in grey (W + D + W). This D depth profile was measured on the 
sample later annealed at 600 K. As can be seen, the D depth profile is similar to the D depth profile 
obtained in the other half of the sample (WD side). Therefore, as was already observed in [113], 
the second W irradiation does not affect the D depth profile. As this sample was not re-exposed to 
D plasma after the second irradiation, the actual saturation concentration of D in the sample before 
annealing is unknown. However, one can use data from Ref. [113] which is shown in Fig. 8.2a 
(drawn in black) and labelled ‘Reference’. One needs to stress here that the D depth profile shown 
in [113] suffers from an unphysical feature at 0.5 µm. The depth profile shown here is the result of 
a more accurate re-evaluation of the raw data with a slightly different energy calibration to avoid 
this feature.  
 Now we can turn to analyzing the other D depth profiles which belong to samples which 
were annealed at various temperatures, shown in Figs. 8.2b-e. As in the WD-AD experimental 
series results, D depth profiles plotted with red were measured immediately after the annealing 
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Figure 8.2: D depth profiles and D desorption spectra (3 K/min temperature ramp), for the WDW-AD experimental 
series. Samples were exposed to D plasma at 370 K to a fluence 1.5x1025 D/m2 before the second irradiation and after 
annealing. D depth profiles are shown for all the annealing temperatures: (a) no annealing, (b) 400 K, (c) 500 K, (d) 
600 K and (e) 800 K. The black D depth profile shown in all figures represents the reference sample which was W-
irradiated twice and D loaded after each irradiation and was not annealed. This is taken from Ref. [113] as was done 
in Chapter 6. The grey D depth profile was measured after the second irradiation before annealing was performed at 
600 K. The red D depth profile were measured after the annealing procedure. The green D depth profile were measured 
after the D plasma re-exposure and is the actual D concentration from which we can infer the densities of the surviving 





First, we analyze the D depth profiles measured after the annealing procedure (red). As expected, 
no reduction in maximum D concentration is observed when annealing at 400 K (Fig. 8.2b). This 
is the same as in the WD-AD series. At 500 K (Fig. 8.2c) a negligible reduction in maximum D 
concentration is observed in the WDW-AD series, while in the WD-AD series a reduction of 
approximately 30 % is observed. This difference is attributed to the fact that in the WDW-AD 
series around half of the displacement damage that was created was empty [113]. As a consequence, 
there were more empty sites available which meant that weakly bound D that was de-trapped during 
annealing could be re-captured in them. At 600 K (Fig. 8.2d) a reduction in maximum D 
concentration equal to 33 % was measured compared to 63 % in the respective WD-AD series 
sample. Again, a smaller reduction is observed because more empty sites are available for the D to 
be re-captured in. When annealing at 800 K (Fig. 8.2e) D retention reduced to a level not 
distinguishable from an undamaged sample hence the reduction is 100 %. 
 The D depth profiles measured after the D plasma re-exposure are drawn in green. At 400 
and 500 K a 5 % and 9 % reduction in D concentration is observed compared to the reference 
double-damaged sample drawn in black. At 600 and 800 K, the measured reduction in D 
concentration is 22 % and 45 %, respectively. The temperature trend in displacement damage 
annealing inferred from the reduction in D concentration for both WD-AD and WDW-AD series 
is therefore quite similar. Almost no reduction is observed at temperatures below 500 K, while a 
significant reduction is observed for temperatures higher than 500 K. 
The experimental D desorption spectra are shown in Fig. 8.2f. To infer displacement 
damage evolution from the D desorption spectra themselves, they must be compared to a D 
desorption spectrum of a sample that was W-irradiated twice and D loaded after each W irradiation. 
As no such sample is available in this study, we have used the D desorption spectrum available in 
Ref. [113], which is plotted in black. This is the same sample and D desorption spectrum already 
used in Chapter 6 as the double-damaged sample. As observed in the D desorption spectra of the 
WD-AD series, the D desorption spectra consist of a low temperature D desorption peak at around 
520 K and a high temperature desorption peak at around 780 K. All of the retained D is desorbed 
at temperatures of around 950 K. Comparing the behavior of the intensity of the D desorption peaks 
to the behavior of D concentration in the D depth profiles measured after the D plasma re-exposure, 
a slightly more pronounced annealing behavior can be seen in the D desorption spectra. Even at 
the lowest annealing temperature of 400 K (red) an 8 % reduction in the intensity of the low 
temperature D desorption peak and a 7 % reduction in the intensity of the high temperature D 
desorption peak are observed. When annealing at 500 K (green), a reduction of 20 % and 11 % in 
the intensity of the low and high temperature D desorption peaks are observed, respectively. When 
annealing at 600 K (blue), almost 50 % of the reference intensity of the low temperature D 
desorption peak is lost, and 10 % of the intensity of the high temperature D desorption peak. When 
annealing at 800 K (cyan), a 62 % and 47 % reduction in D desorption intensity in the low 
temperature peak and high temperature D desorption peaks are observed, respectively. Comparing 
these reductions in intensity observed in the D desorption spectra for the WD-AD and WDW-AD 
experiment, one can see that the relative loss of D is slightly larger in the WDW-AD experiment 
but not by a large margin. Otherwise the general behavior is similar, as the low temperature D 
desorption peak starts to exhibit significant annealing at holding temperatures around 500 K, and 
the high temperature D desorption peak shows significant annealing only at higher holding 
temperatures i.e. in the 600-800 K range. 
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8. 1. 4. D desorption during ramp and hold 
 
          (a)                   (b) 
Figure 8.3: Normalized D desorption during the ramp and hold of the sample annealing process for a 24 K/min 
temperature ramp for each annealing hold temperature. The ramp part is shown in (a) and the hold in (b). 
During the annealing of the samples the D desorption signal was monitored. As the D depth profile 
of all samples prior to annealing is assumed to be the same, the shape and amount of desorbed D 
up to the specific samples annealing temperature should be the same. That is why the D desorption 
signals are normalized in such a way, that the D desorption signals measured for all annealing 
temperatures match at the low temperature (530 K) D desorption shoulder. The measurements of 
D desorption during the ramps can be seen in Fig. 8.3a and during the holds in Fig. 8.3b. The 
sample annealed at 400 K is not shown as very little D desorption was observed both in the ramp 
and hold part of the annealing procedure. While analyzing the following experimental results it 
must be kept in mind that at this stage half of each sample was already irradiated for a second time 
but the samples were not cut in half yet, meaning the signal as seen in Fig. 8.3a and 8.3b is a sum 
of D desorption from both parts of the sample. 
The D desorption signals from samples ramped to different temperatures are very similar 
in shape and behavior, up to the specific annealing temperature. The D desorption during the ramp 
occurs in two distinct peaks at 630 and 830 K as seen in Fig. 8.3a. This means that the peaks are 
shifted to slightly higher temperatures compared to the complete TDS shown in Fig. 8.1f and 
Fig. 8.2f where the peaks were centered at 520 and 780 K. This can be explained by two facts. First 
the faster temperature ramp here shifts the peak temperatures to higher values. The heating rate of 
the sample was measured to be 24 K/min, while the heating rate of the TDS shown in Fig. 8.1f and 
8.2f was 3 K/min. Second, as was explained, the second W irradiation produces new defects. As D 
is released from the defects with low de-trapping energy (D release in the low temperature 
desorption peak) they are efficiently re-trapped in the new empty defects. This means they are 
mainly released in the high temperature D desorption peak, as was already shown in [113]. As the 
D desorption seen in Fig. 8.3a is a weighted sum of both the once- and twice-irradiated sample 
side, the re-capturing of D results in a lower D desorption in the low-temperature desorption peak 
and a higher D desorption in the high-temperature desorption peak.  
 In Fig. 8.3b the D release for the hold part of the procedure are shown, except for holding 
at 1000 K as all D was already lost during the ramp. Other samples show an exponential-like D 
desorption behavior with a characteristic time scale in the 200-300 s range. This means that a 
majority of D that is lost during the hold is lost in the first 5-10 minutes of the hold. Meanwhile, 
119 
 
macroscopic defect evolution has been shown to have a time-scale on the order of tens to hundreds 
of minutes for steady state to occur. As an example, the annealing behavior of neutron-induced 
defects has been determined using resistivity measurements by Keys and Moteff [145]. The authors 
have shown that the typical time-scale of neutron-induced displacement damage annealing is on 
the order of hundreds of minutes. In the experiment by Markina et al. [93] where the samples were 
irradiated with 20 MeV W ions, the typical annealing time-scale was closer to 30-60 minutes. In 
any case, one can somewhat safely conclude that the rate of D desorption during the annealing hold 
is much faster than the rate of displacement damage annealing. This means that as a steady-state 
concentration of D has been achieved much quicker than a macroscopic defect evolution steady 
state is expected to occur. From this one can infer that most of the evolution of the defects occurred 
at steady-state D occupancies specific to each defect, which can be correlated with the annealing 
behavior of each defect. 
8. 1. 5. NRA and TDS total D amounts 
In this section we compare the retention of D in the samples after they have been annealed and re-
exposed to the D plasma. We compare the retention of D as measured by both the NRA and TDS 
techniques. The total D amounts are plotted as a function of annealing temperature in Fig. 8.4a. 
The data points of the non-annealed samples are plotted at 370 K as they have been exposed to the 
low-temperature D plasma for several tens of hours at this temperature. The total amount of D 
measured with the TDS technique is systematically about 5-10 % lower than the total amount 
measured by the NRA technique, except in the case of the non-annealed sample from the WD-AD 
series. This exception can come from the fact that the NRA data point was measured in this study 
while the TDS data point was taken from Ref. [113]. In general, the mismatch between TDS and 
NRA is still in line with the derived experimental uncertainties. When considering uncertainties, 
one should take special note to differentiate between systematic and statistical errors as systematic 
errors lead to an offset between the NRA and TDS data which were observed. 
 The TDS measurement systematic error comes from two main sources. The first stems from 
the absolute signal calibration with the D leak bottle with a stated uncertainty of 4.6 % (as per 
manufacturer). The second systematic error stems from the fact we are unable to distinguish D 
desorption in the form of HDO and D2O from the background contribution. As we are unable to 
quantitatively determine the systemic error of HDO and D2O contribution we are forced to ignore 
it. This means the total TDS measurement systematic error is approximately 5 %. The systematic 
error of the NRA measurement stems from the error of the NRA cross section determination (5 % 
[122]) and the accuracy in determining the accumulated dose equal to 5 % for our setup. As these 
errors are uncorrelated, the combined systematic uncertainty of the NRA measurement is 7.1 %. 
Together the systematic errors of both measuring techniques could account for an offset between 
the TDS and NRA D retention data equal to 12 %. The offset found in the data, which is between 
5-10 %, falls well within this range. 
 While the statistical errors do not contribute to an offset between the TDS and NRA data, 
one must still consider them carefully when analyzing the results, as they scatter the data points 
around their true value. In the case of the TDS measurement, the statistical error comes mainly 
from the drift and fluctuations of the quadrupole signal and from cutting each sample in half before 
the measurement to separate the single- and double-damaged side. The error because of the 
quadrupole signal fluctuations was measured by dosing a constant flux of D2 while monitoring the 
4 amu/q QMS signal. It was determined to be approximately 1-2 %. The statistical error stemming 
from the cutting of the samples comes mainly from the error of determination of the surface area 
120 
 
for each sample half after cutting. A surface area must be assumed if one wishes to compare a TDS 
and NRA measurement as the output of the NRA measurement is an areal density of D [D/m2] 
while the output of the TDS measurement is the total D amount that was desorbed [D]. Although 
this surface area is known in principle (7x10 mm2), the complicated experimental procedure with 
multiple W irradiations, using sample masks for W irradiation and sample cutting before the TDS 
measurement introduces an error in determining the exact sample surface area which in turn 
introduces an uncertainty in the TDS derived D retention of at least a few percent. By combining 
both of these statistical errors of the TDS measurement we can expect a scatter in the data points 
of at least 2-3 %. The NRA measurement also has its own statistical error. These stem from the 
limited amount of counts that are measured at each 3He beam energy and by the uncertainty of the 
D depth profile fit by NRADC. Both of these together yield a statistical error associated with the 
NRA measurement of a few percent.  
 
 
          (a)                   (b) 
Figure 8.4: Comparisons of D retention from integrating the D depth profiles down to 7 µm (full symbols) or by 
integrating the D desorption spectra over time (empty symbols) and assuming a 7x10 mm2 area. The WD-AD series is 
shown in black and the WDW-AD is shown in red. (b) Maximum D concentrations measured in the WD-AD (black 
filled squares) experiments where D was present during annealing are compared to the maximum D concentrations 
measured by Markina et al. in Ref. [93] (red) where no D was present during annealing. The error bars shown in the 
D depth profile only consider the uncertainty of the D depth profile deconvolution and the uncertainty that comes from 
the limited proton counts that were measured using NRA. 
Both D total amounts derived from the NRA and TDS techniques exhibit similar behavior as 
function of annealing temperature as can be seen in Fig. 8.4a. Namely, the total D amount derived 
with both techniques starts to fall significantly when annealing temperatures reach at least 500 K. 
At annealing temperatures lower than 500 K the D total amounts are comparable to the non-
annealed reference sample for both measurement techniques. By combining the experimental 
results for both the WD-AD and WDW-AD experimental series one can conclude that defect 
annealing starts at annealing temperatures between 500-600 K. First defects that de-trap D in the 
low D desorption peak start to anneal and are followed in the 600-800 K range by the defects that 
de-trap D in the high temperature D desorption peak. 
To highlight any possible effect of D presence on defect annealing we compare the WD-
AD experimental series to the experiment performed by Markina et. al [93]. Their experiment is 
the closest comparable experiment found in the literature as they have used the same room 
temperature 20 MeV W ion irradiation to create displacement damage, and a 1-hour annealing 
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procedure, and the same low-temperature plasma D exposure with floating target to decorate the 
surviving defects. However, in their case a 400 K sample temperature was used for decorating the 
defects with D. The 30 K higher exposure temperature might lead to a small reduction in D 
concentration but one expects it to be within the experimental uncertainties. We must stress that 
the long D plasma exposures at 370 K in the experiment and at 400 K by Markina et. al can be 
considered as annealing which is why the non-annealed samples must be interpreted accordingly. 
The comparison between both experiments is shown in Fig. 8.4b. As can be seen, the maximum D 
concentrations when annealing with D present (black squares) are systematically slightly higher 
compared to the maximum D concentrations when annealing without D (red squares). At annealing 
temperatures below 800 K the difference is within the experimental uncertainties. When comparing 
the D maximum concentrations when annealing is performed at 800 K in our experiment and at 
820 K in the experiment by Markina et al. the difference is slightly larger, the maximum D 
concentrations being (1 ± 0.06) at. % and (0.8 ± 0.05) at. %, respectively. While this difference can 
be somewhat explained by the higher D exposure temperature and slightly higher temperature of 
annealing found in the experiment performed by Markina et al., a possibility remains that the 
presence of D also has an effect. To establish any possible effect of D presence on annealing also 
the WD-AD and WDW-AD datasets can be compared due to the difference in how much of the 
displacement damage retained D prior to annealing. In the case of WD-AD all of the created 
damage was saturated with D, while in the case of WDW-AD around half of the created damage 
was saturated and the other half contained very little D. As can be seen in Fig. 8.4a only marginal 
differences can be found in the temperature behavior of retained D. This in combination with 
conclusions drawn by comparing the WD-AD dataset to the experiment performed by Markina et 
al. [93] indicates that the presence of D only has a small effect on displacement damage annealing 
if present at all. However, the annealing hold of two hours is long compared to the time-scales of 
defect evolution, therefore one cannot exclude that the D could affect annealing if much shorter 
holds would have been used. 
8. 2. Simulation 
To extract the behaviour of specific defects at elevated temperatures from the experimental data 
we turn to the MHIMS-R code and the MRE model of D transport and retention described in section 
2.3. We chose the fill-level dependant D-defect interaction model because the low temperature D 
desorption peak and the high temperature D desorption peak behave independently of each other, 
as if the D desorbing in each peak could be attributed to different defects. This was already 
observed in the experiments in Chapters 5 and 6. 
8. 2. 1. Simulation overview 
As we are mainly interested in the densities of the defects that survive the annealing process, we 
will use a simplified simulation procedure. In this approach both the WD-AD and WDW-AD 
experimental series will be simulated in the same manner, where the history of the samples with 
several consecutive W irradiations and D exposures will be disregarded. Instead, the simulation 
will be run as if the W samples were W irradiated only once. The amount of displacement damage 
that the proxy W irradiation would cause will be equal to the surviving density of defects after the 
annealing procedure. Such a proxy pre-damaged sample is then subjected to the same D exposure 
as was the case in our experiment, which simulates the second D exposure done after annealing, 
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which was used to decorate the surviving defects. In such a way the simplified modelling approach 
can be condensed into three main steps: 
(1) Exposure of a pre-damaged W sample to D ions with energy < 5 eV/D with a flux of 
5.6×1019 D/m2s for 72 hours at 370 K, yielding a D fluence of 1.5×1025 D/m2. 
(2) Cool off to 295 K in vacuum, 
(3)  Subsequent TDS measurement with a controlled ramp of 3 K/min.  
Preferably, the entire experimental procedure should be modelled, including several W irradiation 
steps and the full annealing procedure. Unfortunately, as no macroscopic rate-equation model of 
defect annealing or evolution exists, this is not possible. 
To properly determine the densities of defects and their fill-level de-trapping energies the 
depth distribution of defects must be chosen correctly. As was observed in the experimental results 
section the D depth profiles in both experimental series were not entirely flat. This meant that 
although the defect densities have achieved saturation through most of the damaged layer, 
saturation has apparently not occurred near the surface where the damage dose is more than a factor 
of two smaller than in the damage peak. Still, in the spirit of a simplified simulation approach, we 
chose to use a completely flat depth distribution for all of the defects, which can be parametrized 
as: 
 
𝑛𝑖(𝑥) =  𝑛𝑖






Equation 8.1 is a phenomenological description (based on the Fermi-Dirac distribution) of a flat 
defect distribution that is flat up to a depth of 𝑥0 = 2.05 µm and reduces to 0 in a transition which 
is 𝛿𝑥 = 0.06 µm wide. The parameters 𝑥0 and 𝛿𝑥 were determined by fitting the D depth profiles 
seen in Fig. 8.1a-e and Fig. 8.2a-e. The simulation outputs of the simplified approach are the 
number of different defects needed to adequately describe the experimental results and their 
surviving densities after annealing (𝑛𝑖
0) as well as the de-trapping energies (𝐸𝑖
𝑗
) of their fill-levels. 
The index i denotes the defect type and index j denotes the number of the fill-level.  
8. 2. 2. Simulation results 
The first thing one can learn by modelling the D desorption spectra shown in Fig. 8.1f and Fig. 8.2f 
is that the best fits are achieved when three distinct defect types with several fill-levels are used. 
The de-trapping energies of the observed defects are summarized here:  
• defect 1 has five fill-levels with de-trapping energies (1.08 ± 0.03, 1.16 ± 0.02, 1.24 ± 
0.03, 1.34 ± 0.02, 1.46 ± 0.03) eV,  
• defect 2 has two fill-levels (1.68 ± 0.02, 1.86 ± 0.03) eV and  
• defect 3 has one fill-level (2.05 ± 0.01) eV.  
These de-trapping energies are associated with a diffusion energy of 0.2 eV and an attempt 
frequency of 1013 s-1 [45]. One can notice that the number of defects, fill-levels and their de-trapping 
energies are the same as the ones used to describe the sequential multi-damaging experiment in 
Chapter 6. This is expected as the same W irradiation and D exposure has been used. Still, this 
gives both simulations and experiments some credibility as they have been done independently. 
The errors of determining the de-trapping energies are derived from the variation of the de-trapping 
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Figure 8.5: Comparison of the experimental data and the respective fits using the MHIMS-R code. The experimental 
data are shown in black (WD-AD) and grey (WDW-AD) while the simulation results are plotted with red (WD-AD) 
and pink (WDW-AD). 
Now let’s continue with comparing the modelling and the experimental results. These comparisons 
are shown in Figs. 8.5a-e. The experimental results are plotted with black (WD-AD) and grey 
(WDW-AD) connected dots, while the modelling results are drawn with red (WD-AD) and pink 
(WDW-AD) lines. 
 As can be seen, the maximum D concentration in most of the D depth profiles are well 
reproduced, except in the case of the reference double-irradiated sample in Fig. 8.5a and the double-
irradiated sample annealed at 400 K as seen in Fig. 8.5b. This can be attributed to the fact that a 
low temperature D desorption early rise can be seen in all of the simulation D desorption spectra 
which does not exist in the experimental results as can be seen in the D desorption spectra in Figs. 
8.5a-e. This rise accounts for approximately a 10% overestimation of the total D retention and 
therefore also D maximum concentration. We have already discussed the existence of such a D 
desorption early rise in many references literature [31]–[33], [77], [113], [133] and the fact that we 
were unable to eliminate it. Otherwise, the D desorption spectra are fitted very well. As it can be 
observed the D desorption structure of all of the spectra has two pronounced D desorption peaks at 
520 and 780 K and a high-temperature D desorption tail. This structure is very well replicated with 
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the choice of fitting parameters. To determine the quality of the fits the reduced chi square is used 
as a figure of merit (see equation 5.1). The 𝜒𝑟𝑒𝑑
2  calculation was limited to TDS temperatures 
between 450 and 900 K where 90 % of retained D was desorbed. The calculated 𝜒𝑟𝑒𝑑
2  are listed in 
Table 8.1 for each desorption spectrum. Their values are close to 1 which confirms the quality of 
the fit.  
 
Table 8.1: Defect densities remaining after the annealing of the sample at various temperatures are given for both 
experimental series. Also shown are the reduced chi square values for the fits of the D desorption spectra for all 
samples. 


















300 0.215 0.290 0.050 0.88 0.426 0.520 0.080 0.92 
400 0.230 0.290 0.050 0.57 0.382 0.495 0.090 1.26 
500 0.225 0.280 0.050 0.99 0.345 0.480 0.090 0.81 
600 0.153 0.280 0.050 0.92 0.215 0.440 0.100 0.46 
800 0.107 0.189 0.060 0.51 0.155 0.290 0.060 0.82 
 
The densities of the three defect types derived from the modelling are plotted in Fig. 8.6a and Fig. 
8.6b as a function of annealing temperature. The densities of the defects are explicitly written out 
in Table 8.1 for all annealing temperatures. The annealing behavior is specific to the 2-hour 
annealing procedure.  
 
 
       (a)            (b) 
Figure 8.6: The defect densities that survive the annealing process at a specific temperature are shown. Defect 1 is 
plotted with black squares, defect 2 with red triangles and defect 3 is plotted with green stars. 
Concentrating on the simulation results for the WD-AD experimental series plotted in Fig. 8.6a, it 
can be seen that the density of defect type 1 that desorbs in the D desorption peak centered at 520 K 
shows no decrease due to annealing for temperatures lower or equal to 500 K. At an annealing 
temperature of 600 K about 30 % of its reference density is lost and at 800 K, approximately 50 % 
of the reference amount is annealed. Defect type 2 that desorbs in the high-temperature D 
desorption peak centered at 780 K shows no reduction in density for temperatures lower or equal 
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to 600 K, while at 800 K around 33 % of reference defect density is annealed. Defect type 3 shows 
no behavior with rising annealing temperature as its density is constant throughout the temperature 
range. Similar conclusions can be drawn from the simulation results of the WDW-AD experimental 
series. The annealing temperature thresholds for the different defect types are exactly the same as 
in the WD-AD series but some small reduction in the density of the defects 1 and 2 can be observed 
even below their respective annealing temperature thresholds. Still this small observable annealing 
is within the experimental uncertainties and is not considered significant. 
With the knowledge we have gained by simulating the D depth profiles and D desorption 
spectra at the end of the experimental procedure we can also simulate the D desorption during the 
ramp and hold part of the annealing procedure. To simulate the procedure, no fitting was done. The 
de-trapping energies are exactly the same as specified in the simulation section but we must still 
choose which defect density we shall use as no defect evolution due to annealing is implemented 
in MHIMS-R. We expect that D desorption is much faster than defect evolution, therefore we 
choose to use the defect densities of the reference sample to simulate the ramp and hold procedure 
for all samples. The simulation results are shown in Fig. 8.7a and 8.7b. The simulation of the D 
desorption during annealing was performed with the actual heating ramp of the sample, being 24 
K/min. The simulation line is a weighted sum of D desorption from a once- and twice-irradiated 
W samples. The weights are proportional to the surface area of the once and twice-irradiated part 
of the sample. In this specific case we assume that exactly half of each sample was irradiated twice. 
 
 
          (a)             (b) 
Figure 8.7: The simulation and experimental comparison of the D desorption during the ramp and hold (annealing) 
procedure. 
As can be seen, the D desorption during the ramp as shown in Fig. 8.7a is replicated reasonably 
well by the simulation. The reduction of D desorption in the low temperature desorption peak and 
the proportional increase in the high-temperature desorption peak is replicated very well. The 
simulation only fails to reproduce the exact desorption peak temperatures as it overestimates them 
by approximately 50 K. The exact reason for this is unknown but both experimental and simulation 
reasons could be at play. From the viewpoint of the simulation the fit could have easily been 
improved by slightly changing the de-trapping energies as was done to fit the other experimental 
results. We chose not to do this as not much additional value would be gained as the fit is already 
satisfactory. From the experimental point, issues with the sample temperature measurement could 
be at fault. The D desorption during the hold part as shown in Fig. 8.7b is also well replicated. 
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8. 3. Defect type determination 
Using the knowledge, we have gained by simulating the results of this experiment and others in 
this thesis, we will correlate de-trapping energies of the fill-levels and the annealing behaviour of 
defect types to the data that is available in the literature in an effort to identify the specific defect 
types. The reasoning behind identifying defect types based on their fill-level de-trapping energies 
is described in [116] but will be repeated here again for completeness sake. 
Although it is common practice in the community, we wish to stress here that neither the 
NRA nor the TDS techniques allow the identification of specific defect types unambiguously. 
Other experimental techniques are available to characterize defect types that are created in an 
irradiated material. Transmition Electron Microscopy (TEM) can be used to characterize defects 
such as dislocation lines, loops and other larger structures like voids and bubbles [56], but it cannot 
detect defects such as single vacancies or vacancy clusters. These can be identified using Positron 
Annihilation Lifetime Spectroscopy (PALS) [64], [143]. 
 As only the NRA and TDS experimental results can be simulated using MHIMS-R, we will 
attempt to identify the defects by comparing their D de-trapping energies to the ones that can be 
found in the literature. Through the years a whole spectrum of de-trapping energies was presented 
for different defect types by many publications. Therefore, we will rather limit ourselves to 
grouping up some de-trapping energies into energy bands we suspect might belong to the same 
type of defect, comparing them to our results and also to some DFT calculations of specific defect 
types. 
 It is important to mention that relying on the de-trapping energies one gets by simulating 
the TDS measurement has its limitations. Mainly, defects have the potential to evolve during the 
temperature ramp-up, transforming from one state to another. This means that the type of defect 
which de-traps D during a TDS measurement is not necessarily the same type of defect that was 
created during W irradiation and that survived the annealing procedure. To strengthen our 
argument, we will also try to utilize the evolution of defects at elevated temperatures for plausible 
defect identification. 
8. 3. 1. Defect type 1 – Single vacancies 
We start with defect type 1 which has five fill levels (1.08, 1.16, 1.24, 1.34, 1.46) eV. Such low 
de-trapping energies found in the literature are commonly identified as single vacancies. Namely, 
DFT calculations [44], [45], [83] show that vacancies can trap up to 12 HI with de-trapping energies 
between 0.5-1.5 eV. Most importantly for our case, vacancies that trap one or two HIs have a de-
trapping energy in the 1.42-1.50 eV range, vacancies that trap 3 HI have been calculated to have a 
de-trapping energy of 1.27-1.33 eV, vacancies that trap 4 HI have a de-trapping energy of 
1.18-1.28 eV and finally vacancies that trap 5 HI have a de-trapping energy of 1.08-1.21 eV.  
 The experimental results in the literature for de-trapping energies that are assumed to 
belong to vacancies can be summed up into an energy band of 1.2-1.5 eV [19], [146]–[148]. In 
addition, Zibrov et al. [134] have irradiated their samples with 10 keV D ions for which they 
assume that only single vacancies are created. After the D irradiation TDS measurements were 
performed using different temperature heating ramps. The observed shift in the TDS peaks of the 
D desorption spectra when using different heating rates can be directly tied to de-trapping energies 
of vacancies in their case. With this technique they have calculated a de-trapping energy of 1.56 eV 
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corresponding to vacancies. All of the reported de-trapping energies are in line with the de-trapping 
energies of defect type 1 derived from the simulation. 
Another important piece of evidence that defect type 1 is indeed a single vacancy is the 
experiment by Zibrov [64]. He has irradiated his W samples with 200 keV protons to a fluence of 
1020 p/m2 which he assumes creates only Frenkel pairs as primary defects. Using such an energy 
for the proton irradiation the protons cause displacement damage up to a depth of 1 µm with a 
damage maximum at 0.7 µm. Using PALS, it was determined that the dominant defect type present 
in the samples was indeed single vacancies (relative PALS intensity of 80%) and only a minority 
were larger defect structures like clusters (relative PALS intensity of 5%). The rest of the signal 
came from the bulk contribution to the PALS signal. The comparable displacement damage 
distribution allows us to compare the D desorption spectra produced in the experiment by Zibrov 
with our experiment. In the case of Zibrov the D desorption spectra, measured with a heating rate 
of 15 K/min, consisted of two peaks. A dominant desorption peak is located at 670 K while the 
peak at 800 K is less pronounced but still clearly visible. In combination with the PALS results the 
dominant low temperature D desorption peak was attributed to single vacancies. In our experiment 
the D desorption peaks are located at 600 and 750 K, with a heating rate of 3 K/min. This difference 
in heating rate creates an approximately 50 K temperature shift of the desorption peaks, which 
means that both D desorption peaks from both experiments coincide. Therefore, this is another 
confirmation that defect type 1, can be identified as a single vacancy as it is responsible for D 
desorption in the lower temperature range. 
In regards to defect evolution, defect 1, drawn with black squares in Fig. 8.6a and 8.6b, 
starts to anneal in the 500 to 600 K temperature range, while at lower annealing temperature no 
behaviour is observed as the density is constant with annealing temperature. The start of single 
vacancy mobility and clustering has been observed by the positron annihilation technique [149]–
[151] in the same temperature range. This is often called recovery stage III and has been linked 
with single vacancy evolution through clustering mechanisms.  
8. 3. 2. Defect type 2 – Small vacancy clusters 
The identification of defect type 2 with fill levels (1.68 eV, 1.86 eV) is more ambiguous than in 
the case of defect type 1. Several experiments have reported de-trapping energies similar to the 
ones found in the simulation ranging from 1.65 – 1.9 eV [19], [31]–[33], [113], [138], [146], [152]–
[154]. 
One option for identification could be small vacancy clusters (usually defined as clusters 
with less than 15 captured single vacancies). As a crude approximation we relied on the so-called 
adsorption model of vacancy clusters proposed firstly by Gorodetsky et al. [153] and later 
elaborated on by Ogorodnikova [154].The adsorption model states that the binding energy of a HI 
trapped in a vacancy cluster is similar to HI atom chemisorption on the W surface, which becomes 
more and more accurate as the vacancy cluster grows in size as the number of captured vacancies 
increases. With this model it was calculated that the binding energy of HIs is 1.4 – 1.6 eV for a 
vacancy cluster consisting of two vacancies and 1.7 – 1.9 eV for a vacancy cluster consisting of 
three vacancies. As the de-trapping energy is defined to be the sum of the binding energy and the 
diffusion energy, the de-trapping energies derived from these binding energies written above 
depend on the choice for the energy associated with diffusion. As in our case the diffusion energy 
used was 0.2 eV [45] the corresponding de-trapping energy ranges would be 1.6 – 1.8 eV for a 
vacancy cluster consisting of two vacancies and 1.9 – 2.1 eV for a vacancy cluster consisting of 
three vacancies. Recently, ab initio calculations of D trapping have become available for vacancy 
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clusters in tungsten. Hou et al. [84] have used DFT and molecular dynamics calculations to 
determine the binding energies of H to vacancy clusters with 1-8 captured vacancies (V1-V8) for 
different H/V ratios in the clusters. Assuming a 0.2 eV diffusion energy, they have shown that the 
majority of fill-level de-trapping energies (for H/V < 3) lie between 1.6 and 1.9 eV, which is a great 
match to our reported de-trapping energies of the defect type 2. 
Another possible identification is either jogged dislocations or dislocation loops. Using 
DFT, Terentyev et al. [155] have shown that jogged dislocations have a binding energy of 1.4 eV 
for 1-3 trapped D atoms. Assuming a diffusion energy of 0.2 eV this would equate to a de-trapping 
energy of about 1.6 eV. Again using DFT, Xiao et al.[156] have shown that dislocation loops have 
a binding energy between 1.8 eV and 1.6 eV for one and two trapped D atoms, respectively, making 
the de-trapping energy equal to 2 eV and 1.8 eV, respectively. A. de Backer et al. have used DFT 
and a multi-scale simulation approach to determine the number of H trapped in the Cottrell 
atmosphere of various dislocation type structures at various exposure temperatures and at various 
concentrations of solute HIs [48], [49]. They have found de-trapping energies ranging from 
0.8-1.2 eV for various dislocation structures, number of trapped HIs and for various number of 
trapped self-interstitial W atoms. Although some of these de-trapping energies are in line with our 
defect type 2 fill-level de-trapping energies the typical dislocation areal density found in such 
samples by TEM analysis [36], [52] is around 1014 m-2. This is equivalent to a volumetric 
concentration of 10-4 at.%. As we have determined in our simulation, defect 2 is responsible for 
retaining approximately 0.5 at.% of D. Based on these numbers each dislocation would have to 
trap at least 103 D atoms so that one could state that the dislocations contribution to D retention in 
defect 2 is non-negligible. According to the calculations by A. de Backer et al. dislocations are 
expected to trap approximately 70 HIs in a dislocation loop consisting of 37 self-interstitial atoms 
for a HI solute concentration of 10-4 at.% [48], [49]. In our experiment the D solute concentration 
is expected to be in the 10-9-10-11 at.% range [52]. This means that very few D atoms are expected 
to be trapped in dislocation loops and that even if there is a contribution of dislocations to the 
trapping of D in defect type 2, it can be considered negligible at our exposure temperatures of 370 
and 450 K for the D ion fluxes used in this work. 
Now that we have somewhat reliably identified defect type 2 as small vacancy clusters, 
we can investigate its evolution at elevated temperatures. We have found that the density of defect 
type 2 is constant in the 300-600 K annealing temperature range, and annealing is only observed 
in the 600-800 K range. As defect type 2 is assumed to be small vacancy clusters the annealing 
mechanism is expected to be cluster dissociation [64]. 
We assume that the rate of dissociation can be written as an Arrhenius-like term similar 
to D de-trapping from defects [64]: 
 
𝑅𝑑𝑖𝑠𝑠








𝑛  is the Arrhenius dissociation rate,  𝜐0 is the attempt frequency of a vacancy trying to 
escape a cluster through dissociation. We assume this dissociation frequency to be the same as the 
attempt frequency for vacancy diffusion and is equal to 𝜐0 = 5.5 × 10
12 s-1 [63]. 𝐸𝑑𝑖𝑓𝑓
𝑣𝑎𝑐 = 1.7 eV 
is the activation energy associated with vacancy diffusion [68] and 𝐸𝑏𝑖𝑛𝑑
𝑛  is the binding energy of 
a vacancy to a n-sized vacancy cluster. These binding energies have already been discussed in the 
introduction. Many ab initio calculations have already been performed on this topic [58], [65]–[68] 
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but the data has quite some scatter (see Fig. 2.6a), therefore we have summarized the data in a 
simple analytical equation as was described in equation 2.3.  
As the annealing in our experiments is done at a constant temperature 𝑇𝑎𝑛𝑛𝑒𝑎𝑙, the density 
of vacancy clusters decreases with time as an exponential decay. In both the WD-AD and WDW-
AD annealing experiment about one third of the created small vacancy clusters were annealed at 








𝑛 𝑡𝑎𝑛𝑛𝑒𝑎𝑙) (8.2) 
 
The dissociation rate can be expressed as 𝑅𝑑𝑖𝑠𝑠
𝑛 𝑡𝑎𝑛𝑛𝑒𝑎𝑙 = ln(3/2). In our case the annealing time 
is equal to 𝑡𝑎𝑛𝑛𝑒𝑎𝑙 = 2 h. By inputting the dissociation rate defined in equation 8.2 into equation 
8.3, one can calculate the binding energy of a vacancy cluster with size n where a third of its initial 
defect concentration would dissociate at a temperature 𝑇𝑎𝑛𝑛𝑒𝑎𝑙 with the following equation: 
 
𝐸𝑏𝑖𝑛𝑑






𝑣𝑎𝑐 =  0.85 𝑒𝑉 (8.3) 
 
This binding energy, according to equation 2.3 corresponds to a vacancy cluster of size n = 5.8. Of 
course, sizes of vacancy clusters are integers, but this calculated size just means that the majority 
of cluster dissociation that explains the drop in small vacancy cluster annealing at 800 K should be 
mainly due to dissociation of cluster with sizes 6 and a smaller contribution by dissociation of 
clusters with 5 captured vacancies. Larger clusters should be stable at 800 K for two hours of 
annealing, while smaller clusters should have all dissociated during this time.  
8. 3. 3. Defect type 3 – Large vacancy clusters 
Several simulation and experimental results report similar de-trapping energies to the ones found 
in our simulation, ranging from 2.0 – 2.2 eV [19], [31], [113], [146], [147], [153], [154]. 
The identification of defect type 3 with fill level (2.05 eV) is again not completely straight-
forward as again several candidates such as large vacancy clusters (more than 15 captured single-
vacancies) and various dislocation structures are possible. For similar reasons than in the case of 
defect type 2, any dislocation structures can be ruled out as a possible identity because the density 
of dislocations as observed in [36], [52] is around 1014 m-2, which is too small to account for the 
defect type 3 concentrations found in the simulation results section of this paper. Considering this 
we conclude that defect type 3 can most likely be identified as a large vacancy cluster. 
To determine the theoretically expected de-trapping energies of D from large vacancy 
clusters we again rely on the adsorption model which leads to the conclusion that large vacancy 
clusters should behave in a similar fashion to the tungsten surface. Namely, because they are fairly 
large structures in the W lattice, therefore the HI captured in them are expected to be in the form 
of HI molecules. This further means that the de-trapping energy from such a defect is related to the 
surface kinetics as the molecules must first dissociate before they can re-enter the pristine W lattice. 
Depending on the choice for the heat of solution the de-trapping energy should be somewhere 
between 2-2.2 eV which is in good agreement with the de-trapping energy of defect type 3. DFT 
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calculations of the energy barrier from the surface to the bulk also report energies between 2.0 and 
2.2 eV [43], [44], [157].  
In addition, Ryabtsev et al. [135] have exposed tungsten samples to 10 keV D ions for 
which they assume they create only vacancies. After the exposure their samples were annealed at 
800 K after which they assume only large vacancy clusters remain. Several TDS measurements 
with different heating rates were carried out and from the shift of the D desorption peak a 
de-trapping energy of 2.10 eV was calculated. 
Having achieved a tentative identification, we can again look at what the evolution of defect 
type 3 at elevated temperatures can tell us. From Fig. 8.6a and 8.6b it can be seen that the density 
of defect 3 is constant in the entire temperature range. This is again consistent with our assumption 
that these are large vacancy clusters. Vacancy clusters, according to equation 7.4, should have 
binding energies of around 2.07 eV for 20 captured vacancies and 2.61 eV for 30 captured 
vacancies. According to these binding energies their annealing should start somewhere around 
1150-1250 K, which is well beyond the temperature range of the experiment. 
8. 4. Effect of D on displacement damage evolution 
We have experimentally shown in Fig. 8.3b that D desorption happens much faster than the defect 
evolution process is expected to occur. This means that during the majority of the 2-hour annealing 
hold the defects evolve with a steady-state trapped D concentration. To fully determine the effect 
of D on defect evolution it is important to determine what the steady-state trapped D concentrations 
are for each defect type. Therefore, we have plotted this information for both the WD-AD and 
WDW-AD experimental series in Fig. 8.8a-e.  The figures are histograms that depict the 
occupancies (x-axis) of all available fill-levels for all three defect types after the 2-hour annealing 
hold. This is done for all annealing hold temperatures (y-axis). The x- and y-axis do not represent 
the independent and dependent variable. The histograms are plotted in this way (swapping the axis) 
so one can more easily compare the fill-level occupancies between the WD-AD and WDW-AD 
experiments. 
It is difficult to correlate the specific occupancies of defects to their annealing behavior. 
Therefore, we resort to correlating the defect annealing behavior to the information if they are 
completely empty (shown as black) or if they contain at least one D (sum of other colors).  
For the WD-AD experimental series a significant portion of single-vacancies (Fig. 8.8a) 
becomes empty only at annealing temperatures above 600 K. Small vacancy clusters (Fig. 8.8c) 
contain at least one D up to an annealing temperature of 600 K, while at 800 K the majority of them 
becomes empty. Similar behavior is observed also for the large vacancy clusters (Fig. 8.8e), 
however only about 50 % of them are empty after annealing at 800 K.  
For the WDW-AD experimental series, similar behavior is observed with the slight 
difference that a small portion of small/large vacancy clusters are empty after annealing at 400 K. 
This is because during the second W irradiation, the irradiating W ions create additional damage 
which is initially empty of D. While some of the D is kinetically de-trapped from the pre-existing 
defects by the irradiating W ions [113], [116] and can therefore be re-trapped in the newly formed 
defects, this process is not efficient enough for our simulation parameters [116] to populate all of 
the newly created defects with at least one D. In the case of small and large vacancy clusters the 
annealing temperature of 400 K is not high enough for the D to be redistributed from the pre-
existing defects to the new defects as the majority of D is too tightly bound. This redistribution can 
occur only at higher temperature which is why the occupancy behavior of both experimental series 
132 
 
is very similar for annealing temperatures above 500 K. In the case of single-vacancies the 
annealing hold temperature of 400 K is high enough to redistribute D into all of the newly created 
defects. Keep in mind, that all of the reported behavior is specific to a 24 K/min temperature ramp 
and a 2-hour hold at the specific annealing temperature. 
 
 
Figure 8.8: The occupancy ratios of the different defect type fill-levels after the 2-hour annealing holds at different 
temperatures are shown. Figures (a), (c) and (e) show occupancy ratios of the WD-AD experimental series, while 
figures (b), (d) and (f) show occupancy ratios of the WDW-AD experimental series. 
To summarize, the majority of the displacement damage created in both WD-AD and WDW-AD 
experimental series is occupied with at least one D at the end of the 2-hour annealing hold for all 
annealing temperatures except at 800 K. Therefore, the D could potentially affect the annealing 
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behavior of displacement damage at all annealing temperatures used in the experiment except in 
the 800 K case. However, as we have observed when comparing the maximum D concentrations 
measured in our experiment with the ones measured by Markina et al. [93] (see Fig. 8.4b) no major 
difference was observed between both experiments. In the case of our experiment, the amount of 
surviving initial displacement damage when D was present is only slightly higher compared to the 
experiment by Markina et al. [93] (Fig. 8.4b) and was considered to be inside the experimental 
uncertainties. With this we can conclude that even if D has an effect on defect evolution at elevated 
temperatures the effect is most likely small or the effect has time-scales which are much shorter 
than the time-scales used in the experiment. 
Other experiments that have studied displacement damage annealing are also available, but 
unfortunately, they cannot be compared to our data for various reasons. For instance, the 
experiment by Ogorodnikova et al. [56] used two different sample types. One set of samples was 
re-crystallized and irradiated with 20 MeV W ions before being exposed to the same low-
temperature D plasma as was used, except with an exposure temperature of 470 K. This makes it 
an interesting candidate for comparison, but unfortunately only two data points are available at 700 
and 1028 K. The fact that too few data points are available could lead to a false conclusion when 
comparing their results to our experiment. The other used samples set was taken from a different 
manufacturing batch and was used as received without recrystallization. The fact that the samples 
were not recrystallized makes them difficult to compare to the experiment as the role of lattice 
defects present from the manufacturing process is indistinguishable from defect created by the 
irradiation experiment. 
Another interesting comparison candidate is the experiment by Simmonds et al. [106]. They 
have used stress-relieved W samples, irradiated with 3.4 MeV Cu ions at various irradiation 
temperatures and exposed to 110 eV D plasma at 383 K. Although a comparable D plasma 
exposure temperature makes it a prime candidate for comparison with our results, their use of 
elevated temperatures during irradiations instead of post-irradiation annealing makes the 
comparison impossible. This is because if the irradiation occurs at elevated temperatures a 
significant contribution to the defect evolution comes from the annihilation between pairs of single 
vacancies and self-interstitial W atoms (Frenkel-pair annihilation) during irradiation. In the case of 
defect evolution with post-irradiation annealing (our experiment) Frenkel-pair annihilation is 
negligible as all of the self-interstitials have already been lost to sinks such as grain-boundaries and 
the sample surface during the irradiation at room temperature. This makes single-vacancy mobility 
and vacancy cluster dissociation the main contributor to defect evolution during the annealing 
process. 
The last experiment we will mention here is the experiment by Založnik et al. [41]. The 
exact same sample preparation and W irradiation procedure was used as in this work, the only 
difference being the 1-hour annealing procedure at temperatures ranging from 600 to 1200 K. This 
makes the experiment a very interesting choice for comparison. Unfortunately, a 0.28 eV D atom 
exposure was used to decorate the defects that have survived the annealing process, which forced 
the use of a relatively high exposure temperature of 500 K. As we have stated before, the start of 
vacancy mobility has been observed in the 500 to 600 K range [149]–[151], which means that 
during their 144 h D atom exposure, significant single vacancy clustering is expected, which makes 
a comparison with our results impossible. 
Lacking a comparable experiment from the literature we can only state that the effect of D 
on displacement damage is expected to be minimal if it exists at all. The effect is expected to be 
small because the D de-trapping energies of the various defect type fill-levels and the characteristic 
energies associated with their annealing evolution coincide perfectly. This means that as the defects 
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start to become mobile or start to dissociate they also start to de-trap their D, meaning that the vast 
majority of defects are empty during their evolution. As was shown in the discussion of Fig. 8.3b 
a major part of D that is lost during annealing is lost in a matter of minutes, while the evolution of 
defects can occur on much longer time scales as shown in the discussion section of the present 
work. Therefore, we expect that D cannot influence the behavior of the defects in a significant way. 
Another important observation of this study is the annealing behavior of the double damaged 
samples. Although the trap density is nearly twice as much when samples are damaged while D is 
present as compared to damaging D-free tungsten, their annealing behavior is the same. Not only 
did the total amounts determined by NRA and TDS evolve in the same manner as compared to the 
samples that were damaged without D being present but the TDS spectra could be described with 
exactly the same defect types with the same de-trapping energies. This in turn leads to the 
conclusion that the presence of deuterium during displacement damage creation does not lead to 
formation of new types of defects but just to an increase in the density of the existing defects. 
8. 5. Model of defect evolution 
The simplified modelling approach used in the simulation section provided us with the densities of 
the defects that have survived the annealing procedure. These results will now be used to develop 
a model of vacancy-type defect evolution at elevated temperatures.  
 In this model only vacancy mobility, clustering and vacancy cluster dissociation are 
considered. Other possible mechanisms such as Frenkel pair annihilation and annihilation of 
vacancies in sinks are ignored as we have no experimental data available on the densities of self-
interstitials and vacancy sinks. The lack of experimental data would only mean that we would be 
forced to build a model with many free parameters which would make the impact of specific 
evolution mechanisms be harder to disentangle. 
 Drawing inspiration from the MRE models for HI transport and retention we split the 
overall defect populations into mobile and trapped populations. Single-vacancy mobility is 
relatively well known [63]. According to equation 2.1 and the formalism we discussed in Chapter 
2, the diffusion constant of single-vacancies can be written as: 
 
𝐷𝑣(𝑇) =  𝑎
2𝜐1(𝑇) (8.4) 
  
Here, a is the lattice constant of the W bcc lattice and 𝜐1(𝑇) =  𝜐0exp(−𝐸𝑑/𝑘𝑇) is the frequency 
associated with single-vacancy mobility. 𝜐0 =  5.5 × 10
12 s-1 and 𝐸𝑑 = 1.7 eV are parameters 
calculated with ab initio calculations [63]. Although some literature data suggests that di-vacancies 
(if stable, see equation 2.3) are also mobile to a degree [66], data for larger vacancy clusters is not 
available. This forces us to assume that all vacancy clusters are not mobile. The trapped population 
of single-vacancies is bound in vacancy clusters of various sizes. Drawing parallels with MRE 
models of HI transport and retention the mobile concentration of HI is equivalent to single-
vacancies while the trapped concentration of HI is equivalent to single-vacancies that are trapped 
into vacancy clusters of various sizes. The size of the vacancy cluster is equivalent to a fill-level of 
a defect in the interaction between defects and HI. Drawing all of these parallels one can write the 




















=  𝜐𝑗𝑛𝑗−1𝑛1 + 𝜐𝑗+1𝑛𝑗+1 − (𝜐𝑗𝑛𝑗𝑛1 + 𝜐𝑗𝑛𝑗) (8.6) 
𝜕𝑛𝑗𝑚𝑎𝑥
𝜕𝑡
=  𝜐𝑗𝑛𝑗𝑚𝑎𝑥−1𝑛1 (8.7) 
 
The first term in equation 8.5 corresponds to single-vacancy diffusion because of a temperature or 
a density gradient. The second term describes their trapping/clustering into vacancy clusters with 
sizes j. Clustering into vacancy clusters is described by equation 8.6. As can be seen, the density 
of vacancy clusters with size j grows if a smaller cluster absorbs a vacancy (first term) or if a larger 
cluster dissociates (second term). The density of the vacancy cluster with size j falls if the cluster 
grows into a larger cluster by absorbing a vacancy (third term) or if it dissociates into a smaller 
cluster (fourth term). All of these mechanisms are possible for small vacancy clusters with sizes 
between 2 < 𝑗 < 𝑗𝑚𝑎𝑥 = 15. The clustering and dissociation mechanisms are parametrized with the 
frequency for vacancy mobility 𝜐1 and the frequency 𝜐𝑗 associated with a cluster emitting a single 
vacancy as it dissociates. The dissociation frequency is equivalent to the frequency of HI 
de-trapping, therefore it is parametrized as 𝜐1(𝑇) =  𝜐0exp(−𝐸𝑒/𝑘𝑇). The energy needed for a 
cluster to emit a single-vacancy is 𝐸𝑒 = 𝐸𝑏𝑖𝑛𝑑
𝑗
+ 𝐸𝑑 and is therefore a sum of the binding energy 
of the cluster and the diffusion energy of the single vacancy, where the binding energy is defined 
in equation 2.3. 
All clusters with sizes larger than 15 are grouped into one density 𝑛𝑗𝑚𝑎𝑥. As can be seen in 
equation 8.7 that governs the change in density of large vacancy clusters we assume that the density 
can only change if smaller vacancy clusters absorb single vacancies and are transformed from small 
to large vacancy clusters. This is a valid assumption as the emission energy of a cluster with size 
𝑗𝑚𝑎𝑥 = 15 is 𝐸𝑒 = 3.4 𝑒𝑉, therefore it is unlikely that these clusters would dissociate and transform 
into small vacancy clusters. The temperature where such a cluster would start to dissociate is in the 
1300 K region which is why large vacancy clusters are considered stable for the current iteration 
of the model. Based on equation 2.3 it is clear that the binding energy is not defined for di-
vacancies. This is in line with the fact that di-vacancies are widely considered not stable in the 
literature [58], [65], [67], [68]. This means we must limit our model calculations to 3 < 𝑗 < 𝑗𝑚𝑎𝑥. 
The reader may observe that no effect of HI is considered in equations 8.5-8.7. This is a deliberate 
choice based on the fact that the effect of HI on defect evolution was too weak to be determined, 
therefore the inclusion of a stabilization effect would unnecessarily complicate the model, as the 
retention and transport of HI would also have to be included in this model. 
In our experiment all three defect depth distributions were roughly homogenous in the 
damaged region. This means that any appreciable single-vacancy diffusion driven by a density 
gradient would only occur in the transition from the damaged to the non-damaged region. As could 
be seen in Fig. 8.1 and 8.2, no significant broadening of the D depth profiles after annealing was 
observed relative to the reference D depth profiles. This means one can neglect the spatial 














=  𝜐𝑗𝑛𝑗−1𝑛1 + 𝜐𝑗+1𝑛𝑗+1 − (𝜐𝑗𝑛𝑗𝑛1 + 𝜐𝑗𝑛𝑗) (8.9) 
𝜕𝑛𝑗𝑚𝑎𝑥
𝜕𝑡
=  𝜐𝑗𝑛𝑗𝑚𝑎𝑥−1𝑛1 (8.10) 
 
Such a system of equations only has a few input parameters. The first are the diffusion energy and 
frequency of single-vacancies. As was already seen that these are well-established in the literature. 
Similarly, the binding energy of clusters are well-established and are parametrized by equation 2.3. 
The only free parameters are the initial conditions for the densities of the defects. The defect 
densities for single-vacancies and large vacancy clusters before annealing were directly determined 
by the MHIMS-R simulation. Here we only consider the half of the samples that received only one 
W irradiation (see Table 8.1). In this case the defect densities are 𝑛1
0 = 0.225 at.% and 𝑛𝑗𝑚𝑎𝑥
0 =
 0.05 at.%, as 𝑛𝑗𝑚𝑎𝑥
0  is the density of large vacancy clusters. The density of each specific small 
vacancy cluster size is unfortunately unknown, as only the overall density is known 
𝑛𝑗
0 = 0.285 at.%. This means that the only free fitting parameter of the model is the initial 
distribution of small vacancy clusters sizes (distribution over j).  
 For the purpose of the present work we choose that the initial size distribution is a normal 
distribution, characterized by a mean cluster size and a standard deviation 𝜌(𝑗𝑚𝑒𝑎𝑛 , 𝑗𝑠𝑖𝑔𝑚𝑎). This 
means we can write 𝑛𝑗
0 =  0.285 ×  𝜌(𝑗𝑚𝑒𝑎𝑛 , 𝑗𝑠𝑖𝑔𝑚𝑎) at.%. 
  We can now fit the experimental/simulation result for WD-AD that were presented in 
Fig. 48a. The model results are shown in Fig. 8.9. The best fit of the model to the densities of the 
different defect types (see Tab. 8.1 and Fig. 8.6a) was achieved when using 𝑗𝑚𝑒𝑎𝑛 = 4.5 and 
𝑗𝑠𝑖𝑔𝑚𝑎 = 3.  
 
 
          (a)                (b) 
Figure 8.9: The annealing model results are compared to the densities of the three defect types derived with the 
MHIMS-R simulation (see Tab. 8.1 and Fig. 8.6a) by comparing its simulation to the experiment. The annealing 
behaviour of the three defect types is presented in (a). The line is not smooth as annealing with the model was 
performed at discrete temperatures starting with in the 300-800 K range with a 50 K temperature step. The evolution 
of the small vacancy cluster size distribution with temperature is shown in (b). 
In Fig. 8.9a the model results are compared to the three defect densities determined by the MHIMS-
R simulation. Single-vacancies are plotted with black, small vacancy clusters with red and large 
vacancy clusters with green. As can be seen, the defects in the model behave very similarly to the 
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behaviour observed in the experiment/simulation. Single-vacancy density is constant to 
approximately 520 K after which their density falls quickly to zero. This is due to the fact that at 
500 K vacancies become mobile and they can start being absorbed into pre-existing clusters, which 
increases the cluster size. This is also seen from a different perspective in Fig. 8.9b which shows 
the small vacancy size distribution becoming narrower and moving to larger sizes as annealing 
temperature rises. At the same temperature as vacancies become mobile, the smallest vacancy 
clusters also begin to dissociate which lowers their density. Large vacancy clusters are constant 
throughout the 300-700 K range after which they experience a small increase of their density as 
small vacancy clusters grow to large enough sizes through single vacancy absorption that they 
become large vacancy clusters. 
 The only major discrepancy between the defect annealing model and the 
simulation/experiment is the fact that the vacancy density in the model falls to zero when annealing 
at 800 K while the MHIMS-R simulation result suggest that some vacancies survive even at 800 
K. The non-zero single vacancy density at such high temperatures suggests some kind of dynamic 
equilibrium where single vacancies are emitted at the same rate as they are absorbed. Such an 
equilibrium is not possible in the current model, because as a cluster becomes unstable and emits 
a single vacancy, a larger cluster, which is stills stable at this temperature, exists which then absorbs 
it. 
 At this time, the mechanism behind the dynamic equilibrium is not known. To see if this is 
an effect of the initial vacancy cluster size distribution we have changed its parameters in the 
vicinity of the best fit parameters. The effects of this variation are shown in Fig. 8.10. 
 
 
          (a)                (b) 
Figure 8.10: The effect of varying the parameters of the initial vacancy cluster size distribution parameters. In (a) the 
mean cluster size is changed and in (b) the standard deviation of the distribution is changed. 
From Fig. 8.10b it can be seen that the broadness of the initial size distribution characterized by 
𝑗𝑠𝑖𝑔𝑚𝑎 does not have a major impact on the behaviour of any of the three existing defect types. The 
initial mean size characterized by 𝑗𝑚𝑒𝑎𝑛 does have a noticeable effect (see Fig. 8.10a) but it is still 
not significant enough to say that this is the reason behind the discrepancy between the model and 
MHIMS-R simulation results for single-vacancies at 800 K. Other distribution types were also 
tested such as the Heaviside distribution but the model results were quite similar. This strongly 
suggest that our model is relatively weekly dependent on initial conditions.  
Another possible explanation for the discrepancy is the ambiguity of the defect type 1 
identification as vacancies. It is entirely possible that a sizeable contribution to the D desorption 
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spectrum in the low temperature desorption comes from some other type of defect that was not 
considered. The main suspect being dislocation loops. This would mean that the high surviving 
density of vacancies after annealing at 800 K is in fact the density of the unknown defect type. To 
determine the type of defect one would have to rely on some other technique such as PALS or TEM 
that can determine the behaviour of defects directly, without relying on D exposure and MRE 
simulations which can be ambiguous. 
8. 6. Conclusion 
The effect of the presence of D on the evolution of displacement damage was studied during 
annealing at elevated temperatures. Displacement damage was introduced by W irradiation at 
295 K and decorated using a low-temperature D plasma at 370 K. Using a second W irradiation on 
half of each sample additional displacement damage was created. After this, samples were 
successfully annealed at various temperatures ranging from 400 to 800 K and D plasma re-exposed 
at 370 K to decorate the remaining displacement damage. The samples were analyzed using the 
NRA technique which allowed us to measure the D depth profile, from which we could infer the 
depth distribution of surviving defects, and by TDS which allowed us to measure how the D in the 
sample is distributed within the surviving defects. 
 The experimental results showed a two-peak desorption structure of the D desorption 
spectra, where the two peaks behaved independently when annealing at different temperatures. The 
reduction of D desorbed in the low-temperature D desorption peak started in the 500-600 K 
annealing temperature range while the amount of desorbed D in the high-temperature peak started 
between 600 and 800 K. This points to the existence of several defect types that contribute to the 
overall D retention when samples are exposed to the D plasma at 370 K. As similar desorption peak 
temperatures, shape and annealing behaviour was observed in both the WD-AD and WDW-AD 
experimental series we can conclude that the second W irradiation has not produced any new defect 
types. Instead only more defects of the existing types have been created. Additionally, based on 
experimental and simulation results, all defect types anneal in the same manner in both the WD-
AD and WDW-AD experimental series. 
We have performed a simplified simulation with the MHIMS-R code, which is based on 
the fill-level dependent picture of the hydrogen isotope – defect interaction. The experimental 
results could be well reproduced by using three different defect types with several fill-levels each. 
By comparing experimental and ab initio D de-trapping energies found in the literature to the de-
trapping energies used in our simulation as free parameters we could identify the defect types that 
are responsible for D retention in our experiment. We identified defect type 1 as single vacancies, 
defect type 2 as small vacancy clusters and defect type 3 as large vacancy clusters. From the results 
of the simulation it was derived that vacancies start to anneal at around 500 K and are responsible 
in the reduction of D desorption in the low-temperature D desorption peak observed in the 
experiment. Similarly, small vacancy clusters started to anneal between 600 and 800 K and are the 
cause of D retention reduction in the high-temperature D desorption peak. Large vacancy clusters, 
which desorb in the D spectra high-temperature tail did not evolve with annealing temperature. 
The effect of D on displacement damage annealing was difficult to quantify as there is little 
available information with both D depth profiles and D desorption spectra in the 300-800 K 
annealing temperature range. Still, our results were compared to those of Markina et al. [93] and 
we found that if there is an effect of D on displacement damage evolution it is very small for our 
chosen annealing temperature hold time. The annealing behaviour of samples where displacement 
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damage was created while D was present evolve in the same manner as compared to the samples 
that were damaged without D being present. The presence of deuterium during displacement 
damage does not lead to new type of defects but just of an increase in the density of the existing 
defects. 
After the identities and densities of the defects that survived the annealing procedure were 
determined, we developed a simple model of defect evolution. The model draws strong parallels 
with the fill-level HI-defect interaction picture as it models the diffusion of single-vacancies and 
their absorption and emission from vacancy clusters. The model managed to replicate the 
experimental/simulations results fairly well but some issues persist, which require further dedicated 







9. Summary and outlook 
HI retention in future tokamak fusion reactors is one of the foremost physics and engineering 
challenges that still stand in our way when it comes to using fusion energy as a reliable and 
sustainable energy source. In the literature, it was well established that HI retention is strongly 
influenced by various material parameters during the creation of displacement damage and its 
exposure with HI. Some of these parameters, like HI flux, HI energy and sample temperature during 
HI exposure directly affect HI retention by promoting HI (de-)trapping. Other parameters, like 
material irradiation by various particles such as neutrons and heavy-ions, irradiation flux, fluence 
and temperature, influence HI retention indirectly by creating various amounts of displacement 
damage that acts as strong trapping sites for HI. 
 In addition, a possible synergistic influence of HI presence during material irradiation has 
recently begun to be investigated. Recent research on this topic showed, that the presence of HI 
during MeV W ion irradiation, significantly affects the amount of created displacement damage 
and thus the amount of retained HI. However, at the start of this work, no self-consistent model of 
displacement damage stabilization by HI presence was available. In this work, this so-called 
displacement damage stabilization effect due to presence of D was investigated. First, an existing 
displacement damage creation model was upgraded and included into the MHIMS-R code. The 
new displacement damage creation and stabilization model’s physical meaning is based on the 
assumption that defects that contain at least one D have a smaller probability of annihilation as 
compared to D-free defects. 
As a first step, the model was used to recreate the results of an experiment where samples 
were first W-ion irradiated and then loaded by D ions— sequential experiment—and an experiment 
where the samples were W-ion irradiated while being loaded by D ions—simultaneous experiment. 
The simulation and experiment showed very good qualitative and quantitative agreement. This was 
achieved despite significantly decreasing the fitting parameter space by using a fill-level dependent 
model incorporated in the MHIMS-R code, where several hydrogen isotope atoms can be trapped 
in one defect. We have decided to use the fill-level dependent model for the D-defect interaction 
picture because the simulation results and their comparison to the experimental results strongly 
suggest that the fill-level dependent picture is the correct interaction picture between hydrogen 
isotopes and defects in the crystal lattice. We have found that three defect types with several fill-
levels each are responsible for D retention in our samples. We have also found that two defect types 
are capable of being stabilized by D, while any possible stabilization of the third defect type could 
not be detected. 
By extrapolating the data to larger W fluences we have determined the saturation amount 
of total created displacement damage, which was larger by almost a factor of 2 in the 450 K and 
600 K damaging case while it was negligible in the 800 K damaging case. We have experimentally 
tested the prediction of the extrapolation for irradiation at 450 K. The results of the experiment and 
the prediction of the model were closely in line. By considering how different time scales of D 
diffusion and displacement damage creation affect additional displacement damage created within 
the damage zone, we could explain the different shape of the D depth profiles at different W-ion 
irradiation temperatures on a more conceptual level.   
During the fitting process it became apparent that also the process of kinetic de-trapping 
introduced in [113], [116] must be included to accurately describe the experimental results as it 
produced the necessary shape of the final D depth profiles. This is possibly an important aspect of 
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a simultaneous W/D-ion irradiation experiment when the irradiation is done at low temperatures, 
where thermal D de-trapping is improbable and kinetic de-trapping promotes D diffusion deeper 
into the sample. The faster D diffusion makes the D diffusion time scale faster, which is an 
important consideration on how the additional displacement damage created due to stabilization is 
distributed. 
After this first successful use of the novel displacement damage creation and stabilization 
model, it was used to describe the results of an experiment where W samples were sequentially 
irradiated with W ions and exposed to a PlaQ D plasma for up to three W/D cycles. The experiment 
found that the D concentration rises from 1.60 at. % to 2.75 at. % when the W sample is sequentially 
irradiated for a second time compared to a single sequential irradiation. A further increase in D 
concentration from 2.75 at. % to 3.55 at. % has been measured after the third consecutive sequential 
irradiation. The D desorption spectrum shape remained similar for all irradiation cycled with only 
the overall D desorbed increasing in accordance with the rise of concentration found in the D depth 
profile. The simulation of the single damaging results allowed us to determine the number of 
defects, their fill-levels and their respective de-trapping energies. The derived parameters were 
very similar to the ones found in the simultaneous/sequential experiment. By simulating the single 
damaging results we could also determine the saturation concentrations of the defects without D 
presence. All of these parameters were kept the same for the simulation of the double and triple 
damaging results. The simulation of the double damaging results allowed us to determine the 
stabilization parameters. The derived alpha parameters were similar to the ones found in the 
previously described experiment. By describing both the single and double damaging experiments, 
we determined all of the free simulation parameters. This meant that we could use the parameters 
to predict the results of the triple damaging experiment. The simulation prediction and the 
experimental results of the triple damaging were very similar, further validating our model. 
Afterwards we have used the derived parameters to extrapolate the experiment to even more 
consecutive sequential W irradiation and D decoration cycles in order to determine a saturation D 
concentration value. We have determined that after approximately five consecutive sequential W 
irradiation and D decoration cycles a D saturation concentration of 4.2 at. % would be found. We 
have also shown that, if one neglects D redistribution during W irradiation, the stabilization 
behavior after each W/D cycle can be described as a geometric series. This allowed us to propose 
a way of calculating the stabilization parameters directly from the experimental results. While such 
an approach carries an intrinsic error of determining the 𝛼 parameters, it can still act as a quick and 
dirty way of studying the stabilization parameters of defects in experiments where simulation 
capabilities are not available. 
To further test the versatility of the model and its core assumptions we have performed a 
follow-up experiment and simulation. The additional experiment was designed to be a mixture of 
the experiments that have just been described. As a first step, samples were irradiated with W ions 
at room temperature and exposed to a D plasma in a sequential manner. Afterwards, the samples 
were additionally simultaneously W-irradiated and D-exposed to D ions with two different energies 
and fluxes. This variation changed the amount of solute D concentration in the sample, which 
consequently influences the amount of occupied fill-levels. This tested the core assumption of our 
model, which is that defect stabilization is independent of the amount of D occupied defect fill-
levels. The experimental results showed that the D concentration is higher in the case where a 
higher D solute concentration is present during W irradiation. While this was partly expected due 
to more fill-levels being occupied, the increase in D concentration could not be explained by this 
alone. This meant that D-induced defect stabilization is dependent on the amount of occupied 
fill-levels of the defect. For this purpose, we have proposed a generalized displacement damage 
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creation and stabilization model that is designed to simulate experiments with broadly varying 
parameters of W irradiation and D exposure. We have also proposed an experiment that is designed 
to test the capabilities of the generalized model. 
Lastly, an experiment was presented that studied the effect of D presence on the evolution 
of displacement damage during annealing at elevated temperatures. Displacement damage was 
introduced by W irradiation at room temperature and decorated using a low-temperature D plasma 
at 370 K. Using a second W irradiation on half of each sample additional displacement damage 
was created. After this, samples were successfully annealed at various temperatures ranging from 
400 to 800 K and D plasma re-exposed at 370 K to decorate the remaining displacement damage. 
The samples were analyzed using the NRA technique which allowed us to measure the D depth 
profile, from which we could infer the depth distribution of surviving defects, and by TDS which, 
through modelling, allowed us to determine how the D in the sample is distributed within the 
surviving defects. The D desorption spectra showed a two-peak desorption structure, where the two 
peaks behaved independently when annealing was performed at different temperatures. The 
reduction of desorbed D in the low-temperature D desorption peak started in the 500-600 K 
annealing temperature range while the amount of desorbed D in the high-temperature peak started 
between 600 and 800 K. This points to the existence of several defect types that contribute to the 
overall D retention when samples are exposed to the D plasma at 370 K. Additionally, based on 
experimental and simulation results, all defect types anneal in the same manner in both 
experimental series, the single W-irradiated and double W-irradiated case. We have performed a 
simplified simulation of the annealing results with the MHIMS-R code. Overall the experimental 
results could be well reproduced by using three different defect types with several fill-levels each. 
By comparing experimental and ab initio D de-trapping energies found in the literature to the de-
trapping energies used in our simulation as free parameters we could identify the defect types that 
are responsible for D retention in our experiments. We identified defect type 1 as single vacancies, 
defect type 2 as small vacancy clusters and defect type 3 as large vacancy clusters. From the results 
of the simulation it was derived that vacancies start to anneal at around 500 K and are responsible 
in the reduction of D desorption in the low-temperature D desorption peak observed in the 
experiment. Similarly, small vacancy clusters started to anneal between 600 and 800 K and are the 
cause of D retention reduction in the high-temperature D desorption peak. Large vacancy clusters, 
which desorb in the D spectra high-temperature tail did not evolve with annealing temperature. The 
effect of D on displacement damage annealing was difficult to quantify as one needs experimental 
data with the same W irradiation and D exposure conditions to be able to compare. Our results 
were compared to those of Markina et al. [93] and we found that if there is an effect of D on 
displacement damage evolution it is very small for our chosen annealing temperature hold time. 
The annealing behaviour of doubly W irradiated samples, where the second displacement damage 
was created while D was present, evolve in the same manner as compared to the samples that were 
singly damaged. The presence of deuterium during displacement damage does not lead to new type 
of defects but just to an increase in the density of the existing defects. After the identities and 
densities of the defects that survived the annealing procedure were determined, we developed a 
simple model of defect evolution with temperature. The model draws strong parallels with the fill-
level HI-defect interaction picture as it models the diffusion of single-vacancies and their 
absorption and emission from vacancy clusters in a similar way. The model managed to replicate 
the experimental/simulations results fairly well but some issues persist, which require further 
dedicated studies on which the model could be verified. 
To summarize, using various experimental procedures involving W irradiation at various 
temperatures and W energies and subsequent or simultaneous loading with D ions we studied the 
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effect of D on displacement damage creation and subsequent evolution at elevated temperatures. 
This allowed us to develop a novel displacement damage creation and stabilization model and a 
defect evolution model. The work presented in this thesis was performed as a part of the 
EUROfusion framework. We expect our work to be vital when trying to understand HI retention 
in future fusion tokamak devices, where displacement damage by neutrons while occur while the 
W PFCs will be subject to the HI plasma. However, much work must still to be done in order to 
achieve a complete understanding.  
Firstly, the presented generalized model of defect creation and stabilization must be 
validated. A possible experiment was presented. The experiment is based on two W/D 
irradiation/exposure cycles, with partial annealing at various temperatures designed to depopulate 
the desired defect fill-levels. Such an approach would allow the determination of the stabilization 
parameters for all fill-levels of one of the defect types that is responsible for HI retention in tungsten 
at fusion-relevant temperatures. 
Secondly, it would be important to identify all of the defect types that are responsible for 
HI retention. While this is not vitally important for the usage of MRE models, it could provide vital 
insights into the microscopic mechanisms of HI-W interaction. Also, defect evolution models such 
as the one we have presented, relies on accurate defect type identification as defect evolution. 
Currently, defect type identification relies on MRE-derived de-trapping energy comparison with 
energies derived with DFT simulations. Unfortunately, a significant scatter in the literature data 
exists that makes such endeavours much more difficult and unreliable. Future experimental 
methods, such as NRA in channelling mode [158], could provide a more reliable way of 
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Razširjeni povzetek v slovenskem 
jeziku 
1. Uvod 
Komercialno pridobivanje energije s pomočjo zlivanja jeder – fuzije – je eden najpomembnejših 
znanstvenih in tehnoloških izzivov 20. in 21. stoletja. Fuzija predstavlja rešitev za vse bolj pereč 
problem globalnega segrevanja ozračja, saj s pridobivanjem energije z zlivanjem vodikovih 
izotopov devterija (D) in tritija (T), zagotavlja čist in neomejen vir energije. Fuzijski reaktorji prvih 
generacij bodo uporabljali magnetno zadrževanje plazme v reaktorjih tipa tokamak [5]. 
  Eden najpomembnejših izzivov pri razvoju fuzije za komercialno izkoriščanje energije v 
tokamakih, je velika obremenitev materiala stene ob stiku s plazmo. Eksperimentalni reaktorji 
prvih generacij so kot material v stiku s plazmo uporabljali amorfen ogljik. Ogljik je bil za ta namen 
še posebej primeren, saj je zaradi svojega nizkega vrstnega števila (Z) v središču plazme kot 
nečistoča postal popolnoma ioniziran in ni hladil plazme s fotonskimi prehodi. Prav tako je ogljik 
primeren kandidat zaradi visoke temperature tališča. Slabost ogljika pa je bila visoko zadrževanje 
vodikovih izotopov (VI) ter tvorjenje ogljikovodikov. V bodočih fuzijskih reaktorjih želimo 
omogočiti samozadostnost reaktorja s T, zaradi česar ne želimo izgubljati fuzijskega goriva v stene 
reaktorja. Prav tako je visoko zadrževanje T nesprejemljivo, saj je zaradi radioaktivnosti količina 
zadržanega tritija v stenah omejena na 700 g.  
  Da bi omejili zadrževanje fuzijskega goriva v stenah reaktorja, je sledil prehod z ogljika na 
druge materiale stene [14]. Pri izbiri materialov je bilo potrebno izbrati materiale z nizkim 
zadrževanjem VI ter pri konfiguraciji reaktorja paziti na možno kontaminacijo centralne plazme z 
erodiranim materialom s sten reaktorja. Prav tako so bile pomembne termalne in mehanske lastnosti 
materiala ter odpornost materiala na dolgotrajno poškodovanje s fuzijskimi nevtroni. 
  V prihodnosti bo celotna stena reaktorjev najverjetneje sestavljena v celoti iz volframa (W), 
saj ima ugodne visokotemperaturne lastnosti, prav tako pa je naravno zadrževanje VI v W nizko. 
Na žalost se bo zadrževanje VI povečalo zaradi interakcije stene s plazmo in fuzijskimi nevtroni. 
Zaradi obstreljevanja stene z 14 MeV nevtroni nastanejo napake v kristalni mreži W. Le-te ob 
interakciji z VI delujejo kot močna vezavna mesta, kar naj bi pomembno prispevalo k zadrževanju 
VI v bodočih reaktorjih [24]–[26]. Za preučevanje vpliva napak v kristalni rešetki (tako imenovane 
mrežne poškodbe), se v laboratoriju pogosto uporabljajo visokoenergijski ioni (W, Cu, Fe, ...) kot 
nadomestek poškodovanja z nevtroni [52], [99]. Takšen nadomestek je potreben, saj trenutno ne 
obstaja vir 14 MeV nevtronov, ki bi lahko bil uporabljen za preučevanja vpliva poškodb na 
zadrževanje VI. Prav tako nevtroni aktivirajo vzorce zaradi transmutacij vzorčnega materiala, s 
čimer je oteženo njihovo ravnanje v laboratoriju. Iz podobnih razlogov je v preizkusih povezanih 
z zadrževanjem VI ponavadi uporabljen D namesto radioaktivnega T. 
  Laboratorijske raziskave nastajanja in obnašanja mrežnih poškodb omogočajo natančen 
nadzor eksperimentalnih parametrov. Pridobljeno razumevanje lahko s pridom izkoristimo za 
podajanje napovedi količin mrežnih poškodb, ki bodo prisotne v materialu fuzijske stene. Prav tako 
lahko napovemo kakšen bo njihov vpliv na zadrževanje VI. Na žalost je direktna zaznava mrežnih 
poškodb izjemno težavna, zato se poslužujemo posrednih metod preiskovanja. Pri tem uporabljamo 
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izpostavitev poškodovanega materiala virom D ionov/atomov. Le-ti se med izpostavitvijo ujamejo 
v mrežne poškodbe. Z uporabo metod, ki so zmožne zaznati obnašanje D ob različnih 
eksperimentalnih pogojih, lahko ugotovimo kakšno je obnašanje mrežnih napak, ki so odgovorne 
za ujemanje D. Takšni metodi sta Analiza z jedrskimi reakcijami (angl. Nuclear Reaction Analysis, 
NRA) [122], [123] in Termodesorpcijska spektroskopija (Thermal Desorption Spectroscopy, TDS) 
[136]. Da bi s pomočjo metod kot sta NRA in TDS, ki sta na mrežne napake občutljivi samo 
posredno, pridobili vpogled v obnašanje mrežnih napak so potrebni modeli difuzije in ujemanja VI 
v W. Najpogosteje se v ta namen uporabljajo modeli makroskopskih enačb (angl. Macroscopic 
Rate Equation, MRE) [70], [75], [85]. 
  Omenjene eksperimentalne metode so bile pogosto uporabljene v eksperimentih, kjer so 
bili vzorci W najprej poškodovani ter nato izpostavljeni VI pri različnih temperaturah. Takšni 
eksperimenti so privedli do dobrega razumevanja prehajanja VI skozi površino materiala [31]–
[33], difuzije v globini materiala [139] ter energijskih nivojev ujemanja VI v mrežne poškodbe 
[31]–[33]. To razumevanje je dovoljevalo nadaljnje raziskave na področju obnašanja mrežnih 
napak ob segrevanju materiala [41], [93], [106], [133] ter na področju nastajanja mrežnih napak 
[107], [108]. Eksperimenti povezani z nastajanjem mrežnih napak so pokazali, da razmerje med 
stopnjo poškodovanja (angl. displacement per atom, dpa) in zadrževanjem VI ni linearno, temveč 
da obstajajo mehanizmi zasičenja (Slika 2.12). Natančneje, eksperimenti so ugotovili, da 
poškodovanje nad stopnjo 0.1-0.2 dpa ne privede do nadaljnje rasti količine zadržanih VI [107], 
[108]. S pomočjo tega spoznanja so se kmalu razvili MRE modeli, ki so uspeli opisati nastanek in 
zasičenje mrežnih napak [77], [80]. 
  Kljub vsemu pa na tej točki eksperimenti niso upoštevali dejstva, da bo v fuzijskih 
reaktorjih nastajanje poškodb potekalo ob prisotnosti VI v kristalni rešetki W. Kasneje je bil v več 
eksperimentih naslovljen tudi ta vidik [36], [40], [113]. Eksperimenti so ugotovili, da prisotnost VI 
med poškodovanjem z W privede do nastanka poškodb in posledičnega zadrževanja VI, ki je višje 
od pričakovanih zasičenih vrednosti glede na ugotovitve iz Ref. [107], [108], kjer je poškodovanje 
potekalo brez prisotnosti VI. Prav tako obstoječi MRE modeli nastajanja poškodb niso uspeli v 
celoti opisati pojava stabilizacije [77], [113]. Takšen opis je potreben za doseganje globljega 
razumevanja procesa stabilizacije, ki bo pomembno prispeval k zadrževanju VI v bodočih fuzijskih 
reaktorjih. V tem doktorskem delu se bomo osredotočili na tri področja oziroma cilje: 
1. Na podlagi rezultatov eksperimentov, ki so preučevali nastanek mrežnih napak ob 
prisotnosti VI [36], [40], [113], je potreben razvoj modela nastanka in stabilizacije mrežnih 
napak,  
2. Razvit model je potrebno vključiti v obstoječo MHIMS-R kodo [85], ki uporablja MRE 
model, za opis zadrževanja VI v W. Delovanje vgrajenega modela je potrebno preizkusiti 
na eksperimentih iz literature [36], [40], [113]. S pomočjo pridobljenih simulacijskih 
rezultatov je potrebno izvesti dodatne eksperimente, ki bodo preizkusili morebitne 
pomanjkljivosti modela, 
3. Potrebno je preučiti morebiten vpliv prisotnosti VI na obnašanje napak ob segrevanju 
materiala, saj lahko le-to pomembno vpliva na karakteristike zadrževanja VI v W. 
2. Formalizem makroskopskih enačb 
Za modeliranje rezultatov eksperimentov, ki preiskujejo vpliv mrežnih poškodb na zadrževanje VI, 
je možnih več računskih orodij. Prvo izmed orodij je Teorija gostotnih funkcionalov (angl. Density 
Functional Theory, DFT). Le-ta omogoča izračun vezavnih energij ter vezavnih konfiguracij VI v 
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različnih tipih poškodb. Kot primer lahko navedemo izračun vezavnih stanj H v enojnih vrzelih, 
kjer je iz mesta v kristalni rešetki odstranjen en W atom [44], [45], [83]. Izračuni so pokazali, da 
lahko vsaka enojna vrzel ujame do 12 H ter da njihova vezavna energija pada s številom hkrati 
ujetih H. Natančneje, če je v enojni vrzeli ujetih 1-6 H atomov, znaša njihova vezavna energija 
med 1.5-1.2 eV, medtem ko za 7-12 H atomov njihova vezavna energija pade na 0-0.6 eV. S 
pomočjo DFT je bilo prav tako izračunano, da je najhitrejša difuzijska pot za VI določena s 
skakanjem med tetrahedričnimi intersticijskimi mesti (TIM), pri čemer je difuzija opisana kot 
temperaturno aktiviran proces z difuzijskim pred-faktorjem 𝐷0 = 1.9 ×  10
−7 m2s-1 in z značilno 
energijo difuzije 𝐸𝑑𝑖𝑓𝑓 =  0.2 eV [45]. Na žalost pa DFT in drugi podobni formalizmi ne dopuščajo 
ponovitve rezultatov v tipičnih eksperimentih, saj je časovna skala DFT kalkulacij na ravni ps-ns, 
skala razdalj pa na ravni nekaj osnovnih celic kristala. Kot primerjava, makroskopska difuzija VI 
ter ujemanja v mrežne napake se dogaja na skali več ur ter na razdaljah več milimetrov.  
 Najprimernejša možnost za opis eksperimentov je uporaba formalizma MRE [31], [33], 
[70], [75], [116], saj je zmožen poustvariti eksperimentalne rezultate na primernih časovnih in 
prostorskih skalah. V tem formalizmu lahko interakcijo med VI in W razdelimo na območje 
globine ter površine materiala. Površina W igra pomembno vlogo predvsem v primerih izpostavitve 
nizkoenergijskim atomom ali plinu VI, saj le-ti najprej interagirajo s površino. Energijska prepreka 
za prehod VI s površine v globino materiala je zelo visoka, zato je prehod mogoč le pri visokih 
temperaturah izpostavitve [31]–[33]. V primeru uporabe VI ionov z energijami > 5 eV so VI 
implantirani direktno v globino materiala [30]. V teh primerih lahko vpliv površine zanemarimo. 
Pred začetkom podrobnejšega opisa MRE enačb, ki bodo uporabljene v tem delu, je 
potrebno omeniti, da obstajata dva pristopa za opis interakcije med VI ter poškodb v W. Enačbe, 
ki so napisane v naslednjem poglavju, spadajo v tako imenovano zasedbeno (angl., fill-level) sliko 
interakcije med VI in poškodbami v W. V tej sliki lahko vsaka poškodba ujame več VI hkrati, 
ubežna energija VI pa je odvisna tako od vrste poškodbe kot tudi od števila VI, ki so hkrati ujeti v 
isti poškodbi. Obstaja še tako imenovana klasična (angl., classical) slika, kjer lahko vsaka poškodba 
ujame kvečjemu en VI, ubežna energija pa je odvisna le od vrste poškodbe. Shematično, je razlika 
med obema prikazana na Sliki 2.10, glavne enačbe klasične slike pa so napisane v enačbah 2.16 ter 
2.18. 
2. 1. Opis difuzije in ujemanja VI v mrežne poškodbe 
Zadrževanje VI v globini lahko razdelimo na delce, ki so tesno vezani v različne tipe mrežnih 
poškodb ter na delce, ki skačejo med TIM, saj so v njih le šibko vezani. Ker je hitrost skakanja 
med TIM veliko hitrejša v primerjavi s hitrostjo skakanja iz mrežne poškodbe v TIM, opredelimo 
delež VI, ki skačejo med TIM, kot mobilne – 𝑐𝑚, ostali delež pa kot ujete – 𝑐𝑖. Obnašanje mobilnih 













Prvi člen predstavlja difuzijo mobilnih VI, ki je prisotna zaradi gradienta koncentracije mobilnih 
VI. V splošnem lahko difuzijo žene tudi gradient temperature, vendar je običajno v laboratorijskih 
poskusih temperatura celotnega vzorca enaka, zato ta proces zanemarimo. Ker je difuzija mobilnih 
VI termično aktiviran proces lahko difuzijsko konstanto zapišemo kot 𝐷(𝑇) = 𝐷0exp(−𝐸𝑖,𝑗 𝑘𝑇⁄ ). 
Drugi člen enačbe 1 predstavlja volumski izvor VI v primeru, da je njihova energija dovolj velika, 
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da so direktno implantirani v globino materiala. To velja, ko je energija vpadnih VI večja ali 





(1 − 𝑅)𝜗(𝑥, 𝑡), (2) 
 
kjer je 𝛤𝐻𝐼 tok VI z dovoljšnjo energijo, 𝜌 je gostota W, R je delež VI, ki se odbijejo na površini, 
𝜗(𝑥) pa je implantacijski profil VI. 𝜗(𝑥) ponavadi opišemo kot Gaussovsko porazdelitev, z 
povprečno globino in razmazanostjo, ki jo določa energija vpadnih VI in ki jo lahko določimo z 
Monte-Carlo kodo imenovano SRIM [91]. Kot vidimo je 𝑆(𝑥, 𝑡) normiran na številsko gostoto W. 
S tem definiramo tudi, da so vse koncentracije v modelu normirane na številsko gostoto W. Zadnji 
člen v enačbi 1, opisuje ujemanje in beg VI iz mrežnih napak. 
 Opis interakcije med VI in mrežnimi poškodbami mora upoštevati, da lahko v splošnem 
vsak tip poškodbe hkrati ujame več VI ter da je vezavna energija VI odvisna tako od števila hkrati 
ujetih VI kot od vrste mrežne poškodbe. To storimo tako, da zapišemo zasedbene enačbe za 
koncentracijo i-te vrste poškodbe, ki ima ujetih j VI. Koncentracijo take poškodbe definiramo kot 
𝑛𝑖,𝑗. Celotno koncentracijo poškodbe tipa i, 𝑛𝑖, lahko potemtakem zapišemo kot: 
 





kjer vsota poteka preko vseh zasedbenih nivojev (angl. fill-level), do maksimalnega števila ujetih 
VI, 𝑘𝑖. Iz naše definicije obravnave interakcije med VI in poškodbami, lahko izračunamo 
koncentracijo VI ujetih v poškodbi tipa i kot: 
 
𝑐𝑖(𝑥, 𝑡) =  ∑𝑐𝑖,𝑗(𝑥, 𝑡)
𝑘𝑖
𝑗=0





kjer je 𝑐𝑖,𝑗 koncentracija VI ujetih v poškodbi tipa i na zasedbenem nivoju j. Iz tega sledi, da če 
želimo izračunati obnašanje ujetih VI, ki ga potrebujemo za izračun zadnjega člena v enačbi 1, 




= 𝛼(𝑚)+(𝑗−1)→(𝑗)  −  𝛼(𝑚)+(𝑗)→(𝑗+1) + 𝛽(𝑗+1)→(𝑚)+(𝑗) − 𝛽(𝑗)→(𝑚)+(𝑗−1). (5) 
 
Členi definirani z grško črko 𝛼 predstavljajo ujemanje mobilnih VI, medtem ko členi z grško črko 
𝛽 predstavljajo beg ujetih VI v mobilno koncentracijo. Vidimo, da koncentracija 𝑛𝑖,𝑗 narašča v 
primerih, da pride do ujetja mobilnega VI v nižji zasedbeni nivo (𝛼(𝑚)+(𝑗−1)→(𝑗)) oziroma, če VI 
pobegne iz višjega zasedbenega nivoja (𝛽(𝑗+1)→(𝑚)+(𝑗)). Koncentracija 𝑛𝑖,𝑗 pada v primeru, da se 
obravnavani zasedbeni nivo ujame mobilen VI (𝛼(𝑚)+(𝑗)→(𝑗+1)), oziroma če VI iz obravnavanega 
nivoja pobegne (𝛽(𝑗)→(𝑚)+(𝑗−1)). Enačba 5 velja za splošen indeks i in j, vendar je za najvišji (𝑛𝑖,𝑘𝑖) 
in najnižji (𝑛𝑖,0) potrebno upoštevati posebne pogoje, ki onemogočajo nadaljnje ujemanje oziroma 













Ujemanje mobilnih VI 𝛼 ter njihov beg iz mrežnih poškodb 𝛽 lahko opišemo z enačbama: 
 
𝛼(𝑚)+(𝑗−1)→(𝑗)(𝑥, 𝑡) =  𝜐𝑚(𝑇)𝑐𝑚(𝑥, 𝑡)𝑛𝑖,𝑗−1(𝑥, 𝑡), (8) 
𝛽(𝑗)→(𝑚)+(𝑗−1)(𝑥, 𝑡) =  𝑐𝑖,𝑗(𝑥, 𝑡)𝜐0
𝑖  exp (−
𝐸𝑖,𝑗
𝑘𝑇
) . (9) 
 
Iz enačbe 8 je razvidno, da je ujemanje mobilnih VI sorazmerno s koncentracijo mobilnih VI (𝑐𝑚), 
koncentracijo zasedenega zasedbenega nivoja 𝑗 − 1, 𝑛𝑖,𝑗−1, ter frekvenco 𝜐𝑚(𝑇) =  𝐷(𝑇) 𝑛𝑚𝜆
2⁄  
[69], ki jo povezujemo s skakanjem mobilnih VI med prostimi TIM. Razdalja med sosednjima TIM 
je 𝜆 = 111 pm [45]. Beg ujetih VI iz nivoja j je sorazmeren s koncentracijo VI ujetih v zasedbenem 
nivoju 𝑐𝑖,𝑗 ter frekvenco, ki jo povezujemo s skakanjem ujetih VI iz poškodb v TIM, 𝜐0
𝑖 = 1013 s-1. 
Prav tako je eksponentno sorazmeren s temperaturo in ubežno energijo 𝐸𝑖,𝑗, ki pripada poškodbi 
tipa i in zasedbenem nivoju j. Ubežna energija (angl. de-trapping energy) je definirana kot vsota 
med difuzijsko energijo ter vezavno energijo VI (angl. trapping energy) - 𝐸𝑖,𝑗 = 𝐸𝑑𝑖𝑓𝑓 + 𝐸𝑖,𝑗
𝑏𝑖𝑛𝑑. 
Naše definicije so veljavne le ko je: 𝑐𝑚  ≪  𝑛𝑚 in 𝑛𝑖  ≪  𝑛𝑚. Prvi pogoj zagotavlja, da ima 
ujet VI, ki bi rad ušel iz mrežne poškodbe v kateri je ujet, vedno na voljo prosto TIM [70]. Prav 
tako dovoljuje mobilnim VI, da neovirano difundirajo med TIM. Drugi pogoj zagotavlja, da VI po 
pobegu iz poškodbe vedno pristane v TIM in ne v drugi mrežni poškodbi [70]. 







+ 𝑆(𝑥, 𝑡) −






kjer moramo še vedno upoštevati posebne pogoje, ki so bili izpostavljeni v enačbah 6 in 7. 
Z enačbo 10 lahko določimo obnašanje VI v W, vendar pa nam do popolnega sistema enačb 
manjka še robni pogoj za mobilno koncentracijo VI na površini. V naših eksperimentih bo energija 
VI med izpostavitvijo vzorcev vedno dovoljšna, da bodo VI implantirani direktno v globino 
materiala [30]. Ker je v takih primerih difuzija VI iz globine do površine veliko počasnejša kot 
hitrost interakcije VI na površini, lahko predpostavimo, da se vsi mobilni VI, ki prispejo do 
površine, nemudoma desorbirajo. To pomeni, da lahko uporabimo Dirichletove robne pogoje 
cm(𝑥 = 0) = cm(𝑥 = 𝐿) = 0, kjer x = 0 predstavlja sprednjo x = L pa zadnjo površino vzorca. 
2. 2. Opis nastanka in stabilizacije mrežnih poškodb 
Za popoln opis obnašanja materiala ob poškodovanju z visokoenergetskimi težkimi ioni ter hkratni 
izpostavitvi VI potrebujemo še način kako opisati nastanek mrežnih poškodb in njihovo 
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stabilizacijo. To lahko storimo z novo razvitim modelom opisanim v enačbi 11 [116]. Model 
temelji na predpostavki, da imajo mrežne poškodbe, ki vsebujejo vsaj en VI, manjšo verjetnost za 











𝑛𝑖(𝑥, 𝑡) − 𝑛𝑖,0(𝑥, 𝑡)
𝑛𝑖(𝑥, 𝑡)
)] . (11) 
 
Enačba opisuje spremembo koncentracije poškodbe tipa i, ki se povečuje zaradi vpada delcev z 
dovoljšno energijo za kreacijo poškodb s tokom 𝛤. 𝜌 je gostota materiala. Vsak vpadajoč 
visokoenergetski delec kreira določeno število poškodb. Pretvorbo med tokom delcev ter številom 
nastalih poškodb je v modelu določena z verjetnostjo 𝜂𝑖 = 1.5 × 10
9 m-1 in s pripadajočo 
globinsko porazdelitvijo nastanka poškodb 𝛳(𝑥), ki je izračunana s programom SRIM [91]. Člen 
v okroglih oklepajih dovoljuje, da koncentracija poškodb vrste i, 𝑛𝑖, preseže saturacijsko vrednost, 
ki jo povezujemo z nastankom poškodb brez prisotnosti VI, 𝑛𝑖,𝑚𝑎𝑥. Presežno vrednost določa 
parameter stabilizacije, 𝛼𝑖, ter gostota poškodb tipa i, ki imajo ujet vsaj en VI. Delež zasedenih 
poškodb je izražen kot razlika med 𝑛𝑖 and 𝑛𝑖,0, kjer sledeča količina predstavlja koncentracijo 
nezasedenih poškodb tipa i. S tem opisom je model primeren tudi za opis eksperimentov, kjer 
poškodbe nastajajo brez prisotnosti VI. Na ta način je model združljiv s starejšim modelom 
nastanka poškodb, ki je opisan v Ref. [77]. 
3. Eksperimentalne metode 
V tem poglavju bomo opisali eksperimentalne metode uporabljene v doktorskem delu. Naštete 
bodo v vrstnem redu, kot bi si sledile v eksperimentalnem poteku. 
3. 1. Priprava vzorcev 
V vseh eksperimentih v tem delu smo uporabili vzorce iz istega proizvodnega seta. To olajšuje 
primerjavo rezultatov, ki bodo predstavljeni v tem doktorskem delu. Površina vzorcev je bila 
najprej spolirana do zrcalnega odseva. Nato so bili vzorci segreti do 2000 K, kar odpravi morebitne 
mrežne poškodbe, ki so prisotne zaradi proizvodnje vzorca oziroma njegovega poliranja. Prav tako 
to poveča velikost kristalnih zrn na 10 - 50 μm [33]. 
3. 2. Obstreljevanje z ioni volframa 
V prvem koraku eksperimenta je potrebno povzročiti poškodbe kristalne mreže. V literaturi 
najdemo primere uporabe ionov kot so Cu [106] in Fe [117]. Pogosteje se za namen raziskav v 
povezavi z zadrževanjem VI v W uporablja tako imenovano samopoškodovanje z W ioni [33], 
[40], [41], [52], [92], [93]. Kot izvor teh ionov ponavadi uporabljamo MV tandemske 
pospeševalnike. V eksperimentih tega doktorskega dela je bil uporabljen 2 MV pospeševalnik na 
Institutu Jožef Stefan (IJS) (glej Sliko 4.1) ter 3 MV pospeševalnik na Max Planck institutu za 
plazemsko fiziko (MPG). 
 Splošen način pridobivanja MeV W žarka je sledeč. V Cs erozijskem izvoru najprej 
pridobimo W- ione, ki so pospešeni s terminalno napetostjo. Pospešeni ioni pridejo v območje, ki 
je napolnjeno z N2 plinom, ki deluje kot slačilec zunanjih elektronov. Interakcija ionov ter 
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slačilnega plina privede do nastanka večkratno pozitivno nabitih W ionov. Zaradi zamenjave 
naboja so ioni znova pospešeni s terminalno napetostjo. Skupna energija pospešenih ionov je tako 
odvisna od terminalne napetosti ter nabojnega stanja W ionov po interakciji z N plinom. V 
pospeševalniku na IJS so najpogosteje uporabljeni 10.8 MeV W ioni, ki povzročijo poškodbe do 
globine 1.5 µm, na pospeševalniku MPG pa 20 MeV W ioni, ki povzročijo poškodbe do globine 
2.3 µm, kakor dobimo iz računov narejenih s SRIM kodo [91].  
Pospeševalnika se uporabljata tudi za produkcijo 3He ionov, ki so uporabljeni v analiznih 
metodah, ki bodo opisane kasneje. 
3. 3. INSIBA komora 
Pospešeni W ioni ustvarjajo poškodbe v vzorcu, ki se nahaja v vakuumski komori. V primeru IJS, 
tako imenovana INSIBA komora dovoljuje analizo vzorcev pri različnih temperaturah ter ob 
morebitni hkratni izpostavitvi vzorca D ionom ali atomom [32], [36], [128]. Komora je na Sliki 4.1 
označena kot ERDA/RBS, posebej pa je prikazana tudi na Sliki 4.2. V komori je vzorec nameščen 
na grelniku, ki omogoča kontrolirano segrevanje vzorca do 1100 K. Temperaturi vzorca in grelca 
merimo s pomočjo na njih nameščenih termočlenov. Eksperimentalna naprava na pospeševalniku 
MPG omogoča le sekvenčne tipe eksperimentov, kjer vzorce najprej poškodujemo z W ioni šele 
nato pa so le-ti izpostavljeni VI. 
3. 4. Izpostavitev vodikovim izotopom 
Za izpostavitev vzorcev smo uporabili D ione ali D plazmo. D ioni so pripravljeni v plazemskem 
izvoru, ki sklaplja plazmo D ionov z 2.45 GHz mikrovalovi, tako imenovan ECR izvor (ang. 
Electron cyclotron resonance source). V izvoru so nastali pozitivni ioni dodatno pospešeni ter 
izvlečeni iz plazemske posode, nakar so usmerjeni na vzorec. Takšna metoda izpostavitve 
dovoljuje relativno visoke energije D ionov, vendar so tokovi delcev nižji zaradi nepopolnega 
izkoristka ekstrakcije iz ECR izvora. Več o delovanju in kalibraciji tako imenovane ECR ionske 
puške lahko bralec najde v Ref. [36]. V primeru plazemske izpostavitve, plazma zadane vzorec 
direktno. V tem primeru je energija vpadnih ionov kontrolirana s pomočjo na vzorec pritisnjene 
napetosti. Energija D ionov v plazmi je nizka (<5 eV/D) tokovi pa veliki. Več informacij glede 
tako imenovanega PlaQ izvora (Slika 4.4), ki je bil uporabljen v izpostavitvah narejenih na MPG, 
lahko bralec najde v Ref. [121].  
3. 5. Analizne metode z ionskim žarkom 
Kot že omenjeno v podpoglavju 3.2., so MV tandemski pospeševalniku uporabljeni tudi za 
produkcijo ostalih ionov kot, npr. 3He. Le-ti so, preko D(3He, p)α jedrske reakcije, uporabljeni v 
NRA analizni metodi [122], [123]. S spreminjanjem energije analiznega 3He žarka, lahko 
nastavimo globinsko občutljivosti jedrske reakcije s čimer pridobimo večino protonskega signala 
le iz omejene globine vzorca. Če ob uporabi več energij analiznega 3He žarka s polprevodniškimi 
silicijevim detektorji (1.5 mm debel Passivated Planar Silicon detektor) zabeležimo spekter 
protonov pri vsaki izmed energij, lahko s pomočjo orodij kot sta SimNRA [126] in NRADC [125] 
izračunamo pripadajoč globinski profil D (Slika 4.5). Kvantitativnost metode zagotavlja meritev 
doze analiznih 3He preko delno prepustne (𝑇 = 77.4 % [31]) mreže, ki zbira naboj neprepuščenih 
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3He ionov. Hkrati dozo vpadnih 3He ionov, ki zadenejo W vzorce, preverjamo tudi z meritvijo 
nazaj sipanih 3He ionov preko metode Rutherford Backscattering (RBS). 
3. 6. Termodesorpcijska spektroskopija devterija 
Z NRA pridobimo informacije o globinski porazdelitvi D ter s tem povezano globinsko 
porazdelitev mrežnih poškodb. Vendar pa le ta informacija ne nosi dovoljšne teže za popolno 
razumevanje zadrževanja D. Za to potrebujemo tudi informacije o ubežni energiji D za pobeg iz 
mrežnih poškodb v katerih je ujet. To dosežemo z metodo TDS. 
 Metoda TDS je bila izvedena v TESS komori (Slika 4.8) na MPG [137]. TESS komora 
omogoča kontrolirano segrevanje vzorca od sobne temperature do temperatur višjih od 1000 K, 
kjer je ponavadi desorbiran že ves, v vzorcu ujet, D. Med segrevanjem vzorca, kvadrupolni masni 
spektrometer spremlja signal 15 masnih kanalov: m/z = 1, 2, 3, 4, 12, 14, 16, 17, 18, 19, 20, 28, 32, 
40 in 44. Za naše eksperimente so najpomembnejši kanali m/z = 3, 4, ki predstavljajo desorpcijo D 
v obliki molekul HD in D2. Z meritvijo signala desorbiranih molekul v odvisnosti od temperature 
vzorca pridobimo tako imenovan desorpicijski spekter D. Le-ta s pomočjo MRE simulacijskih 
orodij dovoljuje določitev ubežnih energij D. 
4. Rezultati 
V naslednjem podpoglavju bomo na kratko predstavili eksperimente, ki smo jih uporabili za 
verifikacijo modela nastanka in stabilizacije poškodb. Nato bomo predstavil poskus, ki je bil 
izveden z namenom dodatnega preizkusa sposobnosti modela. Prav tako je bil poskus dizajniran 
tako, da bi preizkusil predpostavko modela, da je stabilizacija poškodb neodvisna od njihove 
zasedenosti z VI. Nazadnje bo predstavljen eksperiment, ki je bil izveden z namenom določitve 
morebitnega vpliva prisotnosti VI na obnašanje napak mreže med segrevanjem materiala. 
4. 1. Hkratno obstreljevanje z W ioni in izpostavitev D ionom 
Prvi opisan eksperiment, ki so ga izvedli Markelj et al. [77] je sestavljen iz dveh eksperimentalnih 
serij. V prvi seriji označeni z W + D so bili vzorci najprej poškodovani z 10.8 MeV W ioni pri 
različnih temperaturah med 300 in 1000 K. Vzorci so bili nato izpostavljeni 300 eV/D ionom pri 
450 K z namenom dekoracije povzročenih poškodb. Le-to omogoči uporabo analiznih metod kot 
sta NRA in TDS za določitev obnašanja VI in količino nastalih poškodb. V drugi seriji, označeni 
z W/D + D, je bil postopek popolnoma enak, le da so bili vzorci D ionom izpostavljeni že med 
poškodovanjem.  
 Eksperimentalni rezultati serije W + D so pokazali, da količina nastalih poškodb pada z 
višanjem temperature poškodovanja. To je vidno na Sliki 5.2, kjer privzamemo, da je koncentracija 
izmerjenega D v resnici ekvivalentna koncentraciji poškodb v katerih je D ujet. Na drugi strani, 
rezultati W/D + D kažejo, da prisotnost D med poškodovanjem z W ioni pomembno vpliva na 
količino nastalih poškodb, saj je v omenjeni seriji, razen pri poškodovanju pri 800 K, izmerjena 
skoraj dvakrat večja koncentracija ujetega D pri enakih temperaturah kot v W + D seriji (Slika 5.4). 
V vseh primerih je bila desorpcija D izmerjena z dvema izrazitima vrhovoma pri temperaturah 600 
in 750 K (Slika 5.2b in Slika 5.6). 
 Pri opisu eksperimenta smo se najprej osredotočili na W + D serijo. Z njenim uspešnim 
opisom (Slika 5.9) smo določili število različnih tipov poškodb, število njihovih zasedbenih nivojev 
163 
 
in njihove ubežne energije. Prav tako smo določili kako se gostota vsake izmed poškodb spreminja 
s temperaturo poškodovanja (Slika 5.10 in Tabela 5.1). Pridobljene parametre smo uporabili za 
modeliranje eksperimentalnih rezultatov W/D + D. Da bi rezultate W/D + D eksperimenta in s tem 
vpliv D na gostoto napak opisali čim bolj konsistentno, simulacijskih parametrov pridobljenih s 
simulacijo W + D nismo spreminjali. Rezultate smo uspešno ponovili samo s spreminjanjem 
parametrov stabilizacije (Sliki 5.11 in 5.12). Vse pridobljene parametre smo uporabili tudi za 
uspešno ponovitev D globinskih profilov, ki so bili pomerjeni takoj po končanem hkratnemu 
poškodovanju in izpostavitvi D ionom (Slika 5.13). 
 Po uspešni simulaciji vseh eksperimentalnih rezultatov, smo uporabili pridobljene 
parametre za ekstrapolacijo eksperimenta k večjim stopnjam poškodovanja (dpa) (Sliki 5.16, 5.17). 
Ekstrapolacija je napovedala, da bi se z večjo stopnjo poškodovanja, koncentracija zadržanega D 
še naprej povečevala. To napoved smo tudi eksperimentalno preizkusili. Napoved ekstrapolacije 
in rezultati dodatnega eksperimenta so se zelo dobro ujemali (Slika 5.18). 
 Z uspešno simulacija prvotnega eksperimenta s pomočjo novega modela nastanka in 
stabilizacije mrežnih poškodb ter z njegovo dodatno potrditvijo s pomočjo primerjave med 
ekstrapolacijo modela in dodatnim eksperimentom smo dosegli prvi korak k dokazu 
verodostojnosti modela. 
4. 2. Večkratno sekvenčno obstreljevanje 
Drugi opisan eksperiment so izvedli Schwarz-Selinger et al. [113]. V njem so vzorce volframa 
najprej poškodovali z 20 MeV W ioni pri sobni temperaturi. Nato so poškodovane vzorce 
izpostavili plazmi D pri temperaturi 370 K. Ta sekvenčna koraka poškodovanja in izpostavitve so 
ponovili dvakrat. Tretji zaporedni korak je bil izveden v okviru tega doktorskega dela. 
Spreminjanje koncentracije ujetega D so spremljali s pomočjo analiznih metod NRA in TDS. 
Shema eksperimenta je predstavljena na Sliki 6.1. 
 Eksperimentalni rezultati so pokazali, da se z vsakim dodatnim poškodovanjem in 
izpostavitvijo D, količina ujetega D drastično poveča (Slika 6.2). To je bila opaženo kljub temu, 
da je bila stopnja poškodovanja že po prvem poškodovanju dovolj visoka, da bi naj bila dosežena 
saturacija mrežnih poškodb kadar v materialu ni prisotnega D. Oblika izmerjene desorpcije D 
(Slika 6.2b) je bila izjemno podobna desorpciji D pomerjeni v eksperimentu opisanem v 
podpoglavju 4.1. 
 Pri simulaciji rezultatov smo se najprej osredotočili na ponovitev eksperimentalnih 
rezultatov izmerjenih na vzorcu, ki je bil poškodovan le enkrat (Slika 6.3). S pomočjo njegove 
simulacije smo določili število različnih tipov poškodb, število njihovih zasedbenih nivojev ter 
njihove energije. Vsi parametri so bili zelo podobni parametrom določenim v primeru hkratnega 
poškodovanja predstavljenega v prejšnjem podpoglavju. Simulacija enkrat poškodovanega vzorca 
je prav tako omogočila določitev gostot različnih tipov poškodb v primeru, ko med poškodovanjem 
ni prisotnega D. Brez spreminjanja do sedaj določenih parametrov smo simulirali še rezultate 
dvojnega poškodovanja. S tem smo določili stabilizacijske parametre za poškodovanje pri sobni 
temperaturi za vse tipe poškodb. S tem so bili določeni vsi prosti parametri modela, zato smo lahko 
uporabili model za napoved rezultatov trojnega poškodovanja. Napoved smo primerjali z 
eksperimentalnim rezultatom in ugotovili, da se zelo dobro ujema z eksperimentalnim rezultatom 
(Slika 6.4). 
 Že iz eksperimentalnih rezultatov smo opazili, da zaradi močnega efekta stabilizacije 
število W/D korakov poškodovanja in izpostavitve ni bilo dovoljšne, da bi dosegli zasičenje 
količine ujetega D. Da bi določil potrebno število ciklov za zasičenje, smo model uporabili za 
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ekstrapolacijo eksperimentalnih rezultatov za še več zaporednih korakov poškodovanja in 
izpostavitve (Slika 6.5). Ekstrapolacija napoveduje, da bi bilo zasičenje doseženo po približno petih 
zaporednih poškodovanjih in izpostavitvah. S predpostavko, da med poškodovanjem ne pride do 
prerazporeditve ujetega D med mrežnimi poškodbami smo uspeli analitično pokazati, da lahko 
količino novonastalih poškodb po vsakem zaporednem W/D ciklu, opišemo kot geometrijsko 
zaporedje (enačbe 6.1-6.12). Takšno obnašanje dovoljuje grobo določitev stabilizacijskih 
parametrov poškodb direktno iz eksperimentalnih rezultatov (enačbi 6.9, 6.10). 
4. 3. Vpliv zasedenosti poškodb na nastanek in stabilizacijo 
poškodb 
Uporaba modela na prejšnjih eksperimentih je dokazala njegovo verodostojnost in splošno 
uporabnost za napoved količine nastalih poškodb pri poškodovanju ob prisotnosti VI. Kljub temu 
pa smo želeli še dodatno preizkusiti model. Še posebej smo želeli preizkusiti predpostavko, da je 
stabilizacija neodvisna od količine zasedbenih nivojev, ki imajo ujete VI. V ta namen smo izvedli 
sledeč eksperiment. 
 Vzorci so bili najprej poškodovani z 20 MeV W ioni pri sobni temperaturi in izpostavljeni 
plazmi D pri 370 K. V naslednjem koraku je sledilo drugo poškodovanje z 10 MeV W ioni pri 
450 K ob hkratnem izpostavljanju D ionom. Prvi vzorec je bil hkratno poškodovan in izpostavljen 
D ionom z energijo 300 eV, drugi pa ionom z energijo 1000 eV. Zaradi različnih energij D ionov 
je v vzorcih med poškodovanjem prisotna različna koncentracija mobilnih D. Zaradi višje 
koncentracije D v primeru izpostavitve z 1000 eV, je posledično povišana zasedenost zasedbenih 
nivojev. To nam je omogočilo primerjavo stopnje stabilizacije v obeh primerih in s tem verifikacijo 
ene izmed osnovnih predpostavk modela nastanka in stabilizacije poškodb. 
 Eksperimentalni globinski profili D so bili zelo podobni v obliki, vendar je bila 
koncentracija ujetega D veliko višja v primeru vzorca, ki je bil izpostavljen D ionom z energijo 
1000 eV (Slika 7.1). Da bi določili vzrok višje koncentracije, smo uporabili simulacijske parametre 
iz prejšnjih eksperimentov za napoved ujete koncentracije D v obeh primerih. Simulacija je 
uspešno ponovila rezultat eksperimenta, kjer smo uporabil 300 eV/D ione (Slika 7.1a). V primeru 
1000 eV/D ionov (Slika 7.1b) simulacija ni bila v celoti uspešna. Sicer je, zaradi višje zasedenosti 
poškodb, napovedala povišano koncentracijo D, vendar pa je bila eksperimentalna koncentracija D 
še vedno podcenjena. To lahko razložimo le z dejstvom, da je višja zasedenost poškodb vplivala 
na večjo stabilizacijo poškodb. 
 Trenutni model tega še ni sposoben upoštevati, vendar smo v enačbi 7.2 predlagali možno 
posplošitev modela nastajanja in stabilizacije poškodb. Predlagana posplošitev je sposobna 
upoštevati tudi vpliv zasedenosti zasedbenih nivojev na stabilizacijo poškodb. Prav tako smo 
predlagali eksperiment, ki bi bil sposoben preveriti verodostojnost posplošenega modela ter 
določiti posplošen vektor stabilizacijskega parametra za mrežno poškodbo tipa 1.  
4. 4. Vpliv prisotnosti D na obnašanje poškodb pri visokih 
temperaturah 
Vpliv VI na obnašanje mrežnih poškodb ni pomemben le med nastankom poškodb, temveč tudi 
med njihovo kasnejšo evolucijo. Ta evolucija je še posebej pomembna pri visokih temperaturah. V 
ta namen je bil izveden eksperiment, kjer so bili vzorci poškodovani z 20 MeV W ioni pri sobni 
temperaturi in izpostavljeni D plazmi pri 370 K. Zatem je bila polovica vsakega vzorca 
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poškodovana še enkrat, s čimer so nastale dodatne poškodbe zaradi stabilizacije. Zatem so bili 
vzorci segreti do različnih temperatur med 400 in 1000 K za dve uri. Po končanem gretju, so bili 
vzorci ohlajeni. Koncentracija D, ki je na tej točki ostala ujeta v vzorcih je bila pomerjena z NRA. 
Nato so bili vzorci znova izpostavljeni D plazmi pri 370 K. Ta izpostavitev je poskrbela za 
dekoracijo poškodb, ki so preživele pregrevanje. To nam je omogočilo uporabo NRA in TDS za 
določitev značilnosti preživetih poškodb ter kako se te značilnosti kot je gostota, spreminjajo s 
temperaturo gretja. 
 Meritve ujete količine D po dodatni izpostavitvi D plazmi v polovicah vzorcev, ki so bili 
poškodovani tako enkrat (Slika 8.1) kot dvakrat (Slika 8.2), so omogočile določitev obnašanja 
količine ujetega D kot funkcijo temperature segrevanja (Slika 8.4a). Rezultati nakazujejo, da ima 
dvourno segrevanje pod in vključno s temperaturo 500 K šibek vpliv na zadrževanje D. Pri 
temperaturah, ki so višje od 500 K pa začne zadrževanje D padati približno linearno. Ujete količine 
D po dodatni izpostavitvi so prav tako omogočile primerjavo z eksperimentom, kjer med 
segrevanjem v vzorcu ni bilo prisotnega D [93]. Primerjava kaže na kvečjemu zelo šibek vpliv 
prisotnosti D na obnašanje poškodb mreže med segrevanjem (Slika 8.4b). 
 Da bi določili kako se ob segrevanju obnašajo posamezni tipi napak, smo eksperimentalne 
rezultate simuliral z MRE modelom difuzije in ujemanja D. S pomočjo simulacije smo pridobili 
število posameznih tipov napak, karakteristike vsake napake ter kako se njihove gostote 
spreminjajo s temperaturo segrevanja. Rezultati simulacije kažejo, da se tri najdene napake 
obnašajo nepovezano (Glej Tabelo 8.1 in Sliki 8.6a ter 8.6b). S pomočjo določenega obnašanja 
gostote napak pri različnih temperaturah gretja, smo razvili osnoven model evolucije napak, ki 
upošteva samo združevanje vrzeli v skupke vrzeli in njihov razpad nazaj v posamezne vrzeli. Z 
modelom smo razmeroma uspešno razložili obnašanje različnih poškodb pri različnih temperaturah 
gretja (glej Sliki 8.9a in 8.9b). 
4. 5. Identifikacija poškodb odgovornih za zadrževanje VI 
Kot smo pokazali, smo lahko vse eksperimente vključene v tem doktorskem delu opisali z enim 
setom prostih parametrov. To je pomembno predvsem za proste parametre kot so število različnih 
tipov poškodb, število zasedbenih nivojev ter njihove ubežne energije. To dejstvo dovoli sklepati, 
da kljub različnim eksperimentalnim pogojem poškodovanja vedno nastanjeno isti tipi mrežnih 
poškodb. Sicer metode uporabljene v doktorskem delu ne dovoljujejo direktne prepoznave tipov 
poškodb, kljub temu pa lahko pridobljene ubežne energije posameznih tipov poškodb primerjamo 
s podatki, ki so na voljo v literaturi. Še posebej so pomembne primerjave z raznimi ab initio 
računskimi metodami kot je DFT, saj lahko iz primerjave posredno prepoznamo tip poškodbe. 
 
Poškodba tipa 1 – Enojna vrzel 
 
Poškodba tipa 1 ima najmanj 5 zasedbenih nivojev z ubežnimi energijami (1.08, 1.16, 1.24, 1.34, 
1.46) eV. Pasti za D s takšnimi nizkimi energijami se v literature mnogokrat povezujejo z enojnimi 
vrzelmi. Še posebej je tu pomembna primerjava z DFT izračuni [44], [45], [83], ki kažejo, da lahko 
enojne vrzeli ujamejo do 12 VI, ter da se njihove ubežne energije zasedbenih nivojev  gibljejo med 
0.5-1.5 eV. Bolj natančno, vrzel, ki ujame 1, 2, 3, 4 in 5 VI ima pripadajoče ubežne energije v 
območjih, ki so 1.42 - 1.50 eV, 1.42 - 1.50 eV, 1.27 - 1.33 eV, 1.18 - 1.28 eV in 1.08 - 1.21 eV. 
Več kot očitno se energije, ki smo jih pridobili s prilagajanjem modela eksperimentu, dobro 
prilegajo tudi k ubežnim energijam enojnih vrzeli, ki so bile izračunane z DFT. 
166 
 
 Ubežne energije poškodb, za katere se v raznih eksperimentih sklepa, da so enojne vrzeli, 
lahko strnemo v energijski pas 1.2 – 1.5 eV [19], [146]–[148]. Kot primer značilnega eksperimenta 
navajamo delo Zibrov et al. [134], kjer so poškodovali vzorce z 10 keV D ioni. Zaradi nizke mase 
D ioni, so predpostavili, da v takšnem poškodovanju nastanejo le enojne vrzeli. Po poškodovanju 
so izvedli več TDS meritev z različnimi hitrostmi gretja, s čimer so izračunali ubežno energijo 1.56 
eV, ki pripada desorpcijskemu vrhu D, ki so ga opazili v TDS spektru.  
 Dobro ujemanje ubežnih energij pridobljenih s prilagajanjem simulacije eksperimentalnim 
rezultatom ter ubežnih energij iz literature omogoča identifikacijo poškodbe tipa 1 kot enojne 
vrzeli. 
 
Poškodba tipa 2 – Mali skupki vrzeli 
 
Identifikacija poškodbe tipa 2 z zasedbenimi nivoji (1.68 eV, 1.86 eV) je bolj negotova kot je bila 
identifikacija poškodbe tipa 1. Več eksperimentov poroča o podobnih ubežnih energijah, ki jih 
lahko strnemo v energijski pas med 1.65 – 1.9 eV [19], [31]–[33], [113], [138], [146], [152]–[154]. 
 Ena izmed možnosti so mali skupki vrzeli, ki jih definiramo kot skupki vrzeli z manj kot 
15 ujetimi enojnimi vrzelmi. Nedavno so Hou et al. [84] s pomočjo DFT izračunali ubežne energije 
VI v skupkih vrzeli za različna razmerja VI/vrzeli (H/V). Izračunali so, da se ubežna energija za 
mala razmerja (H/V < 3) giblje med 1.6 eV in 1.9 eV, kar se odlično ujema z ubežnimi energijami 
uporabljenimi v našem modelu. 
 Druga možnost prepoznave je, da je poškodba tipa 1 neka vrsta dislokacije. S pomočjo 
DFT, so Terentyev et al. [155] pokazali, da imajo dislokacije za malo število ujetih VI ubežno 
energijo 1.6 eV. Xiao et al. [156] so s pomočjo DFT pokazali, da ima drugačna konfiguracija 
dislokacije ubežno energijo med 1.8 eV in 2 eV. Kljub temu, da se tako izračunane ubežne energije 
dobro ujemajo z uporabljenimi ubežnimi energijami pa ostaja ena ključna težava. Pretekli 
eksperimenti, ki so uporabili iste ali pa zelo podobne načine poškodovanja in priprave W vzorcev 
so pokazali, da je gostota dislokacij v njih zelo nizka in sicer okoli 10-4 at.%. Kot smo pokazali, 
eksperimenti kažejo, da je koncentracija D ujeta v poškodbi tipa 2 približno 0.5 at.%. To pomeni, 
da bi morala vsaka dislokacija zadržati okoli 1000 D atomov. Ko kažejo DFT izračuni A. de Backer 
idr. [48], [49] lahko pričakujemo, da vsaka dislokacija zadržuje kvečjemu okoli 70 VI pri naših 
eksperimentalnih pogojih. 
 Glede na predstavljena dejstva lahko sklepamo, da lahko poškodbo tipa 2, identificiramo 
kot male skupke vrzeli. 
 
Poškodba tipa 3 – Veliki skupki vrzeli 
 
Več eksperimentov poroča o podobnih ubežnih energijah, ki jih lahko strnemo v energijski pas 
med 2.0-2.2 eV [19], [31], [113], [146], [147], [153], [154], medtem ko ima poškodba tipa 3 
zasedbeni nivo z energijo 2.05-2.10 eV. 
 Poškodbo tipa 3 lahko znova prepoznamo kot skupek vrzeli ali pa kot eno izmed vrst 
dislokacij. Iz podobnih razlogov, kot so bili predstavljeni v identifikaciji poškodbe tipa 2, lahko 
izključimo možnost, da je poškodba tipa 3 vrsta dislokacija. Ostaja torej le možnost da je poškodb 
tipa 3 veliki skupki vrzeli. S pomočjo tako imenovanega adsorpcijskega modela, ki predpostavi, da 
je velik skupek vrzeli dovolj razsežen, da je ujemanje D v poškodbi ekvivalentno kemisorpciji D 
na površino W, lahko določimo, da je ubežna energija velikega skupka vrzeli približno 2 – 2.2 eV, 
kar se dobro ujema z ubežno energijo, uporabljeno v modelu. 
167 
 
 Dodatno nam pri identifikaciji pomaga tudi eksperiment Ryabtsev et al. [135]. V 
omenjenem eksperimentu so poškodovali vzorce W s pomočjo 10 keV D ionov, kjer predpostavijo, 
da nastanejo samo enojne vrzeli. Po poškodovanju so vzorce pregreli na 800 K kjer se začnejo 
enojne vrzeli vezati v velike skupke vrzeli. Tako pripravljene vzorce so izpostavili D in naredili 
TDS meritev z različnimi hitrostmi gretja. Na ta način so določili, da je energija desorpcije D iz 
velikih skupkov vrzeli enaka 2.10 eV. 
5. Zaključek 
Izpostavljenost materialov visokim tokovom delcem in 14 MeV nevtronom ter zadrževanje 
vodikovih izotopov v prihodnjih fuzijskih reaktorjih sta ena izmed najpomembnejših fizikalnih in 
inženirskih izzivov, ki nas ovirajo pri uporabi fuzijske energije kot zanesljivega in trajnostnega vira 
energije. 
Literatura ugotavlja, da na zadrževanje vodikovih izotopov močno vplivajo različni pogoji 
med ustvarjanjem poškodb in izpostavijo vodikovim izotopom. Nekateri od teh pogojev, kot so tok 
in energija vodikovih izotopov ter temperatura vzorca med izpostavijo, neposredno vplivajo na 
zadrževanje vodikovih izotopov s spodbujanjem njihovega ujemanja (uhajanja). Drugi pogoji, 
povezani z obstreljevanjem materiala kot je obsevalni tok in temperatura, posredno vplivajo na 
zadrževanje vodikovih izotopov z ustvarjanjem različnih koncentracij poškodb, ki delujejo kot 
močna mesta vezavna mesta za vodikove izotope.  
V zadnjem času se je kot pomemben pogoj pokazala tudi morebitna prisotnost vodikovih 
izotopov med obsevanjem materiala. Nedavne raziskave na to temo so pokazale, da prisotnost 
vodikovih izotopov med obsevanjem z MeV W ioni znatno vpliva na količino nastalih poškodb 
mreže in s tem na količino zadržanih vodikovih izotopov. V tem doktorskem delu je bil raziskan 
tako imenovani stabilizacijski učinek vodikovih izotopov. Najprej smo definirali nov model 
nastajanja in stabilizacije mrežnih poškodb. Le-tega smo nato preizkusili na eksperimentalnih 
rezultatih, ki jih lahko najdemo v literaturi ter na lastnih eksperimentih, ki so bili izvedeni glede na 
napovedi modela. Z uspešno uporabo modela smo dokazali njegovo verodostojnost in uporabnost, 
prav tako pa smo pokazali na določene pomanjkljivosti v predpostavkah modela, ki terjajo dodatne 
eksperimente. Za nadaljnji razvoj področja je pomembno tudi zanesljivo identificirati tipe poškodb, 
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