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We study the properties of collective Yu-Shiba-Rusinov (YSR) states generated by multiple mag-
netic adatoms (clusters) placed on the surface of a superconductor. For magnetic clusters with equal
distances between their constituents, we demonstrate the formation of effectively spin-unpolarized
YSR states with subgap energies independent of the spin configuration of the magnetic impurities.
We solve the problem analytically for arbitrary spin structure and analyze both spin-polarized (dis-
persive energy levels) and spin-unpolarized (pinned energy levels) solutions. While the energies of
the spin-polarized solutions can be characterized solely by the net magnetic moment of the cluster,
the wave functions of the spin-unpolarized solutions effectively decouple from it. This decoupling
makes them stable against thermal fluctuation and detectable in scanning tunneling microscopy
experiments.
I. INTRODUCTION
The progress in understanding the physics of topolog-
ically nontrivial systems [1–4] has stimulated further re-
search in the field of quantum computation [5, 6]. One
reason is that Majorana bound states [7, 8], which have
a topological origin [9], can reveal non-Abelian statis-
tics [10–13]—a property that can be exploited in topo-
logical quantum computing. Seminal works on the emer-
gence of Majorana bound states are based on p-wave su-
perconductivity [10, 14], but later on it was demonstrated
that the same effect can be obtained by the combination
of s-wave superconductivity, spin-orbit interaction, and
modest magnetic fields [15–24]. Additionally, it has been
discovered that a nontrivial topology can also be realized
by magnetic adatoms on the surface of s-wave supercon-
ductors [25–31], where spin-orbit interaction is not nec-
essarily required [32–50]. This is based on the fact that a
single magnetic impurity on the surface of an s-wave su-
perconductor forms a spin-polarized in-gap state, called
the Yu-Shiba-Rusinov (YSR) state [51–53]. Arranged in
a one-dimensional chain, the spins of the impurities inter-
act in this system via Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction [54–56] and align themselves sponta-
neously in helical order [37–40, 44, 45, 48, 50]. The YSR
states in such systems are located close to each other
and hybridize, thus forming an in-gap band, and they
mimic p-wave anomalous correlations, allowing for an-
other possibility of the formation of the Majorana bound
states [32–45, 48–50].
These discoveries have led to further research on collec-
tive YSR states and the physics of magnetic adatoms on
the surfaces of superconducting materials [57–65]. It has
been demonstrated that the hybridization of YSR states
for two impurities leads to novel bound states whose
quantum properties can be altered by the distances and
local spin orientations between the adatoms [63–72]. We
generalize this scenario to a finite set of magnetic im-
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FIG. 1. Cluster of n = 3 magnetic adatoms on the surface of
an s-wave superconductor. The distances |r| = k−1F β between
the impurities are the same, so that the cluster represents an
equilateral triangle. The magnetic moments of the adatoms
are classically described by local impurity spins Si, while the
net magnetic moment S =
∑
i Si of the cluster is given by
the sum of them.
purities (cluster) and derive a theoretical framework for
describing the formation of collective YSR states. If all
distances between the magnetic adatoms of the cluster
are the same, we find that degenerate, effectively spin-
unpolarized YSR states with pinned energy levels arise
in the spectrum. These energies are characterized by be-
ing robust to the cluster spin configuration (which is ex-
perimentally difficult to control). However, they should
be observable by electron spectroscopy because of their
robustness.
II. MODEL
For distances r that are much smaller than the coher-
ence length ξ0 of the host superconductor, the indirect
exchange couplings between the magnetic adatoms are
dominated by RKKY interactions [54–56, 73–77], simi-
lar to those in a normal metal [78, 79]. Then, with the
exception of special tunable systems with resonant en-
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2hancement of YSR states [80], the static spin texture of
the experimentally relevant systems is generally defined
by these interactions [25, 32, 66]. In our work, we take
the spin configuration as given without taking into ac-
count the processes that determine the orientations of
the impurity spins. Then, the adatoms at sites i can be
parametrized by fixed spin moments Si (see Fig. 1) with
absolute values |Si| = Si. When the impurities are suffi-
ciently close to each other, YSR states of many adatoms
can hybridize [32, 33, 41], resulting in overlaps that are
described by effective transfer integrals between the YSR
states. Following the arguments of Refs. [32–36, 41], such
system can be represented by an effective Bogoliubov–de
Gennes (BdG) lattice model consisting of the magnetic
impurities
Hˆeff =
1
2
∑
ij
(
γˆ†i −γˆi
)
H<ij>2×2
(
γˆj
−γˆ†j
)
, (1)
where
H<ij>2×2 =
(
i 0
0 −i
)
δij
+
(
−tij U<ij>↑↑ ∆ij U<ij>↑↓
∆ij U
<ij>
↓↑ tij U
<ij>
↓↓
)
(1− δij). (2)
We have introduced the creation (annihilation) operators
γˆ†i (γˆi) of YSR states at impurity sites i, which are spin-
polarized along the direction of the impurity spin Si. The
different spin polarizations of YSR states manifest them-
selves in the spin structure of the transfer amplitudes
contained in the SU(2) matrices
U<ij> = U†i Uj , (3)
where Ui satisfies the relation U
†
i (Si · σ)Ui = Siσz with
the vector of Pauli matrices σ = (σx, σy, σz). Therefore,
the matrices U<ij> carry the information about the im-
purity spin polarizations at sites i and j. The unusual
property of the Hamiltonian in Eq. (2) is that, depending
on the mutual orientations of the classical impurity spins,
both normal tij (electron to electron or hole to hole) and
anomalous ∆ij (electron to hole or hole to electron) hop-
pings are allowed. Such a Hamiltonian, therefore, de-
pends more on bond properties than on local site states.
While Eqs. (1) and (2) are universal, the on-site ener-
gies i and the normal (anomalous) hopping amplitudes
t(∆)ij are explicitly dependent on the underlying micro-
scopic model [33, 65, 71] and the low-energy limit of the
YSR states [32, 41].
A commonly considered BdG Hamiltonian to model
YSR states microscopically is given by [32, 81, 82]
H(r) = ξpτz + ∆ τx −
∑
i
J (Si · σ) δ(r− ri),
where ξp is the dispersion relation for the quasiparticles
with momentum p in the normal state, and ∆ is the
s-wave pairing potential of the superconductor. For sim-
plicity, we assume all spin amplitudes to be the same
(Si = S0) and neglect the effect of Zeeman splitting
1
from the magnetic impurities [66, 67, 82–86]. The Pauli
matrices τn {n = x, y, z} act in Nambu (electron-hole)
space, and σn in spin space. The chosen basis of the
BdG Hamiltonian is given by the four-component oper-
ator Ψˆ(r) = (ψˆ↑, ψˆ↓, ψˆ
†
↓,−ψˆ†↑)T , where ψˆσ(r) are elec-
tronic field operators. The coupling of the superconduc-
tor quasiparticles with the spin impurities at positions ri
is controlled by the local exchange coupling strength J
and the classical spin moment Si. We consider the limit
of large spin amplitudes S0 and neglect quantum fluctua-
tions of the impurity spins, so that the Kondo effect [81]
is suppressed. In this limit, spin-polarized YSR [51–53]
states are formed that are quasilocalized at the sites of
magnetic impurities. Each YSR state is characterized
by eigenenergies E± = ±∆ (1 − α2)/(1 + α2) inside the
superconducting gap ∆. We have introduced the local
impurity parameter α = pi ν0 J S0, where ν0 is the nor-
mal density of states per spin of the host superconductor
at the Fermi energy EF. The energies E± reflect the
particle-hole symmetry of the BdG Hamiltonian, result-
ing in a particle- and hole-like representation of the YSR
state at each impurity site. For weakly overlapping or
deep (1 − α  1) YSR states, the on-site energies are
the same and equal to 0 = i ≈ ±E±. In the deep YSR
limit, mathematical expressions simplify [32, 41]. Then,
the normal (anomalous) hopping amplitudes introduced
in Eq. (2) can be written in compact form,
t(∆)ij = (−)∆e
− βijkFξ0
βij
sin(cos)βij , 0 ≈ (1− α)∆. (4)
Note the dependence on the distances |rij | = k−1F βij
(where kF is the absolute value of the Fermi momen-
tum) between impurities of different sites i and j. We
emphasize that outside the deep YSR limit, the general
structure of Eq. (2) still holds, with the on-site energy 0
and transfer amplitudes t(∆)ij modified only by global
parameters. Therefore, despite the use of the low-energy
description [32, 41], the following results are not limited
to the deep YSR limit.
The tight-binding BdG Hamiltonian of Eqs. (1) and (2)
mixes spin and Nambu (electron-hole) spaces and de-
pends on matrices U<ij> that relate the spin gauges of
different sites i and j. This dependence results directly
from the spin basis of Eq. (1), where the quantization axis
of the Nambu operator Ψˆ(r) is rotated locally to the ori-
entation Si of the corresponding impurity spin [35, 46].
Thus, the system is not characterized by natural spin
1 Here we refer to the suppression of the superconducting order
parameter in the vicinity of the magnetic impurity. This sup-
pression is a result of the competition of the singlet pairing and
the Zeeman energy of the interaction between each spin of the
Cooper pair and the impurity spin.
3parameters. To provide such a local parameter formula-
tion, we rotate the spin polarizations of the YSR states
back to the initial quantization axis of Ψˆ(r), which is
achieved by a local gauge transformation at each site of
the impurities. In particular, we exploit the following
idea: we artificially extend the Hilbert space of the YSR
states, simplifying the equations by the price of increased
dimensionality. In addition to the YSR states with en-
ergies 0, which we rename as γˆj ≡ γˆj+, we add states
of ”opposite spin” γˆj−, so that there exists a complete
and orthonormal set of YSR states at each site j of the
impurities. Then, the extended BdG Hamiltonian based
on Eq. (2) acquires a 4× 4 matrix structure
H<ij>4×4 =
[
(0 + J˜S0)τz ⊗ σ0 − J˜S0τ0 ⊗ σz
]
δij
+
(−tij ∆ij
∆ij tij
)
⊗ U<ij> (1− δij), (5)
where we have introduced new hopping elements and
lifted the energies of the artificially created states γˆj−
by 2J˜S0. In the limit J˜ → ∞, the extended Hamil-
tonian gets projected on the states γˆj+ and is re-
duced to the original one. In Eq. (5), the basis is
given by the discrete four-component Nambu operator
Ψˆi = (γˆi+, γˆi−, γˆ
†
i−,−γˆ†i+)T , which describes the ex-
tended space of the YSR states but still has different
spin polarizations at the sites. The benefit of the new
Hamiltonian is that Nambu and spin spaces are explic-
itly decoupled. Thus, we can perform an SU(2) transfor-
mation that rotates the spin space at each site i of the
BdG Hamiltonian. This procedure allows us to obtain
an explicit gauge-invariant formulation of our problem,
H ′<ij>4×4 = (τ0 ⊗ Ui) H<ij>4×4 (τ0 ⊗ U†j )
=
[
(0 + J˜S0)τz ⊗ σ0 − J˜τ0 ⊗ Si σ
]
δij
+
(−tij ∆ij
∆ij tij
)
⊗ σ0 (1− δij). (6)
In this representation, it can be directly seen that the
spin degrees of freedom enter into the BdG Hamiltonian
only through the on-site terms Si, while both normal and
anomalous hopping terms completely decouple from the
spin space of the impurities. Note, that in contrast to
Eq. (2), the BdG Hamiltonian of Eq. (6) also allows for
the consideration of quantized adatom spins by replacing
the classical moment Si with the corresponding quantum
spin operator. In this work, however, we do not take
the impurity spin dynamics into account. The classical
(static) regime that we consider might be relevant for
experiments where the spin amplitudes are mainly given
by the d shell with spin S0 = 5/2 states [58–60, 63, 64,
70, 72]. In those cases, the adatom spin configuration is
expected to be mostly static.
III. MAGNETIC CLUSTER
The effects of wave-function hybridization of two mag-
netic adatoms, such as the formation of bonding and anti-
bonding combinations of YSR states or impurity-induced
quantum phase transitions (QPT), have already been in-
vestigated in theoretical and experimental studies [63–
72]. In our work, we focus on phenomena related to
quantum interference of YSR states by multiple impu-
rities. We find that some of the collective wave functions
effectively decouple from the net magnetic moment of the
adatoms and form pinned energy levels in the spectrum
of the magnetic cluster.
In small magnetic clusters on the surface of a super-
conductor, the adatoms constituting the cluster are on
average equidistant and each adatom is coupled to all
others. We can emulate this setup neglecting the random
deviations of the couplings βij and take all the distances
between the adatoms to be the same, i.e., βij ≡ β0 for
all pairs i, j. We also assume equal YSR energies i = 0
on the equal impurity spins Si = S0. The influence of
disorder on these results is discussed in the Appendix A.
For the minimal case of three impurities, such a configu-
ration is natural due to van-der-Waals attraction of the
magnetic adatoms, which tends to minimize the distances
between them. Such a three-adatom cluster is illustrated
in Fig. 1. For the following derivation of the collective
YSR states, we consider the more general case of n ≥ 3
magnetic moments of the cluster.2
The corresponding BdG equation of the Hamiltonian
in Eq. (6) can be solved in the limit of J˜ → ∞ by the
amplitudes Φ′ phyi = (ai χ
+
i , bi χ
−
i )
T :
lim
J˜→∞
∑
j
H ′<ij>4×4 Φ
′ phy
j = E Φ
′ phy
i , (7)
where indices i and j run over the impurity index
{1, . . . , n} and the spinors χ±i are the normalized eigen-
vectors for the Zeeman term at site i: Si σ χ
±
i = ±S0 χ±i .
The corresponding coefficients a(b)i of the physical solu-
tions on the sites Φ′ phyi are implicitly determined by the
spin-polarized (Φ′0 6= 0) and spin-unpolarized (Φ′0 = 0)
solutions of the equation of the four-component spinor
Φ′0 =
∑
i Φ
′ phy
i [see Appendix B, Eq. (B6)]:
1
2
(A⊗ σ0 −B ⊗ Sσ) Φ′0 = E Φ′0. (8)
In this equation, we define
A = [2 0 + t0 (2− n)] τz +∆0 n τx,
B = [t0 τ0 − i∆0 τy]/S0,
where t(∆)0 = (−)∆ e−β0/(kF ξ0)/β0 sin(cos)β0 are the
normal and anomalous hopping terms and S =
∑
i Si is
2 While the choice n ≥ 3 is mathematically interesting, only the
case n = 3 seems to be experimentally relevant.
4the net magnetic moment of the impurity spins Si of the
magnetic cluster.
Applying the SU(2) matrices U†i to the physical solu-
tions Φ′ phyi of Eq. (7), we effectively rotate them back
to the original spin basis. Removing the components of
the artificial states, we then obtain the solutions of the
initial Hamiltonian of Eq. (2):∑
j
H<ij>2×2 Φ
ini
j = E Φ
ini
i , Φ
ini
i =
(
ai
bi
)
. (9)
Spin-polarized solutions. For spinors Φ′0 6= 0, the am-
plitudes Φ′ phyi can be explicitly expressed through Φ
′
0
[see Appendix B, Eq. (B4)] yielding the coefficients a(b)i.
The reduced Eq. (8) contains only the net magnetic mo-
ment S of the cluster. Consequently, if we find solutions
Φ′0 6= 0 of Eq. (8), the spin components of these spinors
are given by the spin-up and spin-down solutions of Sσ,
which is why we call them spin-polarized states. Con-
sidering additionally the Nambu space, this leads to four
spin-polarized solutions Φ′0, which represent dispersive
energy levels that depend solely on (S · σ)2 = |S|2.
Spin-unpolarized solutions. Since Eq. (2) has 2n so-
lutions, 2n − 4 are still missing. These are the solu-
tions corresponding to the spin-unpolarized case Φ′0 = 0.
In this case, Φtrii,+ = (a
+
i , 0)
T and Φtrii,− = (0, b
−
i )
T are
the solutions of the initial Hamiltonian, where the corre-
sponding energy levels are given by Etri± = ±(0 + t0) [see
Appendix B]. Here, the coefficients a+i and b
−
i satisfy the
conditions ∑
i
a+i χ
+
i = 0 ,
∑
i
b−i χ
−
i = 0. (10)
Each of these conditions contain n− 2 linearly indepen-
dent and normalized sets of nontrivial coefficients a+i and
b−i , which means that each pinned energy level E
tri
± is
n− 2 times degenerate.
We illustrate the typical spectrum of the cluster us-
ing the three-impurity setup shown in Fig. 2. We con-
sider deep YSR states with impurity parameter α = 0.9
and demonstrate the energy level dependence on the
only relevant magnetic configuration parameter—the net
magnetic moment |S| of the cluster. Additionally, we
draw the dependence of the net ground-state energy
Eg =
∑
Ei≤0 Ei (red, dashed line), which may indi-
cate the preferred spin configuration in the case when
the YSR exchange dominates over the RKKY interac-
tion. This can happen at special values of β [80]. The
pinned energy levels do not depend on the magnetic clus-
ter configuration for any distance |r| = k−1F β. This fea-
ture follows naturally from the fact that the associated
spin-unpolarized solution effectively decouples each site
from the others, as we have shown in Eqs. (8) and (10).
This decoupling happens due to the exact compensation
of normal and anomalous hopping between the sites vis-
ible through the site gauge rotation in Nambu space [see
Appendix B, Eq. (B2)] This applies as long as the sep-
arations between impurities are identical, while random
FIG. 2. Energy levels E (solid, blue) of the magnetic cluster
of n = 3 impurities for α = 0.9 and distances |r| = k−1F β  ξ0
between the adatoms. The ground-state energy Eg (dashed
red line) is represented in dependence on the net magnetic
moment |S| of the cluster. In addition to four dispersive en-
ergy levels, two n − 2 degenerate and pinned energy levels
emerge in the spectrum for both parameters (a) β = 11pi
5
and
(b) β = 13pi
5
. The vertical dotted lines denote the moment
Sc where the quantum phase transition takes place. The hor-
izontal dotted lines show the position of the deep Yu-Shiba-
Rusinov energy 0 at an isolated impurity.
deviations influence the polarization of the solutions and
the pinned energy levels [see Appendix A]. In the par-
ticular case of n = 3, the two pinned levels are non-
degenerate. Additionally, the four spin-polarized solu-
tions corresponding to dispersive energy levels of the hy-
bridized YSR states are illustrated. For the particular
parameters in Fig. 2, we can observe the dispersive lev-
els crossing at zero energy. This point corresponds to a
QPT [83, 87], where the fermionic parity of the ground-
state changes [66, 68, 69, 88]. In the YSR exchange-
dominated case, the net ground energy Eg determines
the cluster configuration. Depending on the distance be-
5tween the adatoms of the magnetic cluster, this may ei-
ther result in ferromagnetic (at β = 13pi5 , and |S| = 3S0)
or hedgehog-like (at β = 11pi5 and |S| = 0) configurations
of the impurity spins.
IV. SUMMARY
We have introduced a theoretical model that describes
the coupling between Yu-Shiba-Rusinov states and de-
pends only on the local spins Si of the adatoms. By
analyzing a magnetic cluster of n impurities, we have re-
duced the model to a simplified Bogoliubov–de Gennes
equation, where we have identified both spin-polarized
and spin-unpolarized solutions. These solutions lead to
(a) four dispersive energy levels and (b) two (n − 2)-
degenerate pinned energy levels, which are robust against
the net magnetic moment. The dispersive energies can
be characterized solely by the net moment |S| of the
magnetic cluster, and they can experience a quantum
phase transition associated with the fermionic parity of
the ground state.
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Appendix A: Disorder effects
The spin-unpolarized solutions we referred to in the
main text [see details in Appendix B] have been derived
under the assumption of equal on-site energies i = 0
and equidistant placement of the impurities βij = β0.
This choice implies equal tunneling amplitudes tij and
∆ij . We have studied numerically the effect of disorder
on the three-spin cluster varying either one of the on-
site energies (potential disorder) or one of the distances
(positional disorder). The result is presented in Fig. 3.
FIG. 3. Energy levels of the magnetic cluster of three impu-
rities. (a) Comparison of the energy levels of the symmetric
cluster from Fig. 2a) of the main text [red dashed lines] with
the same cluster with one on-site energy changed to 1 = 0.70
[blue lines]. (b) Comparison of the energy levels of the sym-
metric cluster from Fig. 2b) of the main text [red dashed
lines] with the same cluster with one bond length changed to
β12 = 0.9β0 [blue lines].
Appendix B: Derivation of the reduced model
The BdG equation of the gauge-invariant Hamiltonian
of Eq. (6) is generally given by the following expression:∑
j
H ′<ij>4×4 Φ
′
j = E Φ
′
i ∀ {i = 1, ..., n}, (B1)
where n is the number of magnetic impurities. Here,
each spinor Φ′i represents the solution of the system at
the individual site i and is expressed within a discrete
four-component Nambu space. Parametrizing the spinors
as Φ′i = Φ
′+
i + Φ
′ −
i , where Φ
′ ±
i = φ
′ ±
i ⊗ χ±i , the BdG
equation for n ≥ 2 impurities arranged in the magnetic
cluster (βij ≡ β0 = const.) yields
6(
0 + t0 −∆0
−∆0 −2J˜S0 − 0 − t0
)
Φ′+i +
(
2J˜S0 + 0 + t0 −∆0
−∆0 −0 − t0
)
Φ′ −i +
(−t0 ∆0
∆0 t0
)
Φ′0 = E (Φ
′+
i + Φ
′ −
i ). (B2)
Here, we have introduced the four-component spinor
Φ′0 =
∑
i
Φ′i, (B3)
which will later play a key role in interpreting the solu-
tions.
For the spin-unpolarized case Φ′0 = 0, Eq. (B2) is
directly solved in the limit J˜ → ∞ by a separation
ansatz: Φ′i,+ = (a
+
i χ
+
i , 0)
T and Φ′i,− = (0, b
−
i χ
−
i )
T ,
where the corresponding energies yield Etri± = ±(0 +
t0). Thus, the coefficients a
+
i (b
−
i ) satisfy the conditions∑
i a
+
i (b
−
i )χ
+
i (χ
−
i ) = 0, leading to n − 2 linear inde-
pendent and normalized sets of a+i (b
−
i ). However, for
spin-polarized solutions Φ′0 6= 0, we multiply Eq. (B2)
by τ0⊗P±i , where P±i = χ±i (χ±i )† is the projector of the
corresponding spin-up and spin-down solutions χ±i of the
local impurity spins Si. Taking the limit J˜ →∞, we find
an explicit expression for the amplitudes on the sites Φ′ ±i
through Φ′0:
Φ′+i =
1
−E + t0 + 0
(
t0 −∆0
0 0
)
⊗ P+i Φ′0, (B4a)
Φ′ −i =
1
E + t0 + 0
(
0 0
∆0 t0
)
⊗ P−i Φ′0. (B4b)
Summing over the sites i and spins, such as in Eq. (B3),
we obtain an equation for the spinor Φ′0:
Φ′0 =
[
1
−E + t0 + 0
(
t0 −∆0
0 0
)
⊗ P+
+
1
E + t0 + 0
(
0 0
∆0 t0
)
⊗ P−
]
Φ′0, (B5)
where the matrices P± =
∑
i P
±
i =
1
2S0
(
S0 n±Sσ
)
are
written in terms of the net magnetic moment S =
∑
i Si.
Finally, this equation can be rewritten into compact form(
0 + t0 (1− P+) ∆0 P+
∆0 P
− −0 − t0 (1− P−)
)
Φ′0 = E Φ
′
0.
(B6)
By finding a spin-polarized solution Φ′0 6= 0 of this
equation, the corresponding spinors Φ′ ±i at the impurity
sites can now be calculated immediately by Eqs. (B4a)
and (B4b), which leads to the parametrization
Φ′ phyi =
(
ai χ
+
i
bi χ
−
i
)
(B7)
of the physical solutions. Thus, the coefficients a(b)i can
be explicitly determined by solving Eq. (B6). Further-
more, we refer to the solutions as physical, as the limit
J˜ →∞ was made before the identification of the spinors
Φ′ phyi .
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