Abstract. Let M p (X, T ) denote the Markov type p constant at time T of a metric space X, where p ≥ 1. We show that M p (Y, T ) ≤ M p (X, T ) in each of the following cases:
Introduction
Let X be a metric space, p ≥ 1, and T ∈ N. We denote by M p (X, T ) ∈ [0, ∞) the Markov type p constant at time T of X, see Definition 2.3. The Markov type p constant of X, denoted by M p (X) is defined by
We say that X has Markov type p if M p (X) < ∞.
Ball [2] introduced the concept of Markov type in his study of the Lipschitz extension problem. Major results in this direction were obtained later by Naor, Peres, Schramm and Sheffield [10] . The notion of Markov type has also found applications in the theory of bi-Lipschitz embeddings [3, 7] .
It was shown in [13] that if X is a geodesic metric space with M 2 (X) = 1 then X is nonnegatively curved in sense of Alexandrov. Ohta [12] showed that there exists an universal constant M A such that every nonnegatively curved Alexandrov space X has Markov type 2 with M 2 (X) ≤ M A . The
In the original paper [2] (see also [7] ) Ball shows that Hilbert spaces have Markov type 2 with constant 1. Therefore M 2 (X) = 1 for every subset X of L 2 . Thus convex subsets of Hilbert spaces are examples of geodesic spaces with Markov type 2 constant 1. But it seems that no other examples of geodesic spaces having Markov type 2 with constant 1 are known. The following two theorems allow us to expand the list of such examples. Though the theorems are motivated by Question 1.1, they do not involve Alexandrov geometry.
Theorem 1. Let p ≥ 1, and let X, Y be metric spaces such that at least one of the following holds:
(1) X and Y are geodesic spaces and Y is covered by X via a finitesheeted locally isometric covering, (2) Y is a quotient of X by a finite group of isometries, (3) Y is the L p -Wasserstein space over X.
Then for every T ∈ N we have
Theorem 1 is a merger of propositions. See Proposition 4.2 for the case (1), Proposition 5.2 for the case (2) and Proposition 6.2 for the case (3) .
Though the finiteness assumptions in Theorem 1(1, 2) may seem unnatural they can not be dropped, see Example 7.4. Recall that a Riemannian manifold (M, g) is called flat if it is locally isometric to the Euclidean space. As an application of Theorem 1(1) we show that compact flat manifolds have Markov type 2 with constant 1. This answers the question raised by S.-I. Ohta and M. Pichot [13] , see also [1] .
Let X be an Alexandrov space of nonnegative curvature and p = 2. In each of the cases dealt with in Theorem 1 the space Y is also nonnegatively curved in the sense of Alexandrov (see [6] Section 4.6 for the cases (1), (2) , and [14] Proposition 2.10.iv for the case (3)). Hence we can consider Theorem 1 as a supporting evidence for the affirmative answer to Question 1.1.
For a metric space X, we denote by P p (X) the p-Wasserstein space over X, see Section 6. As a consequence of Theorem 1(2,3) we obtain the following upper bounds on Markov type p constants for the p-Wasserstein space over Euclidean space R d .
Corollary 3. For every p ∈ (2, ∞) and T, d ∈ N we have Corollary 4. For every n > 1 there exists an n-point metric space X n such that for every α ∈ ( , 1], every p ∈ (2, ∞) and every d ∈ N the α-snowflake of X n does not admit an embedding to P p (R d ) with the bi-Lipschitz distortion less then Cd Organization of the paper. Definitions, preliminaries and notation are discussed in Section 2. Lemmas for lifts of Markov chains are given in Section 3. Section 4 is devoted to results related to finite-sheeted locally isometric coverings. It contains the proof of Theorem 1(1) (see Proposition 4.2) and the proof of Theorem 2. Section 5 is an analogue of Section 4 for quotients by finite groups of isometries, it gives the proof of Theorem 1 (2) 
is said to be stationary if
In order to construct a stationary reversible Markov chain on a finite set S, it suffices to define a nonnegative vector (π i ) i∈S and a nonnegative matrix (a ij ) i,j∈S and verify that (2.1) vector π is stochastic, i.e. i∈S π i = 1, (2.2) matrix a is stochastic, i.e j∈S a ij = 1, for every i ∈ S, (2.3) π i a ij = π j a ji , for every i, j ∈ S. The property (2.3) provides both stationarity and reversibility.
Recall that a sequence of random variables W = {W t } ∞ t=0 on a set X is called a random walk. Definition 2.1. We say that random walk W on a set X is a Markov walk if there exists a stationary reversible Markov chain {Z t } ∞ t=0 on a finite state space S and a map f : S → X such that W t = f (Z t ).
We say that Markov walks W and W on a set X are equivalent if the probability measures on the space of sequences
Notation 2.2. Let Z be a stationary reversible Markov chain on a finite state space S, and S 0 , . . . , S T ⊂ S. We denote by A Z (S 0 , . . . , S T ) the probability P r[Z 0 ∈ S 0 , . . . , Z T ∈ S T ]. For s ∈ S and S 1 ⊂ S we denote by
For a Markov walk W on a metric space X and T ∈ N, we denote by
p . The following definition is a slightly reworded version of the one in [1, Section 3]. Definition 2.3. Let X be a metric space, T ∈ N and p ≥ 1. The Markov type p constant at time T of X, denoted by M p (X, T ) is the infimum of all K > 0 such that for every Markov walk W on X,
For a metric space X we denote by diam(X) the diameter of X, and by Iso(X) the group of isometries of X.
Let X and Y be metric spaces, and p ≥ 1. We write X × p Y to denote the p-product space, i.e., the space with the distance defined by formula
We write X n p to denote the nth p-power of X, i.e., X
. The symmetric group S n acts on X n p by permutation of coordinates. We denote by X n p /S n the corresponding quotient metric space. For c > 0 we write cX to denote the space with scaled metric, where the distance is defined by formula
The following proposition immediately follows from the definitions
Let U, V be two real-valued random variables. We write U = st V , if U and V are equal in distribution. For U and V defined on one probability space we write U a.s.
Definition 2.5. Let X and Y be two sets and let χ : X → Y be a map. Let W and W be Markov walks on X and Y . We say that W is a lift of W along χ, if Markov walks χ( W ) and W are equivalent, see Definition 2.1.
In the case when X and Y are metric spaces and in addition to the previous property we have
Proposition 2.6. Let X, Y be metric spaces and χ : X → Y a short map. Suppose that W is a metric lift of W along χ then
, for every T ≥ 2 and every p ≥ 1. Proof. The first claim follows from the definition of a metric lift. The definition of a metric lift also implies that,
From the definition of a lift and the fact that χ is a short map we have,
, for every T ≥ 2 and every p ≥ 1.
Thus implies the second claim.
The plan of the proof of Theorem 1(1) is to show that every Markov walk on the base space can be lifted to the covering space and apply Proposition 2.6(2) to the lift.
Let S, S be finite sets, E ⊂ S × S be a symmetric subset and σ : S → S be a map. For x ∈ S and V ⊂ S we denote by deg E (x, V ) the number of elements of {y ∈ V : (x, y) ∈ E}. The following definition provides a condition on E which implies that every stationary reversible Markov chain on S admits a lift along σ restricted by E, see Lemma 3.2.
Definition 2.8. We say that σ is regular with respect to E if deg E (x, σ −1 (s)) = deg E (y, σ −1 (s)) = 0, for every s ∈ S and every x, y ∈ S such that σ(x) = σ(y).
Lifts of Markov chains
The next lemma provides a sufficient condition for being a lift of a Markov chain. A more complicated argument shows that this condition is also necessary, see Lemma 7.9.
be stationary reversible Markov chains on finite sets S and S and σ : S → S a map such that,
Then Z is a lift of Z along σ.
Proof. We have to show that for every T ∈ N and every s 0 , . . . , s T ∈ S,
The property (1) provides the case T = 0. The general case follows from (2) by induction.
The following lemma is a main technical tool of the paper. on S such that Z is a lift of Z along σ and Z is restricted by E.
Proof. Let
, (x, y) ∈ E, 0, (x, y) ∈ E.
First we are going to show that π x , a xy correctly define a stationary reversible Markov chain, i.e. to check the properties (2.1)-(2.3). Properties (2.1), (2.2) and the case (x, y) ∈ E of (2.3) follows directly from the definitions of π and a.
In order to verify the case (x, y) ∈ E of (2.3) we have to show that π x a xy = π y a yx for every x, y ∈ S such that (x, y) ∈ E. Fix x, y ∈ S, let N be the number of elements of the set (M x × M y ) ∩ E. Since σ is regular with respect to E we have
Thus,
As a result we have defined a stationary reversible Markov chain Z. Secondly, we have to show that Z is a lift of Z along σ. From the definition of π we have
and the definition of a provides
Applying Lemma 3.1 we obtain the claim. 
Coverings and proof of Theorem 2
The following lemma implies Theorem 1(1), see Proposition 4.2. Proof. Let W be a Markov walk on on Y given by
is a stationary reversible Markov chain on a finite set S and f is a map from S to Y . Define S = {(s, x) ∈ S × X : χ(x) = f (s)}. We denote the projections from S to S and X by σ and f . For each unordered pair {s 1 , s 2 } of (not necessary different) elements of S fix a minimizing geodesic γ s 1 s 2 connecting f (s 1 ) and f (s 2 ). Let E be a set of all pairs (x 1 , x 2 ) ∈ S × S such that there exists a lift of γ σ(x 1 )σ(x 2 ) connecting f (x 1 ) and f (x 2 ). Note that for every (
The existence and uniqueness of covering paths implies that deg E (x, σ −1 (s)) = 1, for every x ∈ S, s ∈ S. Hence σ is a regular map with respect to E. Lemma 3.2 provides the existence of a stationary reversible Markov chain Z t on S, such that (1) Z t is a lift of Z t along σ, (2) Z is restricted by E (see Definition 2.7).
We define W by W t = f ( Z t ). The definitions of S and f imply that χ • f = f • σ. Hence, the equivalence of σ( Z) and Z t implies the equivalence of χ( W ) and W . Finally W is a metric lift of W , which follows from properties (1), (2) and (4.1).
Proposition 4.2. Let X, Y be geodesic spaces. Let χ : X → Y be a finite sheeted locally isometric covering. Then for every p ≥ 1 and T ∈ N we have
Proof. The statement follows from Lemma 4.1 and Proposition 2.6.
Proof of Theorem 2. Let X be a compact flat Riemannian manifold. By Bieberbach's Theorem [4, 5] 
By the Nash embedding theorem (see [11] ) there exists a (Riemannian) isometric
for every pair of points x, y ∈ T d with d(x, y) < δ(ǫ).
where the second inequality follows from M 2 (R 2d ) = 1. Thus,
Since ǫ is arbitrary, it follows that E 2 (W, T ) ≤ T E 2 (W, 1). Thus M 2 (T d ) = 1 and Theorem 2 follows.
Quotients by finite groups
Recall that, a finite group G acting by isometries on a metric space X induces a quotient metric on X/G, given by d X/G (x,ȳ) = min x∈x,y∈ȳ d X (x, y). The following lemma is an analogue of Lemma 4.1 for quotient maps.
Lemma 5.1. Let X be a metric space. Let G be a finite subgroup of Iso(X), and let χ : X → X/G be the corresponding quotient map. Then every Markov walk on X/G admits a metric lift along χ.
Proof. The proof is similar to that of Lemma 4.1, the only difference is the construction of the set E. Let W t be a Markov walk on on X/G given by
is a stationary reversible Markov chain on a finite set S and f is a map from S to X/G.
Define S = {(s, x) ∈ S × X : χ(x) = f (s)}. We denote the projections from S to S and X by σ and f . Let E be a set of all pairs (
Let s 1 , s 2 ∈ S and x 1 , x 2 ∈ σ −1 (s 1 ). Since σ −1 (s 1 ) and σ −1 (s 2 ) are orbits of an isometric action of a finite group, we have deg
The rest of the proof is the same as in Lemma 4.1.
Proposition 5.2. Let X be a metric space and G be a finite subgroup of Iso(X). Then for every p ≥ 1 and every
Proof. The statement follows from Lemma 5.1 and Proposition 2.6.
Wasserstein spaces
For reader's convenience we recall the definition of Wasserstein spaces. For further details see [15] .
Let X be a metric space. Let p ≥ 1 and let µ, ν be Borel probabalistic measures with finite p-th moment, i.e
for some (hence all) o ∈ X. We say that measure q on X × X is a coupling of µ and ν iff its marginals are µ and ν, that is, iff
for all Borel measurable subsets A ⊂ X. The L p -Wasserstein distance between µ and ν is defined by
q is a coupling of µ and ν .
The L p -Wasserstein space P p (X) is the set of Borel probabilistic measures with finite p-th moment on X equipped with L p -Wasserstein distance. Recall that, for a metric space X we denote by X n p the p-power of X and by X n p /S n the quotient space of X n p by permutations of coordinates. The following lemma allows to deduce Theorem 1(3) from Proposition 5.2, see Proposition 6.2.
Lemma 6.1. Let X be a metric space, n ∈ Z and p ≥ 1. The map
is a distance preserving map.
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Proof. We denote n
Fix two points w = (w 1 , . . . , w n ) and q = (q 1 , . . . , q n ) in Y . The distance between w and q is given by
Let P n denote the set of all n × n permutation matrices and D the n × n matrix defined by D ij = d p (w i , q j ). The formula for the distance can be rewritten as
where • denotes the Hadamard product (entrywise product) of matrices. Let D denotes the set of all n × n doubly stochastic matrices. Then the Wasserstein distance between Φ n (w) and Φ n (q) can be written as
By the Birkhoff-von Neumann theorem D is the convex hull of P n . Since the "D • " is a linear functional it follows that 1 n inf
Proposition 7.7. There exist finite metric spaces X, X, a submetry χ : X → X, a stationary reversible Markov chain {Z t } ∞ t=0 on a finite set S, and an injective map f : S → X such that f (Z t ) does not admit a metric lift along χ.
The proof of Proposition 7.7 occupies the rest of this section. The construction is given in the following example.
Example 7.8. Let X = {x 1 , x 2 , x 3 , x 4 }, G X a graph with vertex set X and 5 edges connecting all pairs of vertices except x 2 and x 4 . We consider X as a metric space with metric induced from G X , i.e distance between every pair of points except {x 2 , x 4 } equals 1. And distance between x 2 and x 4 equals 2.
Let {Z t } ∞ t=0 be a markov chain on the set S = X = {x 1 , . . . , x 4 } with stationary distribution ( Let X = { x 1 , . . . , x 12 }, G X a graph with vertex set X and 16 edges. The first group of edges forms the loop x 1 , . . . , x 12 . The second group contains remaining 4 edges connecting following pairs of vertices { x 3 , x 1 }, { x 3 , x 5 }, { x 9 , x 7 }, { x 9 , x 11 }. Again we consider X as a metric space with metric induced from G X .
Let r 4 : Z + → {1, 2, 3, 4} be the reminder of a number modulo 4. Let χ : X → X be a map defined by
Note that χ is a locally surjective graph homomorphism between G X and G X . Hence, χ is a submetry. 
Then we have
, {s 2 }), for every s 1 = S and every s 2 ∈ S.
Proof. The proof is built around the following equality, which follows from Definition 2.1
where
Fix s 2 ∈ S, expanding left and right sides of (7.1) we obtain
2) Reversibility of Markov chains implies that A Z ({s 1 }, {s 2 }) = A Z ({s 2 }, {s 1 }) and
). Thus, we can rewrite (7.2) as
From Definition 2.1 we obtain
Substituting the last two equalities into (7.3) and moving the denominator of the right side to the left we obtain
(7.6) This is the equality case of the Cauchy-Schwarz inequality. Hence there exists a constant C = C(s 1 , s 2 ) such that
for every s 1 ∈ σ −1 (s 1 ). From (7.4) and (7.5) ({s 2 }) .
Proof. Let s 1 ∈ S 1 , Lemma 7.9 implies that P Z ( s 1 , σ −1 (s 2 )) = P Z (s 1 , {s 2 }),
Using the assumption (7.7) we can rewrite this equality as
Summing the previous equalities for all s 1 ∈ S 1 we have
The same argument shows that
Since A Z ({s 1 }, {s 2 }) = 0 we obtain
.
Proof of Proposition 7.7. Let X, X and χ be as in Example 7.8. By contradiction, suppose there exist { Z t } ∞ t=0 a stationary reversible Markov chains on finite set S and a map f : S → X, such that Markov walk f ( Z t ) is a metric lift of f (Z t ) along χ. Note that since f is injective the Markov chain Z t is a lift of a Markov chain Z t along a map σ : S → S defined by σ = f −1 • χ • f . For 1 ≤ i ≤ 4, 1 ≤ j ≤ 12 we denote A Z (x i ) by p i and A Z ( f −1 ( x j )) by q j . Let i = 1, . . . , 11, consider x i and x i+1 . By Lemma 7.10 applied to s 1 = x r 4 (i) , s 2 = x r 4 (i+1) , S 1 = f −1 ( x i ), S 2 = f −1 ( x i+1 ) we have q i p r 4 (i) = q i+1 p r 4 (i+1) . (7.9)
These equalities imply that q 3 = q 1 = q 5 = 0. (7.10) Lemma 7.10 applied to s 1 = x 3 , s 2 = x 1 , S 1 = f −1 ( x 3 ), S 2 = f −1 ({ x 1 , x 5 }) implies that q 3 p 3 = q 1 + q 5 p 1 .
Since p 3 = p 1 = 3 10 we have q 3 = q 1 + q 5 . This contradicts (7.10).
