have uncovered a role for the type I Activin-type BMP receptor, Baboon (Babo), in larval muscles in controlling the transcription of Gbb (Ellis et al., 2010) . Although the exact source of the BMP ligand in this case, Dawdle, is not clear, these experiments suggest that BMP signaling in the muscles themselves regulate the retrograde activity of BMPs.
BMPs have also been implicated in synapse development and plasticity in mammals (e.g., Sun et al., 2007) , but whether they operate in a retrograde manner is still undetermined. Instead, members of the Wnt family, which collaborate with BMPs during embryonic patterning, appear in part to play such a retrograde role (Salinas and Zou, 2008) . Not surprisingly, both in the mammalian nervous system, as well as in the fly, Wnts also play anterograde and autocrine functions to regulate the development of both pre-and postsynaptic compartments (Korkut and Budnik, 2009; Salinas and Zou, 2008) . Given the role of the above two well-characterized morphogens during synapse development, it is highly likely that other such morphogens will further increase the complexity of the signaling pathways that regulate synaptic growth.
Although the above studies provide a mechanism for BMP-mediated retrograde control of synaptic growth, the processes that regulate synaptic strength through BMP signaling pathways are less clear. For example, Gbb-dependent synaptic growth can be separated from BMPdependent changes in synaptic strength (Goold and Davis, 2007) . This is in contrast with the present study in which regulation of both synaptic growth and synaptic strength was shown. The dual control of synaptic growth and neurotransmitter release by Trio could be explained by a demonstrated interaction between Trio and the Receptor protein phosphatase Dlar, which controls the development of release sites (Kaufmann et al., 2002; Pawson et al., 2008) . Whether this second function could also be under the control of BMPs remains to be investigated.
Finally, it is also expected that BMPdependent retrograde control of synapse development will involve the transcriptional regulation of many other genes, which together will weave the fabric of synaptic growth and function. The identification of Trio as a target for BMP regulation constitutes a significant first building block.
Sounds Familiar?
Timothy D. Griffiths 1, * Work by Agus and colleagues in this issue of Neuron defines a human mechanism for the rapid learning of novel noises. The noises do not have a verbal label, and are stored accurately for weeks.
During the analysis of the auditory world, we are required constantly to assess new sound objects and understand these in the context of the auditory ''scene'' (Bregman, 1990) . Some processing of the sound scene occurs at a semantic level after those objects are given verbal labels. However, we are confronted every day by a barrage of novel sounds without such labels that must also be integrated into the acoustic world and compared with sounds we might have heard in the preceding seconds, minutes, hours, days, or weeks. Over different time scales, such processing is a critical basis for the creation of sequences of similar sounds that act as a building block for auditory cognition (Moore and Gockel, 2002 ) and for detecting novel sounds that might require a response.
In this issue of Neuron, Agus et al. (2010) examine the way in which novel sounds are encoded into memory. They used noises, with a more complex structure than the clicks and tones used commonly in auditory work, but without the semantic associations of complex natural stimuli such as speech or environmental sounds. A noise with a given long-term power spectrum can be associated with an infinite number of spectrotemporal patterns. Agus et al. (2010) exploit this property to create distinct complex stimuli with stochastic variation of the structure.
Subjects were required to listen to pairs of abutting noises and judge whether the two noises were the same or not. Over the course of the experiment certain of the noise samples were repeated, without any explicit indication to the subjects that this would be the case. The data show that discrimination performance for comparisons involving the repeated noises improved markedly and that such improvement occurs very quickly: over the course of a few trials. Interestingly, the learning was implicit or unsupervised as subjects were not made aware of the repeated exposure. Differences in the effect were demonstrated between noises with different structure but these were not large or correlated with particular features in the structure. The effect was robust to the compression or expansion of the stimulus in time or even time reversal, but required the features to be present in the same order.
Previous studies have demonstrated forms of rapid auditory learning of frequency differences for simple tones (Hawkey et al., 2004) or simple spatial cues (Ortiz and Wright, 2009) . Noise recognition has been examined before in so-called ''frozen noise'' experiments in which subjects are required to recognize multiple repetitions of a noise when there is an explicit instruction. The current work demonstrates a mechanism relevant to the rapid encoding of entirely novel complex sounds into auditory memory, based on brief snapshots of sound similar to those we might experience in the natural acoustic world.
The work raises a number of further issues. The work is relevant to echoic memory: how we keep novel auditory stimuli ''in mind'' in order to detect distinct new stimuli and in order to link stimuli over time to create streams. Echoic memory occurs over seconds or tens of seconds and the work clearly suggests a mechanism relevant to that. But perhaps the most interesting feature of the demonstrated effect is its persistence over weeks, suggesting the existence of a detailed anterograde memory store for spectrotemporal pattern in the absence of any verbal label. Additionally, the work shows that the implicit learning that occurs only does so in certain blocks, when the learning is perfect (see Figure 2 in Agus et al., 2010) . What determines the blocks in which the learning occurs? Given the implicit task, it is unlikely to be attention to the features that are repeated. A final question is the extent to which the process might be different in sounds like those emitted by natural sources that have to obey rules about permitted spectrotemporal patterns: noise from natural sources is ''shaped'' in the time and frequency domains and natural sources can also produce harmonic sounds that are associated with pitch. The demonstrated effect already shows striking speed and fidelity, but it will be of interest to see whether it works more rapidly or robustly on a richer landscape of features.
The work is an elegant psychophysical demonstration that does not allow immediate inference about the brain substrate. The authors suggest spike timing-dependent plasticity as a neuronal mechanism for the effect. Such a mechanism might operate at a cortical level or even in the ascending pathway. From first principles, cortical bases for encoding into echoic memory over seconds or for a nonverbal form of anterograde memory operating over weeks seem likely. With respect to echoic memory, the work suggests mechanism that might be relevant to the detection of mismatched stimuli in oddball paradigms (Garrido et al., 2009) . A large body of EEG and MEG literature related to mismatched negativity (MMN) using such paradigms has suggested generators of the oddball response in auditory cortex and frontal cortex. Note that the MMN, like the learning effect here, can be demonstrated in the absence of any explicit task. With respect to memory over weeks there are a number of possibilities. Storage of auditory ''templates'' in the hippocampus is one possibility, while another model suggests a role for non-primary auditory cortex (Griffiths and Warren, 2002) .
The astonishing capacity of the visual system to capture detailed aspects of the visual scene after limited exposure is well known. The current study suggests that the capacity of the human auditory system to capture the auditory scene may not be as limited as some previous studies have suggested (Cohen et al., 2009 ). It will be of particular interest to examine the extent to which the effect might be unique to humans: poor recognition memory in primate models (Fritz et al., 2005) suggests that this might be the case. The use of a generic stimulus in this experiment (noise) makes the idea testable.
