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Abstract. In this paper we investigate realization of non–unitary principal series representations
of SL2(R) in L
2
cusp(Γ(N) \ SL2(R)) where Γ(N) is the principal congruence subgroup.
Introduction
One of the fundamental problems in the theory of automorphic forms is existence of cusp forms
for congruence subgroups of a semisimple group G over a number ﬁeld k ([1], [11], [22], [23]). The
cusp forms for congruence subgroups of SL2/Q are especially important in the analytic number
theory [11]. In this paper we consider the problem of existence of certain classes of cusp forms
from the representation–theoretic point of view and using the results of [21] about the spectral
decomposition of adelic Poincar´ e series.
Let us recall that for a level N ∈ Z≥1 a congruence subgroup Γ(N) is deﬁned by the following
formula:
Γ(N) = {g ∈ SL2(Z); g ≡ 1 (mod N)}.
We know that by a general result of Gelfand, Graev, Piatetski–Shapiro and Langlands [10] the
right–regular representation
L2
cusp(Γ(N) \ SL2(R)) (N ≥ 1)
of SL2(R) is decomposed into Hilbert’s direct sum of irreducible unitary representations of SL2(R)
each occurring with a ﬁnite multiplicity. Also, the Selberg conjecture would imply that only
tempered representations of SL2(R) would occur. Thus, applying the well–known classiﬁcation
of irreducible unitary representations of SL2(R) to the decomposition of L2
cusp(Γ(N) \ SL2(R))
should contribute only the following series of representations:
- representations in the discrete series (including the limits of discrete series)
- unitary spherical principal series of SL2(R)
- unitary non–spherical principal series of SL2(R)
It is well–known that one can use the classical theory of modular forms to obtain the realization
of the representations in the discrete series (including the limits of discrete series) (see for example
[9]). Next, it is well–known that the work of Selberg [25] implies that the Selberg conjecture is true
for SL2(Z) \ SL2(R)/K∞. This fact combined with the Weyl law [11] for SL2(Z) \ SL2(R)/K∞
implies that there exists inﬁnitely many unitary spherical principal series of SL2(R) which are
subrepresentations of L2
cusp(SL2(Z) \ SL2(R)). Hence, applying the standard lemma 1-9 (proved
in Section 1) implies the following result of Selberg:
Theorem 0-1. For N ≥ 1. Then there exist inﬁnitely many s ∈
√
−1R such that
HomSL2(R)
 
Ind
SL2(R)
M∞A∞N∞(1M∞ ⊗ | |s ⊗ 1N∞), L2
cusp(Γ(N) \ SL2(R))
 
 = 0.
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In this theorem M∞A∞N∞ is the standard parabolic subgroup of SL2(R) where M∞ = {±1},
A∞ ≃ R×
>0 and N∞ ≃ R (see Section 3).
Therefore it is natural to look for the automorphic realization of the representations of unitary
non–spherical principal series of SL2(R). Of course, there are uncountably many non–equivalent
irreducible unitary representations in that class. Therefore, we cannot expect that all have em-
beddings into L2
cusp(Γ(N) \ SL2(R)) (N ≥ 1). But using the methods of the spectral theory of
compactly supported Poincar´ e series ([20], [21]) we prove the following the following theorem (see
Theorem 3-15) :
Theorem 0-2. Let N ∈ Z≥1. Then we have the following:
(i) Let N = 1 or N = 2. Then
HomSL2(R)
 
Ind
SL2(R)
M∞A∞N∞(sgn ⊗ | |s ⊗ 1N∞), L2
cusp(Γ(N) \ SL2(R))
 
= 0, for all s ∈
√
−1R.
(ii) Let N ≥ 3. Then there exist inﬁnitely many s ∈
√
−1R such that
HomSL2(R)
 
Ind
SL2(R)
M∞A∞N∞(sgn ⊗ | |s ⊗ 1N∞), L2
cusp(Γ(N) \ SL2(R))
 
 = 0.
Theorem 3-15 is proved in Section 3. The claim (i) is completely easy it is a consequence of
the fact that the center of SL2(R) belongs to Γ(1) and Γ(2) but it does not act trivially on the
unitary non–spherical principal series. The main part of Section 3 discusses the proof of (ii). It is
in fact a very special consequence of the general theory of the spectral decomposition of compactly
supported Poincar´ e series developed in [21]. All necessary results are recalled in Section 2 of the
present paper. In Section 3 we analyze the cuspidal automorphic representations of SL2(A), where
A is the ring of adeles of Q, of the following form:
(0-3) π = π∞ ⊗ πp0 ⊗′
p =p0 πp,
where p0 is some ﬁxed prime, πp is unramiﬁed for p  = p0 (i.e., it has vector invariant under the
open–compact subgroup SL2(Zp) of SL2(Qp)) and πp0 is a ﬁxed supercuspidal representation of
SL2(Qp0). The existence of such representations was proved by Shahidi ([24], Proposition 5.1),
but the results of [21] give a more precise information on π∞ (see Theorem 2-8 in Section 2).
More precisely, in Lemma 3-3 we show that there exists inﬁnitely many cuspidal automorphic
representations of the form (0-3) such that
π∞ ≃ Ind
SL2(R)
M∞A∞N∞(sgn ⊗ | |s ⊗ 1N∞) s ∈
√
−1R,
when πp0 has a non–trivial central character. The archimedean parts π∞ of constructed cuspidal
automorphic representations are the one that appear in Theorem 3-15 (ii) as soon as we are able
to control the level. But we control the level choosing local representations πp0 appropriately. This
is done in Lemmas 3-8 and 3-10. In Lemma 3-8 we show that for p0 = 2 there exists an irreducible
supercuspidal representation of SL2(Qp0) with a non–trivial character of level 2 i.e., it has vector
invariant under the following open–compact subgroup:
{g ∈ SL2(Z2); g − 1 ≡ 0 (mod 22Z2)}.
The proof of Lemma 3-8 was communicated to us by A. Moy. In Lemma 3-10 we show that there
exist such a supercuspidal representation when p0 > 2 but which has level 1. The idea of the proof
of Lemma 3-10 was explained to us by G. Savin.
The results of Section 3 are one of the possible applications of the results of [21] (see the intro-
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1. Preliminary results
In this section we ﬁx the notation used in this paper. We let G be a semisimple algebraic group
deﬁned over a number ﬁeld k. We write Vf (resp., V∞) for the set of ﬁnite (resp., Archimedean)
places. For v ∈ V := V∞ ∪Vf, we write kv for the completion of k at v. If v ∈ Vf, we let Ov denote
the ring of integers of kv. Let A be the ring of adeles of k. For almost all places of k, G is deﬁned
over Ov. The group of adelic points G(A) =
 ′
v G(kv) is an restricted product over all places of
k of the groups G(kv): g = (gv)v∈V ∈ G(A) if and only if gv ∈ G(Ov) for almost all v. G(A) is a
locally compact group and G(k) is embedded diagonally as a discrete subgroup of G(A).
For a ﬁnite subset S ⊂ V , we let
GS =
 
v∈S
G(kv).
In addition, if S contains all Archimedean places V∞, we let GS =
 ′
v/ ∈S G(kv). Then
(1-1) G(A) = GS × GS.
We let G∞ = GV∞ and G(Af) = GV∞.
The group G∞ is a semisimple Lie group. It might not be connected but it has a ﬁnite center.
The group G(Af) is a totally disconnected group. Let K∞ ⊂ G∞ be a maximal compact subgroup.
Let g∞ = Lie(G∞) be the (real) Lie algebra of G∞. Let U(g∞) be the universal enveloping algebra
of the complexiﬁed Lie algebra g∞,C = g∞ ⊗R C. Let Z(g∞) be the center of U(g∞).
Let ˆ K∞ be the set of equivalence of irreducible representations of K∞. Let δ ∈ ˆ K∞, then we
write d(δ) and ξδ the degree and character of δ, respectively. We ﬁx the normalized Haar measure
dk on K∞. Let π be a Banach representation of G∞ on a Banach space B. Then, for b ∈ B and
δ ∈ ˆ K∞, we let
Eδ(b) =
 
K∞
d(δ)ξδ(k)π(k)b dk.
It belongs to the δ–isotypic component B(δ) of B.
We say that a continuous function f : G(A) → C is smooth if f( ,gf) ∈ C∞(G∞) for all gf ∈
G(Af), and there exists an open compact subgroup L ⊂ G(Af) such that f(g∞,gf   l) = f(g∞,gf)
for all (g∞,gf) ∈ G∞ × G(Af) and l ∈ L. Here we consider f as a function of two variables
f(g) = f(g∞,gf), where g = (g∞,gf). We write C∞(G(A)) for the vector space of all smooth
functions on G(A). We let C∞
c (G(A)) be the space of all smooth compactly supported functions on
G(A). It is easy to show that C∞
c (G(A)) is a span of the functions f∞⊗v∈Vffv where f∞ ∈ C∞
c (G∞),
fv ∈ C∞
c (G(kv)) (v ∈ Vf), and fv = charG(Ov) for almost all v.
By deﬁnition, we let C∞(G(k) \ G(A)) ⊂ C∞(G(A)) be the subspace consisting of all functions
f ∈ C∞(G(A)) such that f(γ   g) = f(g) for all γ ∈ G(k) and g ∈ G(A).
Let X ∈ g∞. Let f ∈ C∞(G(A)). Then we let X.f(g∞,gf) = d/dt|t=0f(g∞ exp(tX),gf).
This gives the structure of a U(g∞)–module on C∞(G(A)). The subspace C∞(G(k) \ G(A)) is a
U(g∞)–submodule. In fact, both are invariant under the action of G(A) by the right translation.
The function f ∈ C∞(G(A)) is K∞–ﬁnite (on the right) if spanC{(g∞,gf) → f(g∞k∞,gf); k∞ ∈
K∞} is ﬁnite dimensional. Similarly, f ∈ C∞(G(A)) is Z(g∞)–ﬁnite if the space spanned by z.f,
z ∈ Z(g∞) is ﬁnite dimensional. In other words, the annhilator of f in Z(g∞) has ﬁnite codimension.4 GORAN MUI´ C
By a well–known result, if f ∈ C∞(G(A)) is K∞–ﬁnite and Z(g∞)–ﬁnite, then it is real–analytic
in g∞. We write C∞(G(A))K∞,Z(g∞)−ﬁnite for the space of all f ∈ C∞(G(A)) which are K∞–ﬁnite
and Z(g∞)–ﬁnite on the right. Similarly, we deﬁne C∞(G(k) \ G(A))K∞,Z(g∞)−ﬁnite. The space
C∞(G(A))K∞,Z(g∞)−ﬁnite is no longer G(A)–invariant but it is (g∞,K∞) × G(Af)–module. The
space C∞(G(k) \ G(A))K∞,Z(g∞)−ﬁnite is its submodule.
An automorphic form is a function f ∈ C∞(G(k) \ G(A))K∞,Z(g∞)−ﬁnite which satisﬁes certain
growth condition (see [7], 4.2). The space of all automorphic forms we denote by A(G(k) \ G(A)).
It is a (g∞,K∞)×G(Af)–submodule of C∞(G(k)\G(A))K∞,Z(g∞)−ﬁnite. The subspace of cuspidal
automorphic forms we denote by Acusp(G(k)\G(A)). By deﬁnition f ∈ A(G(k)\G(A)) is a cuspidal
automorphic form if
(1-2)
 
UP(k)\UP(A)
f(ng)dn = 0 (for all g ∈ G(A)),
for all proper k–parabolic subgroups P of G. In this paper we write UP for the unipotent radical of
k–parabolic subgroup P of G. In general, we say that a locally integrable function f : G(k)\G(A) →
C is a cuspidal function if it satisﬁes (1-2) for almost all g ∈ G(A).
The space of cuspidal automorphic forms Acusp(G(k)\G(A)) is a (g∞,K∞)×G(Af)–submodule
of A(G(k) \ G(A)).
The topological space G(k) \ G(A) has a ﬁnite volume G(A)–invariant measure:
(1-3)
 
G(k)\G(A)
P(f)(g)dg =
 
G(A)
f(g)dg, (f ∈ C∞
c (G(A))),
where the adelic compactly supported Poincar´ e series P(f) is deﬁned as follows:
(1-4) P(f)(g) =
 
γ∈G(k)
f(γ   g) ∈ C∞
c (G(k) \ G(A)).
We say that P(f) is a an adelic compactly supported cuspidal Poincar´ e series if the function P(f)
is a cuspidal function.
The measure introduced in (1-3) enables us to introduce the Hilbert space L2(G(k)\G(A)), and
its closed subspaces L2
cusp(G(k) \ G(A)) consisting of all cuspidal functions in L2(G(k) \ G(A)).
Both of them are unitary representations of G(A). Moreover, the space L2
cusp(G(k)\G(A)) can be
decomposed into a direct sum of irreducible unitary representations of G(A) each occurring with a
ﬁnite multiplicity (see [10]).
Let L ⊂ G(Af) be an open–compact subgroup. Then the intersection
(1-5) Γ = ΓL = G(k) ∩ L ⊂ G(Af),
which is taken in G(Af), is a discrete subgroup of G∞. It is called a congruence subgroup [7]. It
is well–known that we can ﬁx a ﬁnite volume G∞–invariant measure on Γ \ G∞:
(1-6)
 
Γ\G∞
P(f∞)(g)dg =
 
G∞
f∞(g)dg
for f∞ ∈ C∞
c (G∞), where the compactly supported Poincar´ e series (for Γ) is deﬁned as follows:
(1-7) P(f∞)(g)
def =
 
γ∈Γ
f∞(γ   g).
The function P(f∞) belongs to the space C∞
c (Γ \ G∞) (the subspace of C∞(G∞) consisting of all
left Γ–invariant functions compactly supported modulo Γ). We use the measure on Γ\G∞ to deﬁneCUSP FORMS FOR SL2(R) 5
a Hilbert space L2(Γ\G∞) which is a unitary representation of G∞. Similarly as before, we deﬁne
the notion of Γ–cuspidality by letting UP,∞ to be the product
(1-8) UP,∞ =
 
v∈V∞
UP(kv),
and integrating over UP,∞ ∩ Γ \ UP,∞, for any proper k–parabolic subgroup P of G.
We include the following standard lemma:
Lemma 1-9. Assume that Γ and Γ′ two congruence subgroups deﬁned by open compact subgroups
L and L′ of G(Af) (see 1-5). Assume that L ⊂ L′. Then Γ ⊂ Γ′ is a subgroup of ﬁnite index
and canonical embeddings L2(Γ′ \ G∞) → L2(Γ \ G∞) and L2
cusp(Γ′ \ G∞) → L2
cusp(Γ \ G∞) are
G∞–equivariant and bounded.
Proof. It is obvious that (1-5) implies Γ ⊂ Γ′. Since L ⊂ L′ are open and compact we see that
L/L′ is ﬁnite. Hence, Γ ⊂ Γ′ is a subgroup of ﬁnite index in Γ′.
Put ψ(g) =
 
γ′∈Γ′ ϕ(γ′   g) ∈ Cc(Γ′ \ G∞) for ϕ ∈ Cc(G∞). Then
 
Γ′\G∞
ψ(g)dg =
 
Γ′\G∞


 
γ′∈Γ′
ϕ(γ′   g)

dg =
 
G∞
ϕ(g)dg.
Also,
 
Γ\G∞
ψ(g)dg =
 
Γ\G∞


 
γ′∈Γ′/Γ


 
γ∈Γ
ϕ(γ′   γ   g)



dg =
 
γ′∈Γ′/Γ
 
G∞
ϕ(γ′   g)dg =
= #(Γ′/Γ)  
 
G∞
ϕ(g)dg = #(Γ′/Γ)  
 
Γ′\G∞
ψ(g)dg.
Thus, we have the following formula:
 
Γ\G∞
ψ(g)dg = #(Γ′/Γ)  
 
Γ′\G∞
ψ(g)dg, ψ ∈ Cc(Γ′ \ G∞).
This implies that the canonical map L2(Γ′ \ G∞) → L2(Γ \ G∞) is a bounded embedding. Let P
be a k–parabolic subgroup of G. Then, in the same way we prove the following formula:
 
Γ∩UP,∞\UP,∞
ψ(ug)du = #(Γ′ ∩ UP,∞/Γ ∩ UP,∞)  
 
Γ′∩UP,∞\UP,∞
ψ(ug)du, ψ ∈ Cc(Γ′ \ G∞)
which implies the lemma. ￿
2. Some General Results on Cusp Forms
We recall some results from [21]. They are very technical and the reader should skip this section
on the ﬁrst reading.
First, we introduce some notation. Let S be a ﬁnite set of places, containing V∞, large enough
that G is deﬁned over Ov for v  ∈ S. We use the decomposition of G(A) given by (1-1). We let
(2-1) ΓS =


 
v ∈S
G(Ov)

 ∩ G(k) the intersection is taken in GS.6 GORAN MUI´ C
This can be considered as a subgroup of GS using the diagonal embedding of G(k) into the product
(1-1) and then the projection to the ﬁrst component. Since G(k) is a discrete subgroup of G(A), it
follows that ΓS is a discrete subgroup of GS.
For v ∈ S − V∞, we choose an open–compact subgroup Lv. We put
(2-2) Γ =


 
v∈S−V∞
Lv ×
 
v ∈S
G(Ov)

 ∩ G(k) = ΓS ∩
 
 
v∈S−V∞
Lv
 
.
This is a discrete subgroup of G∞. Now, we have the following non–vanishing criterion which
follows from ([21], Theorem 3-2) and its proof:
Theorem 2-3. Let S be a ﬁnite set of places, containing V∞, large enough such that G is deﬁned
over Ov for v  ∈ S. Assume that for each v ∈ Vf we have fv ∈ C∞
c (G(kv)) such that fv(1)  = 0, and
fv = charG(Ov) for all v  ∈ S. For v ∈ S − V∞, we choose an open–compact subgroup Lv such that
fv is right–invariant under Lv. Then the intersection ΓS ∩
 
K∞ ×
 
v∈S−V∞ supp (fv)
 
is a ﬁnite
set and it can be written as follows:
(2-4) ∪l
j=1γj   (K∞ ∩ Γ).
Next, we let
(2-5) cj =
 
v∈S−V∞
fv(γj).
Then the K∞–invariant map C∞(K∞) → C∞(K∞ ∩ Γ \ K∞) given by
(2-6) α  →

k  → ˆ α(k)
def
=
l  
j=1
 
γ∈K∞∩Γ
cj   α(γjγ   k)


is non–trivial, and, for every δ ∈ ˆ K∞, contributing in the decomposition of the closure of the image
of (2-6) in L2(K∞ ∩ Γ \ K∞), we can ﬁnd a non–trivial α ∈ C∞(K∞) transforming under δ and
its extension f∞ ∈ C∞
c (G∞) such that the following hold:
(i) Eδ(f∞) = f∞.
(ii) The Poincar´ e series P(f) and its restriction to G∞ (which is a Poincar´ e series for ΓL) are
non–trivial, where f
def
= f∞ ⊗v∈Vf fv ∈ C∞
c (G(A)).
(iii) Eδ(P(f)) = P(f) and P(f) is right–invariant under L.
(iv) The support of P(f)|G∞ is contained in the set of the form ΓL   C, where C is a compact
set which is right–invariant under K∞, and ΓL   C is not whole G∞.
Next, we explain the spectral decomposition of the Poincar´ e series deﬁned by Theorem 2-3. We
decompose L2
cusp(G(k) \ G(A)) into irreducible subspaces:
(2-7) L2
cusp(G(k) \ G(A)) = ˆ ⊕jHj.
Let K = K∞ ×
 
v∈Vf Kv be a maximal compact subgroup of G(A), where Kv = G(Ov) for almost
all v. For each j, we ﬁnd an unitary irreducible representation (ˆ πj,Vj) of G(A) which is unitary
equivalent to Hj and factorisable
Vj = Vj
∞ˆ ⊗v∈VfVj
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into a restricted tensor product of local irreducible unitary representations (ˆ π
j
∞,V
j
∞) of G∞ and
(ˆ π
j
v,V
j
v) of G(kv) (v ∈ Vf).
The space of K–ﬁnite vectors (Hj)K in Hj is isomorphic to the usual restricted tensor product
πj = π
j
∞ ⊗v∈Vf π
j
v, where π
j
v (resp., π
j
∞) is a representation of G(kv) (resp., a (g∞,K∞)–module)
on the space of Kv–ﬁnite (resp., K∞–ﬁnite) vectors (V
j
v)K (resp., (V
j
∞)K) in V
j
v (resp., V
j
∞). Let
χj be the inﬁnitesimal character of π
j
∞. We have the following result ([21], Theorem 6-2):
Theorem 2-8. Let S be a ﬁnite set of places of k containing all inﬁnite places such that G is
deﬁned over Ov for v  ∈ S. For each v ∈ S − V∞, let Mv be a Bernstein’s equivalence class repre-
sented by (M(kv),ρv), where M is a Levi subgroup of G deﬁned over kv and ρv is a supercuspidal
representation of M(kv). Further, for each v ∈ S − V∞, we ﬁx fv ∈ C∞
c (G(kv))(Mv) 1 such that
fv(1)  = 0. We let fv = charG(Ov) for v  ∈ S. For v ∈ S −Vf, we choose an open–compact subgroup
Lv such that fv is right–invariant under Lv. We deﬁne the open compact subgroup L of G(Af) as
follows: L =
 
v∈S−V∞ Lv ×
 
v ∈S G(Ov). Assume that δ ∈ ˆ K∞ appears in the closure of the image
of the map (2-6) (see Theorem 2-3). Let f∞ ∈ C∞
c (G∞) such that Theorem 2-3 (i)–(iv) hold. Next,
we decompose:
(2-9) the orthogonal projection of P(f) to L2
cusp(G(k) \ G(A)) =
 
j
ψj, ψj ∈ Hj.
Then we have the following:
(i) For all j, ψj ∈ Acusp(G(k) \ G(A)) is right–invariant under L and transforms according to
δ i.e., Eδ(ψj) = ψj.
(ii) Assume ψj  = 0. Then π
j
v belongs to the Bernstein’s class of (M(kv),ρv) for all v ∈ S −V∞.
(iii) Assume that P(f) is cuspidal. Then the number of indices j in (2-9) such that ψj  = 0 is
inﬁnite. Moreover, let χ be an inﬁnitesimal character. Then there are only ﬁnitely many
indices j such that ψj  = 0 and χj = χ.
(iv) Assume that P(f) is cuspidal. Then there exists inﬁnitely many irreducible unitary repre-
sentations of G∞ which contain δ and belong to L2
cusp(ΓL \ G∞); their (g∞,K∞)–modules
are among the modules π
j
∞. More precisely, a (g∞,K∞)–module X is a K∞–ﬁnite part of
a such representation if and only if there exists j such that ψj|G∞  = 0 and X ≃ π
j
∞.
3. The case of SL2/Q
In this section we prove the main result of this paper (see Theorem 3-15 below). It is a conse-
quence of our study of the cusp forms for G = SL2 when k = Q. In this section A is the ring of
adeles of Q.
First, we would like to understand cuspidal automorphic representations of SL2(A) which have
at one ﬁnite place (prime) a supercuspidal representation, and on the other places is unramiﬁed.
Those cuspidal automorphic representations exist by [24] or [21]. So let p0 be a ﬁxed prime number.
Let ππ0 be the supercuspidal representation of SL(2,Qp0). We consider the cuspidal automorphic
representations of the form:
(3-1) π = π∞ ⊗ πp0 ⊗′
p =Vf−{p0} πp, where πp is unramiﬁed for p  = Vf − {p0}.
1This the Mv–component of the smooth representation C
∞
c (G(kv)) of G(kv) given by right–translations. It is
non–trivial ([21], Lemma 4.2 (i)).8 GORAN MUI´ C
We would like to understand what could be the possible archimedean component π∞ such that π
given by (3-1) is a cuspidal automorphic representation.
Let P∞ be the standard parabolic subgroup of G∞, then M∞ = {±1}, A∞ =
  
a 0
0 a−1
 
; a ∈ R>0
 
,
N∞ =
  
1 x
0 1
 
; x ∈ R
 
, and K∞ can be identiﬁed with U(1) as follows:
 
cost sint
−sint cost
 
↔ exp(
√
−1t) = cost +
√
−1sint.
Next, we consider the congruence subgroups (m ≥ 1):
Γ(m) =
  
a b
c d
 
∈ SL2(Z); a,d ≡ 1(mod m), b,c ≡ 0(mod m)
 
.
We see that
(3-2) K∞ ∩ Γ(2) = {±1} and K∞ ∩ Γ(m) = {1}, for m ≥ 3.
Also, K∞ ∩ SL2(Z) is {±1, ±i} in the identiﬁcation of K∞ with U(1).
We write sgn for the sign character of M∞. We prove the following lemma:
Lemma 3-3. For every prime number p0 and a supercuspidal representation πp0 of SL2(Qp0) a
with non–trivial central character, there exists inﬁnitely many s ∈
√
−1R such that there exists a
cuspidal automorphic representation (3-1) with
π∞ ≃ Ind
SL2(R)
M∞A∞N∞(sgn ⊗ | |s ⊗ 1N∞).
Proof. We use notation introduced in Theorem 2-3. We let S = V∞ ∪ {p0}. Let fp = charSL2(Zp)
for p ∈ Vf − {p0}. Assume that fp0 is a matrix coeﬃcient of a supercuspidal representation πp0
such that fp0(1)  = 0. We select an open compact subgroup Lp0 ⊂ SL2(Qp0) of the following form:
Then
(3-4) Lp0 = {g ∈ SL2(Zp0); g − 1 ≡ 0 (mod pn
0Zp0)},
for some n ≥ 1. We deﬁne ΓS and Γ using (2-1) and (2-2), respectively. In our case, we have the
following:
(3-5) Γ = Γ(pn
0) = {g ∈ SL2(Z); g − 1 ≡ 0 (mod pn
0Z)}.
Our assumption that πp0 has a non–trivial central character implies that that
fp0(−gp0) = −fp0(gp0), for all gp0 ∈ SL2(Qp0).
Combined with our other assumption on fp0, this implies the following:
(3-6) fp0(−1) = −fp0(1)  = 0.
Hence, we can assume γ1 = 1 and γ2 = −1 (see (2-4)). Then, (3-6) implies that (see (2-5))
c2 = −c1.
The critical remark is that if p0 = 2, then n ≥ 2. This will be proved in Lemma 3-7 Thus, (3-2)
implies K∞ ∩ Γ(pn
0) = {1}. Hence, for α ∈ C∞(K∞), we obtain (see (2-6))
ˆ α(k) = c1   (α(k) − α(−k)) +
l  
j≥3
cj   α(γj   k), k ∈ K∞.CUSP FORMS FOR SL2(R) 9
Now, let W be the small neighborhood of 1 in K∞. Then −W is a neighborhood of −1 in K∞. We
assume that W ∩ −W = ∅ and γj  ∈ W ∪ −W for j ≥ 3. Assume that α satisﬁes α(−k) = −α(k)
for all k ∈ K∞, α is supported in W ∪ −W, and α(1) = 1. Then
ˆ α(1) = c1   (α(1) − α(−1)) +
l  
j≥3
cj   α(γj) = 2c1   α(1)  = 0.
Also, α(−k) = −α(k) for all k ∈ K∞, implies that only odd K∞–types appear in the spectral
expansion of α. Hence the same is true for the non–trivial function ˆ α. In particular, we can ﬁx
δ ∈ 2Z + 1 in Theorem 2-3. Let f∞ ∈ C∞
c (G∞) such that Theorem 2-3 (i)–(iii) hold. Then the
Poincar´ e series P(f) deﬁned by (1-4) is non–trivial. Combining ([21], Lemma 2-3 and Proposition 4-
3), we see that P(f) is cuspidal and P(f)|G∞ is Γ(pn
0)–cuspidal. Moreover, Theorem 2-3 (i) and (ii)
imply that P(f)|G∞ and transforms according to δ. Now, Theorem 2-9 (iv) implies that there exists
inﬁnitely many irreducible unitary representations that contribute to the spectral decomposition of
P(f)|G∞ in L2
cusp(Γ(pn
0)\SL2(R)). Since there are only ﬁnitely many representations in the discrete
series of SL2(R) that contain ﬁxed K∞–type (see [20], Proposition 4-2 for the general result), and
since δ is odd, a well–known classiﬁcation of unitary representations of SL2(R) implies the claim
of the lemma. ￿
Now, prove some lemmas regarding local supercuspidal representations of SL2(Qp0). The ﬁrst
one we used in the proof of previous result. The other two we need in the proof of the main result
of this section which is Theorem 3-15 below.
Lemma 3-7. If an irreducible supercuspidal representation ρ of SL2(Q2) poses a vector invariant
under the open compact group L = {g ∈ SL2(Z2); g − 1 ≡ 0 (mod 2Z2)}, then it has a trivial
central character.
Proof. It is clear that
 
−1 0
0 −1
 
∈ L. Hence
 
−1 0
0 −1
 
acts trivially since it acts trivially on the
space of L–invariants in ρ. ￿
We show that the a supercuspidal representation of SL2(Q2) with a non–trivial central char-
acter exists on the next level. This is contained in the following lemma which proof was kindly
communicated to us by A. Moy:
Lemma 3-8. There exists an irreducible supercuspidal representation ρ of SL2(Q2) which poses a
vector invariant under the open compact group L = {g ∈ SL2(Z2); g − 1 ≡ 0 (mod 22Z2)} and it
has a non–trivial central character.
Proof. Let K = SL2(Z2). Let Ki be the i–th congruence subgroup. We consider K2. Then  
−1 0
0 −1
 
∈ K1 − K2. We consider the abelian group K1/K2 ≃ sl(2,F2),
 
1 + 2x11 2x12
2x21 1 + 2x22
 
→
 
x11 x12
x21 x22
 
mod 2Z2,
where
xij ∈ Z2.
We remark that
x11 + x22 ∈ 2Z2.10 GORAN MUI´ C
We take  
0 1
1 1
 
∈ gl(2,F2).
The function  
x11 x12
x21 x22
 
→ tr
  
x11 x12
x21 x22
  
0 1
1 1
  
∈ F2
is linear in the input matrix and onto.
Let ψ be a non–trivial additive character of F2. Then
χ :=
 
x11 x12
x21 x22
 
→ ψ
 
tr
  
x11 x12
x21 x22
  
0 1
1 1
   
It can be considered as a character of K1. We write in K1
 
−1 0
0 −1
 
=
 
1 + 2(−1) 2   0
2   0 1 + 2(−1)
 
.
Hence
χ
 
−1 0
0 −1
 
= ψ
 
tr
 
1 0
0 1
  
0 1
1 1
  
= ψ[1] = −1.
Now, the following lemma completes the proof of Lemma 3-8 (see [17]):
Lemma 3-9. The induced representation c − Ind
SL(2,Q2)
K1 (χ) decomposes into three distinct irre-
ducible supercuspidal representations of SL(2,Q2) each of which has
 
−1 0
0 −1
 
acting by −1.
￿
The case p0 ≥ 3 is treated in the following lemma the idea of the proof was explained to us by
G. Savin:
Lemma 3-10. Let p0 ≥ 3. Then there exists an irreducible supercuspidal representation ρ of
SL2(Qp0) which poses a vector invariant under the open compact group L = {g ∈ SL2(Zp0); g−1 ≡
0 (mod p0Zp0)} and it has a non–trivial central character.
Proof. Let Fp0 be the ﬁeld with p0 elements. If ρ is supercuspidal representation of SL2(Fp0),
then we can consider it as a representation of SL2(Zp0) applying the reduction homomorphism
SL2(Zp0) → SL2(Fp0). Then, applying ([17], Proposition on page 20; see also [18], Proposition
6.6), the compactly induced representation c−Ind
SL2(Qp0)
SL2(Zp0)(ρ) breaks into ﬁnitely many irreducible
supercuspidal representations. Frobenius reciprocity implies that all of them contain ρ upon a
restriction to SL2(Zp0). It is now clear that it is enough to construct ρ with a non–trivial central
character. We apply the counting argument.
We equip SL2(Fp0) with a usual measure and consider L2(SL2(Fp0)) which consists of all complex
valued functions SL2(Fp0) → C. Since #SL2(Fp0) = p0(p2
0 − 1) (which is easy to see directly), we
see that
dimC L2(SL2(Fp0)) = #SL2(Fp0) = p0(p2
0 − 1).
We remark that the assumption p0 ≥ 3 implies that the center Z of SL2(Fp0) has two elements
and that the decomposition of the space L2(SL2(Fp0)) into the subrepresentations on the space of
even and odd functions:
L2(SL2(Fp0)) = L2(SL2(Fp0))even ⊕ L2(SL2(Fp0))oddCUSP FORMS FOR SL2(R) 11
is valid. Clearly, we have the following:
dimC L2(SL2(Fp0))even = dimC L2(SL2(Fp0))even =
1
2
#SL2(Fp0) =
p0(p2
0 − 1)
2
.
We write ωρ for the central character of an irreducible representation ρ of SL2(Fp0). Since, as a
right–regular representation of SL2(Fp0), can be decomposed as follows:
L2(SL2(Fp0)) = ⊕ρ∈Irr(SL2(Fp0)) dimρ   ρ,
we see
L2(SL2(Fp0))odd = ⊕ρ∈Irr(SL2(Fp0)), ωρ =1 dimρ   ρ.
(And similarly for L2(SL2(Fp0))even.) Thus, counting the dimensions, we arrive at the following
expression:
(3-11)
 
ρ∈Irr(SL2(Fp0)), ωρ =1
(dimρ)2 =
p0(p2
0 − 1)
2
.
We will estimate the sum of the squares of non–supercuspidal irreducible subrepresentations in
(3-11) showing that this number is strictly less than
p0(p2
0−1)
2 . This will complete the proof of the
lemma.
For non–supercuspidal representations of SL2(Fp0) we can use the theory of Jacquet modules
which is a simpliﬁed version of that for SL2(Qp0) (see [4], [5]). We write B = TU for the Borel
subgroup of SL2(Fp0) consisting of upper triangular matrices. The group T consists of diagonal
matrices T =
  
a 0
0 a−1
 
; a ∈ F×
p0
 
, and U =
  
1 x
0 1
 
; x ∈ Fp0
 
.
Now, let ρ ∈ Irr(SL2(Fp0)). Then the space of U–invariants ρU in ρ is either 0–dimensional (when
ρ is supercuspidal) or otherwise 1 or 2 dimensional. This is so, since when ρ is not supercuspidal, it
is a subquotient of the induced representation Ind
SL2(Fp0)
B (χ), where χ is a character of T extended
trivially across U to the character of B, and the space of U invariants in Ind
SL2(Fp0)
B (χ) is 2–
dimensional (applying the Bruhat decomposition). As in the case of SL2(Qp0) (see [4], [5]), the
length of Ind
SL2(Fp0)
B (χ), where χ is a character of T extended trivially across U to the character
of B, is at most two and all irreducible subrepresentations have non–trivial space of U–invariants.
The composition series of Ind
SL2(Fp0)
B (χi), i = 1,2, are either disjoint or equal. The latter case
occurs exactly when χ2 ∈ {χ1,χ−1
1 } and then the induced representations are isomorphic. The
Frobenius reciprocity implies the following simple observation:
(3-12) Ind
SL2(Fp0)
B (χ) reduces if and only if χ2 = 1.
Indeed, we have the following:
HomSL2(Fp0)
 
Ind
SL2(Fp0)
B (χ), Ind
SL2(Fp0)
B (χ)
 
≃ HomT
 
Ind
SL2(Fp0)
B (χ)U, χ
 
.
Since Ind
SL2(Fp0)
B (χ)U ≃ χ ⊕ χ−1 as a T–module, we obtain the following isomorphism:
HomSL2(Fp0)
 
Ind
SL2(Fp0)
B (χ), Ind
SL2(Fp0)
B (χ)
 
≃ HomT (χ, χ) ⊕ HomT
 
χ−1, χ
 
which proves the claim (3-12). It also proves the following:
(3-13) Ind
SL2(Fp0)
B (χ) is multiplicty free when reduces.12 GORAN MUI´ C
Now, we describe the characters of T ≃ F×
p0. It is well–know that the group F×
p0 is cyclic of order
p0 − 1. Thus, T ≃ Z/(p0 − 1)Z. We identify T with the group of p0 − 1–th roots of unity in C:
T = {ηk; k = 0,...,p0 − 2},
where η = exp
2π
√
−1
p0−1 . In this identiﬁcation, the center Z of SL2(Fp0) is given by
Z = {1,−1} = {1,η
p0−1
2 }.
The group of all characters ˆ T is isomorphic to Z/(p0 − 1)Z using the following:
χl+(p0−1)Z(η) = ηl.
Going back to our original problem (see (3-11)), we need to determine all χl which are not trivial
on the center. To accomplish that, we see that
χl+(p0−1)Z(η
p0−1
2 ) = η
(p0−1) l
2 = explπ
√
−1
is equal to −1 if and only if l is odd. Also, we need to ﬁnd all l such that χ2
l+(p0−1)Z = 1. To
accomplish that, we see that
1 = χ2
l+(p0−1)Z(η) = η2l
if and only if 2l is divided p0 − 1. Since 0 ≤ l < p0 − 1. We obtain that χ2
l+(p0−1)Z = 1 if and only
if l = 0 or l =
p0−1
2 . In the former case, χl+(p0−1)Z is trivial on the center, and in the latter case it
is non trivial on the center if and only if
p0−1
2 is odd i.e., p0 ≡ 3(mod 4).
Finally, we remark that by a direct computation
dimC Ind
SL2(Fp0)
B (χ) = p0 + 1.
Now, we assume that p0 ≡ 1(mod 4). Then all principal series which are non–trivial on the
center are irreducible, and (3-11) implies the following:
p0(p2
0 − 1)
2
=
 
ρ∈Irr(SL2(Fp0)), ωρ =1, ρ is supercuspidal
(dimρ)2+
 
1≤l<
p0−1
2 , l is odd
 
dimC Ind
SL2(Fp0)
B (χ)
 2
.
Hence
 
ρ∈Irr(SL2(Fp0)), ωρ =1, ρ is supercuspidal
(dimρ)2 =
p0(p2
0 − 1)
2
− (p0 + 1)(
p0 − 3
4
) ≥ 1
which shows the existence of the required supercuspidal representation when p0 ≡ 1(mod 4).
Now, we assume that p0 ≡ 3(mod 4). Then the argument requires slight modiﬁcation since then
we need to take into account a quadratic character χ = χp0−1
2 +(p0−1)Z. We write Ind
SL2(Fp0)
B (χ) =
ρ1 ⊕ ρ2, where ρi are irreducible and non–isomorphic. Since dimρ1 + dimρ2 = p0 + 1, we see that
(3-14) (dimρ1)2 + (dimρ2)2 ≤
(p0 + 1)2
2
.CUSP FORMS FOR SL2(R) 13
Now, we have the following:
p0(p2
0 − 1)
2
=
 
ρ∈Irr(SL2(Fp0)), ωρ =1, ρ is supercuspidal
(dimρ)2+
 
1≤l<
p0−1
2 , l is odd
 
dimC Ind
SL2(Fp0)
B (χ)
 2
+
 
(dimρ1)2 + (dimρ2)2 
.
Hence
 
ρ∈Irr(SL2(Fp0)), ωρ =1, ρ is supercuspidal
(dimρ)2 =
=
p0(p2
0 − 1)
2
− (p0 + 1)(
p0 − 3
4
) −
 
(dimρ1)2 + (dimρ2)2 
Applying, (3-14), we see that
 
ρ∈Irr(SL2(Fp0)), ωρ =1, ρ is supercuspidal
(dimρ)2 ≥ 1.
This completes the proof of the lemma when p0 ≡ 3(mod 4). ￿
Now, we prove the main result of this paper.
Theorem 3-15. Let N ∈ Z≥1. Then we have the following:
(i) Let N = 1 or N = 2. Then
HomSL2(R)
 
Ind
SL2(R)
M∞A∞N∞(sgn ⊗ | |s ⊗ 1N∞), L2
cusp(Γ(N) \ SL2(R))
 
= 0, for all s ∈
√
−1R.
(ii) Let N ≥ 3. Then there exist inﬁnitely many s ∈
√
−1R such that
HomSL2(R)
 
Ind
SL2(R)
M∞A∞N∞(sgn ⊗ | |s ⊗ 1N∞), L2
cusp(Γ(N) \ SL2(R))
 
 = 0.
Proof. (i) follows from the fact that K∞ ∩ Γ(2) = {±1} and {±1} ⊂ K∞ ∩ Γ(1) (see (3-2) and the
sentence after that reference). But the center {±1} acts non–trivially on Ind
SL2(R)
M∞A∞N∞(sgn⊗| |s ⊗
1N∞) (s ∈ R). Hence (i).
To prove (ii) we observe that that since N ≥ 3 we have either there exists a prime p0 ≥ 3 such
that p0 divides N or p2
0 divides N for p0 = 2. In any case, applying Lemmas 3-8 and 3-10, we can
select a cuspidal representation πp0 of SL2(Qp0) such that it has a non–trivial central character.
Now, it follows from the proof of Lemma 3-3 that there exists inﬁnitely many s ∈
√
−1R such that
HomSL2(R)
 
Ind
SL2(R)
M∞A∞N∞(sgn ⊗ | |s ⊗ 1N∞), L2
cusp(Γ(N′) \ SL2(R))
 
 = 0,
where N′ = p0 ≥ 3 or N′ = 22 = 4 depending on the chosen divisor of N. Since N′ divides N, we
see that Γ(N) ⊂ Γ(N), and we have the following bounded embedding (see Lemma 1-9):
Lcusp(Γ(N′) \ SL2(R)) → Lcusp(Γ(N) \ SL2(R)).
This completes the proof of (ii). ￿14 GORAN MUI´ C
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