In this paper, we study the estimation for generalized partially linear single-index models, where the systematic component in the model has a flexible semi-parametric form with a general link function. We propose an efficient and practical approach to estimate the single-index link function, single-index coefficients as well as the coefficients in the linear component of the model. The estimation procedure is developed by applying quasi-likelihood and polynomial spline smoothing. We derive large sample properties of the estimators and show the convergence rate of each component of the model. Asymptotic normality and semiparametric efficiency are established for the coefficients in both the single-index and linear components. By making use of spline basis approximation and Fisher score iteration, our approach has numerical advantages in terms of computing efficiency and stability in practice. Both simulated and real data examples are used to illustrate our proposed methodology.
Introduction
Generalized linear models (GLM, [23] ) provide a unified likelihood framework for parametric regression analysis. They extend linear models to allow for parametrically modeling the relation between a transformation of the mean response and some covariates.
However, the parametric approach may not always be desirable since the appropriate function form may not be known in advance and the response may depend on the covariate in a very complicated manner. Different approaches have been proposed to face this lack of linearity and to solve problems arising when a misspecified model is fitted. This recognition has motivated the development of non-/semi-parametric regression techniques with far reaching applications.
On the other hand, another problem when confronted with multiple covariates is the well-known "curse of dimensionality". For example, models with one multivariate function can only accommodate low dimensional covariates. A lot of effort has been devoted to the circumventing of this difficulty. There are essentially two possible approaches: function approximation and dimension reduction ( [33] ). A favorite function approximation technique is the generalized additive model (GAM) advocated by [10] , see also, for example, [22] , [12] , [34] , [28] and the recent comprehensive book by [30] for additional references. GAM replaces the multivariate nonparametric component by a sum of univariate functions of the covariates. However, the model with a summand of univariate functions does not take into account the interaction effects among covariates. An attractive dimension reduction method is the single-index model (SIM); see [6] , [7] , [14] and [3] for detailed discussions and illustrations of the usefulness of this model. Over the last two decades, many authors have devised various intelligent methods to estimate the SIM, for instance, [24] , [9] , [15] , [16] , [8] , [11] , [32] and [25] .
Semiparametric SIMs present an appealing and effective statistical concept to model imsart-bj ver. 2010/08/03 file: GPLSIM_R1_submitted.tex date: February 10, 2016 the relationship between the response variable and multivariate covariates, since it achieves dimension reduction and relaxes the restrictive parametric assumptions. In this paper we consider the generalized partially linear single-index model (GPLSIM) proposed by [2] , a realistic and parsimonious semiparametric model. The GPLSIM as a natural extension to the SIM allows discrete explanatory variables to be modeled in the linear part. Various methods have been studied in depth for the partially linear single-index model (PLSIM), a special case of GPLSIM with an identity link function. For instance, [35] , [26] and [20] investigate the PLSIM under independent setting, while [4] and [21] study the estimation of the PLSIM for longitudinal data case.
Estimation of the single-index link function requires a degree of statistical smoothing.
Disregarding the great flexibility and easy interpretability, the GPLSIMs haven't been widely used in practical data analysis, due to the scarcity of smoothing tools that are not only computationally expedient but also theoretically reliable, which has motivated the proposed procedures of this paper.
Two classes of smoothing method which have received much attention in the semiparametric SIM literature are kernel smoothing and penalized spline smoothing. For example, the kernel type of smoothing is adopted in [2] and [19] , which can become computationally expensive when extensive iterations are required to update the estimator. The heavy computation burden is also noticed by a sequence of papers; see, for example, [26] and [31] . Piecewise polynomial functions, or splines, have been proven to be an extremely powerful method in the statistical literature on smoothing. Splines are simple, yet eminently practical tool with computational tractability and statistical efficiency. [35] has presented a thorough account of penalized spline smoothing methodology for PLSIMs, in which the underlying regression function is assumed to be a spline function with a fixed number of knots. However, the bias caused by the spline approximation in developing tations are given in Section 5. In Section 6, we evaluate the estimation procedure on simulated datasets. We also apply the model and estimation procedure to analyzing the datasets from the Framingham Heart Study and the Munich Dust Study. Concluding remarks are given in Section 7. We present the regularity conditions and technical proofs in Appendix and Supplementary Material.
Generalized Partially Linear Single-Index Models
Let Y be the response variable and (X, Z) ∈ R d1 × R d2 be the predictor vector with
We assume the conditional density of Y given (X, Z) = (x, z) belongs to a canonical exponential family
for known functions B and C, and ξ is the natural parameter in parametric GLMs, which is related to the unknown mean response µ (x, z) = E (Y |X = x, Z = z) = B {ξ (x, z)}.
In parametric GLMs, the mean function µ is defined via a known link function g by
z with coefficients α 0 and β 0 . In this paper, to enhance the model flexibility, we model g (µ) as a PLSIM: 
Estimation Method
. . , n, be independent copies of (Y, X, Z). We assume X is sup-
can be well approximated by a spline function. Let S n be the space of polynomial splines on [a, b] of order r ≥ 1. We introduce a knot sequence with J interior knots
where J ≡ J n increases when sample size n increases, and the precise order is given in Condition (C5) in the Appendix. Then S n consists of functions s satisfying (i) s is a polynomial of degree r − 1 on each of the subintervals
We seek a function η ∈ S n along with a value of α and a value of β that maximize the following quasi-likelihood function
Let N n = J n + r, and let b j,r (u), j = 1, . . . , N n , be the B-spline basis functions of order r. For any η ∈ S n , one can write η (u) = γ T B (u), where B (u) = {b j,r (u)} is the spline coefficient vector.
imsart-bj ver. 2010/08/03 file: GPLSIM_R1_submitted.tex date: February 10, 2016
T , then the maximization problem in (3.1) is equivalent to find a value of θ to maximize
and we denote the maximizer as
Asymptotic Properties of the Estimators
In this section we derive the asymptotic properties of the estimators for the parametric and nonparametric components.
Estimation of the Nonparametric Component
For any measurable functions ϕ 1 , ϕ 2 on [a, b], define the empirical inner product and the corresponding norm as ϕ 1 , ϕ 2 n = n
If ϕ 1 and ϕ 2 are L 2 -integrable, define the theoretical inner product and the corre-
Let h = (b − a)/ (J n + 1) be the distance between neighboring knots. The following theorem shows the convergence rate of the proposed estimator η.
Estimation of the Parametric Components
The next theorem shows that the maximum quasi-likelihood estimator is root-n consistent and asymptotically normal though the convergence rate of the nonparametric component η is slower than root-n. For simplicity of notation, let
Recall for model identifiability, we assume α = 1 and the first element of α is positive. Following [35] , we re-parameterize α using the "delete-one-component" to handle
Note that τ is unconstrained and one dimension lower than α. The Jacobian matrix of α (τ ) of
Another typical "delete-one-component" re-parameterization is α(τ ) =
with the Jacobian matrix
Finally let
be the Jacobian matrix of (α
Theorem 2. Under Conditions (C1)-(C8) in Appendix A.1, the constrained quasilikelihood estimators α and β with α = 1 is asymptotically normally distributed, i.e.,
where R(·) is given in (4.3) and
Semiparametric efficient score and information bound
In this section we derive the semiparametric efficient score and the information bound for the semiparametric model (2.1) and (2.2).
Theorem 3. We assume that the joint density of the random vector T = (X T , Z T )
T exists and is completely unknown. Under Conditions (C1)-(C8) in Appendix A.1, the efficient score for estimating α 0 and β 0 is given bẏ
Thus, the information bound for α 0 and β 0 equals D in (4.4).
Computational Algorithm
The above estimation approach can be easily implemented with the existing GLM in any statistics software. To impose the constraints α and α 1 > 0, we consider the re-
be the Hessian (second derivative) matrix of the quasi-likelihood in (3.2) and let
be the corresponding gradient vector.
Denote
; see (4.1) and (4.1) for example. Then the gradient vector
where
and the Hessian matrix
The Fisher scoring update equations become
Initial Values Selection
Unlike [2], we do not require root-n consistent pilot estimators in our procedure. Our algorithm usually converges within a few steps for reasonable initial values. We recommend repeating the algorithm by using a variety of initial values.
To obtain a reasonable initial value of θ
and impose the constraint that its first element positive. Obtain β b and γ b by maximizing
.
, and τ (·) is the inverse map of α(τ ).
Knots Selection
The spline approximation for the function η(·) requires an appropriate selection of the knot sequences. Note that the distribution of α T X is unknown, deciding where to place knots can become problematic. To solve the problem, we first transform the index variable, α T X using a re-scaled centered Beta {(
for u = α T x with x ≤ χ. [29] has shown that the probability density function of the transformed index variable is bounded below and above uniformly for all α. After the above transformation, one can simply adopt the equally-spaced knots when applying spline smoothing.
Next we choose the number of knots, J ≡ J n , by minimizing the following generalized cross-validation (GCV) criterion 6) where D(Y, µ; J) is the deviance of Y corresponding to fitting with J knots, and
is the influence (hat) matrix with ξ = (ξ 1 , . . . , ξ n ) T , and W is a diagonal matrix such that W ii = ρ 2i . Based on the study in [35] and [28] , 2 to 12 knots seem to be a good range to evaluate the above GCV, and the number of interior knots J n selected is the one with minimum GCV value.
We also investigate another user friendly knots selection method where the number of interior knots follows
where r is the order of B-spline basis function and C ∈ [0.3, 1] is a tuning constant whose default value is 0.6 in our simulation.
Our simulation shows that the estimation results using (5.7) are similar to those using the GCV method. In the supplementary material, additional simulation works demonstrate that the estimation outcomes are not very sensitive to the constant C in the range from [0.3, 1].
Numerical Examples
In this section we illustrate our method by evaluating its performance on the simulated data and in two real data analysis.
Simulation
We first conducted some simulation studies to study the finite sample behavior of the proposed estimators for GPLSIM using a design similar to [2] . We examined the performance with two popular link functions: identity link and logit link.
Case I: Identity link function. Following [2] , we generate the data according to the We apply our proposed method to estimate the GPLSIM with two knots selection mechanisms: formula (5.7) and GCV (methods GPLSIM1 and GPLSIM2, respectively).
We compare the performances of the proposed method with the penalized spline method in [35] (method GPLSIM3), and the generalized linear model (method GLM). For a fair comparison, in GLM we set g {µ (x, z)} = cα T x + β T z with the constraints α = 1 and
, the values of the tuning parameter are selected by the GCV as suggested in [35] .
To assess the estimation accuracy, we summarize the results using the estimated bias (Bias), standard errors (SD) and mean squared error (MSE) for both cases. Tables 1   and 2 report the estimation results for cases I and II with four different methods. For the logit case, as the penalized spline method in [35] is only developed for the identity link, so we are not able to obtain the GPLSIM3 in this case. Both tables correspondingly indicate the consistency of α and β as the bias, SD and MSE decrease as the sample size increasing. Three algorithms for GPLSIM have comparable performance. The knots selection with formula Cn 1/(2r) log(n) by using C ∈ [0.3, 1] is close to the knots selection using the GCV in the range of 2 to 10. The simulation results of GPLSIM1 presented in Tables 1 and 2 Table 2 . GPLSIM results of simulation study: Case II (logit link function). 
Example: Framingham Data
In this example, we consider the Framingham dataset studied by [2] to illustrate an application of our proposed method. Cardiovascular disease (CVD) is the leading cause of death and serious illness in the United States. The objective of the Framingham Heart Study aims at identifying the common factors that contribute to CVD by following its development over a long period of time in a large group of participants who had not yet developed overt symptoms of CVD or suffered a heart attack or stroke. For the purpose of illustration, we use Exam 3 as the baseline [2] . The dataset includes 1,615 men age 31-65, with the outcome indicating the occurrence of coronary heart disease (CHD).
Let the response Y be the incidence of CHD. Predictors used in this example are patient's age, systolic blood pressure (SBP), serum cholesterol level, and smoking status.
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Each variable is scaled to lie between 0 and 1. Following [2] , we fit the data with GPLSIM by using the continuous variables as the single index components, including X 1 = age, X 2 = trblood (transformed systolic blood pressure), and X 3 = logchol (log of serum cholesterol). The dummy variable, "smoker" (smoking status), enters the model as the linear component naturally. We consider the following GPLSIM for the mean response
specified as logit{P (disease = 1|age, trblood, logchol, smoker)} = η 0 (α 01 (age) + α 02 (trblood) + α 03 (logchol)) + β 0 (smoker).
We apply our proposed polynomial spline GPLSIM method to the data and compare it with the local polynomial quasi-likelihood GPLSIM method in [2] . As suggested in [2] , to avoid problems with sparse data near the boundaries, we use only those data with a single-index value in range [.4, 1.2] for estimation. The resulted data set is slightly different from that in [2] , where 45 of the 1,615 observations are excluded.
For our method, we fit the model using cubic splines and 3 interior knots selected according to the GCV criterion in (5.6). We also compare the GPLSIM with the GLM and the generalized additive model (GAM). In GLM, η 0 is assumed to be a constant multiple of identity function, with the constant determined by the constraints α = 1 and α 1 > 0 to make the estimationα comparable to estimates from a single-index model. In GAM, the smoking status enters as a linear term and X 1 , X 2 , X 3 enter as nonparametric additive terms. Table 3 presents the estimation results of each coefficients and their standard errors.
The results for the GPLSIM-local polynomial method are adapted from [2] . From Table   3 , we observe that the polynomial spline estimates for GPLSIM are fairly similar to the local polynomial GPLSIM estimates. To evaluate the model fits, we also provide the generalized cross validation deviance (GCV) for each method in Table 3 . In terms of GCV, both the GPLSIM and GAM over-perform GLM. 
Example: Munich Dust Study Data
In this example, we use the Munich Dust data analyzed in [2] for another illustration of our method. It is important to assess the health hazard of specific harmful substances in occupational medicine. In this data analysis, we consider a specific problem of modeling risk of bronchitis in a dust burdened mechanical engineering plant in Munich [2] .
The regressor variable X 1 (trdust) is the logarithm of 1.0 plus the average dust concentration in the working area over the period of time in question; X 2 (duration) is the duration of exposure; and Z (smoker) is the smoking status. There are 1, 246 observations: 23% of the workers reported chronic bronchitis and 74% are smokers. The data were analyzed by [17] as an example of segmented GLM with additive measurement error and were further explored by [2] . Following [2] , we conduct our analysis using the Curve estimates of the logit P (heart disease) for the smokers (upper curve) and nonsmokers (lower curve) against the estimated single-index described in the text. Right: Upper (lower) curve correspond to the estimates of P (heart disease) for smokers (nonsmokers) against the estimated single-index described in the text.
following GPLSIM logit{P (bronchitis = 1|trdust, duration, smoker)} = η(α 01 (trdust) + α 02 (duration)) + β 0 (smoker), with cubic splines and 4 interior knots selected according to the GCV criterion in (5.6). Table 4 presents the model fitting results of GPLSIM, GLM and GAM. In GAM, the smoking status enters as a linear term and X 1 , X 2 enter as nonparametric additive terms. The results for the local polynomial quasi-likelihood method are adapted from [2] . We conclude from Table 4 that the GPLSIM and GAM fit the data better than the GLM in terms of GCV. In addition, we observe that the polynomial spline GPLSIM fit is virtually similar to the local linear GPLSIM fit in [2] . Figure 3 shows the logit and probability of bronchitis for smokers and nonsmokers, and [2] gives analogous results. Two important curvatures in these data are depicted in Figure 3 , which can not be well fitted by GLM. [17] suggested that the second curvature around single index value 0.6 may reflect a threshold effect a threshold concentration, under which there is no risk due to the substance.
Conclusions and Discussions
In this paper, we have proposed an effective estimation method for the GPLSIM based on a combination of the polynomial spline smoothing and quasi-likelihood. The contributions we made to the existing literature can be summarized in three ways: (i) the procedures are computationally efficient through and stable through "delete-one-component" re- the simulation study and empirical data analysis show that the proposed methods work well for finite samples.
Recently, extensive literatures have developed new semiparametric estimation methods for longitudinal regression models. For example, [18] considers the PLSIM with longitudinal data and proposes the bias-corrected quadratic inference function method.
[4] studies the same model and proposes a combination of the local linear smoothing and generalized estimation equations under a general framework which includes both the sparse and dense longitudinal data cases. These methods take into account the within-subject correlation information and thus generally improves the asymptotic estimation efficiency.
Our methods can be extended to longitudinal data settings through marginal models or mixed-effects models. More work, however, is needed to understand the properties of the estimators in such new settings. Some associated theoretical properties with respect to model selection and estimation as well as inference need to be carefully investigated. We will leave this issue for future research.
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For easy asymptotic analysis, we adopt the normalized B-spline space S 0 n introduced in [34] with the following normalized basis
A.1. Assumptions
The following are some conditions to obtain Theorems 1 and 2. Let v be a positive integer,
, exists and satisfies the Lipschitz condition of order α,
(C1) The function η 0 ∈ H(p). (C4) For any τ , there exist positive constants c τ and C τ such that
(C5) The number of knots n 1/2(p+1)
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(C8) There exists a positive constant C 0 , such that E ε 2 U τ ,0 ≤ C 0 , almost surely.
The smoothness condition in (C1) describes a requirement on the best rate of convergence that the single-index function η 0 (·) can be approximated by functions in S 
A.2. Best spline approximation estimator
According to the result of [5] (on 149 page), for any function g ∈ H(p) and n ≥ 1, there exists a function g ∈ S n , such that g − g ∞ ≤ Ch p , where C is some fixed positive constant. For η 0 satisfying Condition (C1), we can find γ = γ j Nn j=1
and a
In the following, denote m 0 (t) = η (α
where R(·) is given in (4.3),
The proof of Lemma A.1 is given in the Supplementary Material.
A.3. Proof of Theorem 1
According to Lemma S.5 in the Supplementary Material,
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According to Lemma S.3 in the Supplementary Material, one has sup
. Then
A.4. Proof of Theorem 2
We use the notation
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Using the following expansion
and Conditions (C3), (C4) and (C7), we have
by Condition (C8). Note that the expectation of the square of the k-th column of II * is
Therefore,
For the third term, we have 
and similarly
Similar to (A.4),
For term VI, we have
wherem i is between m 0i and m i . Note that
By Lemma S.7 in the Supplementary Material, one has By Lemma A4 in [13] , Π(l|Ṗ 
