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UN PROCESSUS PONCTUEL ASSOCIE´ AUX MAXIMA
LOCAUX DU MOUVEMENT BROWNIEN
Christophe LEURIDAN
Re´sume´
Soit B = (Bt)t∈R un mouvement brownien syme´trique, c’est-a`-dire un processus
tel que (Bt)t∈R+ et (B−t)t∈R+ sont deux mouvements browniens inde´pendants issus
de 0. Pour a ≥ b > 0 fixe´s, nous de´crivons la loi de l’ensemble
Ma,b = {t ∈ R : Bt = max
s∈[t−a,t+b]
Bs}.
Nous relions cet ensemble au ferme´ re´ge´ne´ratif
Ra = {t ∈ R+ : Bt = max
s∈[(t−a)+,t]
Bs},
et nous donnons la mesure de Le´vy d’un subordinateur dont l’image ferme´e est Ra.
Classification mathe´matique : 60J65, 60G55.
Mots-cle´s : mouvement brownien, maximum local, processus ponctuel, renouvellement,
ferme´ re´ge´ne´ratif, subordinateur.
1 Introduction
On conside`re un mouvement brownien syme´trique B = (Bt)t∈R : autrement dit,
(Bt)t∈R+ et (B−t)t∈R+ sont deux mouvements browniens inde´pendants issus de 0. Le
but de cet article est d’e´tudier l’ensembleM des instants ou` (Bt)t∈R atteint un maximum
local. On ve´rifie facilement que presque suˆrement, M est de´nombrable et dense dans
R : il suffit par exemple de montrer qu’il y a un unique instant re´alisant le maximum
sur tout intervalle d’extre´mite´s rationnelles.
Le fait qu’un instant donne´ soit un maximum local ne de´pend que des accroissements
du mouvement brownien au voisinage de cet instant. L’inde´pendance des accroissements
du mouvement brownien sugge`re donc que l’ensembleM est sans me´moire, mais encore
faut-il donner un sens a` cette affirmation. Une fac¸on serait de construire un processus
de Poisson ponctuel qui prenne des valeurs pre´cise´ment aux instants ou` B atteint un
maximum local.
Dans [12], Tsirelson montre que cela est possible, puisqu’on peut construire une
suite (Tn)n≥1 de variables ale´atoires inde´pendantes, de loi uniforme sur [0, 1] telle que
l’ensemble des valeurs {Tn;n ∈N} soit exactement l’ensemble des instants de [0, 1] ou` le
mouvement brownien re´alise un minimum local. En fait, cette proprie´te´ est partage´e par
de nombreux ensembles ale´atoires de´nombrables denses. Par ailleurs, la loi uniforme sur
[0, 1] peut eˆtre remplace´e par n’importe quelle loi a` densite´ partout strictement positive
sur [0, 1].
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Mais la construction de Tsirelson est faite dans un espace probabilise´ plus gros que
celui sur lequel est de´fini le mouvement brownien : le produit de l’espace de Wiener par
[0, 1]∞. On peut donc se demander si ce type de construction est possible sans apport
d’ale´a exte´rieur.
Une ide´e consiste a` associer a` tout instant t le plus grand intervalle It contenant
t sur lequel B reste infe´rieur ou e´gal a` Bt. Autrement dit, It = [t − Ut, t + Vt], ou`
Ut = inf{s > 0 : Bt−s > Bt} et Vt = inf{s > 0 : Bt+s > Bt}. L’instant t est un
maximum local si et seulement si min(Ut, Vt) > 0. Dans ce cas, nous dirons que Ut et Vt
sont les porte´es a` gauche et a` droite du maximum local a` l’instant t.
Mais on ve´rifie facilement que les intervalles Is et It associe´s a` deux instants s < t
sont disjoints si le mouvement brownien de´passe max(Bs, Bt) pendant l’intervalle [s, t]
et emboˆıte´s dans le cas contraire. Ce fait est une obstruction au fait que (min(Ut, Vt))t∈R
soit un processus de Poisson ponctuel puisqu’il posse`de une me´moire.
Dans la suite, nous allons de´crire la loi de l’ensembleMa,b = {t ∈ R : Ut ≥ a;Vt ≥ b}
pour a > 0 et b > 0 fixe´s. Cet ensemble est forme´ d’instants isole´s, se´pare´s d’au moins
min(a, b). Nous montrons que les dure´es entre les instants successifs de Ma,b forment
des variables ale´atoires inde´pendantes et de meˆme loi, et nous de´crirons cette loi.
Une me´thode pour montrer l’inde´pendance et l’e´quidistribution des dure´es consiste a`
relier Ma,b au ferme´ re´ge´ne´ratif Ra = {t ∈ R+ : Bt = maxs∈[(t−a)+,t]Bs}. Inversement,
nous utilisons des renseignements obtenus directement surMa,b pour de´crire la mesure
de Le´vy d’un subordinateur dont l’image ferme´e est le ferme´ re´ge´ne´ratif Ra.
Signalons que dans [10], J. Neveu et J. Pitman ont obtenu des re´sultats similaires
sur les extrema de profondeur supe´rieure ou e´gale a` h fixe´, appele´s ≪ h-extrema ≫ par
les auteurs. Avec nos notations, si t est un instant de maximum local, sa profondeur est
la plus petite des quantite´s
Bt − min
s∈[t−Ut,t]
Bs et Bt − min
s∈[t,t+Vt]
Bs.
Pour un minimum local, la de´finition est syme´trique.
2 Calculs direct de certaines lois associe´es aux maxima
locaux.
Pour tous re´els s < t, notons ρ(s, t) le plus petit instant de [s, t] re´alisant le maximum
de B sur [s, t] et introduisons les de´nivellations a` gauche et a` droite correspondantes :
Gs,t = Bρ(s,t) −Bs et Ds,t = Bρ(s,t) −Bt
Ces variables ale´atoires sont mesurables pour la tribu Fs,t engendre´e par les accroisse-
ments du mouvement brownien entre s et t. Leur utilisation est rendue commode du
fait que les tribus Fs,t associe´es a` des intervalles d’inte´rieurs deux a` deux disjoints sont
inde´pendantes.
L’inde´pendance permet de montrer facilement le re´sultat classique ci-dessous, qui
constitue le lemme 13.15 de [6].
Lemme 1 (Comparaison des maxima locaux) Preque suˆrement, les valeurs des
maxima locaux de B sont toutes diffe´rentes.
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Comme presque suˆrement, le maximum de B sur un segment fixe´ non re´duit a` un
point n’est pas atteint aux extre´mite´s, il est donc re´alise´ en un unique point inte´rieur.
Le re´sultat ci-dessous constitue la brique e´le´mentaire des calculs ulte´rieurs.
Proposition 2 Soient s < t deux re´els. Le triplet (ρ(s, t), Gs,t,Ds,t) a meˆme loi que
(s cos2Θ+ t sin2Θ,
√
2X
√
t− s sinΘ,
√
2Y
√
t− s cosΘ)
ou` Θ, X et Y sont des variables ale´atoires inde´pendantes, Θ de loi uniforme sur [0, π/2],
X et Y de loi exponentielle de parame`tre 1.
De´monstration. Pour de´montrer ce re´sultat, on peut se limiter au cas ou` s = 0 par
stationnarite´ des accroissements. Mais en notant St = max{Bs ; s ∈ [0, t]}, on a G0,t = St
et D0,t = St−Bt. La densite´ du triplet (ρ(0, t), St, Bt) est connue (voir [7] ou le lemme 4
de [8] ou la ge´ne´ralisation dans [3]) : en tout (r, a, b) tel que 0 < r < t et a > max(0, b),
elle vaut
a(a− b)
πr3/2(t− r)3/2 exp
(−a2
2r
)
exp
(−(a− b)2
2(t− r)
)
.
Cela montre que ρ(0, t) suit la loi arcsinus sur l’intervalle [0, t] et que conditionnellement
a` ρt = r, les variables ale´atoires
S2t
2r et
(St−Bt)2
2(t−r) sont inde´pendantes de loi exponentielle
de parame`tre 1. 
Corollaire 3 Soient s < t deux re´els. Quels que soient α, β ≥ 0,
E
[
exp
(
− αG
2
s,t + βD
2
s,t
2
)]
=
1
α+ β + αβ
( α√
1 + α
+
β√
1 + β
)
.
De´monstration. Utilisons l’identite´ en loi de la proposition. En conditionnant par rap-
port a` Θ, et en effectuant le changement de variable t = tan θ, on obtient
E
[
exp
(
− αG
2
0,1 + βD
2
0,1
2
)]
= E
[
exp(−αX sin2Θ) exp(−βY cos2Θ)]
= E
[ 1
1 + α sin2Θ
× 1
1 + β cos2Θ
]
=
2
π
∫ π/2
0
dθ
(1 + α sin2 θ)(1 + β cos2 θ)
=
2
π
∫ ∞
0
dt
(1 + t2)(1 + αt
2
1+t2
)(1 + β
1+t2
)
=
2
π
∫ ∞
0
(1 + t2)dt(
1 + (1 + α)t2
)(
(1 + β) + t2
)
On remarque ensuite que
α
1 + (1 + α)t2
+
β
(1 + β) + t2
=
(α+ β + αβ)(1 + t2)(
1 + (1 + α)t2
)(
1 + β + t2
) ,
pour en de´duire la formule ci-dessus. 
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3 Application a` l’e´tude de Ma,b pour a ≥ b > 0 : fonctions
de corre´lation
Soient a ≥ b > 0. Nous allons de´crire la mesure de comptage Na,b associe´e a` Ma,b :
pour tout bore´lien A de R, Na,b(A) = Card(Ma,b ∩ A). Commenc¸ons par quelques
remarques simples.
Remarque 4 (Proprie´te´s simples de Na,b)
1. Deux points de Ma,b ne peuvent pas eˆtre a` une distance infe´rieure a` b. Par
conse´quent, si le diame`tre de A est infe´rieur a` b, Na,b(A) vaut 0 ou 1, suivant
que le maximum de B sur A ait ou non des porte´es supe´rieures ou e´gales a` a et b.
2. Comme la loi de Ma,b est invariante par translation, la mesure A 7→ E[Na,b(A)]
est un multiple de la mesure de Lebesgue.
3. La variable ale´atoire Na,b(A) ne de´pend que des accroissements du mouvement
brownien sur l’ensemble A+[−a, b]. A cause de l’inde´pendance des accroissements
du mouvement brownien, les variables ale´atoires comptant les points de Ma,b dans
des parties distantes d’au moins a+ b sont inde´pendantes.
Nous allons de´montrer le re´sultat suivant
The´ore`me 5 Le processus ponctuel Ma,b posse`de des fonctions de corre´lation : pour
tout entier n ≥ 1,
E[Na,b(dt1) · · ·Na,b(dtn)] = fn(t1, . . . , tn) dt1 · · · dtn,
ou` fn : R
n → R est la fonction syme´trique de n variables re´elles de´finie par
fn(t1, . . . , tn) =
1
π
√
ab
n−1∏
k=1
ha,b(tk+1 − tk).
pour (t1, . . . , tn) tel que t1 ≤ . . . ≤ tn, avec
ha,b(r) =
∣∣∣∣∣∣∣∣∣∣
0 si r ≤ b
1
πr
√
r−b
b si b ≤ r ≤ a
1
πr
(√
r−b
b +
√
r−a
a
)
si a ≤ r ≤ a+ b
1
π
√
ab
si r ≥ a+ b
De´monstration. Soit t ∈ R. Pour tout ǫ ∈]0, b[, l’intervalle [t, t+ ǫ] contient au plus un
point de Ma,b et
ρ(t− a, t+ b+ ǫ) ∈ [t, t+ ǫ] =⇒ Na,b([t, t+ ǫ]) = 1 =⇒ ρ(t− a+ ǫ, t+ b) ∈ [t, t+ ǫ].
Ces implications fournissent un encadrement de Na,b([t, t + ǫ]), mais comme cet enca-
drement est lourd a` manipuler, nous e´crirons de fac¸on heuristique
Na,b(dt) = 1⇐⇒ ρ(t− a, t+ b) ∈ dt,
d’ou`
E[Na,b(dt)] =
dt
π
√
ab
,
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ce qui donne la fonction de corre´lation pour n = 1.
Inte´ressons-nous a` pre´sent au cas ou` n ≥ 2. Soient t1 < . . . < tn.
Si tk+1 − tk < b pour un certain k ∈ [1 . . . n − 1], alors Na,b(dtk)Na,b(dtk+1) = 0 et
ha,b(tk+1 − tk) = 0, et le re´sultat est e´vident.
Si tk+1 − tk > a+ b pour un certain k ∈ [1 . . . n− 1], alors Na,b(dt1) · · ·Na,b(dtk) est
inde´pendante de Na,b(dtk+1) · · ·Na,b(dtn) d’ou`
E[Na,b(dt1) · · ·Na,b(dtn)] = E[Na,b(dt1) · · ·Na,b(dtk)]E[Na,b(dtk+1) · · ·Na,b(dtn)].
Mais on a aussi
fn(t1, . . . , tn) = fk(t1, . . . , tk)fn−k(tk+1, . . . , tn)
graˆce au fait que ha,b(tk+1 − tk) est e´gal a` l’intensite´ 1π√ab du processus ponctuel.
Ce raisonnement montre qu’on peut donc se limiter au cas ou` b ≤ tk+1 − tk ≤ a+ b
pour tout k ∈ [1 . . . n − 1]. Pour alle´ger l’e´criture, nous nous limitons a` deux instants
s < t tels que la diffe´rence r = t− s, le cas ge´ne´ral ne diffe`rant que par la lourdeur des
expressions.
Si b ≤ t− s ≤ a, alors s− a ≤ t− a ≤ s ≤ s+ b ≤ t ≤ t+ b. Donc
E[Na,b(ds)Na,b(dt)] = P [ρ(s − a, s+ b) ∈ ds ; ρ(t− a, t+ b) ∈ dt]
= P [ρ(s − a, s+ b) ∈ ds ; Ds−a,s+b < Gs+b,t+b ;
ρ(s+ b, t+ b) ∈ dt]
Conditionnellement a` (ρ(s − a, s + b), ρ(s + b, t + b)) = (s, t) les variables ale´atoires
Y = D2s−a,s+b/2b et X = G
2
s+b,t+b/2(r− b) sont inde´pendantes et de loi exponentielle de
parame`tre 1 et la probabilite´ pour que (r − b)X > bY vaut donc (r − b)/r. Donc
E[Na,b(ds)Na,b(dt)] =
ds
π
√
ab
dt
π
√
(r − b)b
r − b
r
=
ds
π
√
ab
1
πr
√
r − b
b
dt.
Si a ≤ t − s ≤ a+ b, alors s − a ≤ s ≤ t− a ≤ s + b ≤ t ≤ t + b. En conditionnant
par rapport a` Ft−a,s+b, on trouve
E[Na,b(ds)Na,b(dt)] = P [ρ(s− a, s+ b) ∈ ds ; ρ(t− a, t+ b) ∈ dt]
= P [ρ(s− a, t− a) ∈ ds ; Ds−a,t−a > Gt−a,s+b ;
Dt−a,s+b < Gs+b,t+b ; ρ(s+ b, t+ b) ∈ dt]
=
ds
π
√
a(r − a) ×
dt
π
√
b(r − b)
E
[
exp
(
− G
2
t−a,s+b
2(r − a) −
D2t−a,s+b
2(r − b)
)]
.
Mais par changement d’e´chelle,
E
[
exp
(
− G
2
t−a,s+b
2(r − a) −
D2t−a,s+b
2(r − b)
)]
= E
[
exp
(
− αG
2
0,1 + βD
2
0,1
2
)]
avec
α =
a+ b− r
r − a , β =
a+ b− r
r − b .
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Comme
1 + α =
b
r − a, 1 + β =
a
r − b ,
α+ β + αβ = (1 + α)(1 + β)− 1 = ab− (r − a)(r − b)
(r − a)(r − b) =
r(a+ b− r)
(r − a)(r − b) ,
on a donc d’apre`s le corollaire
E
[
exp
(
− αG
2
0,1 + βD
2
0,1
2
)]
=
(r − a)(r − b)
r(a+ b− r)
( a+ b− r√
b(r − a) +
a+ b− r√
a(r − b)
)
=
√
(r − a)(r − b)
r
√
ab
(
√
a(r − b) +
√
b(r − a)),
d’ou` le re´sultat. 
Remarque 6 (Etude du maximum de la fonction ha,b)
Si a ≤ 4b, la fonction ha,b est majore´e par sa limite en +∞. Autrement dit, la
probabilite´ pour qu’il y ait un point de Ma,b au voisinage d’un instant t sachant que
s ∈Ma,b est maximum pour |t− s| ≥ a+ b : les points de Ma,b ≪ se repoussent ≫.
En revanche, si a > 4b, la fonction ha,b posse`de un maximum global strict en 2b :
la probabilite´ pour qu’il y ait un point de Ma,b au voisinage d’un instant t sachant que
s ∈Ma,b est maximum pour |t− s| = 2b.
De´monstration. On ve´rifie facilement que la fonction r 7→ √a(r − b) +√b(r − a) est
concave sur [a,+∞[, que sa valeur en a+b est a+b et que sa de´rive´e en a+b vaut 1. Par
conse´quent, pour tout r ∈ [a,+∞[,√a(r − b)+√b(r − a) ≤ r, d’ou` ha,b(r) ≤ 1/(π√ab).
Par ailleurs, on ve´rifie facilement que la fonction r 7→ r−1√(r − b) est strictement
croissante sur [b, 2b], strictement de´croissante sur [2b,+∞[, si bien que le maximum
de π
√
bha,b sur [b, a] est majore´ par 1/2
√
b, avec e´galite´ lorsque a ≥ 2b. Pour que ce
maximum exce`de 1/
√
a, il faut et il suffit que a > 4b. 
On peut se demander si le processus ponctuel Ma,b est de´terminantal, comme par
exemple l’ensemble des ze´ros d’une se´rie entie`re a` coefficients inde´pendants de loi N (0, 1)
e´tudie´ dans [11]. La re´ponse est ne´gative.
Remarque 7 Le processus ponctuelMa,b n’est pas de´terminantal : on ne peut pas trou-
ver d’application syme´trique K de R2 dans R tel que les fonctions de corre´lation soient
donne´es par fn(t1, . . . , tn) = det
(
K(ti, tj)
)
1≤i,j≤n.
De´monstration. En effet, si une telle application K existait, elle devrait ve´rifier pour
tout t ∈ R
K(t, t) = f1(t) = c avec c =
1
π
√
ab
et pour tout s, t ∈ R
c2 −K(s, t)2 = f2(s, t)
Mais fn(t1, . . . , tn) > 0 si et seulement si t1, . . . , tn sont a` distance > b les uns des autres.
On aurait donc K(0, b) = ξc, K(b, 2b) = ηc, K(0, 2b) = ζc avec |ξ| = |η| = 1 et |ζ| < 1,
d’ou`
f3(0, b, 2b) = c
3
∣∣∣∣∣∣
1 ξ ζ
ξ 1 η
ζ η 1
∣∣∣∣∣∣ = −c
3(1− 2ξηζ + ζ2) < 0,
ce qui est absurde. 
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4 Inde´pendance et loi des dure´es entre les points de Ma,b
La forme des fonctions de corre´lation, et plus pre´cise´ment le fait que la fonction de
corre´lation a` n points se factorise en fn(t1, . . . , tn) = c h(t2 − t1) · · · h(tn − tn−1) pour
t1 < . . . < tn permet de montrer que les dure´es successives entre les instants de Ma,b
sont inde´pendantes et de meˆme loi. Ces instants forment un processus de renouvellement
stationnaire, comme le processus des h-extrema introduit par J. Neveu et J. Pitman
dans [10]. Mais la loi des dure´es entre les instants successifs deMa,b est plus complique´e
que la loi des dure´es entre les h-extrema successifs, qui a pour transforme´e de Laplace
θ 7→ 1/ch(h√2θ).
The´ore`me 8 (Loi de Ma,b)
Notons . . . < T−1 < T0 < T1 < T2 < . . . les instants successifs deMa,b avec T0 ≤ 0 < T1.
Alors
– Les dure´es . . . , T−1 − T−2, T0 − T−1, T2 − T1, T3 − T2, . . . sont inde´pendantes, de
meˆme loi et forment une suite inde´pendante du couple (T0, T1).
– La dure´e T2 − T1 posse`de une densite´ donne´e par
ga,b(r) =
∞∑
n=1
(−1)n−1h∗na,b(r)
ou` ha,b est la fonction donne´e dans le the´ore`me 5.
– La variable (T0, T1) posse`de une densite´ donne´e par
fa,b(t0, t1) =
It0<0<t1
π
√
ab
ga,b(t1 − t0).
De´monstration. Dans toute la de´monstration, nous omettrons les indices a, b et nous
poserons c = 1/(π
√
ab). La de´monstration comprend deux e´tapes.
1. Commenc¸ons par obtenir la loi d’un n-uplet (T1, . . . , Tn). Le passage des fonctions
de corre´lation a` la loi de (T1, . . . , Tn) se fait par des arguments classiques figurant par
exemple dans [4] au chapitre 5, section 4 ≪ moment measures and product densities ≫,
notament l’exemple 5.4(b). Voyons ci-dessous une de´monstration directe, inspire´e d’ide´es
qui m’ont e´te´ sugge´re´es par J. Brossard.
Pour n ∈ N∗, notons Dn = {(t1, . . . , tn) ∈ Rn : t1 < . . . < tn}. A l’aide du the´ore`me
des classes monotones, on ve´rifie que pour tout bore´lien C ⊂ Dn,
E[Card((Ma,b)n ∩ C)] =
∫
C
fn(t1, . . . , tn) dt1 · · · dtn.
Calculons la loi de (T1, T2) ; un calcul semblable fournit la loi de (T1, . . . , Tn), la seule
diffe´rence e´tant la longueur des formules.
Soient I1 = [a1, b1] et I2 = [a2, b2] des intervalles de longueur < b dont les bornes
ve´rifient 0 < a1 < b1 < a2 < b2. Notons J1 =]0, a1[ et J2 =]b1, a2[. Comme I1 et I2
contiennent au plus un point de Ma,b, on a
I[T1∈I1 ;T2∈I2] = I[N(J1)=0 ; N(I1)=1 ; N(J2)=0 ; N(I2)=1].
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En utilisant le fait que 00 = 1, 0m = 0 pour m ≥ 1, et la formule du binoˆme, on obtient :
I[T1∈I1 ;T2∈I2] = (1− 1)N(J1)N(I1)(1− 1)N(J2)N(I2)
=
∑
k,l∈N
(−1)k+l
(
N(J1)
k
)
N(I1)
(
N(J2)
l
)
N(I2)
=
∑
k,l∈N
(−1)k+lCard((Ma,b)k+l+2 ∩ Ck,l),
avec Ck,l = Dk+l+2 ∩ Jk1 × I1 × J l2 × I2. En passant aux espe´rances, on obtient donc
P [T1 ∈ I1 ;T2 ∈ I2] =
∑
k,l∈N
(−1)k+lek,l
avec
ek,l = E[Card((Ma,b)k+l+2 ∩ Ck,l]
=
∫
Ck,l
fk+l+2(u1, . . . , uk, t1, v1, . . . , vl, t2) du1 · · · duk dt1 dv1 · · · dvl dt2
=
∫
I1×I2
( ∫
0<u1<...<uk<a1
c h(u2 − u1) · · · h(uk − uk−1)h(t1 − uk) du1 · · · duk
)
( ∫
b1<v1<...<vl<a2
h(v1 − t1)h(v2 − v1) · · · h(vl − vl−1)h(t2 − vl) dv1 · · · dvl
)
dt1dt2.
Comme le support de h est contenu dans [b,+∞[ et comme les intervalles I1 et I2 sont
de longueur < b, on ne change pas les inte´grales ci-dessus en remplac¸ant les domaines
d’inte´gration donne´s par les ine´galite´s
0 < u1 < . . . < uk < a1 et b1 < v1 < . . . < vl < a2
par les domaines le´ge`rement plus gros de´finis par
0 < u1 < . . . < uk < t1 et t1 < v1 < . . . < vl < t2.
Les inte´grales obtenues s’interpre`tent comme des produits de convolution et on trouve
ek,l =
∫
I1×I2
(c IR+ ∗ h∗k)(t1) h∗(l+1)(t2 − t1) dt1 dt2.
Ainsi,
P [T1 ∈ I1 ;T2 ∈ I2] =
∫
I1×I2
(∑
k∈N
(−1)k c IR+∗h∗k(t1)
)(∑
l∈N
(−1)l h∗(l+1)(t2−t1)
)
dt1 dt2,
ce qui montre que les variables ale´atoires T1 et T2 − T1 sont inde´pendantes, que T2 − T1
admet comme densite´
g =
∑
l∈N
(−1)l h∗(l+1) =
∑
k∈N∗
(−1)k−1 h∗k
et que T1 admet comme densite´
f =
∑
k∈N
(−1)k c IR+ ∗ h∗k = c (IR+ − IR+ ∗ g).
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Remarquons que les interversions des sommes avec les espe´rances ou avec les inte´grales
ne posent pas de proble`me : toutes les sommes se rame`nent a` des sommes finies du fait
que N(J) ≤ Ent(L/b) + 1 si J est un intervalle de longueur L et graˆce au fait que h est
a` support dans [b,+∞[.
2. De´terminons maintenant la loi du 2n-uplet (T−n+1, . . . , T0, T1, . . . , Tn).
Soient I−n+1, . . . , I0, I1, . . . , In des intervalles de R, non encheve´tre´s, range´s dans
cet ordre tels que 0 majore I0 et minore I1. Notons m la borne infe´rieure de I−n+1 et
supposons que I−n+1 est de longueur < b. Dans ce cas, I−n+1 contient au plus un point
de Ma,b, si bien que l’e´ve´nement
[∀k ∈ [−n+ 1 . . . n], Tk ∈ Ik].
signifie que T−n+1, . . . , Tn sont les instants successifs deMa,b apre`s m. Par stationnarite´
de Ma,b, cet e´ve´nement a pour probabilite´
P [∀k ∈ [1 . . . 2n], Tk ∈ Jk] =
∫
J1×···×J2n
f(s1)g(s2 − s1) · · · g(s2n − s2n−1)ds1 · · · ds2n
avec Jk = Ik−n −m pour tout k ∈ [1 . . . 2n]. Mais J1 ⊂ [0, b], d’ou` f(s1) = c pour tout
s1 ∈ J1. En effectuant le changement de variables sk = tk−n −m, on obtient donc
P [∀k ∈ [−n+ 1 . . . n], Tk ∈ Ik] =
∫
I−n+1×···×In
c
∏
|k|≤n−1
g(tk+1 − tk)dt−n+1 · · · dtn.
Comme g est nulle sur R−, on en de´duit que (T−n+1, . . . , Tn) admet pour densite´
(t−n+1, . . . , tn) 7→ It0<0<t1
π
√
ab
∏
|k|≤n−1
g(tk+1 − tk),
d’ou` le re´sultat. 
Remarque. L’invariance de la loi de Ma,b par translation permet de de´duire facile-
ment la densite´ de (T0, T1) de celle de T1. En effet, pour t0 < 0 < t1,
P [T0 ≤ t0;T1 > t1] = P [Ma,b∩]t0, t1] = ∅] = P [Ma,b∩]0, t1 − t0] = ∅] = P [T1 > t1 − t0].
Dans la suite, nous allons de´montrer autrement l’inde´pendance des dure´es entre les
points successifs de Ma,b. Pour cela, nous allons nous inte´resser a` l’ensemble Ma,0 =
{t ∈ R : Ut ≥ a} des instants qui sont des records depuis une dure´e au moins e´gale a`
a. L’e´tude de cet ensemble qu’on pourrait qualifier de ≪ ferme´ stationnaire re´ge´ne´ratif
≫ se rame`ne a` celle du ferme´ re´ge´ne´ratif Ra = {t ∈ R+ : Ut ≥ min(t, a)}.
5 Le ferme´ re´ge´ne´ratif Ra
Dans cette partie, nous notons Aat = max{Bs ; s ∈ [(t− a)+, t]} pour tout t ∈ R+, si
bien que Ra = {t ∈ R+ : Aat = Bt}. Pour ne pas alourdir les notations, nous omettrons
souvent l’indice a lorsqu’il n’y a pas d’ambigu¨ıte´.
Proposition 9 Le ferme´ Ra est re´ge´ne´ratif dans la filtration naturelle de (Bt)t∈R+ ,
note´e (FBt )t∈R+ .
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De´monstration. Comme Ra est l’ensemble des ze´ros de (At − Bt)t∈R+ , on en de´duit
que Ra est pre´visible (donc progressif) dans la filtration naturelle de B.
Soient r > 0 et Dr = inf(Ra∩]r,+∞[). Notons B′t = BDr+t−BDr , A′t = max{B′s ; s ∈
[(t− a)+, t]} pour tout t ∈ R+ et R′a = {t ∈ R+ : A′t = B′t}. Alors pour tout r ≥ 0,
Dr + t ∈ Ra ⇐⇒ BDr+t = max{Bs ; s ∈ [(Dr + t− a)+,Dr + t]}
Mais le maximum deB sur l’intervalle [(Dr+t−a)+,Dr+t] est aussi le maximum deB sur
l’intervalle [Dr+(t−a)+,Dr+t]. En effet, si t ≤ a, alors (Dr−a)+ ≤ (Dr+t−a)+ ≤ Dr
donc BDr = max{Bs ; s ∈ [(Dr + t− a)+,Dr]} ; si t ≥ a, il n’y a rien a` prouver. Donc
Dr + t ∈ Ra ⇐⇒ B′t = max{B′s ; s ∈ [(t− a)+,+t]}
ce qui montre que (Ra −Dr)+ = R′a est inde´pendant de FBDr et de meˆme loi que Ra. 
Proposition 10 (Proprie´te´s du processus (Aat )t∈R+)
1. Le processus (Aat )t∈R+ est continu et a` variation localement borne´e.
2. La de´composition (Aat )t∈R+ en somme d’un processus croissant et d’un processus
de´croissant s’e´crit
Aat =
∫ t
0
I[Aas=Bs]dA
a
s +
∫ t
0
I[Aas=Bs−a]dA
a
s .
3. Le processus La =
∫ ·
0 I[Aas=Bs]dA
a
s est le temps local syme´trique en 0 de la semi-
martingale (Aat −Bt)t∈R+ .
De´monstration. La de´monstration comporte plusieurs e´tapes.
La continuite´ du processus (At)t∈R+ est e´vidente.
L’ensemble des instants t tels que At > Bt est un ouvert de R+ et le processus
(At)t∈R+ est de´croissant sur chaque composante connexe de cet ouvert. En effet, si
At0 > Bt0 , alors par continuite´ de B, At = max{Bs ; s ∈ [(t− a)+, t0]} au voisinage de
t0. De meˆme, l’ensemble des instants t tels que At > B(t−a)+ est un ouvert de R+ et le
processus (At)t∈R+ est croissant sur chaque composante connexe de cet ouvert.
De´finissons une suite croissante de temps d’arreˆt (Tn)n∈N par T0 = 0 et
T2n+1 = inf{t > T2n : At = B(t−a)+}.
T2n+2 = inf{t ≥ T2n+1 : At = Bt}.
D’apre`s les remarques pre´ce´dentes, le processus A est croissant sur chaque intervalle
[T2n, T2n+1], et de´croissant sur chaque intervalle [T2n+1, T2n+2]. Par ailleurs, presque
suˆrement sur l’e´ve´nement [T2n <∞], pour tout t ∈]T2n, T2n + a]
At ≥ max{Bs ; s ∈ [T2n, t]} > BT2n = AT2n ≥ B(t−a)+
ce qui entraˆıne que T2n+1 ≥ T2n + a. Par conse´quent Tn → +∞ quand n→ +∞. Ainsi,
le processus A est monotone par morceaux.
L’intersection des ferme´s {t ∈ R+ : At = Bt} et {t ∈ R+ : At = B(t−a)+} est au plus
de´nombrable : elle est contenue dans l’ensemble des instants Tn et meˆme dans l’ensemble
des instants de la forme T2n, puisque l’e´galite´ AT2n+1 = BT2n+1 entraˆıne T2n+2 = T2n+1.
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Comme le processus (At)t∈R+ est constant sur tout intervalle ou` At est diffe´rent de Bt
et Bt−a, il se de´compose sous la forme
At =
∫ t
0
I[As=Bs]dAs +
∫ t
0
I[As=Bs−a]dAs.
Le temps local syme´trique en 0 de la semi-martingale (At − Bt)t∈R+ est donne´ par
la formule de Tanaka
At −Bt = A0 −B0 +
∫ t
0
sgn(As −Bs)d(As −Bs) + Lt,
avec la convention sgn(0) = 0. Comme pour tout s > 0, P [As = Bs] = 0, l’ensemble
des s ∈ R+ tels que As = Bs est presque suˆrement de mesure nulle. En utilisant la
de´composition du processus (At)t∈R+ de´montre´e plus haut, on obtient
At −Bt =
∫ t
0
I[As=B(s−a)+ ]
dAs −Bt + Lt,
d’ou` par diffe´rence,
Lt =
∫ t
0
I[As=Bs]dAs,
ce qui termine la de´monstration. 
Remarque 11 Presque suˆrement, l’intersection des ferme´s {t ∈ R+ : Aat = Bt} et
{t ∈ R+ : Aat = B(t−a)+} est re´duite a` {0}.
Bien que ce re´sultat ne soit pas utile pour la suite, nous donnons une de´monstration,
qui utilise la fragmentation en intervalles associe´e a` l’excursion brownienne, (voir [2]).
De´monstration. Graˆce a` la proprie´te´ de Markov, il suffit de montrer que presque
suˆrement, T2 n’appartient pas a` {t ∈ R+ : At = B(t−a)+}.
Notons ǫ la premie`re excursion de longueur ≥ a du mouvement brownien re´fle´chi
(St − Bt)t∈R+ , Λ sa longueur et e l’excursion brownienne de longueur 1 obtenue par
changement d’e´chelle a` partir de ǫ. Les variables ale´atoires Λ et e sont inde´pendantes,
et P [Λ > x] =
√
a/x pour tout x ≥ a. En particulier Λ > a presque suˆrement.
L’excursion ǫ de´bute a` l’instant T1 − a et finit apre`s l’instant T2. Plus pre´cise´ment,
regardons la fragmentation en intervalles associe´e a` l’excursion ǫ : pour tout h > 0,
on note Fh la collection des intervalles d’excursions de (St − Bt)t∈R+ au-dessus de h
contenues dans l’excursion ǫ. Alors T2 est la fin du premier intervalle de longueur > a au
moment ou` celui-ci se casse en deux intervalles de longueur ≤ a. Pour que AT2 = BT2−a, il
faudrait que la fragmentation associe´e a` l’excursion e produise un intervalle de longueur
exactement e´gale a` a/Λ.
Mais si l’on choisit U uniforme´ment dans [0, 1] et inde´pendamment de e, on sait
que la longueur de l’intervalle contenant U au cours de la fragmentation e´volue a` un
changement de temps pre`s comme e−ξ, ou` ξ est un subordinateur. Le subordinateur ξ
ne de´pend que de e et de U et est donc inde´pendant de Λ. Comme il est sans de´rive,
P [∃t ∈ R+ : e−ξt = a/Λ] = 0, d’ou` P [BT2 = BT2−a] = 0. 
On sait que tout ferme´ re´ge´ne´ratif parfait est l’image ferme´e d’un subordinateur,
unique a` changement de temps line´aire pre`s : voir le the´ore`me 2.1 de [1], de´montre´ dans
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l’article [9] de B. Maisonneuve. Une fac¸on d’obtenir le subordinateur est de construire
un temps local associe´ au ferme´ re´ge´ne´ratif et de prendre son inverse. Nous allons voir
que le temps local La fait l’affaire, bien que qu’il soit de´fini comme temps local de la
semimartingale Aa −B.
Proposition 12 L’inverse continu a` droite du processus La =
∫ t
0 I[Aas=Bs]dA
a
s , de´fini
par σal = inf{t ≥ 0 : Lat > l} est un subordinateur dont l’image ferme´e est Ra.
De´monstration. L’image ferme´e de σa est e´gale au support de la mesure de Stieltjes
associe´e a` L, qui est inclus dans Ra = {t ∈ R+ : At = Bt}. A l’aide de la proprie´te´ forte
de Markov, on montre que pour tout rationnel r > 0, l’instant Dr = inf(Ra∩]r,+∞[)
est (presque suˆrement) un instant de croissance des processus A et L, donc appartient
a` l’image de σa. Comme Ra est d’inte´rieur vide, tout instant de Ra peut eˆtre approche´
par un instant de la forme Dr, si bien que Ra est contenu dans l’image ferme´e de σa.
Comme Lt ≥ At ≥ Bt pour tout t ∈ R+ et comme presque suˆrement, les trajectoires
browniennes ne sont pas borne´es, le processus croissant L tend vers ∞, si bien que les
temps d’arreˆt σal sont finis presque suˆrement. Fixons l > 0 et notons pour t ≥ 0
B′t = Bσal +t −Bσal ,
A′t = max{B′s ; s ∈ [(t− a)+, t]}
L′t =
∫ t
0
I[A′s=B′s]dA
′
s.
Comme dans la proposition 1, on montre que pour tout t ≥ 0, Aσa
l
+t = Bσa
l
+A′t graˆce
a` l’e´galite´ Aσa
l
= Bσa
l
. On en de´duit que
Lσa
l
+t −Aσa
l
=
∫ t
0
I[Aσa
l
+s=Bσa
l
+s]
dAσa
l
+s =
∫ t
0
I[A′s=B′s]dA
′
s = L
′
t.
Par conse´quent, le processus σal+· − σal est l’inverse continu a` droite de L′. Ce processus
est donc inde´pendant de FBσa
l
et a meˆme loi que σa. 
Nous de´crirons plus loin la mesure de Le´vy du subordinateur σa. Donnons de´ja` un
re´sultat imme´diat.
Proposition 13 Soit νa la mesure de Le´vy du subordinateur σ
a. Pour tout b ∈]0, a],
νa[b,∞[=
√
2
πb
.
De´monstration. On ve´rifie facilement que le processus A co¨ıncide avec le processus S
de´fini par St = max{Bs ; s ∈ [0, t]} jusqu’a` l’instant T1 = inf{t ≥ a : At = Bt−a},
qui correspond au premier palier de longueur ≥ a des deux processus. Leurs inverses
continus a` droite co¨ıncident donc jusqu’au premier saut de taille ≥ a, qui a lieu au meˆme
moment pour les deux. Donc les mesures de Le´vy de ces deux subordinateurs donnent
la meˆme mesure a` l’intervalle [b,+∞[ pour tout b ∈]0, a], puisque le premier saut de
hauteur ≥ b d’un subordinateur de mesure de Le´vy ν se produit au bout d’un temps
exponentiel de parame`tre ν[b,+∞[. 
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6 Lien entre Ra et Ma,b pour a ≥ b > 0
Supposons que a ≥ b > 0. Sur l’e´ve´nement presque suˆr ou` les maxima locaux sont a`
des hauteurs toutes diffe´rentes (voir proposition 1), on ve´rifie facilement l’e´quivalence
suivante, valable pour tout t > a :
t ∈ Ma,b ⇐⇒Ra ∩ [t, t+ b[= {t}.
Par conse´quent la trace deMa,b sur ]a,+∞[ est l’ensemble des de´buts des intervalles de
longueur ≥ b dans l’ouvert Rca ∩ ]a,+∞[.
Ces intervalles correspondent aux sauts de hauteur ≥ b du subordinateur σa apre`s le
franchissement de a. Plus pre´cise´ment, les e´le´ments de Ma,b∩]a,+∞[ sont les instants
T ′n = σa(Rn)− pour n ∈ N∗ ou` (Rn)n∈N est la suite de´finie par R0 = inf{l ≥ 0 : σal > a}
et Rn = inf{l > Rn−1 : ∆σal ≥ b}. Comme le processus des sauts (∆σal )l≥0 est un
processus de Poisson ponctuel, on en de´duit que les dure´es T ′2 − T ′1, T ′3 − T ′2, . . . forment
une suite de variables ale´atoires inde´pendantes et de meˆme loi, inde´pendante de T ′1.
Soit νa la mesure de Le´vy du subordinateur σ
a. On peut exprimer la transforme´e de
Laplace de T ′2 − T ′1 a` l’aide νa en e´crivant
T ′2 − T ′1 = ∆σaR1 + limǫ→0
∑
R1<l<R2
∆σal I[∆σal ≥ǫ].
En effet :
– le saut ∆σaR1 a pour loi νa(·|[b,∞[) ;
– les sauts successifs de hauteur ≥ ǫ effectue´s par σa apre`s l’instant R1 ont pour loi
νa(·|[ǫ,∞[) ;
– toutes ces variables ale´atoires sont inde´pendantes.
Le nombre de sauts de hauteur ≥ ǫ jusqu’au premier saut de hauteur ≥ b suit une loi
ge´ome´trique de parame`tre νa[b,∞[/νa[ǫ,∞[. Donc pour tout θ ≥ 0, exp[−θ(T ′2−T ′1)] est
la limite quand ǫ→ 0 de∫
R∗+
e−θxνa(dx|[b,∞[) ×
∞∑
n=1
νa[b,∞[
νa[ǫ,∞[
( νa[ǫ, b [
νa[ǫ,∞[
)n−1( ∫
R∗+
e−θxνa(dx|[ǫ, b[)
)n−1
=
∫
[b,∞[
e−θxνa(dx)
1
νa[ǫ,∞[
∞∑
n=1
(∫
[ǫ,b[ e
−θxνa(dx)
νa[ǫ,∞[
)n−1
=
∫
[b,∞[ e
−θxνa(dx)
νa[ǫ,∞[−
∫
[ǫ,b[ e
−θxνa(dx)
.
Par stationnarite´ des accroissements de B, la loi de Ma,b est invariante par transla-
tion si bien que la suite (T ′n − a)n≥1 a meˆme loi que la suite (Tn)n≥1 ou` T1 < T2 < . . .
sont les instants successifs de Ma,b ∩R∗+. On peut donc e´noncer le re´sultat suivant.
Proposition 14 Soient a ≥ b > 0. Notons T1 < T2 < . . . les instants successifs de
Ma,b ∩R∗+. Les dure´es T2 − T1, T3 − T2, . . . sont inde´pendantes entre elles et avec T1,
de meˆme loi ; leur transforme´e de Laplace est donne´e par
E[e−θ(T2−T1)] =
∫
[b,∞[ e
−θxνa(dx)∫
R∗+
(1− I[x<b]e−θx)νa(dx)
ou` νa est la mesure de Le´vy du subordinateur σ
a.
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Remarque : une autre preuve du the´ore`me 8.
Nous venons de rede´montrer l’inde´pendance des variables T1, T2 − T1, T3 − T2, . . . et
l’e´quidistribution des dure´es Tn − Tn−1. Une fois ce point e´tabli, on retrouve facilement
la loi µa,b de T1 et la loi νa,b de T2 − T1 a` partir du the´ore`me 5 : pour tout t > s > 0,
ds
π
√
ab
= E[Na,b(ds)] =
∞∑
m=1
P [Tm ∈ ds] =
∞∑
m=1
(µa,b ∗ ν∗(m−1)a,b )(ds)
et
ds
π
√
ab
ha,b(t− s)dt = E[Na,b(ds)Na,b(dt)] =
∞∑
m=1
∞∑
n=1
P [Tm ∈ ds ; Tm+n ∈ dt]
=
∞∑
m=1
∞∑
n=1
(µa,b ∗ ν∗(m−1)a,b )(ds) ν∗na,b(dt− s)
d’ou`
ha,b(r)dr =
∞∑
n=1
ν∗na,b(dr)
On en de´duit les e´galite´s suivantes pour les transforme´es de Laplace
1
π
√
abθ
=
Lµa,b(θ)
1− Lνa,b(θ)
Lha,b(θ) = Lνa,b(θ)
1− Lνa,b(θ)
On retrouve ainsi les lois νa,b et µa,b de´crites dans le the´ore`me 8 par l’interme´diaire de
leur transforme´e de Laplace.
7 Description de la mesure de Le´vy du subordinateur σa
Dans toute cette partie, on e´tudie la fonction Ga de´finie par Ga(r) = νa]r,∞[ pour
r > 0 et Ga(r) = 0 pour r ≤ 0.
7.1 Equations de convolution ve´rifie´es par Ga
En utilisant les e´galite´s ci-dessus et la proposition 14, on obtient lorsque a ≥ b > 0,
Lha,b(θ) = Lνa,b(θ)
1− Lνa,b(θ) =
∫
[b,∞[ e
−θxνa(dx)∫
R∗+
(1− e−θx)νa(dx) .
Comme ∫
R∗+
(1− e−θx) νa(dx) =
∫ ∞
0
θ e−θr Ga(r) dr = θ LGa(θ),
l’e´galite´ pre´ce´dente s’e´crit aussi
Lha,b(θ) LGa(θ) = 1
θ
∫
[b,∞[
e−θx νa(dx),
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soit en termes de convolution :
ha,b ∗Ga = IR+ ∗ (I[b,∞[νa).
Pour tout x ≥ 0, on a donc∫ x
0
ha,b(y) Ga(x− y) dy = Ga(b)−Ga(x ∨ b). (1)
Comme ha,b(y) = 0 pour y ≤ b, cette e´galite´ donne la valeur de Ga(x) pour x ≥ b en
fonction de Ga(b) et des valeurs Ga(z) pour z ∈ [0, x− b]. Comme Ga(x) =
√
2/πx pour
tout x ∈ [0, a], Ga est connue a fortiori sur [0, b], et la relation (1) permet de calculer
par re´currence la valeur de Ga sur les intervalles de la forme [nb, (n + 1)b] avec n ∈ N.
Les formules deviennent vite complique´es meˆme si elles se simplifient un peu dans le cas
ou` b = a.
Un autre cas particulier plus inte´ressant est le cas limite ou` b → 0. En effet, pour
tout b ≤ a, √bGa(b) =
√
2π et pour tout y > 0, π
√
bha,b(r)→ (y ∧ a)−1/2 quand b→ 0.
En multipliant par π
√
b l’e´galite´ 1 et en faisant tendre b vers 0, on obtient donc par
convergence domine´e ∫ x
0
(y ∧ a)−1/2 Ga(x− y) dy =
√
2π (2)
Cette e´galite´ fournit une expression simple de la transforme´e de Laplace de Ga.
7.2 Expressions de la transforme´e de Laplace de Ga et applications
The´ore`me 15 La transforme´e de Laplace de Ga est donne´e par
LGa(θ) =
√
2πaM
(− 1
2
;
1
2
;−θa)−1
ou` M(a, b, ·) = 1F1(a, b, ·) est la fonction hyperge´ome´trique de´finie par :
M(a, b, x) =
+∞∑
n=0
(a)n
(b)n
xn
n!
,
en notant (a)n = a(a+ 1) · · · (a+ n− 1).
De´monstration. L’e´quation 2 ci-dessus entraˆıne ime´diatement l’e´galite´
LGa(θ)×
∫ ∞
0
(r ∧ a)−1/2 e−θrdr =
√
2π
θ
.
Mais ∫ ∞
0
(r ∧ a)−1/2 e−θrdr =
∫ ∞
a
a−1/2 e−θrdr +
∫ a
0
r−1/2 e−θrdr
=
a−1/2
θ
e−θa +
+∞∑
n=0
(−θ)n
n!
an+1/2
n+ 1/2
=
a−1/2
θ
( +∞∑
n=0
(−θa)n
n!
−
+∞∑
n=1
(−θa)n
(n− 1)!(n − 1/2)
)
=
a−1/2
θ
+∞∑
n=0
(−θa)n
n!
(
1 − n
n− 1/2
)
=
a−1/2
θ
M
(− 1
2
;
1
2
;−θa),
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puisque pour tout n ∈ N,
1 − n
n− 1/2 =
−1/2
n− 1/2 =
(−1/2)n
(1/2)n
.
ce qui de´montre le the´ore`me 
La transforme´e de Laplace fournit des indications sur le comportement asymptotique
de la queue de Ga. En effet, par prolongement analytique, on de´duit du the´ore`me 15
l’e´galite´ ∫ ∞
0
eθr Ga(r) dr =
√
2πa M
(− 1
2
;
1
2
; θa
)−1
pour tout re´el θ tel que θa < ρ, ou` ρ est l’unique ze´ro dansR+ de la fonctionM(−12 ; 12 ; ·).
De plus, quand ε→ 0+,
∫ ∞
0
e−εreρr/a Ga(r) dr =
√
2πa M
(− 1
2
;
1
2
; ρ− aε)−1 ∼
√
2πa
λaε
.
avec λ =M(12 ;
3
2 ; ρ). A l’aide du the´ore`me taube´rien de Hardy ou de Karamata (voir [5]
au chapitre XIII), on en de´duit le re´sultat suivant.
Proposition 16 Notons ρ l’unique ze´ro dans R+ de la fonction M(−12 ; 12 ; ·) et λ =
∂
∂x M(−12 ; 12 ; ·)(ρ) =M(12 ; 32 ; ρ). Alors quand x→ +∞,
∫ x
0
eρr/a Ga(r) dr ∼
√
2π
λ
√
a
x.
On peut s’attendre a` ce que la queue Ga soit suffisamment re´gulie`re pour que
eρr/a Ga(r) ait une limite quand r → +∞, ce qui conduit a` la conjecture suivante
sur le comportement asymptotique de la queue de νa.
Conjecture Avec les meˆmes notations que ci-dessus,
Ga(r) ∼
√
2π
λ
√
a
e−ρr/a.
Cette conjecture est conforte´e par la repre´sentation graphique de lnG1 donne´e a` la
fin de l’article.
De meˆme, si a ≥ b > 0 et si T1 < T2 < . . . sont les instants successifs deMa,b ∩R∗+,
on peut conjecturer de meˆme que la variable ale´atoire T2 − T1 a une queue (et une
densite´) a` de´croissance exponentielle, puisque d’apre`s la proposition 14, on a pour tout
θ > 0,
1−E[e−θ(T2−T1)] =
∫
[0,∞[(1− e−θx)νa(dx)∫
R∗+
(1− I[x<b]e−θx)νa(dx)
=
√
2π θLGa(θ)
2b−1/2 +
∫
[0,b](1− e−θx)x−3/2dx
Cette formule s’e´tend par prolongement analytique a` tout θ > −ρ/a, et il existe une
constante C ∈ R∗+ telle que
E[e(
ρ
a
−ε)(T2−T1)] ∼ C/ε quand ǫ→ 0 + .
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7.3 Expression de Ga sous forme de se´rie
La transforme´e de Laplace de Ga peut eˆtre re´e´crite comme suit.
LGa(θ) =
√
2π
θ
(∫ ∞
0
r−1/2 e−θrdr +
∫ ∞
a
(a−1/2 − r−1/2) e−θrdr
)−1
=
√
2π
θ
(√π
θ
+
1
2θ
∫ ∞
a
r−3/2e−θrdr
)−1
=
√
2
θ
(
1 +
1
2
√
πθ
∫ ∞
a
r−3/2e−θrdr
)−1
.
Pour tout θ suffisamment grand, on a donc
LGa(θ) =
√
2
θ
+∞∑
n=0
(−1)n
( 1
2
√
πθ
∫ ∞
a
r−3/2e−θrdr
)n
.
Remarquons que l’application
θ 7→
( 1
2
√
πθ
∫ ∞
a
r−3/2e−θrdr
)n
est la transforme´e de Laplace du produit de convolution de r 7→ (2π)−1I[r>0]r−1/2 avec
r 7→ I[r>a]r−3/2. Mais pour r > a,
∫ r
a
dy
(r − y)1/2y3/2 =
∫ r
a
√
y
r − y
dy
y2
=
∫ ∞
a/(r−a)
√
z
dz
rz2
=
2
r
√
r − a
a
,
graˆce au changement de variable z = y/(r−y) d’ou` 1/z = r/y−1. On de´duit des calculs
pre´ce´dents une expression de Ga.
The´ore`me 17 Notons u et h∞,a les applications de´finies par
u(r) = I[r>0]
√
2
πr
et h∞,a(r) =
I[r>a]
πr
√
r − a
a
.
Alors
Ga =
+∞∑
n=0
(−1)n(u ∗ h∗n∞,a)
Remarque. Dans cet e´nonce´, la notation h∞,a a e´te´ choisie par analogie avec les
notations du the´ore`me 5. Cependant nous n’avons pas d’explication a` l’e´galite´ formelle
Ga = u − u ∗ g∞,a, dans laquelle la convolution par u s’apparente a` une inte´gration
fractionnaire.
Calcul de Ga. Pour tout n ∈N, u∗h∗n∞,a est a` support dans [na,+∞[. Pour calculer
Ga sur un intervalle [0, Na] avec N ∈ N, il suffit donc de faire varier n de 0 a` N − 1
dans la se´rie qui intervient dans le the´ore`me 17. Par exemple, pour tout r ∈ [0, 2a],
Ga(r) = u(r)− u ∗ h∞,a(r).
Or pour tout r ∈ [a,+∞[,
u ∗ h∞,a(r) =
√
2
πa
1
π
∫ r
a
√
x− a
r − x
dx
x
.
17
Le changement de variable
t =
√
x− a
r − x , soit x =
rt2 + a
t2 + 1
,
dx
x
=
( 2rt
rt2 + a
− 2t
t2 + 1
)
dt =
( 1
t2 + 1
− a
rt2 + a
)2dt
t
,
montre que pour tout r ∈ [a,+∞[,
u ∗ h∞,a(r) =
√
2
πa
2
π
∫ ∞
0
( 1
t2 + 1
− a
rt2 + a
)
dt =
√
2
πa
(
1−
√
a
r
)
=
√
2
πa
−
√
2
πr
.
Pour tout r ∈ [a, 2a], on a ainsi
Ga(r) = u(r)− (u ∗ h∞,a)(r) = 2
√
2
πr
−
√
2
πa
.
7.4 Repre´sentations graphiques de G1 et lnG1
La figure ci-dessous montre le graphe de G1, calcule´ a` l’aide de Scilab. Je remercie
J.M. Decauwert pour son aide pre´cieuse en la matie`re. Notons que Ga se de´duit de G1
par changement d’e´chelle. Plus pre´cise´ment, la relation Ga(r) = G1(r/a)/
√
a de´coule de
l’e´galite´ LGa(θ) =
√
aLG1(aθ) par injectivite´ de la transformation de Laplace.
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Figure 1. — Repre´sentation graphique de G1.
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La conjecture sur la croissance exponentielle de Ga faite plus haut peut se re´e´crire
sous la forme lnG1(r)+ρr → ln(
√
2π/λ) quand r → +∞. Il est donc inte´ressant de des-
siner le graphe de lnG1. La figure ci-dessous sugge`re en effet que la courbe repre´sentant
lnG1 posse`de une asymptote de pente voisine de -0,9. Le graphe a e´te´ limite´ a` l’intervalle
[0, 5] en raison de proble`mes d’instabilite´ nume´rique qui apparaissent au-dela`.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
−4.0
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Figure 1. — Repre´sentation graphique de lnG1
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