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ABSTRACT 
Objective: To develop a novel automated motion compensation algorithm for producing 
cumulative maximum intensity (CMI) images from Sub-Harmonic Imaging (SHI) of 
breast lesions. To compare CMI image processing techniques in SHI mode for better 
visualization of lesions and the associated vascularity. 
Methods and Materials: In CMI technique, a composite image depicting vascular 
architecture and blood flow is constructed through maximum intensity projection of 
image data over consecutive images. SHI data (transmitting/receiving at 4.4/2.2 MHz) 
was obtained from 16 breast lesions using a modified Logiq 9 scanner (GE Healthcare, 
Milwaukee, WI). Manual method involved aligning the individual frames based on 
visually matching the common regions in each frame. The automated technique proposed 
uses a block matching algorithm on the above acquired frames. The user selects a 
rectangular region of interest – kernel, in the first frame. The algorithm then employs sum 
of absolute difference (SAD) technique to scan all the remaining frames in order to 
identify motion induced shifting of this kernel. For each frame the displacement of the 
kernel is stored and the image is then added to the cumulative image after compensating 
for this displacement. The reliability of the displacement calculated in each frame is 
estimated on the basis of a test statistic: the reliability parameter (RP) defined as the ratio 
of minimum SAD to average of all SAD values. Different threshold levels were used to 
eliminate image frames with very low parameter values i.e. noisy frames from subsequent 
processing.  
xi 
 
SHI data from 16 lesions was processed manually and by the automated technique, using 
3 different threshold values for the RP to reduce motion artifacts. In every case an image 
of peak contrast flow was chosen as control. Six blinded and independent readers scored 
all the randomized images for vessel continuity, detail resolution, presence of artifacts, 
overall image quality and SNR on a 7 point scale (poor-excellent). Following the initial 
study, readers also ranked all images within each case on a scale from 1-5 (best-worst). 
Scores were compared using double, repeated measures ANOVA.  
Results: The processing techniques were significantly different with regards to vessel 
continuity, detail resolution and image quality (p<0.001). The single (control) frame was 
scored significantly worse compared to the manual and automated CMI techniques. For 
all parameters assessed significant differences were observed between users (p<0.001). 
One of the users differed markedly from the rest, but repeating the analysis without this 
user yielded similar results. The rank obtained by each of the techniques (control: 
3.85±1.40; manual CMI: 3.45±1.31; automatic CMI 2.70±1.46 to 2.97±1.35; averaged 
over all users with lower scores being better) was also significantly different (p<0.025). 
Conclusion:  CMI processing techniques visualize vascularity and produce better image 
quality then the best single SHI frame. Moreover, automated techniques save processing 
time, eliminate user bias and are more reproducible than the manual method. The CMI 
images obtained seem to be a valuable tool to assess breast lesions vascularity. The 
robust reconstructed image can yield hidden data which may not be evident on viewing 
the video file. However more patient studies are required to validate the use of this novel 
technique in breast lesions diagnosis. The usefulness of this algorithm can be further 
extended to other imaging modalities. 
xii 
 
Relevance: CMI processing of SHI data improve the depiction of breast tumor 
vascularity and may in the future assist in the characterization of breast lesions.   
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CHAPTER 1: INTRODUCTION 
 
 
 
Ultrasound (US) refers to sound waves of frequencies exceeding the range of human 
hearing and their propagation in a medium [1]. Historically, the first major attempt to use 
US was in search of the sunken titanic in the North Atlantic Ocean in 1912 [2].  World 
War II marked a revolutionary phase for the medical use of US, derived from underwater 
SOund Navigation And Ranging (SONAR) research. Initial clinical applications 
monitored changes in propagation of pulses through the brain to detect pathologies based 
on displacement of the midline.  US technology advanced rapidly through the 1960‟s 
from simple “A-mode” scans to “B-mode” applications and compound “B-scan” images 
using analog electronics [1]. Advances in electronics, image acquisition and data 
processing techniques are changing the scope of US and its applications in diagnostic 
radiology and other areas of medicine [1].  
 
1.1 Electromagnetic spectrum and physics of US 
The electromagnetic spectrum spans from 1 Hz (Long Audio Waves) to 10
24
 Hz (Gamma 
Rays).  The different regions of electromagnetic spectrum have varied applications in 
different fields [1, 2]. These regions in the electromagnetic spectrum differ from one 
another in the amount of energy stored in the photons. Photons are discrete energy 
packets that constitute the electromagnetic radiation [1, 2].US represents frequency range 
above 20 kHz. Medical US utilizes frequencies in the range of 2-10 MHz, with 
specialized applications up to 50 MHz [1]. The frequency of US could be determined 
using equation 1.1 [1]  
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   ----- (1.1) 
where, 
c: speed of sound of US in medium (m/sec) 
λ: wavelength (m) 
f  : frequency (cycles/sec) 
The US frequency is unaffected by changes in sound speed when the acoustic beam 
travels through different media. Thus the US wavelength is dependent on the medium. A 
change in speed at an interface between two media causes a change in wavelength [1]. 
US interactions are determined by the properties of the propagation medium. As US 
propagates through the medium, it interacts with the medium causing reflection, 
refraction, scattering and absorption [1]. US is produced and detected by a transducer. 
The transducer consists of piezoelectric elements that convert electrical energy to 
mechanical energy producing ultrasonic waves and mechanical energy to electrical 
energy for detecting them [2]. Attenuation of the US beam occurs due to energy loss 
when US waves interact with soft tissues (in medical applications) i.e. the medium of 
propagation. Attenuation is a function of frequency and can be represented by equation 
1.2 [3]. 
----- (1.2) 
where, 
Atten.(f) :  the attenuation  at frequency f 
n      ~ 1 for most soft tissues 
 ao      : attenuation coefficient at 1 MHz 
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An US beam can be thought of as funnel shaped as shown in Figure 1.1. The initial 
straight column area is called the Fresnel zone and the divergent area is called the 
Fraunhofer zone.  
 
 
 
Figure 1.1: Fresnel and Fraunhofer zones for the ultrasound beam 
 
 
The length of Fresnel Zone is given by the equation 1.3 [3]. 
    ----- (1.3) 
where, 
D: diameter of the transducer  
λ: US wavelength 
 
Thus by decreasing the wavelength or increasing the frequency, the length of Fresnel 
zone can be increased. The lateral and axial resolution for an US beam increase with an 
increase in frequency [3]. However an increase in frequency causes a reduction in depth 
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of penetration. Thus there is a trade-off between depth of penetration and the resolution 
achieved for US [2]. In medical application, US interactions occur with cells, tissues, 
fluids, bones and organs. The differences in acoustic properties of these structures affect 
the received reflected signal and consequently the processed US data. US has both 
diagnostic and therapeutic medical applications. This thesis deals with one of the 
diagnostic applications of US and thus diagnostic US will be the primary focus in the 
subsequent write-up.  
 
1.2 Real time US imaging and transducers 
Real time imaging systems require sufficiently high frame rate to allow visualization of 
movements. Frame rate is limited by speed of ultrasound in tissue. Thus, in order to view 
deeper structures a slow frame rate is required [2]. Line density is a term that indicates 
the number of lines per field of view. The resolution of an US image increases with the 
line density. However increasing line density i.e. number of lines per frame, would 
reduce the frames per second. Thus there is a tradeoff between resolution of an US image 
and the frame rate [2].  
1.2.1 Transducer Principle 
A simple transducer would be a piece of piezoelectric crystal with electrodes.  In a 
piezoelectric crystal, the positive and negative electrical charges separated by a small 
distance - dipoles, are symmetrically distributed, so that the crystal is electrically neutral. 
These dipoles tend to be aligned in regions called Weiss domains. Weiss domains are 
generally randomly oriented [4]. Poling is a process of applying strong electric field 
across the material, usually at elevated temperatures. Poling causes alignment of these 
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domains. Such an application of an electrical field creates mechanical deformation in the 
crystal producing US [4].  
1.2.2 Types of Transducers 
Real time US images could be produced using two types of transducer configurations: 
1.2.2.1 Mechanical Scanners 
Early ultrasound imaging systems employed single-element transducers [4]. These 
transducers were mechanically scanned in an angular or linear direction or both.  Also 
some ultrasound imaging systems used group of single elements transducers. The 
transducers within the group were mechanically moved to form real time images.  The 
advantages of mechanical scanners are as follows [2]: 
 Rugged transducer design with less electronics 
 Less complex design relative to electronic arrays (explained in next section) 
A major disadvantage of mechanical scanners is that the scan format is relatively fixed 
for a transducer. Thus for different kind of scan format a change of transducers is 
required [2]. 
1.2.2.2 Electronic Arrays 
In electronic array configuration, the transducer elements do not move. The elements are 
activated electronically to produce the US beam [2]. The arrays are series of stacked 
crystal and matching layers. These layers are bonded together on a backing pedestal. The 
double layers are cut into rows and then covered by a cylindrical lens for focusing [4]. 
The types of electronic arrays are as explained: 
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Linear Arrays: Linear arrays may have up to 300–400 elements, but at a given time 
instant, only a few elements termed as active elements are functioning. The active 
elements form the active aperture. The active group slides along the length of the array, 
picking up and dropping an element each time [4]. The overall image format is 
rectangular in shape. 
Phased Arrays: The main difference between linear and phased arrays is steering. The 
phased arrays have an active aperture that is always centered in the middle of the array, 
but the aperture may vary in the number of elements excited at any given time [4]. The 
phased arrays have small contact surface area with the body. Phased arrays can image a 
large region within the body. 
Convex Linear Arrays: Convex linear arrays combine the advantage of a larger angular 
image extent with ease of linear array focusing without the need for electronic steering. 
Convex arrays could be regarded as linear arrays on a curved surface. Convex arrays 
have similar line sequencing to linear arrays. However the physical curvature of the 
arrays directs the image line into a different angular direction [4]. 
Initially, the array systems functioned at only one frequency due to the narrow fractional 
bandwidth available. Improvement in the transducer design wider bandwidth allowed for 
operation at a higher imaging frequency simultaneously with a lower frequency 
narrowband mode [4]. This dual frequency operation was made possible by two different 
transmit frequencies combined with appropriate receive filtering - all operating within the 
transducer bandwidth [4]. The next generation of transducers made possible imaging at 
more than one frequency, as well as operation of the Doppler-like modes (modes - 
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explained in the next section). Currently transducers are being developed that can 
function at multiple center frequencies. This type of bandwidth permits replacement of 2 
or 3 transducers by a single transducer. Wide bandwidths are also essential for harmonic 
imaging (explained in section 2.6.2). The use of PVDF material for US probes has 
provided evidence that the acoustic wave propagating through tissue undergoes nonlinear 
distortion [5]. 
The advantages of array transducers are as follows [4]: 
 Arrays offer more flexibility as compared to with mechanical scanners. 
 Arrays offer control of the delay and weighting of each element of an array. Thus 
the resultant US beam can be focused electronically at different depths. 
 Lateral resolution could be changed through adjustment of the length of active 
elements 
 Electronically scanned arrays do not have moving parts compared to scanned 
solid apertures which require maintenance.  
 
1.3 Scanning modes and medical applications of diagnostic US 
US can be used in different scanning modes for different applications. These are listed as 
follows: 
A-Mode: In A-mode, the US processed data is displayed as amplitude of the received 
signal versus time. It has been used to reveal possible mass effect of brain tumors. This 
method uses equation 1.4 to determine the depth of the echo producing interface [1]. 
Currently, such information is used in ophthalmology applications for precise distance 
measurements of the eye. 
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 ----- (1.4) 
where, 
c: speed of sound of US in medium (m/sec) 
d: depth of echo producing structure (m) 
t: time interval between transmitting the US pulse and receiving the echo signal (sec) 
 
B-Mode: B-mode refers to electronic conversion of A-mode information to display the 
processed data in the form of brightness modulated dots. Brightness of these dots is 
proportional to echo signal of the amplitude. This mode is used in M-mode and 2D 
grayscale imaging [2]. 
 
M-Mode: This mode utilizes information from the B-mode to display the echoes received 
from moving organs like heart valve leaflets. This technique can only display anatomy 
along a single line through the patient.  Due to this limitation and advances in 2D 
echocardiography, Doppler and color flow imaging, M-mode is rarely used [1]. 
 
Doppler US: The technique utilizes the principle of shift of frequency in an US wave 
caused by a moving reflector. Continuous and pulsed Doppler US are used to measure 
blood velocity. Quadrature detection technique is used to determine the direction of the 
flow of blood towards or away from transducer and power Doppler improves sensitivity 
to motion [1].  
 
9 
 
Color Flow Imaging: Color flow imaging is a technique that encodes color information 
on 2D visual display based on velocities and direction of flowing blood in the vasculature 
[1]. 
 
Contrast Enhanced Ultrasound (CEUS): US contrast agents (CA) for vascular and 
perfusion imaging are becoming popular from the clinical perspective [1]. CA used for 
such application are encapsulated microbubbles of 3-6 μm diameter. There are large 
differences in the response of microbubbles and tissues on exposure to US [1]. These 
differences help enhance visualization of region of interest through the use of non linear 
imaging techniques like harmonic imaging (HI) and subharmonic imaging (SHI). These 
techniques are explained in Section 2.7.  
 
US has found many applications ranging from acoustic microscopy, pulse echo clinical 
imaging, in vivo characterization and quantitative tissue analysis, Doppler blood flow 
analysis and imaging [6].US is also used for real-time imaging within the abdomen, 
ultrasonically guided percutaneous aspiration of non-palpable abdominal masses, and 
cross sectional imaging of cerebral ventricles in infants [7]. US is also used for non-
invasive breast diagnosis in patients who have clinical or mammographic abnormalities 
[8]. 
 
Chapter 2 reviews incidence of breast cancer and techniques used for breast cancer 
diagnosis. It also provides a background about breast US imaging and CEUS. Chapter 3 
explains the need for image processing in the SHI mode, the current manual technique for 
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processing and the motivation to develop an algorithm for processing of SHI to produce 
cumulative maximum intensity images. Chapter 4 explains the algorithm that was 
developed to process SHI data and shows images produced by the algorithm. Chapter 5 
provides a statistical analysis to compare the current technique and the algorithm. The 
results and discussion arising from the analysis is also included in chapter 5. Chapter 6 
concludes the thesis with a note on developments that could be implemented in the 
algorithm. Appendices include the patient scan information, algorithm developed, certain 
parameter values obtained from the code, output images, results of statistical analysis and 
list of acronyms. 
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CHAPTER 2: LITERATURE REVIEW 
 
 
 
2.1 Incidence of Breast Cancer in United States 
The excerpts from the Center for Disease Control and Prevention (CDC) report on breast 
cancer (released in April 2007) are as follows: 
 Breast cancer is the most common form of cancer in women, apart from non- 
 melanoma skin cancer.  
 Breast cancer is the number one cause of cancer death in Hispanic women.  
 Breast cancer is the second most common cause of cancer death in Caucasian,  
 African-American, Asian and Pacific Islander women.  
 Breast cancer is the fifth leading cause of death in women over the age of 40 years  
 and women‟s risk of suffering from breast cancer increases by age. 
According to the CDC, on an average, each year, about 185,000 women in the United 
States are diagnosed with breast cancer and about 44,000 die from it [9]. In 2004 (the 
most recent statistical data on breast cancer published by CDC) 186,772 women and 
1,815 men were diagnosed with breast cancer whereas 40,954 women and 362 men died 
due to the same [9]. 
 
2.2 Breast Cancer 
The breasts arise embryologically from the ventral streaks. Early in embryogenesis, cords 
of epithelium grow from the remaining portion of the mammary ridge into the underlying 
dermis. During the second and third trimesters these cords grow deeper into underlying 
subcutaneous fat, until at birth, there is a network of branching ducts [10]. Estrogen 
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production stimulates ductal growth. Estrogen and progesterone stimulate lobular 
development. Thus lobules develop at adolescence. Each adult breast has 15 to 20 lobes, 
which have many smaller sections called lobules. The anatomy of breast varies greatly 
not only from patient to patient but also with time and complex hormone influences 
during the lifetime of individuals. Lobules end in dozens of tiny bulbs that can produce 
milk. The lobes, lobules and bulbs are linked by ducts [9, 10]. The two common kinds of 
breast cancer are ductal and lobular, and either one could be invasive in nature and spread 
to different parts of the body. Ductal breast cancer originates from ducts -the cells that 
line the milk ducts in the breast, also called the lining of the breast ducts. Lobular breast 
cancer originates in the lobes, or lobules, of the breast [9]. 
 
2.3 Angiogenesis and Breast Cancer 
Angiogenesis, the process of new blood vessel formation, plays a central role in both 
local tumor growth and distant metastasis in breast cancer [11]. Tumors larger than a 
critical size stimulate neovascularity in order to continue growing. After a malignant 
neoplasm achieves a certain size, simple diffusion becomes inadequate for feeding tumor 
cells with oxygen and nutrients and for carrying away waste products. At that point, the 
tumor must generate its own new blood vessels or cease growing. To enable further 
growth, all malignant cells develop the capacity to elaborate and release angiogenesis 
factors. These factors stimulate the formation of new vessel (tumor neovascularity) to 
supply nutrients and to remove wastes from the tumor [10]. Transfection of tumor cells 
with angiogenic stimulatory peptides has been shown to increase tumor growth, 
invasiveness, and metastasis [12]. Thus angiogenic vascular morphology has proven to be 
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an independent predictor of malignant breast disease [14-15]. Guinebretiere et al have 
shown that lesions with the highest vascular density are associated with a greater risk of 
breast cancer [16].  Breast cancers are typically invasive and life threatening. Thus the 
detection and differentiation of benign and malignant tumors is important [17]. The two 
types of breast examinations include screening tests performed periodically and 
diagnostic tests performed to characterize the type of breast lesion detected. 
 
2.4 Role of US in Breast Cancer diagnosis 
Mammography has remained the key choice for both screening and diagnosing breast 
cancer [8, 18]. Tabar and Dean, have shown that a significant change in the outcome of 
breast cancer patients could be achieved with early mammographic screening [18]. 
However, 65-90% of all breast biopsy samples obtained after a suspicious mammogram 
are found to be benign [8, 19].  Breast - Magnetic Resonance Imaging has played an 
increasing role in the management of selected breast cancer patients. However, this 
technique is plagued by low-to-moderate specificity, high costs, and user variability due 
to differences in sequence selection and interpretation [20].  Thus a technique that could 
differentiate between cysts (benign) and solid lesions (malignant) may reduce the need 
for undergoing breast biopsy.  US has the potential for improving characterization of 
breast lesions - benign and malignant [21-23]. Stavros et al conducted a study to classify 
750 sonographically solid breast nodules as benign, indeterminate or malignant. The 
study showed that US can be used to accurately classify some solid lesions as benign, 
allowing imaging follow-up as compared to biopsy [22]. Taylor et al conducted a study 
with 761 breast masses to determine if complementary US imaging and Doppler could 
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decrease the number of biopsies for benign masses. The results from this study too 
indicated that US in combination with mammography could substantially reduce the 
number of breast biopsies for benign disease [23]. In a study conducted by Zonderland et 
al. with 338 breast cancer cases, statistically significant increase (p<0.001) was noted in 
sensitivity and specificity after using US as an adjunct to mammography [19], as against 
mammography alone. Doppler US proved to be helpful in imaging malignant 
neovascularity [24, 25]. Burns et al reported that the difference in Doppler signals, in 
terms of the maximum systolic frequencies from suspect and contralateral sites, between 
malignant and benign lesions could be used in managing patients with radiologically 
dense breasts [24]. Color Doppler that displays flow signals simultaneously over a 
scanning plane could also be used in assessment of tumor vascularity [26, 27]. Raza et al 
conducted  gray scale and power Doppler studies with 86 solid breast masses. The study 
indicated that distribution and morphology of blood vessels in solid breast masses with 
power Doppler US may be important sonographic criteria alongwith other criteria to 
predict the likelihood of malignancy [28]. Further, both continuous and pulsed wave 
Doppler, both depict high velocity flow in tumor feeding vessels [17].  
Use of Doppler imaging in identifying problems such as capillary perfusion important in 
diagnosing breast disease is limited [29]. This is because US lacks sensitivity for 
depicting flow in small tumor neovessels [30]. Benign disease tends to retain central and 
/or central peripheral vascularity. Malignant disease also shows peripheral vascularity 
along with mixed vascularity [31]. Thus there is an overlap between flow measurements 
in benign and malignant tumors [30, 32]. Structurally the breast has three main 
sonographically identifiable zones: subcutaneous/pre-mammary, mammary and 
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retromammary zone. Almost all mammary ducts and terminal ductolobular units 
(TDLU), sites of most breast pathologies, lie within the mammary zone. Mammary zone 
has various amounts of fibrous tissue [10]. Doppler US of breast suffers from strong 
echoes from tissues [33]. 
Overall, Doppler US flow imaging has produced mixed results to characterize breast 
lesions [34].To extend the utility of US imaging for visualizing neovascularity, contrast 
agent have been useful [35].  
 
2.5 US contrast agents (USCA) and their interaction with US beam 
USCA are encapsulated microbubbles with diameter less than 10 μm since larger bubbles 
are removed by lungs [33]. Enhancement of US signal requires an impedance mismatch 
which is provided by the gas filled microbubbles [36]. First-generation USCA used air as 
the core gas. These air bubbles were surrounded by a fatty acid, lipid, or protein shell. 
The shell surrounding the air bubble increases the stability of the microbubbles both in 
the vial and in the body [29, 35]. One of the problems with the first-generation 
microbubbles was the short duration of efficacy after intravenous injection. These first-
generation agents used air as the active component. Due to unsaturated proportion of 
dissolved gases (primarily oxygen, nitrogen, and carbon dioxide) in blood, the air 
contained within these CA readily diffused out of the microbubbles [29, 37]. With this 
loss of air, the first-generation CA lost the ability to produce US contrast soon after 
administration in the patient [29]. Thus, the advancement made in USCA was the 
inclusion of gases that had decreased solubility and diffusivity [29]. Lower diffusion rate 
increases the lifetime of microbubbles in blood [38].  This has caused the durations of 
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contrast and Doppler enhancement increase from several seconds to several minutes [39]. 
USCA could be administered intravenously or in a cavity, to enhance US signals. When 
administered intravenously, they can pass through the capillary bed since their diameter 
is much below that of red blood vessels [40], allowing visualization of tumor neovessels. 
 
US wave consists of alternating high and low pressures. Thus when an US wave 
encounters a microbubble, it alternately compresses the microbubble in the positive 
pressure phase and expands it in the negative pressure phase [35]. However the extent to 
which the bubbles are compressed during the positive pressure phase does not correspond 
to the extent of expansion in the negative pressure phase. This results in asymmetrical 
non linear bubble oscillation. It is this asymmetry which produces harmonics that could 
be utilized to enhance the signals from the bubbles [35]. Figure 2.1 summarizes the 
behavior of the microbubbles when subjected to US beam. 
 
Figure 2.1: Schematic to show interaction of a microbubble with ultrasound beam 
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Figure 2.1 shows a schematic for the time and frequency domain responses that could be 
obtained after an interaction between a microbubble and the ultrasound beam. Acoustic 
power level used during routine examinations destroys the contrast microbubbles [41, 
42]. This causes the gas to diffuse into the blood stream thus terminating the contrast 
effect [35]. The blood flow in the normal capillary bed is 1mm/sec and a typical capillary 
is 1mm long [43]. Therefore once the contrast within a capillary is destroyed it will take 
about a second before the contrast in the capillary is replenished. Given the branching 
structure of the microvasculature, it can actually take several seconds to replenish the 
whole scan plane. Slow administration rates (infusion at 1 ml/min) are useful to increase 
the saturation stability of the enhancement as well as limit the blooming artifact 
(blooming artifact is explained in section 3.1.2) [35, 40]. 
 
2.6 Contrast Enhanced Ultrasound (CEUS) mode 
US CA increase the received signal intensity as explained in the previous section. Thus 
these CAs improve the Doppler analysis from all modalities and enhance the gray scale 
echostructure on specific imaging sequences as explained below [40]. 
 
2.6.1 Conventional Modalities: Doppler and B-Mode Imaging 
All Doppler modalities including color, power and spectral Doppler imaging are very 
sensitive to the presence of microbubbles. Doppler examinations using CA have not only 
improved visualization of deep and small vessels with low or slow flow, but also 
enhanced detection of flow within abnormal vessels due to the enhancement of the 
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backscattered signal by the microbubbles [40]. But in these conventional modalities the 
microbubbles are analogous to conventional tissue scatterers. The complex non linear 
interaction between microbubbles and the US beam offers an opportunity to specifically 
tune the signal processing to improve microbubble detection [40]. 
 
2.6.2 Nonlinear Scanning Modes 
The detection of microbubbles within the neovessels requires a simultaneous increase in 
sensitivity to the microbubble acoustic signature and a decrease in sensitivity to echoes 
from tissues [35]. The bubbles non linear behavior can be utilized to enhance the contrast 
relative to the surrounding tissue [35]. Detection of nonlinear response can be approached 
via techniques discussed as follows: 
2.6.2.1 “Conventional” Harmonic Imaging (HI) 
Conventional HI was the first non linear contrast enhanced US imaging modality 
introduced [44]. In conventional HI, US beam is transmitted at a fundamental frequency 
fo. The displayed image is reconstructed from the second harmonic component 2fo after 
the backscattered echoes are subjected to filtering to remove the fundamental component. 
This reduces the bandwidth available for imaging in order to make sure that the received 
signal can be separated from the fundamental signal. If the bandwidth of the received and 
the fundamental overlap, they cannot be completely separated in the receive process [35].   
One of the other disadvantages in conventional harmonic imaging is that the tissue also 
produces sufficient harmonic energy to be detected by the high sensitivity and bandwidth 
of modern US equipment. Thus a tissue image would always be present, even in the 
absence of CA [35]. Background subtraction to remove tissue image could be used but 
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this process is tedious and unlikely for routine clinical use [45, 46]. Also the narrowband 
transmitted pulse used in HI reduces both spatial and contrast resolution [47]. Further the 
higher attenuation of the harmonic frequencies compared with the fundamental frequency 
reduces imaging depth [40].  
 
2.6.2.2 Pulse Inversion Harmonic Imaging (PIH) / Pulse Inversion Imaging/ 
Wideband Harmonic Imaging 
In PIH, 2 pulses are emitted one after the other, with the phase of the second inverted 
relative to the phase of the first. When echoes from the transmitted pulses are added the 
linear components of the echoes arising due to tissue and microbubbles cancel out 
whereas the nonlinear components due to microbubbles are amplified. This results in 
superior contrast and spatial resolution [48]. 
 
2.6.2.3 Subharmonic Imaging (SHI) 
Microbubbles enhance the backscattered signal and also create significant subharmonic 
components of incident ultrasonic waves. This subharmonic emission may be utilized for 
SHI. In SHI, the US pulses are transmitted at one frequency fo but the echoes are received 
at only half of that frequency ½ fo [49-54]. The 2 distinct advantages of SHI are as follows 
[55]: 
 Unlike harmonic imaging, SHI does not suffer from low blood to tissue contrast,  
 due to relatively less  subharmonic generation in tissue as compared to the blood 
 SHI may be suitable for scanning deep lying structures owing to much smaller  
 attenuation for backscattered subharmonic signals.  
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SHI is CA dependent modality. Thus resonant response and subharmonic performance of 
contrast microbubbles should be known for the determination of adequate acoustic 
transmit parameters for SHI [55]. Subharmonic emission from the microbubbles occurs 
when the exciting acoustic signal exceeds a certain threshold level. This threshold 
pressure is given by equation 2.1[56]: 
--------2.1 
where:,  
: angular driving frequency 
: angular bubble resonance frequency 
: logarithmic decrement 
: incident sinusoidal pressure field 
For imaging purposes to extract subharmonic component, a bandpass or lowpass filter, 
could be used. The narrow bandwidths of long transmit pulses enables the subharmonic 
to be separated from the fundamental and higher harmonics [55].  
 
In a pilot study conducted by Forsberg, SHI showed the potential to improve the 
diagnosis of breast cancer relative to conventional US and mammography [34]. The ratio 
of subharmonic backscattered from contrast to that backscattered from tissue, is stronger 
than the ratio of backscattered second harmonic. In consequence, blood that contains 
contrast should be more easily detectable with respect to tissue if the subharmonic, rather 
than the second harmonic, is used for imaging [53]. 
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To conclude, non linear contrast enhanced US imaging techniques with abovementioned 
imaging protocols may increase the contrast of blood to tissue ratio from the scanned 
region. This in turn would enable better depiction of tumor neovessels. In breast cancer, 
tumor vascularity could be used as a predictor in characterization of breast lesions [13-
15]. Hence, nonlinear CEUS could be used for diagnosis of breast cancer. The first pilot 
study of SHI in breast imaging has indicated the need for image processing of SHI data to 
output images that may aid in diagnosis [55, 59]. A single reconstructed image depicting 
vasculature in the scanned region that does not suffer from color blooming artifacts (in 
color Doppler) may aid in diagnosis. This thesis work was intended to develop a new 
algorithm for processing SHI data. The next chapter explains the need to process SHI 
data, the current manual procedure to do the same and the motivation for producing an 
automated algorithm for the SHI data processing. 
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CHAPTER 3: IMAGE PROCESSING IN SHI MODE AND MOTIVATION 
 
 
 
3.1 Need for Image Processing in SHI 
A single reconstructed image depicting vasculature in the scanned region could be useful 
as discussed below: 
 
3.1.1 Better Visualization of Tumor Neovessels 
Figure 3.1 represents the best single frame from SHI scan data for one of the patients. 
The frames consist of a vessel carrying CA as shown by the red ring in Figure 3.1. On 
viewing the scan data, small neo vessels originating from this vessel were noticed. Figure 
3.1 shows some of these vessels but not all.  
 
 
 
Figure 3.1: The best single frame from SHI scan data for one of the patients 
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3.1.2 Color Blooming Artifacts 
Color flow imaging provides a 2D visual display of moving blood in vasculature 
superimposed upon the conventional gray-scale image [1]. Color Doppler imaging can 
detect blood flow in both malignant
 
and benign solid breast masses [57].One major 
disadvantage with this technique is color blooming artifacts [58]. This artifact causes 
grayscale pixels to appear colored even in the regions where blood flow is not present. 
This is shown in figure 3.2. Figures 3.1 and 3.2 correspond to the same patient data. 
Figure 3.2 shows color blooming for the vessel seen in Figure 3.1.  
 
 
 
 
Figure 3.2: Color Doppler image showing color blooming artifact 
 
3.2 Cumulative Maximum Intensity (CMI)-SHI using Maximum Intensity 
Projection (MIP)  
CMI images are static images constructed from real time SHI data. CMI imaging is akin 
to established replenishment techniques, where a composite image producing a snapshot 
of embedded vascularity is constructed through maximum intensity capture of SHI data 
over consecutive images [59]. This is achieved using MIP algorithm. MIP algorithm is a 
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reconstruction technique which projects onto the final image, the pixels with maximum 
intensity that fall in the way of parallel rays traced from the first frame to the last frame 
[60-62]. Figure 3.3 shows an illustration of MIP algorithm to produce MIP image. 
 
 
 
Figure 3.3: Schematic of MIP algorithm to produce MIP image 
 
 The 3-dimensional structure can be considered as the object to be scanned. During 
scanning the CA flows through the 2 blood vessels in the object (direction indicated by 
the white dash line). The acquired scan data consists of frames from the 1
st
 frame to the 
n
th
 frame. The MIP algorithm utilizes equation 3.1 to produce the final image shown at 
the bottom in Figure 3.3. The final image has more information in comparison to any of 
the individual frames as can be seen.  
 
 
      ----- (3.1) 
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where, 
: number of rows in each frame 
b: number of columns in each frame 
(i,j): pixel location 
n: total number of frames 
 
This technique to generate the static CMI-SHI images is very similar to MicroFlow 
Imaging (MFI- Toshiba America Medical Systems, Tustin, CA) and MicroVascular 
Imaging (MVI- Philips Medical System, Bothell, WA) with the only exception being no 
usage of a bubble destruction phase [59, 63-65]. 
 
Micro flow imaging (MFI) is a contrast enhanced ultrasonographic modality using an 
accumulative imaging technique to show blood vessels after a flash with high–
transmission power US exposure [66]. In this modality, the flash causes total destruction 
of the microbubbles in the scanning area due to the high output energy of the US beam. 
The area is then reperfused with microbubbles from the adjacent blood vessels, and the 
microbubbles are visible because the imaging mode shifts quickly into a low–output 
energy mode. Through maximumholding image processing, the trace of the microbubbles 
in a temporal dimension can be depicted, which is indicative of the vascularity in the 
scanning area. This method might have potential in delineating the vascularity within a 
tumor [66].  
MVI is a low-energy real-time scanning technique based on maximum intensity 
projection that offers better vessel visualization under conditions of both high and low 
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vascularity [67]. MVI uses proprietary image-processing software to suppress 
background signals from surrounding tissue in order to capture and track images of 
microbubbles as they traverse the microvasculature [68]. In this technique, few minutes 
after initiating infusion of microbubbles, a brief high-energy US pulse is used to destroy 
microbubbles in the region of interest (ROI). Immediately after bursting, MVI imaging 
under low-power conditions is continued and microbubble replenishment is visualized 
over the required time interval [68].  
 
3.3 Manual Process of CMI-SHI image generation 
Manual technique for generating CMI-SHI images employs the use of MIP algorithm as 
explained in the previous section. The CMI-SHI image is the temporal summation of 
maximum intensities in individual frames. The results are as shown in Figures 3.4 and 
3.5. The CMI-SHI image reconstructed using MIP depicted in Figure 3.4b shows more 
vascularity as compared to Figure 3.4a. (neovessels are shown by red arrows) Figure 3.5b 
shows that CMI-SHI image has no color blooming artifacts as seen in Figure 3.5a 
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Figure 3.4: SHI images of a benign breast lesion - Comparison of vascular depiction: (a) 
Single – Best SHI frame from real time data, (b) Manually reconstructed CMI-SHI 
image. 
 
 
      Figure 3.5: SHI images of a benign breast lesion – Comparison of Color Blooming 
Artifact: (a) Color Doppler image showing color blooming artifact (b) Reconstructed 
CMI-SHI image – no color blooming artifact. 
 
 
3.4 Problems in the manual method to reconstruct CMI-SHI images using MIP 
CMI images produced by using MIP alone, will be detrimentally affected by tissue 
motion introducing image blurring [59]. Any noisy frames included in the sequence for 
MIP processing will also affect the CMI-SHI image quality [59]. These problems are 
explained as follows: 
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3.4.1 Motion Artifacts 
This is illustrated with the help of Figure 3.6. In Figure 3.6, we see two consecutive 
frames from the patient scan data. The shifted position of the vessel in Figure 3.6(b) 
relative to Figure 3.6(a) exemplifies this artifact. It could be due to transducer or patient 
movement. If MIP algorithm was applied to such frames, then overall vessel size in the 
CMI-SHI image will falsely appear of wrong dimensions, in most cases greater than the 
original size. Also there will be blurring seen around this vessel in the final image. This 
could lead to misdiagnosis. 
 
 
Figure 3.6: An illustration of motion artifact 
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3.4.2 Noise Artifacts 
Individual noisy frames are source of artifacts. This is illustrated in Figure 3.7. As shown 
in Figures 3.7a and 3.7b, the frames contain noise in the form of streaks As these streaks 
have maximum intensity, the pixels affected by these streaks will also be affected in the 
CMI-SHI image. 
 
 
           
 
Figure 3.7: An illustration of noise artifacts in the form of streaks 
 
3.5 Interim Solution – Manual Intervention 
In order to eliminate motion artifacts, the user generates CMI-SHI images using MIP 
based on different time segments for each patient. A subjective decision making process 
follows to select the best image based on compromise between visualizing vascular 
structures and introducing excessive noise [59]. This is shown in Figure 3.8. 
Figure 3.8 represents CMI-SHI images constructed using MIP - over (a) 4 sec. (b) 6 sec. 
(c) 8 sec. and (d) 10 sec. segments. Fig. 3.8a represents an image with less noise as 
compared to Fig. 3.8c and 3.8d, which depict intra-tumoral vasculature better however, 
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the trade-off being more noise around the lesion [59]. It would be difficult to find out an 
optimal time segment interval that could be used for all patients. The impractical solution 
to this problem would be to construct different time segments for each patient and then 
select the best CMI-SHI image for each patient.  
 
 
 
 
 
 
Figure 3.8: CMI-SHI images constructed using MIP - over (a) 4 sec. (b) 6 sec. (c) 8 sec. 
and (d) 10 sec. 
 
 
The technique of choosing different time segments may introduce noise in the CMI-SHI 
image if individual noisy frames are present in all the segments. In order to eliminate the 
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noisy frames the user has to manually scan through all the frames from the selected data 
segment.  The frames identified with noise are eliminated. The remaining frames can then 
be subjected to MIP algorithm to reconstruct the CMI-SHI image. CMI-SHI image 
reconstructed using time segment with and without noisy frames is as shown in figures 
3.9a and 3.9b, respectively. 
 
 
Figure 3.9: CMI-SHI image of a benign breast lesion - before (a) and after (b) removal of 
noisy frames. 
 
3.6 Motivation and Specific Aims 
To summarize, the difficulties with manual processing and reconstruction of CMI-SHI 
images are: 
 Subjective decision making criteria to select the best image from a pool of images  
 corresponding to different duration time segments. 
 Uncontrolled blurring in the final image due to MIP without any motion  
 compensation 
 Manually scanning and eliminating noisy frames. 
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Manual processes would consume a lot of time, typically 60-90 minutes after the scan 
acquisition phase. Further this process is inherently subjected to human error. This calls 
for the need of an algorithm that would ensure the following: 
 Reduce time for processing after the scan acquisition phase 
 Correct for motion artifacts automatically based on motion compensating  
 realignment  
 Eliminate noisy frames automatically based on certain criteria 
 Reconstruct output images that would depict comparatively more vessel  
 continuity and finer vascular details than the best single individual frame. 
 
Further, an algorithm accomplishing the above mentioned requirements would also 
eliminate user bias/subjectivity and yield reproducible results. This served to be the 
motivation for the subject work of this thesis. An automated algorithm to produce CMI-
SHI images has been developed.  It is explained in the next chapter of the thesis. Chapter 
5 explains the statistical analysis to validate and compare the performance of this 
algorithm against the manual technique.  
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CHAPTER 4:  NOVEL AUTOMATED ALGORITHM FOR GENERATING  
CMI-SHI 
 
 
4.1 Data Acquisition from Patients 
14 women with 16 breast lesions (4 malignant) had participated in a HIPAA compliant 
pilot study [34]. The women signed a written consent and were approved to participate in 
the study by Thomas Jefferson University Hospital‟s Institutional Review Board. The 
first 6 patients were injected with CA Optison (GE Healthcare, Princeton, NJ). Optison 
(Perflutren Protein-Type A Microspheres Injectable Suspension, USP) is a suspension of 
microspheres (3.0-4.5µm - max. 32.0µm in size) of human serum albumin with perflutren 
for contrast enhancement during the US imaging procedures [69]. Because the acoustic 
impedance of perflutren protein-type A microspheres is much lower than that of blood, 
impinging US waves are scattered and reflected at the microsphere-blood interface and 
may be visualized with US imaging [70]. The vial contains a clear liquid lower layer and 
a white upper layer that, after resuspension by gentle mixing, provides a homogeneous, 
opaque, milky-white suspension for intravenous injection. However, following the 
voluntary recall of Optison, the remaining 8 patients received CA Definity (Bristol-Myers 
Squibb Imaging, N. Billerica, MA). Definity (Vial for Perflutren Lipid Microsphere 
Injectable Suspension) is also an US CA used for enhancement of US images [71]. The 
CA dosages employed for SHI were 4.0 ml and 1.4 ml for Option and Definity, 
respectively (equivalent to approximately 0.05 and 0.02 ml/kg). Sufficient time (10-15 
minutes) was allowed between injections to avoid any cumulative effect of contrast and 
to ensure a return to baseline conditions [59]. 
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The SHI scan data was obtained using Logiq 9 Scanner (GE Healthcare, Milwaukee, WI) 
with a broad bandwidth linear array (the 7L probe; bandwidth 3-7 MHz).  In SHI mode, 
the echoes are received at half the fundamental frequency i.e. fo/2 [59]. The lack of 
subharmonic generation in tissue and significant subharmonic scattering produced by the 
CAs may be useful to distinguish tissues and vascular structures in the scanned region 
[72]. The scanner was made to transmit at 4.4 MHz and receive the signal at 2.2 MHz, 
half the frequency of transmission. This corresponds to resonance frequency of Optison 
which is approximately 2 MHz, and is the frequency range used in the US scanner 
employed for previous SHI work [50, 72]. This is also in keeping with the concept of a 
minimum threshold for subharmonic generation when the insonation frequency is twice 
the resonant frequency. The digital clips acquired were then transferred to a PC for off-
line analyses [59]. 
 
4.2 Algorithm  
It is important to understand the underlying process generating the data before developing 
an automated algorithm to process that data. The CA flows through the breast and thus 
traces the path of the vasculature in the breast. Vasculature is indicative of the blood flow 
to nourish the cells, both normal as well as cancerous [13]. Thus, the primary area to 
align will be blood vessels that appear with maximum intensity due to strong signal 
produced by scattering of the microbubbles [13]. The problem can be modeled as a 
system to align these blood vessels in all the consecutive frames (eliminating motion 
artifacts) and produce a CMI image summarizing the flow pattern. The algorithm was 
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developed in MATLAB (Version R2007b, Mathworks Inc.) license obtained via Drexel 
University while drawing a small amount of functionality rendered by Virtual Dub 
(Version 1.7.6) available as open source software by Avery Lee. The steps of the 
algorithm are explained and a flowchart is presented in section 4.5. 
 
4.2.1 Step 1: Forming a database of individual frames 
The initial step is to organize the data in a suitable format for processing the scan data 
(.avi file). This is done by splitting the video data into individual frames (9 frames/sec-
US scanner frame grab rate) using Virtual Dub. The manual intervention needed in this 
step is to identify the peak flow period (corresponding to in-flow and out-flow) of the CA 
in the scanned region. This eliminates the need to work with all the frames. The problems 
associated with working with all the frames are as follows: 
 
1) Scout Frames:  
Scout frames are initial frames acquired when the US technologist would be trying to 
locate the area of interest for scanning. These initial frames may not have vessel 
containing CA that could be selected as the kernel (kernel selection is explained in 
section 4.2.2). Other vessels may be present, but they could not be selected as the kernel 
because their gray scale intensities may change during the flow of CA. This being the 
case, there would be no region corresponding to the kernel selected in the subsequent 
frames (kernel selection explained in later steps)  
As an example, the total scan time for one of the patients was 61.44 seconds. With frame 
rate set to 9 f/s, 554 frames were obtained, labeled from 0 to 553. The in-flow of CA in 
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the area of interest started after 23.44 seconds. Thus initial 211 frames had no CA. On the 
other hand these frames had one vessel which could have been used as the kernel. Figure 
4.1a and 4.1b depict this vessel (encircled in red) before and during the flow of CA. As 
shown in Figure 4.1 the intensities of the pixels, vary considerably during the flow of CA 
(Figure 4.1b) as compared to a before time instant (Figure 4.1a). Thus if the vessel 
encircled in figure 4.1a is used as the kernel then the algorithm may not be able to trace 
this kernel in figure 4.1b due to substantial change in the intensities. 
 
 
 
Figure 4.1: (a) Frame before inflow of the CA. (b) Frame during the inflow of the 
contrast agent (Blood vessel in each frame encircled in red) 
 
2) Processing Time: 
The time taken for the algorithm to generate the final CMI-SHI image is directly 
proportional to the number of frames it processes.  
As an example, the total scan time for one of the patients was 61.44 seconds. With frame 
rate set to 9 f/s, 554 frames were obtained, labeled from 0 to 553. The peak flow duration 
of the CA for this patient was 10 seconds. Thus the number of frames corresponding to 
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the peak flow will be 90 frames numbered from 0 to 89. Thus by selecting 90 frames for 
processing over 554 frames, the processing time is reduced by a factor of 6, 
approximately. Since maximum vascularity would be visible during peak flow of CA, 
these 90 frames would summarize most of the underlying vascular information.  
 
3) Combining frames corresponding to different scan angles and positions: 
During an US scan the transducer may be moved back and forth to better visualize the 
structures in the scanned region. This oscillatory motion of the transducer may cause 
frames from different scan angles and positions to be present in the scan data. If these 
frames are used for generating the final CMI-SHI image, then the CMI-SHI image may 
contain vessels from different scan planes. This may lead to misdiagnosis.  
 A table consisting of the total scan time, total number of frames, the peak flow period of 
the CA and the number of frames corresponding to the peak flow period of the CA, for all 
patients is shown in Appendix-A Once the peak flow period of CA is identified in the 
scan data, this segment is decomposed into frames (9 f/s). The frames are then labeled 
starting from 0, for processing convenience.  
  
4.2.2 Step 2: Selecting the Region of Interest (ROI)/Kernel 
The first frame from the peak flow period is displayed to the user for kernel selection. 
Kernel is a group of pixels analyzed as a single unit inside the frame. The selected kernel 
would be used for tracking the motion that may cause misalignment in the final CMI-SHI 
image reconstructed using MIP by the manual method. The algorithm requires close 
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geometric boundaries of the kernel [73]. Other criteria for selecting the kernel are as 
stated and explained: 
1) Coincidence of kernel and image borders should be avoided 
2) Very large or very small kernel sizes should be avoided 
If the kernel selected is small (small region of a relatively big vessel) as shown in Figure 
4.2a, then there could be multiple matches to the kernel in one frame. Figure 4.2b 
illustrates three matches to the kernel selected in Figure 4.2a. Three multiple matches 
indicate three possible motion values. Thus motion compensation is not possible. 
 
 
 
Figure 4.2 (a) First frame in the peak flow period and the kernel selected. (b) 3 matches 
to kernel selected in fig. 4.2a 
 
 If the kernel selected is large relative to the size of a vessel then the activity in the kernel 
may affect the motion estimation procedure. Figure 4.3a shows a large kernel selected 
from the first frame (red box with solid lines). The activity in the kernel which differs in 
two consecutive frames as compared to the first frame is shown in the doted red box in 
Figures 4.3b and Figures 4.3c 
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Figure 4.3: (a) First frame in the peak flow period and the kernel selected. (b and c) 
Frames, wherein the activity within the kernel differs from the activity in the search 
kernel in figure 4.3a. 
 
 
The kernel should be selected such that the kernel pixels represent vessel which remains 
filled with the CA throughout its peak flow period. Based on the above criteria the kernel 
that could have been selected from the first frame of the peak flow period shown in 
Figures 4.2a and 4.3a is as shown in Figure 4.4. 
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Figure 4.4: Illustration of kernel selection from the first frame of the peak flow period 
 
 
The program displays the kernel selected and verifies the selection with the user. The 
origin co-ordinates of the kernel are saved. Origin co-ordinates are the top left corner co-
ordinates of the kernel in the frame.  
 
4.2.3 Step 3: Calculating the number of iterative steps for each frame 
The algorithm calculates the number of iterative steps based on size of the kernel 
selected, size of the individual frames and the percentage of overlap specified by the user.  
Size of the kernel depends on the kernel selected in the previous step and size of the 
individual frames remains constant. Thus the user specifies the percentage of overlap in 
this step. The percentage of overlap refers to the common region between the kernels 
after the kernel has completed a particular iteration and shifted.  This is illustrated as 
shaded region in Figure 4.5.  
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Figure 4.5: Percentage of overlap between kernels after completing an iteration 
 
 
 
 
Figure 4.5 shows an image that has „m‟ pixel columns and „n‟ pixel rows. The kernel 
selected has „ ‟ rows and „b‟ columns. The kernel is shown in one particular position 
during iteration „i‟. After completing this iteration, the kernel has moved through „x‟ 
pixel columns to its new location corresponding to iteration „i+1‟, based on the 
percentage of overlap.  Equations 4.1 and 4.2, correspond to the percentage of overlap 
when the kernel has shifted by „x‟ pixel columns and „y‟ pixel rows, respectively.  
 
    -------- (4.1) 
 
    -------- (4.2) 
 
The step size calculations based on percentage overlap specified by the user are shown in 
Figure 4.6 
42 
 
 
Figure 4.6: Step size calculations based on percentage of overlap specified by the user. 
 
 
The kernel contains „ ‟ rows and „b‟ columns. If the user selects  „p%‟ of overlap, then 
the step-size through which the kernel moves after completing iteration is calculated 
using the equations 4.3 and 4.4: 
  -------- (4.3) 
 
  -------- (4.4) 
 
where, 
p: percentage of overlap specified by the user 
: number of rows in the kernel 
b: number of columns in the kernel  
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The number of iterations based on the step-size calculated by equations 4.3 and 4.4, are 
calculated using the following equations 4.5, 4.6 and 4.7. 
  -------- (4.5) 
 
 -------- (4.6) 
 
 -------- (4.7) 
where, 
m: number of columns in the image 
n: number of rows in the image 
Figure 4.7 illustrates the case when the shift in pixel is by one row or one column at a 
time. 
 
Figure 4.7: Case of shift of kernel by one pixel row or column after each iteration 
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The number of iterations required in this case is calculated using equations 4.8,4.9 and 
4.10. 
 -------- (4.8) 
 
 -------- (4.9) 
 
   -------- (4.10) 
 
where, 
a,b: number of columns and rows in the kernel, respectively 
m,n: number of columns and rows in the image, respectively 
 
Figure 4.7 also shows the kernel positions during the following 4 iterations:  Initial 
position, position at the end of all possible columns after starting from the first row, 
position at the beginning of the last possible row and the final position.  The image has 
„n‟ rows and „m‟ columns, while the kernel has „a‟ rows and „b‟ columns. The last 
possible row is row corresponding to „n-a+1‟. Considering a row beyond this row would 
make the kernel extend out of the frame. The same is true for columns beyond „m-b+1‟. 
The kernel selected in the first frame, entirely lies in the frame.  The kernel selected in 
the subsequent frames would also lie in the plane except for the case when the motion is 
large enough to extend it outside the frame. This type of motion would occur if either the 
transducer is moved to different location or there is a lot of patient motion. Such frames 
will be detected and deleted by the algorithm as explained in the subsequent steps. 
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4.2.4 Step 4: Scanning successive frames 
The kernel is selected and the iterations required per frame are calculated in the previous 
steps. The algorithm then scans through all the frames one at a time. In each frame the 
algorithm scans from left to right and top to bottom to identify the best match for kernel 
selected from the first frame. The best match is calculated using the sum absolute 
difference (SAD) technique [73,74].  The SAD formula for a kernel of size (m x n), is 
given by equation 4.11 
 
  ------- (4.11) 
                                               
where,  
m: number of rows in the kernel 
 n: Number of columns in the kernel 
ker(i,j): pixel value of the kernel 
img(i,j): pixel value of the image 
 
SAD values are calculated for each iteration in one frame.  All the SAD values for that 
frame are stored in an array. The best match to the search kernel selected in the first 
frame is determined by finding the minimum SAD value. 
 ------- (4.12) 
where,  
w: the total number of iterations 
SAD: array in which the SAD values are stored 
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The algorithm then stores the co-ordinates of the best match for this frame. This process 
is repeated for all the frames.   
 
4.2.5 Step 5: Calculating displacement to estimate motion in successive frames 
relative to the first        
 
The co-ordinates of the best match obtained from the previous step are compared to the 
original co-ordinates of the search kernel. Based on these values the motion of the kernel 
is calculated using equation 4.13 
 
 ----------- (4.13) 
            
Where,  
(x2,y2): origin co-ordinates of the best match to the kernel 
(x1,y1): origin  co-ordinates of the kernel in the first frame 
 
This information along with the co-ordinates of best match for each frame is stored for 
further processing. 
 
4.2.6 Step 6: Decision making criteria  
In this step the algorithm determines the accuracy of detecting the best match of the 
kernel for each frame. Frames plagued by noise will also have a best match. However the 
SAD value for such frames would be very high. The ideal SAD value is zero indicating  
an exact match. Thus the algorithm is required to identify the frames plagued by noise 
and to eliminate them from further processing. This is done by calculating the value of 
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the reliability parameter (RP) for each frame using equation 4.14. RP provides an 
estimate of the kernel match in one particular frame based on the matches observed in all 
the processed frames [75]. Higher RP values would indicate low SAD values (good 
match) and lower RP values would indicate high SAD values (bad match – due to noise 
or change in activity within the kernel). 
      ------- (4.14) 
 where,  
: mean of all the SAD values corresponding to the best match for each frame 
: minimum SAD value of the frame 
 
The RP value would be used to either accept or reject the frame under consideration. The 
acceptance or rejection of the frame would be based on a threshold value.  Reliability 
parameter plot for one of the patients is shown in Figure 4.8. 
 
 
 
Figure 4.8: Reliability parameter values for patient 6 
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In Figure 4.8, it is seen that the reliability parameter values remains nearly constant at 
about 0.7. However frames 7, 37, 52-63, 89,104 and 109 have RP values which deviate 
considerably from 0.7 as compared to other frames. The patient scan data was observed at 
times corresponding to theses frames. It was seen that as some of these time instants, 
there was considerable motion such that the region selected as kernel extended beyond 
the field of view. This could be due to US probe movements, patient movements (even 
due to respiration). At some of the other time instants streak like artifacts were observed. 
This could be due to a variety of factors [76] including temporary loss of contact between 
the probe and the patient during scanning. Thus for this case, a threshold value of about 
0.65 would eliminate the abovementioned frames with low RP values. 
  
Thus the threshold value would be based on the values of the RP. Figure 4.9 shows a box 
plot of the RP values for the 14 patients. A table containing RP statistics is present in 
Appendix-B 
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Figure 4.9: Boxplot of the RP values for 14 patients 
  
From Figure 4.9, it can be seen that apart from RP values for 2 patients, no other patients 
had outliers below the first quartile. Except for 4 patients, other patients had only one 
outlier with RP value equal to 1 corresponding to the match for the first frame itself.  
Thus threshold selected could be a function of the reliability parameter about the central 
value.  
 
The first standard deviation is one such function that describes spread about the mean 
value [77]. Figure 4.10 shows the minimum, maximum, mean and first standard deviation 
values of the RP for 14 patients.  For 8 patients out of 14, the minimum value of the RP is 
in close proximity to the first standard deviation value. For other 6 patients the minimum 
value of the RP is relatively less than the first standard deviation value.  Thus if threshold 
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was selected as the first standard deviation than for 8 out of 14, one or none of the frames 
would have been eliminated. Eliminating no frames from the peak flow period would 
imply that algorithm corrects for motion and there are no noise artifacts in the frames 
corresponding to the peak flow period. To verify this, the scan data was observed for 
these 8 patients. 4 out of 8 patients had no noise artifacts. The other 4 patients had many 
noisy frames in the peak flow period. Thus there was a need to eliminate these frames. 
Due to this reason the first standard deviation value (below the mean value of RP) could 
not be used as threshold. However a value between the mean and first standard deviation 
below the mean could be selected as threshold.   
 
 
Figure 4.10: Reliability parameter statistics for 14 patients 
 
In the 4 cases wherein the first standard deviation could not eliminate any frames, value 
corresponding to 85% of the mean value was midway between the mean value of RP and 
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the first standard deviation below the mean value of RP. Thus this value was selected as 
the threshold. One additional value for threshold set to mean value of RP was also 
selected. The threshold set to mean value would eliminate more frames as compared to 
the threshold set to 85% mean value. This would reduce the time of processing. To 
compare the effect of the threshold set to mean value with the threshold set to 85% of 
mean value on the final CMI-SHI image, all patients were processed with both the 
threshold values. At the same time, 4 patient data files had no noisy frames in the peak 
flow period. Eliminating frames from processing due to the 2 thresholds set may also 
eliminate useful information. Thus it was decided to use no threshold value and process 
all frames corresponding to the peak flow period of the CA. Further this would also serve 
as the gold standard for the automated technique. 
 
To conclude, 3 different threshold values were used in the algorithm:  
 Threshold 0            : No threshold value indicative that the algorithm corrects for  
             motion but does not eliminate the noisy frames present 
 Threshold 1             : Threshold value equal to the mean value of RP 
 Threshold 2             : Threshold value equal to 85% of  mean value of R 
 
4.2.7 Step 7: Final Image Reconstruction 
All the frames with RP values greater than the selected threshold (any 1 out of 3) are 
retained for the image reconstruction process. Starting with the second frame, each 
successive frame is aligned and superimposed on the first frame. The best match of the 
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kernel in each retained frame is aligned with the search kernel in the first frame. After all 
the retained frames have been processed, the final image is displayed to the user. 
 
4.3 Results: 
4.3.1 Confirmation for use of frames corresponding to peak flow period 
Figures 4.11a and 4.11b show CMI-SHI images generated by considering all the frames 
after the initial appearance of the CA and by considering those frames corresponding to 
the peak flow period of the CA, respectively. Figure 4.11a has more noise towards the 
bottom left of the image as compared to the same region in Figure 4.11b. These regions 
are encircled in red. Also there appears to be a C-shaped vessel shown in Figure 4.11a in 
the encircled region. However it was confirmed in consensus after viewing the video file 
with US technologists at Thomas Jefferson University Hospital that actually there were 2 
distinct separate vessels as shown in Figure 4.11b with the red lines. They appear to be 
connected in the Figure 4.11a due to another vessel from other plane being added to the 
final image. This is the case when all the frames are considered as compared against 
those corresponding only to the peak flow of CA.  
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Figure 4.11: (a) CMI-SHI image generated by considering all the frames after the initial 
appearance of the CA. (b) CMI-SHI image generated by considering frames 
corresponding to the peak flow period of the CA 
 
 
Thus it was decided to use only frames corresponding to the peak flow of CA for 
generating CMI-SHI images. 
 
4.3.2 To identify the „best‟ percentage of kernel overlap 
5 out of 14 patient data files were randomly selected and different percentages of overlap 
were implemented for each. The percentages of overlap used were 25, 50, 75, 85, 90, 95 
and the case where the shift in either direction is by one pixel row or column after 
iteration was also implemented.  
 
The CMI-SHI images obtained in each case for one of the patient are shown in Figure 
4.12. 
 
54 
 
 
 
Figure 4.12: CMI-SHI images produced with varying percentages of overlap of the 
kernel. (a)-25%, (b) – 50%, (c)-75%,(d)-85%,(e)-90%,(f)-95%, (g) – kernel shifted by 
one pixel row or column at a time. 
 
As seen in Figure 4.12, all images except the image in Figure 4.12g contain artifacts 
arising due to misalignment. The explanation for this observation is as follows:  
 
 The sampling points to find out the best match for the search kernel are calculated based 
on the step-size and the number of iterations. If this set of sampling points does not 
include the origin point of the search kernel in the frame being scanned, then 
misalignments occur. On the basis of similar results seen in all the randomly selected 
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cases, it was concluded to use one pixel row or column shift after each iteration. This 
would mean sampling all possible points to determine the best match for the kernel in a 
given frame.  
 
4.3.3 Sample Outputs  
4.3.3.1 Case I: No noisy frames or excessive motion (such that search kernel extends 
beyond the frame) present in the scan data during the peak flow period of the CA. 
 
Figures 4.13 and 4.14 illustrate sample CMI-SHI images reconstructed for 2 patient scan 
data files with all the three threshold levels discussed in section 4.2.6. 
Figures 4.13a, 4.13b and 4.13c represent CMI-SHI images reconstructed for patient 6 
with using no threshold value for RP, threshold value set to mean value of RP and 
threshold set to 85% of mean value of RP, respectively. 
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Figure 4.13: CMI-SHI images reconstructed for patient 6 with using no threshold value 
for RP (a), threshold value set to mean value of RP (b) and threshold set to 85% of mean 
value of RP (c). 
 
 
Figures 4.14a, 4.14b and 4.14c represent CMI-SHI images reconstructed for patient 1 
with using no threshold value for RP, threshold value set to mean value of RP and 
threshold set to 85% of mean value of RP, respectively. 
57 
 
 
Figure 4.14: CMI-SHI images reconstructed for patient 1 with using no threshold value 
for RP (a), threshold value set to mean value of RP (b) and threshold set to 85% of mean 
value of RP (c). 
 
 
For patients 6 and 1, there were no noisy frames present in the peak flow period. Thus 
eliminating frames would reduce blurring in the image. In both Figures 4.13 and 4.14, 
there is no significant change seen in the CMI-SHI images generated using the 3 different 
thresholds.  Figures 4.15 and 4.16 illustrate cases where eliminating noisy frames or 
frames plagued by excessive motion (such that search kernel extends beyond the frame) 
would improve the reconstructed CMI-SHI image. 
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4.3.3.2 Case II: Excessive motion (such that search kernel extends beyond the 
frame) present in the scan data during the peak flow period of the CA. 
 
Figures 4.15a, 4.15b and 4.15c represent CMI-SHI images reconstructed for patient 7 
with using no threshold value for RP, threshold value set to mean value of RP and 
threshold set to 85% of mean value of RP, respectively. The motion during the peak flow 
period for patient 7 caused the search kernel to extend beyond the frame. Thus CMI-SHI 
image generated using no threshold consisted of motion artifacts visible in Figure 4.15a. 
These artifacts are not visible in Figures 4.15b and Figures 4.15c which use the threshold 
value of the RP to eliminate frames plagued by excessive motion. 
 
 
 
 Fig. 4.15: CMI-SHI images reconstructed for patient 7 with using no threshold value for 
RP (a), threshold value set to mean value of RP (b) and threshold set to 85% of mean 
value of RP (c). 
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4.3.3.3 Case III: Noisy frames present in the scan data during the peak flow period 
of the CA. 
 
Figures 4.16a, 4.16b and 4.16c represent CMI-SHI images reconstructed for patient 9 
with using no threshold value for RP, threshold value set to mean value of RP and 
threshold set to 85% of mean value of RP, respectively. The noise frames were present in 
the peak flow period for patient 9. Thus CMI-SHI image generated using no threshold 
consisted of noise artifacts visible in figure 4.16a. These artifacts are not visible in 
Figures 4.16b and Figures 4.16c which use the threshold value of the RP to eliminate the 
noisy frames. 
 
Figure 4.16: CMI-SHI images reconstructed for patient 9 with using no threshold value 
for RP (a), threshold value set to mean value of RP (b) and threshold set to 85% of mean 
value of RP (c) 
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4.4 Discussion 
There are many algorithms in literature to correct for motion artifacts in radiologic 
applications [73, 78-80]. In comparison there are few algorithms for breast US motion 
compensation and even fewer for SHI mode, if any. The automated algorithm to produce 
CMI-SHI images from SHI scan data was developed.  
All the frames in a given scan may not have been obtained using the same transducer 
position and/or angle and thus may not be used to generate the final image. Only frames 
corresponding to peak flow period of CA were used. The user needs to define the 
reference kernel in the first frame (of the peak flow period).  The algorithm then 
processes the image data and yields the final CMI-SHI image. There is no specific kernel 
size that could work for all patients due to difference in the visibility and the size of a 
vessel which could selected as a kernel. Shifting the search kernel by one pixel row or 
column after each iteration ensures sampling of all possible points to determine the best 
match for the kernel in a given frame. The percentage of overlap between 2 consecutive 
kernel positions is maintained at the maximum i.e. nearly 95-98% indicating that the shift 
could be either one column of pixels or one row of pixels between consecutive iterations.  
A table of percentages of overlap when the kernel moves through one pixel row or 
column for each patient and the iterations is shown in Appendix-C    
Due to shift by one pixel row or column after an iteration, there is an increase in time of 
processing. However the reliability on chance for the origin point of the kernel to lie 
within the set of sampling points is completely eliminated. Three different thresholds 
values of RP were implemented to produce CMI-images in each case. The automated 
technique with three different threshold values and the manual technique need to be 
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compared with one another for the quality of reconstructed CMI-SHI images. This 
follows in the next chapter. 
 
4.5 Flowchart of the algorithm 
Figure 4.17 illustrates the automated algorithm flowchart to summarize the steps. 
Appendix-D contains the code developed for the algorithm. Appendix-E contains the 
output images. 
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Figure 4.17: Flowchart of the algorithm 
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CHAPTER 5: STATISTICAL ANALYSIS – COMPARISON OF IMAGE 
PROCESSING TECHNIQUES FOR CMI-SHI MODE 
 
5.1 Aim 
 To compare the CMI subharmonic images generated by the following techniques:  
1) Manual process 
2) Automated algorithm with three different threshold values for the reliability  
parameter (RP) 
3) Best single frame from the patient data file 
 To determine a threshold value for the RP that could be used for all patient data  
 files. 
 
5.2 Experimental Set-up 
5.2.1 Patient data collection and generating CMI images 
14 women with 16 breast lesions (4 malignant) had participated in a HIPAA compliant 
pilot study [34]. The women signed a written consent and were approved to participate in 
the study by Thomas Jefferson University Hospital‟s Institutional Review Board. In order 
to eliminate any bias errors, an US technologist scanned all the patients using the same 
US scanner and probe and same transmission and receiving frequencies, as mentioned 
before. Subharmonic US imaging scan data obtained from each patient was processed 
with the manual technique and automated algorithm with three different threshold values 
of the RP to obtain CMI images. CMI images were reconstructed using the manual 
process for the 14 patients. Additionally, 1 CMI image for 1 patient and 2 CMI images 
for 2 patients were reconstructed using the manual technique. Thus the total number of 
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CMI-SHI images produced by the manual process was 19. 14 images were generated by 
the automated algorithm for each threshold value of the RP, single image per patient.  
Also single best frame corresponding to the peak flow from each patient was selected as a 
control. 
 
To conclude, a total of 19 sets were available each containing 5 CMI images for 
comparison. The 5 CMI images comprised of 3 CMI images generated by the automated 
algorithm for 3 different threshold values of the RP, 1 CMI image reconstructed using the 
manual technique and the single best frame, all from the same patient. 
 
5.2.2 Quantifying the CMI images 
In order to compare the CMI images generated using different techniques, 2 types of 
studies were conducted on these images. The studies were conducted one after the other, 
1 week apart, to eliminate the effect of one study on the other. 3 independent experienced 
and 3 independent novice readers, blinded to the image generation process scored the 
randomized images in both the studies. File Maker Pro 7.0v3, Filemaker Inc., was used to 
create databases for the studies. 
 
5.2.2.1 Study 1: Rating Study 
Specific Aim:  To compare the CMI-SHI image reconstruction techniques with the best 
single frame on the basis of the following 5 parameters: 
 Vessel Continuity: Vessel continuity would refer to visualization of the route 
 traced by the CAs in the neovessels of the breast. Tumors/lesions are associated  
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with rich vasculature and may be in direct continuity with vessel like structures  
[81]. Thus vessel continuity parameter may be associated with locating these 
 lesions. 
 Detail Resolution: Detail resolution can help visualize fine structures like micro- 
calcification and TDLU, the functional unit of breasts. Most breast malignancies 
arise within and enlarge the TDLUs [10]. 
 Artifacts: Automated algorithm has motion compensation feature. It also 
eliminates noisy frames based on its decision criteria. Thus noise and motion 
artifacts in the reconstructed CMI images may be a criterion for comparing 
different processing methods. 
 Image Quality: This parameter would refer to the overall quality of the 
reconstructed CMI image. 
 SNR: This parameter would indicate the ratio of the signal component to the noise 
present in the reconstructed CMI images. 
Method: 
19 sets of CMI images with 5 images in each set were completely randomized to obtain 
95 images. These 95 images were independently scored by each reader for the 5 
parameters mentioned above. The scores were assigned based on a 7 point scale:  1-worst 
to 7-excellent. Figure 5.1 shows a snapshot of the database page used for this study. 
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Figure 5.1: Snapshot of the database page for Rating Study 
  
Figure 5.1 illustrates the database records for one of the 6 readers. The image number is 
45 and the image is blinded by a unique ID 68fghmr.The scores assigned by the reader 
for different parameters appear towards the top right hand corner in the boxes. 
 
5.2.2.2 Study 2: Ranking Study 
Specific Aim:  To rank the CMI-SHI image reconstruction techniques and the best single 
frame. 
Method: 
For the purpose of this study the five images for each patient – 3 CMI images generated 
using the automated algorithm with 3 different thresholds, 1 CMI image reconstructed 
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manually and the best single frame - were blinded and displayed simultaneously to the 
reader. The reader had to then rank the five images from 1-best to 5-worst. This would be 
a direct comparison of the techniques unlike Study-1 wherein randomized images were 
displayed one at a time. Figure 5.2 shows a snapshot of the database page used for this 
study. 
 
 
Figure 5.2: Snapshot of the database page for Ranking Study 
 
Figure-5.2 illustrates one of the database records for one of the 6 readers.  The set of 5 
images is blinded by the code 4452431. According to the ranks assigned by the reader in 
this case, image 3 is judged to be the best while image 1 is judged to be the worst. 
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5.3 Statistical Model for Analysis 
The data collected from both the studies were analyzed using a double, repeated measures 
analysis of variance (ANOVA) technique. The readers and the reconstruction techniques 
were treated as two independent factors. The null hypothesis was that none of the 
techniques were different from one another in producing CMI-SHI image and from the 
best single frame. The data collected for each parameter in the rating study and the ranks 
obtained in the ranking study can be represented as shown in Figure-5.3 as a cross 
classified design [82]. Thus we have a matrix of 19x5x6 i.e. 570 scores for each 
parameter of the rating study and 570 ranks for the ranking study. 
 
 
Figure 5.3: Data representation for a parameter in the rating study and for the ranks in the 
ranking study 
 
For each parameter the individual score obtained is represented by Yi,ab. Yi,ab indicates 
the score for CMI-SHI image for patient „i‟ processed by technique „a‟ and assigned by 
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reader „b‟. The readers and the techniques are designated by numbers for convenience in 
representation. The mixed model used for analysis of this data is governed by the 
equation (5.1) [82]: 
 ------ (5.1) 
where, 
: grand mean 
 : random effect due to patient sets 
: random effect due to the interaction between the patient sets and the techniques 
: random effect due to the interaction between the patient sets and the readers 
: fixed effect of independent factor - techniques 
: fixed effect of independent factor - readers 
: fixed effect due to the interaction of techniques and readers 
: residuals 
 
For our data, ‟i‟ can take on values from 1 to 19 corresponding to the 19 patient data sets 
for comparisons while   and „b‟ can take on values from 1 to 5 and from 1 to 6 
corresponding to the  5 techniques and  6 readers, respectively. Under equal variance 
assumption and assuming that the random effects and residuals are independently 
distributed with zero mean, the sum of squares for different factors and their interactions 
are calculated using equations (5.2-5.16) [82]. 
 
Equations (5.2-5.7) are the sample means. 
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where, 
A: total number of techniques -5 
B: total number of readers -6 
I:  total number of patient data sets -19 
: means averaged over variable „b‟, and so on 
: means averaged over  variables „i‟ and „b‟, and so on 
The overall mean is represented by equation (5.8): 
 
  ------- (5.8) 
where, 
A: total number of techniques -5 
B: total number of readers -6 
I:  total number of patient data sets -19 
: overall mean 
: individual score 
The total sum of squares is computed using the equation (5.9), 
 
      ------- (5.9) 
 --- (5.2) 
 
 --- (5.3) 
 
        ---- (5.4) 
 
 
 
  ---- (5.5) 
 
  ---- (5.6) 
 
  ---- (5.7) 
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Where, 
: total sum of squares 
: sum of squares for the independent effects 
 sum of squares for the interaction effects 
 : sum of squares for the error term 
Under assumptions made earlier and by orthogonal decomposition of the equation (5.9), 
each sum of squares term on the right-hand side of equation (5.9) can be calculated using 
equations (5.10-5.16). The terms appearing in the right-hand side of equations (5.10-5.16) 
are previously calculated using equations (5.2-5.8). 
 
 
 
 
 
 
where, 
A: total number of techniques -5 
B: total number of readers -6 
I:  total number of patient data sets -19 
: sum of squares for the independent effects 
 sum of squares for the interaction effects 
 : sum of squares for the error term 
 
 
  ------- (5.10) 
 
  ------- (5.11) 
 
   ------- (5.12) 
 
 
 
 ----- (5.13) 
 
  ----- (5.14) 
 
----- (5.15) 
 
 ----- (5.16) 
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 can be calculated separately using equation (5.17) and the value obtained can be used 
to verify equation (5.9). 
 ----- (5.17) 
Using this complete model, all independent and random effects between patient data sets, 
readers and techniques are considered. 
 
5.4 Results 
The resultant F-statistic values are tabulated in Appendix –F 
 
5.4.1 Rating Study 
Statistically significant differences were observed between readers and between 
techniques. The results are divided into comparison of readers and comparison of 
techniques. None of the interactions were found to be statistically significant.  
 
5.4.1.1 Comparison of Readers 
For vessel continuity (F5, 90=33.83, Appendix – F.1), detail resolution (F5, 90=15.07, 
Appendix – F.2), image quality (F5, 90=17.87, Appendix – F.4), and SNR (F5, 90=7.68, 
Appendix –F.5), statistically significant differences were observed between the mean 
scores assigned by the 6 readers with p<0.0001. Statistically significant differences in the 
mean scores were also observed for the artifacts parameter between the 6 readers (F5, 
90=3.99 Appendix – F.3) with p=0.0026.  Post hoc analyses were conducted using the 
Tukey‟s W procedure [77]. For vessel continuity, detail resolution and image quality 
parameters the mean scores by reader 6 (2.09 ± 0.946, 2.24 ± 0.82 and 2 ±0.98, 
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respectively) were statistically significantly lower than the mean scores of other 5 readers 
with p<0.01.Mean score of reader 2 (3.25 ± 1.77) was found to be statistically 
significantly lower than mean scores of readers 3 (4.49 ± 1.24) and 4 (4 ± 1.99) with 
p<0.01, and mean score of reader 5 (3.55 ± 1.7) was found to be statistically significantly 
lower than mean score of reader 3 (4.49 ± 1.24)  with p<0.01 for vessel continuity 
parameter. For detail resolution parameter the mean score of reader 2 (3.13 ± 1.68) was 
found to be statistically significantly lower than the mean score of reader 3 (4.08 ± 1.14) 
with p<0.01. For the artifacts parameter, the mean score of reader 6 (2.17 ± 0.92) was 
statistically significantly lower than the mean scores of reader 1(3.83 ± 1.31) and reader 
2(3.8 ± 1.23 with p<0.01. For SNR parameter, the mean scores of reader 6 (2.52 ± 0.84) 
and reader 5 (2.77 ± 1.31) were statistically significantly lower than mean scores of both 
readers 4 (4.2 ± 1.63) and 3 (4.4 ± 1.33) with p<0.01.  
 
5.4.1.2 Comparison of Techniques 
For vessel continuity (F4, 72=15.06, Appendix – F.1), detail resolution (F4, 72=12.502, 
Appendix – F.2) and image quality (F4, 72=7.45, Appendix – F.3) parameters, statistically 
significant differences were observed between the mean scores obtained by the image 
processing techniques with p<0.001. For these three parameters the best single frame 
(vessel continuity: 2.63 ± 1.68, detail resolution: 2.57 ± 1.48 and image quality: 2.65 ± 
1.53) was statistically significantly worse than the other techniques (p<0.01). 
Mean scores by reader 6 for 3 parameters were statistically significantly lower than the 
other readers and for other 2 parameters were statistically significantly lower than 2 
readers in each case. Thus data from user 6 was eliminated and the double, repeated 
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measures ANOVA was again performed with data from readers 1-5. The results obtained 
are as follows: 
 
5.4.1.3 Comparison of Readers after eliminating scores from the 6
th
 reader 
Once again statistically significant differences were observed between the readers for all 
parameters (vessel continuity: F4, 72=10.37, p<0.0001, Appendix –F.1 detail resolution: 
F4, 72=6.78, p<0.0001, Appendix –F.2 image quality: F4, 72=7.71,p<0.0001, Appendix –
F.4,  SNR- F4, 72=13.23, p<0.0001, Appendix –F.5 and artifacts - F4, 72=3.922, p=0.0062, 
Appendix –F.3).  For vessel continuity parameter, mean score of reader 2 (3.25 ± 1.77) 
was found to be statistically significantly lower than mean scores of reader 3 (4.49 ± 
1.24) and reader 4 (4 ± 1.99) with p<0.01. Also mean scores of readers 5 (3.54 ± 1.7), 1 
(3.85 ± 1.5) and 4 (4 ± 1.99) were found to be statistically significantly lower than mean 
scores of reader 3 (4.49 ± 1.24) with p<0.01, for the vessel continuity parameter. Mean 
score for detail resolution parameter of reader 2 (3.13 ± 1.67) was found to be statistically 
significantly lower than the mean scores of readers 1(3.93 ± 1.19), 3 (4.08 ± 1.14) and 4 
(3.92 ± 1.82) with p<0.01. Mean scores of reader 5 (3.04 ± 1.45, 3.4 ± 1.64, 2.77 ± 1.32) 
were found to be statistically significantly lower than the other readers with p<0.01, less 
than reader 4 (4.14 ± 1.68) with p<0.01 and less than reader 3 (4.4 ± 1.33) with p<0.01 
for artifacts, image quality and SNR parameters, respectively. Also, for image quality 
parameter the mean score of reader 2 (3.3 ± 1.25) was found to be statistically 
significantly lower than the mean scores of readers 3 (4.06 ± 1.1) and 4 (4.14 ± 1.69) 
with p<0.01. For SNR, mean score for reader 1 (3.5 ± 1.18) was found to be statistically 
significantly lower than reader 3 (4.4 ± 1.33) with p<0.01. However, unlike in the case of 
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6 readers, no mean score of any one reader was consistently lower than the others. Thus 
no reader could be further eliminated and analysis could be repeated. 
  
5.4.1.4 Comparison of Techniques after eliminating scores from the 6
th
 reader 
For vessel continuity (F4, 72=11.86, p<0.0001, Appendix –F.1), detail resolution (F4, 
72=15.49, p<0.0001, Appendix –F.2) and image quality (F4, 72=3.11, p=0.02, Appendix – 
F.4) parameters, statistically significant differences were observed between the mean 
scores obtained by the image processing techniques. For vessel continuity and detail 
resolution parameters, the best single frame (2.89 ± 1.71 and 2.74 ± 1.55) was 
significantly worse than the manual and automated techniques with p<0.01. For image 
quality parameter, the manual technique (3.98 ± 1.23) and the automated technique with 
threshold level set to 85% of mean value of the RP (3.98 ± 1.43) were significantly better 
than  the single frame (2.93 ± 1.5) with p<0.01. 
 
5.4.2 Ranking Study 
The data from reader 6 was not obtained for this study. The analysis was thus carried out 
for the ranks obtained from the other 5 readers for the CMI-SHI images. In this study 
each reader assigned a rank from 1(best) to 5(worst) to the 5 images (contained in each 
patient data set) displayed simultaneously. No reader assigned equal ranks to any of the 
images. Thus there would not be any statistically significant difference between the 
readers for the ranking study as each reader had mean value of 3 – middle rank. However 
statistically significant differences were observed between the techniques (Appendix F.6, 
p<0.0001). The automated techniques with three different thresholds (2.65±1.21, 2.69 ± 
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1.26 and 2.43 ± 1.35) had significantly lower ranks (better) than the best single frame 
(3.98 ± 1.38) with p<0.05. The interaction between the reader and the techniques was 
also found to be statistically significant (p<0.0001).  
Figure 5.4 illustrates the profile plot for this interaction. 
 
 
Figure 5.4 Profile plot for interaction between readers and techniques 
 
From the profile plot of Figure-5.4, we can see that the interaction is disorderly. Thus 
multiple comparisons need to be done between the techniques for each reader. These tests 
were done using Fisher‟s protected LSD technique [77]. Reader 1 ranked the automated 
technique with no threshold without (2.105 ± 1.45) and the automated technique with 
threshold set to 85% of the mean value of RP (2.47 ± 1.12) significantly lower (indicating 
better)  than the best single frame (4.42 ±0.69) with p<0.05. Reader 4 ranked the 
automated techniques with the three threshold levels (2.15 ± 1.38, 2.26 ±1.04 and 2.31 ± 
0.95) significantly lower (indicating better) than the best single frame (4.47 ± 0.904) with 
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p<0.05. Rank scores obtained from none of the readers showed statistically significant 
difference between the manual technique and the best single frame. 
 
5.5 Discussion 
In the rating study, reader 6 assigned scores consistently less than the other readers. 
Eliminating scores from reader 6 yielded similar results after repeating the analysis. CMI-
SHI images provide a snapshot of the vascular activity in the underlying scanned region. 
Both manual and automated CMI-SHI image processing techniques depict more vessel 
continuity; have more detailed resolution and overall better image quality as compared to 
the best single frame from the patient scan data. Thus processing the SHI scan data to 
produce CMI-SHI images may yield additional information as compared to the individual 
frames within the scan data. Since angiogenic vascular morphology is an independent 
predictor of malignant breast disease [34], depiction of vessel continuity and fine 
resolution together, may improve diagnosis of malignant breast diseases. CMI-SHI 
images in conjunction with the scan data may have a potential to improve diagnosis as 
compared to using the scan data, only.  
No statistically significant difference was observed for the SNR and artifacts parameters 
for any of the techniques. This could be due to the fact that all the information from the 
scan data is summarized in the CMI-SHI images or else there is little discernible noise in 
the scan data, itself.  The automated algorithm eliminates noise artifacts that appear as 
streaks across the images by eliminating these images. Certain noise artifacts arising due 
to refraction, reverberation, shadowing, etc. are attributed to the scanning procedure [1]. 
Also some other artifacts could be classified into artifacts arising from factors 
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controllable prior to imaging [83]. Thus if noise due to such artifacts is present in the 
scan data then it also appears in the reconstructed CMI-SHI images. Signal and Image 
processing techniques may be implemented to reduce such artifacts from the scan data 
[84-88]. 
The manual process of generating CMI-SHI images is time consuming and may not be 
reproducible per se. The automated algorithm is capable of generating the CMI-SHI 
images in relatively less time and produces reproducible results. It also eliminates the 
dependency on user variability. Further the automated algorithm requires no user 
intervention after selection of kernel in the first step, based on criteria previously 
discussed.  There was no statistically significant difference observed between the ranks 
obtained by manual processing technique and the best single frame. However, statistical 
significant differences were observed between the ranks obtained by the automated 
technique using three different thresholds compared against the best single frame, 
favoring the automated techniques.  
If any one of the three thresholds for the automated algorithm would have shown 
statistically significant difference as compared to the other two, in the rating study or in 
the ranking study, then it could have been used for all patients. However this was not the 
case due to the variability in the SHI patient data. In cases where there are no streak like 
noise artifacts in the SHI scan data, eliminating images may not have any effect on the 
reconstructed CMI-SHI image by the automated technique using different thresholds. On 
the contrary, if streak-like artifacts are present in the scan data then eliminating individual 
frames with these artifacts, improves the reconstructed CMI-SHI image by the automated 
technique. Thus a choice of using a particular threshold depends on the SHI data. 
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To summarize, the CMI-SHI processing techniques, both manual and automated, 
visualize vascularity and produce better image quality than the best single SHI frame. 
Moreover, the automated technique saves time, eliminates user bias and is more 
reproducible than the manual method. CMI processing of SHI data improves the 
depiction of breast tumor vascularity and may in the future assist in the characterization 
of breast lesions.  
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CHAPTER 6: CONCLUSION AND FUTURE WORK 
 
 
 
In this thesis, a novel automated algorithm for producing CMI images from SHI imaging 
of breast lesions has been presented. CMI processing techniques visualize vascularity and 
produce better image quality than the best single SHI frame. The CMI images obtained 
seem to be a valuable tool to assess breast lesions based on vascularity. 
The automated algorithm has the following advantages over the manual technique: 
• Elimination of the subjective decision making criteria to select the best image  
from a pool of images corresponding to different duration time segments  
• Elimination of the manual process of scanning each frame individually and  
 discarding the noisy frames 
• Motion compensation which reduces blurring present in the CMI-SHI images  
 reconstructed manually using MIP 
• Reduction in time for processing after the scan acquisition phase. Time required  
 for both the techniques is directly proportional to the number of frames. Manual  
 reconstruction technique typically extends for 60-90 minutes per patient scan  
 data. The maximum time required by the automated technique for each patient  
 was 5 minutes.  
Moreover, the robust reconstructed image can yield hidden data which may not be 
evident on viewing the video file. However more patient studies are required to validate 
the use of this novel technique in breast lesion diagnosis. The algorithm may be 
applicable in other imaging modes requiring realignment of frames from a dynamic 
sequence. 
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Further improvements that could be made in the algorithm are discussed as follows: 
• More than one kernel could be used for tracking motion in successive frames.  
 This would serve as an additional feature for eliminating noisy frames and to  
 verify the reliability of the tracking provided by the RP 
• An automated system to select the kernel based on the kernel selection criteria  
 mentioned in section could be implemented. This would eliminate the need for the  
 user to select the kernel in the first frame.  
• Vascularity depicted in the reconstructed CMI-SHI image could be color coded.  
 This would help to easily identify the flow pattern in the scanned region that may  
 aid in the diagnosis.  
• The RP graph for some patients showed periodic high and low RP values. In such  
 cases, the low RP values were found to indicate time instances corresponding to  
 relatively less CA in the scanned region. This could be attributed to pulsatile  
 blood flow. Instead of eliminating these frames using threshold values, these  
frames could be separated and processed via the algorithm based on a new kernel. 
This may reveal some more information regarding the neovascularity. One such 
RP graph is as illustrated in figure 6.1. 
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Figure 6.1: Reliability parameter graph for patient 12 
 
Apart from the abovementioned suggestions, effort would be directed towards improving 
the algorithm further to increase its usability.  This may aid the medical community in 
making more informed diagnosis that has the potential of benefiting patients. 
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APPENDICES 
APPENDIX A: PATIENT SCAN TIME AND TIME PERIOD CORRESPONDING 
TO PEAK FLOW PERIOD 
Patient 
ID 
Total SHI scan 
time after 
administration 
of contrast 
agents 
Number of 
Frames 
corresponding 
to total scan 
time 
Peak flow of 
contrast agent 
time period 
Number of Frames 
corresponding to 
peak flow period 
 (seconds)  (seconds-seconds)  
1 85 765 65-77.2 110 
2 
71 639 36.5-46.5 
 
91 
3 
44 396 26.1-40.1 
 
127 
4 
76 684 40.4-52 
 
104 
5 
57 513 34-50 
 
144 
6 
61 549 23.2-36.5 
 
121 
7 
54 486 27-39 
 
106 
8 
98 882 66.0-69.0 
 
27 
9 
56 504 35-50 
 
135 
10 
44 396 9.3-15.7 
 
58 
11 
63 567 36-43.2 
 
65 
12 
57 513 40.5-50.5 
 
90 
13 
59 531 36-46 
 
90 
14 
58 522 34.3-44.6 
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APPENDIX B: RP STATISTICS, THRESHOLD VALUES AND NUMBER OF 
FRAMES PROCESSED 
 
A B C D E F G 
  min max mean std     
1 110 0.4525 1 0.6051 0.0689 0.6051 65 0.5143 104 
2 91 0.1055 1 0.3735 0.1543 0.3735 37 0.3174 53 
3 127 0.2486 1 0.3559 0.0860 0.3559 45 0.3025 104 
4 104 0.3781 1 0.4846 0.0622 0.4846 47 0.4120 101 
5 144 0.3610 1 0.5012 0.0859 0.5012 66 0.4260 115 
6 121 0.4690 1 0.7061 0.0664 0.7061 76 0.6002 110 
7 106 0.1350 1 0.2911 0.1416 0.2911 39 0.2475 46 
8 27 0.2909 1 0.4323 0.1317 0.4323 9 0.3675 22 
9 135 0.2160 1 0.4274 0.1333 0.4274 60 0.3633 86 
10 58 0.5524 1 0.6148 0.0657 0.6148 18 0.5526 57 
11 65 0.3139 1 0.4334 0.0943 0.4334 26 0.3684 50 
12 90 0.0810 1 0.2513 0.1599 0.2513 30 0.2187 47 
13 90 0.1749 1 0.4224 0.1287 0.4224 51 0.3590 65 
14 93 0.2349 1 0.4290 0.1054 0.4290 47 0.3646 69 
 
A: Patient ID 
B: Number of frames corresponding to peak flow period 
C: Reliability Parameter values 
D: Threshold 1 = mean value of RP 
E: Number of frames processed using threshold 1 
F: Threshold 2 = 85% of mean value of RP 
G: Number of frames processed using threshold 2 
 
 
92 
 
APPENDIX C: PERCENTAGE OF OVERLAP FOR EACH PATIENT CASE AND 
NUMBER OF ITERATIONS PER FRAME 
Patient 
ID 
% of 
overlap - 
shifting the 
kernel by 
one pixel 
row each 
time 
Number of 
iterations 
per column 
per frame 
% of overlap - 
shifting the 
kernel by one 
pixel column 
each time 
Number of 
iterations per 
row per 
frame 
Total Number 
of Iterations 
per frame 
1 98.46 386 98.68 325 125450 
2 
98.96 
 
141 99.54 284 40044 
3 
99.31 
 
344 99.14 243 83592 
4 
98.99 
 
381 98.75 291 110871 
5 
96.55 
 
407 98.15 360 146520 
6 
98.82 
 
354 99.11 304 107616 
7 
98.94 
 
288 99.43 293 84384 
8 
97.92 
 
407 98.25 341 138787 
9 
98.89 
 
290 99.38 280 81200 
10 
98.08 
 
89 99.73 337 29993 
11 
99.25 
 
347 99.15 252 87444 
12 
98.82 
 
318 99.18 308 97944 
13 
98.48 
 
416 97.67 323 134368 
14 
97.73 
 
314 98.18 345 108330 
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APPENDIX D: PRGRAM CODE 
 
Appendix D.1 – Working with no threshold 
 
clear all; 
close all; 
iptsetpref('ImshowBorder','tight'); 
 
%% Build image file list  
% % This part of the code is adopted from one of the assignments given by Dr. Doehring 
[filename, pathname] = uigetfile('*.*','Select FIRST image file...'); 
cd(pathname); 
filechar = double(filename); 
for it = 1:length(filechar) 
    if filechar(it) >= 48 & filechar(it) <= 57 
        break 
    end 
end 
if it >= length(filechar) 
    error('Error ** could not find number in filename.') 
end 
  
tail = filename(length(filename)-3:length(filename)); 
numimages = 0; 
for ifilenum = 1:200 
    if exist(filename,'file') 
        numimages = numimages + 1; 
        filelist{numimages} = filename; 
    end 
    filename = [filename(1:it-1) num2str(ifilenum) tail]; 
end 
filelist = filelist'; 
  
%% Reading the first image!! 
img11=imread(filelist{1}); 
 
%% Converting the image into suitable form 
img11=im2double(rgb2gray(img11)); 
 
%% Selecting the required size of the image- Ignoring labels at the side 
figure(1) 
imshow(img11) 
[tc,tr]=ginput(1); 
[bc,br]=ginput(1); 
tc=round(tc); 
tr=round(tr); 
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br=round(br); 
bc=round(bc); 
img1=img11(tr:br,tc:bc);  
[ori_rows,ori_cols]=size(img1); 
  
%% For the User to select the kernel 
figure(1) 
subplot(2,1,1) 
imshow(img1) 
title('First Image in the series') 
[topcolumn,toprow]=ginput(1); 
[bottomcolumn,bottomrow]=ginput(1); 
topcolumn=round(topcolumn); 
toprow=round(toprow); 
bottomrow=round(bottomrow); 
bottomcolumn=round(bottomcolumn); 
  
%% Making the kernel 
kernel=img1(toprow:bottomrow,topcolumn:bottomcolumn); 
figure(1) 
subplot(2,1,2) 
imshow(kernel) 
title('kernel') 
[kernelrows,kernelcolumns]=size(kernel); 
  
%% Creating the final padded image on which the result will be pasted 
finalrows=ori_rows+ori_rows; 
finalcols=ori_cols+ori_cols; 
final=zeros(finalrows,finalcols); 
startrow=round(ori_rows/2); 
startcol=round(ori_cols/2); 
endrow=round((3*ori_rows/2)); 
endcol=round((3*ori_cols/2)); 
  
%% Preparing the Final image with the first image which will be used as reference 
final(startrow:endrow-1,startcol:endcol-1)=img1; 
figure(2) 
imshow(final) 
  
%% Calculating the number of total iterations required 
    numberofiterations_rows=ori_rows-kernelrows+1; 
    numberofiterations_cols=ori_cols-kernelcolumns+1; 
    number=numberofiterations_rows*numberofiterations_cols; 
  
%% Change Made 
alpha_matrix=zeros(numimages,1); 
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%% Reading the next images from the sequences  
 
for k=1:numimages 
 
%% Reading the first image 
     img22=imread(filelist{k}); 
 
%% Converting the image into suitable form 
    img22=im2double(rgb2gray(img22)); 
 
%% Selecting the required size of the image- Ignoring labels at the side 
    img2=img22(tr:br,tc:bc); 
 
    %% Creating the array to store the result 
    store=zeros(number,3); 
    counter=0; 
 
    %% SAD and storing the Result 
    for i=1:numberofiterations_rows 
        for j=1:numberofiterations_cols 
            counter=counter+1; 
            temp=abs(img2(i:i+kernelrows-1,j:j+kernelcolumns-1)-kernel); 
            tempsum=sum(sum(temp)); 
            store(counter,:)=[i,j,tempsum]; 
        end 
    end 
     
%% Finding the best match and calculating the displacement with respect 
    %% to the first image 
      
    minimumerr=min(store(:,3)); 
    SAD_mean=mean(store(:,3));  
    MSAD=minimumerr; 
    alpha_image=(SAD_mean-MSAD)/SAD_mean 
    alpha_matrix(k)=alpha_image; 
    loc=find(store(:,3)==minimumerr); 
    matchrow=store(loc,1); 
    matchcol=store(loc,2); 
    displacement_row=toprow-matchrow; 
    displacement_col=topcolumn-matchcol; 
     
%% Calculating the place where the next image has to be pasted with displacement 
    newstartrow=startrow+displacement_row; 
    newstartcol=startcol+displacement_col; 
    newendrow=newstartrow+ori_rows; 
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    newendcol=newstartcol+ori_cols; 
    for i=newstartrow:newendrow-1 
       for j=newstartcol:newendcol-1 
           ii= (i-displacement_row)-startrow+1; 
           jj=(j-displacement_col)-startcol+1; 
           if final(i,j)<img2(ii,jj) 
               final(i,j)=img2(ii,jj); 
           else 
           end 
        end 
    end 
    figure(3) 
    imshow(final) 
    text(225,100,['Image number being added : ', num2str(k)],'BackgroundColor',[.7 .9 .7]) 
end 
  
figure(4) 
imshow(final) 
text(225,100,['Final Image!! Images Iterated : ', num2str(k)],'BackgroundColor',[.7 .9 .7]) 
  
  
finalf=final(startrow:endrow-1,startcol:endcol-1); 
newnf=zeros(size(img11)); 
for i=1:434 
    for j=1:532 
        if i>=tr && i<=br && j>=tc && j<=bc 
            newnf(i,j)=finalf(i-tr+1,j-tc+1); 
        else 
            newnf(i,j)=img11(i,j); 
        end 
    end 
end 
  
figure(5) 
imshow(newnf) 
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Appendix D.2 – Working with Threshold (after running the above code and saving 
the workspace) 
%% This program will have to create new file list 
  
%% To be implemented in the same directory after the alpha_matrix is obtained 
  
%% Calculating the size of alpha matrix as it is required. 
%% This will also give us the number of images that we are processing. The thing to 
keep in %% mind is that the image number starts from zero and not one. 
  
  
size_am=size(alpha_matrix); 
  
%% Threshold can be adjusted to what you want 
threshold=mean(alpha_matrix); 
%-0.15*mean(alpha_matrix); 
  
%% Creating Position Markers for comparison with locations that have low alpha value. 
Also %% finding out a matrix which will give out zeros where the alpha value is greater 
than the %% threshold 
positionmarker=1:size_am; 
locations=find(alpha_matrix<threshold); 
requiredpositions=ismember(positionmarker,locations); 
numberofimages=max(size(filelist)); 
 
%% This will give a new filelist with only wanted images 
new_counter=1; 
for j=1:numberofimages  
    if requiredpositions(j)==0 
        new_filelist{new_counter}=filelist{j}; 
        new_counter=new_counter+1; 
    else 
    end 
end 
new_filelist=new_filelist'; 
  
new_numimages=max(size(new_filelist));  
 
%% Reading the first image 
 
 img11=imread(new_filelist{1}); 
 
%% Converting the image into suitable form 
img11=im2double(rgb2gray(img11)); 
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%% Selecting the required size of the image- Ignoring labels at the side 
img1=img11(tr:br,tc:bc); 
[ori_rows,ori_cols]=size(img1); 
  
%% For the User to select the kernel 
figure(1) 
subplot(2,1,1) 
imshow(img1) 
title('First Image in the series') 
 
% % Enter the co-ordinates of the kernel from the workspace saved 
topcolumn=       ; 
toprow=             ; 
bottomrow=       ; 
bottomcolumn=  ; 
  
%% Making the kernel 
kernel=img1(toprow:bottomrow,topcolumn:bottomcolumn); 
figure(1) 
subplot(2,1,2) 
imshow(kernel) 
title('kernel') 
[kernelrows,kernelcolumns]=size(kernel); 
  
%% Creating the final padded image on which the result will be pasted 
finalrows=ori_rows+ori_rows; 
finalcols=ori_cols+ori_cols; 
final=zeros(finalrows,finalcols); 
startrow=round(ori_rows/2); 
startcol=round(ori_cols/2); 
endrow=round(3*ori_rows/2); 
endcol=round(3*ori_cols/2); 
  
%% Preparing the Final image with the first image which will be used as reference 
final(startrow:endrow-1,startcol:endcol-1)=img1; 
figure(2) 
imshow(final) 
  
%% Calculating the number of total iterations required 
    numberofiterations_rows=ori_rows-kernelrows+1; 
    numberofiterations_cols=ori_cols-kernelcolumns+1; 
    number=numberofiterations_rows*numberofiterations_cols; 
  
%% Change Made 
new_alpha_matrix=zeros(new_numimages,1); 
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%% Reading the next images from the sequences  
for kk=1:new_numimages 
 
%% Reading the first image 
    img22=imread(new_filelist{kk}); 
 
%% Converting the image into suitable form 
    img22=im2double(rgb2gray(img22)); 
 
%% Selecting the required size of the image-Ignoring labels at the side 
    img2=img22(tr:br,tc:bc); 
    %% Creating the array to store the result 
    store=zeros(number,3); 
    counter=0; 
    
 %% SAD and storing the Result 
    for i=1:numberofiterations_rows 
        for j=1:numberofiterations_cols 
            counter=counter+1; 
            temp=abs(img2(i:i+kernelrows-1,j:j+kernelcolumns-1)-kernel); 
            tempsum=sum(sum(temp)); 
            store(counter,:)=[i,j,tempsum]; 
        end 
    end 
      
%% Finding the best match and calculating the displacement with respect to the first 
image      
    minimumerr=min(store(:,3)); 
    SAD_mean=mean(store(:,3));  
    MSAD=minimumerr; 
    alpha_image=(SAD_mean-MSAD)/SAD_mean 
    new_alpha_matrix(kk)=alpha_image;  
    loc=find(store(:,3)==minimumerr); 
    matchrow=store(loc,1); 
    matchcol=store(loc,2); 
    displacement_row=toprow-matchrow; 
    displacement_col=topcolumn-matchcol; 
   
   %% Calculating the place where the next image has to be pasted with 
    %% displacement 
    newstartrow=startrow+displacement_row; 
    newstartcol=startcol+displacement_col; 
    newendrow=newstartrow+ori_rows; 
    newendcol=newstartcol+ori_cols; 
    for i=newstartrow:newendrow-1 
       for j=newstartcol:newendcol-1 
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           ii= (i-displacement_row)-startrow+1; 
           jj=(j-displacement_col)-startcol+1; 
           if final(i,j)<img2(ii,jj) 
               final(i,j)=img2(ii,jj); 
           else 
           end 
        end 
    end 
end 
  
figure(3) 
imshow(final) 
text(125,100,['Final Image!! Images Iterated (after eliminating images with alphavalue 
less than  mean) : ', num2str(kk)],'BackgroundColor',[.7 .9 .7]) 
  
  
finalf=final(startrow:endrow-1,startcol:endcol-1); 
newnf=zeros(size(img11)); 
for i=1:434 
    for j=1:532 
        if i>=tr && i<=br && j>=tc && j<=bc 
            newnf(i,j)=finalf(i-tr+1,j-tc+1); 
        else 
            newnf(i,j)=img11(i,j); 
        end 
    end 
end 
  
figure(5) 
imshow(newnf) 
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APPENDIX E: RESULTS 
Appendix E.1: Patient 1 
 
  
  
  
 
 
Automated Technique No Threshold 
         Automated Technique: Threshold =85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.2: Patient 2 
 
 
 
  
  
 
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.3: Patient 3 
 
 
 
  
  
 
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.4: Patient 4 
 
 
 
  
  
 
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.5: Patient 5 
 
  
  
  
 
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
 
Manual technique 
Best Single Frame 
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Appendix E.6: Patient 6 
 
  
  
  
 
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.7: Patient 7 
 
  
  
  
 
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique:  Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.8: Patient 8 
 
  
   
   
  
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.9: Patient 9 
 
  
   
   
  
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.10: Patient 10 
  
   
    
  
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
111 
 
Appendix E.11: Patient 11 
 
  
    
  
 
 
Automated Technique No Threshold Best Single Frame 
Manual technique 
Automated Technique:  Threshold = Mean of RP 
Automated Technique: Threshold = 85% of Mean RP 
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Appendix E.12: Patient 12 
 
  
   
  
  
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.13: Patient 13 
 
 
 
   
  
 
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique:  Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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Appendix E.14: Patient 14 
 
  
 
  
  
 
 
Automated Technique No Threshold 
Automated Technique: Threshold = 85% of Mean RP 
Automated Technique: Threshold = Mean of RP 
Manual technique 
Best Single Frame 
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APPENDIX F- STATISTICAL OUTPUT 
 
Appendix F.1: Vessel Continuity Parameter 
a) Data: 
 
b) 6 readers 
Source SS df MS F 
Subjects 598.2385965 18 33.23548 1.608495 
Within Subjects         
Readers 322.2666667 5 64.45333 33.83048 
Readers x subjects 171.4666667 90 1.905185 0.092205 
Techniques 120.2912281 4 30.07281 15.06688 
Techniques x subjects 143.7087719   1.995955 0.096598 
Readers x Techniques 55.54035088 20 2.777018 0.134399 
Readers x Techniques x subjects 7438.487719 360 20.66247   
Total 8850 569     
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c) 5 readers 
Source SS df MS F 
Subjects 580.0673684 18 32.22596 1.293512 
Within Subjects         
Readers 84.02947368 4 21.00737 10.36757 
Readers x subjects 145.8905263 72 2.026257 0.081332 
Techniques 107.5873684 4 26.89684 11.863 
Techniques x subjects 163.2447424 72 2.267288 0.091006 
Readers x Techniques 93.07871345 16 5.81742 0.233504 
Readers x Techniques x subjects 7175.101807 288 24.91355   
Total 8349 474     
 
Appendix F.2: Detail Resolution Parameter 
a) Data: 
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b) 6 readers 
Source SS df MS F 
Subjects 420.7895 18 23.37719 1.214547 
Within Subjects         
Readers 229.8474 5 45.96947 15.07649 
Readers x subjects 274.4175 90 3.049084 0.158413 
Techniques 113.4456 4 28.3614 12.52464 
Techniques x subjects 163.0404 72 2.264449 0.117648 
Readers x Techniques 68.3018 20 3.415088 0.177429 
Readers x Techniques x subjects 6929.1579 360 19.24766   
Total 8199 569     
 
c) 5 readers 
Source SS df MS F 
Subjects 430.7495 18 23.93053 1.028474 
Within Subjects         
Readers 61.3389 4 15.33474 6.787741 
Readers x subjects 162.6611 72 2.259181 0.097094 
Techniques 109.2126 4 27.30316 15.49711 
Techniques x subjects 126.8512 72 1.761822 0.075719 
Readers x Techniques 66.0022 16 4.125139 0.177288 
Readers x Techniques x subjects 6701.1845 288 23.268   
Total 7658 474     
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Appendix F.3: Artifacts Parameter 
a) Data: 
 
 
 
b) 6 readers 
Source SS df MS F 
Subjects 138.6245614 18 7.701365 0.544546 
Within Subjects         
Readers 198.3508772 5 39.67018 3.996104 
Readers x subjects 893.4491228 90 9.927212 0.701931 
Techniques 14.96491228 4 3.741228 0.349784 
Techniques x subjects 770.0982456 72 10.69581 0.756277 
Readers x Techniques 305.1333333 20 15.25667 1.078765 
Readers x Techniques x subjects 5091.378947 360 14.14272   
Total 7412 569     
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c) 5 reader 
Source SS df MS F 
Subjects 128.5768421 18 7.143158 0.334282 
Within Subjects         
Readers 41.78105263 4 10.44526 3.922307 
Readers x subjects 191.7389474 72 2.663041 0.124624 
Techniques 13.02315789 4 3.255789 2.144856 
Techniques x subjects 109.292566 72 1.517952 0.071036 
Readers x Techniques 242.4127485 16 15.1508 0.709019 
Readers x Techniques x subjects 6154.174685 288 21.36866   
Total 6881 474     
 
 
Appendix F.4: Image Quality Parameter 
a) Data: 
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b) 6 readers 
Subjects SS df MS F 
Within Subjects 351.1263 18 19.50702 1.062307 
Readers         
Readers x subjects 282.5614 5 56.51228 17.87613 
Techniques 284.5193 90 3.161326 0.172159 
Techniques x subjects 84.9649 4 21.24123 7.449623 
Readers x Techniques 205.2947 72 2.851316 0.155276 
Readers x Techniques x subjects 78.8982 20 3.944912 0.214831 
Total 6610.6351 360 18.36288   
Subjects 7898 569     
 
 
 
c) 5 readers 
Source SS df MS F 
Subjects 360.4716 18 20.0262 0.914249 
Within Subjects         
Readers 58.0000 4 14.5 7.712766 
Readers x subjects 135.3600 72 1.88 0.085827 
Techniques 72.2947 4 18.07368 3.112768 
Techniques x subjects 418.0541 72 5.806307 0.265073 
Readers x Techniques 75.3131 16 4.707069 0.21489 
Readers x Techniques x subjects 6308.5065 288 21.90454   
Total 7428 474     
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Appendix F.5: Signal to Noise Ratio Parameter 
a) Data: 
 
 
 
b) 6 readers 
Source SS df MS F 
Subjects 293.6385965 18 16.31326 0.902959 
Within Subjects         
Readers 274.6035088 5 54.9207 7.688071 
Readers x subjects 642.9263158 90 7.143626 0.395409 
Techniques 39.09824561 4 9.774561 1.791831 
Techniques x subjects 392.7649123 72 5.455068 0.301945 
Readers x Techniques 199.0526316 20 9.952632 0.550891 
Readers x Techniques x subjects 6503.915789 360 18.06643   
Total 8346 569     
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c) 5 readers 
Source SS df MS F 
Source 286.5052632 18 15.91696 0.704942 
Subjects         
Within Subjects 157.3810526 4 39.34526 13.23896 
Readers 213.9789474 72 2.97193 0.131623 
Readers x subjects 35.54947368 4 8.887368 2.235706 
Techniques 286.2140729 72 3.975195 0.176056 
Techniques x subjects 189.5881871 16 11.84926 0.524789 
Readers x Techniques 6502.783003 288 22.57911   
Readers x Techniques x subjects 7672 474     
 
Appendix F.6: Rank Parameter 
a) Data 
 
b) 5 readers 
Source SS df MS F 
Techniques 149.1157895 4 37.27895 4.330286 
Techniques x subjects 619.8398989 72 8.608887 0.665852 
Readers x Techniques 732.4534503 16 45.77834 3.540712 
Readers x Techniques x subjects 3723.590861 382 12.92913   
Total 5225 474     
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APPENDIX G: LIST OF SOFTWARE USED 
 
 
Software Version & License Manufacturer Purpose 
File Maker Pro 7.0v3 – Thomas 
Jefferson University 
Hospital 
Filemaker, Inc. 
(Santa Clara, CA) 
 
Design  a database 
of images for rating 
and ranking study 
MATLAB 7.5.0.342 (R2007b) 
- Drexel University 
The MathWorks, 
Inc. (Natick,MA) 
Scripting the 
algorithm  for 
processing SHI data 
Microsoft Excel 2007 - Drexel 
University 
Microsoft 
Corporation 
(Redmond, WA) 
Statistical Analysis 
Virtual Dub 1.7.6 - Freely 
Available 
Avery Lee Split the scan data 
into frames 
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APPENDIX H: COMPUTER USED FOR PROCESSING 
 
 
 Processor -AMD Athlon 
 Clock Speed - 1.533 GHz 
 Cache - 256kB  
 RAM - 512 MB 
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APPENDIX I:  LIST OF STATISTICAL TESTS USED 
 
 
 Double Repeated ANOVA   
 Tukey‟s W Procedure  
 Fisher‟s Protected LSD 
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APPENDIX J: LIST OF ACRONYMS 
 
 
 
ANOVA: Analysis of Variance 
 
CA: Contrast Agent(s) 
 
CDC: Center for Disease Control and Prevention 
 
CEUS: Contrast enhanced Ultrasound 
 
CMI: Cumulative Maximum Intensity 
 
Fisher‟s protected LSD: Fisher‟s protected Least Significance difference 
 
MFI: MicroFlow Imaging 
 
MIP: Maximum Intensity Projection 
 
MVI: MicroVascular Imaging 
 
HI: Harmonic Imaging 
 
RP: Reliability Parameter 
 
SHI: Subharmonic Imaging 
 
SNR: Signal to Noise Ratio 
 
TDLU: Terminal Ductolobular Unit 
 
US: Ultrasound 
 
 
 
 
 
 
 
 
 
