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A classical coding across a block of logical qubits is presented. We characterize subgroups of
the product stabilizer group on a block of logical qubits corresponding to dual codes of classical
error correcting codes. We prove conditions on the set of correctable error patterns allowing for
unambiguous decoding based on a lookup table. For a large family of classical algebraic codes,
we show that the qubit overhead required for syndrome extraction from L logical qubits scales as
O(log2(L + 1)), asymptotically. The basic construction is adapted to account for two-qubit and
measurement errors, while still employing a lookup table based decoder. Moreover, we characterize
the set of detectable errors and show how classical algebraic decoders can unambiguously locate
logical qubits with errors even in the presence of syndrome noise. We argue that quantum error
correction is more aptly viewed as source compression in the sense of Shannon, and that Shannon’s
source and channel coding theorems provide bounds on the overhead rates of quantum post-selection
tasks, such as quantum error correction, at the level of the encoded quantum register.
I. INTRODUCTION
Quantum algorithms are known to achieve super-
polynomial speedup in solving certain problems in dis-
crete mathematics or as universal simulators of quantum
systems [1]. Due to the fragility of quantum states, it
is widely accepted that quantum error correction will be
required to maintain quantum coherence for sufficiently
long algorithm runtimes. However, circuit implementa-
tions of quantum algorithms of practical interest require
billions, perhaps trillions, of time-steps. These so-called
deep circuits necessitate a practically flawless error cor-
rected or logical qubit−one that fails less than the re-
ciprocal of the problem size. For a quantum algorithm
with L logical qubits executing a depth ∆ circuit, we re-
quire the probability of a logical qubit error PL < 1/∆L.
In principle, provided the underlying error rate is be-
low a certain threshold [2], a logical qubit of arbitrarily
high fidelity can be constructed by concatenating quan-
tum codes [3]. However, code concatenation leads to an
explosion of quantum resources (i.e. number of qubits)
required to hold the data and the ancillary qubits needed
for syndrome extraction and error correction. Recent
studies suggest that an error corrected quantum com-
puter will be very large, requiring millions of qubits [4–6],
thereby placing the technology far beyond modern-day
systems. Here, we show that qubit overhead can be sig-
nificantly reduced by taking the gestalt view of quantum
error correction (QEC). We construct a QEC protocol de-
fined across the entire quantum computer and show that
ancillary or syndrome qubits can carry error information
from multiple logical qubits simultaneously. From the
syndrome measurement results, collective inference can
efficiently and provably reconstruct the errors unambigu-
ously, even in the presence of measurement errors. Our
construction is based on classical coding theory.
In the context of quantum communication over a Pauli
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channel, the hashing bound [7] characterizes the achiev-
able rate of transmitting k message qubits encoded in n
physical qubits as asymptotically limited by the Shan-
non entropy of the channel k/n < 1 − H2(p), Here,
p = [ px, py, pz ] is a vector of Pauli channel error prob-
abilities and H2(p) denotes Shannon’s binary entropy
function. This bound can be seen as a special case of
the quantum channel capacity [8–10]. Moreover, using
Shannon’s methods of typicality and random code con-
structions, quantum stabilizer codes [11] can achieve the
quantum channel capacity with a Pauli error model for
large enough n [12]. Strictly speaking, however, QEC is
not channel coding, as typically construed in the classical
theory. In channel coding, a message’s error syndrome is
computed at the encoder, appended to the message and
sent over a noisy channel. At the receiver, the decoder
has access and utilizes both the noise corrupted message
and syndrome to reconstruct the message. In QEC−as
opposed to quantum communication−the decoder has ac-
cess to the error syndrome only.
Up to an irrelevant phase, the Pauli group on n qubits
Pn = 〈±iI,X, Y, Z 〉⊗n is isomorphic to the binary vec-
tor space F2n2 with modulo 2 arithmetic and the sim-
plectic inner product [13]. By this correspondence, syn-
drome extraction is equivalent to mapping a length 2n
bit string (accounting for both X and Z-type errors)
to a length n − k bit syndrome, and thus performs
compression of classical data−albeit unknown classical
data derived from quantum data. This is the opera-
tional meaning of the hashing bound, which can be re-
stated as Shannon’s source coding theorem [14] for linear
block codes bounding the optimal compression rate of bi-
nary data by the entropy of the random source, namely
n − k > nH2(p). Here, p parameterizes a Pauli error
source. These remarks, though perhaps not framed as
such in the quantum literature, are well known. Indeed,
by source-channel coding duality, we may resolve the is-
sue and recast QEC as channel coding since the decoder
expects to receive the zero message (no errors) and hence
the message is not needed. However, we find it advan-
tageous to continue within the source coding framework.
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2Our contribution, from both an information theoretic and
syndrome qubit overhead perspective, is that Shannon’s
bounds hold for blocks of logical qubits.
Given an error syndrome y and a linear error cor-
recting code specified by the parity-check matrix H, the
maximum-likelihood decoding problem is to determine
the vector x with a minimum number of non-zero en-
tries such that Hx = y. This inverse problem is known
to be NP-hard for classical linear error correcting codes
[15], implying that an efficient maximum-likelihood de-
coder is not likely to exist. Similar complexity argu-
ments have been shown for quantum decoders [16, 17].
Further complicating the quantum decoding problem is
that errors in the syndrome measurements are likely.
This is an unavoidable consequence of faulty two-qubit
gates and quantum measurements, which often have er-
ror rates orders of magnitude higher than data qubit
errors. A number of methods have been proposed to
account for syndrome measurement errors in quantum
decoding, including minimum weight perfect matching
decoders [18, 19] and iterative belief-propagation based
decoders [20]. Here, we construct a lookup table decoder,
designed for a restricted class of error patterns acting on a
block of logical qubits, that can be queried with nearest-
neighbor binary string matching to unambiguously deter-
mine the errors in the data qubits while also protecting
against errors in the syndrome measurements.
Quantum product code constructions have been pro-
posed previously in the literature. In [21], using the
CSS construction, conditions were derived for obtain-
ing a quantum error correcting code from the (direct)
product of two classical error correcting codes. More
recently, in [22], quantum tensor product codes, the
quantum analogues of generalized tensor product codes
[23, 24], where the constituent codes are defined over a
field and an extension field were investigated. Notab-
ley, quantum hypergraph-product codes [25] employ the
Kronecker product to construct a quantum parity check
matrix from two classical codes. These product construc-
tions encode multiple logical qubits in a single block of
data qubits and define proper quantum error correcting
codes. In contrast, as discussed in the following, the
method proposed here, while based on a product code
construction, is not strictly a quantum code. Rather,
we propose the use of any binary, classical code linking
multiple copies of a single quantum code.
Notation and background on quantum and classical
error correcting codes may be found in Appendix A.
II. RESULTS
We propose a method that detects and locates errors
in a length-L block of logical qubits by constructing sta-
bilizer circuits acting on the entire block of logical qubits
and collectively processing the syndrome measurement
results. In particular, we construct stabilizers in the
product group
G := S1 × S2 × · · · × SL (1)
where S` is the stabilizer group of a quantum error
correcting code Q acting on logical qubit `. Let Q ∼
[[n, k, dQ]] denote a quantum code encoding k logical
qubits in n physical qubits with code distance dQ, and
capable of correcting tQ = bdQ−12 c errors. Defining the
total number of data qubits as N = nL, we have G ⊂ PN .
Suppose we have a block of L = 7 logical qubits. For
arbitrary s ∈ S and the identity e, consider the following
elements of G
s e s e s e s
e s s e e s s (2)
e e e s s s s
One may recognize the stabilizer elements {e, s} ar-
ranged (columnwise) in the binary representation of the
integers one through seven or, equivalently, according to
the parity-check matrix of a classical Hamming [ 7, 4, 3 ]
error correcting code. The key observation is that this
“encoding” is realized by the Kronecker product between
a binary matrix and a parity-check matrix of a quantum
error correcting code. In particular, the Pauli operator
corresponding to the Kronecker product of any binary
vector with the binary representation of a stabilizer gen-
erator is again in the product stabilizer G. The ordering
of the product is critical − post-multiplying by a binary
matrix does not produce an element of the stabilizer. As
commuting elements in G, measurements of Pauli oper-
ators corresponding to rows of a matrix constructed by
pre-multiplying a stabilizer by a binary matrix can be
performed without leaving the codespace and destroying
the quantum information held in the data qubits.
The canonical scheme for syndrome extraction from L
logical qubits, where separate blocks of syndrome qubits
are allocated to each logical qubit and each stabilizer, cor-
responds to a parity-check matrix IL⊗HQ formed by the
parity-check matrix for Q and the L×L identity matrix.
In contrast, our construction first selects a classical error
correcting code C with parameters [L,M, dC ] and mea-
sures the stabilizers corresponding to rows of the matrix
formed by the parity-check matrices of the classical code
C and the quantum code Q
HC ⊗HQ (3)
The layout of data qubits for performing error correc-
tion depends on the choice of quantum code and device
architecture. Here, we conceptually arrange the data
qubits in a rectangular array with each column corre-
sponding to the data qubits comprising a logical qubit.
Under the Pauli-to-binary isomorphism, unknown error
patterns [X |Z ]ᵀ are then represented by 2n × L bi-
nary matrices with constituent bit-flip X and phase-flip
Z matrices of dimension n × L. Our construction applies
to CSS codes [26, 27], for which bit-flip and phase-flip
3corrections can be performed independently, so, without
loss of generality, we will denote an error pattern by the
binary matrix E, which may represent X or Z. The num-
ber of errors in the data qubits is given by the Hamming
weight wt(E), defined as the number of ones in the error
pattern. When applied to a Pauli-X or Z operator, the
Hamming weight is the number non-identity operators.
The Hamming distance is the number of places that differ
between two error patterns E and E′ and is equivalent to
wt(E⊕E′). With a slight abuse of notation, the product
u ⊗ v will denote both the Pauli operator obtained by
performing the matrix Kronecker product applied to row
vectors and its equivalent binary rectangular representa-
tion vᵀu.
A general error pattern may be expressed as a sum of
weight-1 error patterns
E =
⊕
(q,`)
Eq` (4)
where Eq` has a single non-zero element at the (q, `)-th
entry and the pairs (q, `) ∈ ({1, 2, . . . n} , {1, 2, . . . L}) .
The action of syndrome extraction performed according
to the parity-check matrix HC ⊗HQ can be represented
by the matrix products defined by the Kronecker product
identity
HC ⊗HQvec(E) = vec(HQEHᵀC ) (5)
where vec(E) denotes the vector representation of an er-
ror pattern obtained by stacking the columns of E and
arithmetic is modulo 2. Suppose E = Eq` is a weight-1
error pattern, then
HQEq` = [0 · · · 0 Σq 0 · · ·0] (6)
where the Q-syndrome Σq = HQeᵀq is the `-th column
of the matrix on the right-hand side and eq denotes a
vector with a 1 in the q-th entry and zeros elsewhere.
The classical parity-check matrix HC acts on the rows
of HQEq`. If the i-th entry of Σq is 1, the C-syndrome
Θ` = HCe
ᵀ
` appears as the i-th row of HQEq`H
ᵀ
C yielding
HQEq`H
ᵀ
C = ΣqΘ
ᵀ
` (7)
The product syndrome Ξ of a general error pattern E,
with wt(E) > 1, is a binary sum over weight-1 syndromes
Ξ =
⊕
(q,`)
ΣqΘ
ᵀ
` (8)
A. Illustrative Example
As a concrete example, consider a block of logical
qubits encoded in the three-qubit repetition code pro-
tecting against a single bit-flip acting on the codewords
|0¯〉 = |000〉 |1¯〉 = |111〉 (9)
X X X X
X X X X
X X X
X X X
X X X
X X X
X X X X
X X X
X X X
X X X X
X X X
X X X
X X X
X X X
X X X
|ψ1〉
|ψ2〉
|ψ3〉
|ψ4〉
FIG. 1. Errors propagating through the circuit representa-
tion of Aᵀ ⊗ [1 1 0 ] corresponding to the three-qubit bit-flip
code stabilizer s = ZZI. Four logical qubits |ψ`〉 enter the
circuit and are subject to bit-flip errors (“X”) highlighted in
color. Using the propagation rules of Pauli-X operators un-
der CNOT gates, errors propagate to the syndrome qubits as
shown in the lower right portion of the circuit.
The stabilizer group S = 〈ZZI, ZIZ〉 is represented by
the binary parity-check matrix
HQ =
[
1 1 0
1 0 1
]
(10)
The Pauli-Z operator corresponding to the product
[ 1 1 0 1 ] ⊗ [ 1 1 0 ] is given by ZZIZZIIIIZZI which is
an element of G for the three-qubit bit-flip code. A con-
struction that encodes 7 logical qubits is based on the
classical [ 7, 4, 3 ] Hamming code with parity-check ma-
trix in systematic form given by
[ I3 | Aᵀ ] =
 1 0 0 1 1 1 00 1 0 0 1 1 1
0 0 1 1 1 0 1
 (11)
For brevity, we choose HC = Aᵀ to encode 4 logical
qubits and construct the parity-check matrices
Aᵀ⊗ [ 1 1 0 ] =
 1 1 0 1 1 0 1 1 0 0 0 00 0 0 1 1 0 1 1 0 1 1 0
1 1 0 1 1 0 0 0 0 1 1 0

Aᵀ⊗ [ 1 0 1 ] =
 1 0 1 1 0 1 1 0 1 0 0 00 0 0 1 0 1 1 0 1 1 0 1
1 0 1 1 0 1 0 0 0 1 0 1

Stabilizer circuits are constructed by coupling the data
qubits to the syndrome qubits as specified by a parity-
check matrix in the usual way: a two-qubit gate is added
to the circuit from data qubit j to syndrome qubit i if
and only if the (i, j)-entry of the parity-check matrix is 1.
Returning to the example, FIG. 1 and 2 show stabilizer
circuits of ZZI and ZIZ encoded with Aᵀ. Four logical
qubits |ψ`〉, encoded in the three-qubit bit-flip code, enter
the circuit and are subject to errors. There are a total
4X X X X
X X X X
X X X
X X X
X X X
X X X
X X X X
X X X
X X X
X X X X
X X X
X X X
X X X
X X X
X X X
|ψ1〉
|ψ2〉
|ψ3〉
|ψ4〉
FIG. 2. Errors propagating through the circuit representation
of Aᵀ ⊗ [1 0 1 ] corresponding to the three-qubit bit-flip code
stabilizer s = ZIZ. Four logical qubits |ψ`〉 enter the circuit
and are subject to bit-flip errors “X” highlighted in color.
Errors propagate to the syndrome qubits as shown in the lower
right portion of the circuit. Note that ZIZ does not couple
the second data qubit to the syndrome qubits and, thus, the
X2 (red) does not propagate to the syndrome qubits.
of 12 data qubits (indexed from top to bottom) and 3
syndrome qubits per stabilizer. Using the propagation
rules of Pauli-X operators under CNOT gates, we may
track the errors through the circuit and observe how the
parity relations defined by Aᵀ manifest in the syndrome
qubits. Let Ej denote an E-type Pauli error on data
qubit j. A bit-flip occurring on the second physical qubit
X2 (red “X”) is coupled to the first and third syndrome
qubit and a measurement in the Z basis will yield the
binary outcomes [ 1 0 1 ] (red “X” on syndrome qubits
one and three). Similarly, an error on X7 (blue “X”)
propagates to the first and second syndrome qubit as
dictated by the seventh column of Aᵀ⊗ [ 1 1 0 ]. As in the
classical case, there is ambiguity whenever the number
of errors exceeds the correction radius tQ = 1 as evident
by the weight-2 error X1X10 (green) producing syndrome
measurement outcomes identical to the single qubit error
X7 (blue). The circuit couples the weight-2 error to the
third syndrome qubit twice, negating the propagation of
the error to that syndrome qubit.
Syndrome ambiguity may be understood by examining
the cosets of the Pauli-X subgroup P12 = {I,X}⊗12 un-
der the action of the Pauli-Z operator corresponding to
Aᵀ⊗ [ 1 1 0 ] . In the rectangular representation, the syn-
drome conflict depicted in FIG. 1 is produced by the error
patterns
X7 '
 0 0 1 00 0 0 0
0 0 0 0
 X1X10 '
 1 0 0 10 0 0 0
0 0 0 0
 (12)
Both error patterns are within the correction radius
tQ = 1 for Q (weight-1 errors on |ψ3〉 and {|ψ1〉, |ψ4〉}
respectively) but the weight-2 error X1X10 is greater the
correction radius tC = 1 for the classical code C. This re-
sults in identical first rows of Θᵀ for both error patterns
under the action of HᵀC[
0 0 1 0
]
A =
[
1 0 0 1
]
A =
[
1 1 0
]
(13)
In other words, the row vectors [ 0 0 1 0 ] and [ 1 0 0 1 ] are
in the same coset of A. The measured syndromes “after”
the action of the stabilizer [ 1 1 0 ] will be identical and
lead to a conflict.
A lookup table decoder exists for a class of errors E
if there’s a one-to-one mapping from syndrome measure-
ments to error patterns from that class. Some quantum
codes are degenerate, in the sense that multiple error
patterns may result in the same syndrome measurement
but can all be corrected by a single Pauli correction op-
erator. For degenerate codes, the lookup table is modi-
fied to contain error syndrome-correction operator pairs.
In either case, a lookup table may be pre-computed by
iterating through all correctable error patterns E ∈ E
and using the binary matrix relation HQEH
ᵀ
C to simu-
late the syndrome measurement outcomes. To construct
the lookup table decoder, we must choose a single error
operator from each coset, the coset leader, to represent
the coset corresponding to a measured syndrome. A ta-
ble of syndrome-coset pairs with the cosets ordered with
the coset representative in the first column is known as
a standard array. Portions of the standard arrays corre-
sponding to syndrome extraction performed according to
Aᵀ⊗ [ 1 1 0 ] and Aᵀ⊗ [ 1 0 1 ] are shown in Tables B.VIII
and B.IX in the Appendix B. A lookup table decoder for
single bit-flips may be constructed by joining these tables
as shown in Table B.X. When syndrome extraction for
all stabilizers is performed in parallel via HC ⊗ HQ each
row of product syndrome Ξ corresponds to a different
stabilizer and the flattened product syndrome as shown
in Table B.X can be obtained by performing vec(Ξᵀ).
Assuming perfect CNOT gates and measurements, the
lookup table decoder simply queries the keys of the ta-
ble with the full syndrome measurement and returns the
unique data qubit corresponding to the matched key to
be corrected.
B. Subgroups of G
Generators of the product stabilizer group G may be
expressed in terms of Kronecker products
G = 〈 e` ⊗ s 〉 (14)
Using the aforementioned isomorphism, we will interpret
mixed products between binary vectors
(
e` ∈ FL2
)
and
Pauli operators (s ∈ Pn) as well defined by implicitly
mapping Pauli operators to their binary representation,
performing the matrix Kronecker product applied to row
vectors, and mapping the result back to Pauli operators.
A Pauli operator that commutes with the stabilizer
group leaves the code space invariant and is unobserv-
able during syndrome extraction. These operators form
a normal subgroup of the Pauli group generated by n+k
5operators known as the normalizer N(S) of S in Pn. Sta-
bilizers and logical qubit rotations are in the normalizer
as are non-trivial error patterns that go undetected dur-
ing syndrome extraction. A code’s distance, defined as
the minimal weight Pauli operator in N(S) \ S, is the
distinguishing parameter of a quantum codes, as it deter-
mines the maximum weight of detectable and correctable
errors. As such, one must characterize the structure of
the normalizer to determine the error correcting capabil-
ities of a quantum code. The normalizer N (G) of the
product group G is generated by
N (G) = 〈 e` ⊗ ηa 〉 (15)
where ηa ∈ N(S) and a ∈ {1, 2, . . . n+ k} .
In classical coding theory, the rows {hr} of the parity-
check matrix HC form a vector space C⊥ of dimension
R := L −M known as the dual code of C. For all s ∈ S
and r ∈ {1, 2, . . . R} , the operators
H := 〈hr ⊗ s 〉 (16)
generate a proper subgroup of G. To see this, note that
h⊗ s = ∏`′ e`′ ⊗ s ∈ G where the `′-th component of h is
non-zero andH is strictly contained in G since the weight-
1 vector e` /∈ C⊥ for any code of distance greater than
1. Group multiplication ( ) of generators of H (and G)
in Kronecker form is defined by applying the distributive
property of the Kronecker product over multiplication in
Pn and binary addition in FL2 to obtain
h⊗ s h′ ⊗ s′ = h⊕ h′ ⊗ ss′ · h⊗ s′ · h′ ⊗ s (17)
and is closed in H since h ⊕ h′ ∈ C⊥ and ss′ ∈ S (and
h⊗ s′, h′ ⊗ s ∈ H). When h = h′, the product is defined
as h⊗sh⊗s′ = h⊗ss′, and when s = s′, h⊗sh′⊗s =
h⊕h′⊗s. Up to a rearrangement of rows, H is the product
subgroup corresponding to HC ⊗HQ.
As elements of PN , operators commute if and only
if their binary representations are orthogonal under the
symplectic inner product. For CSS codes, the symplectic
inner product simplifies to the modulo 2 inner product
between the binary representations of an X-type and a
Z-type Pauli operator. Thus, the normalizer of the prod-
uct subgroup H is the set of Pauli operators in the ker-
nel of HC ⊗HQ, or equivalently, binary matrices N such
that HQNH
ᵀ
C = 0. Let {gm} denote a basis of the clas-
sical code C satisfying gmHᵀC = 0 for m ∈ {1, 2, . . . M} .
The normalizer N(H) is generated by a set of column
generators e` ⊗ ηa, so called because ηa appears in the
`-th column in the rectangular representation, and for
Eq ∈ {Xq, Zq} , a set of row generators gm ⊗ Eq where
gm is the q-th row in the rectangular representation. Any
product of row or column generators is an element of the
normalizer as are cross products of the form g⊗η. Also in
the normalizer are non-identity Pauli operators satisfying
the conditions
HQN ⊂ C NHᵀC ⊂ N(S) (18)
where the matrices are viewed as collections of rows (left)
or columns (right).
As a non-trivial example of this type of normalizer,
consider a block of 15 Steane [27] logical qubits encoded
with the [ 15, 11, 3 ] classical Hamming code. A weight-9
normalizer element N (say of X-type) may be illustrated
as
where the red squares mark error locations. Under the
action of HQ, N transforms to
from which it is evident that the non-zero columns of N
lie in the same coset of HQ and map to identical columns
of HQN, producing rows in C. Similarly, N transforms to
with columns in N (S) under the action of HᵀC .
Operators satisfying (18) can be written in terms of
row and column generators. The left-hand condition im-
plies
HQN =
⊕
(m,i)
gm ⊗ Ei =
⊕
(m,i)
gm ⊗HQvi (19)
where i ∈ {1, 2, . . . n− k} and vi is such that HQvi =
Ei. The right-hand condition implies
NHᵀC =
⊕
(r,a)
er ⊗ ηa =
⊕
(r,a)
HCur ⊗ ηa (20)
where r ∈ {1, 2, . . . R} and ur is such that HCur = er,
collectively yielding
N =
⊕
(m,i)
gm ⊗ vi
⊕
(r,a)
ur ⊗ ηa (21)
Summarizing, we have identified a dependent set of L(n+
k) + 2Mn operators
N(H) = 〈 e` ⊗ ηa , gm ⊗ Eq 〉 (22)
and established the subgroups H ⊂ G, N (G) ⊂ N (H),
L := PNupslopeN(H) ⊂ PNupslopeN (G) (23)
6C. Main Result
The form of the generators of N(H) elucidates the
structure of the quotient group L. The minimum weight
of the non-stabilizer elements of N (H) is the distance
of Q since we assume dC ≥ dQ and wt(e` ⊗ ηa) =
wt(e`) · wt(ηa) ≥ dQ. Thus, we immediately recover the
detectability condition of the quantum code Q, namely,
the number of errors in a logical qubit must be strictly
less than dQ to anti-commute and be detectable. For this
reason, our construction is not a quantum code, per se,
but more aptly described as a hybrid classical-quantum
coding scheme.
Let E∗` denote the `-th column of E (the error pattern
on the `-th logical qubit) and wtc(E) the number of non-
zero columns of E. A Pauli operator that negates either
normalizer condition (18) anti-commutes with H and is
detectable. If wtc(E) < dC , then the weights of the rows
of HQE must less than dC and cannot be in a code C with
minimum weight dC . Similarly, wt(E∗`) < dQ for any `
implies EHᵀC 6⊂ N (S). The main result is simply stated:
A lookup table decoder exists for an encoding with HC⊗
HQ if the number of logical qubits with errors (of each
error type) is not greater than tC and the number of errors
in each logical qubit is not greater than tQ.
Our claim is that all error patterns from the set
E =
{
E ∈ {X,Z} ∣∣∣wt(E∗`) ≤ tQ∀`, wtc(E) ≤ tC} (24)
are correctable. The first condition wt(E∗`) ≤ tQ is fa-
miliar from QEC theory. Coding via HC ⊗ HQ adds
the second condition enforcing a constraint across the
block of logical qubits. To prove the result, it suffices
to show that each error pattern in E is the coset leader
of the coset to which it belongs or, equivalently, that
for E ∈ E,N ∈ N(H) , then E ⊕ N 6∈ E. Note that
the Hamming distance can be written as wt(E ⊕N) =
wt(E)+wt(N)−2wt(EN) where EN denotes component-
wise multiplication, showing that adding a non-zero N to
E adds weight except where non-zero entries align. Sup-
pose E = a ⊗ b with wt(a) ≤ tC and wt(b) ≤ tQ, then
E ∈ E, and, without loss of generality, let N = g ⊗ b
for some g ∈ C. Then, by the multiplication rules for
G (see 17), wt(E ⊕ N) = wt(a ⊕ g)wt(b), and since
wt(a ⊕ g) ≥ dC − wt(a) ≥ dC − tC ≥ tC + 1, we have
wtc(E⊕N) > tC and E⊕N 6∈ E. Similarly, if N′ = a⊗η
for some η ∈ N(S) , then wt(E ⊕ N′) = wt(a)wt(bη),
and since wt(bη) ≥ dQ −wt(b) ≥ dQ − tQ ≥ tQ + 1. For
any non-zero index `′ of a, we have wt((E⊕N′)∗`′) > tQ
and E ⊕N′ 6∈ E. For arbitrary E ∈ E and N ∈ N(H) ,
the result follows from linearity.
D. Product Source Coding
The basic construction is now cast in the framework
of Shannon’s source coding theorem. We view each data
qubit as a memoryless random information source emit-
ting symbols from the discrete alphabet of Pauli opera-
tors {I,X, Y, Z} . While not strictly necessary, we model
Pauli errors with independent Bernoulli random vari-
ables {X ,Y,Z} with probabilities px = P (X = X), py =
P (Y = Y ), pz = P (Z = Z), respectively. When px =
py = pz, our error model is equivalent to the familiar de-
polarizing channel by source and channel coding duality,
as noted in the Introduction. All quantum error cor-
recting codes are compressive when viewed as a mapping
from error patterns to binary syndrome measurements:
for each error type, the Steane [[7, 1, 3]] code compresses
a 7 dimensional error vector into 3 syndrome bits, and
[[17, 1, 5]] topological color codes compress a 17 dimen-
sional error vector into 8 syndrome bits. Here, we stress
the compressive properties of quantum and classical error
correcting codes and refer to an encoding with HC ⊗HQ
as Quantum Error Source Coding.
In his seminal work [14], Shannon defined a precise
measure of the information content of a random source
X in terms of a logarithmic function H2(X ), commonly
referred to as the Shannon entropy. Informally, Shan-
non’s source coding theorem states that N independent,
identically distributed (i.i.d) random variables X can be
compressed into NH2(X ) bits with negligible probability
of information loss. It is often remarked that quantum
error correction is analogous to a heat engine transfer-
ring entropy from data qubits, hot with noise, to cold
syndrome qubits. By the use of a classical error correct-
ing code across a block of logical qubits, our construction
makes this notion concrete and shows that the overhead
needed for syndrome extraction for the entire computer
is ultimately limited by the Shannon entropy of the error
source, which is typically much less than 1.
Any binary, linear code can be used in the con-
struction. For example, we may choose C from the
Bose-Chaudhuri-Hocquenghem (BCH) family of codes
[28] and Q as the Steane code (tQ = 1) . While
not achieving Shannon’s source compression limit,
the BCH family has the asymptotic code parameters
[L,L− tCdlog2(L+ 1)e, 2tC + 1] . Using a tC-error cor-
recting BCH code with large enough L, our construction
requires only O(log2(L + 1)) extra qubits for syndrome
extraction. In the canonical approach to QEC, each log-
ical qubit operates independently and L Steane logical
qubits functioning as a block code corresponds to an L-
error correcting code in our framework. Here, we limit
the number of logical qubits with errors to tC  L, but
achieve an exponential reduction in the number of syn-
drome qubits needed to perform quantum error correction,
asymptotically.
Syndrome qubit overhead from constructions formed
by [L,M, dC ] BCH codes and the [[7, 1, 3]] Steane and
[[17, 1, 5]] color code are shown in FIG. 3. The BCH codes
710 5 10 4 10 3 10 2
p
102
103
104
R(
n
k)
[[7, 1, 3]] , L = 127
[[7, 1, 3]] , L = 1023
[[17, 1, 5]], L = 127
[[17, 1, 5]], L = 1023
FIG. 3. Overhead plots for product source coding with
[L,M, dC ] BCH codes and the [[7, 1, 3]] Steane and [[17, 1, 5]]
color codes. The number of syndrome qubits R(n−k), where
R = L −M and (n − k) = | S |, is plotted versus the Pauli
error rate p.
were chosen from families with L = 127 and L = 1023
with sufficient distance such that the failure probability
is close to its minimum (see Sec. II D 1). The product
code overhead R(n − k) compares favorably against the
canonical approach where L(n− k) syndrome qubits are
required. For example, measuring 16 stabilizers of the
color code from L = 127 logical qubits would require
2032 syndrome qubits in the canonical scheme, but in the
low noise regime, say p = 10−4, the BCH-color product
code requires just 672. In general, compression by HC
is characterized by the rate of the classical code M/L.
The block length scaling of BCH codes is evident as L
increases: at the error rate p = 10−4, a computation with
1023 color code logical qubits requires an overhead of
1760 qubits, less than a threefold increase over a system
with 127 logical qubits.
1. Failure Probability
The lookup table decoder will fail to correct any error
pattern not in E, and thus the protocol fails with proba-
bility
PF = LP (wt(E∗`) > tQ) + P (wtc(E) > tC) (25)
− LP (wt(E∗`) > tQ)P (wtc(E) > tC)
Assuming independent errors, the first term of PF is the
probability that any logical qubit suffers errors exceeding
tQ. For Bernoulli sources with probability p, we have
P (wt(E∗`) > tQ) = 1−
tQ∑
τ=1
(
n
τ
)
pτ (1− p)n−τ (26)
Q p = 10−3 p = 10−4 p = 10−5
[[7, 1, 3]] 2e-05 (3e-08) 2e-07 (3e-11) 2e-09 (3e-14)
[[17, 1, 5]] 7e-07 (6e-12) 7e-10 (1e-16) 7e-13 (1e-16)
[[23, 1, 7]] 9e-09 (2e-16) 9e-13 (1e-16) 1e-16 (1e-16)
TABLE I. Comparison of probabilities of a high weight er-
ror pattern exceeding the correction radius P (wt(E∗`) > tQ)
and the distance P (wt(E∗`) ≥ dQ) (in parentheses) for a
Steane, color and Golay logical qubit with Pauli error rates
p = 10−3, 10−4, and 10−5
In the canonical scheme, LP (wt(E∗`) > tQ) is an esti-
mate of the failure rate, assuming perfect two-qubit gates
and measurements. Table I compares P (wt(E∗`) > tQ)
for a Steane, color, and [[23, 1, 7]] Golay logical qubit.1
For a logical qubit with n data qubits and a Pauli
error probability p, the probability of at least one error
in a logical qubit is given by p` = 1 − (1− p)n , and the
second term in PF (25) is binomial with probability p`
P (wtc(E) > tC) = 1−
tC∑
τ=1
(
L
τ
)
pτ` (1− p`)L−τ (27)
Since error patterns exceeding the quantum correction
radius tQ will cause a failure, the probabilities (scaled by
L) in Table I serve as lower bounds on PF . Therefore,
given a estimate of p, a good choice for the classical code
C is one with sufficient distance such that
P (wtc(E) > tC) ∼ O (LP (wt(E∗`) > tQ)) (28)
This methodology was followed to compute the overhead
rates shown in FIG. 3.
Failure probabilities (25) computed with L = 127
and the binomial probabilities (26) and (27) are plotted
against physical error rates in FIG. 4. For each quan-
tum code shown, a single length-127 tC-BCH code satis-
fying the criterion (28) was chosen assuming p = 10−4.
For example, we observe that 127 color code qubits can
achieve a logical failure rate of O(10−7) at the cost of
672 syndrome qubits (FIG. 3) required to correct both
X and Z-type errors occurring with probability 10−4. As
noted in the Introduction, the inverse of the failure rate
is a rough estimate of feasible circuit depth. Our failure
probability accounts for any logical error, so here we have
∆ ∼ 1/PF , and observe that product code constructions
with O(102) color or Golay logical qubits approach feasi-
bility for running error-free deep circuits ∆ ≥ O(109) at
low error rates.
1 Machine epsilon, defined as the smallest  such that 1 +  > 1, is
O(10−16) for all numerical data
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FIG. 4. Failure probability (25) for L = 127 Steane, color
and Golay logical qubits plotted versus physical error rate
assuming independent, Bernoulli error sources.
2. Noisy Syndrome Encoding
Faulty two-qubit gates and measurement errors are
likely to dominate in any quantum processor. This is
certainly the case in the current generation of devices
that exhibit two-qubit gate error rates often two orders of
magnitude greater than errors from faulty single qubit ro-
tations or random errors occurring while qubits are idle.
Continuing within the source coding framework, since
two-qubit gates provide the syndrome encoding mech-
anism, we view two-qubit errors as encoding errors, as-
sumed to be generated by a Bernoulli source E with prob-
ability pe. To simplify matters, assume that E affects a
(classical) bit-flip in the syndrome measurement outcome
and does not leave additional errors in the data qubits.
The product code construction can be adapted to iden-
tify errors in the measured syndromes by using a higher
distance classical code and encoding fewer logical qubits.
To this end, recall that the generator matrix G of a clas-
sical [n, k, d] code maps a message to a codeword by ap-
pending the message to its syndrome. For G = [A | Ik ]
in systematic form, a message vector m is encoded as
mG = [mA | m ] (29)
We exploit the defining properties of classical codes,
namely
wt(mG⊕m′G) ≥ d (30)
for m 6= m′ and an error corrupted codeword mG ⊕ z
with wt(z) ≤ ⌊d−12 ⌋ = t is closer to mG (in Hamming
distance) than it is to any other codeword.
Let tsrc < tC denote the maximum number of source
errors and E 6= E′ be n ×M error patterns such that
wtc(E), wtc(E
′) ≤ tsrc. As elements of E (defined by set-
ting tC = tsrc), the Q-syndromes Σ = HQE 6= HQE′ =
Σ′ and, in particular, at least one row of Σ differs from at
least one row of Σ′. Let Σi∗ and Σ′i′∗ denote the unequal
rows of Σ and Σ′, respectively. The key is to view the
rows of Σ as “hyper-messages” encoded in a manner anal-
ogous to the classical case (29), but with the important
distinction that in the quantum setting the messages are
never transmitted, only their syndromes are measured
and used by the decoder.
Express the parity-check matrix of C in systematic
form [ IR | Aᵀ ] . For this construction, HC = Aᵀ must
be used (thereby reducing the size of the block of logical
qubits). By (30), we have
wt([ Σi∗A | Σi∗ ] ⊕ [ Σ′i′∗A | Σ′i′∗ ]) ≥ dC (31)
and, since Hamming distance is defined component-wise,
wt(Σi∗A⊕ Σ′i′∗A) ≥ dC − wt(Σi∗ ⊕ Σ′i′∗) (32)
Let Ξi∗ = Σi∗A denote the i-th row of the measured
syndrome Ξ corresponding to Σi∗ Similarly, let Ξi′∗ =
Σ′i′∗A. By assumption wt(Σi∗ ⊕ Σ′i′∗) ≤ 2 tsrc and (32)
may be written as
wt(Ξi∗ ⊕ Ξ′i′∗) ≥ dC − 2 tsrc (33)
showing that unequal rows of the measured syndromes
maintain the distance of the code less twice the maximum
number of source errors. Since wt(Ξ ⊕ Ξ′) ≥ wt(Ξi∗ ⊕
Ξ′i′∗), the full product syndromes inherit this distance
wt(Ξ ⊕ Ξ′) ≥ dC − 2 tsrc (34)
and, by the second property of classical codes, an erro-
neous measurement Ξ ⊕ T, for an error pattern T ∼ E
such that
wt(T) ≤
⌊
dC − 2tsrc − 1
2
⌋
= tC − tsrc (35)
is closer to Ξ than any other Ξ′. Note that the weight of
T can occur anywhere in the product syndrome Ξ.
Once the expected maximum number of source errors
tsrc is determined, decoding for the error class
E = E ∪ {T ∣∣wt(T) ≤ tC − tsrc} (36)
is performed by nearest (in Hamming distance) neighbor
search on the keys (product syndromes) of the lookup
table for E. This minimum distance decoder turns out
to be the maximum-likelihood decoder for independent
Bernoulli error sources [28]. Moreover, there are a num-
ber of classical data structures and algorithms that ef-
ficiently perform minimum distance search in metric
spaces by exploiting the triangle quality, such as a BK-
tree [29], that can be employed for minimum distance
decoding with a lookup table.
Assuming i.i.d two-qubit errors, the probability of an
encoding error in a syndrome qubit scales with the num-
ber of two-qubit gates coupling to it. Thus the weight (or
density) of a stabilizer hr⊗si, denoted δir = wt(hr⊗si),
is the relevant quantity in computing the failure proba-
bility due to encoding errors. Since an even number of
9two-qubit errors in a syndrome qubit is self-correcting,
the (i, r)-th syndrome measurement is given by the se-
ries
Pir =
∑
a∈O
(
δir
a
)
pae(1− pe)δ−a (37)
where O = {1, 3, . . . δ} is the set of odds less than (or
equal to) δri and the probability of an uncorrectable mea-
surement error P (T > tC − tsrc) follows a Poisson bino-
mial distribution with probabilities {Pir} .
3. Error Detection and Localization
Recall that error patterns D such that wt(D∗`) < dQ
trigger non-zero Q-syndromes and are detectable. With
a syndrome decoder constructed from HC only, a localiza-
tion method can be devised for the set of error patterns
D =
{
D ∈ {X,Z} ∣∣∣wt(D∗`) < dQ, wtc(D) ≤ tC} (38)
Since D contains detectable error patterns beyond the
correction radius forQ, there exist error patterns D 6= D′
with identical product syndromes Ξ = Ξ′, and the unam-
biguous lookup table decoder cannot be directly applied
here. However, detectability of logical qubit errors is suf-
ficient for localization since the Q-syndrome HQD has
wtc(D) non-zero columns, and the support (non-zero in-
dices) of the rows of HQD are contained in the index set
L ⊂ {1, 2, . . . L} of logical qubits with errors.
For example, consider a block of 15 Steane logical
qubits cross coded with a 3-error correcting BCH code
C ∼ [15, 5, 7] . Under the action of HQ, the weight-5 error
pattern
with L = {4, 9, 14} transforms to the Q-syndrome
Again, we interpret the rows of HQD as messages com-
pressed by HC , and provided wtc(D) ≤ tC , the rows of Ξ
are leaders of their cosets under HC . A decoder designed
for HC (such as a lookup table) applied to each row of the
measured product syndrome can unambiguously recover
a subset of the logical qubits with errors.
Returning to the example, decoding the rows of the
product syndrome HQDH
ᵀ
C illustrated as
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FIG. 5. Localization failure probability for Steane, color and
Golay logical qubits plotted versus physical error rate assum-
ing independent, Bernoulli error sources.
yields the row index sets {{ }, {4, 14}, {9, 14}} , from
which we conclude that logical qubits {4, 9, 14} contain
errors. To complete the error correction cycle using the
localization results, syndrome extraction using HQ from
each of the logical qubits in L determines which data
qubits contain errors.
We can exploit source-channel duality to identify er-
rors in the syndrome measurements by encoding M log-
ical qubits and using a channel decoder designed for
C ∼ [L,M, dC ] . Simply append a length-M zero message
to a row of the measured product syndrome Ξi∗ ⊕Ti to
form the codeword [ Ξi∗ ⊕Ti |0 ] and use a classical chan-
nel decoder. For C in the BCH family, an algebraic de-
coder such as the Berlekamp-Massey algorithm [30] will
correctly identify errors in the data qubits by interpreting
the zero message as erroneous and return the length-M
reconstruction of the “message” corresponding to Ξi∗. As
a channel decoder, protection against errors extends to
the syndrome provided that the total number of errors
wt([Ti |L ]) ≤ tC .
Logical qubit localization holds advantages over er-
ror correction since D ⊃ E, and we may use the much
lower probabilities P (wt(D∗`) ≥ dQ) (see Table I) in es-
timating the failure probability PF . FIG. 5 shows the
probability of a localization error in L = 127 Steane,
color, and Golay logical qubits versus physical error rate.
For each quantum code, a single tC-BCH code satisfying
P (wtc(E) > tC) ∼ O (LP (wt(E∗`) ≥ dQ)) was chosen
assuming p = 10−4.
E. Product Channel Coding
A final construction completes a Shannon coding the-
ory for the quantum register by channel coding the com-
pressed source syndrome Ξ. That is, we treat Ξ as a mes-
sage to be encoded by a classical error correcting code
and sent over a noisy channel, such as a quantum bus or
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FIG. 6. Illustration of quantum error source and channel coding with the Steane quantum code, a [63, 36, 11] BCH classical
source code, and a single parity-check product channel code. Identity operators in the rectangular representation are white
and non-identity are colored. From top: a weight-5 error pattern X on 63 Steane logical qubits is compressed with a 5-error
correcting BCH code to a 3×27 source syndrome Ξ = HZQXHᵀC and coded for the measurement channel with single-parity-check
codes G1 and G2. Bit-flips in the measurement outcomes due to M are shown in red.
measurement apparatus. To this end, let C1 ∼ [n1, R, d1]
and C2 ∼ [n2, (n− k), d2] be classical codes and consider
the binary matrix
Gᵀ1HC ⊗Gᵀ2HQ (39)
with systematic generator matrices G1 = [A1 | IR ] ,
G2 =
[
A2 | I(n−k)
]
of C1 and C2, respectively. The rows
of Gᵀ2HQ are (modulo 2) linear combinations of the rows
of HQ and hence in S. As the Kronecker product of any
binary matrix with a quantum parity-check matrix is in
the product stabilizer group, we conclude that the rows
of (39) are in G and therefore suitable for quantum error
syndrome extraction. For an error pattern E, source-
channel coding may be expressed as
Gᵀ2HQEH
ᵀ
CG1 = G
ᵀ
2 ΞG1 (40)
which may be arranged as the matrix[
Aᵀ2 ΞA1 A
ᵀ
2 Ξ
ΞA1 Ξ
]
(41)
where the submatrices [Aᵀ2 Ξ | Ξ ]ᵀ ∈ C2 and [ ΞA1 |Ξ ] ∈
C1. The remaining component Aᵀ2 ΞA1 is often re-
ferred to as checks on checks and is unique to prod-
uct codes. The resulting product code has parameters
[n1n2, R(n− k), d1d2] . This matrix is in the form of a
(direct) product code as originally proposed by Elias [31]
and recognized as the Kronecker product by Slepian [32].
The use of a classical error correcting code to identify
measurement errors in a single logical qubit was first pro-
posed by Zalka [33] using a single-parity-check code and
more generally, with an arbitrary classical error correct-
ing code as described in Gottesman [11] and attributed to
unpublished work of Evslin, Kakade and Preskill therein.
In our construction, by virtue of the Kronecker product,
this procedure is extended from a single logical qubit to
a block of logical qubits.
The full source-channel product coding construction
is illustrated in FIG. 6. Analogous to the classical
case, source and channel coding are depicted separately,
though these operations happen concurrently in the
quantum setting. Under the action of HC ⊗HZQ, the er-
ror pattern X is compressed to source syndrome Ξ (blue).
Single-parity-check codes Ci with Ai = [1, 1, . . . 1]ᵀ com-
pute parity-checks across each row and column of Ξ (light
blue). Product channel coding adds the check-on-check
bit in the top left corner (light blue) and the source syn-
drome itself is sent through the measurement channel.
Measurements corrupted by an error pattern M flip bits
in the observed binary outcomes (red).
Decoding the channel code may be performed with a
classical decoder to recover the noise corrupted source
syndrome Ξ, which may be queried against a lookup
table constructed from the pair (C,Q) . Shannon’s sec-
ond theorem [14] characterizes the capacity of a discrete,
memoryless channel as the limiting rate at which a mes-
sage can be sent reliably through a noisy channel in
terms of the maximum mutual information between the
source (compressed error sources Ξ ) and channel out-
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puts (channel syndrome measurements Gᵀ2 ΞG1 ⊕M).
For a binary symmetric measurement channel parameter-
ized by pm, the channel capacity is given by 1−H2(pm).
For the linear product codes considered here, Shan-
nons noisy-channel coding theorem yields the bound
R(n− k)/n1n2 < 1−H2(pm).
III. DISCUSSION
A. Fault-Tolerance
Our construction violates the first law of fault-tolerant
quantum error correction (FTQEC): never use a syn-
drome qubit more than once [34, 35]. Adherence to this
law prevents an error in the preparation (or reuse) of a
syndrome qubit from propagating to a high weight, un-
detectable error pattern in a logical qubit. As proposed
by Shor [34] and Steane [36], syndrome extraction may
be made fault-tolerant by preparing blocks of syndrome
qubits in an entangled state, coupling to the entangled
block, and performing a parity measurement on the en-
tangled block to obtain the syndrome bit. In this way,
each data qubit interacts with a single syndrome qubit,
preventing a cascade of errors from subsequent couplings.
At the cost of extra syndrome qubits, errors in the syn-
drome qubits only propagate to low weight errors in the
logical qubits which may then be caught and corrected in
future rounds of error correction. Central to our scheme,
however, is the coupling of multiple logical qubits to the
same syndrome qubit potentially exacerbating the prop-
agation of errors.
A full fault-tolerant analysis is beyond the scope of
this work, but we consider some key issues here. Refer-
ring to the circuit in Fig. 1 and assuming that the syn-
drome qubits are prepared in the |0〉 state, a Y-type error
in the first syndrome qubit will propagate to a weight-
2 Z-type error in the logical qubits |ψ1〉, |ψ2〉 and |ψ3〉.
However, fault-tolerance may be recovered in the prod-
uct coding scheme by adapting Shor’s method [34] as
illustrated in Fig. 7. This circuit first prepares Bell
states |αi〉 = (|00〉 + |11〉)/
√
2 (not shown in Fig. 7)
and couples each data qubit in a logical qubit to a differ-
ent qubit in a Bell state as prescribed by the classical and
quantum error correcting codes used in the construction
(i.e. HC ⊗ HQ). For example, in Fig. 7, the first data
qubits in logical qubits |ψ1〉, |ψ2〉 and |ψ3〉 are coupled
to the first qubit in |α1〉, and the second data qubits
in logical qubits |ψ1〉, |ψ2〉 and |ψ3〉 are coupled to the
second qubit in |α1〉, completing the couplings specified
by the first row of Aᵀ ⊗ [ 1 1 0 ]. The remaining rows of
Aᵀ ⊗ [ 1 1 0 ] are implemented similarly. As before, each
logical qubit interacts with multiple Bell states, but cou-
pling the qubits in this fashion ensures that a single fault
in a Bell state propagates to a single error in the log-
ical qubits to which it is coupled, and thus retains the
fault-tolerance property. To be fully fault-tolerant, one
must repeat the measurement a number of times until
|ψ1〉
|ψ2〉
|ψ3〉
|ψ4〉
|α1〉
|α2〉
|α3〉
FIG. 7. Fault-tolerant implementation of the stabilizer circuit
of Fig. 1. Ancilla blocks |αi〉 are prepared in Bell states.
Fault-tolerant syndrome extraction is performed by coupling
each data qubit in a logical qubit (|ψj〉) to a separate ancilla
qubit. Each Bell state ancilla block is coupled to multiple
logical qubits, but a single error in an ancilla qubit propagates
to a weight-1 error in each logical qubit to which it is coupled.
convergence as described in [34].
To account for Shor style fault-tolerant syndrome ex-
traction, the qubit overhead rates R(n − k) in Fig. 3
are scaled by the weights of the stabilizers, which for
the Steane code is 4 (see Appendix A 2 a), yielding an
overhead rate of 4R(n − k). The color code has 7
weight-4 stabilizers and a weight-8 stabilizer for each er-
ror type (see Appendix A 2 b), and an overhead rate of
4R(n − k − 2) + 16R when syndrome extraction is per-
formed fault-tolerantly.
B. Ancillary Processes
The product code construction applies to quantum
processes that employ non-destructive measurements
from data qubits to ancillary qubits as a computational
or post-selection primitive. So-called ancilla factories are
one such application in which multiple-qubit entangled
states (e.g. cat states, quantum codewords) are con-
structed and verified by measuring Pauli operators on
the data qubits by coupling to ancillary qubits. Based
on the measurement results of the ancillary qubits, the
entangled state is accepted or discarded. The basic prin-
ciple proposed here−error extraction from blocks of en-
tangled states and collective inference−may be used to
verify multiple entangled states simultanously. Moreover,
for this type of post-selection task we may use the de-
tection and localization method as described previously,
since any failure of a verification test leads to destruction
of the state undergoing verification−which qubit in the
entangled state containing the error is not important.
Consider, for example, the verification of n-qubit cat
states of the form (|00 · · · 0〉+ |11 · · · 1〉) /√2. As illus-
trated by the 2-qubit cat (or Bell) states in Fig. 7, these
states facilitate fault-tolerant syndrome extraction. More
generally, n-qubit cat states transformed via transversal
12
H
H
H
H
H
H
H
|0¯1i
<latexit sha1_base64="I5EzzcBo3Td sV+FAGvDYxbofp0M=">AAACR3icbZDLThsxFIY9odzCpYEuKySrERKraCZUKktUNm yQQGogUiaKzjgnwYrHM7XPoAQ3r8IWXqWP0KfoDrHEuSyapEey9Pv/z5GPvyRX0lIY /glKax/WNza3tss7u3v7HysHh7c2K4zAhshUZpoJWFRSY4MkKWzmBiFNFN4lg4tJf veAxspM/6BRju0U+lr2pADyVqdy+IvHCRgXjjtRbED3FXYq1bAWTouvimguqmxe15 2D4CjuZqJIUZNQYG0rCnNqOzAkhcJxOS4s5iAG0MeWlxpStG03XX7Mj73T5b3M+KOJ T91/Jxyk1o7SxHemQPd2OZuY/8taBfXO2k7qvCDUYvZQr1CcMj4hwbvSoCA18gKEk X5XLu7BgCDPqxxbJJEV2l/cFQyvgIwcep527OphuPAnR3LwOHMmSsnEgBm5nwXoae KBRsv4VsVtvRad1uo3X6vn3+dot9hn9oWdsIh9Y+fskl2zBhNsyJ7YM3sJfgd/g9f gbdZaCuYzn9hClYJ3abiyTw==</latexit>
|0¯4i
<latexit sha1_base64="BybrNBKsJ+ Tu3B+dZ3TjNcSo9LA=">AAACR3icbZDPbhMxEMa9gf4h0JKWI0KyiJA4RbshEj1G cOFSqUikjZRdrWadSWLF613s2SqpyatwhVfhEXgKbogjTrIH0jCSpc/fNyOPf1mp pKUw/Bk0Hjw8ODw6ftR8/OTk9Gnr7PzaFpUROBCFKswwA4tKahyQJIXD0iDkmcKb bP5+nd/corGy0J9oWWKSw1TLiRRA3kpb5194nIFx4SrtxQb0VGHaaoedcFN8X0S1 aLO6rtKz4EU8LkSVoyahwNpRFJaUODAkhcJVM64sliDmMMWRlxpytInbLL/ir7wz 5pPC+KOJb9x/Jxzk1i7zzHfmQDN7P1ub/8tGFU0uEid1WRFqsX1oUilOBV+T4GN pUJBaegHCSL8rFzMwIMjzasYWSRSV9hd3CYtLICMXnqdduW4Y7vzJkZzfbZ21UjI zYJbucwV6k3ig0X18++K624nedLofe+3+uxrtMXvOXrLXLGJvWZ99YFdswARbsK/ sG/se/Ah+Bb+DP9vWRlDPPGM71Qj+Am89slI=</latexit>
h0¯2|
<latexit sha1_base64="EdDJAWVhB6O3+XCLYPxcl0AgFCo=">AAACR3icbZDP ThsxEMa9aSmQlhLgiJCsRpV6inZDJTgiuPSCBBKBSNkomnUmwYrXu7VnUYLJq3CFV+kj9Cm4IY44fw5N0pEsff6+GXn8S3IlLYXh36D04ePap/WNzfLnL1tftys7u9c2 K4zAhshUZpoJWFRSY4MkKWzmBiFNFN4kg7NJfnOHxspMX9Eox3YKfS17UgB5q1PZjRXovkIeJ2BcOO7UHzqValgLp8VXRTQXVTavi85OcBB3M1GkqEkosLYVhTm1HRiS QuG4HBcWcxAD6GPLSw0p2rabLj/m373T5b3M+KOJT91/Jxyk1o7SxHemQLd2OZuY/8taBfWO207qvCDUYvZQr1CcMj4hwbvSoCA18gKEkX5XLm7BgCDPqxxbJJEV2l/ cOQzPgYwcep527OphuPAnR3JwP3MmSsnEgBm53wXoaeKBRsv4VsV1vRYd1uqXP6snp3O0G2yffWM/WMSO2An7xS5Ygwk2ZI/siT0Hf4KX4DV4m7WWgvnMHluoUvAOYr6 ySg==</latexit>
h0¯3|
<latexit sha1_base64="OmZaTYNWgLK+9nlO3KytnYmJ/0w=">AAACR3icbZDP SiNBEMZ7orur0V2jHkVoDIKnMBMF9yh68SIoGBUyIdR0KrFJT8/YXbMk2+ZVvOqr+Ag+hTfxaOfPwX8FDV9/XxVd/UtyJS2F4VNQmpv/8fPXwmJ5afn3n5XK6tqFzQoj sCEylZmrBCwqqbFBkhRe5QYhTRReJv2jcX75D42VmT6nYY6tFHpadqUA8la7shYr0D2FPE7AuHDU3r1tV6phLZwU/yqimaiyWZ22V4PNuJOJIkVNQoG1zSjMqeXAkBQK R+W4sJiD6EMPm15qSNG23GT5Ed/2Tod3M+OPJj5x3084SK0dponvTIGu7edsbH6XNQvq/m05qfOCUIvpQ91Cccr4mATvSIOC1NALEEb6Xbm4BgOCPK9ybJFEVmh/cSc wOAEycuB52pGrh+GHPzmS/f9TZ6yUTAyYobspQE8SDzT6jO+ruKjXot1a/WyvenA4Q7vANtgW22ER22cH7JidsgYTbMDu2D17CB6D5+AleJ22loLZzDr7UKXgDWSPsks =</latexit>
FIG. 8. Fault-tolerant encoded magic state factory. Cat states and Steane zero codewords are prepared and verified against
weight-2 errors by ancilla factories (not shown). Cat states are used to prepare a magic state ±|H〉 by fault-tolerantly measuring
a transversal Hadamard. CNOT gates with common targets are overlaid for clarity. Error detection and localization is
performed fault-tolerantly with additional cat states and Steane syndrome extraction, shown here by product coding with
Aᵀ ⊗ [ 1 0 0 1 0 1 1 ]. Any magic states found with errors are discarded. The process iterates by cycling through the remaining
Steane stabilizers with a shortened classical parity-check matrix to couple the reduced number of magic states.
Hadamard gates create even-parity states for use in fault-
tolerant syndrome extraction for any quantum code. Cat
states are verified by performing CNOT gates from the
first and last qubits in the cat state to an ancilla qubit
initialized as |0〉. A non-zero measurement of the ancilla
indicates that the cat state contains a weight-2 error [35],
and is therefore not suitable for fault-tolerant operations
and discarded. The n-qubit cat state verification circuit
is represented by the binary vector V = [ 1 0 · · · 0 1 ] , and
an ancilla factory constructing multiple cat states may be
verified by error localization and post-selection based on
source coding with HC ⊗ V. More generally, for example
in the verification of quantum codeword encoding [35],
V is a matrix composed of check operators arranged as
rows.
Magic states are key resource states in FTQEC as they
complete the Clifford group of transformations to form
a universal set of quantum logic operations [37]. The
magic state |H〉 = (|0〉+ eipi/4|1〉) /√2 can be used to
simulate a logical T gate on encoded qubits, and the set
Clifford + T is known to be universal for quantum com-
putation. Imperfect magic states can be iteratively im-
proved by state distillation [37], however distillation tech-
niques are not inherently fault-tolerant. Alternatively, an
encoded magic state can be constructed fault-tolerantly
and used directly to simulate logical T gates and achieve
universality [38].
A fault-tolerant encoded magic state factory can be
built by combining the methods proposed in this work
as illustrated in Fig. 8. The parity-check matrix Aᵀ
from the [ 7, 4, 3 ] Hamming code (11) multiplexes error
detection from 4 encoded magic states. The factory con-
sumes 7-qubit cat states and Steane encoded zero states
|0¯j〉, 1 ≤ j ≤ 4. These states are the outputs of ancilla
factories producing cat states and quantum codewords
verified against weight-2 errors as described above. An-
cilla blocks prepared in cat states fault-tolerantly mea-
sure the Hadamard operator and project the Steane zero
codewords |0¯j〉 onto a magic state ±|H〉. The sign of
the projected magic state is determined by a measure-
ment of the cat state. Verified 4-qubit cat states are con-
sumed for fault-tolerant error detection and localization
based on the stabilizers of the Steane code. Transversal
Hadamards first transform the 4-qubit cat states to an
even parity statse to carry out Shor style fault-tolerant
syndrome extraction. The CNOT gates in Fig. 8 cou-
ple the errors to the ancilla blocks fault-tolerantly imple-
menting the source code Aᵀ ⊗ [ 1 0 0 1 0 1 1 ], correspond-
ing to the Steane code stabilizer Z1Z4Z6Z7. Errors in
the encoded magic states are localized by decoding the
rows of Ξ as described previously and those states are dis-
carded. The process iterates by cycling through the re-
maining Steane code stabilizers, perhaps with a reduced
number of magic states and discarding encoded magic
states found with errors. To accommodate fewer encoded
magic states, the classical code may be shortened by re-
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moving columns from HC .
C. Asymmetric and Correlated Error Models
Our source coding constructions employed a single
classical code for compression of X and Z error sources.
With CSS codes, as investigated here, one can choose sep-
arate codes for correcting X and Z errors to reflect asym-
metry in the error rates. Dephasing is likely to dominate
in qubits with a Z-type energy splitting, thus motivating
interest in error correction protocols designed for asym-
metric error models. With an independent error model,
the achievable compression rate of an encoding scheme
with separate classical codes for each error type (e.g. CX
and CZ) is asymptotically limited by H(X ) + H(Z) by
Shannon’s theorem.
A single data qubit may exhibit correlations between
dephasing and bit-flip errors as observed in the paradig-
matic depolarizing noise model [39]. Coding for corre-
lated classical sources is characterized by the Slepian-
Wolf theorem [40]: if a model of the correlations is
known, Slepian and Wolf established the joint entropy
H(X ,Z) ≤ H(X ) + H(Z) as the achievable rate with
separate coding for X and Z. Remarkably, knowledge of
X is not needed to compress Z (and vice versa) but joint
decoding {X ,Z} with the aid of a model can achieve the
joint entropy rate.
Given our assertion that syndrome extraction performs
classical data compression, by Slepian-Wolf, separate en-
codings for phase and bit-flip errors are possible (using,
for example, the implementation described in [41]), pro-
vided a model of the correlated errors is known. Quan-
tum noise spectroscopy protocols have recently been ex-
tended to estimate multiple-axis noise correlations from
experimental data [42], perhaps providing a path toward
accurate correlated error models that could be used in
this setting.
IV. CONCLUSION
In this work, we have proposed a versatile and efficient
product code construction for syndrome extraction from
the encoded quantum register. The construction con-
nects Shannon’s coding theorems and associated bounds
to the overhead rates of QEC and other quantum post-
selection tasks. To demonstrate our method, we have in-
vestigated the BCH family of codes and lookup table de-
coders for unambiguous (lossless) compression and error
reconstruction. The size of the lookup table is exponen-
tial in the number of allowable errors (tC) and combina-
torial in problem size (L), limiting the ultimate utility of
a lookup table decoder. Nonetheless, a proof of concept
design reaching quantum advantage sized problems and
circuits in the low noise regime was presented. For BCH
codes, the Berlekamp-Massey algorithm may be used to
locate logical qubits with errors even in the presence of
syndrome noise.
Improvements in decoding and different classical en-
codings will likely accommodate higher error rates. In
particular, the density of the classical code drives the
tolerable two-qubit error rate by the dependence on the
weight of the product stabilizers in the probability of a
encoding error. Algebraic codes, such as the BCH family,
are high density codes, comprised of high weight parity-
check constraints. The construction with a classical low-
density parity-check (LDPC) code [43] would therefore
achieve a better compression ratio by reducing the num-
ber of two-qubit gates needed for syndrome extraction.
A number of deterministic and random LDPC construc-
tions, as well as probabilistic belief-propagation decoders
[44] are known to achieve excellent performance in prac-
tice in the classical setting. Thus, the use of LDPC codes
as the classical code in our construction and iterative
belief-propagation or neural based decoders, are topics
of great interest.
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Appendix A: Notation and background
1. Binary Linear Block Codes
Error correcting codes protect messages against errors incurred during transmission by adding redundant bits to
the message. A code C ∼ [n, k, d ] is parameterized by the codeword length n, message length k, and code distance
d. A binary, linear code C forms a k-dimensional subspace of Fn2 represented by k linearly independent generator
codewords g1,g3, . . . ,gk. Arranging the generators gi as rows of a k×n binary generator matrix G, a binary message
m is mapped to a codeword by matrix multiplication mG. For binary codes, arithmetic is performed in Fn2 , that is,
modulo 2. The generator matrix may be expressed systematic form G = [A | Ik], where the k × (n − k) matrix A
defines a set of parity conditions that fix the redundant bits based on the message to obtain mG = [mA |m ]. Note
that for a generator matrix in systematic form, the transmitted codeword contains the redundant part and the message
itself. The Hamming weight wt(v) of a binary vector v is the number of its non-zero entries. A code’s distance d is the
defining parameter of the code since it specifies the minimum Hamming weight of all the codewords and the minimum
Hamming distance, defined as the number of places where two binary vectors differ, between any two codewords. A
distance d code is capable of correcting all error patterns within the error correction radius t = bd−12 c, but unable to
correct all error patterns with t+ 1 errors.
An alternative description of a linear code is given by the (n − k) × n parity-check matrix H defined as the
orthogonal complement of G in Fn2 , namely GHᵀ = 0, where 0 is a k × (n − k) zero matrix. Viewed as a linear
mapping H : Fn2 → Fn−k2 , the parity-check matrix maps a length n vector to its (n − k) length syndrome. By
definition, C is the kernel of H and the quotient group Fn2/C is isomorphic to Fn−k2 . The cosets of Fn2/C can be
arranged in a table called the standard array and used for syndrome decoding. A coset leader, defined as a minimum
weight n-vector in the coset, is chosen as the coset representative for each coset. A binary vector v with wt(v) ≤ t
is always a unique coset leader since the weight of any other element of its coset u ∈ v ⊕ C, has weight wt(u) > t
since wt(C) ≥ d ≥ 2t+ 1. By this property, t-error correcting codes can be used for data compression [45]: a length n
binary vector is mapped to its (n− k) length syndrome by H. Provided the weight of the vector is not greater than
t, this mapping is invertible and the syndrome uniquely identifies the original vector.
2. Quantum Error Correcting Codes
Let Pn = 〈±iI,X, Y, Z〉⊗n denote the Pauli group on n qubits, where XZ = Y,XX = Y Y = ZZ = I, and
XZ = −ZX. The quotient group Pn/ {±iI} is isomorphic to the binary vector space F2n2 . Binary vectors u, v ∈
{0, 1}⊕n = Fn2 define a general Pauli operator by [u | v ] := X(u)Z(v) =
⊗n
i=1X
ui
i
⊗n
i=1 Z
vi
i . Under the isomorphism,
commutativity of two Pauli operators is determined by the identity
[u | v ] · [u′ | v′ ] = (−1)u·v′+u′·v [u′ | v′ ] · [u | v ]
where u · v′ = ⊕iuiv′i is performed modulo 2. Thus, two Pauli operator commute if the symplectic inner product [13]
u · v′ + u′ · v vanishes.
Recall the properties of a distance dQ quantum stabilizer code Q encoding k logical qubits in n physical qubits
capable of correcting t = b(dQ − 1)/2c errors. Codewords are simultaneous +1 eigenstates of Q’s stabilizer group S,
an abelian subgroup of the Pauli group such that s|ψ〉 = |ψ〉 for any |ψ〉 ∈ Q and s ∈ S. In the stabilizer formalism,
detectable errors anti-commute with S and signal an error by observing a sign change in the stabilizer measurement
outcomes. The CSS family of codes [26, 27] have stabilizer groups that are generated by distinct sets of either X or
Z-type Pauli operators, so that S = 〈SX ,SZ〉 where SX = {X(β) : β ∈ SX} ,SZ = {Z(α) : α ∈ SZ} and SX , SZ are
subspaces of Fn2 . As linear subspaces, SX and SZ can be represented as matrices denoted, HXQ and HZQ respectively,
with the binary representation of the X and Z-type stabilizers arranged as rows. For CSS codes, the symplectic inner
product reduces to the the modulo 2 inner product between X and Z-type Pauli operators. Error syndromes from
X- and Z-type errors, X(u), Z(v), are obtained by the commutation identities Z(α)X(u)|ψ〉 = (−1)α·uX(u)Z(α)|ψ〉
and X(β)Z(v)|ψ〉 = (−1)β·vZ(v)X(β)|ψ〉. bit-flip and phase flip recovery operations are performed separately in CSS
codes and its parity-check matrix has the block structure
HQ =
[
HZQ 0
0 HXQ
]
(A1)
Under the isomorphism, error syndromes ΣX and ΣZ corresponding to Pauli errors X(u) and Z(v), respectively, can
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sX sZ
X1X4X6X7 Z1Z4Z6Z7
X2X4X5X7 Z2Z4Z5Z7
X3X4X5X6 Z3Z4Z5Z6
TABLE II. Generators of the stabilizer group of the Steane code
be formally obtained by modulo 2 matrix-vector multiplication
HZQu = ΣX H
X
Q v = ΣZ (A2)
a. [[7, 1, 3]] Steane code
The [[7, 1, 3]] Steane code [27] protects against a single bit-flip or phase-flip on n = 7 physical qubits encoding
k = 1 logical qubits. The Steane code is a CSS code constructed from the classical [ 7, 4, 3 ] Hamming code and its
dual. Pauli operators generating the stabilizer group are listed in Table II. The Steane code is a dual-containing
code implying that HZQ = H
X
Q . In the binary representation, with stabilizers arranged as rows, we have the quantum
parity-check matrices
HZQ = H
X
Q =
 1 0 0 1 0 1 10 1 0 1 1 0 1
0 0 1 1 1 1 0
 (A3)
The Steane code has distance 3, and therefore weight-3 minimal weight generators of its normalizer group listed in
Table III. The weight-4 normalizers are in the stabilizer, obtained by the product of all three generators of each error
type in Table II.
ηX ηZ
X1X2X3X4 Z1Z2Z3Z4
X2X3X5 Z2Z3Z5
X1X3X6 Z1Z3Z6
X1X2X7 Z1Z2Z7
TABLE III. Generators of the normalizer of the Steane code.
The Steane code is non-degenerate, meaning that correctable error patterns have a unique error syndrome. A
lookup table pairing error syndromes to error patterns is shown in Table A 2 a in the case of bit-flips.
100 X1
010 X2
001 X3
111 X4
011 X5
101 X6
110 X7
TABLE IV. bit-flip lookup table for the Steane code. Weight-1 bit-flips (second column) are indexed by the error syndrome
determined from HZQ. Phase flip syndromes are identical but obtained independently by H
X
Q posing no ambiguity in the
associated lookup table.
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FIG. 9. Qubit layout for the [[17, 1, 5]] color code (reproduced from [48]). Qubits are numbered left to right and top to bottom
e.g. data qubits 13 - 17 are in the bottom row.
b. [[17, 1, 5]] color code
Color codes [46, 47] are a class of topological QEC codes that allow for transversal implementations of the Clifford
group. Here we present details for a distance 5 code capable of correcting error patterns of weight-2 (tQ = 2) or less
with parameters [[17, 1, 5]] . Color codes are CSS codes and therefore have stabilizer groups that partition into sets of
Pauli-X or Z operators only. Syndrome measurements of Pauli-X(Z) are used to detect Z(X)-type errors. Figure
9 depicts the [[17, 1, 5]] qubit. Each face defines a stabilizer of X and Z-type. In the binary representation, with
stabilizer arranged as rows, we have the quantum parity-check matrix
HQ =

1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0
0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 1
0 0 1 1 0 1 1 0 0 1 1 0 0 1 1 0 0

(A4)
As described in [48], encoding of CSS codewords may be performed with a row-reduced parity-check matrix without
permuting the columns (ordering of data qubits) as may be required to put the parity-check matrix in systematic
form. A row-reduced parity-check matrix for HQ is given by
HrQ =

1 0 0 1 0 1 0 0 0 1 0 0 1 0 1 1 1
0 1 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0
0 0 1 1 0 1 0 0 0 1 0 0 0 1 1 1 1
0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 1
0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 1
0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0

(A5)
Generators for the stabilizer and the normalizer of the [[17, 1, 5]] color code are shown in Table V and Table VI,
respectively. Since the minimum weight of the non-stabilizer elements of the normalizer is the distance of the code,
from Table VI, we see that dQ = 5. If a stabilizer has weight less than the code distance, the code is degenerate. From
Table V, we conclude that the [[17, 1, 5]] is degenerate since, for example, wt(X1X2X3X4) = 4 < dQ.
Degenerate codes have multiple error patterns mapping to the same syndrome measurement which all lie in the
same coset under the stabilizer group action. A many-to-one mapping of error patterns to syndromes may introduce
ambiguity in designing a decoder, nonetheless a lookup table for the [[17, 1, 5]] may be tabulated by evaluating the
syndromes for all low-weight (≤ 2) error patterns. There are 17 + (n2) = 136 error patterns of weight less than or
equal to tQ = 2. An enumeration of bit-flip cosets is shown in Table VII. Note that due to degeneracy, there are only
115 distinct syndromes corresponding to all weight-1 and 2 error patterns.
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sX sZ rX rZ
X1X2X3X4 Z1Z2Z3Z4 X1X4X6X10X13X15X16X17 Z1Z4Z6Z10Z13Z15Z16Z17
X1X3X5X6 Z1Z3Z5Z6 X2X4X13X14 Z2Z4Z13Z14
X5X6X9X10 Z5Z6Z9Z10 X3X4X6X10X14X15X16X17 Z3Z4Z6Z10Z14Z15Z16Z17
X7X8X11X12 Z7Z8Z11Z12 X5X6X13X14 Z5Z6Z13Z14
X9X10X13X14 Z9Z10Z13Z14 X7X12X15X17 Z7Z12Z15Z17
X11X12X15X16 Z11Z12Z15Z16 X8X12X16X17 Z8Z12Z16Z17
X8X12X16X17 Z8Z12Z16Z17 X9X10X13X14 Z9Z10Z13Z14
X3X4X6X7X10X11X14X15 Z3Z4Z6Z7Z10Z11Z14Z15 X11X12X15X16 Z11Z12Z15Z16
TABLE V. Generators of the stabilizer of the [[17, 1, 5]] color code in the planar basis g (see Fig. 9 and (A4) ) and the
row-reduced basis h (A5)
ηX ηZ
X1X2X3X4 Z1Z2Z3Z4
X1X3X5X6 Z1Z3Z5Z6
X1X3X9X10 Z1Z3Z9Z10
X7X8X11X12 Z7Z8Z11Z12
X1X2X5X9X13 Z1Z2Z5Z9Z13
X2X3X5X9X14 Z2Z3Z5Z9Z14
X1X3X7X11X15 Z1Z3Z7Z11Z15
X1X3X8X11X16 Z1Z3Z8Z11Z16
X1X3X7X8X17 Z1Z3Z7Z8Z17
TABLE VI. Generators of the normalizer of the [[17, 1, 5]] color code. All weight-4 generators are elements of the stabilizer.
The coset table also serves as a lookup table decoder for the [[17, 1, 5]] since any element of coset can correct any
other element in the coset. Take, for example, the coset of errors
E = {X1X3, X2X4, X5X6, X9X10, X13X14} (A6)
which all trigger the syndrome measurement “10100000”. The product of any two elements of E lies in the stabilizer
and can therefore be corrected by a single Pauli-X operator. For example, the product
X1X3X9X10 (A7)
can be written as a product of generators r1r3r7 :
r1r3 = X1X3X13X14 (A8)
r1r3r7 = X1X3X13X14X9X10X13X14 (A9)
= X1X3X9X10 (A10)
The correction X1X3 therefore corrects an error X1X3 but also the error X9X10. Similar decomposition of products
from E may be computed and it can be shown that any element of E may be chosen as the corrective action to any
other element of E.
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10000000 X1 01000000 X2 00100000 X3
11100000 X4 00010000 X5 10110000 X6
00001000 X7 00000100 X8 00000010 X9
10100010 X10 00000001 X11 00001101 X12
11010010 X13 01110010 X14 10101001 X15
10100101 X16 10101100 X17
11000000 X1X2,X3X4 10100000 X1X3,X2X4,X5X6,X9X10,X13X14 01100000 X1X4,X2X3
00110000 X1X6,X3X5 10001000 X1X7 10000100 X1X8
10000010 X1X9,X3X10 00100010 X1X10,X3X9 10000001 X1X11
10001101 X1X12 01010010 X1X13,X3X14 11110010 X1X14,X3X13
00101001 X1X15 00100101 X1X16 00101100 X1X17
01010000 X2X5,X4X6 11110000 X2X6,X4X5 01001000 X2X7
01000100 X2X8 01000010 X2X9,X4X10 11100010 X2X10,X4X9
01000001 X2X11 01001101 X2X12 10010010 X2X13,X4X14
00110010 X2X14,X4X13 11101001 X2X15 11100101 X2X16
11101100 X2X17 00101000 X3X7 00100100 X3X8
00100001 X3X11 00101101 X3X12 10001001 X3X15
10000101 X3X16 10001100 X3X17 11101000 X4X7
11100100 X4X8 11100001 X4X11 11101101 X4X12
01001001 X4X15 01000101 X4X16 01001100 X4X17
00011000 X5X7 00010100 X5X8 00010010 X5X9,X6X10
10110010 X5X10,X6X9 00010001 X5X11 00011101 X5X12
11000010 X5X13,X6X14 01100010 X5X14,X6X13 10111001 X5X15
10110101 X5X16 10111100 X5X17 10111000 X6X7
10110100 X6X8 10110001 X6X11 10111101 X6X12
00011001 X6X15 00010101 X6X16 00011100 X6X17
00001100 X7X8,X11X12,X15X16 00001010 X7X9 10101010 X7X10
00001001 X7X11,X8X12,X16X17 00000101 X7X12,X8X11,X15X17 11011010 X7X13
01111010 X7X14 10100001 X7X15,X8X16,X12X17 10101101 X7X16,X8X15,X11X17
10100100 X7X17,X11X16,X12X15 00000110 X8X9 10100110 X8X10
11010110 X8X13 01110110 X8X14 10101000 X8X17,X11X15,X12X16
00000011 X9X11 00001111 X9X12 11010000 X9X13,X10X14
01110000 X9X14,X10X13 10101011 X9X15 10100111 X9X16
10101110 X9X17 10100011 X10X11 10101111 X10X12
00001011 X10X15 00000111 X10X16 00001110 X10X17
11010011 X11X13 01110011 X11X14 11011111 X12X13
01111111 X12X14 01111011 X13X15 01110111 X13X16
01111110 X13X17 11011011 X14X15 11010111 X14X16
11011110 X14X17 10010000 X1X5,X3X6
TABLE VII. Lookup table for weight-1 and 2 bit-flips for the [[17, 1, 5]] color code.
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Appendix B: Bit-flip example cosets and lookup table
000 X3 X6 X9 X12 X1X2 X4X5 X7X8 X1X7X10 X1X7X11
101 X1 X1X3 X1X6 X1X9 X1X12 X2 X1X4X5 X1X7X8 X7X10 X7X11
110 X7 X3X7 X6X7 X7X9 X7X12 X1X2X7 X4X5X7 X8 X1X10 X1X11
011 X10 X11 X6X10 X9X10 X10X12 X1X2X10 X4X5X10 X7X8X10 X1X7 X1X7X10X11
111 X4 X3X4 X4X6 X4X9 X4X12 X1X2X4 X5 X4X7X8 X1X4X7X10 X1X4X7X11
TABLE VIII. Cosets of P12 under the action of Aᵀ ⊗ [ 1 1 0 ]
000 X2 X5 X8 X11 X1X3 X4X6 X7X9 X1X7X10 X1X7X12
101 X1 X1X2 X1X5 X1X8 X1X11 X3 X1X4X6 X1X7X9 X7X10 X7X12
110 X7 X2X7 X5X7 X7X8 X7X11 X1X3X7 X4X6X7 X9 X1X10 X1X12
011 X10 X2X10 X5X10 X8X10 X10X11 X1X3X10 X4X6X10 X7X9X10 X1X7 X1X7X10X12
111 X4 X2X4 X4X5 X4X8 X4X11 X1X3X4 X6 X4X7X9 X1X4X7X10 X1X4X7X12
TABLE IX. Cosets of P12 under the action of Aᵀ ⊗ [ 1 0 1 ]
101000 X2 X8X11 X1X9X12 X3X7X10
000101 X3 X9X12 X1X8X11 X2X7X10
110000 X8 X2X11 X1X9X10 X3X7X12
000110 X9 X3X12 X1X8X10 X2X7X11
011000 X11 X2X8 X1X7X12 X3X9X10
000011 X12 X3X9 X1X7X11 X2X8X10
111000 X5 X1X5X7X10 X2X5X8X11 X3X5X9X12
000111 X6 X1X6X7X10 X2X6X8X11 X3X6X9X12
101101 X1 X7X10 X2X9X12 X3X8X11
110110 X7 X1X10 X2X9X11 X3X8X12
011011 X10 X1X7 X2X8X12 X3X9X11
111111 X4 X1X4X7X10 X2X4X8X11 X3X4X9X12
TABLE X. Look-up table decoder for the three-qubit bit-flip code encoded with the parity-check matrix Aᵀ of the classical
[ 7, 4, 3 ] Hamming code formed by joining Tables VIII and IX. A unique syndrome exists for any single bit-flip occurring in the
data qubits. Highlighted are the syndromes corresponding to bit-flips X2 (red) and X7 (blue) and the weight-2 error X1X10
(green) as depicted in the stabilizer circuits in Figs. 1 and 2.
