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Abstract: In this paper, we establish an analytic number theoretic ap-
proach toward a classical analysis problem raised by Wintner and Beurl-
ing independently in the 1940s. This problem is to seek ϕ ∈ L2(0, 1) for
which the system {ϕ(kx) : k = 1, 2, · · · } is complete in L2(0, 1), where ϕ
is identified with its odd 2-periodic extension on R. We completely solve
the Wintner-Beurling problem for step functions with rational jump discon-
tinuities. As a byproduct, we completely solve the rational number version
of the Kolzov completeness problem posed in [Koz3]. We also exhibit some
examples and applications.
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1 Introduction
1.1 Background
Suppose ϕ ∈ L2 = L2(0, 1). By identifying ϕ with an odd 2-periodic function
on the real line R, one can obtain a periodic dilation system (p.d.s.)
{ϕ(kx) : k = 1, 2, · · · }. (1.1)
In the 1940s, Wintner and Beurling independently posed the question of
finding those ϕ ∈ L2 for which the p.d.s. of ϕ (1.1) is complete in L2
[Win, Beu], namely this system spans a dense subspace of L2. Roughly
speaking, for a solution to the Wintner-Beurling problem its p.d.s. consti-
tutes a basis of L2 in a weak sense. This long-lasting and difficult problem
has received attention from many researchers since the 1940s. See the works
of [Win, BM, Bou1, Bou2, Har, HW, Koz1, Koz2, Koz3, NGN, HLS, Ni1,
1
Mit, Ni2, Ni3, Ni4, Ni5, DG]. Wintner in [Win] mentioned that it has a
connection with Diophantine approximation theory. Moreover, due to the
works of Nyman and Ba´ez-Duarte’s [Ny, BD], this problem is related to
the Riemann Hypothesis (see [Ni1, Ni5]). Another natural link with the
Riemann Hypothesis was established in a recent paper [No].
In most of previous works, the approaches were to translate the com-
pleteness property into more familiar properties via unitary transforms. For
example, by associating an L2-function with a Dirichlet series or an infinite-
variable power series using the Fourier-sine coefficients, one translates the
dilation-completeness into multiplication-completeness. These ideas origi-
nated from Wintner [Win] and Beurling [Beu], and was systematized in the
frame of analytic Hilbert spaces by Hedenmalm, Lindqvist and Seip in [HLS]
(see Subsection 2.2). Also see [Ni1] for a Hardy space H2(D) treatment for
L2-functions.
The above methods give characterizations of periodic dilation systems
in terms of their associated Dirichlet series or power series. However, the
characterizing conditions are still difficult to check for specific functions.
For example, for ϕ in the subclass of step functions, which is of fundamental
importance, one would naturally want a characterization in terms of their
jumps or jump discontinuities.
The goal of this paper is to address the Wintner-Beurling problem for
step function with rational jump discontinuities. It is worthwhile to mention
that Kozlov, in 1950, was perhaps the first to consider dialtion completeness
for step functions [Koz3]. He asked for which r ∈ (0, 1] the p.d.s. of the
chracteristic function χ(0,r) of the open subinterval (0, r) is complete. This
is the Kozlov completeness problem. He also made the following astonishing
claims in [Koz3] (also see [Ni3, Ni5]): the p.d.s. of χ(0,r) is complete for
r = 1, 12 ,
2
3 ; incomplete for r in a neighborhood of
1
3 or r =
q
p , where p is an
odd prime and q is odd with tan2 qpi2p <
1
p . Kozlov’s proofs are not published
until now. For quite a long time, only the case r = 1 was reproved in
[Ah] with a long proof. Fortunately, all these claims have been reproved by
Nikolski in last several years. The proofs were exhibited in his talk [Ni4] in
2018. Indeed he proved a stronger version, where the condition tan2 qpi2p <
1
p
was replaced by sin2 qpi2p <
1
p+1 . Moreover, he proved that the p.d.s. of χ(0, 14 )
is incomplete. Also see [DG] for the case r = 1, 12 ,
1
3 ,
2
3 .
As far as we know, currently there is limited literature available on this
subject. In our points of views, determining the completeness in terms of
jumps and jump discontinuities of a step function, rather than its Fourier-
sine coefficients, should be more convenient for verification and more pow-
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erful. Much more works are to be done.
1.2 Statements of the main results
In this paper we mainly consider the case of step functions on (0, 1) with ra-
tional jump discontinuities. As it turns out, tools from analytic number the-
ory, especially Dirichlet characters, play an important role here. Through-
out this paper, the symbols n,m, k, l are always used to denote integers.
For σ ∈ R the half plane {s ∈ C : Re s > σ} is denoted by Cσ, and µ, φ
denote the Mo¨bius function and the Euler totient function, respectively (see
Subsection 2.1 for definitions).
Suppose that ϕ is a step function on (0, 1). Let Jϕ(x) (x ∈ R) denote
the jump of ϕ at x:
Jϕ(x) = ϕ(x
+)− ϕ(x−) = lim
u→x+
ϕ(u)− lim
v→x−
ϕ(v),
where ϕ is identified with its odd 2-periodic extension on R.
For convenience, we also let Sr denote the class of step functions on (0, 1)
with rational jump discontinuities, and C the set of L2-functions generating
complete periodic dilation systems.
Notice that any finitely many rational numbers can be expressed as frac-
tions with a common denominator. As stated in the following result, we
have completely solved the Wintner-Beurling problem for functions in Sr.
Theorem 1.1. Suppose that ϕ ∈ Sr and t is a positive integer such that
every jump discontinuity has form st for some integer s. Set q = 2t and
g(m) = Jϕ(
m
t ) (m ≥ 1). Then ϕ ∈ C if and only if there exists a primitive
Dirichlet character ψ mod q0 with q0 | q, such that the following conditions
hold:
(1) g(m) = g(m̂)ψ(mm̂ ) for each m ≥ 1, where m̂ = gcd(m, q);
(2) the Dirichlet polynomial∑
d| q
q0
(g ∗ µψ)( q
dq0
)d−s
has a nonzero constant term and no zeros in C0.
Our treatments are based on two facts (see Section 4 for details). The
first fact is that the associated Dirichlet series for a function ϕ ∈ Sr is exactly
the translation of Dirichlet series with periodic coefficients by 1. Hence we
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can use various tools in the theory of periodic arithmetical functions, such
as finite Fourier expansions, Dirichlet charcters, Gauss sums and Dirichlet
L-functions. The second fact is that the Fourier transform of such periodic
coefficients on the group Z/qZ of residue classes modulo the period q is
closely related to the jumps of ϕ, which allows us to express the Fourier-sine
coefficients of ϕ in terms of its jumps.
In what follows, we list some applications of Theorem 1.1.
Let d(n) (n ≥ 1) denote the number of divisors of n, and χA the char-
acteristic function of a subset A of (0, 1). The first application is that one
can use primitive Dirichlet characters to manufacture step functions in C.
Theorem 1.2. Let ψ be a primitive Dirichlet character mod q with q > 1
and ψ(−1) = 1. For each n ≥ 1 put
Sn =
[nq−1
2
]∑
m=1
(m,n)=1
ψ(m)χ( 2m
nq
,1).
(1) Suppose that v is a product of some distinct primes and gcd(v, q) = 1.
Then we have Sv ∈ C.
(2) Suppose that u is a positive even integer, and {cd : d | u} are complex
numbers satisfying that
|c1| > (d(uu′)− 1) ·max{|cd| : d | u, d > 1},
where u′ is the largest divisor of u relatively prime to q. Then we have∑
d|u cdSd ∈ C.
Here are some examples we obtained by virtue of Theorem 1.2 (see Ex-
ample 5.1 for details):
(1) The following step functions belong to C:
χ( 1
4
, 3
4
), χ( 1
5
, 3
5
), χ( 1
6
, 5
6
), χ( 1
7
, 3
7
) − ωχ( 3
7
, 5
7
), χ( 2
7
, 4
7
) − ωχ( 4
7
, 6
7
),
χ( 1
12
, 5
12
) + χ( 7
12
, 11
12
), χ( 1
12
, 1
6
) − χ( 5
12
, 7
12
) + χ( 5
6
, 11
12
),
χ( 1
15
, 7
15
) + χ( 11
15
, 13
15
), χ( 2
15
, 4
15
) + χ( 8
15
, 14
15
),
where ω 6= 1 is a cube root of 1.
(2) For α, β ∈ C with 2|α| < |β|, we have αχ( 1
5
, 3
5
) + βχ( 2
5
, 4
5
) ∈ C.
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The next application of Theorem 1.1 is that we can obtain various nec-
essary conditions for ϕ ∈ Sr to be in C. It turns out that completeness is a
very strong restriction on jumps or jump discontinuities for the class Sr.
For real step functions, we have
Theorem 1.3. Suppose ϕ ∈ Sr ∩ C is real-valued.
(1) If ϕ(0+) > 0, then for any N (N ∈ N) distinct primes p1, · · · , pN ,
2ϕ(0+) >
∑
1≤i≤N
Jϕ(
2
pi
)−
∑
1≤i<j≤N
Jϕ(
2
pipj
)+· · ·+(−1)N+1Jϕ( 2∏N
i=1 pi
).
(2) If ϕ(0+) = 0, then either Jϕ(
2
p) ≥ 0 for any prime p or Jϕ(2p) ≤ 0 for
any prime p.
(3) Jϕ(
m
pk
) = Jϕ(
n
pk
) for any prime p with p ≡ 3 (mod 4), any k ≥ 1 and
any 1 ≤ m,n ≤ pk − 1 satisfying that p ∤ mn and m− n is even.
Letting N = 1 and p1 = 2 in Conclusion (1), we are amazed to find that
in some case the completeness can be determined by merely looking at the
values ϕ(0+), ϕ(1−):
If ϕ ∈ Sr is real-valued and ϕ(1
−)
ϕ(0+) ≤ −1 (ϕ(0+) 6= 0), then the p.d.s. of
ϕ is incomplete in L2.
We also have the following complete characterization of jump disconti-
nuities of functions in Sr ∩ C.
Theorem 1.4. If ϕ ∈ Sr ∩ C, then the set of all jump discontinuities of ϕ
in (0, 1) is ⊔
n≥3
Jϕ(
2
n
)6=0
{2m
n
: 1 ≤ m < n
2
, gcd(m,n) = 1},
and ∑
n≥3
Jϕ(
2
n
)6=0
φ(n) = 2N,
where N is the number of jump discontinuities of ϕ in (0, 1).
As a consequence, for each n ≥ 1 there are only finitely many open
subsets V of (0, 1) with rational boundary points and at most n connected
components, such that χV ∈ C (see Section 5).
Theorem 1.4 provides a brand new and computable approach to deal
with the case of characteristic functions of subintervals of (0, 1).
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Theorem 1.5. Let α, β be two rational numbers with 0 ≤ α < β ≤ 1 and
put I = (α, β). Then χI ∈ C if and only if
I ∈ {(0, 1), (0, 1
2
), (
1
2
, 1), (0,
2
3
), (
1
3
,
2
3
), (
1
3
, 1), (
1
4
,
3
4
), (
1
5
,
3
5
), (
2
5
,
4
5
), (
1
6
,
5
6
)}.
In particular, we have answered the rational number version of the Kol-
zov completeness problem:
Suppose that r ∈ (0, 1] is rational. Then χ(0,r) ∈ C if and only if r = 1, 12
or 23 .
As another direction to generalizing Kozlov’s claims, we consider the in-
teresting case of characteristic functions of open subsets with special bound-
ary points. Recall that a open subset V in some topological space X is said
to be nondegenerate if X \ V has no isolate points.
Theorem 1.6. Suppose that p ≥ 7 is a prime, k ≥ 1 and V is a proper and
nondegenerate open subset of (0, 1). If every boundary point of V has form
s
pk
for some integer s, then χV ∈ C if and only if
V = (
1
pl
,
2
pl
) ∪ ( 3
pl
,
4
pl
) ∪ · · · ∪ (p
l − 2
pl
,
pl − 1
pl
)
or
V = (0,
1
pl
) ∪ ( 2
pl
,
3
pl
) ∪ · · · ∪ (p
l − 1
pl
, 1)
for some 1 ≤ l ≤ k.
Observe that by Theorem 1.5, Theorem 1.6 fails for p = 3, 5.
We also consider sums of functions in Sr ∩ C.
Theorem 1.7. Suppose that ϕ1, · · · , ϕn ∈ Sr ∩ C (n ≥ 2) and there is an
odd positive integer t such that every jump discontinuity of ϕ1, · · · , ϕn has
form st for some integer s. Set hi(m) = Jϕi(
2m
t ) (m ≥ 1, i = 1, · · · , n). If
h1 = h2 = · · · = hn 6≡ 0, then c1ϕ1 + · · ·+ cnϕn ∈ C for any c1, · · · , cn > 0.
Finally, we mention that in our situation the Wintner-Beurling problem
can be interpreted as a zero-free region problem of Dirichlet series (Corollary
4.7). As its direct applications, we record the following interesting cases (see
Example 4.8-4.9 for details).
(1) For c1, c2 ∈ C are not both 0, c1χ(0, 1
2
) + c2χ( 1
2
,1) ∈ C if and only if
|c1 + c2| ≥ |c1 − c2|.
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(2) For c1, c2 ∈ C are not both 0, c1χ(0, 2
3
) + c2χ( 1
3
,1) ∈ C if and only if
|c1 + c2| ≥ |c2|.
(3) Suppose that t ≥ 3 is an odd integer and set
V = (0,
1
t
) ∪ (2
t
,
3
t
) ∪ · · · ∪ (t− 1
t
, 1).
Then we have χV , χV c ∈ C, where V c = (0, 1) \ V .
2 Preliminaries
This section consists of two parts. In the first part, we briefly introduce some
fundamental notions from analytic number theory. We refer the reader to
[Apo, Co, Da, MV, O] for more details. The second part is an introduction
to Wintner and Beurling’s idea of associated Dirichlet series [Win, Beu], the
Bohr transform [Bo] and the modern treatment in [HLS].
2.1 Some notions from analytic number theory
An arithmetical function is a function defined on the set N of positive in-
tegers. The Mo¨bius function µ and the Euler totient function φ are among
the most basic arithmetical functions, where
µ(n) =

1, if n = 1;
(−1)k, if n is the product of k distinct primes;
0, otherwise,
and
φ(n) = ♯{m : 1 ≤ m ≤ n, gcd(m,n) = 1}, n = 1, 2, · · · .
For an arithmetical function f , f is said to be multiplicative if f(1) = 1
and if f(mn) = f(m)f(n) for any m,n ≥ 1 with gcd(m,n) = 1; f is said
to be completely multiplicative (or totally multiplicative) if f(1) = 1 and if
f(mn) = f(m)f(n) for any m,n ≥ 1. Both µ and φ are multiplicative.
Dirichlet characters with modulus q arise from characters of the group
(Z/qZ)× of reduced residue classes modulo q. Recall that a character of a
finite abelian group G is a group homomorphism from G to the multiplica-
tive group C× of nonzero complex numbers, and a character is said to be
principle if its value is identically 1. Dirichlet characters χ mod q can be also
defined to be completely multiplicative and periodic arithmetical functions
7
with period q, such that χ(n) 6= 0 exactly when n is relatively prime to q.
Correspondingly, a Dirichlet character is said to be principle if it only takes
values 0 or 1. Moreover, it is convenient to extend a Dirichlet character to
the set Z of integers by its periodicity.
There are exactly φ(q) distinct Dirichlet characters mod q. Applying the
basic theory of character groups, one has the following important orthogo-
nality relations for Dirichlet characters mod q (see [Apo, Theorem 6.16] and
[MV, Corollary 4.5]):
(1) If gcd(m, q) = 1, then
∑
χmod q
χ(n)χ(m) =
{
φ(q), if n ≡ m (mod q);
0, if n 6≡ m (mod q). (2.1)
(2)
q∑
n=1
χ(n) =
{
φ(q), if χ is principle;
0, othwise.
(2.2)
Suppose that χ is a Dirichlet character mod q. A divisor d of q is called
an induced modulus (or quasiperiod) for χ if χ(a) = 1 for any positive
integer a satisfying that gcd(a, q) = 1 and a ≡ 1 (mod qd). The Dirichlet
character χ is said to be primitive if it has no induced modulus less than
q. For each induced modulus d for χ, there is a unique Dirichlet character
ψ mod d such that χ = ψχq, where χq is the principle Dirichlet character
mod q. In this situation we say that ψ induces χ. The conductor of χ is
defined to be the smallest induced modulus for χ. Actually, the conductor of
χ divides every induced modulus for χ, and is the modulus of the primitive
Dirichlet character inducing χ.
The Legendre symbol (n | p) for some odd prime p is a primitive Dirichlet
character mod p, which is defined as
(n | p) =

0, if p | n;
1, if n ≡ m2 (mod p) for some 1 ≤ m ≤ p− 1;
−1, otherwise.
For any Dirichelt character χ mod q, the Gauss sum associated with χ
is defined as
τ(n, χ) :=
q∑
m=1
χ(m)e2piimn/q .
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The Gauss sum τ(1, χ) is simply denoted by τ(χ). The following formula
allows us to calculate τ(n, χ) in terms of the primitive Dirichlet character
inducing χ [Has, pp. 444-450] (also see [MV, Theorem 9.12]).
Lemma 2.1. Let χ be a Dirichlet character mod q induced by the primitive
Dirichlet character mod q0. Then for each n ≥ 1, τ(n, χ) = 0 if n̂ ∤ qq0 , while
if n̂ | qq0 ,
τ(n, χ) =
φ(q)
φ( qn̂)
µ(
q
n̂q0
)ψ(
q
n̂q0
)ψ(
n
n̂
)τ(ψ),
where n̂ = gcd(n, q).
For an arithmetical function f we put
Df (s) :=
∞∑
n=1
f(n)
ns
.
Then Df∗g = Df ·Dg for any arithmetical functions f, g, where the Dirichlet
convolution f ∗ g is given by
(f ∗ g)(n) =
∑
d|n
f(
n
d
)g(d), n = 1, 2, · · · .
For a Dirichlet character χ the associated Dirichlet L-function L(s, χ) is
the meromorphic continuation to the whole complex plane of the Dirichelt
series
Dχ(s) =
∞∑
n=1
χ(n)
ns
.
For χ = χ1, the principle Dirichelt character mod 1, the associated Dirichlet
L-function is exactly the Riemann zeta function. Every Dirichlet L-function
L(s, χ) has no zeros in C1.
Dirichlet L-functions are introduced by Dirichlet to prove his celebrated
theorem on arithmetic progressions. Dirichlet’s theorem states that for any
pair a, q of relatively prime positive integers, the arithmetic progression
a, a+ q, a+ 2q, · · ·
contains infinitely many primes. A stroger version of Dirichlet’s theorem
states that for such arithmetic progression, the sum of the reciprocals of the
primes in the progression diverges [O, pp. 89].
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Lemma 2.2. For relatively prime positive integers a, q, we have∑
p≡a (mod q)
p prime
1
p
=∞.
There is also a prime number theorem for arithmetic progressions [Le,
Vol. II, pp. 257] which describes the distribution of primes in an arithmetic
progression as follows.
Lemma 2.3. Suppose that q and a are relatively prime integers and q > 0.
Let π(x; q, a) (x > 0) be the number of prime numbers p ≡ a (mod q) which
do not exceed x. Then we have
π(x; q, a) ∼ x
φ(q) log x
as x→∞.
2.2 The associated Dirichlet series and the Bohr transform
Suppose that ϕ ∈ L2 has Fourier-sine expansion
ϕ(x) =
∞∑
n=1
an
√
2 sinnπx, 0 < x < 1.
Wintner and Beurling’s idea to associate ϕ to the Dirichlet series
Dϕ(s) :=
∞∑
n=1
ann
−s
came from the following observation,
D(
N∑
k=1
ckϕ(kx)) = (
N∑
k=1
ckk
−s) · Dϕ.
That is, a linear combination of integer-dilations of ϕ is turned into multi-
plication by some Dirichlet polynomial.
The Bohr transform B appeared much earlier. In 1913, Bohr noticed that
the terms p−s1 , p
−s
2 , · · · in Dirichlet series possess some kind of independence
[Bo], where pj is the j-th prime number. This can be interpreted by the
variable substitution
z1 = p
−s
1 , z2 = p
−s
2 , · · · ,
which transforms a Dirichlet series D into a power series BD in infinitely
many variables. To be more specific, for any n ≥ 1 let n = pα11 · · · pαNN be
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its prime factorization. Then one can define a finitely supported sequence
α(n) of non-negative integers by putting
α(n) = (α1, · · · , αN , 0, 0, · · · ).
Denote the monomial zα11 · · · zαNN by zα(n). The Bohr transform is defined
to be
B(
∞∑
n=1
ann
−s) =
∞∑
n=1
anz
α(n).
Set F = B ◦ D and let D∞2 denote Hilbert’s multidisk
D∞2 = {z = (z1, z2, · · · ) ∈ l2 : |zj | < 1 for each j ∈ N}.
Then by the Cauchy-Schwarz inequality, for ϕ ∈ L2 the power series Fϕ
converges pointwise on D∞2 . It is worth mentioning that Beurling first gave
a necessary condition for ϕ to be in C, which is the following [Beu] (also see
[Ni5, Corollary 6.6.3]).
Lemma 2.4. If ϕ ∈ C, then Fϕ has no zeros in D∞2 .
Under D, L2 is mapped to the Hardy space of Dirichlet series
H2 =: {D =
∞∑
n=1
ann
−s : ‖D‖2 =
∞∑
n=1
|an|2 <∞},
which is introduced in [HLS]. Let σa denote the abscissa of absolute conver-
gence of Dirichlet series. Then by the Cauchy-Schwarz inequality, for each
D ∈ H2 one has σa(D) ≤ 12 and thus D defines a holomorphic function in
C 1
2
. It was shown in [HLS] that the set H∞ of Dirichlet series that can
be extended to bounded holomorphic functions on C0 coincides with the
multiplier algebra of H2.
The Hardy space H2(D∞2 ) over the infinite polydisk, defined as
H2(D∞2 ) =: {F =
∞∑
n=1
anz
α(n) : ‖F‖2 =
∞∑
n=1
|an|2 <∞},
is an analytic function space on D∞2 [Ni1, Ni5]. Here D
∞
2 is considered as a
domain in the Hilbert space l2. The multiplier algebra H∞(D∞2 ) of H
2(D∞2 )
is exactly the set of bounded holomorphic functions on D∞2 [Ni1].
Following [HLS], we say that a Dirichlet series D ∈ H2 is cyclic if the
multiplier invariant subspace generated by D is the whole space H2, and
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correspondingly, a function F ∈ H2(D∞2 ) is cyclic if the multiplier invariant
subspace generated by F is the whole space H2(D∞2 ).
The following result, coming from [HLS] (also see [Ni1, Ni5]), translates
the Wintner-Beurling problem into the cyclicity problem in H2 or H2(D∞2 ).
Proposition 2.5. Suppose ϕ ∈ L2. Then the following statements are
equivalent:
(1) ϕ ∈ C;
(2) Dϕ is cyclic in H2;
(3) Fϕ is cyclic in H2(D∞2 ).
To end this subsection, we record the following lemma, which proves
useful when we consider zeros of Dirichlet series. Note that ifD is a Dirichlet
series with σa(D) ≤ 0, then D(s + δ) ∈ H∞ for each δ > 0, and thus BD is
well-defined on
{(p−δ1 z1, p−δ2 z2, · · · ) : δ > 0, z = (z1, z2, · · · ) ∈ D∞2 },
which contains the set D∞0 of sequences in D
∞
2 with finitely many nonzero
entries.
Lemma 2.6. Let D(s) =
∑∞
n=1 ann
−s be a Dirichlet series with σa(D) ≤ 0.
Then BD has no zeros in D∞0 if and only if a1 6= 0 and D has no zeros in
C0.
Consequently, if a1 6= 0 and D has no zeros in C0, then for any com-
pletely multiplicative arithmetical function ρ with |ρ(n)| ≤ 1 (n ≥ 1), the
Dirichlet series
∑∞
n=1 anρ(n)n
−s also has no zeros in C0.
Proof. Set F = BD. For the necessity, assume that F has no zeros in D∞0 .
Let pj (j ∈ N) denote the j-th prime, and put
Dj(s) =
∞∑
n=1
anρj(n)n
−s, s ∈ C0, j = 1, 2, · · · ,
where ρj is a completely multiplicative arithmetical functions defined by
putting ρj(p1) = · · · = ρj(pj) = 1 and ρj(pj+1) = ρj(pj+2) = · · · = 0. Then
for each j ∈ N, σa(Dj) ≤ 0 and
Dj(s) = F (p
−s
1 , · · · , p−sj , 0, 0, · · · ), s ∈ C0,
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which yields that Dj has no zeros in C0. Moreover, {Dj}j≥1 converges
uniformly to D on each Cσ with σ > 0. Since a1 = F (0) 6= 0, Hurwitzs
theorem implies that D has no zeros in C0.
Now suppose that a1 6= 0 and D has no zeros in C0. To reach a con-
tradiction, assume conversely that F has a zero w = (w1, · · · , wN , 0, 0, · · · )
(N ∈ N) in D∞0 . Then one can take some δ > 0 such that |wj | ≤ p−δj (1 ≤
j ≤ N) for each j ∈ N, which yields that
B(D(s+ δ))(z) = F (p−δ1 z1, p−δ2 z2, · · · ), z ∈ D∞2
also has a zero w˜ ∈ D∞0 . We conclude that D(s+ δ) is not invertible in the
algebra H∞, otherwise 1D(s+δ) ∈ H∞ and since B is multiplicative on H∞,
1 = B(D(s+ δ))(w˜) · B( 1
D(s+ δ)
)(w˜) = 0.
Hence we can find a sequence {sk}k≥1 in Cδ satisfying D(sk)→ 0 (k →∞).
Since D is zero-free and bounded on C δ
2
, the functions
hk(s) = D(s+ sk − δ), n = 1, 2, · · ·
constitute a normal family on C δ
2
. Then one can take a subsequence {hki}i≥1
converging to a holomorphic function h uniformly on compact subsets of C δ
2
.
Since each hk is zero-free and
h(δ) = lim
i→∞
hki(δ) = 0,
we have h ≡ 0 by Hurwitzs theorem. On the other hand, recall that a
Dirichlet series converges uniformly to its constant term when Re s tends to
+∞. We can choose M sufficiently large so that |D(s)| ≥ |a1|2 for s ∈ CM .
This gives that |hk(s)| ≥ |a1|2 whenever Re s > M , which contradicts with
h ≡ 0.
The latter conclusion is a direct consequence of the former one, and the
proof is complete.
The following corollary follows immediately.
Corollary 2.7. If D ∈ H2 is cyclic, then D has a nonzero constant term
and no zeros in Cσ, where σ = max{σa(D), 0}.
Proof. Assume D ∈ H2 is cyclic and set σ = max{σa(D), 0}. Then D(s+σ)
is also cyclic in H2. Combining Proposition 2.5 with Lemma 2.4, we see that
B(D(s + σ)) has no zeros in D∞2 . Therefore, Lemma 2.6 yields the desired
conclusion.
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It was shown in [NGN] that Beurling’s necessary condition (Lemma 2.4)
is also sufficient for finite linear combinations of sinπx, sin 2πx, · · · . One can
use Lemma 2.6 to obtain its Dirichlet series version.
Corollary 2.8. Let P be a Dirichlet polynomial. Then P is cyclic in H2 if
and only if P has a nonzero constant term and no zeros in C0.
3 Zeros of linear combinations of Dirichlet L-functions
In this section, we use the Bohr transform to prove the following zero lemma,
which will be used in the next section.
Lemma 3.1. Let q be a positive integer. Then the linear combination∑
χmod q cχL(s, χ) (cχ ∈ C) has a nonzero constant term and no zeros in
C1 if and only if there exactly exists one Dirichlet character χ mod q such
that cχ 6= 0.
To prove Lemma 3.1, we need two preparatory lemmas from group theory
and complex analysis.
Lemma 3.2. Let G be a finite abelian group. Then there exists an integer-
valued function ν on the character group Ĝ of G that satisfies the following
conditions:
(1) ν(eˆ) > ν(χ) for any other χ ∈ Ĝ, where eˆ is the principle character of
G;
(2) if χ0 ∈ Ĝ is not principle, then there are an element g0 ∈ G and a
prime p, such that χ0(g0) 6= 1 and χ(g0) is a p-th root of unity for any
χ ∈ Ĝ with ν(χ) ≥ ν(χ0).
Proof. Using the fundamental theorem of finite abelian groups, we restrict
ourselves to the case
G =
n⊕
i=1
(Z/pkii Z),
where n, k1, · · · , kn are positive integers and p1, · · · , pn are primes. Let
Gi (1 ≤ i ≤ n) denote the subgroup of G corresponding to the i-th direct
summand Z/pkii Z, and identify them with each other for convenience.
Assume that χ is a character of G. Since χ|Gi (1 ≤ i ≤ n) is a character
of Gi, the order of χ|Gi in the character group of Gi is plii for some integer
li. We define the desired function ν by putting
ν(χ) = min{k˜1, · · · , k˜n},
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where
k˜i =
{∑n
i=1 ki, if li = 0;
ki − li, if li > 0.
It is clear that ν is integer-valued and satisfies Condition (1).
Suppose that χ0 ∈ Ĝ is not principle. Then one can take some i so that
χ0|Gi is not principle and has order pki−ν(χ0)i . Write p = pi for simplicity
and put
g0 = m+ p
kiZ ∈ Gi,
where m = pki−ν(χ0)−1. Thus we have
χ0(g0) = χ
m
0 (1 + p
kiZ) 6= 1.
It remains to show that for any χ ∈ Ĝ with ν(χ) ≥ ν(χ0), χ(g0) is a p-th root
of unity. By the definition of ν, we see that the order of χ|Gi is necessarily
not larger than pm = pki−ν(χ0). Therefore,
(χ(g0))
p = χ(pg0) = χ(pm+ p
kiZ) = χpm(1 + pkiZ) = 1.
Letting B(z0, δ) denote the disk {z ∈ C : |z − z0| < δ}, we have
Lemma 3.3. Let {δn}n∈N be a sequence of positive number less than 1. If∑∞
n=1 δn =∞, then
∞⋃
m=1
{
m∏
n=1
zn : zn ∈ B(1, δn)
}
= C \ {0}.
Proof. Assume
∑∞
n=1 δn =∞ and write
Ω =
∞⋃
m=1
{
m∏
n=1
zn : zn ∈ B(1, δn)
}
.
We first show that tz ∈ Ω for any z ∈ Ω and any t > 0. Fix a point z ∈ Ω.
Then we can take a positive integer m and zn ∈ B(1, δn) (1 ≤ n ≤ m), so
that z =
∏m
n=1 zn. For N > m and 1 − δn < tn < 1 + δn (m+ 1 ≤ n ≤ N),
we have (
∏N
n=m+1 tn)z ∈ Ω. This implies that tz ∈ Ω for any
N∏
n=m+1
(1− δn) < t <
N∏
n=m+1
(1 + δn).
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Note that the assumption gives
∏∞
n=m+1(1−δn) = 0 and
∏∞
n=m+1(1+δn) =
∞. It thus follows that tz ∈ Ω for each t > 0. On the other hand, since
arg (B(1, δn)) = (− arcsin δn, arcsin δn) (n ∈ N), Ω contains the sectors
{z ∈ C \ {0} : −
m∑
n=1
arcsin δn < arg z <
m∑
n=1
arcsin δn}, m = 1, 2, · · · .
The proof is complete due to the fact
∑∞
n=1 arcsin δn =∞.
Now we proceed to the proof of Lemma 3.1.
Proof of Lemma 3.1. We only need to prove the necessity. Now suppose
that
∑
χmod q cχL(s, χ) has no zeros in C1. Note that for q = 1 or 2, there is
only one term in this sum. Thus we only need to prove for the case q ≥ 3.
By the assumption, one can take a Dirichlet character χ∗ mod q so that
cχ∗ 6= 0. Our goal is to show cχ = 0 for any Dirichlet character χ mod q
other than χ∗. It follows from Lemma 2.6 that
∑
χmod q cχL(s, χχ
∗) has no
zeros in C1. So without loss of generality, we suppose χ∗ = χq, the principle
Dirichlet character mod q.
To reach a contradiction, we assume conversely that at least one of the
coefficients cχ (χ 6= χq) is nonzero. We will prove the existence of zeros of∑
χmod q cχB(L(s+1, χ)) in D∞0 , which contradicts with the assumption (see
Lemma 2.6).
Applying Lemma 3.2 to the groupG = (Z/qZ)×, one can define a integer-
valued function ν on the character group Ĝ of G, which satisfies Conditions
(1)-(2) in Lemma 3.2. Then there is a non-principle character χ0 of G such
that
ν(χ0) = min{ν(χ) : χ ∈ Ĝ, cχ 6= 0},
where we slightly abuse notations by identifying χ ∈ Ĝ with its correspond-
ing Dirichlet character mod q. Moreover, there is an element g0 ∈ G and
a prime p, such that χ0(g0) 6= 1 and χ(g0) is a p-th root of unity for any
χ ∈ Ĝ with cχ 6= 0.
Below we only consider the case p ≥ 3. For the case p = 2, a similar
argument can be applied and the proof is more easier. Put
A1 = {χ ∈ Ĝ : cχ 6= 0, χ(g0) 6= 1}, A2 = {χ ∈ Ĝ : cχ 6= 0, χ(g0) = 1}.
Then both A1 and A2 are nonempty. Let pj (j ∈ N) denote the j-th prime,
and for each g ∈ G take the smallest positive integer jg so that pjg+qZ = g.
Since for each i ∈ {1, 2},∏
g∈G
pjg
pjg − χ(g)zjg
, χ ∈ Ai
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are linear independent as rational functions in variables {zjg : g ∈ G}, both
Li =
∑
χ∈Ai
cχ
∏
g∈G
pjg
pjg − χ(g)zjg
, i = 1, 2
are not identically equal to zero, and neither is L1L2. Hence, we can choose
ξg ∈ D (g ∈ G) so that
ci =
∑
χ∈Ai
cχ
∏
g∈G
pjg
pjg − χ(g)ξg
6= 0, i = 1, 2.
To complete the proof, we need to introduce some more notations. Set
h(z) =
(1− z)p
1− zp , z ∈ D.
Since h′(0) = −p 6= 0, h is univalent on the disk B(0, δ) for sufficiently small
δ > 0. Take a positive integer a such that a+ qZ = g0, and put
S1 = {j ∈ N : pj ≡ a (mod q2)},
Sk = {j ∈ N : pj ≡ ak (mod q)}, k = 2, · · · , p− 1.
We also set
πk(x) = #{j ∈ Sk : pj ≤ x}, x > 0, k = 1, · · · , q − 1.
Then by Lemma 2.3, we have
π1(x) = π(x; q
2, a) ∼ x
φ(q2) log x
≤ x
3φ(q) log x
as x→∞,
πk(x) = π(x; q, a
k) ∼ x
φ(q) log x
as x→∞, k = 2, · · · , p− 1.
Arrange the numbers in the set Sk (1 ≤ k ≤ q − 1) in the order from small
to large: jk1, jk2, · · · . It is clear that there exists N ∈ N large enough, such
that for each n > N , pj1n >
1
δ and
πk(pj1n) >
pj1n
2φ(q) log pj1n
> π1(pj1n) = n, k = 2, · · · , p− 1,
which forces
jkn < j1n, k = 2, · · · , p− 1. (3.1)
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Also, it follows from Koebe’s one-quarter theorem (see [BG, Lemma 2.7.8])
that
h(B(0,
1
pj1n
)) ⊇ B(1, p
4pj1n
) ⊇ B(1, 1
2pj1n
), n = N + 1, N + 2, · · · . (3.2)
By Lemma 2.2, we have
∞∑
n=1
1
pj1n
=
∑
j∈S1
1
pj
=∞,
which together with (3.2) and Lemma 3.3 implies that there exist an integer
M > N and ηn ∈ B(0, 1pj1n ) (N + 1 ≤ n ≤M), such that
M∏
n=N+1
h(ηn) = −c2
c1
. (3.3)
Put wjg = ξg, wjkn = pjknηn for g ∈ G, 1 ≤ k ≤ p − 1 and N + 1 ≤
n ≤ M , and wj = 0 for other positive integers j. Then (3.1) yields w =
(w1, w2, · · · ) ∈ D∞0 (wj = 0 whenever j > j1M ).
Write Kχ = B(L(s + 1, χ)) for simplicity. Finally, we show that w is a
zero of
∑
χmod q cχKχ. According to the choice of w, we have
Kχ(w) =
∞∑
n=1
χ(n)
n
wα(n)
=
j1M∏
j=1
pj
pj − χ(pj)wj
=
∏
g∈G
pjg
pjg − χ(pjg)ξg
·
p−1∏
k=1
M∏
n=N+1
pjkn
pjkn − χ(pjkn)ηjkn
=
∏
g∈G
pjg
pjg − χ(g)ξg
·
M∏
n=N+1
p−1∏
k=1
1
1− χ(ak)ηn
Note that for χ ∈ A1 and 1 ≤ k ≤ p− 1,
χ(ak) = χ(a)k = χ(g0)
k
is a p-th root of unity other than 1, and then
p−1∏
k=1
1
1− χ(ak)ηn =
1− ηn
1− ηpn
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It follows that
∑
χ∈A1
cχKχ(w) =
∑
χ∈A1
cχ
∏
g∈G
pjg
pjg − χ(g)ξg
( M∏
n=N+1
1− ηn
1− ηpn
)
= c1
M∏
n=N+1
1− ηn
1− ηpn .
(3.4)
Similarly, we have
∑
χ∈A2
cχKχ(w) = c2
M∏
n=N+1
1
(1− ηn)p−1 . (3.5)
Then (3.4),(3.5) together with (3.3) yields∑
χ∈A1
cχKχ(w) =
∑
χ∈A1
cχKχ(w) +
∑
χ∈A2
cχKχ(w)
= c1
M∏
n=N+1
1− ηn
1− ηpn + c2
M∏
n=N+1
1
(1− ηn)p−1
=
M∏
n=N+1
1
(1− ηn)p−1
(
c1
M∏
n=N+1
h(ηn) + c2
)
= 0
The proof is complete. 
4 Proof of Theorem 1.1
This section is mainly dedicated to proving Theorem 1.1, which is restated
as follows.
Theorem 1.1. Suppose that ϕ ∈ Sr and t is a positive integer such that
every jump discontinuity has form st for some integer s. Set q = 2t and
g(m) = Jϕ(
m
t ) (m ≥ 1). Then ϕ ∈ C if and only if there exists a primitive
Dirichlet character ψ mod q0 with q0 | q, such that the following conditions
hold:
(1) g(m) = g(m̂)ψ(mm̂ ) for each m ≥ 1, where m̂ = gcd(m, q);
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(2) the Dirichlet polynomial∑
d| q
q0
(g ∗ µψ)( q
dq0
)d−s
has a nonzero constant term and no zeros in C0.
We begin with an observation. By the assumption in Theorem 1.1, the
step function ϕ can be represented as
ϕ =
1
2
Jϕ(0)χ(0,1) +
t−1∑
m=1
Jϕ(
m
t
)χ(m
t
,1).
Now put
f(n) = 2n
∫ 1
0
ϕ(x) sin nπxdx, n = 1, 2, · · · . (4.1)
Then Dϕ(s) =
√
2
2 Df (s+ 1) and a direct calculation yields
f(n) = Jϕ(0) + Jϕ(1) cos nπ + 2
t−1∑
m=1
Jϕ(
m
t
) cos
mnπ
t
=
q∑
m=1
Jϕ(
m
t
)e2piimn/q .
(4.2)
It follows that f is a periodic with period q. Hence in light of Proposition
2.5, we should first establish a criterion for the cyclicity of Dirichlet series
which are translations of Dirichlet series with periodic coefficients.
4.1 Dirichlet series with periodic coefficients
Recall that for an arithmetical function f , Df denotes the Dirichlet series
Df (s) =
∞∑
n=1
f(n)
ns
.
It is routine to check that if f is bounded, then σa(Df ) ≤ 1 and Df (s+1) ∈
H2.
We have the following complete characterization of the cyclicity of Dirich-
let series Df (s+ 1) with f periodic.
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Theorem 4.1. Let q be a positive integer, and f a periodic arithmetical
function with period q and f(1) 6= 0. Then the following statements are
equivalent:
(1) Df (s+ 1) is cyclic in H2;
(2) Df has no zeros in C1;
(3) Df (s) = P (s)L(s, ψ) for some Dirichlet polynomial P without zeros in
C1 and primitive Dirichlet character ψ.
In this case, the modulus q0 of ψ in (3) divides q, and the Dirichlet polyno-
mial P in (3) has form
P (s) =
∑
d| q
q0
(f ∗ µψ)(d)
ds
.
We will prove Theorem 4.1 later in this subsection. The following lemmas
are needed in the sequel.
Lemma 4.2. Let q be a positive integer, and f be a periodic arithmetical
function with period q. Then there corresponds a arithmetical function fχ
to each Dirichlet character χ mod q, such that fχ(n) = 0 whenever n has a
prime divisor that cannot divide q and
f =
∑
χmod q
fχ ∗ χ.
Proof. Let N denote the set of positive integers with each prime factor
dividing q, M denote the set of positive integers relatively prime to q. Put
fχ(n) =
1
φ(q)
q∑
m=1
f(nm)χ(m)
for n ∈ N and fχ(n) = 0 otherwise. The orthogonality relation (2.1) gives
f(nm) =
∑
χmod q
fχ(n)χ(m), n ∈ N ,m ∈ M.
By the fundamental theorem of arithmetic, every positive integer l can be
uniquely represented as the product of a number n ∈ N and a number
m ∈ M. Then
(fχ ∗ χ)(l) = fχ(n)χ(m),
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and therefore
f(l) =
∑
χmod q
fχ(n)χ(m) =
∑
χmod q
(fχ ∗ χ)(l).
This completes the proof.
By the fact that the Mo¨bius inversion of a multiplicative arithmetical
function is also multiplicative, one can easily verified that
Lemma 4.3. Let χq denote the principle Dirichlet character mod q. Then
(µ ∗ χq)(n) =
{
µ(n), n | q;
0, n ∤ q.
(4.3)
To continue, we need to introduce the following notion.
Definition 4.4. Let χ be a Dirichlet character mod q. An arithmetical
function f is said to be separable with respect to χ if
f(na) = f(n)χ(a)
for any positive integers n, a with gcd(a, q) = 1.
Lemma 4.5. Let χ be a Dirichlet character mod q, and f a periodic arith-
metical function with period q. If f is separable with respect to χ, and
f(d) 6= 0 for some divisor d of q, then qd is an induced modulus for χ.
Proof. Assume that f is separable with respect to χ, and f(d) 6= 0 for some
divisor d of q. Let a be any positive integer satisfying that gcd(a, q) = 1
and a ≡ 1 (mod qd). Since f is of period q and separable with respect to χ,
we have
f(d) = f(da) = f(d)χ(a),
forcing χ(a) = 1. This completes the proof.
Lemma 4.6. Let χ be a Dirichlet character mod q induced by the primitive
Dirichlet character ψ, and f a periodic arithmetical function with period q.
Then the following statements are equivalent:
(1) f is separable with respect to χ;
(2) f(n) = f(n̂)ψ(nn̂ ) for each n ≥ 1, where n̂ = gcd(n, q);
(3) (f ∗ µψ)(n) = 0 whenever n ∤ qq0 .
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Proof. (1)⇒(2). Assume that f is separable with respect to χ and n is a
positive integer. We want to show
f(n) = f(n̂)ψ(
n
n̂
).
Note that nn̂ and
q
n̂ are relatively prime. By Dirichlets Theorem on arithmetic
progressions (see Subsection 2.1), there is a prime p > q such that p ≡
n
n̂ (mod
q
n̂). Obviously, p̂ = 1, and then
f(n) = f(n̂ · n
n̂
) = f(n̂p) = f(n̂)χ(p) = f(n̂)ψ(p),
where the second identity follows from the periodicity of f . If f(n̂) = 0, then
there is nothing to prove. If f(n̂) 6= 0, then by Lemma 4.5, qn̂ is an induced
modulus for χ. This implies that ψ has period qn̂ , and thus ψ(p) = ψ(
n
n̂ ).
This proves the implication (1)⇒(2).
(2)⇒(3). Now assume (2) holds. To reach a contradiction, we assume
conversely that (f ∗ µψ)(n) 6= 0 for some n ≥ 1 with n ∤ qq0 . From the
assumption, we see that
(f ∗ µψ)(n) =
∑
k|n
f(k)µ(
n
k
)ψ(
n
k
) =
∑
k|n
f(k̂)ψ(
k
k̂
)µ(
n
k
)ψ(
n
k
). (4.4)
Note that k̂’s run over the divisors of n̂, and k̂ = d for some d | n̂ if and only
if k = ld with gcd(l, qd) = 1. By (4.4), we have
(f ∗ µψ)(n) =
∑
d|n̂
f(d)
∑
l|n
d
(l, q
d
)=1
ψ(l)µ(
n
ld
)ψ(
n
ld
)
=
∑
d|n̂
f(d)ψ(
n
d
)
∑
l|n
d
µ(
n
ld
)χ q
d
(l)
=
∑
d|n̂
f(d)ψ(
n
d
)(µ ∗ χ q
d
)(
n
d
),
where χ q
d
is the principle Dirichlet character mod qd . This together with
Lemma 4.3 implies n | q.
Again applying (4.4), we have
(f ∗ µψ)(n) =
∑
k|n
f(k)µ(
n
k
)ψ(
n
k
).
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Then there is some divisor k of n, such that both f(k) and ψ(nk ) are nonzero.
Lemma 4.5 gives k | qq0 , and we also see that gcd(nk , q0) = 1. Therefore, we
have q0 | qn · nk , forcing q0 | qn , which contradicts with the assumption on n.
The proof is complete.
(3)⇒(1). Assume (3) holds. Now suppose that a is a positive integer
with â = 1. We want to prove that for any n ≥ 1,
f(na) = f(n)χ(a) = f(n)ψ(a).
It is known that µψ ∗ψ = I, where I is the identity function of the Dirichlet
convolution, which takes value 1 at n = 1 and 0 otherwise. From this, we
see that
f = f ∗ I = f ∗ µψ ∗ ψ,
and then by the assumption,
f(na) =
∑
k|na
(f ∗ µψ)(k)ψ(na
k
)
=
∑
k|n̂a
(f ∗ µψ)(k)ψ(na
k
)
=
∑
k|n̂
(f ∗ µψ)(k)ψ(n
k
)ψ(a)
=
∑
k|n
(f ∗ µψ)(k)ψ(n
k
)ψ(a)
= f(n)ψ(a).
This completes the proof.
Now we present the proof of Theorem 4.1.
Proof of Theorem 4.1. (1)⇒(2) immediately follows from Corollary 2.7.
(2)⇒(3). Now assume that Df has no zeros in C1. Since f is a periodic
arithmetical function with period q, Lemma 4.2 implies that there corre-
sponds a arithmetical function fχ to each Dirichlet character χ mod q, such
that fχ(n) = 0 whenever n has a prime divisor that cannot divide q, and
f =
∑
χmod q
fχ ∗ χ.
This yields that
∑
χmod qDfχ(z)L(s, χ) converges uniformly to∑
χmod q
(fχ ∗ χ)(1) = f(1) 6= 0
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as both Re z and Re s tend to +∞. That is to say, one can choose M
sufficiently large so that
|
∑
χmod q
Dfχ(z)L(s, χ)| ≥
|f(1)|
2
(4.5)
for any z, s ∈ CM . Put
A = {χ is a Dirichlet character mod q : fχ 6≡ 0}.
It is clear that A is nonempty, and then
∏
χ∈ADfχ is not identically equal
to 0. So we can choose s0 ∈ CM satisfying that
∏
χ∈ADfχ(s0) 6= 0.
For any s ∈ C we define a completely multiplicative arithmetical function
ρs by putting
ρs(pj) =
{
ps−s0j , if pj | q;
1, if pj ∤ q,
j = 1, 2, · · · ,
where pj is the j-th prime. Then we have fχρs = fχN
s−s0 and χρs = χ,
where N s−s0 denote the arithmetical function
N s−s0(n) = ns−s0, n = 1, 2, · · · .
It follows that
fρs =
∑
χmod q
(fχ ∗ χ)ρs =
∑
χmod q
fχρs ∗ χρs =
∑
χmod q
fχN
s−s0 ∗ χ. (4.6)
Obviously, for each s ∈ C1 \ CM one hase |ρs(n)| ≤ 1 (n ≥ 1) and thus
Lemma 2.6 implies that Dfρs has no zeros in C1. In particular,
Dfρs(s) =
∑
χmod q
DfχNs−s0 (s)L(s, χ)
=
∑
χmod q
(
∞∑
n=1
fχ(n)n
s−s0
ns
)L(s, χ)
=
∑
χmod q
Dfχ(s0)L(s, χ) 6= 0,
where the first identity follows from (4.6). This together with (4.5) yields
that the linear combination
∑
χmod q cχL(s, χ) has a nonzero constant term
and no zeros in C1, where cχ = Dfχ(s0). By Lemma 3.1, there exactly
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exists one Dirichlet character χ mod q such that cχ 6= 0, forcing A = {χ}
and f = fχ ∗ χ. In what follows, we will prove that f is separable with
respect to χ, that is, for any fixed positive integers n, a with gcd(a, q) = 1,
f(na) =
∑
d|na
fχ(d)χ(
n
d
) = f(n)χ(a).
Noticing that fχ(d) = 0 whenever gcd(d, a) > 1, we have
f(na) =
∑
d|na
(d,a)=1
fχ(d)χ(
na
d
) =
∑
d|n
fχ(d)χ(
n
d
)χ(a) = f(n)χ(a).
Let q0 be the conductor of χ, and ψ the primitive Dirichlet character
inducing χ. Recall that L(s, ψ) also has no zeros in C1 and
1
L(s,ψ) = Dµψ(s)
on C1. Hence
P (s) =
Df (s)
L(s, ψ)
= Df (s)Dµψ(s) 6= 0, s ∈ C1.
By Lemma 4.6, (f ∗ µψ)(n) = 0 whenever n ∤ qq0 , and then
P (s) = Df (s)Dµψ(s) = Df∗µψ(s) =
∑
d| q
q0
(f ∗ µψ)(d)
ds
.
In particular, P is a Dirichlet polynomial.
(3)⇒(1). Assume that (3) holds. Set Q(s) = P (s+1) and let M denote
the multiplier invariant subspace of H2 generated by Q(s)L(s + 1, ψ), and
χn (n ≥ 1) the principle Dirichlet character mod n. By Corollary 2.8, it
suffices to show Q ∈M . This can be further reduced to Q(s)L(s+1, ψχk!) ∈
M for any k > q since L(s + 1, ψχk!) converges to the constant function 1
in H2-norm as k →∞.
For each n ≥ 1 put ρn = µ ∗ χn. Then using Lemma 4.3 we see that
Dψρn(s+1) (n ≥ 1) converges absolutely at s = 0, and hence Dψρn(s+1) ∈
H∞. Since for any k > q,
ψ ∗ ψρk! = ψ ∗ µψ ∗ ψχk! = ψχk!,
we have
Q(s)L(s+ 1, ψχk!) = Q(s)L(s + 1, ψ)Dψρk!(s+ 1) ∈M.
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This completes the proof.

As shown in the beginning of Section 3, for ϕ ∈ Sr, Dϕ(s) = Df (s + 1)
for some periodic arithmetical function f . Combining Proposition 2.5 with
Theorem 4.1 and Lemma 2.6, one can obtain
Corollary 4.7. If ϕ ∈ Sr, then ϕ ∈ C if and only if Dϕ has a nonzero
constant term and no zeros in C0, if and only if Fϕ has no zeros in D∞0 .
Corollary 4.7 can be used to tackle with simple step functions. See the
following examples.
Example 4.8. Since Dχ(0,r)(s) = 1−cosnrpins+1 (r ∈ [0, 1]), a direct calculation
yields
Dχ(0,1)(s) = 2
√
2L(s+ 1, χ2), Dχ(0, 1
2
)(s) =
√
2(1 + 2−s)L(s + 1, χ2),
Dχ(0, 1
3
)(s) =
√
2
2
(1+2−s+3−s−6−s)ζ(s+1), Dχ(0, 2
3
)(s) =
3
√
2
2
L(s+1, χ3),
where χ2, χ3 are principle Dirichelt character mod 2 and 3, respectively.
Then we further have
Dχ( 1
2
,1)(s) =
√
2(1− 2−s)L(s + 1, χ2),
Dχ( 1
3
, 2
3
)(s) =
√
2(1− 3−s)L(s+ 1, χ2),
Dχ( 1
3
,1)(s) =
3
√
2
2
(1− 2−s)L(s + 1, χ3).
(1) It is readily seen that for I ∈ {(0, 1), (0, 12), (12 , 1), (0, 23), (13 , 1), (13 , 23)}
the Dirichlet series DχI has a nonzero constant terms and no zeros in
C0, which proves χI ∈ C.
(2) For c1, c2 ∈ C are not both 0, c1χ(0, 1
2
) + c2χ( 1
2
,1) ∈ C if and only if
c1 + c2 6= 0 and c1(1 + 2−s) + c2(1 − 2−s) 6= 0 for any s ∈ C0, if and
only if |c1 + c2| ≥ |c1 − c2|.
Similarly, for c1, c2 ∈ C are not both 0, c1χ(0, 2
3
) + c2χ( 1
3
,1) ∈ C if and
only if |c1 + c2| ≥ |c2|.
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Example 4.9. Suppose that t ≥ 3 is an odd integer and set
V = (0,
1
t
) ∪ (2
t
,
3
t
) ∪ · · · ∪ (t− 1
t
, 1).
Then we have χV , χV c ∈ C, where V c = (0, 1) \V . In fact, set ϕ = χ(0,1) on
(0, 1) and extend ϕ to an odd 2-periodic function on R, which is still denoted
by ϕ. Hence
χV (x) =
ϕ(x) + ϕ(tx)
2
, 0 < x < 1
and
χV c(x) =
ϕ(x)− ϕ(tx)
2
, 0 < x < 1,
which gives
DχV (s) = 1 + t
−s
2
Dϕ(s) =
√
2(1 + t−s)L(s+ 1, χ2)
and
DχV c(s) = 1− t
−s
2
Dϕ(s) =
√
2(1− t−s)L(s + 1, χ2).
Obviously, both DχV and DχV c have nonzero constant term and no zeros in
C0.
4.2 Proof of Theorem 1.1
To prove Theorem 1.1, we need some more lemmas.
Periodic arithmetical functions with period q are identified with functions
on Z/qZ in a natural sense. Recall that the finite Fourier expansion of a
periodic arithmetical function f with period q is given by the formulas
f(n) =
q∑
m=1
g(m)e2piimn/q , n = 1, 2, · · · ,
where
g(m) =
1
q
q∑
n=1
f(n)e2piimn/q, m = 1, · · · , q. (4.7)
It is clear that (4.7) actually defines a q-periodic arithmetical function, usu-
ally called the Fourier transform of f (on the group Z/qZ).
Lemma 4.10. Let χ be a Dirichlet character mod q, and f a periodic arith-
metical function with period q. Then f is separable with respect to χ if and
only if the Fourier transform g of f is separable with respect to χ¯.
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Proof. We only need to prove the necessity. Assume that f is separable with
respect to χ and m, b are positive integers with gcd(b, q) = 1. We want to
show
g(mb) = g(m)χ(b).
Take a positive integer a such that a+ qZ is the inverse of b+ qZ in the
group (Z/qZ)×, namely ab ≡ 1 (mod q). Then for each n ≥ 1,
f(n) = f(nab) = f(nb)χ(a) = f(nb)χ(b). (4.8)
It is routine to check that n 7→ f(n)e2piimn/q (n ≥ 1) is q-periodic and
n+ qZ 7→ nb+ qZ
defines a group automorphism on (Z/qZ,+). Therefore, we have
g(m)χ(b) =
χ(b)
q
q∑
n=1
f(n)e2piimn/q
=
χ(b)
q
q∑
n=1
f(nb)e2piimnb/q
=
1
q
q∑
n=1
f(n)e2piimnb/q
= g(mb),
where the third identity follows from (4.8). This completes the proof.
Corollary 4.11. Let χ be a Dirichlet character mod q with conductor q0,
and f a periodic arithmetical function with period q. If f is separable with
respect to χ, then
f(n) =
∑
d| q
q0
g(d)τ(n,ψ q
d
), n = 1, 2, · · · ,
where g is the Fourier transform of f , and ψ q
d
is the Dirichlet character mod
q
d inducing χ.
Proof. Assume that f is separable with respect to χ. Then by Lemma 4.10,
g is separable with respect to χ¯, which together with Lemma 4.6 in turns
gives
f(n) =
q∑
m=1
g(m)e2piimn/q =
q∑
m=1
g(m̂)ψ(
m
m̂
)e2piimn/q ,
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where ψ is the primitive Dirichlet character inducing χ. Note that m̂ = d
for some divisor d of q if and only if m = ld with gcd(l, qd ) = 1. Also, it
follows from Lemma 4.5 that if d | q and d ∤ qq0 , then g(d) = 0. Thus, we
have
f(n) =
∑
d|q
g(d)
q
d∑
l=1
(l, q
d
)=1
ψ(l)e2piildn/q
=
∑
d| q
q0
g(d)
q
d∑
l=1
ψ(l)χ q
d
(l)e2piildn/q
=
∑
d| q
q0
g(d)
q
d∑
l=1
ψ q
d
(l)e2piiln/
q
d
=
∑
d| q
q0
g(d)τ(n,ψ q
d
),
where χ q
d
is the principle Dirichlet character mod qd . The proof is complete.
We also recall the following fundamental formula,
n = φ(n)
∑
d|n
µ2(d)
φ(d)
, n = 1, 2, · · · . (4.9)
Lemma 4.12. Let χ be a Dirichlet character mod q induced by the primitive
Dirichlet character ψ mod q0. Then for each n ≥ 1 we have
∑
d|n
τ(d, χ)µ(
n
d
)ψ(
n
d
) =
{
nτ(ψ)µ( qnq0 )ψ(
q
nq0
), if n | qq0 ;
0, if n ∤ qq0 .
(4.10)
Proof. For n ≥ 1 let n′ denote the largest divisor of n relatively prime to
q0, and set n
′′ = nn′ and n̂ = gcd(n, q). It is clear that ψ(n) 6= 0 if and only
if n′′ = 1.
Now fix a positive integer n. It follows from Lemma 2.1 that if τ(d, χ) 6= 0
for some divisor d of n, then d̂ | qq0 and both ψ(
q
d̂q0
) and ψ(d
d̂
) are nonzero,
forcing
d′′ = (d̂)′′ =
(
q
q0
)′′
=
q′′
q0
.
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Hence τ(d, χ)µ(nd )ψ(
n
d ) 6= 0 for some divisor d of n only if n′′ = d′′ = q
′′
q0
,
that is, d = cn′′ = cq
′′
q0
with c | n′. This also implies that both sides of (4.10)
equal to 0 if n′′ 6= q′′q0 , so we can restrict ourselves to the case n′′ =
q′′
q0
. By
the previous argument and Lemma 2.1, we have
∑
d|n
τ(d, χ)µ(
n
d
)ψ(
n
d
) =
∑
c|n′
τ(
cq′′
q0
, χ)µ(
n′
c
)ψ(
n′
c
)
=
∑
c|n′
φ(q)
φ( q
′q0
ĉ )
µ(
q′
ĉ
)ψ(
q′
ĉ
)ψ(
c
ĉ
)τ(ψ)µ(
n′
c
)ψ(
n′
c
)
= τ(ψ)φ(q)
∑
c|n′
1
φ( q
′
ĉ )φ(q0)
µ(
q′
ĉ
)µ(
n′
c
)ψ(q′)ψ(n′)
=
τ(ψ)φ(q)ψ(q′)
φ(q0)ψ(n′)
∑
c|n′
1
φ( q
′
ĉ )
µ(
q′
ĉ
)µ(
n′
c
),
where the third identity follows from the fact gcd( q
′
ĉ , q0) = 1.
In what follows, we discuss on two cases: n ∤ qq0 or n |
q
q0
. We also note
that n | qq0 if and only if n′ | q′, if and only if n̂′ = gcd(n′, q′) = n′.
Case I. n ∤ qq0 .
In this case, one can find a prime p satisfying that p | n′
n̂′
. Write n′ = pka
and q′ = plb, where a, b are integers cannot divided by p. Then k > l and
µ(n
′
c ) = 0 for any divisor c of n
′ with pk−1 ∤ c. This gives
∑
c|n′
1
φ( q
′
ĉ )
µ(
q′
ĉ
)µ(
n′
c
) =
∑
c|a
1
φ( q
′
p̂kc
)
µ(
q′
p̂kc
)µ(
a
c
) +
∑
c|a
1
φ( q
′
p̂k−1c
)
µ(
q′
p̂k−1c
)µ(
pa
c
)
=
∑
c|a
1
φ( bc)
µ(
b
c
)µ(
a
c
) + µ(p)
∑
c|a
1
φ( bc)
µ(
b
c
)µ(
a
c
)
= 0.
Thus we have shown ∑
d|n
τ(d, χ)µ(
n
d
)ψ(
n
d
) = 0
provided n ∤ qq0 .
Case II. n | qq0 .
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In this case, ĉ = c for each divisor c of n′. It remains to show
φ(q)ψ(q′)
φ(q0)ψ(n′)
∑
c|n′
1
φ( q
′
c )
µ(
q′
c
)µ(
n′
c
) = nµ(
q
nq0
)ψ(
q
nq0
) =
n′q′′
q0
µ(
q′
n′
)ψ(
q′
n′
).
(4.11)
Since each prime divisor of q′′ also divides q0, we have
φ(q)
φ(q0)
=
φ(q′)φ(q′′)
φ(q0)
=
φ(q′)q′′
q0
,
and (4.11) can be reduced to
φ(q′)
∑
c|n′
1
φ( q
′c
n′ )
µ(
q′c
n′
)µ(c) = φ(q′)
∑
c|n′
1
φ( q
′
c )
µ(
q′
c
)µ(
n′
c
) = n′µ(
q′
n′
).
Set m to be the largest divisor of n′ relatively prime to q
′
n′ . Then m is
relatively prime to q
′
n′ · n
′
m =
q′
m , and each prime divisor of
q′
m also divides
q′
n′ ,
forcing
φ(q′)
φ( q
′
n′ )
=
φ( q
′
m )φ(m)
φ( q
′
n′ )
=
q′
mφ(m)
q′
n′
=
n′φ(m)
m
. (4.12)
Since µ( q
′c
n′ ) = 0 for any divisor c of n
′ with gcd(c, q
′
n′ ) > 1, we have
φ(q′)
∑
c|n′
1
φ( q
′c
n′ )
µ(
q′c
n′
)µ(c) = φ(q′)
∑
c|m
1
φ( q
′c
n′ )
µ(
q′c
n′
)µ(c)
=
φ(q′)
φ( q
′
n′ )
µ(
q′
n′
)
∑
c|m
µ2(c)
φ(c)
= n′µ(
q′
n′
)
φ(m)
m
∑
c|m
µ2(c)
φ(c)
= n′µ(
q′
n′
),
where the third identity follows from (4.12), and the last identity follows
from (4.9). This proves the lemma.
We are ready to give the proof of Theorem 1.1.
Proof of Theorem 1.1. Let f defined as in (4.1). Then f is q-periodic
and Dϕ(s) =
√
2
2 Df (s+ 1). It follows from 2.5 and Theorem 4.1 that ϕ ∈ C
if and only if f(1) 6= 0 and there exists a primitive Dirichlet character ψ0
mod q0 with q0 | q, such that the following two conditions hold:
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(a) P (s) =
∑
d| q
q0
(f ∗ µψ0)(d)d−s has no zeros in C1;
(b) D(s, f) = P (s)L(s, ψ0).
Noticing that Condition (b) is equivalent to P (s) = D(s, f ∗ µψ0), we can
replace Condition (b) by
(b’) (f ∗ µψ0)(n) = 0 whenever n ∤ qq0 .
By (4.2), we have
f(n) =
q∑
m=1
Jϕ(
m
t
)e2piimn/q =
q∑
m=1
g(m)e2piimn/q
for each n ≥ 1, namely g is the Fourier transform of f . For m ≥ 1, let
χm denote the principle Dirichlet character mod m and put m̂ = gcd(m, q).
We also put ψ = ψ0. Combining Lemma 4.10 with Lemma 4.6, we see that
Condition (b’) holds if and only if g(m) = g(m̂)ψ(mm̂ ) for each m ≥ 1.
Since f(1) is the constant term of P , it suffices to prove that P (s+1) is
a nonzero constant multiple of the Dirichlet polynomial∑
d| q
q0
(g ∗ µψ)( q
dq0
)d−s.
That is to say, there is a nonzero number C, such that
(f ∗ µψ0)(d) = Cd · (g ∗ µψ)( q
dq0
)
for each divisor d of qq0 .
Now fix a divisor d of qq0 . By Corollary 4.11, we have
f ∗ µψ0(d) =
∑
k|d
f(k)µ(
d
k
)ψ(
d
k
)
=
∑
k|d
µ(
d
k
)ψ(
d
k
)
∑
c| q
q0
g(c)τ(k, ψ q
c
)
=
∑
c| q
q0
g(c)
∑
k|d
τ(k, ψ q
c
)µ(
d
k
)ψ(
d
k
),
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where ψ q
c
= ψχ q
c
, the Dirichlet character mod qc induced by ψ. Also from
Lemma 4.12, we see that
∑
k|d τ(k, ψ qc )µ(
d
k )ψ(
d
k ) 6= 0 only if d | qcq0 , in which
case, ∑
k|d
τ(k, ψ q
c
)µ(
d
k
)ψ(
d
k
) = dτ(ψ)µ(
q
cdq0
)ψ(
q
cdq0
).
Then
(f ∗ µψ0)(d) = dτ(ψ)
∑
c| q
dq0
g(c)µψ(
q
cdq0
) = dτ(ψ) · (g ∗ µψ)( q
dq0
).
The proof is complete due to the fact τ(ψ) 6= 0 (see [Apo, Theorem 8.15]).

The following result will be used later.
Proposition 4.13. Let ϕ, q, g be given as in Theorem 1.1. If ϕ ∈ C, then
the primitive Dirichlet character ψ mod q0 satisfying q0|q and Condition (1)
in Theorem 1.1 is unique and has the following additional properties:
(1) ψ(−1) = 1;
(2) If in addition ϕ is real-valued, then ψ is also real.
(3) For any relatively prime positive integers s0, t0, we have
Jϕ(
s0
t0
) = Jϕ(
gcd(s0, 2)
t0
)ψ(
s0
gcd(s0, 2)
).
Moreover, q0|t0 · gcd(t0, 2) provided Jϕ(s0t0 ) 6= 0.
Proof. Assume that ϕ ∈ C and a primitive Dirichlet character ψ mod q0
satisfying q0|q and Condition (1) in Theorem 1.1. Then the function f
defined in (4.1) satisfies f(1) 6= 0, and by combining Lemma 4.6 with Lemma
4.10 we further conclude that f is separable with respect to the Dirichlet
character χ = ψ¯χq mod q, where χq is the principle Dirichelt character mod
q. Therefore, χ(a) = f(a)f(1) for any positive integer a with gcd(a, q) = 1. This
means that χ is completely determined by f , and so is ψ. We also recall
that every jump discontinuities of ϕ has form st for some positive integer s
less than t = q2 .
(1) Since Jϕ(
q−m
t ) = Jϕ(
m
t ), (4.2) yields that
f(q − 1) =
q∑
m=1
Jϕ(
q −m
t
)e2piim(q−1)/q =
q∑
m=1
Jϕ(
q −m
t
)e2pii(q−m)/q = f(1),
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which gives
ψ(−1) = ψ(q − 1) = χ(q − 1) = f(q − 1)
f(1)
= 1.
(2) Assume ϕ is real-value. It is clear that f is real. This in turn yields
that χ is also real, forcing ψ to be real.
(3) Now assume that s0, t0 is a pair of relatively prime positive integers.
If t0 ∤ t, then Jϕ(
s0
t0
) = Jϕ(
gcd(s0,2)
t0
) = 0 and there is nothing to prove. So
we may further assume t0 | t. Since q = 2t0 · tt0 , we have
gcd(
s0t
t0
, q) =
t
t0
gcd(s0, 2t0) =
t · gcd(s0, 2)
t0
,
and thus by Theorem 1.1,
Jϕ(
s0
t0
) = g(
s0t
t0
) = g(
t · gcd(s0, 2)
t0
)ψ(
s0
gcd(s0, 2)
) = Jϕ(
gcd(s0, 2)
t0
)ψ(
s0
gcd(s0, 2)
).
If in addition Jϕ(
s0
t0
) 6= 0, then g( t·gcd(s0,2)t0 ) 6= 0 and it follows from Lemma
4.5 that qt·gcd(s0,2)
t0
= 2t0gcd(s0,2) is an induced modulus for χ¯, forcing q0 | 2t0.
Since there is no primitive Dirichlet character mod 2, Lemma 4.14 below
further yields q0|t0 if Jϕ(s0t0 ) 6= 0 and t0 is odd. This completes the proof.
Lemma 4.14. Suppose that q is the product of two relative prime positive
integers q1, q2, and ψ is a primitive Dirichlet character mod q. Then for
each i ∈ {1, 2} there is a primitive Dirichlet characters ψi mod qi, such that
ψ = ψ1ψ2 (see [Co, Proposition 2.1.34]).
Remark 4.15. Suppose ϕ ∈ Sr ∩ C and let T denote the set of positive
integers t such that every jump discontinuities of ϕ has form st for some
integer s. Proposition 4.13 says that to each t ∈ T there corresponds a
unique primitive Dirichlet character ψ mod q0, such that q0 | 2t and
Jϕ(
m
t
) = Jϕ(
gcd(m, 2t)
t
)ψ(
m
gcd(m, 2t)
), m = 1, 2, · · · . (4.13)
As shown in the proof of Theorem 1.1, (4.13) is actually equivalent to that
(f ∗µψ¯)(n) = 0 whenever n ∤ 2tq0 , where f is defined as in (4.1). In fact, this
character ψ is independent of the choice of t. To see this, we notice that the
greatest common divisor of integers in T , denoted by t0, also belongs to T .
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Now find a primitive Dirichlet character ψ mod q0 with q0 | 2t0, such that
(f ∗ µψ¯)(n) = 0 whenever n ∤ 2t0q0 . It is readily seen that for any t ∈ T , ψ
satisfies (4.13), and then by the uniqueness proved in Proposition 4.13, ψ is
also the desired character corresponding to t. From now on, we call ψ the
associated Dirichlet character for ϕ.
To end this subsection, we record the following example.
Example 4.16. Suppose that t ≥ 3 is an odd integer. Then we have
ϕ = χ(0,1) + χ( 2
t
,1) + · · ·+ χ( t−1
t
,1) ∈ C.
To see this, set g(m) = Jϕ(
m
t ) (m ≥ 1). Then g(m) = g(gcd(m, 2t)) for
each m ≥ 1. According to Theorem 1.1, we only need to prove that the
Dirichlet polynomial
P (s) =
∑
d|2t
(g ∗ µ)(2t
d
)d−s =
∑
d|2t
(g ∗ µχ1)(2t
d
)d−s
has a nonzero constant term and no zeros in C0, where χ1 is the principle
Dirichlet character mod 1. A direct calculation gives
(g ∗ µ)(2) = 1, (g ∗ µ)(t) = −t− 1, (g ∗ µ)(2t) = t+ 2,
and (g ∗ µ)(d) = 0 for any other divisor d of 2t. Then
P (s) = t+ 2− (t+ 1)2−s + t−s,
forcing ReP (s) > 0 whenever s ∈ C0. This proves ϕ ∈ C.
5 Some applications of Theorem 1.1
In this section, we will present some applications of Theorem 1.1 in three
aspects, and give the proofs of Theorem 1.2-1.7.
5.1 A construction of solutions to theWintner-Beurling prob-
lem
As stated in Introduction, Theorem 1.2 restated below can be used to con-
struct a series of step functions generating periodic dilation systems. In this
subsection, we will prove Theorem 1.2 and present some examples.
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Theorem 1.2. Let ψ be a primitive Dirichlet character mod q with q > 1
and ψ(−1) = 1. For each n ≥ 1 put
Sn =
[nq−1
2
]∑
m=1
(m,n)=1
ψ(m)χ( 2m
nq
,1). (5.1)
(1) Suppose that v is the product of some distinct primes and gcd(v, q) = 1.
Then we have Sv ∈ C.
(2) Suppose that u is a positive even integer, and {cd : d | u} are complex
numbers satisfying that
|c1| > (d(uu′)− 1) ·max{|cd| : d | u, d > 1},
where u′ is the largest divisor of u relatively prime to q. Then we have∑
d|u cdSd ∈ C.
Proof. Assume that u is a positive even integer and {cd : d | u} are com-
plex numbers, we will show ϕ =
∑
d|u cdSd ∈ C under the following two
assumptions, where Sd is defines as in (5.1):
(1) there is a product v of some distinct primes, such that u = 2v and
gcd(v, q) = 1, and cv = 1, cd = 0 for any other divisor d of u.
(2) |c1| > M(d(uu′)− 1), where
M = max{|cd| : d | u, d > 1}.
We begin with some notations. For n ≥ 1, let n′ denote the largest
divisor of n relatively prime to q, χn the principle Dirichlet character mod
n, and set n̂ = gcd(n, uq).
Observe that for each divisor d of u, every jump discontinuity r ∈ (0, 1)
of Sd has form r =
2m
dq , for some positive integer m less than
dq
2 . Since
2m
dq
=
m · ud
uq
2
,
we see that every jump discontinuity r ∈ (0, 1) of ϕ has form r = st , where
t = uq2 and s is a positive integer less than t. Set g(m) = Jϕ(
m
t ) (m ≥ 1).
According to Theorem 1.1, we need to prove
(a) g(m) = g(m̂)ψ(mm̂ ) for each m ≥ 1;
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(b) the Dirichlet polynomial
P (s) =
∑
d|u
(g ∗ µψ)( q
dq0
)d−s
has a nonzero constant term and no zeros in C0.
We first prove (a) without admitting Assumption (1) or (2). For this,
we need to calculate g. By the previous paragraph, for 1 ≤ m ≤ t − 1, mt
is a jump discontinuity of Sd for some divisor d of u only if
u
d | m, in which
case, the jump at mt is ψ(
dm
u )χd(
dm
u ). Put
Am = {d : d | u, u
d
| m}, m = 1, 2, · · · .
Then we have
g(m) =
∑
d∈Am
cdψ(
dm
u
)χd(
dm
u
) =
∑
d∈Am
cdψ(
dm
u
)χd′(
dm
u
), m = 1, · · · , t−1.
It is clear that for each m ≥ 1 the greatest common divisor of integers in
Am, denoted by dm, also belongs to Am. Hence Am = {ldm : l | udm}, which
gives
g(m) =
∑
l| u
dm
cldmψ(l ·
dmm
u
)χl′d′m(l ·
dmm
u
), m = 1, · · · , t− 1.
Since l is relatively prime to both q0 and l
′ exactly when l = l′ = 1, we see
that
ψ(l · dmm
u
)χl′d′m(l ·
dmm
u
) = 0
for any l > 1, and therefore for 1 ≤ m ≤ t− 1,
g(m) = cdmψ(
dmm
u
)χd′m(
dmm
u
). (5.2)
In particular, if m = ud for some divisor d of u, then dm = d, forcing
g(
u
d
) = g(m) = cdψd′q(1) = cd, (5.3)
where ψd′q = ψχd′ , the Dirichlet character mod d
′q induced by ψ. Noticing
that for any divisor d of u and any m ≥ 1, ud | m if and only if ud | m̂,
we have Am = Am̂, which yields dm = dm̂. This together with ψ(−1) = 1
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implies that (5.2) also holds for any m ≥ 1 with t ∤ m. On the other hand,
g(m) = 0 for any m ≥ 1 with t | m. In fact, g(2t) = 2ϕ(0+) = 0. Moreover,
since ψd′q has period d
′q and ψd′q(−1) = 1 for each divisor d of u, we have
dq∑
n=1
ψd′q(n) =
[ dq
2
]∑
n=1
ψd′q(n) +
dq−1∑
n=[ dq
2
]+1
ψd′q(dq − n) = 2
[ dq
2
]∑
n=1
ψd′q(n).
Then the orthogonality relation (2.2) gives
[ dq
2
]∑
n=1
ψd′q(n) =
1
2
dq∑
n=1
ψd′q(n) =
d
2d′
d′q∑
n=1
ψd′q(n) = 0,
forcing
g(t) = −2ϕ(1−) = −2
∑
d|u
cd
[ dq
2
]∑
n=1
ψd′q(n) = 0.
It suffices to prove (a) for the case t ∤ m. For such m, we have
g(m) = cdmψd′mq(
dmm
u
)
= cdmψd′mq(
dmm̂
u
)ψd′mq(
m
m̂
)
= g(m̂)ψ(
m
m̂
)χd′mq(
m
m̂
)
= g(m̂)ψ(
m
m̂
)χq(
m
m̂
)χd′m(
m
m̂
)
= g(m̂)ψ(
m
m̂
)χd′m(
m′
m̂′
).
If d
′
mm̂
′
u′ = gcd(
dmm̂
u , d
′
m) > 1, then g(m) = g(m̂) = 0; if
d′mm̂
′
u′ = 1, then
gcd(m
′
m̂′
, d′m) = gcd(
m′
m̂′
, u
′
m̂′
) = 1. This proves (a).
To continue, for each s ∈ C let N−s denote the function
N−s(n) = n−s, n = 1, 2, · · · .
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Then we have
P (s) =
∑
d|u
(g ∗ µψ)(u
d
)N−s(d)
= (g ∗ µψ ∗N−s)(u)
=
∑
d|u
g(
u
d
)(µψ ∗N−s)(d)
=
∑
d|u
cd
∑
k|d
µ(
d
k
)ψ(
d
k
)k−s,
(5.4)
where the last identity follows from (5.3).
Now we assume (1) holds. Then (5.4) gives
P (s) =
∑
k|v
µ(
v
k
)ψ(
v
k
)k−s =
∏
p|v
(µ(p)ψ(p) + p−s) =
∏
p|v
(−ψ(p) + p−s).
Since gcd(v, q) = 1, for each prime divisor p of v one has |ψ(p)| = 1, which
proves (b).
Finally, we assume (2) and claim
|P (s)− c1| ≤M(d(uu′)− 1)
for any s ∈ C0, which immediately implies (b). Since
|
∑
k|d
µ(
d
k
)ψ(
d
k
)k−s| ≤
∑
k|d
|µ(k)ψ(k)| =
∑
k|d′
|µ(k)| = (µ2 ∗ χ1)(d′)
for each divisor d of u, (5.4) yields
|P (s)− c1| ≤M
∑
d|u
d>1
(µ2 ∗ χ1)(d′)
=M(
∑
d|u
(µ2 ∗ χ1)(d′)− 1)
=M(d(
u
u′
)
∑
d|u′
(µ2 ∗ χ1)(d)− 1)
=M(d(
u
u′
)(µ2 ∗ χ1 ∗ χ1)(u′)− 1)
=M(d(uu′)− 1),
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where the last equality follows from the multiplicative property of the func-
tion d and the formula
(µ2 ∗ χ1 ∗ χ1)(n) = (µ2 ∗ d)(n) = d(n2), n = 1, 2, · · · .
This can be easily checked by using the fact that µ2 ∗d is also multiplicative.
The proof is complete.
To end this subsection, we record some examples.
Example 5.1. (1) Set ψ to be the Legendre symbol (n | 5). Then Theorem
1.2 (1) gives
S2 = χ( 1
5
, 3
5
) ∈ C,
S3 = χ( 2
15
, 4
15
) + χ( 8
15
, 14
15
) ∈ C,
S6 = χ( 1
15
, 7
15
) + χ( 11
15
, 13
15
) ∈ C.
Moreover, by letting u = 2 in Theorem 1.2 (2), we conclude that
c1S1 + c2S2 = c1χ( 2
5
, 4
5
) + c2χ( 1
5
, 3
5
) ∈ C
for c1, c2 ∈ C with |c1| > 2|c2|. In particular, S1 = χ( 2
5
, 4
5
) ∈ C.
(2) Set ψ to be the Dirichlet character mod 7 with ψ(2) = ω and ψ(3) = ω¯
(hence ψ(5) = ψ(12) = ω), where ω = 12 ±
√
3
2 i. Then ψ is primitive and by
Theorem 1.2, we have
S1 = χ( 2
7
, 4
7
) − ω¯χ( 4
7
, 6
7
) ∈ C,
S2 = χ( 1
7
, 3
7
) − ωχ( 3
7
, 5
7
) ∈ C.
(3) Set ψ to be the Dirichlet character mod 8 with ψ(3) = ψ(5) = −1
(hence ψ(7) = ψ(15) = 1). Then ψ is primitive and by Theorem 1.2, we
have
S1 = χ( 1
4
, 3
4
) ∈ C,
S3 = χ( 1
12
, 5
12
) + χ( 7
12
, 11
12
) ∈ C.
(4) Set ψ = ψ1ψ2, where ψ1 is the Dirichlet character mod 4 with ψ(3) =
−1, and ψ2 is the Legendre symbol (n | 3). Then ψ is a primitive Dirichlet
character mod 12 and by letting u = 2 in Theorem 1.2 (2), we see that
c1S1 + c2S2 = c1χ( 1
6
, 5
6
) + c2(χ( 1
12
, 5
12
) + χ( 7
12
, 11
12
)) ∈ C
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for c1, c2 ∈ C with |c1| > |c2|. In particular, S1 = χ( 1
6
, 5
6
) ∈ C. Moreover,
applying Proposition 5.2 below, we further have
S3 − S1 = χ( 1
12
, 1
6
) − χ( 5
12
, 7
12
) + χ( 5
6
, 11
12
) ∈ C.
Proposition 5.2. Let {ϕk}k≥1 be a sequence in C with uniformly bounded
L2-norms. If {ϕk}k≥1 converges pointwise to a nonzero function ϕ ∈ Sr
a.e., then ϕ ∈ C.
To prove Proposition 5.2, we need a multi-dimensional version of Hur-
witz’s theorem [Na, pp. 80].
Lemma 5.3. Let Ω ⊆ Cn be a domain and {fk}k≥1 a sequence of holo-
morphic functions on Ω with each fk zero-free. If {fk}k≥1 converges to a
function f uniformly on compact subset of Ω, then either f ≡ 0 or f has no
zeros in Ω.
Proof of Proposition 5.2. Assume ϕk → ϕ a.e. as k →∞. Without loss
of generality, we may as well assume that {ϕk}k≥1 itself converges weakly
in L2. Applying Egorov’s Theorem, we easily see that the weak limit is ϕ.
According to Corollary 4.7, we need to prove that for each N ∈ N,
FN (z) = Fϕ(z1, · · · , zN , 0, 0, · · · ) 6= 0, z ∈ DN .
For positive integers k,N , put
Fk,N(z) = Fϕk(z1, · · · , zN , 0, 0, · · · ), z ∈ DN .
Since ϕk ∈ C for each k ≥ 1, Lemma 2.4 implies that each Fk,N has no zeros
in DN .
Since {ϕk}k≥1 converges weakly to ϕ in L2 and F is unitary, {Fϕk}k≥1
converges weakly to Fϕ in H2(D∞2 ). Noticing that for each positive integers
k,N , Fk,N and FN are the orthogonal projections of Fϕk and Fϕ onto
H2(DN ) respectively, we also conclude that {Fk,N}k≥1 converges weakly to
FN in H
2(DN ). Here H2(DN ) is identified with the subspace of H2(D∞2 )
consisting of functions only involving the variables z1, · · · , zN . In particular,
{Fk,N}k≥1 converges to FN uniformly on compact subset of DN . By Lemma
5.3, FN ≡ 0 for each N ∈ N if F (0) = 0, while if F (0) 6= 0, FN has no
zeros in DN for each N ∈ N. In the former case we have Fϕ = 0, which
contradicts with ϕ 6= 0. This completes the proof. 
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5.2 The completeness related to jumps and jump disconti-
nuities
In this subsection, we will prove Theorem 1.3 and Theorem 1.4 restated
below. These results reveal the connection between the completeness and
jumps or jump discontinuities of functions in Sr.
Theorem 1.3. Suppose ϕ ∈ Sr ∩ C is real-valued. Then the following
conclusions hold:
(1) If ϕ(0+) > 0, then for any N (N ∈ N) distinct primes p1, · · · , pN ,
2ϕ(0+) >
∑
1≤i≤N
Jϕ(
2
pi
)−
∑
1≤i<j≤N
Jϕ(
2
pipj
)+· · ·+(−1)N+1Jϕ( 2∏N
i=1 pi
).
(2) If ϕ(0+) = 0, then either Jϕ(
2
p) ≥ 0 for any prime p or Jϕ(2p) ≤ 0 for
any prime p.
(3) Jϕ(
m
pk
) = Jϕ(
n
pk
) for any prime p with p ≡ 3 (mod 4), any k ≥ 1 and
any 1 ≤ m,n ≤ pk − 1 satisfying that p ∤ mn and m− n is even.
Theorem 1.4. If ϕ ∈ Sr ∩ C, then the set of all jump discontinuities of ϕ
in (0, 1) is ⊔
n≥3
Jϕ(
2
n
)6=0
{2m
n
: 1 ≤ m < n
2
, gcd(m,n) = 1}, (5.5)
and ∑
n≥3
Jϕ(
2
n
)6=0
φ(n) = 2N,
where N is the number of jump discontinuities of ϕ in (0, 1).
We first prove Theorem 1.3. The following three results will be used in
the proof of Theorem 1.3. Lemma 5.4 comes from analytic number theory
(see [Apo, Da] for instance).
Lemma 5.4. For an odd prime p the only real primitive Dirichlet character
mod p is the Legendre symbol (n | p), while if k ≥ 2 there are no real
primitive Dirichlet characters mod pk.
Lemma 5.5. Let P (s) =
∑N
n=1 ann
−s (N ∈ N) be a Dirichlet polynomial
with real coefficients and a1 > 0, and ρ a completely multiplicative arith-
metical function with ρ2 = ρ. Suppose that P has no zeros in C0. Then we
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have
∑N
n=1 anρ(n) ≥ 0. In particular, P (0) ≥ 0. Moreover, if in addition
P (0) > 0, then
∑N
n=1 anρ(n) > 0.
Proof. Assume that ρ is a completely multiplicative arithmetical function
with ρ2 = ρ, and set Q(s) =
∑N
n=1 anρ(n)n
−s. We first prove Q(0) =∑N
n=1 anρ(n) ≥ 0. The function BP is a polynomial involving at most N
variables z1, · · · , zN . Applying Lemma 2.6 to BP , we see that BP has no
zeros in DN . Now for σ ≥ 0, put
Fσ(z) = BP (ρ(p1)p−σ1 + (1− ρ(p1))z1, · · · , ρ(pN )p−σN + (1− ρ(pN ))zN ),
where pj is the j-th prime. Noticing that for each σ > 0 and zj ∈ D,
|ρ(pj)p−σj + (1− ρ(pj))zj | < 1, j = 1, · · · , N,
we see that Fσ has no zeros in DN , forcing Q(σ) = Fσ(0) 6= 0. Since
lim
σ→+∞Q(σ) = limσ→+∞
N∑
n=1
anρ(n)n
−σ = a1 > 0,
the continuity of Q yields Q(σ) > 0 for any σ > 0. This proves Q(0) ≥ 0.
Applying the previous argument to the case ρ = χ1, the principle Dirichlet
mod 1, we have P (0) ≥ 0.
Now we further assume P (0) =
∑N
n=1 an 6= 0. It is easy to see that Fσ
converges uniformly to F0 on D
N as σ approaches 0 form above. By Lemma
5.3, either F0 ≡ 0 or F0 has no zeros in DN . The former case cannot occur
since
F0(1, · · · , 1) = BP (1, · · · , 1) = P (0) 6= 0.
Therefore, we have Q(0) = F0(0) 6= 0, which completes the proof.
We also recall that in Remark 4.15, we define associated Dirichlet char-
acters for functions in Sr ∩ C. Moreover, it follows from Proposition 4.13
that if ϕ ∈ Sr∩C is real-valued its associated Dirichlet character is also real.
Proposition 5.6. Suppose ϕ ∈ Sr∩C is real-valued. Let ψ be the associated
Dirichlet character for ϕ, and q0 the modulus of ψ. For any finite set A =
{p1, · · · , pN} (N ∈ N) of primes, put
S(A) =
∑
1≤i≤N
ψ(pi)Jϕ(
2
piq0
)−
∑
1≤i<j≤N
ψ(pipj)Jϕ(
2
pipjq0
) + · · ·
+ (−1)N+1ψ(
N∏
i=1
pi)Jϕ(
2
q0
∏N
i=1 pi
).
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Finally, we set α = maxA S(A) and β = minA S(A), where A runs over
finite sets of primes. Then either Jϕ(
2
q0
) ≥ α or Jϕ( 2q0 ) ≤ β. Moreover,
Jϕ(
2
q0
) > α provided Jϕ(
2
q0
) > 0.
Proof. Take a positive integer t so that every jump discontinuity of ϕ has
form st for some integer s. We also set q = 2t and g(m) = Jϕ(
m
t ) (m ≥ 1).
Then q0 | q and it follows from Theorem 1.1 that the Dirichlet polynomial∑
d| q
q0
(g ∗ µψ)( q
dq0
)d−s
has a nonzero constant term (g ∗ µψ)( qq0 ) and no zeros in C0.
We first prove Jϕ(
2
q0
) ≥ α provided (g ∗ µψ)( qq0 ) > 0. For this, assume
that (g∗µψ)( qq0 ) > 0 and A = {p1, · · · , pN} (N ∈ N) is a finite set of primes.
We will show Jϕ(
2
q0
) ≥ S(A). By the assumption, if Jϕ( 2n) 6= 0 for some
n ≥ 1, then n is necessarily a divisor of qq0 . Hence one has S(A) = S(A˜),
where
A˜ = {p ∈ A : p | q
q0
}
(here we set S(∅) = 0). Put k =∏
p∈A˜ p if A˜ 6= ∅ and k = 1 otherwise. Then
by using Lemma 4.3 we have∑
d| q
q0
(g ∗ µψ)( q
dq0
)ψ(d)χk(d) = (g ∗ µψ ∗ ψχk)( q
q0
)
= (g ∗ ψ(µ ∗ χk))( q
q0
)
=
∑
d|k
µ(d)ψ(d)g(
q
dq0
)
=
∑
d|k
µ(d)ψ(d)Jϕ(
2
dq0
)
= Jϕ(
2
q0
)− S(A˜)
= Jϕ(
2
q0
)− S(A),
(5.6)
where χk is the principle Dirichlet character mod k. Now put
P (s) =
∑
d| q
q0
(g ∗ µψ)( q
dq0
)ψ(d)d−s.
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Then P has real coefficients and positive constant term (g ∗ µψ)( qq0 ). Ap-
plying Lemma 2.6, we also see that P has no zeros in C0. Then Lemma
5.5 together with (5.6) implies Jϕ(
2
q0
) ≥ S(A). Therefore we have proved
Jϕ(
2
q0
) ≥ α under the assumption (g ∗ µψ)( qq0 ) > 0.
By applying the above argument to −ϕ, one also has Jϕ( 2q0 ) ≤ β provided
(g ∗µψ)( qq0 ) < 0. This proves the first conclusion. For the latter conclusion,
we note that Jϕ(
2
q0
) > 0 would imply (g ∗ µψ)( qq0 ) > 0 (otherwise Jϕ( 2q0 ) ≤
β ≤ 0). Moreover, similar to (5.6), one has
P (0) =
∑
d| q
q0
(g ∗ µψ)( q
dq0
)ψ(d) = Jϕ(
2
q0
).
Again applying Lemma 5.5 we come to the desired conclusion.
Proof of Theorem 1.3. Let ψ be the associated Dirichlet character for ϕ,
and q0 the modulus of ψ. It follows from Proposition 4.13 that ψ(−1) = 1
and ψ is real. Also let χ1 denote the principle Dirichlet character mod 1.
(1) Assume ϕ(0+) > 0. Since Jϕ(2) = 2ϕ(0
+), Proposition 4.13 (3) gives
ψ = χ1, and then Jϕ(
2
q0
) = 2ϕ(0+). Hence (1) immediately follows from
Proposition 5.6.
(2) Assume ϕ(0+) = 0 and Jϕ(
2
p0
) > 0 for some prime p0. We want
to show Jϕ(
2
p) ≥ 0 for any other prime p. By Proposition 4.13 (3), either
q0 = 1 or q0 = p0 (if p0 > 2).
If q0 = 1, then Jϕ(
2
q0
) = 0 < Jϕ(
2
p0
), and it follows from Proposition 5.6
that Jϕ(
2
q0
) = 0 ≤ Jϕ(2p) for any prime p.
For the case q0 = p0 assume conversely that there exists another prime
p such that Jϕ(
2
p) < 0. Then again by Proposition 4.13 (3), we have q0 | 2p,
which is a contradiction.
(3) Now assume that p is a prime with p ≡ 3 (mod 4) and k ≥ 1. It
suffices to show Jϕ(
n
pk
) = Jϕ(
gcd(n,2)
pk
) for any fixed 1 ≤ n ≤ pk−1 satisfying
that p ∤ n. By Proposition 4.13 (3), we have
Jϕ(
n
pk
) = Jϕ(
gcd(n, 2)
pk
)ψ(
n
gcd(n, 2)
)
for any n ≥ 1 with p ∤ n. Without loss of generality, we may further assume
Jϕ(
gcd(n,2)
pk
) 6= 0. Again applying Proposition 4.13 (3), we see that q0 | pk.
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Then by Lemma 5.4, either ψ = χ1 or ψ is the Legendre symbol (n | p). In
the latter case,
ψ(−1) = (−1 | p) = (−1) p−12 = −1
(see [Apo, Theorem 9.4]), which contradicts with ψ(−1) = 1. This proves
(3). 
In order to prove Theorem 1.4, we establish the following.
Proposition 5.7. If ϕ ∈ Sr ∩ C, then for any relatively prime positive
integers s0, t0,
|Jϕ(s0
t0
)| = |Jϕ(gcd(s0, 2)
t0
)|.
Proof. Assume that ϕ ∈ Sr∩C and s0, t0 is a pair of relatively prime positive
integers. Let ψ be the associated Dirichlet character for ϕ, and q0 the
modulus of ψ. By Proposition 4.13,
Jϕ(
s0
t0
) = Jϕ(
gcd(s0, 2)
t0
)ψ(
s0
gcd(s0, 2)
),
and q0 | t0 · gcd(t0, 2) provided Jϕ(gcd(s0,2)t0 ) 6= 0.
If Jϕ(
gcd(s0,2)
t0
) = 0 there is nothing to prove. Now we further assume
Jϕ(
gcd(s0,2)
t0
) 6= 0. It suffices to show gcd(s0, q0) = 1, which would imply
|ψ( s0gcd(s0,2))| = 1. When t0 is odd, we have q0 | t0; when t0 is even, we have
q0 | 2t0, and since s0, t0 are relatively prime, s0 is necessarily odd. In either
case, we have proved gcd(s0, q0) = 1.
Proof of Theorem 1.4. Assume that ϕ ∈ Sr ∩ C and N is the number of
jump discontinuities of ϕ in (0, 1). By Proposition 5.7, we have |Jϕ(2mn )| =
|Jϕ( 2n)| for any relatively prime positive integers m,n. Put
An = {m : 1 ≤ m < n
2
, gcd(m,n) = 1}, n = 1, 2, · · · .
Thus if Jϕ(
2
n) 6= 0 for some n ≥ 3, then for each m ∈ An, 2mn is a jump
discontinuity of ϕ in (0, 1). On the other hand, it is easy to see that to
any rational number r ∈ (0, 1), there corresponds a unique n ≥ 3, such that
s0
t0
= 2mn for some m ∈ An. Therefore, the set of all jump discontinuities of
ϕ in (0, 1) coincides with the set given in (5.5), and
N =
∑
n≥3
Jϕ(
2
n
)6=0
♯An =
1
2
∑
n≥3
Jϕ(
2
n
)6=0
φ(n).
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We record the following corollary. Setting
t(n) =
∏
p≤2n+1
pprime
p[logp 3n], n = 1, 2, · · · ,
we have
Corollary 5.8. If ϕ ∈ Sr ∩C has N (N ∈ N) jump discontinuities in (0, 1),
then every jump discontinuity of ϕ has form st(N) for some integer s.
Proof. To reach a contradiction, assume conversely that ϕ ∈ Sr ∩ C has a
jump discontinuity s0t0 ∈ (0, 1) with t0 ∤ t(N), where s0, t0 is a pair of rela-
tively prime positive integers, and N is the number of jump discontinuities of
ϕ in (0, 1). Then there is a prime divisor p of t0, such that either p > 2N+1
or p[logp 3N ]+1|t0. In either case, we would have φ(t0 · gcd(t0, 2)) > 2N . In
fact, if there is a prime divisor p of t0, such that p > 2N + 1, then
φ(t0) ≥ φ(p) = p− 1 > 2N ;
if 2[log2 3N ]+1|t0, then
φ(t0) ≥ φ(2[log2 3N ]+1) = 2[log2 3N ] > N ;
if there is an odd prime divisor p of t0, such that p
[logp 3N ]+1|t0, then
φ(t0) ≥ φ(p[logp 3N ]+1) = p[logp 3N ](p − 1) ≥ 2
3
p[logp 3N ]+1 > 2N.
Therefore, when t0 is odd, φ(t0) > 2N ; when t0 is even, φ(t0) > N and thus
φ(2t0) = 2φ(t0) > 2N .
Applying Proposition 5.7, we see that
2
t0 · 2gcd(s0,2)
=
gcd(s0, 2)
t0
is also a jump discontinuity of ϕ. Then by Theorem 1.4 and the last para-
graph,
φ(t0) ≤ φ(t0 · 2
gcd(s0, 2)
) ≤ 2N < φ(t0 · gcd(t0, 2)) ≤ φ(2t0).
This yields that both s0 and t0 are even, which contradicts with the assump-
tion gcd(s0, t0) = 1. The proof is complete.
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5.3 The case of characteristic functions
In this subsection, we will prove Theorem 1.5 and Theorem 1.6 restated
below. Here we mention that there is a direct application of Corollary 5.8
to the case of characteristic functions: for each n ≥ 1 there are only finitely
many open subsets V of (0, 1) with rational boundary points and at most n
connected components, such that χV ∈ C. Theorem 1.5 corresponds to the
case n = 1.
Theorem 1.5. Let α, β be two rational numbers with 0 ≤ α < β ≤ 1 and
put I = (α, β). Then χI ∈ C if and only if
I ∈ {(0, 1), (0, 1
2
), (
1
2
, 1), (0,
2
3
), (
1
3
,
2
3
), (
1
3
, 1), (
1
4
,
3
4
), (
1
5
,
3
5
), (
2
5
,
4
5
), (
1
6
,
5
6
)}.
Theorem 1.6. Suppose that p ≥ 7 is a prime, k ≥ 1 and V is a proper and
nondegenerate open subset of (0, 1). If every boundary point of V has form
s
pk
for some integer s, then χV ∈ C if and only if
V = (
1
pl
,
2
pl
) ∪ ( 3
pl
,
4
pl
) ∪ · · · ∪ (p
l − 2
pl
,
pl − 1
pl
)
or
V = (0,
1
pl
) ∪ ( 2
pl
,
3
pl
) ∪ · · · ∪ (p
l − 1
pl
, 1)
for some 1 ≤ l ≤ k.
We first prove Theorem 1.5.
Proof of Theorem 1.5. Since the sufficiency has been shown previously
(see Example 4.8 and Example 5.1), we only need to prove that there are
no other intervals I such that χI ∈ C.
It follows from Theorem 1.4 that if χI ∈ C, then the set of all jump
discontinuities of ϕ in (0, 1) is⊔
n≥3
JχI (
2
n
)6=0
{2m
n
: 1 ≤ m < n
2
, gcd(m,n) = 1},
and ∑
n≥3
JχI (
2
n
)6=0
φ(n) = 2N,
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where N is the number of jump discontinuities of χI in (0, 1). Since φ(n) is
even for n ≥ 3 and
{n : n ≥ 3, φ(n) = 2} = {3, 4, 6},
{n : n ≥ 3, φ(n) = 4} = {5, 8, 10, 12},
we further have
(i) when N = 0, I = (0, 1);
(ii) when N = 1,
I ∈ {(0, 1
2
), (
1
2
, 1), (0,
1
3
), (0,
2
3
), (
1
3
, 1), (
2
3
, 1)};
(iii) when N = 2 and ♯{n : n ≥ 3, Jϕ( 2n) 6= 0} = 1,
I ∈ {(1
4
,
3
4
), (
1
5
,
3
5
), (
2
5
,
4
5
), (
1
6
,
5
6
)};
(iv) when N = 2 and ♯{n : n ≥ 3, Jϕ( 2n) 6= 0} = 2,
I ∈ {(1
3
,
1
2
), (
1
2
,
2
3
), (
1
3
,
2
3
)}.
Hence it remains to show χI /∈ C for I ∈ {(0, 13 ), (23 , 1), (13 , 12 ), (12 , 23 )}.
Put P (s) =
√
2DχI(s)
ζ(s+1) . The calculation in Example 4.8 yields
P (s) = 1 + 2−s + 3−s − 6−s if I = (0, 1
3
);
P (s) = 1− 2 · 2−s + 3−s if I = (2
3
, 1);
P (s) = (1− 2−s)(1 + 2−s − 3−s) if I = (1
3
,
1
2
);
P (s) = 1− 2−s − 3−s + 4−s if I = (1
2
,
2
3
).
According to Corollary 4.7, we need to prove that the above four Dirichlet
polynomials have no zeros in C0, which is equivalent to that the following
four Dirichlet polynomials have no zeros in C0 by Lemma 2.6:
P1(s) = 1− 2−s − 3−s − 6−s, P2(s) = 1− 2 · 2−s − 3−s,
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P3(s) = (1 + 2
−s)(1− 2−s − 3−s), P4(s) = 1 + 2−s − 3−s + 4−s.
Note that P1(0) = P2(0) = P3(0) = −2 < 0. The case i = 1, 2, 3 is proved
by Lemma 5.5. Now assume conversely that P4 has no zeros in C0, and let
χ2 denote the principle Dirichlet character mod 2. Since P4(0) = 1 > 0,
Lemma 5.5 yields
χ2(1) + χ2(2)− χ2(3) + χ2(4) > 0,
which is a contradiction. This completes the proof. 
Recall that the Kozlov completeness problem is to characterize the set
K := {r ∈ (0, 1] : χ(0,r) ∈ C}.
Applying Theorem 1.5 and Proposition 5.2, we conclude that for any rational
number r ∈ (0, 1) other than 12 and 23 , there exists a positive number ε =
ε(r), such that χ(0,t) 6∈ C for each t ∈ (0, 1) with |t− r| < ε. Therefore, K is
nowhere dense in (0, 1], and it is reasonable to conjecture that K is “small”
in (0, 1]. We record the following interesting question.
Question 5.9. Is K of zero Lebesgue measure? Is K a finite set? Is K a
countable set? Or, are 1, 12 ,
2
3 the only elements in K?
We proceed to the proof of Theorem 1.6.
Proof of Theorem 1.6. The sufficiency has been proved in Example 4.9,
we only need to prove the necessity. Assume that every boundary point of
V has form s
pk
for some integer s and χV ∈ C. Let ψ be the associated
Dirichlet character for ϕ, and q0 the modulus of ψ. We also set l to be the
smallest integer such that every boundary point of V has form s
pl
for some
positive integer s less than pl. Then there is a positive integer s0 with p ∤ s0,
such that s0
pl
is a boundary point of V . By Proposition 4.13, ψ is a real
Dirichlet character with ψ(−1) = 1 and q0 | pl, and
JχV (
m
pl
) = JχV (
gcd(m, 2)
pl
)ψ(
m
gcd(m, 2)
) = JχV (
gcd(m, 2)
pl
)ψ(m)ψ(gcd(m, 2))
(5.7)
for any m ≥ 1 with p ∤ m. Moreover, since ψ is primitive, Lemma 5.4 implies
that either q0 = 1 or q0 = p.
We will use the following fact later.
Fact. If JχV (
m
pl
) = JχV (
m+2
pl
) 6= 0 for some 1 ≤ m ≤ pl−3, then JχV (m+1pl ) =
−JχV (mpl ).
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This fact immediately follows from the inequality below,
|JχV (
m
pl
) + JχV (
m+ 1
pl
) + JχV (
m+ 2
pl
)| = |χV (
m+ 52
pl
)− χV (
m+ 12
pl
)| ≤ 1.
We first prove that there are two integers n,m with 1 ≤ n,m ≤ q−32 ,
such that JχV (
2n
pl
) = JχV (
2n+2
pl
) and JχV (
2m−1
pl
) = JχV (
2m+1
pl
). By (5.7), it
suffices to show ψ(mi) = ψ(mi +2) for some even integer m1 and some odd
integer m2 with 1 ≤ m1,m2 ≤ p − 3. When ψ(2) = 1, we have ψ(4) = 1 =
ψ(2), and since ψ(−1) = 1,
ψ(p − 4) = ψ(−4) = ψ(−2) = ψ(p − 2).
Similarly, when ψ(3) = 1, we have ψ(1) = ψ(3) and ψ(p − 3) = ψ(p − 1);
when ψ(2) = ψ(3) = −1, we have ψ(4) = ψ(6) = 1 and ψ(p− 6) = ψ(p− 4).
In either case, one can find the desired integers.
Consider the case s0 is odd. By Proposition 5.7 and the last paragraph,
JχV (
2m− 1
pl
) = JχV (
2m+ 1
pl
) 6= 0
for some 1 ≤ m ≤ q−32 . Hence the fact gives JχV (2mpl ) 6= 0. Again applying
Proposition 5.7, we conclude that JχV (
m
pl
) 6= 0 for any m ≥ 1 with p ∤ m.
In the case s0 is even, one similarly has JχV (
m
pl
) 6= 0 for any m ≥ 1 with
p ∤ m.
Now we will show JχV (
1
pl
) + JχV (
2
pl
) = 0 and ψ = χ1, the principle
Dirichlet character mod 1. Since both JχV (
1
pl
) and JχV (
2
pl
) are not equal to
0, we have JχV (
2
pl
) = −JχV ( 1pl ), otherwise
|χV ( 5
2pl
)− χV ( 1
2pl
)| = |JχV (
1
pl
) + JχV (
2
pl
)| = 2.
Similarly, we also have JχV (
3
pl
) = −JχV ( 2pl ) since JχV ( 3pl ) 6= 0. Then by
induction, one has
JχV (
2m− 1
pl
) = JχV (
1
pl
), m = 1, · · · , q − 1
2
.
This together with (5.7) gives ψ(2m − 1) = ψ(1) = 1 for any 1 ≤ m ≤ q−12 .
Moreover, since ψ(−1) = 1, we see that
ψ(2m) = ψ(−2m) = ψ(q − 2m) = 1, m = 1, · · · , q − 1
2
.
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Therefore, ψ = χ1.
Finally, again applying (5.7), one can conclude that for each m ≥ 1 with
p ∤ m,
JχV (
m
pl
) =
{
JχV (
1
pl
) = 1− 2χV (0+), if m is odd
JχV (
2
pl
) = 2χV (0
+)− 1, if m is even. (5.8)
Then for each p ≤ m ≤ pl − p with p | m, we also have JχV (m−1pl ) =
JχV (
m+1
pl
) 6= 0, which together with the claim gives JχV (mpl ) = −JχV (m−1pl ).
This actually says that (5.8) holds for any 1 ≤ m ≤ pl − 1. Therefore,
V = (0,
1
pl
) ∪ ( 2
pl
,
3
pl
) ∪ · · · ∪ (p
l − 1
pl
, 1)
if χV (0
+) = 1;
V = (
1
pl
,
2
pl
) ∪ ( 3
pl
,
4
pl
) ∪ · · · ∪ (p
l − 2
pl
,
pl − 1
pl
)
if χV (0
+) = 0. The proof is complete. 
5.4 Sums of functions in Sr ∩ C
In this subsection, we will prove Theorem 1.7 restated below.
Theorem 1.7. Suppose that ϕ1, · · · , ϕn ∈ Sr ∩ C (n ≥ 2) and there is an
odd positive integer t such that every jump discontinuity of ϕ1, · · · , ϕn has
form st for some integer s. Set hi(m) = Jϕi(
2m
t ) (m ≥ 1, i = 1, · · · , n). If
h1 = h2 = · · · = hn 6≡ 0, then c1ϕ1 + · · ·+ cnϕn ∈ C for any c1, · · · , cn > 0.
Proof. We only need to prove the case n = 2. The general case can be
proved by induction on n. Assume h1 = h2 6≡ 0 and rewrite h for them. We
want to show c1ϕ1+c2ϕ2 ∈ C for any c1, c2 > 0. Let ψ1, ψ2 be the associated
Dirichlet characters for ϕ1 and ϕ2 respectively, and set d0 to be the smallest
divisor of t such that
h(d0) = Jϕ1(
2
t
d0
) 6= 0.
Here the existence of such divisors is due to Theorem 1.4.
Below we will prove ψ1 = ψ2, that is, ψ1(a) = ψ2(a) for any posi-
tive integer a with gcd(a, 2t) = 1. For this, fix a positive integer a with
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gcd(a, 2t) = 1. By Dirichlets Theorem on arithmetic progressions (see Sub-
section 2.1), there is a prime p > 2t such that p ≡ a (mod 2t). It follows
from Proposition 4.13 (3) that
Jϕi(
2pd0
t
) = Jϕi(
2d0
t
)ψi(p), i = 1, 2,
which gives
ψ1(p) =
h(pd0)
h(d0)
= ψ2(p).
Since both ψ1 and ψ2 has period 2t, we have ψ1(a) = ψ1(p) = ψ2(p) = ψ2(a).
This proves ψ1 = ψ2.
For simplicity, we also rewrite ψ = ψ1 = ψ2. Let q0 be the modulus of ψ.
Then by Proposition 4.13 (3), q0 | t and Lemma 4.5 further implies d0 | tq0 .
It suffices to prove cϕ1 + (1 − c)ϕ2 ∈ C for any 0 < c < 1. Set gi(m) =
Jϕi(
m
t ) (m ≥ 1, i = 1, 2) and put
Pc(s) = c
∑
d| 2t
q0
(g1 ∗ µψ)( 2t
dq0
)d−s + (1− c)
∑
d| 2t
q0
(g2 ∗ µψ)( 2t
dq0
)d−s, 0 ≤ c ≤ 1.
It is clear that each BPc only involves the variables z1, · · · , zt. According to
Theorem 1.1 and Lemma 2.6, both BP0 and BP1 have no zeros in Dt, and
we need to show that for each 0 < c < 1, BPc also has no zeros in Dt.
For i ∈ {1, 2} and any divisor d of tq0 , we have
(gi ∗ µψ)( 2t
dq0
) =
∑
k| 2t
dq0
gi(k)µ(
2t
kdq0
)ψ(
2t
kdq0
)
=
∑
k| t
dq0
gi(k)µ(
2t
kdq0
)ψ(
2t
kdq0
) +
∑
k| t
dq0
gi(2k)µ(
t
kdq0
)ψ(
t
kdq0
)
= −ψ(2)
∑
k| t
dq0
gi(k)µ(
t
kdq0
)ψ(
t
kdq0
) +
∑
k| t
dq0
h(k)µ(
t
kdq0
)ψ(
t
kdq0
)
=
∑
k| t
dq0
((h− ψ(2)gi) ∗ µψ)( t
dq0
),
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and therefore,∑
d| 2t
q0
(gi ∗ µψ)( 2t
dq0
)d−s =
∑
d| t
q0
(gi ∗ µψ)( 2t
dq0
)d−s +
∑
d| t
q0
(gi ∗ µψ)( t
dq0
)(2d)−s
=
∑
k| t
dq0
((h− ψ(2)gi) ∗ µψ)( t
dq0
)d−s
+ 2−s
∑
d| t
q0
(gi ∗ µψ)( t
dq0
)d−s.
By putting
Gi(z) =
∑
d| t
q0
(gi ∗ µψ)( t
dq0
)zα(d), z ∈ Dt, i = 1, 2,
and
H(z) =
∑
d| t
q0
(h ∗ µψ)( t
dq0
)zα(d), z ∈ Dt,
we see that
BPc = H − ψ(2)(cG1 + (1− c)G2) + z1(cG1 + (1− c)G2), 0 ≤ c ≤ 1.
Since G1, G2 and H do not depend on the variable z1, BPc (0 ≤ c ≤ 1) has
no zeros in Dt exactly when H − ψ(2)(cG1 + (1 − c)G2) has no zeros in Dt
and
|H − ψ(2)(cG1 + (1− c)G2)| ≥ |cG1 + (1− c)G2| (5.9)
holds on Dt. In particular, we conclude that for each i ∈ {1, 2}, H −ψ(2)Gi
has no zeros in Dt and |H−ψ(2)Gi| ≥ |Gi| holds on Dt, which further implies
(5.9) for any 0 ≤ c ≤ 1. In fact, for each z ∈ Dt, both G1(z) and G2(z)
belong to the (closed) half plane
{z ∈ C : |H(z) − ψ(2)z| ≥ |z|},
and so does the line segment {cG1(z) + (1− c)G2(z) : 0 ≤ c ≤ 1}.
It remains to prove Fc = H − ψ(2)(cG1 + (1− c)G2) has no zeros in Dt
for each 0 ≤ c ≤ 1. By the choice of d0, we have (h ∗ µψ)(d0) = h(d0) 6= 0,
forcing H 6≡ 0. Put
Z(H) = {z ∈ Dt : H(z) = 0}
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and
Z(Fc) = {z ∈ Dt : Fc(z) = 0}, 0 ≤ c ≤ 1.
It follows from (5.9) that for each 0 ≤ c ≤ 1, Z(Fc) ⊆ Z(H), which yields
Fc 6≡ 0. To reach a contradiction, assume conversely that Fc0 has zeros in
Dt for some 0 < c0 < 1. By Lemma 5.3, there exists a (small) neighborhood
V of c0 such that for any c ∈ V , Fc has zeros in Dt. Applying [Ru, Theorem
1.3.2] we see that for each c ∈ V there exists a common factor Hc of the
polynomials H,Fc such that Hc has zeros in Dt. Take two distinct numbers
c1, c2 in V so that Hc1 is a nonzero constant multiple of Hc2 . Then Hc1 is
also a factor of both G1 and G2, which implies that H − ψ(2)G1 has zeros
in Dt. A contradiction. This completes the proof.
Here is a direct application of Theorem 1.7.
Example 5.10. Suppose that t ≥ 3 is an odd integer and set
ϕ1 = χ(0, 1
t
) + χ( 2
t
, 3
t
) + · · ·+ χ( t−1
t
,1),
ϕ2 = χ(0,1) + χ( 2
t
,1) + · · ·+ χ( t−1
t
,1).
We have seen in Example 4.9 and Example 4.16 that both ϕ1 and ϕ2 belong
to C. By Theorem 1.7, we further have c1ϕ1 + c2ϕ2 ∈ C for any c1, c2 > 0.
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