The variability of the zonal-mean zonal wind in the Northern Hemisphere winter (DJFM) is studied using EOF analysis and momentum budget diagnostics of NCEP Reanalysis data . The leading EOF of the zonal-mean zonal wind is well separated from the remaining EOF's and represents the north/south movement of the mid-latitude westerlies. Analysis of the momentum budget shows that a positive feedback between the zonal-mean wind anomalies and the eddy momentum fluxes selects the leading EOF of mid-latitude variability. Like the Southern Hemisphere, the baroclinic eddies reinforce the zonal wind anomalies while external Rossby waves damp the wind anomalies. In the Northern Hemisphere, the quasi-stationary eddies also reinforce the zonal wind anomalies, but the baroclinic eddies are most important for the positive eddy-zonal flow feedback. The observations support the following feedback mechanisms. (1) Above normal baroclinic wave activity is generated is the region of enhanced westerlies. This leads to wave propagation out of the westerlies which is associated with reinforcing eddy momentum fluxes. (2) The westerly jet is a wave guide for external Rossby waves which tend to propagate into the jet and remove momentum from it. (3) The quasi-stationary waves respond to a refractive index anomaly in the high latitudes below the tropopause. During the high (low) index this anomaly is negative (positive) leading to an acceleration (deceleration) of the zonal wind in the high latitudes.
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Introduction
The annular mode is the leading pattern of month-to-month variability of sea level pressure in both the Northern and the Southern Hemisphere . This annular pattern is remarkably zonally symmetric in both hemispheres despite the strong longitudinal asymmetries in the Northern Hemisphere (NH) climate compared to the Southern Hemisphere (SH). The zonal-mean zonal wind anomalies associated with the annular mode and the effect of the eddies on the wind anomalies both in observations and in general circulation models has been the subject of much previous work (Kidson 1988; Karoly 1990; Robinson 1991 Robinson , 1994 Robinson , 1996 James and James 1992; Yu and Hartmann 1993; Hartmann 1995; Lee 1996, 1998; Lee and Feldstein 1996; Akahori and Yoden 1997; Hartmann and Lo 1998; Limpasuvan and Hartmann 1999; Limpasuvan and Hartmann 2000; Lorenz and Hartmann 2001) . Most of these studies argue that a positive feedback between the zonal-mean wind anomalies and the eddies is important for maintaining the wind anomalies associated with the annular modes. Recently, Lorenz and Hartmann (LH, 2001 ) provided a quantitative estimate of the effect of a eddy-zonal flow feedback on the variability of the zonal-mean flow in the SH. LH argued that a positive feedback accounts for the greater persistence of EOF1 zonal wind variability compared to EOF2 variability and that the positive feedback is important for the selection of the leading pattern of zonal-mean month-to-month variability. LH also found that high-frequency, or synoptic, eddies account for the positive feedback in the SH, which is consistent with previous studies (Karoly 1990; Robinson 1991; Yu and Hartmann 1993; Feldstein and Lee 1998; Hartmann and Lo 1998; Limpasuvan and Hartmann 2000) . In the NH, recent work (DeWeaver and Nigam 2000ab; Hartmann 1999, 2000; Kimoto 2001 ) has also suggested that a feedback between the eddies and the zonal-mean flow is important for the selection of the leading pattern of variability. These papers also imply that, in contrast to the SH, the quasi-stationary waves rather than the synoptic (i.e. high-frequency) waves are the dominant contributors to the eddy-zonal flow feedback.
In this paper we extend the SH study of LH to the NH winter. We show that the strength of the positive eddy-zonal flow feedback accounts for the larger persistence and variance of EOF1 compared to EOF2. Our diagnosis also shows that the synoptic (i.e. high-frequency) eddies contribute more to the positive feedback than the quasi-stationary eddies. In addition, we describe the dynamics of the eddy response to the zonal wind anomalies. This paper begins with the data and 2 analysis section followed by a discussion of the time-mean zonal-mean flow and the leading EOF's (section 3). Section 4 presents the time series analysis and the simple model which provides a quantitative estimate of the effect of the eddy-zonal wind feedback on the zonal-mean variability. In section 5 we compare the contribution of the synoptic and quasi-stationary waves to the positive eddy-zonal flow feedback and in section 6 we describe the dynamics of the positive feedback. We end with a summary and discussion.
Data and Analysis
a. Data
For this study, we used NCEP re-analysis 4 x daily wind, temperature and geopotential height on constant pressure levels (Kalnay et. al. 1996) . We used data for Northern Hemisphere winter (December-March) from December 1976 to March 2001 on a 2.5 x 2.5 latitude/longitude grid and 12 vertical levels (1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100mb) . We also used NCEP re-analysis spectral-space data for surface pressure and model topography to compute the large-scale mountain torque. The mountain torque was evaluated as in Madden and Speth (1995) .
b. EOF analysis
To analyze the variability of the zonal-mean zonal wind, we performed EOF analysis on the monthly wind anomalies from N to N. For the EOF analysis, the data fields were properly weighted to account for the decrease of area toward the pole (e.g. North et. al. 1982a) and the uneven spacing of pressure levels. The first and second EOF's are unique according to the North et al. (1982b) test. We present the EOF's in ms -1 and not in normalized form so that the magnitude of the structures can easily be seen. This is done by a regression of the monthly anomaly data on the normalized principal component (PC) time series. Since the PC time series of the vertical-average zonal wind anomalies is practically identical to the PC time series of the variability in the latitude/pressure plane, we will only use the EOF's of the vertical-average zonal wind.
The EOF analysis of this paper is different than the Southern Hemisphere study of LH in two ways. First, monthly anomalies rather than daily anomalies are used. While the choice of monthly or daily data does not effect the leading EOF of the Southern Hemisphere, it does have an effect on the leading EOF of the Northern Hemisphere north of N--the center of action at N is significantly stronger for daily data than for monthly data. Since the focus of this study 10°80°6 5°7 2.5° 3 is on low frequency variability, the monthly EOF pattern will be used. Second, since we are focusing on internal atmospheric variability in the extratropics, we remove the zonal wind and eddy forcing variability which is linearly related to ENSO. This method works well because the zonalmean response to ENSO is basically linear (Hoerling et al 1995) . The zonal-mean response to ENSO is strongest in the subtropics ( Fig. 1) and is evaluated using the Multivariate ENSO Index Timlin 1993, 1998) . By removing the ENSO signal, the centers of action of the leading zonal wind EOF move poleward by about and the correlation with the northern annular mode index increases from 0.78 to 0.88. (Once again, removing ENSO variability has little effect on EOF1 of the zonal-mean zonal wind in the Southern Hemisphere.)
c. Time series analysis
To analyze the daily momentum budget for the time series analysis, we found daily anomaly data for the zonal mean wind, the eddy momentum flux convergence and the large scale mountain torque by removing the mean seasonal cycle. The mean seasonal cycle is defined as the annual average and the first four Fourier harmonics of the 25 year daily climatology.
In addition, to be consistent with the EOF analysis, we removed the portion of the daily anomalies linearly related to ENSO (The monthly MEI index (section 2b) was linearly interpolated to daily resolution for this removal). We project the vertical average (monthly) EOF's onto the daily anomaly data in order to diagnose the forcing of the zonal wind anomalies. This gives a daily time series for zonal wind, eddy momentum flux forcing and mountain torque forcing for each EOF mode.
For the spectral analyses, we found the spectra for each 121 day winter season (DecemberMarch) and windowed by a Hanning window. For 25 winters, this gave at least 50 degrees of freedom for the composite spectrum. We also used cross spectrum analysis to find the phase relationship between two time series as a function of frequency. For this analysis, the coherence squared function is a measure of the consistency of the phase and amplitude relationship between the two time series over the sample.
d. Definition of synoptic and quasi-stationary eddies
To better understand the dynamics of the zonal wind variability we divide the eddies into three parts: the 'synoptic', 'quasi-stationary' and 'residual' eddies. First we divide the eddy components of u, v and T into high frequency, low frequency and quasi-stationary parts:
2.5° 4 , and . The high-frequency eddies are found using a 15 day cutoff high-pass Lanczos filter with 41 weights (Hamming 1989 ) and the 'quasi-stationary' eddies are found using a 40 day cutoff low-pass Gaussian-shaped filter with 45
weights. We use a Gaussian filter for the quasi-stationary eddies because the negative weights of the Lanczos filter give a noticeable artifact in the cross-covariance function (although the same general conclusions are independent of the filter choice). The low-frequency eddies are defined to be the remainder after the high-frequency and quasi-stationary eddies are removed. We define to be the synoptic eddy momentum flux and to be the quasi-stationary eddy momentum flux. The remainder (= ) is defined to be the residual eddy momentum flux. The same definitions are used for eddy temperature flux by replacing u with T. The additional term in the momentum budget, the mountain torque, is included with the quasi-stationary wave forcing because it is a result of a stationary surface pressure field.
3) Time Mean and EOF's
The average zonal-mean zonal wind for the Northern Hemisphere (NH) during winter (DJFM) is shown in Fig. 2a . The zonal-mean wind is strongest at N and 200mb. The latitude of maximum zonal-mean wind shifts poleward to about N near the surface. In NH winter, the distinction between the subtropical jet and the eddy driven mid-latitude jet is less clear compared to the Southern Hemisphere (SH) (see LH). Looking at the vertical-average eddy momentum flux convergence (Fig. 2b) , we see that the eddies maintain the surface westerlies at N but have no direct forcing of the jet at N. Thus Fig. 2 suggests that the strong jet at upper levels at N is the subtropical jet and that the zonal mean mid-latitude jet is at a latitude of about N where the strongest westerlies reach the surface. The leading EOF of the monthly vertical-average zonal-mean wind in NH winter is a dipole with maximum wind anomalies near N and N (Fig. 3a) . If one looks at the upper level or vertical average winds there seems to be little relation between the latitudinal position of EOF1 of the NH winter and EOF1 of the SH (see LH). Looking at the time average low-level winds, however, one sees that the zero line of EOF1 lies at the latitude of maximum low level winds for both hemispheres. Since low-level westerlies are a signature of the mid-latitude jet, EOF1 represents variability associated with north/south displacements of the mid-latitude jet both in the NH winter and in the SH. Moreover,
2.5°55° 5 both EOF's are well separated from EOF2 and explain a similar amount of the month-to-month variance (SH -52%, NH -48%).
EOF2 ( Fig. 3b ) of the zonal-mean wind is in quadrature with EOF1 and explains 29% of the monthly variance. The positive (negative) phase of EOF2 represents the strengthening (weakening) and sharpening (broadening) of the mid-latitude jet.
4) Time Series Analysis of Momentum Budget
a) Definition of time series
To diagnose the forcing the leading EOF's, we look at the momentum budget using the dominant terms in vertical average momentum equation:
where u is the zonal wind, g is the acceleration of gravity, is a constant reference surface pressure, is the surface pressure, is the height of the large scale topography, is the vertical average of u, [u] is the zonal mean of u, is u- [u] , φ is the latitude, a is the radius of the earth and F is the residual momentum forcing. The first term on the right is the eddy momentum flux convergence and the second term on the right is the large-scale mountain torque. To diagnose the effect of the eddies on the EOF's of , we project the (monthly) EOF pattern of onto the daily zonal-mean wind, eddy momentum flux convergence and mountain torque anomalies.
For the remainder of this section, is the time series for the jth EOF of the zonal wind and is the corresponding time series for the sum of the eddy momentum flux convergence and the (eddy) mountain torque. The time series will be called the eddy forcing since it represents the direct effect of the eddies on the jth EOF of the vertical-average zonal wind.
b) Time series analysis
Following LH, we find the relationship between z and m using cross spectrum analysis.
The ratio of the cross spectrum (=MZ*) to the z power spectrum (=ZZ*) is plotted for both EOF1
and EOF2 (Fig. 4ad ). The imaginary part is somewhat close to the angular frequency, ω, and the real part is nearly constant at low frequencies. 2 This implies that or, equivalently,
1. The true momentum equation should have the mass in both the tendency and eddy flux term and not in the denominator of the mountain torque term, i.e. should be , etc. The changes in momentum, however, are dominated by the wind so that (1) is a good approximation (see Madden and Speth 1995) .
where τ is a constant. This is the equation that would be obtained if F in (1) was parameterized by
Rayleigh damping with a decay time scale of τ. The large coherence squared ( Fig. 4be ) demonstrates that (2) is a good approximation. The value for τ is calculated as in LH and is 6.8 days for EOF1 and 7.6 days for EOF2. Since the difference between τ for EOF1 and EOF2 seems within the range of error (estimated by partitioning the data record), we will use the average value of 7.2 days for the calculations below. Note that the observed phase difference (Fig. 4cf ) is close to the expected value of for both EOF1 and EOF2 when τ = 7.2 days. Also note that the decay time scale for the NH momentum budget is smaller than that for the SH (τ=8.9 days, see LH)
which is consistent with greater land surface in the NH compared to SH and therefore higher
The daily time series of EOF1 has about 1.7 times the power of EOF2 at the lowest frequencies but basically the same amount of power as EOF2 at frequencies above 1/40 days ( Fig.   5a ). Thus, EOF1 anomalies are significantly more persistent than EOF2 (Fig. 5b) . The cross-correlation between the wind anomalies and their corresponding forcing is shown in Fig. 5c . As expected from (1) and demonstrated in Fig. 4cf , the largest correlations occur when the eddies (m) lead the zonal wind (z). Thus, the eddies cause the zonal wind anomalies. To find evidence for a feedback of the zonal wind anomalies on the eddies, LH argued that one must look for significant correlations at large positive lags (i.e. beyond an eddy lifetime). The assumption implicit in this argument is that without the low frequency variability of the zonal mean flow, the eddies have no long-term memory. In this case, the correlations are small but consistently positive at large lags for both EOF1 and EOF2 with EOF1 having a significantly stronger feedback. For EOF1, the correlations implying a positive feedback are significant at the 95% significance level at lags up to 22
days (see Appendix B of LH), while for EOF2 the correlations are significant from lags 8 to 14
days. In addition, the positive correlations for both EOF1 and EOF2 are reproducible in sub-samples of the data record suggesting that the correlations are real. Before we apply the quantitative 2. Fig. 4 implies that the eddy forcing slightly over estimates the wind tendency. Perhaps this over estimate is due to gravity wave drag, since it is not observed in the SH (see LH). This over estimate does not affect the simple model used in the next section because we are only interested in the changes in variability relative to observed. (i.e. We can divide all the equations in the simple model by a constant and not change the results.) 1. The large-scale mountain torque has been included in the eddy forcing and is therefore not included in τ.
model of LH, we review the argument in LH that positive correlations imply a positive feedback.
Positive correlations imply a positive feedback if one assumes that without the low-frequency variability of the zonal-mean wind the eddies have no long-term memory. While this assumption seems reasonable in the Southern Hemisphere where the momentum budget is dominated by transients, it is less clear whether this assumption holds in the Northern Hemisphere where large-scale quasi-stationary waves play an important role in the momentum budget (see DeWeaver and Nigam 2000a) . We find, however, that the same argument in the SH applies in the NH. First we divide the eddies into the 'synoptic' eddies and everything else (see Section 2d) as in LH. We then compare the contribution of the synoptic eddies to the lag covariance between the zonal wind and the total eddy forcing. Looking at Fig. 6 we see that the synoptic eddies clearly dominate the cross-covariance at large positive lags. Since the synoptic eddies consist of fluctuations in and of periods less than fifteen days yet they provide the memory in the cross-covariance function, the synoptic-eddy forcing must be organized by the changes in the zonal-mean wind. Consequently, the correlations at large positive lags in Fig. 5c are due to a positive feedback with the zonal-mean wind.
c) Simple model of feedback
We now use the simple model described in LH to determine whether the strength of the positive feedback accounts for the increased persistence of EOF1 compared to EOF2. Using cross spectrum analysis, we empirically found that and are related by (2), where the index j refers to either EOF 1 or 2. We take τ to be 7.2 days. To model the eddy feedback, assume that the changes in zonal wind cause an eddy forcing anomaly proportional to the wind anomalies, i.e.
where is 'random' eddy forcing independent of the zonal wind anomalies and is a constant that measures the strength of the feedback. Let be the zonal wind time series in the absence of the feedback. Thus, if we assume that τ does not depend on the feedback, then must be defined by
LH derive the cross-covariance between and from the observed cross-covariance (i.e.
between and ) using (2), (3) and (4). The constant is determined such that the crosscovariance 'without the feedback' is zero when leads by over a week.
We now use this simple model to determine if the strength of the positive feedback accounts for the difference between EOF1 and EOF2 (see Appendix). Fig. 7 shows the effect of decreasing the feedback for EOF1 (= ) to the value for EOF2 (= ). We see that the strength of the positive zonal wind/eddy feedback basically accounts for the difference in the persistence (Fig   7b) and variance (Fig 7c) between EOF1 and EOF2. The main result of this section is that the leading EOF of extratropical variability is selected by the eddy-zonal flow feedback. Without the feedback, the variability would be uniform in latitude because the 'random' part of the eddy forcing drives both EOF1 and EOF2 equally. Since the positive feedback distinguishes the leading EOF above other patterns, we focus on the eddy anomalies after the peak in the zonal winds despite the fact that the strongest correlations occur when the eddies lead the zonal wind anomalies.
Stationary Waves and Synoptic Waves
In the previous section, we saw that the synoptic eddies seem to dominate the eddy response to the zonal wind anomalies. To get a more complete description of the response it is useful to further divide the remaining eddies using time filtering (see section 2d) into the quasistationary and residual eddies. Thus the eddy forcing consists of three parts: the synoptic eddies, the quasi-stationary eddies and the residual eddies (i.e. everything else). The cross-covariance between PC1 of the zonal wind and these three forcings (Fig. 8a ) allows us to compare the contribution to the positive feedback. Looking at the response to the zonal wind anomalies (i.e. positive lags beyond an eddy lifetime) we see that the synoptic and quasi-stationary eddies reinforce the wind anomalies whereas the residual eddies damp the wind anomalies. The synoptic and residual eddies play the same role in the SH zonal-wind variability (the residual eddies include all low and cross frequency eddies in the SH instead of just the medium range as in the NH). In the NH, unlike the SH, the eddies with the lowest frequencies reinforce the zonal wind anomalies. Still, the synoptic eddies contribute the most to the eddy response to the zonal wind anomalies.
To help compare our results with previous studies we also include a smaller role than that suggested by DeWeaver and Nigam (2000a) is that we project the EOF1 weighting function onto the eddy forcing anomalies in order to calculate the positive feedback.
We will see in the next section that although the quasi-stationary eddies have a large response to the zonal wind anomalies, their forcing does not project well onto the wind anomalies. Instead the quasi-stationary eddy response tends to move the zonal wind anomalies poleward. In addition, the quasi-stationary eddy forcing also includes the mountain torque, which tends to damp the wind anomalies (Fig 12b) .
Dynamics of the Feedback a) Preliminaries
In order to diagnose the effect of the zonal-mean wind anomalies on the eddies, we must look at time-lagged regressions rather than simultaneous or monthly-mean regressions. The reason for the time lag is to isolate the part of the eddy forcing that is responding to the zonal wind anomalies from the burst of eddy forcing that initially created the zonal wind anomalies Lee 1996, 1998; Lee and Feldstein 1996; Robinson 1996; Lorenz and Hartmann 2001) For the following figures, we average the eddy anomalies over time lags from 8 to 30 days (zonal wind leads eddies). The precise time lag is not important as long as it is greater than an eddy lifetime (here taken to be one week).
b) Synoptic eddies
The synoptic-eddy response to the EOF1 zonal wind anomalies consists of strong anomalies across the node of EOF1 ( N) and weaker anomalies in the subtropics (Fig.   9 ). These anomalies tend to reinforce the zonal-mean wind anomalies associated with (Fig. 9c) , we see that the changes in baroclinicity are roughly consistent with the changes in the vertical EP flux. Moreover, the
changes in baroclinicity are stronger north of N than south of N which is the same sense as the asymmetry in the vertical EP flux, although not as strong.
In the SH, lag regressions show that the vertical EP flux anomalies are basically symmetric about the node of the zonal wind anomaly (see Fig. 8 in LH) , while in the NH the vertical EP flux anomalies are much stronger on the poleward side of the node. If the annular mode index (i.e.
PC1 of the 1000mb geopotential height (with no zonal averaging)) is used instead of PC1 of , however, this asymmetry is much reduced: the ratio of the vertical EP flux poleward of the node to that equatorward decreases from 3.5 for PC1 to 1.3 for the annular mode (Fig 10) . (We use the amplitude of the vertical EP flux at 500mb as representative of the flux entering the upper troposphere.) The changes in baroclinicity are also more symmetric using the annular mode.
Thus, it appears that Atlantic variability (which is emphasized in the AM index) is more like the zonal-mean variability in the SH and zonally-symmetric GCM's and this might partly explain the dominance of the Atlantic sector over the Pacific sector in the NH annular mode. We will return to this point in the discussion.
The main points of this section are that (1) changes in are associated with changes in the source of synoptic waves and (2) these changes in the source of synoptic waves are roughly consistent with the changes in the baroclinicity.
c) Residual eddies
The long-term response of the residual eddies to the zonal-wind anomalies is dominated by waves in the 15 to 40 day period range rather than the 'cross-frequency' terms of the residual eddy fluxes. The residual-eddy momentum flux anomalies are strongest near the node of EOF1
and are in a direction that tends to damp the zonal wind anomalies (Fig. 11) . The structure of the residual eddy pattern in the mid-latitudes is nearly barotropic with small vertical EP flux.
This structure suggests that these waves are predominantly external Rossby waves (Held et al. 1985) . External Rossby waves are trapped in the tropospheric 'wave guide' and therefore consist of a superposition equal amounts of upward and downward propagating waves. This simplifies the dynamics in that the relevant index of refraction is at a single 'equivalent barotropic level' (Held et al. 1985) . Composites during the high and low index days (Fig. 11c) show that the external Rossby wave index of refraction is largest in the jet. Thus external Rossby waves tend to propagate poleward across N during the high index and equatorward across N in 42.5°42.5°u
the low index. Outside the mid-latitudes the wave anomalies are not barotropic so the simplified index of refraction does not apply.
In summary, the jet is a wave guide for external Rossby waves (see also Hoskins and Ambrizzi 1993; Yang and Hoskins 1996) . Therefore, external Rossby waves tend to propagate into the jet and, since wave momentum transport is opposite to wave propagation, remove momentum from the jet.
d) Stationary eddies
In the mid-latitudes of the Southern Hemisphere, the anomalies by the low frequency waves look like external Rossby waves (see LH , Fig 9) . In the Northern Hemisphere, a portion of these anomalies also look like external Rossby waves (the residual eddies), but the fluxes by the very low frequency (<1/40 days -1 ) waves have a very different structure: the is concentrated at upper levels and the vertical EP flux anomalies are much larger (Fig. 12) . The reason for the difference between the Northern and Southern Hemisphere are the strong stationary wave sources in the mid-latitudes of the NH compared to the SH. Near stationary wave sources, the wave field consists of a full spectrum of waves. It is only away from wave sources that the dispersion of excess wave activity and reflections within the tropospheric wave guide set up an external Rossby wave field (Held 1983; Held et. al. 1985) . Thus in the NH, waves at very low frequency (e.g. waves that are stationary or nearly stationary) are dominated by waves dispersing from midlatitude wave sources rather than external Rossby waves. In the NH, it is only in the medium frequency range that external Rossby waves dominate over other waves generated locally (either by stationary sources or by baroclinic instability). 
At first sight, Fig. 12a suggests the following explanation for the quasi-stationary eddy forcing: the anomalous source of wave activity around during the low index leads to the anomalous propagation of wave activity away from the source latitude (and the observed anomalies). Looking more carefully, however, we see evidence that suggests other mechanisms may be more important. First, when we divide the total quasi-stationary wave into contributions from the Atlantic and Pacific sectors (Fig 13,  E and W are the dividing longitudes) we see that the vertical EP flux is concentrated in the Pacific sector while the horizontal EP flux is concentrated in the Atlantic sector. Moreover, the horizontal EP flux anomalies in the upper troposphere in the Atlantic are stronger than the EP flux anomalies below (for example 500mb) so that the horizontal EP flux anomalies appear discontinuous from the wave sources at low levels. 1
Because the majority of the anomalies in the horizontal EP flux seem to be independent of changes in the wave source, it appears that changes in the zonal mean flow in the middle to upper troposphere are most important (i.e. changes in the refractive index).
To help explain the quasi-stationary wave forcing we use the zonal-mean quasi-geostrophic refractive index (Matsuno 1970) for waves with zero frequency: ,
where .
Here, is the zonal wavenumber, is the wave frequency, is the buoyancy frequency, is the scale height (8 km), is the Coriolis parameter, and are the earth's radius and angular frequency, is the background density, and is latitude. Waves can propagate in regions of positive refractive index and waves are evanescent in regions of negative refractive index (lightly shaded in Fig 14) . Also, waves tend to be refracted toward large positive refractive index. Since refractive index for stationary wavenumbers 1 and 2 are very similar, we only show the results for wavenumber 1 below.
In the upper troposphere, the most prominent difference between the high and low phase of PC1 is the large refractive index north of N at 500mb-400mb during the low phase ( Fig.   1 . Remember that these EP fluxes are anomalies. The sum of the time mean and the anomalies still implies a lower tropospheric source.
14, see also Limpasuvan and Hartmann 2000) . As noted by Limpasuvan and Hartmann (2000) , the large quasi-stationary wave forcing poleward of N bears a striking resemblance to the large difference in refractive index between the high and low phases of PC1. The difference between the low and high phase (Fig. 14c) shows a large increase as one moves poleward across N much like the vertical-average quasi-stationary wave forcing (Fig. 12b) . During the low phase of PC1, this region of increased refractive index tends to attract wave activity leading to an easterly momentum forcing in this region . Chen and Robinson (1992) studied the effect of a very similar refractive index profile on quasi-stationary waves in a linear primitive equation model and found similar results. Essentially, a region of high refractive index is a wave sink. In the low phase of PC1, the high latitudes are a more effective sink of wave activity.
To find the zonal-mean flow characteristics most important for giving the observed refractive index we rewrite (6) in the following form:
.
The first set of terms on the right will be called the meridional curvature term, the second set will be called the vertical shear term and the third set will be called the vertical curvature term. In addition, the dividing in (5) will be called the zonal wind in the denominator term. To find the effect of a particular term for giving the observed changes in the refractive index, we set all other terms in (5) and (7) to their climatological values and only allow the particular term to vary between the high and low phase. To help compare with previous studies, we use the annular mode index for our composites. Fig. 15a shows the difference between the low phase and the high phase for the annular mode. Note that in the middle to upper troposphere the pattern is similar to that using PC1 of (Fig. 14c) although the difference is significantly stronger for the annular mode index. The effect of the changes in vertical shear is small and has the wrong sign (Fig. 15b) .
The effect of the changes in vertical curvature account for about half the observed difference (Fig   15c) . Position and shape of the pattern associated with most closely resembles the observed difference than any other single term. When we include the effect of the changes in both the vertical curvature and the zonal wind in the denominator we see that we more than account for the amplitude of the refractive index anomaly (Fig. 15d) but the position of the anomaly is shifted slightly southward relative to the observations. When we include the effect of the meridional cur-57.5°5
7.5°q
vature term the feature moves to its proper place (not shown). In contrast to Limpasuvan and Hartmann (2000) , we find that the changes in the vertical shear are not responsible for the observed difference in refractive index (see also Hu and Tung 2002) . Looking at (7) we see that the effect of the vertical shear is opposite to the required difference: high vertical shear in the high index increases but the net effect of all the terms together is to decrease in the high index.
Conclusions a) Summary
The positive eddy-zonal flow feedback selects the leading pattern of extratropical variability in the NH winter. Like the SH, the synoptic (high-frequency) eddies reinforce the zonal wind anomalies while external Rossby waves damp the wind anomalies. The most important difference between the hemispheres is that the quasi-stationary (frequencies < 1/40 days -1 ) waves reinforce the zonal wind anomalies in the NH. The mechanism of the eddy-zonal wind feedback is as follows. (1) For the synoptic eddies, changes in the source of the synoptic (baroclinic) waves appear most important. An anomalous baroclinic wave source leads to anomalous wave activity propagating from the latitude of the source. This wave propagation is accompanied by westerly momentum flux into the source region. This is a positive feedback because the source of baroclinic waves is largest in the mid-latitude jet where the baroclinicity is strongest. (2) For external Rossby waves (which dominate the anomalous forcing by medium-frequency waves), the mid-latitude jet is a waveguide and therefore tends to attract wave activity (Hoskins and Ambrizzi 1993; Yang and Hoskins 1996; LH) .
Thus, there is a net flux of wave activity into the jet. Because westerly momentum flux is opposite to wave propagation, this is a negative feedback. (3) Presumably, external Rossby waves are also present at the lowest frequencies. In the NH, however, their effect is overwhelmed by waves generated locally (i.e. in the mid-latitudes) by stationary asymmetries in topography and heating. The
forcing by the quasi-stationary waves seems most effected by a strong index of refraction anomaly in the high latitudes. During the low index, the positive refractive index anomaly is a wave sink which decelerates the zonal winds there. This leads to eddy forcing in the high latitudes which tends to both reinforce the zonal wind anomalies and also shift the zonal wind anomalies poleward.
b) Discussion
The zonal-mean variability in the NH shares much in common with the SH, however, certain aspects of NH variability seem clearly different from the SH and from general circulation models (GCM's) with more zonally-symmetric forcing. In the NH, both EOF1 and EOF2 have a positive feedback, the distinction between EOF1 and EOF2 is in the strength of the positive feedback. This contrasts with the SH and GCM's with zonally-symmetric forcing (for example those forced as in Held and Suarez 1994) where only EOF1 has a positive feedback. This feature of the NH might be explained by the fact that in the Pacific and Atlantic sectors the time mean jet lies at different latitudes so that EOF1 variability means different things in the Atlantic and Pacific sectors (Ambaum et al. 2001) . Even within the Atlantic sector alone, the axis of the time mean flow does not lie on a latitude circle. LH postulate that the positive eddy-zonal flow feedback occurs for meridional shifts in the mid-latitude jet (see their section 7). Therefore, in the NH, EOF1 does the best job explaining meridional shifts in the zonal-mean sense (see Fig. 2a and 3a) , but because the flow is not zonally symmetric, EOF2 must pick up the rest of the feedback.
The zonal-mean variability in the NH also differs from the SH in the synoptic eddy response to the zonal wind anomalies. In the SH, lag regressions show that the vertical EP flux anomalies are basically symmetric about the node of the zonal wind anomaly. In the NH, on the other hand, the vertical EP flux anomalies are only symmetric when we use the annular mode (AM) index instead of PC1 of the zonal-mean wind (section 6b). The reason for the difference between the AM and PC1 is that the vertical EP flux is symmetric about the wind anomalies in the Atlantic (which is emphasized by the AM) and asymmetric in the Pacific. During the high index, synoptic eddy activity in the Pacific is enhanced north of while during the low index there is no corresponding enhancement south of (not shown). Since the low index corresponds to a stronger Pacific jet (see Fig. 2a and 3a) , this synoptic eddy response to PC1 seems consistent with observations of the midwinter suppression of wave activity in the Pacific (Nakamura 1992) . Nakamura (1992) found that a stronger than normal Pacific jet does not lead to a stronger storm track.
40°4
0° 16 The fact that (1) the synoptic eddies are most important for the positive feedback and (2) the synoptic response to the wind anomalies involves changes in the wave source on both sides of the wind node in the Atlantic but only on the poleward side in the Pacific might make the eddy-zonal flow feedback significantly stronger in the Atlantic. This might explain the dominance of the Atlantic sector in AM variability. A similar effect seems even more pronounced in the SH winter where the strongest winds are in the subtropical jet over Australia yet this jet has relatively weak eddy activity and little direct role in the variability associated with the Southern AM. Thus it appears that the Pacific jet in the NH winter might be in a transition regime between a mid-latitude eddy-driven jet to a subtropical jet whose variability is determined more by events in the tropics.
Recently, there has been much interest on the possible effect of stratospheric variability on the tropospheric annular mode and the mechanisms involved in this connection (see Baldwin and Dunkerton 2001; Thompson et al. 2002) . Of the feedbacks present in this paper, the quasi-stationary wave feedback, which depends on the refractive index near the tropopause, seems the most likely mechanism for this stratosphere/troposphere connection. A stronger polar night jet directly above the tropopause decreases which is consistent with a decrease in the refractive index. This decrease in the refractive index implies stronger momentum fluxes into the high latitudes by the planetary waves. The possibility of stratospheric variability effecting the troposphere is also supported by Boville (1984) who showed the tropospheric response to changes in the stratosphere in a GCM. In fact, the effect of a stronger polar night jet on the tropospheric planetary waves (see his Fig. 9 and 11 ) is strikingly similar to the observed response to the annular mode (Fig 12c) . Moreover, the GCM run with a stronger polar night jet shows a pronounced decrease in the index of refraction poleward of N in the upper troposphere (Boville 1984 , Fig. 10 ) compared to the control run.This is precisely the same location of the refractive index anomaly associated with the observed annular mode. Recent work by Polvani and Kushner (2002) shows that a strong tropospheric response to stratospheric forcing in a GCM does not require zonal asymmetries in the climate. The same argument above might also apply in a symmetric GCM except that the refractive index for travelling waves would be used. Further work is required to test this idea and to determine whether the change in the refractive index plays a major role in the tropospheric response to stratospheric variability.
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Feedback Calculations
The feedback constants and are determined as in LH. We define and to be and with the reduced feedback (i.e. reduced to ). Thus,
where is random eddy variability with no memory. Substituting (3) in (A3) we get .
Taking the Fourier transform of (A1), (A2) and (A4), we get
where capital letters denote the Fourier transform of the corresponding lowercase variable. Equations (A5), (A6) and (A7) can be simply arranged to get
,
where is defined by .
Equations (A8), (A9) and (A10) are the same form as (C4), (C5) and (C6) in LH. Therefore, we can use the results in Appendix C of LH with the following substitutions:
. Figure 6 Cross-covariance between PC1 of the zonal wind and various components of the eddy forcing. The thick line is for the total eddy forcing, the line with dots is for the synoptic eddy forcing and the thin line is for the total eddy forcing minus the synoptic eddy forcing. Positive time lag means the zonal wind leads the eddies. 
