Abstract -This paper presents the tuning of the structure and parameters of a neural network using an improved genetic algorithm (GA). The improved GA is implemented by floating-point number. The processing time of the improved C A is faster than that of the GA implemented by binary number as coding and decoding are not necessary. By introducing new genetic operators to the improved CA, it will also be shown that the improved GA performs better than the traditional CA based on some benchmark test functions. A neural network with switches introduced to links is proposed. By doing this, the proposed neural network can learn both the input-output relationships of an application and the network structure. Using the improved GA, the structure and the parameters of the neural network can b e tuned.
IMPROVED GENETIC ALGORITHM
Genetic algorithms (GAS) are powerful searching algorithms.
The traditional GA process [I-2, 51 is shown in Fig. 1 . First, a population of chromosomes is created.
Second, the chromosomes are evaluated by a defined fitness function. Third, some of the chromosomes are selected for performing genetic operations. Forth, genetic operations of crossover and mutation are performed. The produced offspring replace their parents in the initial population. This GA process repeats until a user-defined criterion is reached. However, a superior offspring is not guaranteed to produce in each reproduction process. In this paper, the traditional GA is modified and new genetic operators are introduced to improve its performance. Our improved GA is implemented by floating-point numbers, and the processing time is shorter than the GA implemented by binary numbers as the coding and decoding processes are not needed [l-2, 51. Two parameters, the probabilities of crossover and mutation, in the traditional GA are no longer needed. Only the population size is needed to be defined. The improved GA process is shown in Fig. 2 . Its details will be given as follows.
A. Initial Population
set of population is usually generated randomly.
The initial population is a potential solution set P. The first pop-size; j = 1,2, . . ., no-vars (2) para;,, I p,, I para;,, i = 1, 2, ..., pup-size; j = I, 2, ...,
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B. Evaluation
Each chromosome in the population will be evaluated by a defined fitness function. The better chromosomes will return higher values in this process. The fitness function to evaluate a chromosome in the population can be written as,
The form of the fitness function depends on the application.
C. Selection
Two chromosomes in the population will be selected to undergo genetic operations for reproduction. It is believed that the high potential parents will produce better offspring (survival of the best ones). The chromosome having a higher fitness value should therefore have a higher chance to be selected. The selection can be done by assigning a probability qi to the chromosome p i :
,=I
The cumulative probability 4, for the chromosome p , is defined as, have a higher chance to be selected. Consequently, the best chromosomes will get more copies, the average will stay and the worst will die off. In the selection process, only two chromosomes will be selected to undergo the genetic operations.
D. Genetic Operations
The genetic operations are to generate some new chromosomes (offspring) from their parents after the selection process.
They include the averaging and the mutation operations. The average operation is mainly for exchanging information from the two parents obtained in the selection process. The operation is realized by taking the average of the parents. For instance, if the two selected chromosomes are pI and p2, the offspring generated by the averaging process is given by, 0-7803-7 108-9/01/$10.00 (C)2001 IEEE This offspring (7) will then undergo the mutation operation.
The mutation operation is to change the genes of the chromosomes. Consequently, the features of the chromosomes inherited from their parents can be changed. Three new offspring will be generated by the mutation operation as defined (8) with all bi = 1. These three new offspring will then be evaluated using the fitness function of (4).
The one with the largest fitness value f, will replace the chromosome with the smallest fitness value f , in the
After the operation of selection, averaging, and mutation, a new population is generated. This new population will repeat the same process. Such an iterative process can be terminated when the result reaches a defined condition, e.g., the change of the fitness values between the current and the previous iteration is less than 0.001, For the traditional GA process depicted in Fig. I , the offspring generated may not be better than their parents. This implies that the searched target is not necessarily approached monotonically after each iteration. Under the proposed improved GA process, however, if f, < f , , the previous population is used again in the next genetic cycle. Table 1 . It can be seen from Table I that the performance of the improved GA is better than that of the traditional GA. From Table I , the processing time of the improved GA is much shorter than that of the traditional GA.
BENCHMARK TEST FUNCTIONS
1v. NEURAL NETWORK WITH LINK SWITCHES AND TUNING USING THE IMPROVED CA In this section, a neural network with link switches is presented. By introducing a switch to a link, not only the parameters but also the structure of the neural network can be tuned using the improved GA.
A. Neural Network with Link Switches
Neural networks [ 5 ] for tuning usually have a fixed structure. The number of connections must be large enough to fit a given application. This may cause the neural network structure to be unnecessarily complex, and increase the implementation cost. In this section, a multiple-input-multiple-output three-layer neural network is proposed as shown in Fig. 3 . The main different point is that a unit step function is introduced to each link. Such a unit step function is defined as, This is equivalent to adding a switch to each link of the neural network. Referring to [ 1,
z , ( I ) , i = I, 2, . . ., n, , are the inputs which are functions of a variable t; n,, denotes the number of inputs; v G , i = 1, 2, ..., n,, ; j = I, 2, . . ., nh , denote the weight of the link between the i-th input and the j-th hidden node; nh denotes the number of the hidden nodes; s,) , i = 1,2, . . ., n, ; j = 1,2, . . ., nh , denotes the parameter of the link switch from the i-th input to thej-th hidden node; s;k , j = 1,2, . , . , nh ; k = 1,2, . . ., not,, , denotes the parameter of the link switch from thej-th hidden node to the k-th output; no", denotes the number of outputs of the proposed neural network; 6: and 6,' denote the biases for the hidden nodes and output nodes respectively; sl and sf denote the parameters of the link switches of the biases to the hidden and output layers respectively; logsig(.) denotes the logarithmic sigmoid function:
1 + e-a y,(t) , k = 1,2, . . ., no,,, , is the k-th output of the proposed neural network. By introducing the switches, the weights vy and the switch states can be tuned. It can be seen that the weights of the links govern the input-output relationship of the neural network while the switches of the links govern the structure of the neural network.
B. Tuning of the Parameters and Structure
In this section, the proposed neural network is employed to learn the input-output relationship of an application using the improved GA. The input-output relationship is described by, The objective is to maximize the fitness value of (20) using the improved GA by setting the chromosome to be Referring to (21), the maximum fitness value sometimes will be dominated by the error value of certain outputs that may not be of great interest. To avoid this, n, , k = I , 2, . . ., nd , are chosen to reduce the effects of the error from these dominated outputs.
It can be seen from (20) and (21) that a larger fitness value implies a smaller error value.
The value of nh are changed from 3 to 7 to test the learning performance. The fitness function is defined as follows, 1
The improved GA is employed to tune the parameters and structure of the neural network of (22). The objective is to maximize the fitness function of (23). The larger value of the fitness function indicates the smaller value of err of (24). The best fitness value is 1 and the worst one is 0. The population size used for the improved GA is 20. Table I1 and Table 111 . From the VI. CONCLUSION An improved GA has been proposed in this paper. The improved GA is implemented by floating-point numbers. As no coding and encoding of the chromosomes are necessary, the process time for learning using the improved GA is faster. New genetic operators have been introduced to the improved GA. By using the benchmark De Jong's test functions, it has been shown that the improved GA performs more efficiently than the traditional GA. Besides, by introducing a switch to each link, a neural network that facilitates the tuning of its structure has been proposed. Using the improved GA, the proposed neural network is able to learn both the input-output relationship of an application and the network structure. As a result, a given fully connected neural network can be reduced to a partly connected network after learning. This implies that the cost of implementation of the neural network can be reduced. An application example on forecasting the sunspot numbers using the proposed neural network trained with the improved GA has been given. The simulation results have been compared with those obtained by a traditional feed-forward networks trained by the traditional GA. It has been shown that our proposed network trained by the improved GA can perform better. 
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