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ABSTRACT 
How Do We Develop Multivariable Thinkers?  
An Evaluation of a Middle School Scientific Reasoning Curriculum 
 
Stephanie Holstad Ramsey 
The development of single-variable causal reasoning is well-studied, with children 
demonstrating an impressive ability to detect causality from an early age. A less studied, and 
perhaps important, ability is to understand multivariable causality. Individuals who possess a 
single-variable mental model of causality risk not thinking deeply enough to accurately detect 
and understand how the world works. Previous work with middle-schoolers (Kuhn, Ramsey & 
Arvidsson, under review) has shown that students can be supported in developing their mental 
models of causality through an extended opportunity to deeply engage in self-directed 
investigations. These investigations used social studies and health content within social studies 
and science classrooms; the current work evaluates whether similar development can be 
supported through using science curriculum content.  
To evaluate the question, an intervention was conducted in which students performed 
self-directed investigations into databases to uncover relationships in the data. These 
investigations were carried out by utilizing InspireData, an age-appropriate software that allows 
students to visually represent data. Ninety-two eighth grade students were assessed after a self-
directed investigation of factors affecting precipitation levels in which they used InspireData to 
interpret data. Approximately 58% of students had previous experience with a self-directed 
investigation into factors affecting Body Mass Index, also using InspireData. Students either 
participated in a one-day intervention (the dense condition) or a six sessions within a two-week 
period (distributed condition).  
 The effectiveness of the intervention was measured through three assessments: 1) The 
eighth grade research report prepared during the intervention; 2) A graph-reading assessment 
which used novel InspireData graphs; and 3) The Cancer Task, which provided an assessment of 
each student’s mental model of causality.  
Intervention students had superior understanding of causality when compared to an out-
of-school control group for mental model of causality, but the improvement in scientific 
reasoning skills was not as dramatic as in previous interventions. Intervention students 
demonstrated an ability to detect causal relationships during their intervention, as well as on 
unfamiliar graphs. There were no differences in graph interpretation and research report 
performance by condition (dense or distribution conditions) or previous experience.  
 These results suggest that the understanding of multivariable causality is a fragile 
construct which will not always develop under what appear to be similar circumstances. Students 
in this intervention investigated a database, successfully identifying relationships present in the 
data, but were not as likely to undergo the cognitive change necessary to improve their 
multivariable thinking as participants in previous interventions. Beliefs about the nature of 
science may affect how students participated in the intervention and therefore whether 
conceptual development regarding causal understanding was possible. Suggestions for further 
research into the circumstances in which multivariable understanding can develop and 
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Professional scientists are far from alone in needing scientific reasoning skills. Rather, 
the skills needed to evaluate evidence, recognize multiple potential causes, and determine causal 
relationships should be within the competence of every person. People are continuously 
confronted with decisions. From a mother’s nutritional choices for her child to a citizen casting a 
vote that affects neighbors she will never meet, individuals need complex thinking skills. 
Education is a potential means to reach individuals with dissimilar lives, providing opportunities 
to build skills in reasoning scientifically. Pouring knowledge into a receiving mind may be a 
stereotype of education, but it should not and cannot be the reality.  Rather, the purpose of 
education should be to equip students with the ability to think critically. This is not a modern 
idea. In ancient Greece Plato explained “Education isn’t what some people declare it to be, 
namely, putting knowledge into souls that lack it, like putting sight into blind eyes,” (Plato’s 
Republic, 1992, 521c). The process of education Plato describes for the perfect city spans many 
years, and education even today cannot be achieved quickly. The decision makers of the future 
are today’s children. We don’t know what they will need to understand tomorrow, which is why 
we need to give them skills to gain more knowledge – not merely knowledge without skills. But 
how do we equip students with such skills and help them develop the reasoning needed to face 
the future? Plato explained that with proper education, people could see beyond the imperfect 
shadows to the true forms of reality. So, too, can the students of today develop the ability to see 
true causal relationships, and not just simplified, inaccurate versions of causality. A citizen 




any phenomenon to have a single cause. She cannot make a reasonable nutritional choice if she 
cannot evaluate evidence to determine causality. Improving reasoning about causality is a central 
way to equip students with the thinking skills they need for tomorrow. 
Humans possess an impressive early understanding of causality. They discount 
ineffective variables in simple, belief-neutral contexts (Schulz & Gopnik, 2004), make correct 
causal inferences (Sobel & Kirkham, 2006), and see past appearances to categorize objects by 
causal power (Gopnik and Sobel, 1997), all before their first day of kindergarten (and in some 
cases, shown by Sobel & Kirkham, 2006, before they can speak). But fast forward to early 
adulthood and we find that people have not traversed a path toward causal understanding as far 
as we would expect given these early successes. Despite early achievements in causal 
understanding, mastery of scientific reasoning, of which causal reasoning is a part, is not 
inevitable (see Zimmerman, 2007 for a review). Kuhn (2007) found that adults making decisions 
on what has the power in a cause-effect situation often base their decision on prior beliefs, rather 
than evidence.  Kuhn and Pease (2006) asked 12-year-olds and adults to make judgments about 
what accessories to include on a toy bear that was meant as a gift for making a charity donation, 
in order to maximize the donations without using too many accessories. They found that some 
adults functioned as poorly as a typical 12-year-old in identifying causal relationships. However, 
some 12-year-olds performed as well as the average adult. Thus causal reasoning does not 
develop unimpeded, with adults simply superior to 12-year-olds.  
We focus our efforts in the current study on young adolescent students who should be 
approaching typical adult levels in causal reasoning.  Although Control of Variables -- holding 
all variables constant except the one under investigation -- is a well-studied strategy (see 




concept of multivariable causality – that multiple factors commonly contribute to an outcome. 
The current study seeks to build upon work by Kuhn and colleagues that has attempted to fill this 
gap in the literature (Kuhn, Pease, & Wirkala, 2009; Kuhn & Pease, 2006; Kuhn & Dean, 2005; 
Dean  & Kuhn, 2007; Kuhn, 2007;  Kuhn, et al., under review). 
Previous work (Kuhn et al., under review) has shown that it is possible to improve causal 
reasoning, specifically about multivariable causality, through a classroom intervention with 
middle school students. They found that both a three-year intervention and a much shorter two-
week intervention produced significant improvement in reasoning about multivariable causality. 
The three-year study took place within a social studies classroom, with research assistants 
serving as “coaches.” The two-week study was embedded within a seventh grade Life Science 
class, taught by the classroom teacher who was aided by a research assistant. This two-week 
intervention was included as part of a genetics unit, but used health content (Body Mass Index 
and its causes) that was not part of the school’s science curriculum. The present study further 
explores this intervention, asking whether we can situate such an intervention within the regular 
science curriculum (not just as an extra topic in a science class), and if so, under what conditions.  
To answer these questions, we performed a 4-hour intervention within an eighth grade 
Earth Science class as part of a unit on Precipitation. Students were split into groups that 
participated in either an intensive one-day version or a 6-session version of the curriculum. 
Participants were eighth grade students, approximately half of whom had taken part in the 
seventh grade two-week Body Mass Index (BMI) investigation. The remaining students had not 
participated in the seventh grade intervention.  
It is hypothesized that significant improvement in multivariable causal reasoning will 




Additionally, it is predicted that there will be superior performance among students participating 
in the intensive single-day version relative to students in the alternative 6-session version, the 
rationale being that the uninterrupted participation will provide a more focused experience in 
which students can think more deeply about the investigation, yielding greater cognitive benefit. 
Finally, it is predicted that students who participated in the curriculum for two years will show 
superior scientific reasoning relative to students who only participate in Year 2, although both 





CHAPTER II:  
LITERATURE REVIEW 
The Development of Causal Reasoning 
Eighteenth century philosopher David Hume addressed how people determine whether 
two events are causally related in An Enquiry Concerning Human Understanding (1988/1758). 
What are now referred to as the Humean Variables are attributes to a potentially causal 
relationship which Hume says needs to be present for a person to reason that a causal 
relationship exists. The Humean Variables are contiguity, precedence, and covariation.  
Contiguity means that the events were in close spatial and temporal proximity. Precedence 
means that the potential cause precedes what is labeled the effect. And covariation means that 
the events occur together.  Current research examines additional issues which affect how humans 
reason about causality, including the influence of prior knowledge, differences between child and 
adult reasoning, and how factors such as explanations or mechanisms affect reasoning. The 
development from newborn to potential philosopher or scientist starts out impressive with even 
infants as young as 6- and 7-months-old able to tell the difference between causal and non-causal 
events when observing rolling balls on a computer. However, their understanding is not 
complete, as videos of moving toys prove more challenging for these babies, and they are unable 
to differentiate between causal and non-causal events. By 10 months these babies rise to the 
challenge and are able to determine the difference between causal and non-causal events acted 
out in videos of moving toys (Oakes, 1994; Oakes & Cohen, 1990). As time marches on, so does 
the development of causal reasoning.  Children are able to make causal inferences (Sobel & 
Kirkham, 2006) and see past appearances to categorize objects by causal power (Gopnik and 
Sobel, 1997). Children improve in their ability to make causal inferences from age 3 to 4. 




olds did better than 3-year-olds, indicating there is a developmental component (Sobel, 
Tenenbaumb, & Gopnik, 2004). Children as young as 4 years old are able to both interpret 
covariation data and choose graphs that support a hypothesis (Koerber & Sodian, 2009). Koerber 
and colleauges found that kindergarten children can interpret simple representations of data 
(Koerber et al. 2005; Koerber & Sodian, 2008, 2009). 
In a study with children age 3 to 5 years, Bullock and Gelman (1979) found that children 
considered an action that preceded an effect to be causal, which is consistent with the Humean 
variable of precedence, with older children being more likely than younger children to identify a 
preceding event as causal.  In the experiment, researchers rolled marbles into a jack-in-the-box 
before and after the jack-in-the-box popped up. All 5 year olds, 87% of the 4-year-olds, and even 
75% of the 3-year-olds identified the causal marble as the one that preceded the popping of the 
jack-in-the-box.  
For determining causality, proximity in time will take precedence over an alternative 
indicator for young children.  When determining causality, timing cues a person to a causal 
relationship that is important, as described earlier with respect to the Humean Variables. If a ball 
falls in a box immediately followed by the sound of a bell, it would be expected that the ball is 
causing the ringing. If two balls are dropped in this opaque box, one described as non-causal in 
terms of the bell and the other is causal, it would be expected that the ball causing the ring would 
be the one that fell in closest to the sound of the bell. However, if told that there was a 
mechanism in the box that either slowed down or sped up the ball that rings the bell, one would 
expect a different response for each type of mechanism (a slow-down mechanism as opposed to 
a speed-up mechanism). The setup of the experiment is the same in each case, the first ball falls, 




inserted that speeds up the ball, then the same ball is causal as when there is no mechanism (the 
second ball: the ball which falls closest in time to the ringing). However, if a mechanism is 
inserted which is said to slow down the causal ball, then one would expect that the first ball is, in 
fact, causal, because the pause between balls falling is the amount of time it would take the first 
ball to reach the bell. In the case of this “slow down” mechanism, the ringing occurs too closely 
to the falling of the second ball for the second ball to be causal. Schlottmann (1999) conducted 
this experiment to determine how children judge causality when perception conflicts with 
knowledge.   Five-year-olds incorrectly stated that the second ball was still causal, even in the 
presence of a “slow-down” mechanism, indicating they considered the closeness in time to be 
more important than the mechanism in determining causality (Schlottmann, 1999). Reasoning 
about causality at this age appears to still rest on basic associations, although children are also 
able to construct explanations of causal relations. 
By age 7, children can choose a determinate over an indeterminate test of a hypothesis 
(Sodian,  Zaitchik, & Carey, 1991) e.g., to decide if a food-stealing mouse is big or small, they 
choose to leave a box with a small opening (big enough for only the small mouse) over one with 
a large opening (big enough for either size mouse). The Sodian et al. study also suggests that age, 
or development, is a factor in causal reasoning, as 6-year-olds were inferior to 7-year-olds on this 
task.   
Ruffman, Perner, Olson and Doherty (1993) found that even 6-year-olds can interpret 
simple covariation data.  But even with further development, children have considerable 
difficulty with interpreting noncovariation. Noncovariation is more difficult to evaluate, with just 
half of students age 10-14 able to make correct judgments (Kanari & Millar, 2004), similar to 




what a data array would look like in the case in which there were no relationship between 
variables (Kuhn et al, 1988).  
Moving to the middle school years, in a comparison of children (in 5th and 6th grade) 
with non-college adults, the adults made a larger proportion of valid causal inferences than 
children. However, with experience, the children improved (Schauble, 1996). Development is 
possible with experience, and thus is not a function simply of age devoid of specific experiences.   
Children’s approach to investigating multivariable data, however, does become more 
scientific with age. Fourteen-year-olds were more likely than ten-year-olds to make a hypothesis-
perspective statement than a pre-existing belief statement about the effect of a variable (such as 
size, shape, material, and weight) on sinking time, when performing an investigation (Penner & 
Klahr, 1996).  This performance stands in contrast to that of Scholttman’s (1999) 5-year-olds 
who used only proximity in time to determine causality.  
Use of Evidence 
Reasoning about causality  requires  integrating observations with knowledge and 
expectations about how the world works. Data are not evaluated in a vacuum; rather, prior 
beliefs, narratives as explanations, and individual epistemologies affect evaluation of new 
evidence. Here we examine challenges individuals face in evaluating evidence, an important 
aspect of both scientific and causal reasoning.  
Explanations 
Individuals evaluate evidence not just based on the appearance of the evidence, but they 
include explanations for the causal relationships when judging causality. Plausible explanations 
of the mechanism underlying it influence whether people recognize a causal relationship. In 
research by Koslowski (1996), children (sixth and 9th graders) and adults were asked to 




were more likely to ascribe causation to the variable in question than when covariation was only 
partial. Subjects were then informed that many explanations for how the variable could cause the 
effect were shown to be untrue. This then led the subjects, regardless of age, to reduce their 
estimate of the likelihood that the variable was a cause of the effect. This demonstrates that 
evidence was not considered alone, but that a mechanism explaining the reason behind the 
relationship, in essence the theory, was considered along with the evidence (Koslowski, 1996). 
Facing reduced explanations for the causal relationship, subjects found it less likely that there 
was a causal relationship. Additionally, instructions given to students can affect how they 
interpret evidence. Instructions to predict outcomes, as opposed to just exploring data, led sixth 
graders to pay more attention to evidence than their counterparts (Keselman, 2003). 
Explanations for relationships provide further challenges for nascent thinkers. Young 
children have a limited understanding of the distinction between evidence and explanation (Kuhn 
and Pearsall, 2000). Children will explain why a claim makes sense, rather than providing 
evidence, when asked how they know something to be true. For example, if a child is asked how 
she knows someone in a picture was the winner of a race, she may explain that she knows he 
won because he is wearing fast sneakers (an explanation as to why he won), as opposed to the 
trophy he is holding (which would be evidence that he won). This lack of differentiation between 
evidence and explanation limits scientific thinking. Kuhn and Dean (2004) found that children 
were as likely to use theory as they were to use evidence, or even a combination of the two, to 
justify inferences made in investigating a multivariable system. Adults, however, are more likely 
to justify inferences by using evidence.  
Prior Knowledge 
Although common educational practice involves students’ invoking prior knowledge and 




apart from their prior beliefs. This involves the student being conscious of this knowledge and its 
origins (Kuhn & Pease, 2008). Once children recognize knowledge is not absolute, they can 
come closer to being able to understand that belief and evidence are different (Feist, 2011). Kuhn 
and Pearsall (2000) identify a false-belief understanding as an early achievement in scientific 
reasoning. Without this false-belief understanding, the understanding that beliefs can be wrong, 
there is no way to compare a hypothesis to reality, because the hypothesis is not recognized as 
separate from reality. This achievement lays the groundwork for developing scientific thinking 
(Kuhn & Pease, 2008).  Bracketing prior belief, or decontextualization (Stanovich, 2004), that is 
involved in data reading is essential to inquiry and all scientific thinking (Kuhn, 2002). 
Additionally, prior belief may affect how an individual even encodes the evidence they view, as 
Chinn and Malhotra, (2002a) point out in a study with fourth, fifth, and sixth graders. Prior belief 
may affect how a person observes a trial, especially when data are ambiguous. These researchers 
had children watch two objects of different sizes fall. Children with incorrect prior beliefs made 
incorrect observations, observations that fit with their pre-existing belief that heavy objects 
simply fall faster than lighter objects. Chinn and Brewer (1998) described the ways individuals 
respond to evidence that conflict with their theories. The possibilities range from ignoring or 
rejecting the data, reinterpreting the data to be seen as consistent with the theory, changing the 
theory, refraining from judging, and finally questioning the certainty of the data. Data are not 
simply accepted as evidence without being viewed through the lens of expectation.  
Domain issues 
The domain within which individuals are contemplating evidence may affect how much 
they trust the evidence. Undergraduates found physical science reports to be more credible than 
social science, and unexpectedly, researchers had to add a “belief” category when coding the 




of times “belief” (or dis-belief) was cited as a justification for the credibility rating (Zimmerman, 
Bisanz, & Bisanz, 1998). Reasoning in the physical domain is usually superior to reasoning in 
the social domain, which may be due to prior beliefs being stronger in the social domain (Kuhn 
& Pearsall, 1998; Kuhn et al., 1995). Although scientific reasoning may be superior in physical 
domains, life requires frequent reasoning in the social domain. This discrepancy in performance 
across domains highlights the need to enhance scientific reasoning skills within the social 
domain. As Zimmerman (2007) points out, although education through 12
th
 grade focuses on 
natural and physical sciences, post-K-12 students will more frequently encounter (and be 
expected to judge as part of their own life choices) evidence within social and medical domains. 
Variance in approaches to investigation affects interpretation of evidence 
The way people approach data gathering and interpretation vary from one person to 
another and these differences may lead to varying success in investigation and inference. 
Zimmerman, Raghavan, and Sartoris (2003) classified sixth grade students based on their method 
of experimenting as either experimenters or theorists. Students investigated three variables that 
may or may not have an effect on a balance apparatus. Students who were theorists stated and 
tested their theories about the way the balance worked. The theorists were further classified as 
either theory-modifiers (they modified their theories based on the evidence) or theory-preservers 
(they mis-interpreted and misstated the evidence to make it seem as though it fit with their 
previously stated theory). Experimenters, however, constructed their theories based on the 
evidence and did not state any theories before beginning their experiments. Students came from 
either a classroom that stressed model-based reasoning or a more typical classroom that offered a 
single extended inquiry activity (an investigation involving plants).  Students from the model-
based reasoning classroom were more successful at finding the underlying rule guiding how the 




were classified as theorists or experimenters. Students in the more typical classroom were only 
successful at discovering the underlying rule if they were classified as experimenters. The 
approach to an investigation does have an effect on success, but this effect is tempered by the 
prior classroom experience. Success is less likely for a student not exposed to a curriculum that 
emphasizes theory revision.   
Control of Variables  
 An aspect of causal and scientific reasoning includes, but is not limited to, the control of 
variables as a strategy to allow valid causal inferences. A control-of-variables strategy is defined 
as holding all variables constant except the one under investigation.  Researchers showed very 
young children were able to isolate causes in a belief-neutral context (Schulz & Gopnik, 2004). 
Subjects aged 3-5 years old were told that certain flowers made a monkey sneeze, and their job 
was to find out which flower was the culprit. In this belief-neutral context, children this young 
were able to isolate the flower which caused the sneezing.  
Although adults are superior to children in their ability to make causal inferences, both 
children and adults improve with practice (Schauble, 1996), supporting the view that causal 
reasoning skills are learnable. With practice, students can develop the ability to design 
experiments that ask genuine questions (rather than only illustrate existing beliefs) and, 
eventually, involve controlled comparisons. With engagement and practice, controlled 
comparison develops, whether or not direct instruction is included (Strand-Cary & Klahr, 2008; 
Dean & Kuhn, 2007). The early development of causal reasoning occurs without direct 
instruction, and the later development of controlled comparisons similarly does not need direct 





Although a great deal of research exists regarding students’ ability to conduct controlled 
comparisons (see Zimmerman, 2007 for review), much less attention has been paid to this 
equally critical understanding – that outcomes typically have not one but multiple determinants. 
Additionally, according to the National Assessment of Educational Progress (2011), eighth 
graders found manipulating multiple variables difficult in an experimental setting; they do not 
have the skills addressed in the current study.  
In the case of the presence of multiple antecedents and one outcome, people are likely to 
attribute causality to the wrong antecedent, based on over-attending to extraneous variables. 
Variables that are non-causal based on the evidence are still seen as contributing to the outcome. 
People will focus on extraneous variables that are non-causal, which may be due to prior belief 
in the causality of the variable (Kuhn, 2007). When prior beliefs motivate conclusions, even into 
adolescence and adulthood, people are prone to infer that any factor that was present contributed 
to the outcome – the false inclusion error. This false inclusion error was demonstrated by a study 
(Kuhn, 2007) in which subjects were asked to judge which features contributed to an outcome. 
They were told that a group was hosting fund-raising parties, and wanted to see what 
combination of factors at the parties led to the best outcome (higher fund-raising). Subjects 
claimed that factors were causal (such as presence of a comedian) although that feature did not 
contribute to the outcome based on the data. The prior belief that a comedian would increase the 
success of the party influenced the subjects to inappropriately include that feature as causal, 
although subjects were told to base their answers on the evidence (Kuhn, 2007).  
Another error, specifically in multivariable situations, is satisficing. Most of the children 
in the studies described in the earlier sections were engaging in investigations where there was a 




Satisficing, a mistake even adults can make, occurs when an individual prematurely stops 
investigation once one answer has been found, although other possibilities have not been 
eliminated. Both adults and children make the mistake of satisficing (Fay & Klahr, 1996; Kuhn, 
2001).  
When all causality is attributed to a single cause, but which cause is invoked over trials, 
both consistency and additivity, assumptions of an Analysis of Variance (ANOVA) model, are 
ignored. A consistency assumption holds that variables have consistent effects on the outcome 
across multiple trials. With additivity, variables can have additive effects simultaneously on the 
outcome. Discounting the effects of other variables once a single cause has been found allows 
people to ignore evidence that is inconsistent with their expectations. In a study of jurors, it was 
found that individuals will depend on narrative explanations and are likely to choose a verdict in 
line with the narrative. Satisficing jurors ignore evidence that is inconsistent with the narrative 
explanation and do not consider alternative theories (Kuhn, 2001). Satisficing is a dangerous 
alternative to theory-evidence coordination, and the danger is serious in light of the power of 
jurors.  
 Relatedly, students show difficulty with the concept of a variable (Kuhn & Pease, 2008). 
In one study of multivariable reasoning, researchers told students that certain variables (wind 
speed, cloud cover, and slope angle) all affected avalanche risk. However, when asked to predict 
an outcome and justify that prediction, students claimed fewer variables than they were told were 
causal as causing the outcome, and shifted attribution for the outcome from variable to variable. 
In one case a high risk for an avalanche may be attributed to the wind speed, but in the next trial 
low risk is attributed to cloud cover. This inconsistent attribution of causality involves a 




of high avalanche risk, but when the angle is gentle, it is alleged to not contribute to the outcome. 
Rather than recognizing slope angle as contributing to the outcome of avalanche risk 
consistently, it only “mattered” at certain levels of the variable (Kuhn & Pease, 2008). 
Children develop mental models of their world. Literally, a child’s concept of the shape 
of the Earth changes as she integrates what she is told by parents and teachers with what she sees 
with her own eyes (Vosniadou & Brewer, 1992).  Initially her understanding is based primarily 
on what she observes to be the case: a flat Earth. She incorporates what people in authority tell 
her with her own observations and slowly her mental model becomes more accurate. A similar 
process occurs with respect to mental models of causality, at least up to a point. As discussed 
earlier, a child begins with a simple understanding of causality and relies on timing of cause and 
effect and order to infer a relationship (Bullock and Gelman, 1979) even in the face of 
alternatives  (Scholttmann, 1999). At this early stage, a mental model of “A causes B” is 
sufficient.  This single-variable mental model of causality is insufficient as children become 
adult thinkers. Making common adult decisions, such as who to vote for, what to eat, and where 
to live, require considering more than a single contributing variable.  In the current study,   an 
intervention is examined designed to help students develop past the single-variable mental model 
of causality.  
Scientific Reasoning and Inquiry in the Classroom 
Inquiry skills are prominent in US science curricula beginning in the early grades up 
through grade 12 (National Research Council [NRC], 1996).  Inquiry in the classroom can be 
highly structured, where students are finding out information that is already established, or their 




(Olson  & Loucks-Horsley, 2000). Kuhn and Pease (2008) defined inquiry to students as, 
"finding out about things." The National Research Council gives a more involved definition:   
 
Inquiry is a multifaceted activity that involves making observations; posing 
questions; examining books and other sources of information to see what is 
already known; planning investigations; reviewing what is already known in 
light of experimental evidence; using tools to gather, analyze, and interpret data; 
proposing answers, explanations, and predictions; and communicating the 
results. Inquiry requires identification of assumptions, use of critical and logical 
thinking, and consideration of alternative explanations 
(NRC, 1996) 
 
These many steps can parallel the inquiry of scientists (Olson & Loucks-Horsley, 2000). 
However, when evaluating science inquiry in the classroom, Chinn and Malhotra (2001) found 
that classroom tasks use reasoning that is different from authentic scientific inquiry by scientists. 
Classroom activities that lack features of true scientific research will not, according to Chinn and 
Malhotra, allow students to develop the cognitive skills needed for authentic science. Chinn and 
Malhotra add that even interventions used by researchers studying scientific reasoning have 
room for improvement in terms of authentic scientific inquiry.  McComas lays out fifteen myths 
about science that create misconceptions in both students and the average adult (1998). These 
myths include a misunderstanding about the relationship of hypotheses and theories, the way 
scientific inquiries are conducted, the use of scientific models, and others. One of these myths in 




universal scientific method that follows steps one at a time. This “Scientific Method” is more 
accurately described by Harwood as having multiple activities that are not one step at a time but 
rather are done in varying order and can be revisited throughout the investigation.  The 
presentation of scientific reports may contribute to the misconception of how science works, in 
that the presentation in peer-reviewed journals follows the steps laid out in the traditional 
scientific method (Harwoord, 2004).  
Many activities are involved in inquiry: examining evidence, evaluating evidence, 
coordinating evidence with theory, and metacognitive regulation of the whole process. The 
ability to envision the possibility that the data support conclusions that are different from what 
the student initially believed is a precondition for a skill called "data reading," which is 
fundamental to productive inquiry. It entails mentally representing the data independent of the 
claim on which it bears. Data reading is central to students’ own self-directed investigations if 
they are to be productive.  
The ability to access information and acquire new knowledge spans many content areas, 
within and beyond science (Kuhn, Pease & Wirkala, 2009).  However, student beliefs about 
science may lead them to learning methods that are aimed at collecting bits of knowledge rather 
than learning through inquiry (Reiser, Tabak, Sandoval, Smith, Steinmuller, & Leone, 2001).  
So, if student orientations to learning are more fact-based than inquiry based, why pursue 
inquiry? The most basic reason is that we cannot teach students all the facts they will need to 
know. Developing inquiry skills is therefore essential. Researchers have found larger gains for 
students receiving inquiry-based lessons over commonplace lessons (Wilson, Taylor, Kowalski, 
& Carlson, 2010). Developing the thinking strategies that enable students to make informative, 




earlier, students find coordination of theory and evidence to be a challenge (Kuhn & Pearsall, 
2000). Students are best able to understand that inquiry is about coordinating evidence with 
revisable, evolving theories through conducting investigations themselves (Sandoval, 2005).  In 
developing scientific reasoning skills through inquiry, our goal is not merely knowledge-infusion 
or improvement at problem-solving, but rather, the goal is to produce students who can engage 
with novel problems. To get the experience needed to foster this development, students need 
active engagement in goal-directed knowledge production (Schwartz & Martin, 2004). Problem 
solving success is typically measured in terms of speed and accuracy, but essentially this is a 
measure of efficiency, which is normally lost momentarily when one is adapting to a novel 
problem.  Limiting problem-solving success to a measure of efficiency ignores the real 
implication that learning to address novel problems is not done quickly. The value of efficiency 
over true adaptation and learning may be, Schwartz & Martin say, valuable in repetitive jobs, but 
not in addressing novel problems. 
 
Developing Multivariable Thinkers 
The current study follows previous work by Kuhn and colleagues, specifically Kuhn et al. 
(under review). Kuhn et al. reported three studies, one with adults and two with middle school 
students. Study 1 addressed adult’s ability to interpret data on Life Expectancy around the world 
and make predictions. Adults were shown five variables that may have a relationship with Life 
Expectancy; four of these variables did have a relationship with Life Expectancy (climate, 
fertility, health expenditure, education) and the fifth did not (country size). They were then 
shown 10 example countries, told the levels (high or low) of each of the variables, and asked for 




These adults were asked to show what made them choose this Life Expectancy by circling one or 
more of the five variables listed. Thirty percent most frequently attributed their prediction to a 
single variable and 47% listed the non-causal variable at least once as contributing to their 
decision. The deficiency shown by adult multivariable thinking illustrates the need for 
developmental support earlier in life. 
Kuhn et al.’s Studies 2 and 3 with middle school students were designed to develop 
students’ mental models of causality so as to recognize multiple causes contributing to an 
outcome. In Study 2 the intervention took place over three years, among students in sixth 
through eighth grades. Students participated in the intervention during their Social Studies class 
periods twice per week for six weeks in the Fall semester and then six more weeks in the Spring 
semester.  For sixth grade and the Fall semester of seventh grade, students used computer 
software that allowed them to investigate databases one case at a time. Students developed the 
ability to control variables over time, and were able to compare cases to determine which 
variables were related to the outcome under investigation (investigations included Earthquake 
risk factors, Ocean Voyage ship speeds, Avalanche risk factors, and Cart design for efficiency). 
Starting in the Spring semester of seventh grade, students utilized the software InspireData, 
which is a software tool for children that visually represents databases and allows students to 
easily vary what data to look at and how, although it is up to the student to correctly read and 
interpret the graphical representations (see Figure 1 for a sample screenshot). In the Spring 
semester of seventh grade the students re-examined the Cart database using InspireData. This 
software facilitated evaluating overall relationships in the data, rather than considering only one 
case at a time. After re-investigating the Cart database, students examined what variables relate 




categorical in order to make the relationships easy to evaluate. Students prepared a research 
report on their findings during both the Cart and Life Expectancy investigations, both of which 
took approximately three weeks each. In eighth grade they investigated a new database of factors 
affecting Teen Crime rates. See Table 1 for variables included in the database. Next they 
undertook a study of factors affecting Body Mass Index (BMI) in which they gathered their own 
data on three respondents to create a class-wide database. All responses were classified into 
categories for entry into the database, and students again used InspireData to examine their data 
and then wrote research reports.  
Table 1 












Percent GDP spent on healthcare 
School life years 




Teen Crime Rate 
Teen unemployment 
Youth poverty rate 
HS Graduation rate 
Percent living in an urban area 







At the conclusion of the intervention, students were administered a paper-and-pencil 
posttest designed to assess their scientific thinking. In particular, did their responses reflect 
awareness of multiple potential causes and that these could operate additively? Second, did they 




designed a study to investigate why the inner city had a higher cancer rate than the outlying areas 
of the city (see Table 2 for the prompt). Students identified variables to investigate, proposed 




Posttest prompt: Cancer Task 
The Public Health department of Portland Ohio has noticed that the percentage of 
residents diagnosed with cancer is much higher in the inner city than in the outlying 
neighborhoods.  The department is undertaking a study to find out why. You have been 
assigned the job. Describe the scientific study or studies you would do; include 
hypotheses, methods, and analysis and interpretation of results. 
 
Posttest responses were coded on two dimensions. First, responses were coded on whether or not 
they included a comparison of at least two groups. Specifically, students either designed the 
studies to compare the high-cancer rate-section of the city to the low-cancer-rate (a Comparative 
response) or they did not (Non-Comparative). The second dimension, of greatest interest in the 
present work, addressed students’ mental model of causality. Researchers can get a picture of the 
student’s mental model of causality based on what they deem worthy of investigation. Responses 
were coded as either investigating Single Variables or Multiple Variables; the Multivariable 
responses were separated into Additive and Alternative. An Alternative Variable response 
proposed studying multiple variables but expected only one variable to be causal (see Table 27 
for examples). Responses coded as Additive proposed study of multiple variables but recognized 
that these variables could operate simultaneously; they were not necessarily alternatives. Very 




of Interactive effects among these multiple simultaneous causes. Responses of intervention 
students were much more likely to be categorized in the Additive and Interactive levels than 
were those of  a comparison group of students who did not participate in the intervention.  
In Study 3, Kuhn, et al. asked whether a much shorter intervention could have similar 
effects. For this study, Kuhn, et al. used a shortened form of the BMI intervention, in a seventh 
grade science class. This study, in contrast to Study 2, took place within the students’ science 
class and was taught in conjunction with the regular classroom teacher. Although the gains in 
scientific reasoning were not as dramatic as in the longer Study 2, they were still significantly 
greater than those measured in a comparison classroom that did not participate in the 
intervention.  
 Thus, it appears that students can improve their understanding of multivariable causality; 
however, this understanding is not something that students can be assumed to possess nor easily 
develop. The current study is designed to evaluate a curriculum modeled after Kuhn et al. (under 
review), one that undertakes to integrate the intervention into regular science instruction and to 
evaluate how certain factors may affect its effectiveness.  
One such factor is the spacing of instruction. The current study includes a component of 
massed versus distributed instruction. As schools consider moving toward “block scheduling,” 
where individual class lengths are longer, it is worth evaluating whether curriculum designed to 
aid cognitive development will benefit from block scheduling. The literature generally 
demonstrates that distributed instruction, instruction that takes place over a matter of days at a 
shorter length of time each day, is superior to massed instruction which takes place in a longer, 
single chunk (Donovan  & Radosevich, 1999). This superiority, however, is primarily found for 




developmental goal of the current study is one in which deep engagement is required, and 
therefore, an uninterrupted span of concentrate may aid in this development.  
Summary  
 Causal reasoning develops in children from an early age and is well-studied, but an 
authentic model of causality involving multiple contributing variables is both less well-
developed in people and less well-studied by researchers.  Self-directed inquiry activities can 
help students develop the ability to engage with novel problems successfully. The current study, 
modeled after Kuhn et al. (under review), examines whether students can develop mature mental 
models of causality in the context of typical science curriculum content, under two conditions: 
massed vs. distributed inquiry sessions. The current study also examines whether participating in 






CHAPTER III:  
METHOD 
Participants 
 Intervention students attended a public school in a large city in the northeast of 
the United States.  Participants were students in their seventh and eighth grade years at a 
university affiliated magnet public middle school. The intervention took place during their 
seventh grade Life Science and eighth grade Earth Science courses. Students were divided into 
three “houses,” or classes, by the school administration to be equivalent on demographic and 
academic factors. Each house attends most classes together. Admission to this school is 
moderately competitive, with the majority of students functioning at least at grade level. The 
racial make-up of the school is approximately 70 % Hispanic or African American and 30 % 
white and other. Sixty percent of students qualify for free or reduced lunch. The attendance rate 
for the school is 95% on average.  
Two classrooms (58 students) participated in the seventh grade intervention that preceded 
the present study. In eighth grade, three classes (92 students) participated in the intervention and 
intact classes were randomly assigned to either a distributed participation or massed participation 
condition. An additional 44 eighth grade participants constituted an out-of-school posttest-only 
control group. They were from a private, independent school for college-bound students within 
the same city as the intervention students. This sample could reasonably be expected to be equal 
and likely superior academically and in scientific reasoning skill at baseline, compared with 
students participating in the intervention. Hence the comparison worked against the hypothesis 






The goal of the study was to replicate a study by Kuhn, et al. (under review) of seventh grade 
students who participated in an intervention on which the intervention in the present work was 
developed. The present study varied a number of factors not investigated by Kuhn, et al.: 
 The density of the intervention. Kuhn, et al.’s study took place during regular school class 
periods. The current study replicates this in-class condition but adds a comparison group 
that has an intensive single-session massed (rather than distributed) intervention, in order 
to identify whether a massed or distributed intervention produces superior outcomes. It 
was speculated that the massed condition might enhance focus and thus be more 
effective. 
 The content of the intervention. In contrast to the Kuhn, et al. study where the students 
investigated social science content, the present work involved more traditional science 
curriculum content, specifically precipitation, situated within a unit on weather, to 
determine whether comparable results would be achieved  with traditional science 
content.  
 The length of the intervention. Students in Kuhn, et al.’s study participated in their Study 
1 for three years and a new group of students participated in their Study 2 for 10 sessions 
in a single unit. The present work includes some of these same students from their Study 
2, to investigate whether their earlier participation would enhance their performance in 
the current intervention, relative to a group who had not participated earlier.  
 The dependent measures. In addition to Kuhn, et al.’s transfer task (the Cancer Task), 
which assesses students’ explicit mental models of causality as well as their use of two- 
group comparison to infer causality, the present work includes two additional 




among variables, a skill practiced as part of the intervention.  The other is a research 
report students produce during the investigation, a reflection of ability to represent and 
express the results of their investigation by means of claims supported by appropriate 
evidence from the investigations. The research reports and graph-reading assessments 
offer insight into the students’ cognitive processes during the intervention as well as the 
cognitive outcomes of the intervention experience.  
The intervention was designed to give students an extended opportunity to investigate and 
identify causal relationships within a database. The design is modeled after Kuhn, et al.’s study 
using InspireData, an age-appropriate software tool that supports investigation through visual 
representations of data. Students worked collaboratively in groups of two or three to investigate a 
database that portrayed precipitation levels as a function of potentially related variables. As they 
investigated, students took notes and then prepared a collaborative research report of their 
findings. Students then individually took two posttests (see dependent measures above). 
Intervention students were compared to an out-of-school eighth grade control group on 
multivariable thinking  and use of two-group comparison on the Cancer Task.   
Description of intervention 
Topics. The instruction covered two topics, one in each year. The earlier Year 1 intervention 
reported by Kuhn, et al. (under review) covered the topic of Body Mass Index (BMI) in two 
seventh grade Life Science classes. The present intervention reported on here covered the topic 
of Precipitation within three eighth grade Earth Science classes.  
Length of Instruction. The Year 1 intervention took place over 10 sessions, within three 
weeks of instruction.  Each session consisted of one class period of 47 minutes. The Year 2 




one extended session of 4 hours (with a 30 minute break) and one in which students participated 
in the intervention over six sessions of 40 minutes each. In the six-session version, students 
completed the intervention within 2 weeks.  
Conditions. In the earlier Year 1 intervention two seventh grade classes participated (reported 
on by Kuhn, et al., under review). In the Year 2 study reported on here, three eighth grade 
classrooms participated in the intervention. The three classes were randomly assigned to either 
the distributed condition (six-sessions within the classroom) or massed condition (a single 
extended intervention at a nearby university computer lab). The distributed condition used the 
school’s own computers in their science classroom. All students worked in groups of two or 
three. The key differences between the conditions were the setting (typical classroom versus off-
site computer lab) and density of intervention (single extended session or 6 shorter sessions).  
Nested within classroom was years of participation. Students either had participated in 
the earlier Year 1 intervention in seventh grade (two-year participants) or had not (one-year 
participants).  
Table 3  




Massed Condition  
(Single Session) 
 
 Class 1 Class 2 Class 3 Total 
Two-Year 
Participation 
21 14 16 51 
One-Year 
Participation 
10 15 16 41 







Summary description of Year 1 and Year 2 interventions. 




10 sessions Body Mass 
Index 





 1 session (4 hours) 
 6 sessions (47 minutes each 
Precipitation Earth Science. Two 
Conditions: 
 Usual Classroom 
 Off-campus 
computer lab. 
Assessment Measures. At the conclusion of the Year 2 intervention multiple outcome 
measures were employed in order to assess the effects of the intervention.  The first measure was 
a direct assessment of student work done during the intervention. This measure consisted of the 
research report students wrote based on their Precipitation investigation. The Research Report 
demonstrates whether the students were able to successfully engage with the intervention, detect 
the causal relationships present in the database, and use evidence to support claims about the 
relationships they identified. The research report was prepared in groups of two or three. A 
second assessment, the Cancer Task, seeks to identify the student’s mental model of causality, by 
determining whether they recognize that multiple variables can contribute causally to an 
outcome. The Cancer Task also provides information about the student’s scientific reasoning by 
demonstrating whether they incorporate two-group comparison to identify of causal 
relationships.  The Cancer Task is an individual pen-and-paper task.  
The final assessment was the Graph Interpretation Posttest, in which students were 




read graphs within InspireData during the intervention. This Graph Interpreting posttest was 
completed individually. The posttest consisted of three graphs. The first graph showed a main 
effect; the second graph showed an interaction effect. The final graph showed unfamiliar content 
and portrayed both a main effect and an interaction effect. Students had to evaluate the graphs, 
make claims about the relationships present, and support those claims with evidence.  
Research Questions  
The study was designed to address three questions: 
1. Can the described intervention enhance scientific reasoning skills within the context 
of typical science curriculum content (weather), where teachers might be more 
inclined to use it? 
2. Does the density of the intervention have an effect on student scientific reasoning 
gains?  
3. Does participation in the Year 1 curriculum enhance the value of the Year 2 
curriculum? 
 A between-subjects design was employed to address the first two research questions. The 
third research question   is addressed through a between-subjects nested design as well as an 
additional within-subjects measure only available for students who participated in the curriculum 
for two years.  
 
Hypotheses  
Hypothesis 1: H0:  The intervention designed to develop multivariable thinking will not be 
successful in showing increased performance in intervention students as compared to a control 




                       H1:  The intervention designed to develop multivariable thinking will be 
successful in showing increased performance in intervention students as compared to a control 
group.   
 
Hypothesis 2:  H0:  Students who participate in an intensive single four-hour session will show 
reduced or no change in performance compared to students who participate in an equivalent 
amount of instruction spread over six sessions. 
                       H1:    Students who participate in an intensive single four-hour session will show 
better performance compared to students who participate in an equivalent amount of time spread 
over six sessions. 
 
Hypothesis 3: H0:  Students with more extensive (two years) experience will not show better 
performance compared to students who have less experience (one year).  
 
                        H1:     Students with more extensive (two years) experience will show better 
performance compared to students who have less experience (one year). 
 See Table 5 for a description of the groups and instruments used to test each hypothesis. 
Table 5.  
Hypotheses with the groups and instruments used to test them. 
Hypothesis Groups Instruments used to 
assess hypotheses 
Hypothesis 1: The intervention 
designed to develop multivariable 
thinking will be successful in 
showing increased performance in 
 Intervention participants 
(three classrooms at 
cooperating school) 
 Out-of-school control group 




intervention students as compared to 
a control group.   
used in prior Kuhn et al 
(under review) study. 
Hypothesis 2: Students who 
participate in an intensive single 
four-hour session will show better 
performance compared to students 
who participate in an equivalent 
amount of time spread over six 
sessions. 
Intervention students participating 
for four hours in one of two 
conditions: 
 Distributed over six session 
 Massed into a single session 
 Cancer Task 




Hypothesis 3: Students with more 
extensive (two years) experience 
will show better performance 
compared to students who have less 
experience (one year). 
Intervention students participating 
for four hours in one of two 
conditions: 
 Students who participated for 
only 1 year in eighth grade 
 Students who participated for 
two years in seventh and 
eighth grade 






Year 1. The topic for Year 1 was Body Mass Index (BMI); students investigated 
variables that may influence BMI within their seventh grade Life Science class. This unit was 
taught by the classroom teacher with support from the author. Effects of this intervention were 




described here as its contribution to the present sample’s performance in evaluated in the present 
work.  
Body Mass Index Intervention Students gathered their own data for the BMI 
database, with each student collecting data from at least two respondents.  These respondents had 
to be over 18 years old; students gathered data as a homework assignment. They gathered 
information on the respondent’s BMI, caloric intake, exercise level, and the respondent’s mother 
and father’s BMI. Students classified responses into categories for analysis as shown in Table 6. 
Table 6 
Body Mass Index Investigation Category Key 
BMI Categories:  
 Underweight = <18.5 
 Normal weight = 18.5–24.9  
 Overweight = 25–29.9  
 Obesity = BMI of 30 or greater  
Exercise categories 
 High: Heavy exercise 3 or more times per week 
 Med: Heavy exercise 1 time per week or light exercise 3 or 
more times per week 
 Low/none: Neither of above 
[Heavy exercise = gym workout, jogging, bicycling, most sports] 




22-40 young adult 
41-60 middle-age 
 >60  senior 
Problem Structure. The structure of the resulting database had 91 cases with 4 
variables related to BMI. Over half the cases consisted of respondents with a Normal BMI, with 
























Table 7  



























Problem Structure: Frequency of Age Categories 
BMI Percent 
Youth 9.9% 
Young Adult 50.5% 




 Problem Structure: Frequency of Exercise Categories 







Problem Structure: Frequency of Caloric Intake Categories 








Relationships in the Data. As students examined each variable individually and were 
not able to look at all variables at once, the structure described here is via chi-squared analyses of 
each variable as it relates to BMI individually. Mother’s BMI and Exercise level are related to 
BMI. Father’s BMI, Age and Caloric Intake are not related to BMI.  See below for the Chi 
Square analysis of each variable’s relationship to Respondent BMI. The Chi Square analysis of 




Body Mass Index Problem Structure: Relationships in the Data 
Father’s BMI is not related to Respondent BMI, X
2
=9.899, df =9, p=.359. 
 
Mother’s BMI is related to Respondent BMI, X
2
=36.861, df =9, p<0.001*. 
 
Age is not related to Respondent BMI, X
2
=12.828, df =9, p=0.171. 
 
Exercise Level is related to Respondent BMI, X
2
=22.020, df=6, p=0.01*. 
Caloric Intake is not related to Respondent BMI, X
2
=4.813, df = 6, p= 0.568. 
 
Year 1 intervention students participated in 10 class sessions over several weeks 
dedicated to Inquiry in their seventh grade Life Science class. They participated during their 
regularly scheduled Life Science sessions. The curriculum was introduced to the students as a 
typical lab investigation, aided by a guest teacher from a nearby university (in order to explain 
the presence of the research assistant). On the first day, students received the print-out of the 
Body Mass Index Investigation lab report. Students gathered their own data (see page 6 of 
Appendix A for the respondent sheet on which students gathered the data) on at least two 
respondents of their choice, assessing the respondent’s height and weight, parents' height and 




how to record data on the Respondent Data Sheet as well as how to get accurate data. For 
example, students were encouraged to not just ask respondents what they ate the day before, but 
also to ask about each meal individually as well as any snacks. They were told to ask for 
clarification, for example, if a respondent said they ate cereal for breakfast, the student should 
clarify whether this included milk so as to have an accurate calorie count. Students were told 
how to calculate calories by using websites provided on the lab report to look up caloric values 
for the reported food. Students calculated the BMI for the respondent and the respondent's 
parents, and also calculated the number of calories consumed. The lab report included a table for 
recording the values and categories for the data for both respondents.  Students were instructed to 
then submit their results online using a Google Form, which populated a spreadsheet that the 
author used to create the InspireData file.  Using these numbers, students then categorized each 
respondent into one of four levels of BMI (Underweight, Normal, Overweight, and Obese), the 
parents into the four levels of BMI, and similarly categorized the amount of exercise (high, 
medium, and low), the amount of calories consumed (high, medium, and low), as reported by the 
respondent, and Age (Young, Young Adult, Middle Age, and Senior). This work took place after 
session 1 and prior to session 2. The Inspire Data application allowed students to investigate the 
relationship between each of the variables and respondents' BMI. See Figures 1 for a screenshot. 
Students summarized their findings in a lab write-up (see Appendix A). Details of activities in 
each session are below. 
Table 14 
Seventh Grade Body Mass Index Investigation Schedule 
Session Content 
1 
                                                                                                                                                                                                                                                                         




Index (BMI). Students learned about the features they would study (Respondent 
BMI, Parent BMI, Exercise, Caloric Intake) and were taught how to use the 
respondent sheet. Students formed hypotheses about each variable on which 
they would collect data, and the effect they expected on respondent BMI. 
Between 
sessions 
Students gathered data from two adults on their weight, height, the weight and 
height of each parent, their food eaten in the last day, age, and exercise level. 
Student calculated the respondent’s BMI, each parent’s BMI, and calories eaten 
in the day. Students then submitted their respondent data online to a spreadsheet 
for all students. 
2 
The teacher and research assistant walked students through calculating the 
BMIs, and calorie intake.  They then introduced InspireData to the class.  
3 
The teacher and research assistant reviewed InspireData using BMI data as a 
whole class. 
4 Students analyzed data in InspireData in pairs. 
5 
The teacher explained correlations to students, including positive and negative 
correlations, and strong and positive correlations. Students continued their 
analysis in InspireData. See page 9 of the BMI Lab Report (Appendix A) for the 
correlations handout students received. 
6-8 Students analyzed data  using  Inspire Data 
9 
The teacher and research assistant introduced the concept of an interaction, 
explaining how the effect of one variable can be changed by the level of another 




10 Posttest: Cancer Task 
 
Students worked in groups of 4-5 using one computer. InspireData allows each case in 
the database to be represented by a single diamond (see Figure 1 for a screenshot). Students did 
such activities as change the color of the diamond representing each case, change the size of each 
diamond, and view the data in different  formats (such as pie graphs or Venn Diagrams). As the 
teacher and researcher circulated around the room, they encouraged students to try the 
representation that had been shown in the initial tutorial by using a stack plot graph, with the 
respondent’s BMI on the Y Axis and the other variables one at a time on the X Axis (See Figure 
1 for an example of a suggested plot). However, students were free to examine the data 
throughout the intervention.  The role of the teacher and the author was that of a “coach,” not a 
directive teacher. Rather than pointing out relationships in the data, the teacher and author 






Figure 1. InspireData screenshot portraying BMI on the Y-axis and Exercise on the X-axis.  
 
Posttest At session 10, the Cancer Task was administered to both the intervention 
classes and the control class. See the Measures section for a detailed description of this posttest.  
Year 2 
The purpose of the Year 2 intervention, as described earlier, was to situate the inquiry 
activity in typical science education curriculum content. Three eighth grade classes participated 
in the intervention. Although the length of the intervention remained constant across the three 
classrooms, there was variability in the density of participation. Two classes participated in the 
intervention during a half-day field trip to a nearby university computer lab. The remaining class 
participated in the intervention in their usual science classroom over a series of six class periods. 




4 hours (six sessions of 47 minutes each, minus approximately 10 minutes set up and clean up 
time, and one session of 4 hours, minus a 45 minute break). Of students who participated in 
eighth grade, approximately 58% had also participated in the seventh grade intervention, 
allowing an examination of whether an opportunity to participate in a second year of the 
intervention provided additional benefits. The eighth grade intervention took place more than 13 
months after the seventh grade intervention.  
Problem Structure. The focus of the investigation was factors affecting precipitation 
levels. The database, created to reflect authentic relationships, was designed by a Life Science 
teacher at the intervention school with the assistance of the author. Unlike the seventh grade 
intervention, students did not gather their own data, but rather received the database from the 
author in the InspireData file format. The creator of the database was not the science teacher for 
the students in the current study. The database consisted of 105 cases, with 35 cases having no 
precipitation, 35 cases having medium precipitation, and 35 cases having high precipitation.  See 
Table 15 for relationships present in the data. Air Pressure and Humidity were statistically 
significantly related to Precipitation, as determined by Chi Square analysis. See Appendix B for 
a visual representation of the database, as designed by a classroom teacher. 
Table 15 
 Precipitation Problem Structure: Relationships in the Data 
Wind is not related to Precipitation, X
2
=5.571, df =6, p=.473. 
Air Pressure is related to Precipitation, X
2
=54.600, df=2, p<0.001* 
 As Air Pressure goes down, Precipitation goes up. 
Humidity  is related to Precipitation, X
2
=49.900, df=4, p<0.001*   
As Humidity goes up, Precipitation goes up.  
Temperature is not related to Precipitation, X
2
=0.000, df =2, p=1.000 
 
Conditions. The three classrooms were randomly assigned to either a massed condition (2 




nearby university computer lab and the distributed condition took place at the students’ school. 
The students had either participated previously in the seventh grade intervention (the two-year 
participation group) or had not (the one-year participation group). Thus, Experience level was 
nested within the classroom, and the massed vs. distributed condition was assigned to the 
classrooms. Students participating in the massed condition consisted of 49.2% 2-year 
participants, and the remaining 50.8% of students were 1-year participants. The split was less 
even in the distributed condition where 67.7% of students were 2-year participants, and 32.3 
students were 1-year participants.  
 Whether students participated in the massed condition or the distributed condition, they 
participated in the same activities for the same amount of time. See Table 16 for a summary of 
activities.  
Table 16 
 Eighth Grade Precipitation Investigation Schedule 










Welcome and getting settled.  
Students sit with group at computers 
Teacher introduced the Precipitation topic.  
 
Whole-class discussion (teacher-led) of hypotheses, so 
students are aware that disagreement exists.   
Each of the four corners of the room had one large piece of 
paper with one variable listed at the top. Students wrote their 
names on the paper that corresponded with variables for 
which they there would be an effect on precipitation. 
Inspire Refresher by the author using the previous year’s 
BMI database. The previous year’s database was projected at 




Students given instructions on how to download the 





Students instructed to test their hypotheses and take notes. 
Students are told they are expected to discuss the 
investigation within their groups and draw and justify 
conclusions for each variable.  They were told they would be 
writing a final report about their findings. 
Free investigation of data. 
Coaches circulated. Coaching included asking “What are 
you finding out? What are these data telling you?” 
9:45-
10:15 
Free investigation of data. 
 
The author offered some clarification to the entire class on 
mistakes observed by the author in all classes. (For example, 
that 80% is not referring to a measure of humidity but a 
percentage of cases.) 
Students received the Final Report Outline. 
Session 3 
Free investigation of data 
Students are told to either circle their name on the large 
sheets of paper for each variable if they found that there is an 
effect for that variable, or to cross out their name if they 
found the variable is not causal. Although this can be 







Free Investigation of data.  
Preparation of joint research reports. 
Session 4 
Preparation of joint research reports. 
Students “shared” their reports via Google Docs with the 





Immediately prior to the posttest, the students were asked 
Question before posttest: “We examined four different 
variables and their possible effect on precipitation. Just by a 
show of hands, how many concluded that more than one 
thing affected precipitation? How many concluded that more 
than one thing can be predicted to influence precipitation?” 
The pencil and paper Posttest was administered Posttest with 
two sections: The Cancer Task and the Graph Reading Test. 
Session 6 
*Five minutes at the beginning and end of each class session (session 2-5) was spent 
distributing and returning computers. 
 
One-Day Procedure  
Participants in the single-day version met at their school, then walked with the author and 




in proper computer lab etiquette, such as the prohibition on food or drink while in the lab. 
Students were assigned a group of 2-3 students by the teacher and sat with that group in the 
computer lab. Also present was the author’s adviser and one additional research assistant who 
was available to assist with the intervention as the author needed to also be available for 
logistical concerns with the computer lab. 
The teacher and the author introduced the topic of precipitation and the four variables 
(Humidity, Air Pressure, Temperature, and Wind Direction) to be investigated to determine how 
they affect precipitation.  The terms were minimally introduced and defined for students. 
Precipitation and the related variables had not been previously introduced or discussed with 
students as the intervention took place at the beginning of the unit. Students then discussed with 
each other which variable or variables they expected to have a causal effect on precipitation.  
Students were asked to sign their names on four charts posted around the room, each labeled 
with one of the four variables, indicating whether they did or did not expect that variable to be 
causal. Students prior beliefs were then assessed. They were then presented a brief tutorial by the 
researcher on how to use InspireData using the database from the previous year’s BMI topic as 
review for some students (who had participated in Year 1) and as an illustration for others.  All 
student groups then downloaded the InspireData file from their email to their computers and 
started investigating the database. Groups worked together on one computer, but took notes 
individually.  Students were instructed to explore the data in order to make claims about the 
effect of each variable and to provide evidence for their claims. See Appendix C for InspireData 
screenshots of the database. The author offered clarification to the entire class on mistakes 
observed. At the conclusion, they were asked to return to the wall charts and to circle their names 




out their names if they had determined the variable was not causal. Students then took a break for 
45 minutes. Upon returning, students were given a research report outline (see Table 17) and 
began writing their research reports within their groups, with one report per group.  Students 
worked on their reports for one hour and then “shared” their document with the teacher and the 
author using the Google Documents sharing function. At this point the researcher administered 
the posttest. Prior to administering the posttest, students were asked the following question: 
“We examined four different variables and their possible effect on precipitation. Just by a 
show of hands, how many concluded that more than one thing affected precipitation? How 
many concluded that more than one thing can be predicted to influence precipitation?” 
No discussion was undertaken of the answers to the above question. This question was posed to 
give students another opportunity to recognize that their investigation had, if done successfully, 
uncovered two features that affected precipitation.  
Six-Session Procedure 
Students in the six-session version participated in the intervention in their usual science 
classroom during the school day. It occurred over six classroom sessions spread over two weeks. 
Present in the classroom was the classroom teacher and the author.  The procedure was otherwise 
identical to that for the single-session group, including completion of research reports and 
posttest administration. In the first session the teacher and the author introduced the topic of 
precipitation and the four variables (Humidity, Air Pressure, Temperature, and Wind Direction) 
to be investigated to determine how they affect precipitation. The terms were minimally 
introduced and defined for students. Precipitation and the related variables had not been 
previously introduced or discussed with students as the intervention took place at the beginning 




have a causal effect on precipitation.  Students were asked to sign their names on four charts 
posted around the room, each labeled with one of the four variables, indicating whether they did 
or did not expect that variable to be causal. Students’ prior beliefs were then assessed. They were 
then presented a brief tutorial by the researcher on how to use InspireData using the database 
from the previous year’s BMI topic as review for some students (who had participated in Year 1) 
and as an illustration for others. In Session 2 students downloaded the InspireData file from their 
email to their computers and started investigating the database. Groups worked together on one 
computer, but took notes individually. Students were instructed to explore the data in order to 
make claims about the effect of each variable and to provide evidence for their claims.   In 
Session 3, students received the research report outline and the author offered clarification to the 
entire class on mistakes observed. This clarification was consistent between all conditions. In 
Session 4 they were told to either circle their names on the large chart paper in the room to 
identify that they indeed found a causal relationship for that variable or to cross out their names 
if they did not find a causal relationship. Students prepared their reports jointly and at the end of 
the fifth session they shared their documents with the teacher and author using the Google 
Documents sharing function. The posttest took place during Session 6. Prior to administering the 
posttest, students were asked the following question: 
We examined four different variables and their possible effect on precipitation. Just by a 
show of hands, how many concluded that more than one thing affected precipitation? How 
many concluded that more than one thing can be predicted to influence precipitation? 
No discussion was undertaken of the answers to the above question. This question was posed to 
give students another opportunity to recognize that their investigation had, if done successfully, 





Role of Coaches. As in Year 1, the role of the teacher and the research assistants (the 
author and one additional graduate student in the massed condition) was not to tell students what 
to do; rather, they served as “coaches.”  As coaches, they offered assistance when needed, but 
through redirecting students back to the data and through asking them what they saw. For 
example, in answer to student questions such as “Is this the right answer?” the coach redirected 
the student to the data and asked, “What do the findings show?” and “What is the relationship?” 
and “What is your evidence?” Students often pointed to the graph on the computer screen as 
“evidence,” and the author then asked them to describe it as if the author could not see it, to 
encourage them to describe the evidence. See Appendix D for a decision tree describing the 
process of scaffolding. 
Posttests 
 Three measures, the Research Report, Cancer Task, and Graph Interpretation Posttest, 
contribute to provide a picture of both individual and collaborative scientific reasoning. Students 
completed the Research Report in groups as part of the intervention. The Cancer Task and Graph 
Interpretation Posttest were completed individually after the completion of the Research reports, 
during the final 45 minutes for the Massed Condition and in the final class period for the 
Distributed Condition.  
Measure 1: Research reports 
 
As described above, students in groups of two or three prepared research reports 
describing their findings. See Table 17 for the outline of the research report that was distributed 
to the students.  Students were assessed on their ability to correctly identify causal relationships 





Research Report Outline, Year 2 (eighth grade) 
Research Report: What Variables Affect Precipitation? 
 
OUTLINE 
I.  What was the purpose of our investigation? FIND OUT WHICH VARIABLES 
 MAKE A DIFFERENCE TO Precipitation. 
II.  What hypotheses did we begin with? (Which variables did we think would make a 
difference to Precipitation?) 
III.  What was our investigation plan? TO STUDY INSPIRE DATA PLOTS OF 
 RELATIONS BETWEEN EACH VARIABLE & PRECIPITATION 
IV.  What investigation methods did we use? ANALYZE INSPIRE DATA PLOTS 
V.  What conclusions were we able to draw? 
 a. Present a separate conclusion for each variable you investigated, stating  whether it 
DOES or DOESN’T make a difference to Precipitation. 
 State the EVIDENCE you have to support each conclusion. (Conclusions 
 without evidence to support them are of no value.) Insert an INSPIRE picture, 
 if this helps, but also use words to explain. 
b . Extra credit: For each variable you conclude makes a difference, answer this question: 
Does this variable ALWAYS make a difference? Or does it only 
 SOMETIMES make a difference, depending what the levels of other variables 
 are? (If you answer yes, you have an INTERACTION.) 
 If yes, explain what this variable’ s making a difference depends on. 
 In other words, WHEN does it make a difference and when not? 
 
VI.  Discussion 
 a. For each variable you conclude makes a difference, answer this question: 
 WHY do you think this variable affects precipitation? Come up with your own 
 ideas here. 
 Extra credit: How could you test whether your idea is correct? 
 b . Extra credit: What other variables, than the ones you studied, do you think 
might  affect precipitation?  
 c. Other comments 
 
Measure 2: Graph Interpretation Posttest 
 
 The Graph Interpretation Posttest allows evaluation of whether students successfully can 
read an InspireData graph individually, as opposed to within the group setting of the 
intervention. Students took this posttest individually. Students evaluated a graph demonstrating a 




a version of the database students used in Year 1 – the Body Mass Index database. Please see 
below for the posttest graphs and questions asked.  
 
Graph Interpretation Posttest. Students completed the three-part Graph Posttest after 
completing the Cancer Task.  This posttest assessed students’ ability to read and interpret an 
InspireData graph. The first part of the Graph Posttest evaluated students’ ability to read and 
interpret a main effect. Question 2 was similar but entailed an interaction effect. Question 3 
provided an additional transfer assessment of ability to read a graph presenting both a main 
effect and an interaction effect. Students were evaluated on their ability to read the graph 
correctly, make claims, use evidence to support claims, and on whether they were able to both 
detect and describe the presence of interactions in the data. 
Questions 1 and 2 used graphs created using a Body Mass Index database, which is the 
content of the investigation used in seventh grade. The database is not the same one used by the 
2-year participants (the data is similar but not identical) but the content was likely to be familiar 












Graph Interpretation Posttest 
Question 1. 
 
1. Look at this graph from InspireData with BMI data from a past class. The Count function is 
set to list the Percent of Column.  What claim can you make about the effect of Mother’s BMI on 
the Respondent’s BMI? 
What is your evidence?  Be as specific as possible. 








change the conclusions you drew regarding the relation between Mother’s BMI and 





3. This data display shows the number of trips per gallon of gas that two kinds of cars make in 
two kinds of road conditions.  What conclusions can be drawn? 
What is your evidence?  Be as specific as possible. 
 
 
Measure 3: Cancer Task 
 
The Cancer Task provided an opportunity for students to describe how they would design 
an investigation into why two parts of a city had differing cancer rates. Students completed this 
prompt individually using pencil and paper.  The prompt is below: 
The Public Health department of Portland Ohio has noticed that the percentage of 
residents diagnosed with cancer is much higher in the inner city than in the outlying 




assigned the job. Describe the scientific study or studies you would do; include 
hypotheses, methods, and analysis and interpretation of results. 
Answers to this prompt were coded on two dimensions as described by Kuhn et al. (under 
review): whether or not the student designed a study that utilized two-group comparison and 





CHAPTER IV:  
RESULTS 
Coding 
Assessment 1: Research Report  
 
The four variables students were to report on are humidity, air pressure, wind direction, 
and temperature. The focus of the research report was the conclusions students came to about the 
causal status of each of these. The conclusions for each of the four variables were coded with 
respect to both correctness of the claim and quality of the claim, as well as evidence used to 
support it. First, each report was scored for whether it correctly identified which variables are 
causal. Then, for the causal variables, it was scored for whether the student correctly described 
the direction of relationship the variable has with precipitation (positive or negative).  Next, each 
claim was scored on a scale of 0-2 and use of evidence was scored on a scale of 0-3 (see Tables 
19-21 for coding scheme). Finally, each report was scored for whether they described any 






 Coding Scheme for Research Report for variable “Humidity” (Positive correlation) 
Item Purpose Scoring 
Causal (Yes or 
No) 
Did the report identify 
Humidity as causal? 
Yes: If student identified this variable as 
causal. 
No: Any other answer 
Causal Correct 
(Yes or No) 
If they identified Humidity 
as causal, did they identify 
the correct relationship 
(positive correlation)? 
Yes: Students identified Humidity as causal 
and correctly identified the relationship as a 
positive correlation. 
No: Any other answer. 
Claim Score (0-2) How clearly and fully do 
they state their claim about 
Humidity?  
0: Missing, or Nonsense. 
“I used my trends to get my conclusion.” 
1: Must be correct. 
And relationship stated, but no explanation or 
direction to the causal statement. 
“Humidity does affect precipitation.” 
2: Correct, and a directional relationship is 
clearly stated. 
“The higher the humidity, the higher the 
precipitation.” 




Does the report provide 
evidence for the claim? 
How well does the report 
support the claim with 
evidence?  
0: Missing; nonsense 
“My evidence is the graph.” 
1: Describes a trend;  
Or uses a single data point;  
“The higher the humidity, the higher the 
precipitation.” 
“Humidity did affect precipitation because 
when the rain fall was medium there was a 
74.3% of medium rainfall this show that 
whenever it was medium there was more 
medium rain. This proves that humidity does 
affect precipitation and that when there is 
medium h humidity there is medium 
precipitation.  
Or evidence does not support claim 
2: Provides comparative data points;  
And evidence is chosen to support the claim 
(as opposed to the stated evidence just being 





And Partially consistent with the claim OR 
lacks synthesis; 
“80% of the time there was high humidity, 
there were also high levels of precipitation 
and 54% of the time there was medium 
precipitation, there was high humidity.” [No 
synthesis follows] 
3: Evidence is consistent with the claim,  
And provides comparative data points;  
And evidence is chosen to support the claim; 
And direct connection to the claim in that the 
data is synthesized and described. 
“For low humidity, there was 80% of no 
precipitation. For medium humidity, there 
was 43.3% of medium precipitation and for 
high humidity, there was 80% of high 
precipitation. On days with low humidity 
there was no precipitation (0%) and on days 
with hi [sic] precipitation there is a lot of 
precipitation which means that precipitation 
is affected by the amount of humidity. The 
lower the humidity the lower the precipitation 




 Coding Scheme for Research Report for variable “Air Pressure.” (Negative Correlation). 
Item Purpose Scoring 
Causal (Yes or 
No) 
Did the report identify 
Humidity as causal? 
Yes: If student identified this variable as 
causal. 
No: Any other answer 
Causal Correct 
(Yes or No) 
If they identified Air 
pressure as causal, did they 
identify the correct 
relationship (negative 
correlation)? 
Yes: Students identified Air Pressure as causal 
and correctly identified the relationship as a 
negative correlation. 
No: Any other answer. 
Claim Score (0-2) How clearly and fully do 
they state their claim about 
Air Pressure?  
0: Missing, or Nonsense. 
“I used my trends to get my conclusion.” 
1: Must be correct. 
And relationship stated, but no explanation or 
direction to the causal statement. 




pressure had an effect on how much it rained 
in the particular spot.” [No mention of 
direction of the relationship] 
2: Correct, and a directional relationship is 
clearly stated. 
“The higher the air pressure the least likely 
the chance of precipitation.” 
Evidence Score 
(0-3) 
Does the report provide 
evidence for the claim? 
How well does the report 
support the claim with 
evidence?  
0: Missing; nonsense 
“My evidence is the graph.” 
1: Describes a trend;  
Or uses a single data point;  
Or evidence does not support claim 
“We saw the inverse result happen with air 
pressure, with low air pressure causing an 
80% spike in rain.” 
2: Provides comparative data points;  
And evidence is chosen to support the claim 
(as opposed to the stated evidence just being 
all the data the students gathered for that 
variable);  
And Partially consistent with the claim OR 
lacks synthesis; 
“We found that 80% of the time that there was 
high air pressure, there was no precipitation. 
Also, 50% of the time that there was low air 
pressure, there was high precipitation.”[No 
synthesis followed]  
 
3: Evidence is consistent with the claim,  
And provides comparative data points;  
And evidence is chosen to support the claim; 
And direct connection to the claim in that the 
data is synthesized and described. 
“When we used Inspire, we found that 80% of 
the time that there was high air pressure, 
there was no precipitation. Also, 50% of the 
time that there was low air pressure, there 
was high precipitation. Overall, the higher the 






Coding Scheme for Research Report for variable “Wind Direction” and “Temperature.” (No 
Correlation) 
Item Purpose Scoring 
Causal (Yes or 
No) 
Did the report identify this 
variable as causal? 
Yes: If student identified this variable as non-
causal. 
No: Any other answer 
 
Note: Wind Direction is not causal, so there is 
no code for whether they wrote the correct 
type of relationship (negative or positive 
correlation) as there is no correct direction. 
Claim Score (0-2) How clearly and fully do 
they state their claim about 
Wind Direction?  
0: Missing, or Nonsense. 
“I used my trends to get my conclusion.” 
1: Attempt made at a claim, but unclear 
description of relationship. 
“Wind direction also affects precipitation 
because when the wind comes from the East 
or West, it changes the amount of 
precipitation.”  
2: Clearly state there is no relationship. 
“Unlike air pressure and humidity, wind 
direction and temperature didn’t affect levels 
of precipitation.”  
Evidence Score 
(0-3) 
Does the report provide 
evidence for the claim? 
How well does the report 
support the claim with 
evidence?  
0: Missing; nonsense 
“My evidence is the graph.” 
1: Describes a trend;  
Or uses a single data point;  
Or evidence does not support claim 
“All the results for temperature were roughly 
the same, therefore we considered the 
evidence void.” 
2: Provides comparative data points;  
And evidence is chosen to support the claim 
(as opposed to the stated evidence just being 
all the data the students gathered for that 
variable);  
And Partially consistent with the claim OR 
lacks synthesis; 
“The cases for wind direction were evenly 
distributed. Wind direction was east or west 




was north or south, the precipitation for each 
direction and level was the same (5 cases 
each). 57.1% of the time temperature was 
high, there was either no, medium, or high 
precipitation.” 
3: Evidence is consistent with the claim,  
And provides comparative data points;  
And evidence is chosen to support the claim; 
And direct connection to the claim in that the 
data is synthesized and described. 
“Temperature does not affect precipitation 
because in some places there was a 33.3% 
chance of it not precipitating, moderate 
precipitation and high amounts of 
precipitation. The temperature does not make 









Variables that interact 
Did the report identify any interactions? 
Yes: They describe an interaction 
between two or more variables. 
“When humidity is low, temperature has 
no effect, but when it is high, a higher 
temperature leads to more 
precipitation.” 
No: They do not describe any 
interactions, only main effects. 
If so, what variables did they 
identify?  
List of variables identified 





A primary coder (the author) coded all responses, and a proportion (17%) of responses 
across conditions was coded by a second coder. Inter-rater reliability on the research report was 
achieved, yielding a 94% percentage agreement. For this measure there are 36 reports, less than 
the total number of students, because students worked in groups of 2 or 3. 
Assessment 2: Graph Interpretation Posttest 
 
 The Graph Interpretation Posttest was evaluated to determine whether students could 
accurately interpret an InspireData graph. See Table 23 for the graphs and questions and Tables 






Graph Interpretation Posttest 
Question 1. 
 
1. Look at this graph from InspireData with BMI data from a past class. The Count function is 
set to list the Percent of Column.  What claim can you make about the effect of Mother’s BMI on 
the Respondent’s BMI?  What is your evidence?  Be as specific as possible. If you are 
overweight (but not obese), what BMI will your mother most often have? 
Question 2. 
 
2. Here are the same findings, but now with exercise level also shown.  Does this data display 
change the conclusions you drew regarding the relation between Mother’s BMI and 






3. This data display shows the number of trips per gallon of gas that two kinds of cars make in 
two kinds of road conditions.  What conclusions can be drawn? 
What is your evidence?  Be as specific as possible. 
 
For Question 1, students evaluated a graph demonstrating a main effect of Mother’s BMI 
on Respondent’s BMI. As the Mother’s BMI went up, so did the Respondent’s BMI. Students 
first were scored on whether they correctly identified the main effect (that as Mother’s BMI 
rises, the Respondent’s BMI also rises) present in the data. Then the students were scored on 
whether they made a successful and clear claim about the relationship present, followed by an 
evaluation of how well they supported their claim with evidence. Finally, students were asked 
what the Mother’s BMI was most likely to be if the respondent was Overweight. The correct 







Coding of Question 1 of the Graph Interpretation Posttest. 
Question 1. Can the student read a main effect? See Table 23 for the posttest. 




Did the student correctly 
identify the main effect 
present in the data? 
Yes: Student correctly states that mother’s BMI is 
related to respondent’s BMI. 
No: Student either does not state a relationship, or 




Did the student make a 
successful and clear claim 
about the relationship 
represented on the 
InspireData Graph between 
Mother’s BMI and 
Respondent’s BMI? 
0: Missing, Nonsense. 
1: Must be correct. 
And relationship stated, but no explanation or 
direction to the causal statement. 
“I can make the claim that the Mother’s BMI has an 
affect [sic] on the respondent’s BMI.” 
2: Correct, and a directional relationship is clearly 
stated. 




Did the student successfully 
support their claim with 
evidence read correctly 
from the InspireData graph? 
0: Missing; nonsense; Or data is wrong (read 
incorrectly off the graph). 
“My data is the graph.” 
1: Describes a trend, instead of numerical data;  




Or evidence does not support claim;  
“73.5% of the mothers who had a normal BMI, their 
child also had a normal BMI.” 
2: Consistent with claim; And evidence is chosen to 
support the claim (as opposed to the stated evidence 
just being all the data the students gathered for that 
variable); and must provide numerical data (not 
simply describing a trend); And must provide 
comparative data points. 
“This is supported by the fact that 75% of thing 
respondents had thin mothers, 73.5% of normal BMI 
respondents had normal BMI mothers, and so on.” 
3: All of the above for 2; And a direct connection to 
the claim in that the data is synthesized and 
described. 
“If your mother is thin, there is a 75% chance you 
will be thin. If the mother is normal, there is a 73.5% 
chance the child will be normal. If the mother is 
overweight, there is a 47.1% chance the child will be 
overweight (still the largest percent, compared to 
30%, 17.6%, and 12.5%. If the mother is obese, there 
is a 43.3% chance the child will be too (as opposed 










Did the student read the 
data represented on the 
InspireData graph correctly 
in order to identify what the 
mother’s BMI would be if 
the respondent were 
overweight? 
Correct: Obese 
Incorrect: Any other answer 
 
For Question 2, students viewed a graph showing the interaction of Exercise with 
Mother’s BMI on the respondent’s BMI. This was evaluated for correctness, claim, and use of 
evidence. Finally, they were evaluated for whether they used any language to describe the 
interaction between Mother’s BMI and Exercise. The interaction present in the data was that 
when an individual had high exercise, the mother’s BMI had less of an effect on the respondent’s 
BMI than when the respondent had low exercise. Students may observe the interactive effect and 
have a rudimentary understanding of an interaction. Students were scored on whether they 
identified the interaction at all, and if so, whether they provided clear, sophisticated descriptions 
of the interaction as opposed to presenting a more rudimentary understanding.   
 
Table 25 
Coding of Question 2 of the Graph Interpretation Posttest 
Question 2 of the Graphing Test. Can the student read an interaction effect? 
Item Purpose of item Scoring 






identify the interaction 
present in the data? 
 
No: Student does not correctly state that there is an 
interaction between Mother’s BMI and Exercise. 
And, 
Student may make a claim about the main effect 
Mothers BMI on respondent’s BMI; 
Or student may make a claim about the main effect 
Exercise on respondent’s BMI. 
 
Yes: Student correctly states that the relationship 
between Mother’s BMI and Respondent’s BMI is 
affected by the respondent’s level of exercise.  
 
Note: The student may make a claim about the main 
effect of either exercise or Mother’s BMI on 
Respondent’s BMI as long as they also make a claim 




Did the student make a 
successful and clear claim 
about the interactive 
relationship presented on 
the InspireDta graph 
between Mother’s BMI and 
0: Blank; Nonsense. 
Or, Student may make a claim about the main effect 
Mothers BMI on respondent’s BMI; 
Or student may make a claim about the main effect 
Exercise on respondent’s BMI. 




Exercise on Respondent’s 
BMI?  
direction to the causal statement. Must explain that 
there is a difference in the effect of Mother’s BMI 
that depends on the level of Exercise. 
“The data that is displayed changes the conclusion 
that I drew because it shows that when a mother 
exercise is low there are more often to be obese and 
when there exercise is high they are normal.” 
 
2: Claim must be correct, include the interaction of 
Mother’s BMI and Exercise on Respondent’s BMI, 
and the difference must be clearly stated. 
“This data display indicates that while the mother’s 
BMI influence the child’s BMI, high exercise can 
cause the child’s BMI to be different (more healthy) 
and low exercise can as well (to be less healthy, i.w. 
obese though the mother was normal).” 
Evidence 
(0-3) 
Did the student successfully 
support their claim with 
evidence read correctly 
from the InspireData 
graph? 
0: Missing; nonsense; Or data is wrong (read 
incorrectly off the graph). 
1: Describes a trend, instead of numerical data;  
Or uses a single data point; 
Or evidence does not support claim;  
“Children moms who are obese and do low exersize 




“This graph does change my conclusion because the 
low exercise graph is very scattered.” 
2: Consistent with claim; And evidence is chosen to 
support the claim (as opposed to the stated evidence 
just being all the data the students gathered for that 
variable); and must provide numerical data (not 
simply describing a trend); And must provide 
comparative data points. 
“When the respondent has an obese mom and low 
exercise, they always are overweight or obese, but 
when they have high exercise and an obese mom, 
80% of the time they have a normal BMI.” 
 
“When the respondent has an obese mom and low 
exercise, they always are overweight or obese, but 
when they have high exercise and an obese mom, 
80% of the time they have a normal BMI.” 
 
3: All of the above for 2; And a direct connection to 
the claim in that the data is synthesized and 
described. 
“100% of respondents who have low exercise and 




obese, but a respondent with high exercise is most 
likely (14 out of 18) to have a normal BMI. So, even 
though a mother’s BMI affects the respondent’s 
BMI, the respondent can change this by exercising 





Did the student use any 
interactive language to 
describe the relationships 
demonstrated in the 
InspireData graph? 
 
0: No interactive language used. 
1: Some interactive language used. Interactive 
relationship in the data is described. 
“When the exercise is low, the mother’s BMI and 
respondent’s BMI are the same. But when exercise 
is high, they aren’t the same.” 
2: Clear interactive language used. Interaction is 
defined. 
“The effect of mother’s BMI on respondent’s BMI 
changes depending on the exercise level.” 
For Question 3, students viewed a graph where the outcome variable was the number of 
trips cars were able to make on a single gallon of gas. The cars were either Car A or Car B, and 
the second variable was Driving Condition, with the two conditions being city and highway. The 
graph demonstrated that both cars had the same gas efficiency in city driving, but on the 
highway, Car A was superior. Students were evaluated for whether they correctly identified the 
interactive effect or the main effect, how well they stated their claims, how well they supported 





 Coding of Question 3 of the Graph Interpretation Posttest 
Question 3 of the Graphing Test. Can the student read an interactive effect? 





Did the student 
correctly identify 
the relationships 
present in the 
InspireData graph? 
 
They could identify either the Main Effect of Driving 
Condition (City driving yields better mileage than 
Highway driving) or Car (Car A is superior to Car B).  
They could also identify the Interactive effect of Car and 
Condition, wherein Car has no effect in the City (where 
both cars have equal mileage), but on the Highway, Car 
does have an effect (With Car A being superior). 
 
No: Blank; Nonsense 
“If car B drove on the highway, the owner would either 
have to make 5 or 6 trips. 
Yes-Main: Student identified at least one Main Effect (of 
either Car or Condition). 
“You can draw the conclusion that in the city, you can take 
more trips per gallon of gas.” 
Yes-Interactive: Student identified the Interaction of Car 
and Condition. 
“It can be concluded that a majority of car A cars are able 
to make 7 or 8 trips in the city (8 cases each), which is the 




can make 6 or 7 trips (8 cases each), while car B cars can 
only make 5 or 6 trips (8 cases each.) 
No: Incorrect claim made. 
Claim  
(0-2) 
Did the student 
make a successful 
and clear claim 
about the interactive 
relationship 
represented on the 
InspireData Graph 
between Condition 
and Car on Mileage? 
0: Blank; Nonsense. 
1: Must be correct. 
And relationship stated, but no explanation or direction to 
the causal statement.  
Main Effect: “A conclusion that could be drawn is, its 
[sic] easier and better to drive in the city rather than on a 
highway.” 
 
Interactive Effect: “Car b has to make less trips in the 
highway than car A does and car A + B have to make the 
same amount of trips in the city.” 
 
2: Claim must be correct, Directional relationship must be 
described. 
Main Effect: “You can draw the conclusion that in the city, 
you can take more trips per gallon of gas.” 
 
Interactive Effect: “I can say that car a on highway 
conditions could make more trips than car b on highway 







Did the student 
successfully support 
their claim with 
evidence read 
correctly from the 
InspireData graph?  
0: Missing; nonsense; Or data is wrong (read incorrectly 
off the graph). 
“16/20 cars of car B that drove on the highway either 
made 5 or 6 trips.” 
1: Describes a trend, instead of numerical data;  
Or uses a single data point; 
Or evidence does not support claim;  
Main Effect: “The conclusion that can be drawn from this 
are that people can get better miles per gallon of gas in a 
city. We can see in car A that the car can get nine trips per 
gallon maximum in a city, as opposed to the amount of 
eight on the highway.” 
 
Interactive Effect: “Car b has to make less trips on the 
highway because it has lower amount of trips than car a 
does. Car A + B make the same amount of trips in the city 
because the numbers in the data are exactly the same.” 
 
2: Consistent with claim; And evidence is chosen to 
support the claim (as opposed to the stated evidence just 
being all the data the students gathered for that variable); 




trend); And must provide comparative data points. 
Main Effect: “2 car As went on 5 trips per gallon, 8 went 
on 6 trips per gallon, 8 went on 7 trips per gallon and 2 
went on 8 trips per gallon, compared to car B which had 
less trips per gallon than car A.” 
 
 
Interactive Effect: “It can be concluded that a majority of 
car A cars are able to make 7 or 8 trips in the city (8 cases 
each), which is the same for car B cars. On the highway, 
however, car A cars can make 6 or 7 trips (8 cases each), 
while car B cars can only make 5 or 6 trips (8 cases each.) 
 
3: All of the above for 2; And a direct connection to the 
claim in that the data is synthesized and described. 
Main Effect: “For a car on the highway there’s less trips 
per gallon of gas compared to a car in the city. The car on 
the highway has 5-8 trips while the car in the city has 7-9, 
a much bigger number.” 
 
Interactive Effect: “The conclusion can be drawn that car 
A and B have the same performance in the city, they have 
the exact same data points. Car A performs better on the 




gas while car B, with the same amount of gas, makes only 
seven. Car A can also make 7 trips on the highway for less 




Did the student use 
any interactive 
language to describe 
the relationships 
demonstrated in the 
InspireData graph? 
0: No interactive language used. 
1: Some interactive language used. Interactive relationship 
in the data is described. 
“When the cars are in the city, they are the same. But when 
they are on the highway, Car A is better.”  
2: Clear interactive language used. Interaction is defined. 
“The effect of car on mileage depending on the driving 
condition.” 
 
 A primary coder (the author) coded all responses, and a proportion (16.5%) of responses 
across conditions was coded by a second coder. Inter-rater reliability was achieved, yielding an 
88.2 percentage agreement. For this measure there were 91 responses. A single subject’s 
response was not returned to the author and is missing. This subject took part in the Massed 
condition.  
Assessment 3. Cancer Task  
  
Assessment 3, the Cancer Task, allowed evaluation of students on a transfer task. It 
allowed us to assess their explicit mental model of multivariable causality, as well as 
demonstrate whether they would use the correct scientific approach by using two-group 




of Variable Type with illustrations from students’ work, and Table 28 with the same information 
for use of two-group comparison, as described by Kuhn et al. (under review).  
Table 27 
 Variable Types with Descriptions and Illustrations 
Variable Type  Description  Illustration  
Single  
These students list one (or 
less) variable as the cause 
of the difference in cancer 
rates. 
“If the water was contaminated, then would could 
test the people who have been drinking this 
water. Then the company where the water has 
been cleaned would have to clean and check the 
water.”  
Alternative  
These students describe 
multiple options, but 
ultimately one variable as 
being the cause of the 
difference in cancer rates.  
Multiple variables 
identified, but a single 
variable determined to be 
causal. 
"I would expect to find that maybe a quarter of 
the people that participated was [sic]diagnosed 
with cancer, either due to being in too much 
sunlight or having a family history of cancer."  
Additive  
These students described 
multiple causes that may 
be additive for the 
difference in cancer rates.  
"...I will compare each varaibles [sic] with the 
cancer rate and find out whether this variable 
will or will not make a difference to the cancer 






investigated in the 
hypothesis and/or method 
section, and multiple 
variables determined to be 
causal. 
make a difference to cancer rate and see if each 
variable always make a difference."  
"I’d be able to conclude that pollution and waste 
are affecting the citizen’s health.” 
 
Table 28 
 Coding use of two-group comparison with descriptions and illustrations 
 Description  Illustration  
Two-Group 
Comparison  
These students designed a 
study that would gather data 
from both the inner city and 
the outlying areas.  
 “In my investigation I would select a minimum of 
20 (or more) inner cities and record the cancer 
rate and (student’s underline) pullation [sic] level 
of all 20 inner cities. Then I would select 20 
outlying neighborhoods and also record their 
pollution rate and their cancer rate.”  
"How I will go about and start my investigation is 
that I will interview people from the inner city and 




These students designed 
studies that did not gather 
information from both the 
“I would compare the water used by that [the inner 
city] community to clean bottled water.”  




inner city and the outlying 
areas.  
city area on whether or not they have health 
insurance and I will also get scientists (more like 
pay them) to test the air quality in that area." [with 
no mention of testing the air or doing a survey in 
the outlying areas]  
 
Previous reliability 
Inter-rater reliability was achieved on this instrument previously (Kuhn et al., under 
review), yielding a percentage agreement of 86% (Cohen’s kappa= .717) for use of two-group 
comparison coding and a percent agreement of 88% (Cohen’s kappa =.802) for variable type.   
Statistical Analysis 
Descriptive Statistics 
Assessment 1: Research Report 
 
In the Research Report, students identified variables they identified as causal within the 
Precipitation database, made claims about relationships, and provided evidence to support those 
claims. In this section descriptive statistics are provided across all classes and conditions for all 
students who participated in this intervention. Of first concern was whether students identified 
multiple variables as causal, or whether they considered one variable to have all of the causal 
power. Almost all of the reports identified multiple variables as having a causal relationship with 
Precipitation. Only two reports out of 36 (representing 5.6% of all reports) identified only a 
single variable as causal. No reports identified all four variables as causal. Twenty-three reports 




Reports were then evaluated for whether they correctly detected which variables were in 
fact causal. Of the four variables investigated by the students, two were causal (humidity and air 
pressure) and two were non-causal (temperature and wind direction). Of the 36 reports, 33 
correctly identified both variables as causal, representing 91.7% of cases. Of the incorrect 
reports, one identified neither causal variable as causal, and (as reported above) two identified 
only one of the causal variables as causal. Of the 33 reports that correctly identified both causal 
variables as causal, 23 reports correctly identified the type of relationship (positive or negative) 
for both variables, representing 63.9% of all reports. An additional 10 reports, representing 
27.8% of all reports, identified the correct type of relationship for one of the two causal 
variables.  
Two of the variables, temperature and wind direction, did not have an effect on 
precipitation. Eleven reports correctly identified both non-causal variables, representing 30.6% 
of reports. Twenty-five reports incorrectly identified one non-causal variable as causal, 
representing 69.4% of reports. No reports claimed that both non-causal variables were causal.  
In total, 10 reports correctly identified all variables as either causal or non-causal, 24 
correctly identified the causal status of three variables, one report correctly identified the causal 
status of two variables (this report identified one causal variable correctly and one non-causal 
variable correctly), and one report identified only one variable correctly (this report correctly 
identified the causal status of a non-causal variable).  
The next aspect of the research report to be evaluated was the nature of claims about the 
causal status of each variable. Claims were scored on a scale of 0-2. A score of 0 represents 
nonsense or a missing claim, a score of 1 represents a mid-range claim that is not entirely clear, 




Tables 19-21). A majority of reports had a score of 2 for the claim about humidity, with all but 
one report scoring at least a score of 1.  
 
Figure 2. Research Report humidity claim score frequency. 
 
 The claim score for Air Pressure showed similar success, with 64% of reports scoring the 
highest score of 2 for the claim made about Air Pressure, and 25% scoring at least a score of 1. 





Figure 3. Research Report air pressure claim score frequency. 
 
 Students showed less success at making claims for the non-causal variables of wind 
direction. For wind direction, only 39% of students scored the highest score of 2, with 36% 
scoring at least a 1, and a full quarter of students scoring only a zero.  
 





For Temperature, however, the highest number of reports achieved a claim score of 2, with 75% 
of reports reaching this highest claim score. 14% of reports scored a 1 and 11% scored a 0.  
 
Figure 5. Research Report temperature claim score frequency. 
 
 For each of the four variables, reports received evidence scores ranging from 0 to 3, with 
0 being missing evidence or nonsense at the lowest and 3 being correct, comparative, numerical 
evidence that is described. (See the previous section for specifics of the coding scheme.)  
 





 For the first causal variable, Humidity, 42% of reports received an evidence score of 1, 
with just over half of all reports scoring a 2 or higher. Just 6% of reports scored 0 (see Table 19 
for coding of variable Humidity). 
 
 
Figure 7.  Research Report air pressure evidence score frequency. 
 
 Students scored similarly for the other causal variable, Air Pressure, with 36% of students 
scoring a 2 or higher. More students did score a 0 for Air Pressure evidence than for humidity, 





Figure 8. Research Report wind direction evidence score frequency. 
 
 Evidence scores were lower for the first non-causal variable, Wind Direction, with 42% 
of reports scoring a zero, 33% scoring a 1, only 22% scoring a 2, and just 3% (1 report) scoring 
the top score of 3 (see Table 21 for coding of the variable Wind). 
 





Evidence scores for temperature, the second non-causal variable, were somewhat higher 
than for wind direction with 19% of reports scoring the highest score of 3 and another 28% 
scoring 2. A quarter of reports scored a 1, with 28% scoring 0 see Table 21 for coding of the 
variable Temperature). 
See Appendix E for an analysis of the difference in performance for each of the four 
variables.  
A final assessment of the research reports was of whether the students correctly identified 
the interaction between Temperature and Humidity, but no report did.  
Assessment 2: Graph Interpretation Posttest  
 
The Graph Interpretation Posttest provides an evaluation of students’ ability to interpret 
graphs created on InspireData. Question 1 of the Graph Interpretation Posttest evaluated whether 
students could successfully interpret a main effect on an InspireGraph. Most students 
successfully identified that there is a relationship between the variables in Question 1, with 
82.4% of students answering correctly, as represented by students scoring a 1 or a 2 for their 
claim (see Table 24 for coding of Question 1 of the Graph Interpretation Test). Also evaluated 
was the claim on a scale of 0-2, with 0 being nonsense or irrelevant, 1 being correctly identifying 
that there is a relationship and 2 being correct that there is a direction as well as a clear 
description of the relationship between the variables. Over a quarter of students correctly 














 Providing evidence to support a claim proved more difficult for the students, with only 
2.2%, representing only 2 cases, scoring the highest level of 3, and just over a quarter of 
students, 28.6%, scoring at level 2. Most students, 53.8%, scored a level of 1, and the remaining 
15.4% of students scored a 0.  
 The final part of Question 1 asked students to identify what BMI a mother was most 
likely to have if her child were Overweight. The correct answer, based on the graph provided, is 
Obese. By looking at the graph, students could see that there were 24 cases when the respondent 
was Overweight, and of those cases, one time the Mother was Thin, once the mother had a 
Normal BMI, eight times the mother had an Overweight BMI, and nine times the mother had an 
Obese BMI. Therefore, the correct answer is “Obese.” A student correctly reading the graph 
would answer “Obese,” but only five students gave this answer, representing 5.5% of responses. 
Some students simply did not answer the questions while others offered nonsense answers, such 
as “17.60%” which demonstrated that they did not understand the question, or they did not 
understand how to read the graph. Four students said that the mother would most likely be 
“Overweight or Obese,” which could indicate a rudimentary ability to read the graph, or could 
mean that students were using their claim about the relationship between Mother’s BMI and 
Respondent’s BMI to predict, as opposed to reading the graph. Over half of students reported 





Responses to Question 1, Graph Interpretation Posttest, what weight would your 




Overweight or Obese 4.4% 
Normal 2.2% 
Thin 2.2% 
Normal or Overweight 2.2% 
Did not answer 20.9% 
Answer was not a BMI (“Medium” 
or reported a percentage) 
4.4% 
 
Question 2 asked whether students could successfully interpret an interaction effect 
shown on an InspireData graph. Question 1 showed a positive correlation between Mother’s BMI 
and Respondent’s BMI, but the Question 2 graph demonstrated that this relationship changes 
when Exercise is taken into account. For Respondents with High Exercise, the effect of Mother’s 
BMI is limited, whereas for Respondents with Low Exercise, the positive correlation persists.   
Ten students, representing 11% of all responses, did successfully identify this interaction. The 
remaining responses consisted of students either simply not answering the question or stating 
that this graph did not change their interpretation of the effect of Mother’s BMI on Respondent’s 
BMI. Most students received a score of 0 for the claim made for Question 2. Over a quarter of 
students scored a 1 on claim. This number is higher than the number of students who correctly 




effect of exercise on BMI or the main effect of mother’s BMI on respondent BMI. Only two 
students received a claim score of 2. 
Table 31 







 Providing evidence to support claims proved even more difficult, with only 20.9% 
students scoring a 1 and all remaining students receiving a score of 0. Scores of 0 represent 
answers that are either missing, nonsense, or simply not reflective of what the graph presents.  
Table 32 








 Nine students (9.90%) described the interaction. The remaining 82 students did not refer 
to an interaction in any way.  
 Question 3 presents unfamiliar data about the performance of two types of cars (A and B) 




Car and Condition on gas mileage. Car A is superior to Car B on the highway, but in the City 
Cars A and B have equivalent gas mileage. Gas mileage in the City is superior for both cars to 
gas mileage on the Highway. Students could either identify the Main Effect of Car, or they could 
identify the Interaction between Car and Condition. Students performed much better on 
identifying the interaction in Question 3, with over a quarter of students identifying at least one 
main effect and nearly a third of students identifying the interaction effect.  
Table 33 
 Question 3 Graph Interpretation Posttest effect identification. 
Response Frequency 
Identified Main Effect 27.5% 
Identified Interaction Effect 31.9% 
Blank or Incorrect 40.6% 
 
Students identifying the interaction effect may have just described it, such as saying, “Car 
A and B are the same in the City, but on the Highway Car A is better than Car B,” without really 
describing the concept of an interaction. Because this is far from a strong understanding of an 
interaction, but does demonstrate the ability to detect it at least a basic level, we coded for the 
student’s use of interactive language. Students scoring a 0 either did not identify or describe an 
interaction at all, or did not describe an interaction beyond simply explaining that they saw that 
the cars were the same in the City, but A was better in the highway. Most students, 70.3%, 
scored 0. The remaining 29.7% scored a 1, indicating that they described an interaction, but none 
scored a 2 which would have indicated a clearer, sophisticated description of the interaction.  
 Student claims can be separated into claims made about either main effect in the data and 




identifying a main effect and those identifying an interactive effect. The 40.6% who identified 
neither effect will not be included in the table of Claim scores. 
 Of students who identified a main effect in Question 3, over three-fourths earned the 
highest claim score, with only 1 student scoring the lowest possible score of 0. For students who 
identified the interaction effect, no students scored a 0, and 84% achieved the highest possible 
score.  
Table 34 
Frequency of Claim Scores for Question 3 of the Graph Interpretation Posttest, Main Effect Only. 
N=29 
Score Frequency Percent 
0 1 3.4% 
1 6 20.7% 
2 22 75.9% 
 
Table 35 
 Frequency of Claim Scores for Question 3 of the Graph Interpretation Posttest, Interaction Effect 
Only. N=25 
Score Frequency Percent 
0 0 0% 
1 4 16% 
2 21 84% 
 
 Evidence scores are similarly evaluated, disregarding students who did not successfully 
identify any relationship in the data; only students who identified either a main or interactive 
effect were examined. Students who identified a main effect were most likely to score a 1 or 2 on 




interaction effect were most likely to score a 1 on Evidence, but over a third did score a 2. Only 
one student identifying the interaction effect achieved the highest score of 3.  
Table 36 
Frequency of Evidence Scores for Question 3 of the Graph Interpretation Posttest, Main Effect 
Only. N=29 
Score Frequency Percent 
0 5 17.2% 
1 10 34.5% 
2 11 37.9% 




 Frequency of Evidence Scores for Question 3 of the Graph Interpretation Posttest, 
Interaction Effect Only. N=25 
Score Frequency Percent 
0 1 4.0% 
1 14 56.0% 
2 9 36.0% 
3 1 4.0% 
 
See Appendix F for an analysis of the difference in performance for each of the three 
questions.  
Assessment 3: Cancer Task  
 
 Most students scored at the Single Variable level. Nearly a third, however, did recognize 




and the remaining 13.0% scoring at the highest possible level of Additive. See Table 27 for 
examples. 
 
Figure 10. Cancer Task Variable Type. 
 
 Evaluating use of two-group comparison, most students, 78.3%, did design a study that 
would utilize two-group comparison leaving a little over one-fifth of students designing non-
comparative studies. 
 





Test of Hypotheses 
 
Table 38.  
Hypotheses with the groups, instruments used to test them, and summary of results. 
Hypothesis Groups Instruments 
used to assess 
hypotheses 
Results 
Hypothesis 1: The 
intervention designed to 
develop multivariable 
thinking will be 
successful in showing 
increased performance 
in intervention students 
as compared to a control 





 Out-of-school control 
group used in prior 
Kuhn et al (under 
review) study. 




more likely to be 
multivariable 
thinkers than 
students in the 
control group. 
Hypothesis 2: Students 
who participate in an 
intensive single four-
hour session will show 
better performance 
compared to students 
who participate in an 
equivalent amount of 
time spread over six 
sessions. 
Intervention students 
participating for four 
hours in one of two 
conditions: 
 Distributed over six 
session 
 Massed into a single 
session 






 Students are not 
more successful 





Hypothesis 3: Students 
with more extensive 
(two years) experience 
will show better 
performance compared 
to students who have 
less experience (one 
year). 
Intervention students 
participating for four 
hours in one of two 
conditions: 
 Students who 
participated for only 
1 year in eighth grade 
 Students who 
participated for two 
years in seventh and 
eighth grade 




 Students with 
previous 
experience are 





The first hypothesis addressed whether the intervention increased students’ multivariable 
thinking relative to a control group. The second hypothesis addressed whether a massed 
condition produces an increase in performance over a distributed condition, and the final 
hypothesis addressed whether students with prior experience showed better performance 
compared to students with no previous experience.  
Hypothesis 1:  The intervention designed to develop multivariable thinking will be successful in 
showing increased performance in intervention students as compared to a control group.   
 To test this hypothesis the author examined the Cancer Task results as an indicator of 
skill development that transferred to a new task that had not been part of the intervention. In this 
context, scientific reasoning is reflected in recognition that multiple variables are potentially 




Intervention students to the out-of-school control group from Kuhn, et al. (under review), a 
significant difference was found, (X
2
=7.764, df = 2, p = 0.021), with intervention students more 
likely to achieve the highest score of Additive than control group students.  
Table 39 
 Cancer Task, Variable Type Scores 
 Single Variable Alternative Additive 
Experimental Group 68.5% 18.5% 13.0% 
8
th
 Grade Control (out-of-school) 61.4% 36.4% 2.3% 
 
 With respect to use of two-group comparison, there is a significant difference compared 
to the Control group from Kuhn, et al. (under review) (X
2
=9.546, df = 1, p =.002). Intervention 
students were more likely than the out-of-school control group to make use of two-group 
comparison.  
Table 40 
 Frequency of Two Group Comparison in Cancer Task 
 Uses two-group comparison No use of two-group 
comparison 
Experimental 78.3% 21.7% 
8
th




Hypothesis 2:    Students who participate in an intensive single four-hour session will show 
better performance compared to students who participate in an equivalent amount of time spread 




 To test this hypothesis, the scientific reasoning of students in the Massed and Distributed 
Conditions were compared on all outcome measures – the Research Reports, the Graph 
Interpretation Posttest, and the Cancer Task. 
 Research Report. The Massed and Distributed conditions did not differ significantly 
on which variables were identified as causal, on making claims, or on using evidence on all 
measures except for use of evidence for Humidity (X
2 
= 8.666, df =3, p = 0.034), where the 
distribution of cases is related to condition, with the Massed four times as likely to achieve a 
score of 3 as the Distributed group. There were no differences between the two Massed condition 
classrooms on any of the Research Report measures.  
 
Table 41 
 Evidence use scores for Humidity by condition. 
 
0 1 2 3 
Distributed 9.1% 27.3% 54.5% 9.1% 
Massed 4.0% 48.0% 12.0% 36.0% 
 
Regarding the condition, group differences observed on evidence use for humidity 
(X
2
=8.666, df =3, p = 0.034), however five cells in the chi square analysis had a count of less 
than 5. Turning to the Likelihood ratio, an analysis more appropriate for small sample sizes, this 
difference was still significant (X
2 
=8.572, df = 3, p = 0.036).  More than half of students in the 
Distributed condition scored a 2 for evidence use for Humidity, but the Massed condition is 4 
times as likely as the Distributed condition to score the highest score of 3.   
 Graph Interpretation Posttest. There were no significant differences between The 




performed equivalently on all measures reported in the Descriptives section. There were also no 
differences in performance on Graph Interpretation Posttest when analyzed at the level of 
classroom. Student interpretations of the interaction effects in questions two and three is of the 
most interest here, and the three classes were equivalent.  
 Cancer Task. There were no significant differences between conditions for 
performance on the Cancer Task for either Variable Type (X
2 
= 0.769, df = 2,  p =0.681) or use of 
two-group comparison (X
2 
=1.462, df = 1, p = 0.227).  There were no differences between the 
Massed Condition classrooms on either Variable Type (X
2 
= 5.494, df =2, p = 0.064) or use of 
two-group comparison (X
2 
= 2.256, df = 1, p = 0.133). Although the difference was not 
significant, students in the massed were more likely than students in the distributed condition to 
perform at the highest level of multivariable thinking (See Figure 12 for the distribution by 
condition). Similarly for performance on use of two-group comparison within the Cancer Task, 
Massed condition students were more likely than Distributed condition students to utilize two-
group comparison in designing their investigations, but this difference is not statistically 






Figure 12. Variable type frequency for the Massed and Distributed conditions.  






Figure 13. Use of two-group comparison for the Massed and Distributed conditions. 
Difference is not significant. 
 
Hypothesis 3: Students with more extensive (two years) experience will show better 
performance compared to students who have less experience (one year). 
 To evaluate whether students receiving a prior intervention will show superior scientific 
reasoning as compared to students receiving only Year 2 of the intervention, performance on the 
Cancer Task and Graph Interpretation Posttest was examined. The Research Report is not 
included because it was completed in groups that were mixed in terms of years of experience.  
First, for the Cancer Task, there was no difference between students receiving the intervention 
for two years as compared to one year for Variable Type (X
2 
= 0.846, df = 2, p = 0.655) or use of 
two group comparison (X
2 
= 0.900, df = 1, p = 0.448).  Students with two years of experience did 




experience.  And although the difference was not significant, more students without previous 
experience performed at the highest level of multivariable thinking than students with previous 
experience. See Figure 14 for the performance distribution. 
 
 
Figure 14. Cancer Task Variable Type by experience level (two-year participation as 
compared to one-year participation). Difference is not significant. 
 
 In addition to there being no difference in performance on the Cancer Task for students 
with and without previous experience, looking just at students who participated for two years, 
there is a loss of multivariable thinking, although this loss is not statistically significant across 
the entire distribution of scores (X
2 
=5.632, df=2, p=0.060). However, significantly more two-






df=1, p=0.036).  See Figure 16 for the performance distribution on the Cancer Task for Two-
Year participants only, from seventh to eighth grade, and Figure 15 which details the change 
from seventh to eighth grade.  
It was expected that students would improve in multivariable thinking from a single 
opportunity to a second opportunity, but in fact only 6 of two-year participants improved from 
the seventh grade posttest to eighth grade posttest in terms of multivariable thinking.  Half of 
those students improved two levels (from single variable thinking to additive) with the rest 
improving just one level (one student went from single variable level to alternative level, two 
others improved from alternative level to the additive level). Slightly less than half the students 
retained the same multivariable thinking level as in seventh grade, with the remaining 35.3% 
showing losses from seventh grade to eighth grade. See Figure 15 for percentages of students 
who increased, decreased, and remained the same in multivariable thinking performance from 
seventh to eighth grade.  
 
Figure 15. Frequency of change in multivariable thinking from seventh to eighth grade on the 






Figure 16. Performance distribution on multivariable thinking on the Cancer Task for Two-Year 
participants only. Difference is not significant.  
 
 A secondary measure within the Cancer Task is student use of Two-Group Comparison. 
The difference between one-year and two-year participants’ use of two-group comparison is not 
significant (X
2
=0.900, df=1, p=0.243). See Figure 17 for the percentage of students in each group 





Figure 17. Use of two-group comparison for one-year and two-year participants. Difference 
is not significant.  
 
 Although the difference between two-year participants and one-year participants use of 
two-group comparison in the Cancer Task after the eighth grade intervention is not significant, 
the difference between performance by two-year participants only in seventh grade as compared 
to eighth grade is significant (X
2
=9.871, df=1, p=0.001). All students who participated for two 
years designed investigations using two-group comparison during seventh grade, but of those 
exact same students, only 82.4% utilized two-group comparison in eighth grade. Of these two-
year participants, 17.6% of them decreased from seventh to eighth grade. No students improved 
from seventh to eighth grade, as there was no room for improvement due to the 100% use of 





Figure 18. Use of two-group comparison for two-year participants in seventh and eighth grade. 
Difference is significant (p=0.001). 
 
 Looking next to the Graph Interpretation Posttest, Evidence Use for Question 2 has 
varying performance based on previous experience (X
2 
= 5.835, df = 1, p = 0.016). Students with 
no previous experience are actually more likely than students with previous experience to 
achieve a score of 1 for Evidence use. No other measures within the Graph Interpretation Posttest 
were significantly different for students with or without previous experience. Hence, there is no 
evidence that the prior intervention improved performance. 
Table 42 
 Performance Evidence Score on Question 2 of the Graph Interpretation 




PrevExp No 67.5% 32.5% 






Additional analysis looked at possible relationships among the three measures. 
Relationships found were spotty and do not offer additional information about the cognitive 





CHAPTER V:  
DISCUSSION 
 
Purpose of research 
The purpose of this research was to evaluate the effectiveness of an inquiry-based 
curriculum in developing students’ understanding of multivariable causality, an understanding 
fundamental to scientific thinking. Previous research has shown similar interventions to be 
effective at improving students’ multivariable thinking (Kuhn et al., under review); the current 
study sought to contribute to further understanding of how this type of curriculum can benefit 
student development by identifying whether traditional science content, as opposed to health and 
social science content in the previous studies, can be successfully used in the intervention. 
Additionally this study examined whether massed participation provided more benefit when 
compared to distributed participation and whether participation in a previous year’s similar 
intervention enhanced the cognitive benefits.  
Summary of Findings 
 The primary purpose of the intervention was to develop students’ multivariable thinking, 
and it was successful. Control group students rarely recognized multiple variables as potentially 
additive (only 2.3% did so), whereas intervention students were more likely to be additive 
thinkers. However, participants in this intervention were less successful than in previous 
interventions using less traditional content with only 13% of intervention students being additive 
thinkers. Over half of students who participated in an extended intervention during sixth through 
eighth grade displayed understanding at the additive level and over a third of students who 
participated in a much shorter single-unit (10-session) intervention were additive thinkers (Kuhn, 
et al., under review). A discussion of possible reasons for the less impressive success of this 




 The distribution of multivariable thinking seen in the intervention and control groups is 
worth note. In addition to the minimal students at the additive level in the intervention, more 
control group students than intervention students were at the alternative level of multivariable 
thinking. This level represents students who stated they would investigate more than one variable 
on the Cancer Task, but ultimately expected on variable to be causal. Although this level is more 
sophisticated than the single variable level where students investigated just one variable, the 
alternative level student still possesses a single-variable mental model of causality.  
 Students in the Massed Condition did not perform significantly better than students in the 
Distributed Condition on either Multivariable Thinking or Use of Two-Group Comparison in the 
Cancer Task. The non-significant difference was in favor of the Massed Condition, but without 
the statistical significance the hypothesis is not supported that the Massed Condition students 
would develop superior multivariable thinking.  The Massed Condition was not superior to the 
Distributed Condition on the Graph Interpretation Posttest and only showed superior 
performance on use of evidence for one variable on the Research Report.  Thus, overall the 
conclusion is that the two conditions did not differ. 
Additionally, students who participated in the current intervention as well as a similar 
intervention the previous year did not show additional gains in multivariable thinking as 
compared to single-year participants. Intriguingly, two-year participants showed a non-
significant decrease in multivariable thinking from seventh grade to eighth grade.  For the Graph 
Interpretation Posttest similarly there were almost no significant differences in performance 
between the two groups. (The only difference was on use of evidence for the second question, 
with the single-year participants demonstrating superior performance.) Two-year participants 




it used the BMI content (but not an identical database) they investigated in seventh grade.  
However, this seems to have had no effect as 2-year students were not superior on either Cancer 
Task (where there was a general decrease in success from seventh to eighth grade) or the Graph 
Interpretation Posttest (where the only difference between 2-year and 1-year participants 
included superior performance for 1-year participants  on a single measure of evidence use for 
the second Graph Interpretation Posttest question which asked students to evaluate a graph 
demonstrating an interaction between Mother’s BMI and Exercise on Respondent’s BMI.  
Therefore, there appears to be no practice effect for either the exposure to the BMI content in 
seventh grade nor the use of the Cancer Task as the posttest in seventh grade for two-year 
participants.  
Kuhn et al. (under review) used only the Cancer Task, a measure of multivariable 
thinking, to assess success of the interventions. The current study used additional measures of 
student performance to evaluate the success of the intervention. First, students completed in 
groups a research report in which they described the findings of their investigation into causes of 
precipitation. Second, students completed a Graph Interpretation Posttest, which required them to 
interpret three novel InspireData Graphs.  In the Research Report, students were successful at 
using InspireData to investigate the precipitation database to find relationships. Students 
completed these reports in groups of two or three, and 91.7% reports correctly identified both 
causal variables (humidity and air pressure). Students were not single-variable thinkers in their 
investigation of precipitation. This contrasts with the small of number of students who succeeded 
at multivariable thinking on the Cancer Task, the transfer task. Students demonstrate a 
rudimentary understanding of multivariable causality on their Research Reports, but are less 




On the Research Report, students were somewhat less successful at identifying the non-
causal variables correctly, but still nearly a third, 30.6%, correctly identified both non-causal 
variables, with another 69.4% identifying one non-causal variable correctly.  In total 27.8% of 
students correctly identified the causal status (causal or non-causal) for all four variables and 
66.7% correctly identified the status of three variables correctly. For the causal variables only, 
students were also evaluated on whether they correctly described the relationship present in the 
data. For humidity, the relationship was positive and for air pressure the relationship was 
negative. Looking just at reports where both causal variables were correctly identified, most 
reports, 63.9% also correctly identified the type of relationship (positive or negative) correctly 
for both causal variables, and an additional 27.8% correctly identified the type of relationship for 
one of the causal variables. Thus, students were largely able to use InspireData to investigate the 
precipitation database and successfully identify which variables did and did not have a 
relationship to precipitation rates. Students were also successful at making claims about each 
variable. Claims were scored on a scale of 0 to 2, with 0 representing a blank or nonsense answer 
and 2 representing a clear description of the relationship between the variable and precipitation. 
For both causal variables (humidity and air pressure) over 60% of students scored the highest 
score of 2. The non-causal variables had more variance in success with claims about temperature 
achieving the highest score 75% of the time, but claims about wind direction only reaching this 
level 39% of the time. During the intervention, students used InspireData to create their own 
graphs to test their hypotheses about each variable. So students not only needed to interpret 
graphs, as they later would on the Graph Interpretation Posttest, but they needed to use 




claims about the non-causal variable wind direction, students were successful overall at making 
strong claims about the relationships in the data. 
 Looking next at students’ success in providing evidence for their claims, reports were 
scored on a scale of zero to three. To achieve the highest score of three, students needed to 
provide comparative, numerical data that supported the claim, and provided a clear synthesis of 
the evidence. A score of two was similar to a score of three, but lacked the synthesis of the 
evidence. A score of three provided more explanation and demonstrated more clearly and 
powerfully that the students understood the evidence. But the use of the evidence for scores of 
two and three are similar enough that it is appropriate to consider them together. A score of one 
meant the report either provided just a description of evidence (but lacked any numerical 
evidence), or provided a single data point. A zero represented a blank or nonsense answer. 
Students were most successful in providing evidence for the causal variable humidity and the 
non-causal variable temperature, with about half of reports in each case scoring a two or a three. 
Thirty-six percent of reports scored a two or three for evidence use for the causal variable air 
pressure and a quarter of reports scored a two or three for the non-causal variable wind direction. 
Thus, students were generally able to use InspireData to create and interpret graphs in order to 
provide evidence for their claims.  
Turning to the final assessment, the Graph Interpretation Posttest, students showed 
continued success at interpreting InspireData graphs. Over 80% of students were able to both 
identify the main effect in Question 1 of the Graph Interpretation Posttest and provide evidence 
from the graph. Of particular interest is the success students showed at identifying an interaction 
effect on a novel problem. In Question 3 of the Graph Interpretation Posttest, students interpreted 




driving condition (City or Highway) on gas mileage. Nearly a third of students identified the 
interaction between type of car and driving condition. (Slightly fewer students, 27.5% identified 
main effects (either the effect of type of car or driving condition.) Thus, again on this question 
students were successfully able to interpret InspireData graphs to identify the causal status of 
variables, make claims about trends in the data, and describe evidence to support their claims, in 
the more complex case in which the effects were interactive.  
 
Limitations and Future Work 
 To examine why understanding of multivariable causality appeared less often among 
students in this intervention than in earlier ones, it is necessary to consider what makes this 
intervention different from previous interventions. First, the length of the intervention was 
reduced from nearly 8 hours of participation in the earlier studies to just 4 hours of participation. 
This reduced time may make an intervention more attractive to a classroom teacher, but it may 
have reduced the opportunity for students to engage as deeply with the investigation. An 
additional difference between the current and past interventions is that in both of the 
interventions implemented by Kuhn et al. (under review), students collected their own data for at 
least a portion of the intervention. (Their Study 3 consisted entirely of the BMI Investigation, in 
which students gathered their own data to analyze, and Study 2 included the BMI Investigation 
as one of many investigations students conducted.) Students collecting their own data may have 
been a salient feature enhancing the effectiveness of those interventions, due to the enhanced 
engagement the activity afforded.  
The main focus of the current study was whether the intervention would be effective 




content. First, the students had minimal introduction to the concept of precipitation and the 
variables under investigation. Students may not have been properly prepared for the challenging 
topic of precipitation, and entered the investigation without enough background knowledge and 
therefore interest to be truly engaged. Additionally, students may have approached the topic of 
Precipitation with a different mindset than previous investigations (such as BMI, Life 
Expectancy, and Teen Crime in the earlier studies). They may have approached the Precipitation 
relationships as already “Known” and not an “Unknown” to be investigated. Investigations in the 
social studies and health domains students may see as more “open to debate.” Rather than 
students viewing the investigation as one where they could make a true discovery, in the current 
task they may have approached it with more of a “worksheet” mindset. They may have engaged 
more deeply with previous investigations by asking more questions of the data and each other 
than in the precipitation investigation. In the precipitation investigation, however, students 
examined the data and may have looked for the first answer they could find, rather than 
considering multiple options. Their approach may have been to satisfice for each variable they 
investigated; they may have looked at the data for a single correct answer about the relationship 
between that variable and precipitation, as opposed to deeply questioning the relationships. 
Harwood (2004) describes the real scientific method as one in which scientists move between 
tasks as needed, rather than moving in the step-by-step approach that is misunderstood to be the 
singular scientific method. In reality, scientists move between tasks much like the ball in a 
pinball machine, bouncing back and forth and from activity to activity as needed. The students in 
the current intervention may have followed the steps of the misunderstood scientific method, 
rather than exploring deeply as required in a true scientific investigation. If they did so, they 




previous investigations where the content allowed for more and deeper debate. A lack of back 
and forth activities and debate may have led to a lesser engagement in the investigation and 
despite their ability to interpret the database correctly, this may have led them to lesser 
development of underlying process skills. In sum, the move from a health topic (BMI) to more 
conventional science content (precipitation) may have lessened student interest and therefore 
engagement in the investigation and thus constrained deeper benefit from it. Future work should 
examine more closely how students interact with the provided data and each other to determine 
whether this interpretation is correct. 
It is also worth noting that lack of control by the author in creation of the groups may 
have affected how well the groups utilized collaboration.  The groups were designed by the 
classroom teacher and were reported to be designed to put equivalently performing students 
together.  Mixed ability groups might have led to greater gains. 
A second hypothesis of the current study evaluated whether massed participation would 
provide superior outcomes over distributed participation. Although the literature indicates that 
there is a benefit of distributed participation (Donovan  & Radosevich, 1999), the current work 
hypothesized that the massed condition would show superior multivariable reasoning because 
students could engage more deeply in an uninterrupted manner in the massed condition. Contrary 
to both the hypothesis and established literature, there was no difference in outcomes between 
the massed and distributed conditions. Multiple issues may help explain this unexpected 
outcome. First, simple experimental control issues may have affected the outcome. The 
Distributed Condition was implemented in the students’ typical classroom whereas the Massed 
Condition took place at a nearby university computer lab. This led to differences in numbers of 




drill taking place during school hours only for the students in the Distributed condition. Although 
it is not expected that these minor differences had an effect on the student experience in 
participating in the investigation, it would still be preferable to exert stricter experimental control 
to minimize such differences. Additionally, because intact classes were assigned to condition, it 
was impossible to assure even distribution of experience level between each condition. While 
approximately half of the massed condition had previous experience, in the distributed condition 
two-thirds of students had previous experience. The difference between students who had 
previous experience and those that did not was not significant, but the trend was still that second 
year students were superior to first year students. An even distribution of students with and 
without experience in both conditions would have allowed for a more accurate assessment of the 
effect of each condition.  A second, and more interesting possibility, is a difference between the 
kind of learning that takes places in the established literature on this topic as opposed to the kind 
involved in the current study. Studies on massed and distributed instruction focus on simple 
learning tasks, whereas the current study is focused on students progressing toward a new 
cognitive development level. The learning tasks in the massed/distributed participation literature 
includes remembering nonsense words, foreign vocabulary, or how to play piano, and may be 
fundamentally different from learning to think about causality in an entirely new way. The 
development an individual undergoes to move from a mental model of causality with a single 
cause to one where many causes may contribute to an outcome could be the kind of development 
that does not benefit from more frequent, short periods of participation as opposed to less 
frequent, longer periods of participation. Further research is recommended into how the skills 





The final hypothesis examined whether students with additional prior experience would 
show greater advances in scientific reasoning than students with less experience. This was not 
the case. Students were similarly successful in the current intervention regardless of previous 
experience. This comparison was based on performance on the Cancer Task. Although it was 
predicted that students would benefit from two interventions over two years, the lack of benefit 
demonstrates that the understanding of multiple variables contributing to an outcome is a fragile 
one. Student’s multivariable reasoning is something that can improve with the deep engagement 
in considering causality in a multivariable setting. The understanding may be measurable but still 
rudimentary. Analogous to an infant who is developing an understanding of object permanence 
can remember an object exists if allowed to search for it immediately after it is hidden, but will 
forget the object if she is prevented from looking for it for too long, these students may have 
developed multivariable thinking during their initial inquiry intervention but then lost the 
understanding before their participation in the current study, thus not building on their prior 
understanding.  
Evaluating whether the present results generalize to a larger population will require 
further research. Increased experimental control could help tease out the impact of the 
intervention. As is often the case with educational studies, the realities of a classroom leave little 
room to exert control. Although a strictly laboratory study would have provided more control, it 
would then lack the ability to generalize as well to real-life classrooms. Future work will need to 
exert more experimental control over the differences between the massed and distributed 
participation conditions, while maintaining classroom realism. Students in the Distributed 
condition experienced a fire drill during the posttest, and although this did not affect most 




may have affected a small number of students. Additionally, the Distributed condition more 
closely resembled a typical classroom with only two adults present (the teacher and one coach) 
whereas the Massed condition required more adults present for supervision as the intervention 
took place at a nearby university computer lab, which could have had opposing effects – either 
heightening their interest and engagement or the novelty of the situation proving a distraction. 
The appeal of this intervention’s curriculum is in the use of real science curriculum 
content. Teachers’ hands are often tied in terms of what they teach. If they can foster cognitive 
development in addition to teaching the required content, they may be more likely to use a 
suggested curriculum. However, the current study showed minimal cognitive development 
toward students becoming multivariable thinkers with the science curriculum content employed. 
Future work should address whether it is possible to still use conventional science content 
without sacrificing the developmental goals. One suggestion is to reproduce the intervention with 
the science curriculum content, but with an added social interaction component beyond just 
groups working together. Individual students should debate each other using the evidence, to 
increase their interaction and back-and-forth evaluation of the evidence. Additionally, students 
may need a longer intervention time to achieve greater cognitive development, and so it is 
suggested to increase the length of the intervention to the full 10 sessions used in Kuhn et al.’s 
Study 3 (under review). Finally, students could be given a different kind of Research Report 
outline to decrease the tendency to treat the outline as “fill-in-the-blank” task and perhaps 
increase engagement. The format of intervention that was shown to be the most successful not 
only was the longest (spanning three years) but also included prior to using Inspire Data case by 
case comparisons in which students had to consider all the variables at once while learning how 




at once for each case. Using InspireData, students could see all the data at once, but typically 
only examined one variable’s effect on the outcome at one time, leading to a single-variable 
investigative approach to a multivariable database. In the future, an integrated approach may 
prove superior to just using InspireData.  
A final limitation to this study is the sample. All students came from the same school, and 
again, due to the restrictions required when working with real teachers and students in real 
classrooms, students were assigned to condition by class.  Rather than randomly assigned at the 
student level, entire classrooms had to be assigned to condition. Although these classes were 
initially formed by the school to be equivalent, over the course of the school year classroom 
cultures may emerge that could influence the intervention. Future research could minimize this 
impact of classroom culture by taking place in the first month of school. 
 
Educational implications 
 The intervention is developmentally appropriate in that students are able to successfully 
engage with the investigation, interpret data, make claims about causal relationships, and use 
evidence to support their claims. The value of multivariable thinking has considerable potential 
to extend beyond the classroom. If teachers can find a way to meet both the needs of required 
curriculum and the need for genuine cognitive development in students, the benefits could be 
immense. Without the ability to think about multiple variables as potentially causal, students will 
grow to be adults who are ill-equipped to make a variety of life decisions. What this study 
demonstrates is that it is possible for students to successfully investigate a database to find 




development toward improved multivariable causal thinking. Although the extreme truncation of 
the current intervention did not produce change as dramatic as hoped for, previous work which 
involved only 10 sessions (Study 3 of Kuhn et al., under review) showed significant 
improvement in multivariable thinking relative to a control group.  With minimal impact on a 
teacher’s syllabus, students should be able to both gain content knowledge and improve their 
scientific thinking. 
  The fact that students showed no benefit of a previous experience with a similar 
intervention suggests that if this understanding of multivariable causality is to be maintained, it 
must be revisited more often than just once a year. Nearly a full year passed between the seventh 
and eighth grade interventions, which may have been enough time for any cognitive 
development achieved in seventh grade to atrophy. Incorporating the idea of multivariable 
causality into more than just one content area, perhaps even encouraging students to study 
multiple variables in their yearly science projects, could lead to a firmer and more developed 
understanding of multivariable causality. Engagement in the investigation may also be superior 
for a more interesting topic than precipitation, leading to more cognitive gains.  
 Finally, InspireData is supported by this research as a valuable classroom tool. Students 
were successful at not only interpreting InspireData graphs, but at creating their own. Students 
used the software to visually represent trends in data. InspireData provides more complex 
information about data than a simple bar chart or line graph. The “wow factor” of seeing data 
“fly” across the screen pulls students into the initial interest in the investigation, but the ease-of-
use allows them to continue investigating even when the data at first seem unclear. Students’ 
ability to control the investigation using InspireData allows their engagement to be much deeper 




consider how best to represent the data, and then through trial and error create the visual 
representation of the data that supports them in answering the questions they ask in their 
investigation. Particularly with respect to the key skill of representation of data, InspireData can 
thus be recommended as a valuable tool in a science classroom to support students’ own self-
directed investigation and development of skills in scientific thinking that are important in the 
science classroom and well beyond.  
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Appendix A – Lab Write Up – Seventh Grade    
















































Appendix B – Relationships present in precipitation database as 


























Appendix D – Scaffolding Decision Tree 
Decision tree describing the scaffolding provided by coaches when asking students to describe 





Appendix E – Item Analysis of Research Report 
Research Reports were evaluated in terms of their claims and evidence for each of the 
four variables under investigation (Humidity, Air Pressure, Temperature, and Wind Direction). A 
significant difference was found for performance on the four variables.  
The distribution of claim scores were significantly different for the four variables 
(X
2
=15.83, df=6, p=0.014). Students tended to score similarly for Air Pressure, Humidity, and 
Temperature, and scored much lower for Wind Direction. See Figure 22 for the distribution of 
claim scores for each variable. Wind Direction appeared to be the most difficult variable for 
students to interpret, with less than 40% of reports achieving the highest claim score of two, 
whereas for the other three variables over 60% of reports scoring a two.  
 
 







The distribution of evidence scores were significantly different for the four variables 
(X
2
=21.755, df=9, p=0.010).  As was the case with the Claim Scores, on Evidence students 
tended to score similarly for Air Pressure, Humidity, and Temperature, and scored much lower 
for Wind Direction. See Figure 23 for the distribution of evidence scores for each variable. 
 






Appendix F – Item Analysis of Graph Interpretation Posttest 
Reports were evaluated in terms of their claims and evidence for each of the four 
variables under investigation (Humidity, Air Pressure, Temperature, and Wind Direction). A 
significant difference was found for performance on the four variables.  
 Performance on the three questions in the Graph Interpretation Posttest was statistically 
significantly different. This was the case for Claim Scores (X
2
=81.780, df=4, p<0.001), Evidence 
Scores (X
2
=86.114, df=6, p<0.001), and whether students described an interaction for questions 2 
and 3 (X
2
=11.219, df=1, p=0.001). Claim scores varied for each question with students most 
likely to achieve the highest score of 2 on Question 1 and very unlikely to achieve that score for 
Question 2. The main effect in Question 1 was easier for students to interpret than the interaction 
in Question 2. Students could either make a claim about the interaction or a main effect for the 
claim score in Question 3, therefore the difference in claim score between Question 3 and the 
other questions may not be as meaningful as the difference between Question 1 and Question 2. 
The distribution of claim scores separated by interaction interpretation and main effect 






Figure 21. Graph Interpretation Posttest Claim Score distribution. 
 
 Similarly, evidence scores on Question 3 were scored on their success whether or not 
they supported an interaction claim or a main effect claim. For Question 2, no students scored 
above a 1, whereas for Question 1 over 30% of students scored a 2 or 3.Success on Question 3 
was slightly lower with 26.4% of students scoring a 2 or 3. Again, this evidence score was 
separate from whether they provided evidence  for an interaction or a main effect. The 
distribution of evidence scores separated by interaction interpretation and main effect 





Figure 22. Graph Interpretation Posttest Evidence Score distribution. 
 
Students were 3 times as likely to describe the interaction in Question 3 as in Question 2, 
indicating that Question 3 was simpler to interpret than Question 2, a difference that is 
significant (X
2
=11.219, df=1, p=0.001). See Figure 26 for the distribution of students describing 












Appendix G – Additional Analyses 
Additional analysis looked at possible relationships between the three measures. 
Relationships found were spotty and do not offer additional information about the cognitive 
processes or development students underwent. Previous work (Kuhn et al., under review) has 
used only the Cancer Task to evaluate student performance but the current work has the 
additional information related to student ability to read InspireData graphs and information about 
their success finding relationships in the data during the intervention. Performance on the Graph 
Reading posttest illuminates whether students are able to understand a graph individually as 
opposed to in a group. This may be related to how engaged students were during the intervention 
which could predict how much thinking they did and therefore how much they are able to 
develop cognitively, as measured by the Cancer Task.  
 Graph Interpretation Posttest and Cancer Task. None of the measures on the 
Graph Interpretation Posttest were significantly related to use of two-group comparison on the 
Cancer Task. However, use of Evidence on Question 1 is marginally significantly related to 
Variable Type on the Cancer Task via Chi Square analysis (X
2 
= 12.547, df = 6, p = 0.051) but is 
fully significant using a Likelihood Ratio, which is most appropriate for small samples (13.616, 
df = 6, p = 0.034).  Students with higher scores on evidence use for Question 1 were more likely 
to be assessed at multivariable levels on the Cancer Task. Students were very likely to be at the 
single variable level when they score a 0 or 1 on evidence use but only half of students scoring a 





Figure 24. Performance on variable type by Graph Interpretation Posttest Question 1 evidence use. 
 
 Question 2 of the Graph Interpretation Posttest provided similar results, with Evidence 
use being marginally significantly related to Variable Type on the Cancer Task (X
2
=5.839, df=2, 
p=0.054). Students who scored a 1 on evidence use for Question 2 (no student scored above a 1 




level on the Cancer Task. Please note that 33% of cells have a count of less than 5 and limits the 
generalizability of the result.  
 
Figure 25. Variable Type by Graph Interpretation Posttest Question 2 evidence use score.  
 
 There was no relationship between evidence use on Question 3 and Variable type (X
2 
= 
4.657, df = 6, p = 0.588).  
 Looking further, the relationships between the Graph Interpretation Posttest and Cancer 
Task for individual classes and conditions were examined. There were no significant 
relationships for just students in the Massed condition. For students in the Distributed condition, 
however, there is a significant relationship between Claim Score for Question 2 and Variable 
Type (X
2
=17.662, df = 4, p = 0.001) Please note that 8 cells (88.9%) have expected count less 
than 5. Students scoring a 0 on Claim are most likely to be at the single variable level on the 
Cancer Task, whereas students scoring more highly (a claim score of 1 or 2) are more likely to 
be at the multivariable level. However, only six students score at the multivariable level; most 





Figure 26. Variable Type by Graph Interpretation Posttest Question 2 Claim score, Distributed 
Condition only.  
 
 In the Distributed condition, students who described an interaction in Question 3 of the 
Graph Interpretation Posttest were more likely to be at the multivariable level on the Cancer 
Task compared to students who gave no description of an interaction and less likely than 
students who did not to be at the single variable level on the Cancer Task (X
2 
= 5.902, df = 2, p = 
0.052). However, only nine students used any interactive language so all students at that level 
represent less than 10% of participants.  
 Despite the small numbers then, there is some indication that skill in reading and 
interpreting graphical data may support (or constrain when absent) students’ ability to engage in 
multivariable scientific reasoning.  
 
 
 Research Report and Cancer Task. Although research reports were group 




performance on the individual Cancer Task. For this analysis there are 89 cases because one 
group did not turn in their group report. Students who identified Air Pressure as a Causal 
variable were more likely to use two-group comparison than students who did not identify Air 
Pressure as causal (X
2 
= 8.084, df = 1, p= 0.013). Of students who identified Air Pressure as 
Causal, 81.5% of them used two-group comparison in their Cancer Task study design, whereas 
of students who did not identify Air Pressure as causal, only 37.5% used two-group comparison. 
All other relationships were non-significant.  
 Previous Experience & The Cancer Task. Evaluating just students who 
participated in two years of the intervention and their performance on the Cancer Task, no 
significant relationship was found between Condition (Massed or Distributed) and either 
Variable Type (X
2 
= 1.863, df = 2, p = 0.394) or use of two-group comparison (X
2 
= 1.162, df = 1, 
p = 0.231) (n =52). 
 
