Abstract: In this paper we propose a design methodology for the robust regulation of uncertain nonminimum-phase multivariable linear systems. The method basically consists of defining a suitable vector of parameterized desired output functions and of designing a parameterized decoupling controller of the nominal plant. Then, a parameterized command function for each input is determined by means of a stable dynamic inversion procedure. Eventually, solving an optimization problem permits to minimize the worst-case settling time, subject to amplitude limits on the control variables and constraints on the overshoots and undershoots of the outputs. A worked example based on a three-inputs three-outputs plant shows the effectiveness of the methodology. Copyright c ¡
INTRODUCTION
Despite the robust regulation of linear systems affected by parametric uncertainties has received much attention in the research community, the determination of design procedures for the synthesis of controllers which are able to achieve predefined performances in regulating uncertain systems is a problem which has not been solved satisfactorily yet. In this context, we consider a multi-input-multi-output (MIMO) nonminimum-phase system subject to structured uncertainties and we propose a new design tool for the synthesis of a feedforward/feedback control scheme for its robust set-point regulation. In particular, we search for a feedback controller and a vector of command functions in order to minimize the worst-case settling time subject to arbitrarily given overshoot and undershoot constraints and to amplitude limits for the plant control variables. The devised solution is based on the concept of dynamic inversion (see e.g. (Hunt et al., 1996) ) and significantly extends the method we proposed in other papers for the single-input-single-output (SISO) case (Piazzi and Visioli, 2001c; Piazzi and Visioli, 2001a) . Basically, the method consists of first defining for each output a sufficiently smooth desired output function (the "transition polynomials" investigated in (Piazzi and Visioli, 2001b) ) which depends on the transition time τ. Then, a parameterized feedback controller is determined with the aim of both decoupling the nominal plant and ensuring the internal model principle in order to achieve a zero steady-state error. At this point, a parameterized input command function can be calculated for each nominal decoupled SISO system by means of a stable inversion procedure. Finally, solving an optimization problem permits to find the design parameters that minimize the worst-case settling time subject to the selected constraints. The general main idea behind the presented methodology is the combined synthesis of the feedback controller and of the command signals. This differs from the classical use of dynamic inversion for output tracking, where the dynamic inversion is performed on the nominal plant and the feedback controller, which aims at compensating initial condition mismatches, mod-eling errors and disturbances, is designed independently (Devasia, 2000) . In our approach the dynamic inversion is applied to the SISO closed-loop systems and the main purpose of the feedback controller is to provide a good decoupling and to reduce the effects of the uncertain parameters on the closed-loop transfer functions.
THE MULTIVARIABLE SET-POINT CONSTRAINED REGULATION PROBLEM
We consider a linear, time-invariant, continuous-time uncertain MIMO system whose matrix transfer function is: The robust constrained regulation problem to be addressed can be posed as follows. Determine a feedforward/feedback control strategy in order to obtain for each system output i a "robust" transition from a previous set-point value y 0 i to a new one y 1 i . Without loss of generality in the following we will assume
Obviously, the first requirement to be satisfied is the robust stability of the closed-loop over the uncertain domain Q. Moreover, both transitions have to satisfy an overshoot and an undershoot limitation, an amplitude constraint on the control variables u i It appears that finding a global solution of the posed problem is a very hard task. In any case, we propose a design methodology, based on the concept of stable dynamic inversion, that provides a valuable suboptimal solution. 
where being chosen according to a relative degree condition (see Proposition 4). The time interval parameter τ that greatly affects the actual settling time is eventually fixed by an optimization problem (16). The command signals r i are determined by performing a stable dynamic inversion from desired outputs y i t; τ7 over the nominal overall closed-loop system (see subsection 3.2). By virtue of the chosen structures for controllers C 1 and C 2 this results in a set of scalar inversions. 
The decoupling controller and robust stability properties

7
. We choose as nominal transfer function from v to y the following diagonal matrix:
where the denominator d 6 s; ω7 is chosen to be a Butterworth polynomial with bandwidth frequency ω F G 9
. Without loss of generality, because of the sensible pairing of inputs and outputs at the outset of the plant definition, we assume P ii 
Proposition 3. The decoupling controller C 1 be defined by
Then, the nominal transfer function from v to y is exactly given by (5). Moreover, if all the unstable polezero cancellations are performed in (9) to determine C 1 , then the nominal closed-loop system from v to y is internally stable.
Proof. Given a controller C 1 , the transfer function from v to y is
1 PC 1 . Then, by insertion of expression (9) (11) we eventually recognize expression (10) as the desired diagonal matrix G 6 s; ω7 . Now, consider the structure of controller C 1 as it results from (9), (5) and (7). First, note that
Then, performing all the unstable pole-zero cancellations in the expression (9), the controller C 1
From the above expression (13) we deduce that only allowable stable pole-zero cancellations are made between C 1 6 s; ω7 and the nominal plant P 6 s; q 0
. Hence, the internal stability of the nominal closed-loop system from v to y is ensured by the Hurwitz stability of the Butterworth polynomial d 6 s; ω7 characterizing the poles of G 6 s; ω7 .
V
The next result enforces the internal stability of the closed-loop from v to y over the entire family of uncertain plants. 0a 1b according to Proposition 2 in order to get the robust internal stability of the closed-loop from v to y. Then, taking into account the definition of k i (6) and the structures of controller C 1 and C 2 as reported in (13) and (3) 
Command signal synthesis via stable inversion
Due to the chosen structures for controllers C 1 and C 2 , see (3) and (13), the nominal transfer function from command signal r to output y is the diagonal matrix
where
We want to determine the command signal r i as the input that causes the output y i to be the desired ideal function y i`t ; τe defined in (4). This calls for a stable dynamic inversion to be performed on a nominal system (15) (note that the system is nonminimumphase and therefore a standard dynamic inversion procedure cannot be applied, as the resulting input function would be unbounded). (Piazzi and Visioli, 2001b) (Marro, 1996) .
WORST-CASE DESIGN VIA SEMI-INFINITE OPTIMIZATION
In the previous section we have synthesized all the structures of the inversion-based multivariable control architecture: the decoupling controller C 1 that depends on ω
Y v t p and µ i
Y & 0a 1b , see (9) and (6) The design phase 1 relies on Proposition 2 and on the practical side we can set all the µ i 's equal to 1 and if robust stability does not hold we make the µ i 's smaller and smaller until robustness is ensured. To this end, for checking the robust stability a variety of tools is available, for example (Balakrishnan et al., 1991; Bhattacharyya et al., 1995; Piazzi and Marro, 1996) . In the second and final design phase a semi-infinite optimization problem emerges without any conservativeness and an approximate solution can be obtained by using genetic algorithms. Robust stability of the overall closed-loop can be taken into account by means of the following result that can be derived, as shown in (Piazzi and Visioli, 2001a) , from the Lienard and Chipard's criterion and Orlando's formula. where n c is the degree of the characteristic pole polynomial of the overall closed-loop system and functions
h 1a i i i a n c are associated coefficients or Hurwitz determinants as explained in (Piazzi and Visioli, 2001a ensuring the internal model principle, the steady-state requirement is always satisfied provided that the robust stability of the overall closed-loop is satisfied: Taking a worst-case viewpoint, the (worst-case) settling time of the overall multivariable set-point transfer can be defined as:
Finding the optimal design parameters ωl , ) l
, and τl entails solving the following semi-infinite optimization problem: Proof. Omitted for brevity. It is an extension of a proof appeared in (Piazzi and Visioli, 2001c) . Two remarks are in order on the above proposition. First, the condition (17) then the setpoint regulation problem is intrinsically not solvable regardless of the adopted control method. When this is the case it means that the plant static gain is too small to sustain in the steady-state the desired y 1 i . Problem (16) is a difficult nonlinear semi-infinite optimization for which an approximate solution can be obtained by relaxing or discretizing the semi-infinite constraints. A simple way to do this is to substitute the box Q with its vertexes and to use a genetic algorithm to finding estimates of ωl , l
, and τl (Houck et al., 1995) . This approach requires, as explained in (Piazzi and Visioli, 2001c) , an algorithmic postprocessing to ensure the feasibility of the obtained approximate solution. A more effective but effortful approach is to adopt the genetic/interval algorithm of Guarino Lo Bianco and Piazzi (Guarino Lo Bianco and Piazzi, 2001 ) that provides estimates of the global minimizers and feasibility is guaranteed without any need of a post-processing validation phase.
A DESIGN EXAMPLE
As an illustrative example, consider the uncertain system (m 0 076, verifying that for those values the internal stability of the closed-loop from v to y holds (see Proposition 4). Having fixed the structure of the decoupling controller and of the regulating unit, we can perform the dynamic inversion procedure on the resulting three scalar systems (15) whose transfer functions depend on α i , i 1 2 3 and ω. As desired output function, for all the three scalar outputs we adopted the transition polynomial of fifth order: 
CONCLUSIONS
In this paper we have presented a design methodology, based on dynamic inversion, for the robust regulation of uncertain multivariable systems. The combined synthesis of the controller and of the command input functions, which is accomplished mainly by solving the optimization problem (16) is a strong point of the overall technique, because, basically, the feedback controllers significantly reduces the effects of the uncertainties and of the coupling and therefore permits to the stable dynamic inversion based command signal to improve the performances of the set-point transfers.
