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This thesis begins with an introduction to the interaction and refraction of light
in continuous media. It is shown how these properties can be exploited to achieve
focusing of parallel light rays in such a medium. Past work on Gas Lenses is re-
viewed, highlighting the progress in design of gas lenses, leading to a justification
for the research described in the rest of the chapter. Original work by the author
on the subject of continuous gas lenses at low and high pressure is then presented.
Experiments show that gas lenses at low pressure have stable foci, but long focal
lengths, while at high pressure two foci are produced, both of unstable character.
These results are explained by a simple theory, and future applications of such lensing
properties are presented.
Chapter two introduces the concept of the Colliding Shock Lens (CSL), and presents
shallow water wave simulations, conducted by the author, as a useful analogy to the
interaction of shocks in the CSL. All the properties of the CSL lensing action are
reproduced in the water simulations, yielding useful insight, by means of a simple
experiment, into the physics of interacting shock waves.
Chapter three presents original work by the author on the subject of multiple pulse
thermal lensing. A theory is developed which predicts the behaviour of thermal
lenses seen in an industrial laser chain. Experiments on thermallensing, as well as
some solutions, are presented and discussed.
Chapter four revises the theory of Zernike Polynomials and their application to the
study of aberrations. Thermal aberrations are studied, including the aberrations
introduced by thermal lensing and thermal blooming. The relationship between
aberrations and subsequent beam quality and beam propagation is explored.
Chapter five looks at the use of adaptive mirrors for mode matching. Although the
theory of adaptive systems is well known , no-one has as yet tackled the problem of
correcting for mode matching changes. A new way of thinking about mode match-
ing is proposed, and the merits of this system, called characterisation space, are
explained.
Chapter six comprises the theory and design of a novel vacuum chamber which has
applications in gas lens designs. All the gas lenses used in pressure experiments were
housed in compressional vacuum chambers. The idea of a Tensional Vacuum Vessel
(TVV) is introduced, and experiments show that such chambers are very successful
low vacuum chambers. The advantages and applications of TVVs are discussed,
specifically those relating to gas lens applications.
At the end of this thesis it was apparent that more questions had been generated
than answers. This is probably true of any study. Chapter seven therefore outlines
some as yet unanswered questions, and gives some suggestions for starting points.
Some of this work is presently being undertaken by the author.
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The whole question of imagination in Science is often
misunderstood by people in other disciplines . . .
Our imagination is stretched to the utmost, not, as in fiction,
to imagine things which are not really there,




The study in this thesis was started in the Department of Physics, University of
Natal, Durban, during the period January 1993 to December 1994, under the super-
vision of Prof. M.M. Michaelis. Further work was continued as part of the research
towards an MLIS (Molecular Laser Isotope Separation) plant, in the beam propa-
gation group, under the guidance of Dr S.P. van Heerden. The author is presently
employed to conduct the above mentioned research.
This study represents original work by the author. It has not been sub-
mitted in any form to another University, although parts of this work have been
published as conference proceedings and as journal publications. Where use was
made of the work of others it has been duly acknowledged in the text.
The commercial nature of the MLIS project requires that knowledge of
integral parts of the process be kept secret . It is always unfortunate when information
is controlled like this , since invariably it is in such large scale projects that Nature
reveals her most interesting behaviour. It is like getting a free ticket to the theatre,
but having to watch the show alone. I therefore apologise in advance for the lack
of detail in some chapters. Several internal reports are referenced here which are
classified and therefore not available for the reader.
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1.1.1 The Optimal Path
In this chapter we consider the refraction and focusing effects of gases. Specifically,
we would like the refraction effects to be such that under certain conditions all the
rays entering a medium will emerge converging to a point. We are therefore primarily
interested in how the properties of the medium determine the path a ray of light will
take. This leads rather naturally to an opening for this chapter which looks at an
idea in physics that carries with it a tremendous influence on the development of
physical thought in and beyond the study of classical and quantum optics. It is a
law of nature that can be stated very simply, yet is mystifying in its implications:
the principle of least action. Consider then the following analogy given by Gleick in
his book GENIUS [Gleick,1993].
A lifeguard, some feet up a beach, sees a drowning swimmer diagonally
ahead, some distance offshore and some distance to one side. The life-
guard can run at a certain speed and swim at a certain lesser speed.
How does one find the fastest path to the swimmer? A straight line, the
shortest path, is not the fastest. The lifeguard will spend too much time
in the water. If instead he angles far up the beach and dives in directly
opposite the swimmer-the path of least water-he still wastes time. The
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best compromise is the path of least time, angling up the beach and then
turning for a sharper angle through the water. Any calculus student can
find the best path. A lifeguard has to trust his instincts. The mathe-
matician Pierre de Fermat guessed in 1661 that the bending of a ray of
light as it passes from air into water or glass-the refraction that makes
possible lenses and mirages-occurs because light behaves like a lifeguard
with perfect instincts. It follows the path of least time.
This idea was in contradiction of the existing theory by Hero of Alexandria, who
believed light followed a path of least distance. This seems true if one only considers
the reflection of light. Fermat, in considering both reflection and refraction, hit upon
the idea of least time. It is easily shown that Fermat's principle of least time can
be formulated into an equivalent statement: that light rays take the path with the
smallest optical path length. In modern times Fermat 's principle of least time has
been altered slightly to read: A light ray must traverse an optical path length that
is stationary with respect to the variation of that path.
This was one of the first examples of what is now known as a variational
principle. Fermat's principle inspired others to ask similar questions about the mo-
tion of projectiles and the orbits of planets: could Newtonian mechanics be re-written
as a variational principle? The answer was yes! Maupertius, Euler and later La-
grange, showed that the paths of moving objects are always, in a special sense, the
most economical. They are the paths that minimise a quantity called action. Action
is an abstract quantity; the difference between kinetic and potential energy (K - U).
For a ball or a planet moving along a certain path, it turns out that the path taken is
the one for which the total action is a minimum. Of course we now have the problem
that balls, planets and rays of light seem to choose their path. They seem to know
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all the possibilities in advance, but always opt for the one which minimises action.
The physicist David Park phrased the question simply: how does a ray of light know
which path to choose?
The answer to this question was made a little clearer by Richard Feynman.
He found that, like classical mechanics, quantum mechanics could also be written
as a variational principle: Feynman's path-integml view of nature. The formulation
of this view is simple. Suppose a particle is emitted and later detected at A. The
probability of arrival P, is given by P = 1<1>12 where <1> is some probability amplitude
and is necessarily complex. This property gives the function an amplitude and a
phase (much like a wave, hence the term 'wave function'). Now there are several
different routes the particle (eg. photon) could take (eg. 1,2,3 ... ) and Feynman
postulated that each path contributes to the total probability amplitude
<1> = <1>} + <1>2 + <1>3 + ... ,
so
and that the magnitude of these individual probability amplitudes are all equal, even
if their respective phases are not. In fact, the phase depends on the path taken. To
see how this is equivalent to Fermat's principle, and in fact even helps explain it, we
note that there are many paths a ray of light or photon could take, but only those
paths close to the actual path, the stationary path given by Fermat, will arrive nearly
in phase. Hence it will be these paths which provide the predominant contribution
to P. Paths far from the optical path length will arrive out of phase and interfere
destructively, tending to cancel each other out. Feynman's path-integral view is
therefore equivalent to the principle of least action.
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The principle of least action seems to be a statement about the grand
scheme of things, without any concern for the contributing mechanisms; being not
so much computational as it is a concise way of thinking about the propagation of
light. It seems almost as if the Universe wills simplicity. Newton's laws provide the
mechanics; the principle of least action ensures grace.
1.1.2 The Ray Equation
Given that we know what path a ray of light will follow, we would now like to be able
to trace such a path through a medium in which the refractive index (n) is slowly
changing.
We begin with the scalar wave equation of optics [Hecht,19S9]
(1.1)
where if> =E, B. If the refractive index was constant, then a possible solution would
be
Le. a plane wave, where the wave number k and frequency ware related by k _
27r/ >. = nw / c.
However, if we want to consider geometric optics where n is not constant
but varies slowly, the plane wave will no longer be a solution as the wave is refracted
and bent as n varies. Since we assume n varies slowly we look for a solution that
looks like a plane wave but allows for the bending due to refraction
if> = eA(r) .e iko(S (r )- ct ) , (1.2)
S is the optical path length and is sometimes called the Eikonal. To place restrictions
on S and A in order for if> to be a solution, we substitute the above equation back
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into the wave equation, which now becomes
Since both A and S are real, the expressions in the square brackets must separately
be zero:
\72A + (\7A)2 + k;(n2 - (\7S)2) - 0,
\72S + 2\7A.\7S - O.
(1.4)
(1.5)
These properties are derived from the wave equation without any approx-
imations having been made. To relate this to geometric optics we assume that the
wavelength is small compared to the dimensions of any change in the medium due
to n varying slowly, i.e. as >'0 ---t 0 so ko ---t 00. Hence in dividing Equation (1.4) by
k; we find that
(1.6)
This is the Eikonal equation of geometric optics.
Solutions of Equation (1.6) describe a family of surfaces of constant optical
phase, which could be mapped for increasing values of the constant to give the path of
the radiation field. Since all changes to the beam must occur over a scale length much
larger than the wavelength, it can be argued that over a short distance successive
wavefronts propagate as plane waves. This allows the definition and concept of rays
of light that propagate perpendicular to the wavefront. Using this concept, a unit




where ds is an element along the ray. The wavefronts S
5
const are surfaces of




n ds = \1S,
which after some manipulation yields




which is known as the Ray Equation. It describes what path a ray of light would
follow in a medium where the refractive index changes slowly along the ray path.
In order to use this equation, one needs to know how the properties of the medium
determine the function n - the refractive index.
1.1.3 The Refractive Index
We have seen, from the principle of least action, that rays of light somehow 'know'
what path to take through changing media. We also have a relation - the ray
equation - which fully describes such paths in the limit of geometric optics. This
equation involves the function n , which is defined as the ratio of the speed of light in
a vacuum to that in the medium in question. We now examine how the properties
of the medium affect the speed of light, and directly cause a change in n. (It is more
true to say that a change in the refractive index causes a change in the speed of light,
rather than vice versa).
From the Lorenz-Lorentz equation, the refractive index of a mixture of
non-polar gases is given by
(1.9)
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where ~ is the specific refraction, and Pi the partial density of the ith component
of the mixture. The function R; is dependent on wavelength and pressure, but for
small changes in pressure it has been shown [Owens, 1967] that ~ is very nearly
constant - it increases by 0.01% when p increases by 0.5 Atm - and is given by
(1.10)
If we now define N to be the number of molecules per unit volume, and A to be the





Since Na/N = RT/p we have that
A= RTn2 -1
p n2 + 2·
For a gas n2 ~ 1, so
A ~ RTn2 -1
p 3
and hence we have the relation, (since A is roughly constant)
(1.13)
(1.14)
where if we further assume n + 1 ~ 2 we can reduce Equation (1.14) to the usual
Gladstone-Dale law:
n -1 = kp,
and k is a constant (given by 3/2A).
(1.15)
We see from Equations (1.14) and (1.15) that as the medium becomes
more dense, so the refractive index increases. Fermat, reasoning backwards, surmised
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that light must travel more slowly in denser media. Later Newton thought that he
had proved the opposite: that light, like sound, travels faster in denser media (for
example, water). Fermat, with his faith in a principle of simplicity, was right.
Newton was however correct in realising that n = nU) i.e. n is frequency
dependent. However, in this chapter we deal with the properties of gases, and to
good approximation gases do not disperse light substantially (implying that n is
approximately independent of frequency).
1.2 The Principle of Gas Lenses
Knowing now how the refractive index varies with the properties of the medium, and
knowing what path a ray of light would take through any such medium, we now turn
our attention to the principle of a gas lens.
Gas lenses refract light to a focal point by a process of continuous refrac-
tion rather than stepwise refraction (as at the surfaces of solid lenses when viewed
macroscopically). This is achieved by passing light through a medium where a re-
fractive index (RI) gradient exists. Such lenses are referred to as GRIN (Graded
Refractive INdex) lenses, the success of the lens depends on how well the refractive
index gradient has been created. From Equations (1.14) and (1.15) we see that such
a gradient can be created by invoking a pressure, temperature or density gradient in
the would-be lens. If this gradient is symmetric about the axis, then focusing could
be achieved. The paths of the rays through such a lens are fully described by the
ray equation.
One could divide gas lenses into two subgroups: continuous gas lenses
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and pulsed gas lenses. Continuous gas lenses, as the name suggests, implies that
the structure of the RI gradient is independent of time - it is always the same
(continuous). An example would be a spinning heated pipe. Pulsed gas lenses have
time varying RI gradients, achieved, for example, by colliding shock waves. The
operating principle is therefore slightly more complex in the case of the pulsedgas
lenses. Mathematically we can express the differences as follows: for continuous
gas lenses we require n(r) = n( -r) \;f t for focusing (with r measured from lens
axis). Once the conditions are achieved, they will remain as such. For pulsed gas
lenses, n = n(r, t), and for focusing n(r, t) = n( -r,t) \;f t but n(t i ) =I n(tj ) . Thus,
while continuous gas lenses are varifocal in that a change in initial conditions will
change the focal length, pulsed gas lenses are doubly so. Not only will the focal
length change with a change in initial conditions, but also the focal length is time
varying. Depending on the time the ray passes through the lens, so will it experience
a different refractive index gradient. Both continuous and pulsed gas lenses have
been developed at the University of Natal, Durban (UND) , Laser laboratory, and
more detailed discussions of each are given later.
As an example of how a symmetric RI profile will result in focusing of a
beam of parallel rays, consider the following analysis (for a more detailed treatment,
see [Notcutt et al., 1988]).
Assume that the RI profile is such that n is greatest at the centre of a
cylinder (axial value) and decreases radially outwards such that
Cr2
n(r) = no - --,
2
where C is a constant. Consider the path of a ray entering at position r = r o-
Its path will be governed by Equation (1.8). Since all the rays are nearly parallel,
ds = dx, where x is normal to the radial vector, and s is the ray direction. Now
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dr
ignoring the product of small terms and realising that n ~ 1 we have
d
2r
= dn = -Cr,
dx2 dr
which has to be solved subject to
=0,
dx x=O
with r = ro at x = o.
A solution of this is
It can be seen from this solution that the ray is waveguided by being alternatively
focused and defocused. Once the ray leaves the medium, its path will be given by
r = -roVC sin(VC l)x + rocos(VC l) + rolVC sin(VC l),




x= + VC .
Notice that all the rays entering the medium will converge to the same point on the x-
axis, implying that the beam is focused. A square law RI profile is an approximation
to that used in graded index optical fibres. In fact the square law RI profile is only one
example of a RI profile that would achieve focusing. In general any even, symmetric
function that was independent of x would cause the rays to converge (although not
necessarily giving a good focus). In the experiments discussed in the next section
such a profile was generated by spinning a heated pipe. Many researchers have
devised methods of achieving a focus with other RI profiles, and a review of this
work is given next.
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1.3 Review of past work on Gas Lenses
Gas lenses were first developed at the Bell Systems Laboratories for applications
as waveguides. It was hoped that the effects of mirages could be reproduced in a
controlled manner to alternatively focus and defocus a beam, thus 'guiding' the beam
along a channel. Berreman [Berreman,1964] and Marcuse [Marcuse,1964] started
the work on tubular gas lenses - using a heated pipe to focus or guide a laser beam.
Marcuse continued the work and later showed [Marcuse,1965] that a thermal gradient
gas lens approximates a thin lens since the two principle surfaces almost coincide.
He showed that the principle surface is not a plane. His thermal gradient gas lens
worked on the principle of injected (cool) gas passing through a heated cylinder.
The gas heats up close to the walls of the cylinder and the heat penetrates radially
into the gas establishing a temperature gradient that causes a corresponding density
gradient. The gas density, and consequently its refractive index, are higher at the
centre of the tube and decrease radially towards the wall. The gas flowing through
the tube acts as a lens and focuses light beams travelling through the tube. He
found an optimum gas velocity that yields not only the minimum focal length but
also minimises lens distortions.
Steier [Steier,1965] confirmed the theory proposed by Marcuse, with the
exception of differences due to gravity effects. It was noted that convection caused
distortions in such lenses, with the effects more pronounced in carbon dioxide than
in air.
In 1967 Gloge [Gloge,1967] showed that the optical centre of the lens is
displaced downwards proportionally to the fourth power of the tube diameter and
with the square of the gas pressure. He showed that if the tube diameter is greater
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than 1cm, then for a carbon dioxide lens the optical centre would be outside the
lens. Despite these distortion effects, gas lenses still had certain applications. Gas
lenses were used as objective lenses in telescopes [Aoki,1967] but this was not wholly
successful. Gas lenses were also used to guide laser beams around obstacles and as
focusing elements within a laser in the bent state [Kaiser,1968]. Optical distortions
still plagued gas lenses. This prompted Kaiser [Kaiser,1970] (perhaps due to his
dismal telescope!) to make a slight modification to the gas lens design. He found
that the optical quality of a thermal gas lens could be significantly improved if the
heated gas is exhausted radially. He constructed a lens with outlets for the hot gas,
with cool gas still pumped through as before. Imaging and waveguiding properties
were improved with this design.
By the end of the sixties and into the early seventies a new field called
Aerothermooptics was beginning to establish itself. It dealt with the relationship
between thermohydrodynamic parameters and optics. Two papers of relevance were
published from the Heat and Mass Tmnsfer Institute, Minsk by Martynenko [Mar-
tynenko et al.,1972], [Martynenko,1975]. They showed how rotating the gas lens
overcomes the asymmetric nature of the temperature field and consequently the re-
fractive index field. This is an important result given that free convection causes
optical aberrations.
Without knowledge of the Minsk results, the University of Natal Laser
group [Michaelis et al.,1986] used a heated vertical pipe to create a long focal length
lens for medium diameter laser beams (a few centimeters). This was used for drilling
of holes in metal sheets, but again aberrations due to overheating and turbulence
were observed. This lens did however differ from other designs in that the gas was
not injected into the pipe - it used no gas flow. Independently in 1988, Notcutt
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et al. [Notcutt et al..1988] managed to maintain a continuous focus in a horizontal
pipe by using a combination of a gas jet and a spinning pipe. They found that if
the pipe is rotated at less than 1Hz, the convection patterns are unaffected except
for a slight tilt, but at more rapid rotations favourable temperature and density
profiles are momentarily created. Although these become prone to Rayleigh-Taylor
instabilities, the injection of gas seemed to overcome this.
This type of gas lens was further developed and shown to have some ap-
plications. Gas lenses were used in laser-produced plasma experiments [Waltham
et al.,1990], for the final focusing element of high power laser systems and for the
drilling and cutting of metals [Michaelis et al. ,1991b]. The application of gas lenses
in telescopes was illustrated beautifully with images taken of the Sun and Moon
using a gas lens as an objective lens for a telescope [Michaelis et al.,1991c].
Properties of the spinning pipe gas lens were investigated by Lisi et al.
They showed [Lisi et al.,1994] that a flat temperature distribution exists in the
middle region of the pipe, while two regions of strong transverse thermal gradients
are present near the edges of the pipe. They also concluded that the optical quality
of the lens would decrease as the optical aperture approached the pipe aperture, due
to weakly refracted rays at the walls of the pipe.
All the gas lenses developed were continuous gas lenses. It was realised by
Michaelis [Michaelis et al. ,1991a] that a pulsed gas lens would be a solution to the
optics problem in Inertial Confinement Fusion (ICF). This idea was pursued by Buc-
cellato [Buccellato,1992] who conducted experiments on a pulsed gas lens consisting
of a gas at high pressure which is instantaneously released into the atmosphere. The
resulting density gradients caused the laser beam to deflect. Simulations carried out
on a cylindrical vessel indicated that this could be used to focus a laser beam. A
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more practical pulsed gas lens was designed and built by Buccellato et al. and was
named the Colliding Shock Lens (CSL). They showed [Buccellato et al.,1993b] that
colliding shocks could be used to focus a laser beam and that such a lens would have
applications ranging from an industrial drill to an intracavity Q-switch element [Lisi
et al.,1993].
Part of the work in this chapter is a follow-up of a statement made by
Waltham et al. [Waltham et al.,1990]. They pointed out the need for an investigation
into the stability of the focal point at even larger apertures, as well as the behaviour
of the gas lens at low pressure. This work is discussed in the next section.
1.4 The Spinning Pipe Gas Lens
1.4.1 Introduction
As mentioned in the literature review given in § 1.3, much work has been done in
the field of gas lenses, with the UND Laser lahomtory giving special attention to the
applications of spinning pipe gas lenses. The effects of pipe temperature and length
on the focal length of the lens and the focal spot quality have been well understood
for some time now. For most applications of gas lenses, these parameters could be
varied to achieve a useful focal spot. However, the spinning pipe gas lens has the
disadvantage that it only produces a good focus when the pipe diameter is small. For
certain applications (eg. Astronomy), this limits the usefulness of the lens . Another
point to be made is that all research on spinning pipe gas lenses was carried out
under atmospheric conditions.
In this section we investigate the properties of a spinning pipe gas lens at
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pressures above and below atmospheric pressure. In particular we are interested in
how the focal length and focal quality vary as a function of gas pressure. The research
was conducted with the hope that at low pressures there would be less turbulence,
perhaps allowing a route to increase the pipe diameter. This would then allow the
scaling up of the lens aperture, resulting in furthering the applications and usefulness
of gas lenses. The author has no knowledge of any experiments similar to the ones
discussed in this chapter having been done elsewhere. A detailed explanation of the
experimental arrangement is given , since this was designed, and in part built, by the
author, requiring as much time and care as the experiment itself.
1.4.2 Experimental Arrangement
The gas lens comprised a 125cm long aluminium pipe, with an internal diameter of
47mm, which was mounted on two sets of brass rollers connected by a belt to an
AC motor. The motor caused the rollers to rotate, which in turn resulted in the
pipe rotation. (This design is sometimes referred to as a friction driven device).
The lens was mounted on aluminium supports which were made to fit the contour
of the chamber. Care was needed to ensure that all vibrations were damped; failure
to do so affected the optical alignment when the pipe was rotating, and caused lens
distortions.
In order for the pipe to 'lens' , it must be heated and spun, while both
of these parameters - temperature and rotation speed - should be controllable. To
heat the pipe, a series of five ceramic heaters, each with a power rating of 375W,
were arranged below the pipe and along its length. The heaters were connected to
a common ground. A control board, consisting of five switches, each wired via a
variac, was used to control the output power of each heater separately. The switches
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were wired in parallel and connected to the mains.
To connect the heaters, which were on the inside of the vacuum chamber
to the switches, which were on the outside of the chamber, a set of six brass electrical
pins were machined. The pins served as an electrical connection through the nylon
flange, while vacuum conditions were maintained by using small a-rings with each
pin. There were an addi tional two pins for the power input of the motor (the motor
was mounted behind the lens on the inside of the vacuum chamber). A variac was
used to regulate the input to the motor, thus controlling the pipe rotation speed.
Controlling the speed of rotation of the pipe was relatively easy once the
pipe had been calibrated with respect to the variac settings (see Appendix B: Calibm-
tion Techniques). To monitor the temperature of the pipe, a series of thermocouples
were designed which made use of the Seebeck Effect. For a full discussion of this
phenomenon, see Appendix B. Five thermocouples were constructed and mounted
inside a tuflon1 rod. Holes were drilled into the rod to allow the thermocouple junc-
tions to sit at set positions, just above the pipe surface (on the outside of the lens).
The tuflon rod was mounted such that its axis was parallel to that of the gas lens. A
second nylon flange was used as an insulating material to provide a connection, via
inserted pins as before, between the thermocouple wires on the inside of the chamber,
and the multimeter on the outside of the chamber. The multimeter was calibrated
to give the temperature at the thermocouple junction above the gas lens surface.
The vacuum chamber, used to house the gas lens for the low and high
pressure experiments, was roughly cylindrical in shape, with optical windows at
either end for the laser input and output. Two ports were made to fit rotary vacuum
pumps: these enabled the chamber to be pumped down to low pressures quickly. One
lTuflon is an inert material similar to nylon
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Figure 1: Photographs showing the main chamber with the optics
and vacuum ports. The optics bench was supported behind the
chamber, and this was where the laser and optics were mounted.
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of these ports was fitted with a vacuum gauge to monitor the pressure. One of the
vacuum ports was later converted to act as an inlet for pressurised gas (carbon dioxide
and air). When the chamber was used for 'high' pressure experiments, the vacuum
valve was closed and the vacuum gauge replaced by a pressure gauge. Absolute
pressure was never increased beyond 3.5atm. Two additional ports were used for the
electrical connections between the inside of the chamber and the outside. The entire
chamber was raised off the ground by a trolley, which could be adjusted such that
the gas lens was horizontal. (see Figure 1)
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Figure 2: A schematic of the optical arrangement. The lens was
housed in the main chamber with the remaining optics outside this
chamber. A CCD camera was placed at the position of the screen.
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1.5 Experimental Results
The first set of experiments was qualitative. The various parameters of the gas lens,
namely, rotation speed (w), temperature (T), and pressure (P) , were each varied in
turn, while keeping the others constant. We noted that the focal length decreased as
the pipe temperature increased. This is a well known result, observed and explained
by others [Michaelis et al., 1991a]. However, we found that for any given value of
T and P, there seemed to exist a small range of w values for which the focal spot
was stable. This could have been due to the stability (or rather the lack of it) of the
pipe on the rollers, but perhaps also due to the onset of Rayleigh-Taylor instabilities
(as the different density regions of the gas in the pipe mix). Despite the sometimes
erratic focus, we did observe that as w increases , so the focal length decreases.
Finally we observed how operating the gas lens at pressures above and
below atmospheric (which from now will be referred to as high and low pressure
respectively), affects the focal length and focal spot quality. These results were that
of the first tests done on gas lenses at lowjhigh pressures, as opposed to the above
results which were verifications of known relationships. We found that the focal
length increased with decreasing pressure. At low pressures the focal point was
of good quality/ (near diffraction limited), while at high pressures the focus was
surrounded by a bright ring. In order to achieve a good focus the rotation speed of
the pipe, w, had to be increased as the pressure was decreased, otherwise the beam
did not converge. At high pressure the focal spot quality was critically dependent
on w, becoming very unstable at large speeds, as opposed to the low pressure case
where a large w was needed to achieve focus . (An example of a large w would be
10Hz) .
2This was calculated using the geometric approximation of 1.22>../D to determine a spot size.
20
1.5.1 Low Pressure Experiment
The results of the low pressure experiments were very consistent and easily repro-
ducible. The values used in Figure 3 represents the average of several experiments.
The temperature reading on the thermocouples was kept at a constant 50°C, while
rotation speeds of 15 Hz and 10 Hz were used. The largest uncertainty in the exper-
imental results was in the measurement of the focal length; typically we found an
error of 20cm, which at worst was 5% . This error originates from both the fluctua-
tions in the focal length of the lens (due to the instability of the pipe) and from the
measurement error (determining the focal plane by looking for a minimum spot size
on a screen) .
The results of the experiment, to determine how the focal length of the
gas lens changes at low pressure, are shown in Figure 3. As the gas pressure was
decreased from atmospheric to zero bar, so the focal length increased. This increase
became more rapid as the pressure approached vacuum conditions, and at 0.2 atm
no focus was observed. The initial beam was 45mm in diameter, at which the focal
plane of the lens produced foci of between Imm and 2mm. The diffraction limited
spot for such a lens is roughly 0.3 mm to 0.5 mm. The focal spot was surrounded
by a disc of low intensity light: possibly weakly refracted rays (unfocused). The
focus was stable, typically for several seconds, while the unfocused light seemed very
unstable. This could be due to the unstable method of rotation, as the pipe would
speed up and then slow down from time to time, although always maintaining an
average speed of around 15Hz.
At distances less than the focal length, a sharp ring focus appears, which
converges to a point as the screen is moved towards the focal plane. The focal length
was measured from the front of the pipe (the pipe end where the refracted rays exit
21
20






















t ""<,·· r·· 'l
5
0.0 0.2 0.4 0 .6 0.8 1.0 1.2
Pres sure ( Atrn )
Figure 3: Graph of the focal length change for low pressures. At
higher rotation speeds the focal length decreases.
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the lens) to the screen, which was placed in the focal plane of the lens (where the
ring converges to a point). The experiment was repeated, but with a new rotation
speed of 10Hz. As can be seen by comparing the two curves in Figure 3, an increase
in w causes a decrease in the focal length at low pressures (this result was known for
atmospheric conditions, and there was no reason to think that it might change).
1.5.2 High Pressure Experiment
In contrast to the low pressure experiment, where one focus was observed for any
given pressure, at high pressures (above atmospheric, but below 2.5atm) two foci
were observed for a given pressure: one near focus, at short focal lengths, and one
far focus, at longer focal lengths. Both foci were examined in experiments similar
to those described earlier, with T = 50°0 and w = 10Hz, while the pressure was
increased from 1atm to 2.5atm.
The focal length of the near focus, as a function of pressure, is shown
graphically in Figure 4 (a). As the pressure is increased, so the focal length decreases.
The focus was characterised by a small central spot (roughly 2mm) , surrounded by
a disc of low intensity, unfocused light, which was bounded by a bright ring of light.
We guessed that the ring was the 'far focus' rays, yet to converge to their focal plane.
Moving the screen until the ring converged to a point proved this to be correct. The
near focus was very unstable, and consequently of poor optical quality. The reason
for this is explained by a conjecture discussed later.
The focal length of the far focus, as a function of pressure, is shown graph-
ically in Figure 4 (b). There appeared to be no correlation between the focal length
of the far focus and the gas pressure. The results were very erratic and not easily
23
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Figure 4: (a)For the Near focus, the focal length decreased as the
pressure was increased, whereas (b) the Far focus shows no corre-
lation between focal length and pressure change.
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reproducible. The focus was characterised by a large focal point (3-4 mm) in the
centre of a large, complex refractive fringe pattern. The focal spot quality improved
with a decrease in gas pressure. At 2.5atm the focal spot had a diameter of 4mm,
while at 1.8atm this was reduced to 2mm, which is close to the diffraction limited
spot size calculated to be 0.5 mm. Four times .diffraction limited is good for such
an experimental lens. However the focus was unstable, seemingly oscillating inwards
and outwards. Again this could have been be a problem with the pipe and not nec-
essarily a problem with the lensing action itself. An interesting feature was observed
when the pipe rotation speed was quickly increased from OHz to 10Hz; as the ini-
tial beam pattern changed, the gas lens produced a momentary focus, lasting only
for a fraction of a second, before this disappeared to be replaced by a large (4mm)
unstable focus.
In light of the experimental results, we now make the following conjecture:
At high pressure the gas lens has two distinct lensing regions: the near focus is a result
of mys focused by the outer regions of the gas lens (near the heated walls), while the
far focus is produced by weakly refract ed mys from the central region of the gas lens
(near the lens axis). This conjecture then implies that the density gradient, and
hence refractive index gradient, must be fiat at the centre of the pipe while a large
gradient should exist at the edges of the pipe (near the walls). Such a gradient could
be modelled as a Super-Gaussian function, and this analysis is followed through in
§ 1.6. We would then expect, as has been observed, that the outer regions producing
the near focus should be strongly refracted, and hence have a short focal length,
whilst rays from the central region of the lens will be weakly refracted and hence
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Figure 5: Diagram of: (a) Proposed refractive index gradient, and
(b) Experiment to test conjecture. We propose that the central
region has a flat RI profile , while the outer regions have a steep RI
profile .
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Figure 6: Convergence af outer rays (ring) to a point. As the
rotation speed was increased, so the ring converged fas ter, but the
focus became less stable.
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To test the conjecture that at high pressure the gas lens has two distinct
lensing regions: a strongly focusing outer region, and a weakly focusing interior, a
metal disc of diameter 30mm (roughly 2/3 of the lens aperture) was centred over
the lens aperture. The result was a shell of light passing out of the lens; the rays
coming only from the outer regions of the lens (see Figure 5). Since the refractive
index gradient is believed to be large near the pipe surface, and flat at the centre,
the disc should block the far focusing rays, resulting in only a converging ring and a
near focus: there should be no far focus, only the near focus.
The results were very promising. Only one focus was observed, at focal
lengths that corresponded perfectly with those shown in Figure 4. This would then
suggest . that the conjecture was correct. The quality of the focus was critically
dependent on the rotation of the pipe. At low w the focus was stable, whereas at
high w the focus was unstable. This gives further support to the belief that the near
focus discussed earlier was unstable due to the instability of the pipe itself. The fact
that it is more pronounced here could be because the pipe vibrates when rotating,
and in this experiment only the rays near the vibrating walls were considered.
To see the effect of rotation speed on focusing effects, the convergence of
the ring to a focal point was observed for rotation speeds of 3Hz, 5Hz and 10Hz.
The results are shown in Figure 6. As can be seen, the faster the pipe is rotated,
the shorter the focal length becomes . However , what the graph fails to show is that,
at slower speeds, the focus is more stable. Hence at both high and low pressure, the
desire for stability by reducing w must be traded off with the need for short focal
lengths.
Finally, an intensity plot of the focus at low pressure is given in Figure 7
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Figure 7: 3-D intensity profile and contour of, (a) low pressure
focus and, (b) high pressure focus. The intensity flattening in (a)
is due to the saturation of the camera.
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peak, especially for the low pressure plot. The flattening of the peak in Figure 7(a)
is due to the CCD camera saturation and is not a property of the focal spot.
1.6 Gas Lens Theory
Most of the work done in the field of gas lenses has been purely experimental. It is
useful, however, to have at least some theory in order to make predictions regarding
the results of future experiments. An attempt is therefore made here to treat the
spinning pipe gas lens in an idealised model, not to predict exact numbers, but rather
just to have a feel for the physics behind the processes - to give qualitative results.
We start then with three simple equations discussed earlier in § 1.1:
!!- (ndr) = V'n;
ds ds





If we assume a radially symmetric refractive index gradient, and assume that the
optical path length ds ~ dz, then Equation (1.16) becomes












dr = m'2 dr ' (1.19)
Here we have assumed that the density and temperature are functions of the radial
distance, but conditions of constant pressure apply. We are assuming that the gas in
the experimental vessel applies a constant pressure to the gas inside the pipe, while
the heating of the pipe causes a temperature and density change to the gas inside
the pipe. This is a reasonable assumption since the volume of the gas in the vessel
is much larger than the volume inside the pipe. Furthermore, let us consider an










Lln ~ RT2 . (1.20)
Then the angle the rays leave the lens with is () = lLln/Llr (1 is the lens length)
which gives a focal length of
(1.21 )
Here we have used the relation f = r /() , and taken Llr to be the difference between
the position of the edge ray (at r) and the centre ray (at r = 0). Thus the parameter
r in Equation (1.21) refers to the pipe radius.
If we consider the case where only the diameter ofthe pipe and the pressure
are the variables of interest, then we may ask how will the focal length change under
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different gas pressures, and for various pipe diameters? Equation (1.21) suggests
that:
(i) f ex: D 2• The focal length will increase as the square of the diameter of the
pipe. For some applications this is an unwelcome result, since large diameter,
or rather large optical aperture lenses, with short focal lengths are often more
useful .
(ii) f ex: 1/P . The focal length increases with a decrease in pressure. Thus, at low
pressures, we would expect long focal lengths; while at high pressures, short
focal lengths should be observed.
Another point of interest is that Equation (1.21) suggests the obvious result
that f ex: ut. Clearly this must be so, since, as the pipe length is increased, so the rays
are refracted more, leaving the medium at a larger angle () and therefore converging
to a focus faster.
The result in (ii) above goes some way to explain the experimental re-
sults discussed in §2.3. As the pressure was decreased, so the focal length increased
sharply; while for increasing pressures, the focal length decreased. However, this
simple model does not account for the double focus observed at high pressures, nor
does it fully describe the transition from high pressure with two foci, to low pressure
with one distinct focus . This is not surprising given that Equation (1.21) was derived
assuming a linear refractive index gradient. Nevertheless, Equation (1.21) gives some
useful insight into the qualitative behaviour of the system. For a more quantitative
description, we consider the effect of spinning the pipe.
It is a well known fact that rotating a glass of water results in the water
surface deforming from the fiat , horizontal shape, to a hollow parabaloid. As one
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spins the glass faster, so the parabaloid hollows further, with the result that the water
edge - the circle that marks the intersection of the water surface with the glass -
moves upwards until a critical rotation speed is reached where the water spills over
the glass edge. What happens then, if one turns the spinning glass through 90°,
so that now the glass axis is in the horizontal plane? One would expect that some
sort of deformation due to gravity would occur, and intuitively one would expect
that spinning the glass faster would help in reducing such a deformation, while still
remembering that if it is spun too fast the water will be lost very quickly. And if one
now replaces the water with gas, say air or carbon dioxide, how would that change
the situation? To understand the effects this would have, it helps to expand the
above analogy. The water surface takes on a parabolic shape (in 2-D) because the
water acts as an almost perfect fluid , and fluids cannot sustain any forces tangential
to their surface. This property results in the aforementioned surface shape. Unlike
gases, water is essentially incompressible. This results then, in the spinning pipe
gas example, of not one parabaloid but several, each a surface of constant phase,
and each slightly deformed due to gravity. This analogy is useful in that it not only
sheds a little light on the physics of the spinning pipe, but also helps explain some
experimental observations: for any given set of gas lens parameters (T,P, D etc)
there seems to exist a critical rotation speed, w, at which the focus is best. We
can interpret this by noting that , at low w, the deformations due to gravity and
natural convection dominate, hence destroying the symmetry, just as in the water
case, the surface is flat when not rotating; while at high w, just as the water spills
at the critical speed, so in the gas dynamics example, Rayleigh-Taylor instabilities
take over and the motion becomes turbulent.
One can derive the parabolic shape of the water surface by considering the
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inward forces that result in circular motion. For the gas dynamics in the spinning
pipe, we are interested in the pressure and density gradients resulting from the rota-
tion. It is expected that such gradients will be rendered symmetric by the rotation
effects. To confirm this, we note that (by equating the radial pressure gradient and
centrifugal forces at any radius)
dP 2
dr = pw r,
which from Equation (1.18) gives
(1.22)
where T = To at r = O. Thus to a first approximation, spinning the pipe seems to
result in a symmetric temperature gradient. If we take changes in T to be small over
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where j3 = wr is the velocity, and C = 2RTo• This is only true for j32 » C, Le. when
the pipe is spun sufficiently fast.














(1.26)- [ ~rP; 1 + c
Finally giving a focal length of
[ rf!-) 2PoG 1 + c
f = 2w(no - l)lp·
(1.27)
Equations (1.25) and (1.27) are both new results, so it is worthwhile comparing them
for similarities to earlier established results.
It is interesting to note that both Equations (1.25) and (1.27) predict the
same relationship between focal length and pressure, as given by the simple model
described by Equation (1.21) but distinctly more complicated relations for pipe
diameter and rotation speed. If one wanted to find the path any ray would take
in the refracting medium, one would use Equation (1.26) with the ray equation
(Equation (1.16)), to find solutions of r(z). This is not shown here since we were
only interested in how the lens parameters determine the focal length and other
lensing characteristics.
One final point worth mentioning is that our starting point for the calcula-
tions of the focal length was Equation (1.22) , which illustrates the effect of rotating
the pipe on the temperature profile. It does not, however, incorporate any effect due
to natural convection, and we would expect a correction term to be introduced into
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Equation (1.22) such that it might read:
where T; represents the correction due to convection. However, since the objec-
tive was to gain some insight into the effects of rotating the pipe, the influence of
convection is delayed till later.
The above analysis does not explain the two foci observed in the high pres-
sure experiments. Recall that the conjecture called for the existence of a refractive
index distribution that was "flat"in the centre, but sharply decreasing near the pipe
wall. Such a distribution would look somewhat like a high order Super-Gaussian. As
a sort of theoretical vindication that such a gradient would explain the double focus,
a simple analysis of the properties of a Super-Gaussian gradient is explored.
Assume that the refractive index profile is given by the following function
for a high pressure gas lens:
(1.28)
where N is the Super-Gaussian order, and a is the pipe radius. The constant k
is arbitrary, but one would expect it to be a function of the lens parameters, but
independent of r.
Following the same analysis as before, we look for the first derivative of
Equation (1.28) with respect to r, and relate this directly to the induced focal length




It is very clear that for a high order Super-Guassian (a high order means a flat centre,
with steep edges) two distinct focal lengths are introduced. For rays near the centre
(r = 0), the focal length is very long, and tends to infinity for very high orders. At
the edge (r = a), the focal length takes on a value of:
(1.30)
The transition point from one focal region to the next is very sharp, which is what we
observed experimentally. It should be possible to adjust the values of the constants
to predict the precise trends, but the previous theory does not explain the generation
of a Super-Gaussian profile, so one would still have to "guess" the order to choose,
and justify why that order was chosen.
1. 7 Conclusion
We begin with a brief summary of the important results .
• Focal length increases with decreasing pressure.
• At high pressures, two foci appear: one of short focal length and one of long
focal length. This is due to the pipe having two distinct lensing regions.
• Low pressure foci were of good optical quality - near diffraction limited.
• High pressure foci (both near and far foci) were generally unstable.
• There seems to be an optimal rotation speed for which turbulence is at a
minimum while still maintaining symmetry, resulting in a good focus. This
varies for different gas pressures.
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There were two objectives in these experiments: firstly, to understand how
a spinning pipe gas lens would operate at pressures other than atmospheric, and
secondly, to determine if operation at low or high pressures would allow the scaling
up of gas lens apertures. The results above refer to our first objective. A brief review
of the literature is required here to understand the influence this work has had on the
scaling of gas lens apertures. The original thermal gas lenses developed by Berreman
and Marcuse [Marcuse , 1982] had optical apertures of only a few millimeters (mm) .
These lenses were developed in the sixties to early seventies. There was not much
improvement in the aperture size until a group at the Academia Sinica [Xie et al.
1985] managed to get a 13mm gas varifocallens to produce the same Airy disc pattern
as an equivalent glass lens. This aperture was further increased by the UND, Laser
Laboratory [Notcutt et al. 1988], [Michaelis et al. 1991c], where the lens aperture
was increased to 25mm. It then seemed that a threshold had been reached, and
no further increase in the gas lens aperture could be made without introducing
distortions which would destroy the focus . This experiment shows that a gas lens of
aperture 47mm yields a stable, diffraction limited focus at low pressures, but has a
very long focal length. At high pressures only the outside region of the heated pipe
has good lensing properties (if the pipe were mechanically perfect this would be so).
This is a significant increase in the lens aperture, suggesting that future lenses could
be made even larger. A brief qualitative experiment was conducted on a gas lens of
diameter 68mm, and the first results suggest that this lens produces a focus at low
pressures.
The obvious disadvantage of such lenses is the long focal length. However,
there are certain future applications where such properties are desirable. Phipps
and Michaelis have suggested [Phipps, Michaelis, 1994] that long and variable focal
length lenses could be used for satellite propulsion/launching. Gas lenses, with their
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long focal lengths and high power threshold would be able to direct the beam (20 Hz,
200 kJ per pulse), necessary for the ten minutes or more. For such an application,
a large aperture gas lens at low pressure would be ideal (especially if the launching
pad eventually becomes Mt Kilimanjaro as suggested!).
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2 Shallow Water Simulations
2.1 Introduction
Waves are all around us. From the EM waves that propagate light to pressure dis-
turbances which result in sound. Even without any physics background, everyone is
familiar in some intuitive way with wave motion. There are however other 'waves'
where intuition fails - where the usual laws of reflection and refraction are not al-
ways as we know them to be. Such disturbances differ the above examples in that
they are governed by nonlinear equations. Examples range from the disturbances
resulting from the detonation of explosives to the supersonic motion of projectiles,
and collectively these disturbances are referred to as Shock Waves.
Shock wave conditions are difficult to analyse for several reasons, the main
reason these being that they are non-linear, hence making analytical solutions com-
plex, while in practice they travel very fast, making image capture a non-trivial task.
i
Indeed, a high speed camera was purchased by the UND laser group for the purpose
of analysing the shock and rarefraetion conditions in the pulsed gas lens. Fortunately
nature is sometimes kind to physicists. Water waves, under certain conditions, act
as almost perfect analogies to other wave phenomena, hence giving us an easily ob-
served wave motion that can be used in various ways to gain insight into general
wave propagation.
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In this chapter we consider the simulation of a pulsed gas lenses by shallow
water waves. It will be shown that under certain conditions these waves can be
said to approximate shock wave phenomena, and this property we exploit in using a
ripple tank to simulate the colliding shock lens. The theory of shallow water waves is
extended to fully describe the conditions that prevail in our experiments, and these
results are supported by other water wave analogies. Images of the colliding water
waves have the characteristics of the images taken using the colliding shock lens,
hence implying the success of the simulation.
We begin then with the analogy between waves in shallow water and gas
dynamics.
2.2 Shallow Water Analogy
If we consider a simple wave, where the term simple wave refers to the linear theory
of a travelling plane wave extended to include disturbances of arbitrary amplitude,
then
u = l P(petl dp,
Po
(2.1)
where c refers to the wave speed relative to the fluid, p is the driving pressure dif-
ference, p is the density of the medium, and u refers to the velocity of a disturbance
into (or out of) the medium (eg. the speed of a piston moving into a gas).(For a
more comprehensive discussion see [Stoker,1957], [Ferri,1949] and [Baldock, Bridge-
man,1981]) . To show the similarities between gas dynamics and water waves, we use
Equation (2.1) to calculate the properties of two different disturbances
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(i) Sound waves in a perfect gas: We assume (plpo) = (piPoP and cf c; = (piPo)(-r-l)/2
from the properties of an ideal gas. If P = Po and c = c; at p = Po then from
Equation (2.1) we have that:
[ l p 2(c - co)u = (pct 1dp = p-1cdp = _ 1 .po po ,
Hence for a simple wave
b- 1)u
c = c, + 2
The absolute speed u + c of a signal is thus increased above c; by
b+ 1)u
u + c- Co = 2 .





(ii) Shallow Water: Consider long waves in open channels, with cross-section uni-
form and arbitrary, except that the breadth b remains constant i.e. height or
depth can change. Then the wave speed relative to the fluid becomes
where 9 is gravitational acceleration. When the water's cross-sectional area
changes from Ao to A, we have
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Thus 1 (2.6)C =c.,+"2 u ,






Notice the similarities between the sets of Equations (2.2), (2.3), (2.4) and
(2.5) from (i) and the Equations (2.6) , (2.7) and (2.8) from (ii). It is often said
that such simple waves (long waves or shallow water) behave exactly like those in a
perfect gas with 'Y = 2 (not that any such gas exists!).
In fact , if we take the density of the water to be p and the pressure p then
we can introduce new variables (using z as a depth parameter) density 15 = pz and
pressure p with
_ 1 2
. P = "2gpz ,
giving
- g -2
P = 2pP ,
which evidently corresponds to the relationship between the real pressure and density
for a polytropic gas with 'Y = 2. Apart from the now obvious analogy, it is also worth
noting that there is a direct relationship between the depth of the water and the
pressure and density of a real gas . Essentially, water depth simulates density, 15 ex z
and depth squared simulates pressure, p ex Z2 .
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2.3 Shock Wave Analogies
One of the properties of shock waves is that the density rise of the shock front is
completed in such a short time, and over such a short distance that the shock can
essentially be treated as a discontinuity. This is illustrated in Figure 8, where the
real and ideal profiles are plotted.
It can be shown (see any standard text, eg [Whitham,1979], [Stoker,1957],
[Ferri,1949]) that we can treat a weak shock as one where a simple wave distorts
continuously up to the moment when"the waveform slope is tending to infinity - a
discontinuity again. If we take the shock strength to be given by f3 = (Pa - Pb) / Pa ,
then a weak shock is one where f3 < 0.5 (subscripts a, b denote conditions immediately
ahead of and behind the shock wave respectively).
Consider the situation where we have two vertical planes x = ao(t) and
x = aI(t) s.t. aI > ao. Suppose there is a finite discontinuity in the surface elevation
"7 at x = ~(t), ao < ~ < at , as shown in Figure 9 (a).
Then if we define u., = ao , UI = aI and let ~ be the velocity of the discon-
tinuity, we find that upon applying the laws of conservation of mass and momentum
we get
P("7I + h)vt - p("7o + h)vo = 0;
P("7I + h)UIVI - P(11o + h)uovo = (~) pg("7o + h)2 - (~) pg("7I + h)2;
where VI = UI - ~ and V o = u; - {
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Figure 8: Comparison of a real shock profile to an idealised pro-
file. For most cases, the shock front rises fast enough for it to be

























Figure 9: Diagrams of Discontinuity: (a) General case of a discon-
tinuity on the surface, shown here as the vertical line at e(t).(b)
propagation of this discontinuity towards shallow water of constant
depth.
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we find from Equations (2.9) and (2.10) :
(2.11)
(2.12)
Equations (2.11) and (2.12) are identical in form to the mechanical con-
ditions for a shock wave in gas dynamics, hence we can call any discontinuity in
shallow water, satisfying Equations (2.11) and (2.12), a shock wave or simply as a
shock (even though in fluid mechanics, such occurrences are better known as bores).
If M represents the mass flux across the shock front, then the above two equations
can be rewritten as
What we want to do now is show that conservation of energy does not hold
across a shock. Since we do not want to postulate an energy source at the shock
front, we assume that the water particles do not gain energy upon crossing a shock
front. By considering the energy balance across a shock we find that the rate at
which energy is created or destroyed is given by [Stoker,1957] :
dE _ Mg {Po - /it)3
dt P 4/itpo
(2.13)
Hence energy is not conserved unless 150 = 151' Of course, what we actually mean when
we say energy is not conserved is that we cannot balance the energy by considering
the action of the mechanical forces alone (Energy is 'lost' in the form of heat, etc).
If we suppose M > 0 then the water particles cross the shock front in the direction
o-+ 1, and from our energy balance 150 < 151' i.e.
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Particles always move across the shock from a region of lower total depth
to one of higher total depth.
Or to put this another way .. .
The water level is always lower on the front side of the shock than on the
back side, since mass flux is from the front to the back.
As an illustrative example, consider the case (see Figure 9 (b)) where water
is at rest on the front side and so the discontinuity propagates into still water of con-
stant depth (this is analogous to a shock wave propagating into, say, the atmosphere
at constant density Po)'
Then
and




We take u.; = 0 and ih > lit hence the shock front must move in the
direction from 1 -1- O. It is useful to introduce the depths ho and hI of the water on
the two sides of the shock:
Then since Pi = plu, Equation (2.15) becomes
Hence if hI > ho =}I ~ I> Jgho and
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If we look at the speed of the shock front relative to the water particles
behind it
. ha·




which implies that VI < Jgh I : the speed of the shock front relative to the water
particles behind it is less than the wave propagation speed. As will be shown later,
we have tried to simulate these conditions by having the depth decrease resulting in
a sharp amplitude travelling slower than the wave (speed) behind it.
2.4 Shallow Water Theory
Thus far we have shown that shallow water waves can, to good approximation, be
used to simulate waves in gas dynamics. We have also shown that simple waves have
direct analogies with weak shocks, and that a discontinuity in shallow water can be
used to simulate weak shocks.
We develop here the theory of waves in shallow water, in particular using
the equations to solve for the conditions that we use in the experimental simulation,
which will be discussed in § 2.8. We start then with the basic assumptions of fluid
dynamics. Assume the water to be an incompressible fluid (always true under our
conditions), hence in the standard equations of fluid dynamics we take p = const,
and we linearise the equations by assuming I q.'Vq 1«\ qt I. (See appendix C:
Mathematical Results). The Continuity Equation and Euler Equation now become
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V.q=O,
where q(r, t) is the velocity field, p(r, t) is the pressure and W(r) the potential energy
per unit mass.
If we now assume irrotational flow, then we can think of the fluid as a




Because the motion is not turbulent, it is assumed that the boundary
surface always consists of the same particles of the fluid. If F(r, t) = 0 is such a
surface, then
8F
7it+ v .V F = O. (2.18)
Also, at the free surface of a liquid, surface tension produces a discontinuity in the
pressure across the surface, given by
(2.19)
where PI, Po are the pressures just inside and outside the surface, T is the surface











Figure 10: Schematic of co-ordinate systems: (a) General: Any
wave above some arbitrary surface at depth h(x) (b) Constant depth
case: Conditions for the experiment with a flat bottom, (c) Chang-
ing depth case: Conditions for the experiment with the bottom
surface changing linearly.
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of the water at any point be denoted by ".,(x, t), as seen in Figure 10 (a), then the
equation of the free surface is
".,(x, t) - Y = O.
Similarly the equation of the lower boundary over which the water moves is given by
h(x) +y = O.
From (2.18) we now have the relations
v fj).\lh + 4Jy = 0 y = - h.
For motion under gravity, W = gy, so equation (2.17) becomes
84J
p= -pgy-p-.at




(i) The boundaries suffer only small departures from the horizontal, implying that
1V"., 1« 1 and 1Vh 1« 1. We therefore neglect the products Vfj).V"., and
Vfj).\lh and replace the factor 1/R1 + 1/R2 by "lxx.
(ii) The elevation n is small enough to neglect changes in the vertical component
of the velocity iJ between the free surface and the equilibrium plane. Thus the





(Hi) The vertical component of the acceleration is small compared with 9 Le. q;ty «
g. Hence we find that on the free surface, (2.22) becomes
T 2
q;t + g7] - -V 7] = 0 y = o.
p
For verification of the above approximations see § C:Mathematical Results.
(2.25)
We now have the situation reduced to a series of differential equations in:"
volving the wave amplitude 11(r, t) and the velocity potential q;(r, t). These equations,
together with their boundary conditions, give the possible solutions to the behaviour
of waves in shallow water. In the next section, we attempt to solve these equations
for the conditions of our experiments - that of a constant depth and a decreasing
depth, as shown in Figures 10 (b) and (c).
2.5 Shallow Wave Solutions
As will be discussed later, we compare the results of two experiments conducted in a
ripple tank - one where the depth is constant and the other where the depth gradually
decreases. We consider first the case of constant depth. We seek the functions 11(x, t)
and q;(x, y, t) such that they satisfy the equations derived earlier (Equation (2.16)
and Equations (2.23) to (2.25)), namely:
q;xx + q;yy = 0, (2.26)
q;y = 11t y=O, (2.27)
q;y = 0 y = -ho, (2.28)
pq;t + pg7] - T7]xx = 0 y=O, (2.29)
where h = ho is the constant depth of the ripple tank.
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Since Equation (2.26) is separable, we have the immediate solution
<p = Acoshk(y + c) cos(kx - wt),
from which we get
<P1I = Aksinhk(y+c) cos(kx-wt)j
so from (2.28) we have that e = ho and hence from (2.27)
T/t = Ak sinh(hok) cos(kx - wt),
==> T/ = -Ak sinh(hok) sin(kx - wt).
w




Substituting into (2.29) gives
w' = gk (1 + : k') tanh(hok),




If we consider the individual particle motion in our case, where kli; « 1
i.e. wavelength is large compared to depth, we find that the particle motion is almost
entirely horizontal and independent of the depth (at intermediate depths the motion
is elliptical with the ellipse flattening out until at the bottom it is horizontal) .
From Equation (2.32) we see that surface tension has a negligible influence
for wave numbers k « km' where k?n = pg/To For water where T = 0.074 Nm- 1 and
p = 1000kgm-3 we get km = 360m-1 and Am = 0.017m.




For shallow water (or long waves), when kli; « 1 we have
(2.34)
This implies that all waves travel with the same speed: group velocity equals phase
velocity, and the waves are not dispersed.
More specifically, if we re-write the dispersion relation as
1 ( Tk
2
)c2 = k g + P tanh(kh) ,
where c is the wave speed, and expand this in powers of k we obtain:
(2.35)
We see from (2.35) that the medium is non-dispersive if
-:pg
which in the case of water gives h R:: 5 mm. This result is depicted graphically in
Figure 11 where it is clear that as h approaches 5mm, so the wave speed becomes
independent of wavelength (i.e. nearly constant). The dashed line indicates the
shallow water value. This result is important in that it sets limits on the depth of
the water in the ripple tank experiment.
Next we consider the case when the water depth is not necessarily constant.
In the experiment discussed in § 2.8, the depth is a function of position in the ripple
tank: it is constant for the first region, decreases linearly in the second region and
finally remains constant for the collision of the waves. If x represents the radial
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Figure 11: (a) The dispersion relation with parameter depth. As
the wavelength decreases, so the surface tension dominates. With-
out surface tension we would get the relation shown in Figure 13.
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Figure 12: Water depth as a function of radial distance from source
to collision point. The water level is greater at the source than at
the point where the waves collide.
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distance from source to collision point, then the depth function, h(x), is defined as:
{
h a for 0::; x < u,
h(x) = mx+d for Ra::; X < RI
d for x;::: RI
where m and c are fixed constants (see Figure 12). Clearly in regions 1 and 3, the
solutions will be identical in form to the case with constant depth, and indeed the
wave is fully described by the functions 111 and 113, where
111 - - Ak sinh(kha ) sin(kx - wt), (2.36)w
113 - -Ak sinh(kd) sin(kx - wt). (2.37)w
Here A is the amplitude, and k the wavenumber. We now come to region 2 where
the depth, h(x), is a linearly decreasing function of x. The system of differential
equations used for the level surface cannot be used in the case of the sloping surface,
well not all of them anyway. The problem is that an additional term arises in the
horizontal momentum equation due to the force acting at the bottom surface. One
could state the problem mathematically by saying that the amplitude function 11(X, t)
for the flat surface case must satisfy 11tt = gha11xx, which is just the wave equation
with constant speed c = Jgha. In the non-uniform case, we get an additional term
due to the sloping bottom:
11tt = gh(X)11xx + gh(X)11x.








m4Jx + 4J1I = 0 , y = -h(x).
The solution to the new equations yields some interesting results. Firstly,
the amplitude of the wave decreases as x increases, and in fact has a X- 1/4 depen-
dence. Using the approximation that m -+ 0, it can be shown [lVhitham,1979] that
the amplitude satisfies
A2~ = const, (2.39)
where ~ is the group velocity 8w/8k. This can be explained as conservation of wave
energy: as the wave approaches a beach say, it slows down but the energy stays the
same due to an increase in the amplitude.
For the dispersion relation one finds that
(
Tk2 ) 2Tk3m
w2 = gk 1 + -[1 - m 2] tanh(kh(x)) + cot(kx - wt),
pg P




As x increases, or as we approach the collision area, the function h(x)
decreases from ha to d. Since the shallow water approximation held for kli; « 1 we
can assume that it will also hold for the stronger case kh(x) «1 V x, giving
To see this consider the wave speed c written as
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Figure 13: Wave speed vs shallow water value. This confirms that
the shallow water approximation is accurate for small depth (h <
0.07>')
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If we look at the ratio tanh(kh)/kh, it lies between 0.97 and 1 for kh < 0.44 Le. the
shallow water approximation is accurate to 3% provided that h < 0.07A. Re-writing
the wave speed in terms of w (we do this because now k is not constant), we get
w wh
-c = tanh(-) .
9 c
This is plotted in Figure 13 and clearly for small depths the speed c approximates
the shallow water value.
Combining equations (2.39) and (2.34) we find that the amplitude over the
region s, ~ X < RI increases as
( h )1/4A(x) = h(;) Aa, (2.42)
where Aa is the initial amplitude of the wave in region 1 (where h(x) = ha), and
h(x) = d in the collision area.
To summarise the results for region 2: the depth of the water decreases
as the wave progresses further inward, which results in a velocity decrease and a
wavenumber increase. The most important result, however, is the increase in wave
amplitude. Similar effects are found in long ocean waves. As the waves approach
the shoreline (where the depth decreases), the amplitude of the wave increases while
the speed decreases. The theory here does not predict the 'breaking' effect since this
is a non-linear phenomena and, as previously mentioned, the initial equations were
linearised.
To conclude this section it is worth pointing out the results obtained that
will have direct bearing on the experimental section that follows. We compare the
properties of the waves travelling in constant depth to those travelling in the changing




















where the subscripts 0 above refer to the properties in the flat surface solution. These
results are depicted graphically in Figures 14 and 15.
Thus it would seem that in theory we should be able to distinguish between
the two cases outlined above, with the changing depth case having some properties
of shocks, while the flat surface situation should not have any analogy in shock
interaction. We look for these differences in the results of experiments that are
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Figure 14: Amplitude arid Energy ratios. With a decreasing depth
the Energy and Amplitude of the waves increase. A similar obser-
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Figure 15: Velocity and Wavenumber Ratios. As the waves ap-
proach the shallower collision area so they slow down. This causes
the wavelength to decrease and the amplitude to increase .
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2.6 The Colliding Shock Lens
The original intention was to use shallow water waves to simulate the Colliding Shock
Lens (CSL). Therefore a brief overview of the CSL principle is necessary.
The CSL is a novel type of pulsed gas lens developed by the UND Laser
group. The CSL consists of a number of spark gaps equally spaced on the arc of
a circle. When a capacitor is discharged through the spark gaps, each gap acts as
the point source for an expanding spherical shock wave. These waves converge to
the centre of the lens where they collide to form an axially symmetric cigar shaped
density distribution. This region then expands outwards, and during this expansion
the CSL acts as a time varying GRIN lens (that is, the focusing is due to the radially
symmetric density gradient within the expanding region, and this changes with time
as the region expands). The energy of the capacitor is such that the shock waves
formed are of intermediate Mach numbers (M ~ 1.5), for which the interaction of
the shock fronts is non-linear but orderly (Le. not turbulent). Most of the CSLs
used eight sources of shock waves, and a sequence of images taken with one of these
lenses is shown in Figure 16. Initially the shocks converge to a common point (the
collision point) and this can be seen in frames (a) to (g) of Figure 16. At around
points (h) and (i) the shocks have collided to form a high density and pressure cigar
shaped profile. After collision the interacting shocks expand again, but because of
Mach addition, all "memory" of the previous state is lost, and the shocks expand as
a ring like structure (see frames (j) to (p).). It is during this expansion phase that
the CSL can be used as a varifocallens. Notice the symmetry of the situation and
the circular expanding ring formed by the Mach addition of the interacting shock
waves. It is these properties we seek to simulate in the shallow water collision of
water waves.
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• Time sequence of an eight ar c CSL imaged 19 cm from the CSL at (a) 3.2 115, (b) 5 115, (c) 6 115, (d) 6.9 115, (e) 8 115, ( f) 10 115
(g) 10.4115, (h ) 10. 9 115, ( i) 11.3 115, (j ) 11.6115, (k) 11.8115, (I) 12.2 115, (m) 12.4 115, (n) 13. 1 115, (0 ) 14115, (p) 15.6115.
Figure 16: Image sequence of an 8 pin CSL. In the diagram the
shock waves approach a common centre (a to h) , then collide in
frame (i). At this point Mach addition results in a ring like structure
expanding outwards (j to p) .
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2.7 Experimental Arrangement
In this experiment we hoped to be able to distinguish between ordinary water waves
that collide, and waves that simulate shock conditions. In all the experiments carried
out there were always two different cases: one where the depth of the water was
constant and the standard water wave collisions were noted, and the other where the
depth gradually decreased. All experiments were performed in a ripple tank with
depth 8mm. For the decreasing depth experiments, perspex plates were placed into
the tank in such a manner that the waves passed through three distinct regions: the
first was the standard 8mm depth of the tank, next the depth decreased linearly from
8mm to 5mm, and the final region where the waves collided was kept at constant
depth of 5mm, this value was chosen from the dispersion theory derived earlier. The
waves were produced by having a metal ring with attached bobs which dip in and out
of the water. Care had to be taken to ensure that the ring was horizontal, otherwise
the delay between the various wave initiations distorted the results. The number
of bobs attached to the ring could be varied, but in most experiments eight bobs
were used (all arranged symmetrically around the ring). It was also found that the
best results were obtained when the ring was removed from the water rather than
immersed in water, so most of the images shown will be for this case (obviously a
wavelet will be formed when both the bob is removed from and inserted into the
water. One is just a little easier to control than the other).
A light source was placed directly above the collision area and the resulting
light patterns produced on a white sheet of paper on the floor were recorded with
a Camcorder. Figure 17 shows a schematic of our arrangement. Once the images











Inner diameter: 18 CI1l
Outer diameter : 2D cm
Image produced on paper
Inner diameter: S3 J l ern
Outer diameter: 53,8 cm
Figure 17: Experimental set-up for the collision of the water waves
and for the capturing of the images. A camcorder was used, facing
a lit ripple tank. The waves were generated with a set of 8 bobs
arranged around a metal ring.
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using an image processing package (IDL - Interactive Data Language). In all the
images taken, one side is slightly brighter than the other. This is due to the fact
that the light source was not directed vertically downwards, but rather at an angle.
Only on analysing the images was this noticed. Also, the images do not appear
perfectly circular. The distorted effect is due to the angle which the camera made
with the paper. In an ideal situation one would have the camera directed vertically
downwards, but due to the light source and reflections from the glass and water, this
was not possible. The result is that the scaling of the vertical and horizontal planes
are not the same.
2.8 Experimental Results
There exists a direct analogy between shallow water waves and disturbances in gas
dynamics, as was noted earlier. It was shown that the pressure of the gas is analogous
to the depth of the water squared (P ex h2 ) , while the density was proportional to
the depth (p ex h). In the CSL, a radial density distribution, produced by the
interacting shock waves , refracts light so as to form a varifocal lens. What, we ask,
is the analogy in the shallow water simulations?
Firstly it is worth pointing out that there are two complementary effects
in action as the waves interact while moving towards the collision area. The first is
the usual effect of superposition of waves, and the second is the effect of a changing
depth, going from deep to shallow water. Regardless of water depth, as water waves
collide so the principle of superposition will result in an increased amplitude at that









Figure 18: A schematic of the focusing principle of a sloping water
. surface (due to superposition of waves). Focusing only occurs when
the water height is symmetric, with a steep gradient.
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is the case in these experiments, there will also be an amplitude increase due to the
changing depth, the theory of which was discussed in detail earlier. The consequence
of this is that both the experiments with plates and without plates could be expected
to show convergence of the light source, while in the case with plates (changing depth)
this effect should be more pronounced, and moreover we should be able to observe
shock wave analogies.
Consider what happens when the water waves emerging from the eight
sources approach the centre of the ripple tank, which, in these experiments, represents
the collision area. Initially the water surface is flat, and, as expected, no light rays
from the light source (above the collision area) will converge - they will all pass
through the water almost parallel to one another (see Figure 18 (a)). As the waves
move closer to the collision area, so the water amplitude starts to increase, due to the
superposition of the waves. This slight increase in amplitude at the centre, due to
the converging waves, causes the light rays to be weakly refracted, as shown in Figure
18 (b). At the moment of collision , the water wave amplitude is at a maximum in
the centre, falling off sharply away from the centre. This 'water amplitude gradient'
results in strongly refracted edge rays which converge to a point focus (see Figure 18
(c)). As the waves start to diverge from the centre (during the expansion phase), so
the amplitude decreases again, resulting in the light rays gradually being refracted
less strongly, producing larger focal spots and longer focal lengths, until no focus is
evident (rays are parallel again). This is directly analogous to the CSL, where, as the
density gradient flattens during the expansion phase, so the focal length increases
because the rays are now weakly refracted. The distance between the ripple tank and
the image plane will clearly affect the image seen. If this distance is too long, or too
short, then the focussing effects described above will be missed. In this experiment
the distance was such that a focus was observed. This implies that a small movement
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of the image plane closer or further away would only change the frame in which the
focus was seen (i.e., if it was closer, then a stronger gradient would be necessary to
see a focus; since the gradient changes with time, so would the frame in which the
focus was seen).
The effect of having the depth change is that now the water waves will
increase in amplitude as they move towards the centre, shallower region and this
amplitude increase will depend on the position of the wave. The front of the wave
should experience a larger amplitude increase than the back of the wave, thus the
superposition of the waves will amplify this non-linear difference.
In the CSL, the radial symmetric density gradient is produced because the
shock waves interact in a manner described as Mach addition. Essentially, the shock
waves do not pass unaffected through one another, but rather 'join' or 'add', to form
a converging ring like structure. This is illustrated very nicely in the sequence of
images in Figure 16. (shown earlier).
Whether the shock waves pass through each other or experience Mach
addition depends largely on the shock strength, and the angle between the shock
propagation directions when they interact (see Figure 19). A water wave analogy
would be waves on the beach. When there is a sidewash or backwash, small amplitude
waves travel at an angle back towards the ocean. Depending on the angle these
waves make with the incoming waves, and the amplitude of the returning waves,
either joining occurs and Mach Addition is observed, or the two sets of waves pass
unaffected through one another. In the CSL and in the water wave simulation, the
magnitude of the shocks (or shock simulations) is such that at large angles (angle () in
Figure 19) between the waves, when the wave directions are at right angles, no Mach







Figure 19: The conditions for Mach Addition depend on both the
shock strength and the angle between the interacting waves.(a)No
Mach addition because the propagation directions are at right an-
gles,(b)for intermediate shocks, when the wave directions are par-
allel or opposite, Mach addition
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do not show Mach addition (i.e. waves from adjacent sources do not 'join'), whereas
after collision, when () is smaller, or the wave directions are almost opposite, Mach
addition is observed. Examples of Mach addition in the water wave simulations are
discussed next.
From the experiments without a sloping bottom, the ripple tank simulates
the weakly interacting CSL which does not focus. That is why, from the images taken
(see Figure 20, for example), it is apparent that no Mach addition occurs, and the
expansion phase consists of eight weakly interacting waves. A careful examination of
all the images taken from the experiments without a sloping bottom, reveal what is
called the cusping effect: the expansion phase still retains information of the original
number of sources, as the expansion surface consists of eight arc segments, moving
outwards independently.
From the experiments with a sloping bottom, Mach addition is observed
on the water wave convergence. More important still, on the water wave divergence,
the 'memory loss' phenomena of the CSL expansion phase is replicated. The central
non-linear collision and wave superposition erases all information about the original
number of shocks. This effect is evident in images taken of the colliding water waves
on a sloping bottom (see Figures 21, 22 and 23), where the expansion phase appears
to be originating from a point source positioned at the collision point, and not from
the eight original sources. Where one could see the cusps of the eight waves in the
flat bottom experiments (Figure 20), in this case all evidence of this is 'lost'.
The sequence of images shown in Figures 21 , 22 and 23 were taken with
different time delays between frames, and at different initial starting times. Thus they
illustrate the various phases of convergence and divergence the waves pass through.
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Figure 20: Time sequence of 8 waves on a horizontal surface. There
is no Mach addition and the cusping effect is evident. Time delay
between images is l OOms.
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Figure 21: Time sequence of 8 waves on a sloping surface, from ini-
tial points to collision point. Time delay between images is lOOms.
(6
Figure 22: Time sequence of 8 waves on a sloping surface. The
top righthand frame illustrates the convergence of the waves , while
the bottom lefthand frame shows the ring structure due to Mach
addition. Time delay between images is lOOms.
7r
Figure 23: Time sequence of 8 waves on a sloping surface. These
images show a focus (to p right) expanding outwards as a ring (bot-
















Figure 24: Intensity profile of a line focus. The sloping effect could
be due to the light source not being uniform or perhaps even evi-
dence of the non-linear amplitude across the waves. This type of
focus is useful for exciting x-ray lasers.
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Two features of interest require an explanation. Firstly, there are very clear examples
of line foci in some frames . This feature is also apparent in the CSL. It arises because,
as the waves collide, so the water amplitude increases not only at the centre, but
also, to a lesser extent, along the length of any two interacting arcs (see Figure 18 (d)
and (e)). This results in a water depth gradient across the line of intersection, which
is symmetric along this intersecting section. The result, illustrated in Figure 18 (e),
is a line focus. A 3-D intensity plot of one such line focus is shown in Figure 24.
The line focus was produced using only two interacting water waves on a sloping
bottom. It is interesting to note that a line focus was the first type of focus noticed
by the CSL researchers, and is presently being re-examined for possible applications
in the excitation of X-ray lasers. The second feature that requires an explanation is
the turbulence seen in the final frame of Figure 21. This is not a property of the
simulation, but arises simply because the water waves, after collision, are eventually
reflected by the ripple tank walls, causing interference and turbulence.
The CSL is a varifocal gas lens: its focal length changes with time, going
from a short focal length at the collision moment, to longer focal lengths as the gas
expands outwards. Imaging on a plane would result in the focal spot size increasing
with time until there was no focus.
The water wave simulations beautifully reconstruct this property of the
CSL. As the waves converge to the collision point , so the wave amplitude increases,
resulting in the light being more strongly refracted (as described earlier). At the
moment of collision a focus is produced which increases in size as the waves expand
outwards (resulting in a decreasing amplitude). Figures 25 (a) and (b) show the
intensity profiles of the focal spot. Figure 25 (a) is the intensity at some time before
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Figure 25: Intensity profile of the central bright region (a) Slightly
before focus and (b) At the time of focus (or very near). Notice the
symmetry of the focus - nearly Gaussian.
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Figure 26: Intensity profile of the expanding ring structure. Mter
collision the waves expeIience Mach addition. This results in a ringlike structure expanding outwards.
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Figure 25 (b) is very close to the moment of collision, and hence a steep water
depth gradient produces a very good focus, as can be seen from the large, narrow,
symmetric peak in the intensity profile. Thus the colliding shallow water waves have
simulated the lensing principle of the CSL, most importantly that of a variable focal
length. Because the image plane to ripple tank distance was determined arbitrarily
(but such that a focus was seen), and because the recording conditions of the CSL
were not known (i.e., how was the image plane determined for the CSL experiments),
the focal qualities cannot be directly compared, only the fact that the focus is clearly
time dependent in both.
Finally, Figure 26 shows the ring like structure due the Mach addition,
formed here during the expansion phase of the water waves.
2.9 Conclusion
The objective of this work was to try and simulate the CSL using shallow water waves.
We showed how shallow water waves could be used as an analogy to other waves in
gas dynamics, and in particular to certain shock conditions. Using the equations of
fluid dynamics and shallow water theory, a complete analytical solution was found
for the properties of waves travelling under the conditions of our experiment.
Experiments show that there are very strong similarities between the prop-
erties of the CSL and the colliding water waves on a sloping bottom. Without a
sloping bottom, the simulation is equivalent to that of a weakly interacting CSL
which does not focus . With a sloping bottom, Mach addition is observed, and the
'memory loss' of the CSL expansion phase is replicated. Finally, the colliding water
waves behave as a varifocallens, due to a changing water wave amplitude with time,
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just as the CSL is varifocal, due to a changing density gradient with time.
A note to the reader is required at this point: The work done in this chapter,
and the previous chapter, deals with gas lenses, and attempts to experiment with and
model them. In this chapter the modelling process led to a water wave experiment to
simulate the CSL. The following chapters deal with the lenses created in solid state
optical materials; a problem for large laser chains. The link between the chapters
is that we move from a gas lensing action, to a solid state lensing action, and all
the while we attempt to understand the processes under investigation by utilising




For the MLIS (Molecular Laser Isotope Separation) process to be successful, high
energy, high repetition rate laser beams must be available. For the generation of
high repetition rate CO2 laser pulses, a line tuneable TEA-C02 oscillator and several
TEA-C02 amplifiers are used. An intra-cavity aperture is utilised as a spatial filter
for generating a TEMoo spatial mode with an M 2 ~ 1.3 (see § 4.5.1 for a discussion
of this parameter). At high repetition rates the average power delivered by this
chain ranges from 300W to more than 1kW. The master-oscillator-power-amplifier
(MOPA) chain consists of a CW - CO2 injection seeded oscillator and several TEA-
CO2 amplifiers. Typically, the output of the chain is more than 1J at repetition rates
higher than 500Rz. The beam has to propagate over extensive distances (longer than
50m) through the amplifiers and a multiple pass Raman cell. For this reason, it is
important to know the beam parameters of the CO2 beam throughout the chain.
A number of possible problem areas were isolated that could have an influence on
the beam propagation:
• absorption through the transmission optics
• radius of curvature changes of reflective metal mirrors due to absorption/expansion
• blooming effects due to absorption in air or stationary volumes within the lasers
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• effects due to the discharge volumes in the amplifiers
In this chapter, only the effects of the high average power propagation through
transmission optics will be dealt with. These effects were observed at average powers
higher than lOOW. The heating of transmission optics leads to a refractive index
gradient - generating a thermal lens.
The thermal lens effect is a time dependent phenomena where the spatial
profile of a Gaussian laser beam is transformed into a spatial temperature profile
within the substrate. This local heating is a result of absorption of the laser radiation;
for a Gaussian beam the heating is therefore more pronounced in the centre than
on the edges. A radial temperature distribution is created which in turn produces a
refractive index change by a factor dn/dT. It is this refractive index change which
results in the absorbing medium acting as a lens.
3.2 Review of Theory
The thermal lens effect was discovered by Gordon, Leite, Moore, Porto, and Whin-
nery [Cordon et al, 1965]. The analysis of this effect revealed that it might provide
a sensitive means of measuring very small absorptions in liquids.
The thermal lens effect has been theoretically treated under a variety of
conditions. These models cover the thermal lens effects which are generated un-
der different excitation conditions, different pump/probe geometries, and different
sample conditions (most thermallensing papers deal with its application to calorime-
try). Several review articles have been published on this field [Pranko, Tran, 1996]
[Hams, 1986].
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A review of the existing single pulse theories shows up some discrepencies.
Twarowski [TwarowsJ.:'i, Kliger, 1977] developed a model using the parabolic approx-
imation, but found a result that differed from earlier results by Hu and Whinnery
[Hu, Whinnery, 1973]. Later Dovichi and Harris[Dovichi, Hams, 1981] referenced
the original Twarowski model, but somehow managed to insert a normalisation con-
stant of 2.303. Following back in other references shows that the source term for use
in the heat transfer equation had a normalisation constant of 2ln(10). In reworking
the theory, I have not been able to justify or find the origin of this term. What
everyone seems to agree on , is that for a single pulse, the focal length takes on an
initial value, j(O) and then decays to infinity according to:
1 1 1
-
j(t) j(O) (1 + 2t/te)2' (3.1)
where t is the elapsed time, and t; is called the relaxation time of the lens. The value
of j(O) is calculated to be:
(3.2)
where all the terms are explained and derived in the next section. Figure 27 shows
the behaviour of the thermal lens after a single pulse. This decays back to infinity, if
the optic is left to cool, which is perfectly reasonable. The question is, what happens
if there is not enough cooling time before the next pulse arrives?
3.3 Multiple Pulse Theory
The multiple pulse model [Forbes et al, 1996][van Heerden et al, 1996] is an extension


































Figure 27: After only one pulse, the optic takes on an initial focal
length, and then gradually cools until the inverse focal length is
zero.
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previous pulses. As far as we know, this is the first analytical expression for this
particular problem; many numerical models exist for similar problems.
To find an analytical solution, one first solves the standard heat transfer
equation for this problem [Carslaw, Jaeqer, 1947]:
(3.3)
Here T is temperature, K is thermal conductivity and p and Gp are density and
specific heat capacity of the material respectively.
Since the source term (Q) is a Gaussian beam, we assume it to be given by:
(3.4)
where a is the material bulk absorption coefficient at the given wavelength, Eo is
the pulse energy, to is the FWHM pulse width and a is the 1/e2 beam radius on the
optic. Dividing Equation (3.3) by pGp yields
aT . 2 Q
-8 = DV T + -0't P p
(3.5)
where D is the diffusivity, given by K/pGp , and it has been assumed that the con-
ductivity is constant.
We now make the following assumptions:
• Heat loss to the surroundings, through the optic surface, can be ignored.
• The window acts as a semi-infinite plate, with a constant boundary tempera-
ture.
• Both K and Gp are temperature independent.
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• The laser beam pulse is switched on at t = 0, and switched off at t = to, both
instantaneously.
• Beam power and radius are constant within the sample.
As a justification for the above, note that the pulse width of the beam
is typically 80 ns (FWHM value) and therefore no ablation is observed. Because
the conduction through the edges is very good, most of the heat is transfered by
this mechanism, and therefore the surface heat loss is ignored. Also, we note that
since the optical holders act as very good heat sinks, the boundaries are indeed at
constant temperature. Furthermore, the spot size on the optic is always much less
than the optic diameter, hence the semi-infinite plate (the thickness of the optic is also
much less than the diameter). The absorption is significant, but nevertheless small
compared to the transmitted energy, thus the beam parameters remain constant
within the sample. Finally, the temperature rise is small, thus K and Gp can be
considered constant (it will be shown that the temperature gradient and not a
temperature increase induces a lens) .
These assumptions result in a Green's Function solution to Equation (3.5)
[Prinsloo, 1995]
1 _(r2+r' 2 ) rr'
G(r,t;r',t' = 0) = --e 4Dt 10 ( - - ) ,41fKl 2Dt
where la is a modified Bessel function. Through integration of
AT = 21fl!oCX) Q(r')G(r, t;r')r'dr',
(3.6)
(3.7)
one finds that the temperature variation caused by the multiple pulses can be deter-
mined as:
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We note from Born and Wolf [Born, Wolf, 1975] that
where in our case l is the thickness of the optic, and f is the focal length.
(3.8)
(3.9)
In the single pulse theory, many authors approximate the lens with a
parabolic profile. One can now justify this by expanding the refractive index in
a McLaurin series about r = 0:
an 1 2 82n
n = n +r(-) -0 + -r (-) -0 + ...o Br r- 2 Br2 r-
Since (~; )r=O = 0, a parabolic approximation will be accurate near the centre of the
optic (by the symmetry of the arrangement). However, we note that
8n 8n or
Br = BT' Br'
and hence
82n 82n or an 82T
8r2 = o-m: Br + or' 8r2. (3.10)
But we know also that (~)r=O = 0, therefore the first term of Equation
(3.10) is eliminated, and substituting the result into Equation (3.9) gives
(3.11)
The factor ;;. is determined from published tables, and is roughly constant for solid
state IR materials over a large temperature range.
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We are at last able to determine the focal length induced into the optic by
the effect of heat transfer from m pulses of the laser. Evaluating Equation (3.11)
using Equation (3.8) gives, after a little algebra:
(3.12)




m ( 2qT)-2L: l+-tq=O C
Note that qr is a measure of the elapsed time, since q is the number of pulses and
T is the inverse of the repetition rate (or time between pulses). This is remarkable,
since it was never the intention to get the multiple pulse theory into the same format
as the existing single pulse theory - the algebra merely reduced it to this convenient
form. The similarity between the two is very encouraging.
The variables in Equation (3.12) can be grouped as follows: those that are
properties of the beam, and those which are properties of the substrate. Properties
of the substrate which influence the lensing are:
• The absorption coefficient, a.
• The thickness of the element, l.
• The conductivity of the material, K.
• The constant factor (8njar).
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Properties of the beam which have an effect on the lensing are:
• The beam energy, Eo.
• The repetition rate l/T.
• The number of pulses q.
• The beam radius at the position of the optic, a.
A term which falls under both categories and which was introduced earlier
and again here after the algebra, is the factor t c , called the relaxation time of the
system, and is defined as
The meaning of this term and its influence on the lensing will be discussed later (in
§ 3.3.1). Recall that a refers to the beam radius (a beam parameter), and D is the
Diffusivity, a material parameter.
The beauty of having an analytical expression for the time dependence of
the induced focal length is now very apparent. One is able to look at the equation
and see if it is going to follow the trends that one's intuition suspects to be true.
By considering the parameters in Equation (3.12), we are able to make the following
predictions on behaviour trends which intuitively seem reasonable:
• Both the laser parameters and material parameters will influence the lensing.
• The thermal lensing will be stronger for higher pulse energies and higher rep-
etition rates.
• Damaged optics, with higher absorption coefficients, and thick elements, such
as Fresnel prisms, will experience stronger thermal lensing.
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Figure 28: Predicted focal length changes as a function of time, for
three different repetition rates (10 Hz, 100 Hz and 1 kHz). The 1
kHz plot is shown separately.
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• Smaller spot sizes on the element, which results in higher fluences, will also
result in stronger thermallensing.








this is the initial focal length induced into the optic. If there was only a single
pulse, this would then decay back to infinity as is the case with the single pulse
theory. Notice that the initial focal length predicted by this theory is exactly the
same as that of the single pulse theory, with the exception of the normalisation
constant 2In(10) in the latter. Figure 27 shows how the focal length takes on an
initial value, and then decays back to infinity if only one pulse is considered. Note
that inverse focal length is plotted, so the function tends to zero with increasing
time. In Figure 28, it is clear that the induced focal length decreases rapidly during
the first few seconds, until an equilibrium value is reached. This value is repetition
rate dependent. At 10Hz there is almost no change, while at 300Hz the change is
almost a factor of 80 larger (Le. if the window initially acts as a lens of focal length
80m, then after a few seconds it acts as a lens of focal length Im!). Such a change
can introduce severe beam propagation problems.
3.3.1 Relaxation time
The relaxation time depends on both the diffusivity, a material consideration, and
the beam radius at the position of the substrate- a beam propagation parameter.
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Because the focal length is described by a converging series, it makes sense to speak
of rates of convergence. Hence forth we shall speak of these rates of convergence in
terms of units of tc, the relaxation time of the system. We choose this as a reference
because of the structure of Equation (3.12). Notice that the time elapsed is given by
t = qr,
which is then divided by the relaxation time t., It is logical therefore to count time




It is important to realise that although one can "look" at the convergence of the
series in terms of the relaxation time, one cannot "count" or "add" the series in
terms of units of t C I unless it is related back to the corresponding number of pulses
i.e. the sum must be over q and not tltc.
The first interesting property of the relaxation time is that it is independent
of the repetition rate of the laser. Thus after 10tc for example, you are always a given
percentage towards the stable focal length. At higher repetition rates it requires more
pulses, but this is balanced by the fact that the pulses are arriving that much faster.
To test for the convergence of the series, we compare how close the value of
f(xtc ) is to f( 00). Because it is not practical to allow a series to sum for an infinite
number of terms, a value of 10tc is chosen for the convergence time. Some simple
input of numbers will show that the difference f(lOOt c ) - f(lOt c ) < 0.001, with
this difference decreasing as more terms are summed. Thus stopping after 10tc is
acceptable". Figure 29 (a) shows how quickly the series converges to the stable focal
length. After only 3tc the resulting focal length is 90% of the final value. To use KCI
30nly under stable conditions. If damage occurs, so does thermal runaway, and then the lensing
deteriorates until finally the optic cracks or explodes.
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Figure 29: (a)The value of f(xtc ) as a % of f(oo) shows that after
a time interval of 3tc the focal length is 90% towards the cover-
gence value. After lOtc the series has, for all practical purposes,
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Figure 30; (a) Comparison of the relaxation times and convergence
for KCl and ZnSe. (b) Relaxation time as a function of beam size.
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as an example, this implies that for a 6mm beam radius on the window (a = 6mm),
the relaxation time is 1.9s, and after only 5.7s the focal length is 90% of the stable
value. It is interesting to note that the material does have measurable effects. By
keeping the same conditions, we find that the relaxation time for a ZnSe window is
0.9s - less than half that of the KCl value. Thus ZnSe will stabilise faster compared
to KCl, but note that this does not indicate what that stable value will be. In order
to decide how long we should allow for the optic to stabilise, note that after t = 3te ,
the focal length is 90% of its stable value. Since 10% is a reasonable difference (it
only has an appreciable effect for large focal lengths, but in that case the focal length
can be ignored anyway), we will take the 3te time as an effective stabilisation time.
Some relaxation times are shown for KCl and ZnSe optics in Figure 30 (a)
In Figure 30(b), the change in t; is shown for different spot sizes. This
derives from the fact that i; (X a2 • Thus for larger spot sizes it takes longer to
stabilise the lensing. To see how two different relaxation times are related, we note
that
(3.15)
which implies that a change of only .../2 in the beam size will double the time to sta-
bilise (e.g. a beam radius change from 5mm to 7mm would double the value of te)'
Although this is not altogether beneficial, there are other factors to consider. Chang-
ing the spot size, and consequently the relaxation time, also changes the resultant
focal length. This will be discussed next.
3.3.2 Spot size and focal length
If we consider Equation (3.13), the focal length of the lens is the division of two
terms. The numerator, f(O), is described by Equation (3.14). This shows us that
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there is a 1 ex: a4 dependence, since the numerator of Equation (3.14) involves the
product of a2 and t c , but t c ex: a2 • Thus, as the spot size of the beam increases, say by
changing a mirror or altering the M 2 of the beam, so the value of 1(0) also increases.
The denominator of Equation 3.13 shows that the series will converge to a value
that depends on the relaxation time, and consequently on a2 • The model predicts
that as the spot sizes increases, so the convergent value of the series also increases,
thus reducing the focal length of the optic. To summarise, both the numerator and
denominator increase as the spot size changes, but since the numerator increases as
a4 , it increases faster than the denominator, giving the net effect that as the spot
size increases, so the focal length also increases. Mathematically we say that we
would like to choose a material such that
00 1
1(0) » ~ (1 + 2nrIt c)2' (3.16)
noting that the term 1(0) is largely dependent on the properties of the optic, this
translates into saying that an optic must be found with properties such that the
above equation holds. When Equation (3.16) fails entirely, then the material is not
suitably chosen for the application (the specific repetition rate of the laser), and the
resultant focal length is less than 1m, which is catastrophic for mode matching.
Figure 31 shows how the focal length of KCI and ZnSe windows changes
with increasing spot size, for different repetition rates. Notice that only at high
repetition rates and small spot sizes does the focal length fall below 1m.
3.3.3 Thermal lensing and Beam propagation
In the previous section, § 3.3.2, we looked at the effect that the beam size on the optic
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Figure 31: Focal length dependence on beam radius for (a) KCL
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Figure 32: An example of the beam size change, as a function of
time, as measured in the MLIS laser chain. This time dependence
is a result of thermallensing.
102
lens has on the propagation of the beam. A detailed analysis of propagation effects
will be left until § 5, but some analysis is necessary now in order to make sense of
some of the experimental data to follow. An example of the effect that a thermal
lens has on the spot size can be seen in Figure 32.
For the purpose of this analysis, the thermal lens is treated as a thin lens,
and the Gaussian propagation laws are used. This enables one to write the optical
chain as an ABCD matrix (see Figure 33 for some typical ABCD matrices), and
using the formalism of Reng and Eppich[Reng, Eppich,1992]:
(3.17)
(3.18)
Here the subscripts 1 and 2 refer to the beam before and after the thermal
lens respectively; () is the far field divergence of the beam, and w is the 1/e2 beam
radius defined by the second moments calculation (a subscript 0 refers to a waist,
or minimum radius). In order to simplify the calculation, and without any loss of
generality, we take the input beam to have a waist on the window, as shown in Figure
34, and determine the ABCD matric coefficients from:
This then gives the following values for the ABCD coefficients:
A
z
- 1 - f(t)' (3.19)
B - z, (3.20)
C
1
- --- (3.21)f(t) ,
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Figure 34: A schematic of the thermal lensing problem. After the
window has stabilised, the new "lens" changes the propagation of
the beam.
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D - 1. (3.22)
Clearly, since the coefficients A and C are functions of time, we see from Equations
(3.17) and (3.18) that the propagation of the beam after the window will now also
be a function of time.
Some simulations of what a detector would see if placed at various distances
from a thermal lens are shown in Figures 35 - 37. For the simulations,an input
beam radius of 3mm was used. The imaginary detector is place at three different
distances (as measured from the window): 1m being a near field view; 5m showing an
intermediate field view, and 10m being classed as far from the window. To generate a
weak, intermediate and strong lens, the repetition rate and pulse energy was varied.
The weak, intermediate and strong lenses had focal lengths of around gm, 5m and
2m respectively (actually all three of these values would be considered problematic
in the MLIS laser chain).
The reason for including this is to illustrate just how non-linear the re-
sultant beam propagation is. To predict the behaviour of the beam using only one
measurement point will only be of use if the beam parameters before the lens are
known exactly. The problem with the MLIS chain is that there are several windows,
which all have an effect. The problem is compounded by the fact that, as is shown
by Equations (3.17) and (3.18), not only does the time dependent focal length in-
fluence the resultant beam, but also the input beam parameters, which are in turn
influenced by the previous lens. Thus making predictions for the entire chain is a
complex process.
To explain the counter-intuitive graphs of beam size as a function of time,
consider the situation in Figure 38. If the detector is placed at a distance closer






























































Figure 35: The beam size as a function of time for a strong lens:
(a) shows the simulation near the window, (b) shows the behaviour
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Figure 36: The beam size as a function of time for a intermediate
lens: (a) shows the simulation near the window, (b) shows the
behaviour at some intermediate distance, and (c) is the behaviour





























































Figure 37: The beam size as a function of time for a weak lens: (a)
shows the simulation near the window, (b) shows the behaviour at






















Figure 38: This schematic illustrates how some of the non-linear
behaviours in Figures 35 - 37 can be explained. As the focus moves
towards or away from the detector, so the measured spot size will
change as a function of time.
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picture the beam waist moving from right to left, from a long focal length to a short
focal length, which would result in the graph of Figure 35 (a). If, for example, the
detector is placed very close to the window, closer than the new waist position, then
the detector will see a decreasing spot size until it stabilises after a few seconds.
Similarly, if the detector is far from the window, beyond the initial focal length, then
an increasing spot size with time will be seen (until stabilisation occurs) . All the
other graphs can be explained by similar scenarios.
Finally, before the experimental results are discussed, the reader is refered
to Figure 39. This was a test done to establish the correlation between the analytical
model for the thermal lens, and a numerical model. The numerical model starts with
a finite element analysis of the problem, which results in a temperature profile over
the window. This is then used with the Fresnel diffraction integral to establish
the resultant beam propagation after the window. By looking at the change in focal
position after a known lens, the focal length of the thermal lens can be deduced. This
procedure takes several hours to run, and needs to be repeated each time a variable
is changed. For the correlation test , the focal length as a function of the pulse
energy was investigated. The finite element analysis was done by W. Groenewald"
and the propagation analysis by S.P. van Heerden". The result of this test is shown
graphically in Figure 39. Clearly there is very good agreement between the analytical
model and the numerical calculations. At very strong thermallensing, the deviation
is in the order of 7%. For weak thermal lensing, the deviation is around 1%. The
value of the analytical model is that it took only a few seconds to generate the focal
length dependence on pulse energy (as a continuous function), while the numerical
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Figure 39: There is a very good correlation between the analytical
model and a numerical model for predicting the focal length change
in a thermal lens as a function of pulse energy.
112
only one point on the graph. This test goes some way in validating the analytical
result .
. 3.4 Experimental Results
In this section, experimental results from the MLIS laser chain are presented. All
the measurements were made with the 3-element detector, a shot for shot beam size
measuring device, developed by W Klopper[K lopper , 1995] for high repetition rate
measurements.
One of the problems with experiments such as these, is the possibility
that in sampling the beam, say with Holographic Beam Samplers, one destroys that
which one seeks i.e. the sampler also introduces thermallensing, which is an unknown
quantity. The beauty of the 3-element detector is that it can accommodate very high
fluences, thus allowing one a shot-to-shot monitoring device for the severe conditions
under which pronounced thermal lensing is expected.
3.4.1 Laser damage effects
An important feature of Equation (3.12) is the dependence of the focal length on the
absorption. As the absorption by the sample increases, so the focal length decreases,
i.e, the window substrate acts as a stronger lens. This can have serious side effects for
the mode matching in the laser chain. Figure 40 shows the lensing through the chain
with three amplifiers in operation. The "no window" case refers to the lensing due
to the previous optics in the chain, and is therefore taken as the reference. With this




















Figure 40: Compared to the reference measurement of no windows,
we see that undamaged optics have a minor influence on the lensing
when compared to the damaged optics.
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place. It is clear that with the ideal ZnSe window in the final amplifier, some lensing
is observed. However, with damaged ZnSe windows and the beam radius measured
in the same position, the lensing is far stronger (when looking at the graphs, one
should consider the absolute beam size change - the undamaged and "no window"
changes are similar, whereas the damaged window change is larger) . This is not
surprising given that the focal length is inversely proportional to the absorbance.
The coefficient of absorption, (k, is related to the optical quality of the window.
Damaged optics have higher absorbance[Scatena, Herrii, 1990] which results in the
thermallensing being more pronounced for damaged or inferior quality optics.
3.4.2 Rotating window
As a means of reducing the induced temperature gradient (or average power density)
the amplifier window was rotated with the beam passing off-axis through the win-
dow. This idea stems from a paper which suggests a relative movement between the
beam and the optic in order to reduce thermal distortions [Sparks, 1971]. When an
undamaged ZnSe window is rotated, the result is a decrease in the thermallensing
(see Figure 41 (a)). However, with the same technique applied to a damaged ZnSe
window, we see very little improvement in the lensing, while the beam size and posi-
tion became erratic (see Figure 41 (b)). These changes in the size are probably due
to an asymmetric thermal gradient induced by the localised window damage. The
wedge on the optic also had an influence on the pointing stability of the beam.
When a KCl window is rotated, a similar result to the damaged ZnSe
window (periodic beam radius structure) was observed. Clearly an optic with a
wedge will introduce a periodic structure on the position of the beam when rotated,



































Figure 41: (a) Improvement in lensing due to the rotation of the
final exit window of the laser chain, (b) No apparent improvement
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Figure 42: (a) Periodic beam radius structure due to the rotation
of a KCl window, (b) Comparison of the lensing for ZnSe and KCl,
with the ZnSe rotated and stationary.
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Table 1: Some typical bulk material parameters for KCI and ZnSe
optics.
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that there is no advantage to be gained by rotating a KCI window for the beam
conditions used here(see Figure 42). This could be due to a combination of low
conductivity and a very long relaxation time (see Table 1 for some typical KCI and
ZnSe parameters). The temperature rise in a KCI optic is higher than that of a ZnSe
optic, and there is a larger temperature difference between the centre and the edge
of the KCI optic, both due to the smaller thermal conductivity of KCl. Because of
this, rotating the KCI window has little effect on the thermallensing, but because of
large wedge angles on KCI windows, the pointing stability of the beam is degraded.
3.4.3 Comparison of KCI and ZnSe optics
As mentioned above, the induced temperature gradient for KCI is much larger than
that for ZnSe. This is a result of the thermal conductivity; ZnSe has a thermal
conductivity that is three times higher than that of KCl. A low thermal conductivity
results in an accelerated temperature rise on the surface of the optic. However, the
lensing effect generated by the KCI optic is significantly less than that generated by
the ZnSe optic (see Figure 42 (b)). These two statements seem to contradict one
another.
The answer to this paradox lies in the mechanism for lensing. We note that
KCI is an alkali halide, forming an ionic crystal structure, while ZnSe is a covalent,
polycrystaline material. As a result of these structural differences, KCI has a neg-
ative an/aT, which generates a divergent lens, while ZnSe has a positive an/aT,
which generates a convergent lens. Next , we note that the thermal expansion of KCI
is 5 times higher than that of ZnSe. A thermal expansion will generate a convergent
lens in these two materials. Thus if one only considered thermal expansion, KCI
would also be the stronger lens, but this time convergent. The answer is now ap-
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parent: in the case of ZnSe, the thermal expansion effect simply enhances the effect
of the refractive index variation. As a result of this, ZnSe shows strong thermal
lensing. For KCI, however, the strong negative refractive index variation is balanced
by the strong thermal expansion effect, resulting in a weak net thermal lens. Thus
the degree of lensing in ZnSe optics is more pronounced than that generated in KCI
optics.
Despite the thermal lensing advantages to be gained by using KCI, we
nevertheless make extensive use of ZnSe. The reason is that KCI, being a salt, is
very hygroscopic, and therefore very easily damaged. The results of damaged optics
have already been shown.
3.4.4 Removal of windows
An obvious solution to thermallensing through transmission optics is to simply not
have any. Unfortunately, the transmission optics in question are amplifier windows,
and therefore were important to the operation of the amplifiers. However, some solu-
tions were investigated where the windows were removed. These solutions included:
• Placing the amplifiers in a tandem arrangement, as shown in Figure 43.
• Using aerodynamic windows at the end of the chain, where thermallensing is
at its worst.
Some experimental results have been compiled on the thermallensing effect
with aerodynamic window solutions applied. Without an aerodynamic window as the
last amplifer window, we see a much stronger lensing effect, with the beam focusing
down after a few metres. In fact, when operating the chain with all the amplifiers















Figure 43: An illustration of the original chain layout, and the
new tandem layout. The two amplifiers are joined by a pipe, thus
allowing a reduction in the number of transmission optics.
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effect from the last window. The rotating window and aerodynamic window both
have a negative effect on the pointing stability; this is a serious disadvantage, since
the beam propagates over very long distances, thus even a small centroid movement
is amplified to extreme proportions.
3.5 Conclusion
The multiple pulse model is a very good analytical tool for making predictions about
the beam propagation in the MUS laser chain. It predicts all the trends observed
experimentally. This theory does have its shortcomings: it only considers bulk ab-
sorption, whereas we know that the coatings on the windows must also play a role .
It has also not been tested quantitatively because of the difficulty in accurately de-
termining the absorption coefficient of the windows. This problem is compounded by
the fact that this coefficient changes as the optic nears the end of its lifetime, which
at 1kHz and a few Joules is rather short. Thus strictly speaking, the absorption
coefficient is a function of time.
Analysis of the thermallensing problem has allowed the implementation of
some solutions not discussed here. Those which have been addressed seem to reduce
the lensing effect, but perhaps at the expense of wavefront distortions. This will be




The previous chapter dealt with thermallensing, considering only the change in focal
length induced in the optic. This caused a curvature change in the wavefront of the
beam after the element, either diverging or converging the beam. In this chapter
we consider other effects on the wavefront. This is useful in determining whether
a thermal lensing solution improves the lensing at the expense of other wavefront
distortions.
The propagation parameter, or beam quality parameter (M2 ) (see § 4.5.1)
gives an indication of the quality of the beam. It is useful to think in terms of a
higher M 2 indicating a poor or degraded beam. It does not, however, tell one what
has degraded or what aberrations have been introduced. Thus in comparing two
optical paths, say for example a rotating window as opposed to a stationary window,
we do not have a quantitative way to describe the relative aberrations introduced by
each.
The Zernike polynomials allow one to monitor the contributions of each
aberration to the total wavefront. It is for this reason that an outline is given here
of how to use these polynomials. The understanding of Zernike polynomials is also
crucial for adaptive systems, since most commercial systems calculate the polyno-
mial coefficients to determine the amount of adapting each actuator performs[Alda,
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Boreman, 1993],[Neal et al, 1996].
In the next section, some theory of Zemike polynomials is given, and three
worked examples are used to illustrate their usefulness.
4.2 Zernike Polynomials and wavefront aberrations
4.2.1 Theory
The Zemike circle polynomials are a complete orthogonal set over the interior of the
unit circle. Hence, an expansion of an arbitrary function ~(r, 0) where r E [0,1] and
oE [0,21f], in an infinite series of these polynomials will be complete.
The circle polynomials of Zemike have the form of a complex angular func-
tion modulated by a real radial polynomial:
where n ~ m, n ~ °and n - m = even.
(4.1)
It can be shown that the radial function also obeys an orthogonality rela-
tion, and is given by [Murison, 1995][Born, Wolf, 1975]:
n-m
m -2- (-1)k(n - k)!r n - 2k
Rn (r) = L k'(!!±!!! _ k)I(!!.=!!! _ k)I'
k=O • 2 . 2 •




A list of the radial polynomials up to order 10 is given in Appendix C. The
function R";' is set to zero when n - m =1= even (by definition).
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From Equation (4.1), we can write Z::, as
Z::'(r, lJ) = R~(r) cos(mlJ) + iR~(r) sin(mlJ),
thus we construct two real functions U::" vnm such that
(4.4)
(4.5)
It has been shown[Murison, 1995] that any function <I>(r, lJ) can be written
in terms of U::, and vnm such that
00 n
<I>(r, lJ) = L L [A:U,:n(r, lJ) + B:v,:n(r, lJ)],
n=Om=O
where the coefficients A: and B::' are given by:
n+ 11271"1 1~ = K(m)-- <I>(r,O)U,:n(r,O)rdrdO,
1[' 0 0











A list of useful integrals is given in Appendix C. The properties of these integrals will
help enormously in finding analytical solutions to the problem of expanding a known
phase in terms of the above Zernike coefficients. A few words as to the terminology
used in the rest of this chapter are in order. In this chapter, thermal aberrations are
analysed by considering the change in phase of the beam, or relative phase, which is
denoted by the symbols <I> or 4J. This change in phase is then expanded as a series of
Zernike polynomials. The terms of the expansion are the Zernike polynomials, Z::"
or U::" multiplied by the coefficients (e.g. ~) of the expansion, i.e., a full term would
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for example be A~U~ and the coefficient would be A~. The Zemike polynomial U~
describes the kind of aberration, in this case spherical, and the coefficient by which
it is multiplied, A~, quantifies its contribution to the whole aberration. Thus a large
value for the above coefficient would suggest that the primary aberration on the
wavefront is spherical.
4.2.2 Aberrations
Before illustrating how to apply the above theory, it is important to understand why
one would want to go to all that trouble Le. what do you gain by expanding a
function in terms of Zemike polynomials?
The earliest (1856 A.D.) full study of aberrations was completed by Seidel,
and these are known as primary, or Seidel aberrations. His work accounts for aber-
rations such as spherical aberration, coma, astigmatism, defocus and tilt. A detailed
study of this approach is given by Born and Wolj[Bom, Wolf, 1975]. He showed
that there are altogether five types of aberrations of the lowest order characterised
by five coefficients B, C, D, E and F, corresponding to the aberrations of Spherical,
Astigmatism, Defocus, Tilt and Coma. With a suitable choice of optical axis and
co-ordinate system, these aberrations combine to describe the total aberration as:
4>(4) _ -~Br4 - Cy2r2 cos2 () - ~Dy2r24 0 2 0
+ Ey~r cos () + FYor3 cos () , (4.10)
where the beam is assumed to be centred at the origin of the co-ordinate system, Yo
is a constant and illustrated graphically in Figure 44. Here a cylindrical co-ordinate
system is used, with r in Equation (4.10) being equivalent to the p in Figure 44, and


































Figure 44: The primary wave aberrations(taken from Born and
Wolf .page 212).
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n=2 2r2 - 1 r
(defocus) (astigmatism)
n=3 3r3 - 2r r3
(coma)
n=4 6r4 - 6r +1 4r4 - 3r r4
(spherical) (astigmatism)
n=5 io-' - 12r3 +3r r5
(coma)
Table 2: The low order Radial polynomials, R;:'(r), and their cor-
responding aberrations:
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A schematic is given of each of the 5 primary aberrations (see Figure 44).
There are many names for these aberrations; in this chapter the aberrations of "cur-
vature of field" and "distortion" will be referred to as defocus and tilt respectively,
in keeping with modern treatments. The limitation of the Seidel theory is that it is
based on ray approximations, i.e., it calculates the aberrations by tracing rays onto
some reference plane and mapping overlapping rays. Later, other theories [Born,
Wolf,1975] reworked the understanding of aberrations by approaching the problem
from the theory of diffraction. The Zemike polynomials proved an ideal tools in this
approach.
The Zemike polynomials have been found to completely describe aberra-
tions, but are not identical to the Seidel description. A glance at Table 2 confirms
this. In fact, we note that each Zemike aberration is made up of one or more classical
(or primary) aberrations. The link between the Seidel aberrations and the Zemike
aberrations is described by Mahajan[Mahajan,1994a],[Mahajan,1995b]:
A Zemike polynomial represents an optimally balanced aberration in
which the terms of the highest degree (or order) in pupil coordinates
is balanced with aberrations of lower degree to minimise its variance
across the pupil. Accordingly, a Zernike polynomial aberration may also
be referred to as a balanced aberration.
For example, the Zernike primary coma consists of the Seidel primary coma
balanced with Seidel tilt, and may therefore be called balanced coma.
This balancing of the Seidel aberrations requires that there must exist a
link between the Zemike aberration coefficients and the Seidel aberration coefficients.
To illustrate this point, we consider the Seidel aberration of coma:
129
IT we write the radial polynomials as:
RID ( ) ID n + bID n -2 +n r = an r n r . . . ,
(4.11)
(4.12)




c/J(r, (}) = J8A~.m cos () + 2A~R~ cos (), (4.13)
(4.14)
(4.15)
From Table 2 we find the coefficients of the radial polynomials to be: a~ = 3, b~ = - 2
and at = 1. To check that this expansion of the Zernike aberrations coma and tilt
does indeed produce the primary (Seidel) aberration of coma, we first substitute the
above coefficients into Equations (4.14) and (4.15), to find the following link between







To complete the check on this expansion, we substitute the above results
into Equation (4.13):
<p(r, ()) - J8A~R~ cos () + 2A~R~ cos ()
m 2
- Fyo- cos () + - FYoR~ cos ()
3 3
2 2
- FYo(r 3 - :ir) cos () + FY0:ir cos ()
which is again the Seidel description of primary coma.
A series of notes by Mahajan (see References) exist which outline the var-
ious properties and advantages to using the Zernike polynomials. The reader is
referred to these for a more detailed discussion of Zernike polynomials.
The Zernike coefficients, allow a quantitative measure of the contribution
of a given aberration. A higher value of A~ implies that coma is the main aberration
in the wavefront. Thus the Zernike method results in an aberration barometer of
sorts, allowing the user to keep tabs of the various contributions.
As an example, Figure 45 shows the Zernike description of coma and tilt.
In this figure, the relative phase is plotted in Cartesian co-ordinates, with the usual
transformation rules applying when converting from polar co-ordinates.
4.2.3 Worked examples
• Constant Phase
This could be the phase at the waist plane of a focussed Gaussian beam, or the phase
of a plane wave passing through a window without any distortions.

























Figure 45: (a) Coma, as described by the UJ term .(b) Tilt, as given
by the UI term.
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refractive index no and wavenumber k is given by:
(4.18)
where <Po is a constant. We now expand this phase function in terms of Zernike
polynomials to identify sources of aberration. To calculate the Zernike coefficients,
we have to solve the following two integrals for all values of n and m:




From the properties of the integrals in Appendix C, we note that B: = 0 V n, m
and A~ = 0 V m#- o. To find the ~ coefficient we have (using Equation (4.2))
~ = K(O).!. t" r1 <PoRJrdrdO
1r Jo Jo
1 r 2 1
- 1. -. <Po. 21r.-
1r 2 0
(4.21)
It turns out that all other terms (~, n> 0 ) are zero. For example, the
calculation of the A.g coefficient goes as follows:
A~ - K(O)!. t" r <Po~r dr dO
1r Jo Jo
= o.
Continuing like this, one can show that all other higher order terms are zero. Thus
our wavefront, or phase, is completely described by only one Zernike coefficient, the
~ term.
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To test that this expansion really does completely decribe the wavefront,
we return to Equation (4.6), which, with the above substitutions, and the definition
of U~ given by Equation (4.5), gives:
cll(r, 0) - ~ug
- ~~cos(OO)
- ~
- cll o ,
which is what we started with! Thus the Zernike polynomial expansion is complete.
The wavefront is made up only of the term related to disk avemgejpiston.
• Symmetric phase
In this example we consider a phase profile of
(4.22)
which could result, for example, from a plane wave passing through a graded index
medium (see Figure 46). We again employ the expansion of Equation (4.6)for the
phase given by Equation (4.22), and solve for the expansion coefficients~ and B~
using Equations (4.7) and (4.8). Because there is no dependence on 0, we note that
B: = 0 V n, m and A~ = 0 V m =1= O. We evaluate the remaining terms:
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Figure 46: The symmetric phase profile , <I>(r,f)) , given by Equation
(4.22).
135
One can go on to show that A~ = ~ = O. It fact it seems to be a rule of thumb that
once a lower order term falls to zero, all similar (oddieven values of n) higher terms
also fall to zero.
To check the completeness of the expansion, we have
<I>(r, B) = Agu8 + A~U~
1 1
- "2klno~ + (-"2klno)~
1 1 2)
- "2klno + (-"2klno)(2r - 1
11 2- -kln + -kln - kln r2 0 2 0 0
- klno(1 - r2 ) ,
and our expansion is complete. The two coefficients this time are related to disk
avemge and defocus(see Figure 47).
• Asymmetric phase
As an example of an asymmetric phase profile, we consider the following:
<I>(r, B) = klno(l - r 3 cos B) , (4.23)
which has been chosen rather arbitrarily. It was derived by taking a symmetric











- 0 . 5
Figure 47: The original wavefront is decomposed into (a) disk-
average and the aberration of (b) defocus.
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Figure 48: The asymmetric phase profile , as given by Equation
(4.23).
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Again we find that B: = 0, 'Vn,m, and so go about calculating the ~
coefficients:
Ag _ ~ [27r [\1 _ r 3 cos O)rdr dO
7r 10 10
1 r 2 1
- 27r. -. kln.;
7r 2 0
and Ag = A~ = A~ = o.
We also have the coefficients:








A~ _ 2.! [27r [\1-r3cosO)(3r3-2r)rcosOdrdO7rlo 10
- !iklno [27r [1 3r4 cos () _ 2r2 cos () _ 3r 7 cos2 () + 2r5 cos2 0 dr dO
tt 10 10
r 6 3r8 1




All other terms are again zero. To test the completeness, we carry out the summation
of Equation (4.6):
<p(r,O) - ~ug + A~ui + A~UJ
- ~~ + A~R~cosO + A~~cosO
2 1 (3 )- klno - -klnor cos 0 - -klno 3r - 2r cos 0
3 3
2 2 3
- klno - -klnor cos 0 + -klnor cos 0 - klnor cos 03 3
- klno(l - r3 cos 0) .
Thus the wavefront can be expressed as the sum of three Zernike terms,
with the coefficients Ag, A~ and Al representing the relative importance of disk
avemge, tilt and coma respectively. The magnitude of the coefficients tells one how
much each aberration contributes to the total aberration.
To see the contribution of each aberration, we plot the phase minus other
aberrations. Figure 49 (a) shows the wavefront without the contribution from coma
(<p - A1Ui), and so the remaining aberration is tilt, with disk-average. The tilt is
clearly visible now. Similarly, Figure 49 (b) is the wavefront minus tilt (<p - A~Ul),
and so only coma and disk-average remain.
4.2.4 Discussion
Three examples have been used to illustrate the usefulness of this approach.
A few suggestions follow which might help in applying this technique to a
given problem:
• Remember that the Zernike polynomials hold over the unit circle. Thus if






Figure 49: (a) The contribution without coma,i.e. mostly tilt , and
(b) the contribution without tilt , i.e. mostly coma. Both (a) and
(b) still have disk average/piston.
141
x = x' / D and y = y' / D where D is the actual radius of the circular aperture
under analysis, and x' and y' are unnormalised laboratory spatial coordinates.
• If the shape of the system is not circularly symmetric, you should adapt your
system to the unit circle. There are many techniques to do this, but I prefer
the method of conformal mapping.
• If you are solving for the coefficients numerically, the methods of least-squares
and the so-called Gram-Schmidt method have been found to be numerically
stable and give almost identical results[Wang, Silva, 1980]. I point this out
because it has been previously thought that the method of least-squares is not
stable when used with a finite number of sample points.
4.3 Thermallensing aberrations
4.3.1 Introduction
Much work has been done to analyse the thermal lensing problem, and this has
resulted in both numerical and analytical. expressions for the induced focal length
in a transmission optic [van Heerden et al, 1996], [Forbes, 1996],[Groenewald, 1996].
The previous chapter dealt with thermallensing in great depth.
Some of the solutions adopted to resolve this problem include the tandem
amplifier arrangement and the rotating window. These solutions are based on the
belief that such solutions reduce the optical distortion, as caused by thermal effects
[Sparks,1971]. There is no support for this view. It is clear from beam spot
size measurements that a tandem arrangement or rotating window will reduce the
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lensing effect, but such measurements do not indicate the effect the solution has
on the quality of the beam. The beam propagation will depend on the aberrations
introduced to the wavefront, and the effect of a lens, which amounts to a defocusing
effect, is merely one such aberration.
This section considers thermally induced optical aberrations, and makes a
comparison between the magnitude of the aberration or distortion from a thermal
lens, and the wavefront distortions induced by thermallensing solutions. This should
enable one to quantitatively and objectively compare the effect the solutions have
on the wavefront of the beam. It will be shown later how the wavefront distortions
determine the beam quality and hence the beam propagation.
To determine any distortion introduced, one only has to consider the change
in all the aberration coefficients. No new aberrations will be introduced by the free
space propagation since it is assumed that we are in the far field (i.e., dealing with a
plane wave), and free space propagation only increases the disk average coefficient.
Thus, in this study, an initial uniform phase distribution is considered, which is
then propagated through the medium under study. The resulting phase change, or
wavefront change, is then analysed.
4.3.2 Aberrations
When a pulsed beam passes through a transmission optic (for example a window),
some of the pulse energy is reflected, most transmitted, and a little is absorbed. This
small, but significant absorption results in the window acting as a thermal lens. The







~T(r,O) = L c 2 (t)'
q=O ttp pa e
2qT
e(t) = 1 +4'
(4.24)
is a new parameter used to simpify the calculations. Recall from the previous chapter
that T refers to the time between pulses, and q is the number of pulses, thus the
product of the two in the above equation represents the elapsed time (eg., 100 pulses
for a 10 Hz represents an elapsed time of 10 s). Hence the new parameter e is a
function of time.
To calculate the phase change through a medium described by Equation
(4.24), we note that:
c/J(r,O) = k n(r, 0) l,
and-
an
n(r,O) = no+ 8T~T.







4>c = kl ar c 2'n p pa
Note that in order to satisfy the orthogonality relation, which only holds
inside the unit circle [0,1] , the dimensions of the beam have been scaled with a
scaling factor (3, such that [0, (3a] I----t [0,1]; a radius encompassing Ba with (3 E [1,2]
can be thought of as the whole beam, since more than 90 %of the energy is enclosed
in this area.
By substituting Equation (4.25)into Equations (4.7) and (4.8), one can
determine the Zemike expansion coefficients which describe the phase change in the
beam after passing through the thermal lens. Note that because the phase change
is time dependent, we expect the aberrations to act accordingly. Furthermore, since
it is known that the thermal lens does eventually stabilise, one also expects the
aberrations to reach some stable value.
In solving the two integrals given in equations (4.7) and (4.8), it is useful
to use the relations given in Appendix C. From these integral relations, we see that
since the phase function is symmetric, all the terms given by B~ are identically zero.
Similarly, all terms A~ will be zero Vm =1= O. With these observations, and after
much manipulation, the following low order terms become:
o 4> m [ ~]~(t) = 4>0 + _c 2: 1 - e £(1) j
2(32 q=O




A~(t) - -10Ag - 5Ag + 10<po +
-60<pc ~ [ =Mf (.! c(t) (C(t))2) _ (C(t))2] .
2{32 ~ e 2 + 2{32 + 2{32 2{32 (4.28)
The phase change is therefore comprised of a Piston or Disk Average term,
a Defocus term and Spherical aberration. The defocus, Ag, is the change in curvature
due to the lensing effect, while the disk average, .48, is merely the effect of the window
thickness. Thus a thermal lens will not only change the curvature of the wavefront,
but also introduces spherical aberration (A~). The integration is only carried out to
the fourth order in n , but higher order terms exist. They are ignored on the basis
that only the primary aberrations are of interest in this study (since these aberrations
can be corrected for with adaptive mirror systems).
The dependence of the defocus (Ag) and spherical aberration (A~) coeffi-
cients on the laser parameters is shown graphically in Figures (50) and (51), for the
example of a 3mm thick ZnSe window. The following observations can be made:
• The defocus, or curvature, follows the same trend as the theoretical change in
focal length of a thermal lens. We expect these two to be directly related.
• Spherical aberration deteriorates at higher repetition rates and at smaller spot
sizes on the window.
• The aberrations are time dependent, and appear to tend towards a stable value;
this value depends on the input beam and material conditions.
As an example, a comparison of the defocus coefficient and the spherical
coefficient, after t = 208, for a 2J pulse (A = 10.6j.Lm, passing through a ZnSe
window, shows the following(,B = 1.5):
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Figure 50: (a) Defocus and (b) Spherical aberration expansion co-
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Figure 51: (a) Defocus and (b) Spherical aberration expansion co-
efficients in a ZnSe window, after 208. As the spot size on the
window gets smaller, so the aberration increases.
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• For a 3mm spot:
1. Ag = -1.416
2. A~ = 0.365
• For a 6mm spot:
1. Ag = -1.360
2. A~ = 0.363
while for a constant spot size of 5mm we have:
• For a repetition rate of 1kHz:
1. Ag = -1.38
2. A~ = 0.364
• For a repetition rate of 100Hz:
1. Ag = -0.139
2. A~ = 0.0369
From the above data we see that there is a very small change in the spherical
aberration coefficient when decreasing the spot size on the window (a change of only
0.5%), while the defocus, or curvature coefficient changes by 10 times this amount,
but still a small 4%. The repetition rate certainly has a very large effect, with
both spherical aberration and defocus increasing by an order of magnitude when the
repetition rate is increased from 100 Hz to 1 kHz (i.e., one order of magnitude).
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4.4 Thermal Blooming Aberrations
4.4.1 Introduction
Thermal blooming, recognised as a major source of optical degradation in high energy
systems, is caused by the finite absorption of laser beam energy in the gas medium.
At the heart of thermal blooming is the fact that light rays in an inhomogeneous
medium are bent into the regions of higher refractive index. The refractive indices
of gases decrease with increasing temperature. Thus the heating produced by the
absorbed radiation leads to defocusing of the beam - referred to as thermal blooming.
Gas flow, either along or across the laser beam path, is generally used to
reduce thermal blooming effects. In the tandem amplifier arrangement, discussed
earlier in § 3.4.4, a pipe joins two amplifiers, with "axial" flow from each amplifier
to the centre of the pipe (where the gas is extracted and recirculated). The idea
is that this arrangement reduces thermal lensing, since two would-be windows have
now been removed, while any blooming effects are negated by the axial flow.
4.4.2 The model
For the purposes of this study, the aberrations through any thermal blooming system
will do. The reason is the lack of a suitable model to describe the effects in our MLIS
laser system. It is therefore useful in the meantime to get an idea of what parameters
are of importance for the aberrations, as well as the thermal blooming itself. Thus
examples are drawn from three papers, [Martynenko, 1975],[Soloukhin et al, 1980]
and [Shen et al, 1980]. The data used here is extracted from the latter study, and
modified to be used for aberration calculations.
The experimental data of Shen et al. was measured by observing the optical
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path difference (OPD), as a function of the radial position in a 5em diameter pipe,
of length 6m. A 250W CW CO2 beam (TEMoo ) , with l/e
2 radius of lem was
propagated down the pipe. The experiment looked at how the OPD changes with
axial gas flow speed and gas-wall temperature mismatch (achieved by heating the
pipe walls). The gas mixture was 9%C02 and 91%N2•
Shen et al conclude that increasing the flow velocity and gas-wall temper-
ature mismatch reduces the thermal blooming, due to the flattening of the radial
temperature profile in the region where the beam is located.
Before we start the analysis of the aberrations, it is worth making a few
comments on these conclusions. Firstly, the authors consider a diameter of only
2w (recall that w refers to the l/e2 beam radius) for the 'region where the beam
is located'; diffraction calculations show that a beam diameter of at least 3w, but
better still 4w is necessary to include the important effects of the wings (for example,
to avoid any 'clipping' of a beam through a hard aperture, the aperture diameter
should be at least 3w). Thus the entire beam was not considered when looking at the
problem. We will see that the scaling plays a very important role in such problems.
Secondly, one intuitively feels that a flattening of the radial temperature
profile will reduce the thermal blooming, as the authors claim. In fact one can liken
the situation to the high pressure experiments in § 1.5.2, where at the centre of the
lens, where the refractive index profile is flat, we see a long focal length - reduced
lensing. But, there will also be some stabilisation time involved. Figure 52 illustrates
the idea: initially the area between the beam, which acts as a heat source, and the
pipe walls (another heat source), will be cold, slowly heating up due to the influx
of heat from both sources. Thus the optical path difference should go through a
maximum at this point, somewhere between the beam centre and the pipe wall.
This can clearly be seen in Figures 54 (a) and 54 (b) . With time one expects this
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Figure 52: With a central heat source, and a radial heat source,
we expect the centre to be initially at a minimum (cold), until it
warms up due to the influx of heat. Eventually the temperature
will stabilise and the system will radiate outwards.
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profile to flatten out still further, until the entire system is in equilibrium and the
heat flow is outwards, away from the pipe. The authors do not mention any of this,
and therefore do not say how long the pipe had been heated for. With time their
results could well have changed.
When the pipe walls are not heated, this effect should disappear since
the exterior source no longer exists (the temperature will decrease radially from the
source) j as is seen in Figure 53 (a) and (b).
Figures 53 and 54 are a reworking of the data given by Shen et al j it has
been put into a more "friendly" form for the purpose of this analysis. A 6th order
polynomial in r' has been fitted to the data. The data plotted is the Optical Path
Difference (0PD) in units of the wavelength used (Le., opd/'x) , against the radial
distance from the centre of the pipe, in units of the pipe radius [i.e., r' = x]Ra'
where x is the radial distance across the pipe, and Ra the pipe radius). Thus both
the horizontal and vertical axes in Figures 53 and 54 are dimensionless.
A least squares fitting routine was used for the fit. The poor fit for some
of the data points is due partly to the choice of the polynomial order (a higher order
polynomial would produce a better fit), and partly due to the errors incured in the
transfer of data from that plotted by Shen et al (i.e., it was difficult to get precise
data values, since they did not tabulate thier data). Due to the latter consideration,
the author felt that a 6th order polynomial produced a good enough fit for this
analysis. However, it should be said that the choice of the function used to describe
the data will ultimately determine the type and magnitude of the aberrations found.
For example, one could even fit a suitable Lorentzian to the data, and this could well
alter the final aberrations found. Finally, one of the requirements for the function
was that it be symmetric about the propagation or pipe axis. This is due to the fact
that a Gaussian beam will not produce asymmetric heating,and therefore the phase
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Figure 53: The OPD under the conditions of a gas-wall mismatch
of O.5K and, (a) an axial flow rate of lOms-I, and (b), an axial
flow rate of 15ms- I .
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Figure 54: The OPD under the conditions of a gas-wall mismatch
of 5K and, (a) axial flow rate of 1Oms-I, and (b) an axial flow rate
of 15ms- I .
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change must be () independent, and only be a function of radial position. This fact
also simplifies the Zernike calculations to follow.
4.4.3 Results
The following function is fitted to the data points:
f(r') = a'r,6 + b'r,4 + c'r,2 + d',
where the coefficients of each power of r' are determined from the best fit (a least
squares fit), and are tabulated on the graphs.
We scale the pipe-beam system such that r E [0,1]~ r' E [O,€w/Ro],
where R o is the radius of the pipe, and w is the 1/e
2 beam radius. To put this into
English, and attach some physical meaning to it , recall the following: the Zemike
polynomials only hold over the unit circle, so r cannot be greater than 1. This then
gives the first restriction. We could accomplish this by noting the suggestions made
in § 4.2.4. At the same time we want to analyse a real radius that includes some
multiple of the beam radius (w), thus the e» term. The parameter € is given the
value of 1 or 1.5 (to allow the diameter of the beam under consideration to be either
2w or 3w). This then results in a phase change through the system (of length l) of:
or
cI>(r') = kn(r')l = knol - Af(r'), (4.29)
(4.30)
Here we have converted our co-ordinate system to the unit circle, evident
through the presence of r, and have modified the polynomial coefficients accordingly:
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a = Aa' (~)6 (4.31)
b - Ab' (~)
4
(4.32)
c = AC' (~)2 (4.33)
d - Ad' (4.34)
To determine the aberrations, we expand in Zernike polynomials with the
expansion coefficients given by Equations (4.7) and (4.8).
Because the function is even, all odd or asymmetric Zernike coefficients
vanish (B:- = 0 Vn, m), and we are left with the following terms (taken only to
the fourth order in n):
and,
[
1 1 1 ]
..1 0 = kn 1 - -a + -b + -c + d
.~ 0 4 3 2 '
o 1 [ 9 ]A = -- -a+b+c




Again, since this study is only concerned with the primary aberrations,
only a fourth order in n is considered. The results make sense. The disk average, ~,
coefficient tells us that if there was no temperature gradient, then all the r-polynomial
coefficients would be zero and one would be left with the constant change,knol, due
to free propagation. In fact, even though there does appear to be some dependence
on the other terms, note that each coefficient is a multiple of the wavelength; a
very small number compared with knol, which is a multiple of the inverse of the
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wavelength - a very large number. In this analysis for example, the wavelength is
several orders of magnitude smaller then the values of the coeffcients a' through d'.
Thus knol clearly dominates the phase given by Equation (4.30). As expected, the
defocus (Ag) coefficient does not depend on the constant phase change, Le. knol or
d. It does, of course, depend on the quadratic (r2 ) term coefficient, c, as well as the
higher order terms (ar6 and br4 ) . The spherical aberration is independent of all the
constant terms as well as the quadratic coefficient c. We would be surprised if it were
any other way, since spherical aberration cannot be introduced by perfect lenses (r2
dependence), nor by free propagation (constant phase changes).
Using Equations (4.35), (4.36) and (4.37), one can calculate the Zernike
coeffcient values. For the calculations, one requires the values of the primed coeffi-
cients used in Equation (4.29), the pipe radius (Ra), the beam radius (w), the scaling
parameter (f) and the wavelength. The values of the primed coefficients as tabulated
on the graphs (Figures 53 and 54) were used. A pipe radius of 2.5 cm and a beam
radius of 1 cm was used, with the wavelength being left as a parameter (Le., all the
aberrations are left as a product of a value with the wavelength). Finally, Table
3 considers two scaling conditions: three times the beam radius and two times the
beam radius. This then sets the scaling parameter to be 1.5 and 1 respectively.
The data tabulated in Table 3 shows some interesting trends. As the
authors have stated, increasing the axial gas flow speed, v, and/or increasing the
gas-wall temperature mismatch , T, certainly does reduce the defocus parameter,
and hence the thermal blooming.
The data in Table 3 also shows that spherical aberration is introduced
into the system, a fact overlooked by Shen at al. Considering the 3w data, one
sees that for a gas speed of lOms-1 , an increase in the temperature by an order of
magnitude, from 0.5K to 5K, shows a 35 %increase in spherical aberration, while the
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Table 3: This table shows the values of the defocus and spherical
aberration terms for the two speed and temperature conditions.
The chosen scaling dimensions also play an important role.
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same temperature change at 15ms-1 shows a 19 % increase in spherical aberration.
Similarly, keeping the temperature constant and decreasing the gas speed results
in an increase in the magnitude of the Zernike coefficient for spherical aberration.
Thus, although a larger gas-wall temperature mis-match reduces thermal blooming,
it increases the aberrations on the wavefront (in this case spherical aberration).
Increasing the gas flow speed is therefore a better solution. The scaling parameter is
very important to the analysis. IT the analysis is done on only a diameter of 2w, then
the spherical aberration magnitude can be a factor 2 or higher out, as compared to
the 3w calculation.
The scale of the change in the Defocus parameter illustrates the differences
between the two extreme conditions used in the paper by Shen et al and as analysed
here. However, a comparison of the numbers in Table 3 and those presented in § 4.3.2
show that the thermallensing aberrations (discussed in the latter section) are of a
much higher magnitude than the thermal blooming aberrations presented here. To
see this, note that all the values of the thermal blooming aberrations are a product
of the wavelength, which is in the order of 10- 5 for infrared beams.
In the MLIS system, the tandem arrangement" of the amplifiers uses an ax-
ial pipe to link the amplifier mediums, and so is an exact analogy of the experimental
arrangement described by Shen et al. With a much higher peak and average power
beam in the MLIS system than that used by Shen et al, it can be expected that the
aberrations from thermal blooming in the tandem arrangement will be larger than
the aberration values presented here.
6This was discussed in the previous chapter.
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4.5 Aberrated Beam Propagation
4.5.1 Beam Quality
For many years people have referred to the term beam quality, but with only a vague
idea of what they were talking about , Terms like times diffraction limit, Strehl ratio,
'power in the bucket' and coherence length refer to methods which have been used
as a measure of laser beam quality. All these methods have their limitations.
In recent years a new definition of beam quality has emerged [Siegman,
1990][Johnston, 1990]. It is beyond the scope of this thesis to review this work.
For a good review of this field, see the special edition of the journal Optical and
Quantum Electronics (in the references under Special Edition) , and papers by We-
ber[Weber,1992] and Siegman[Siegman, 1990].
For the purpose of this study, a very brief, and by no way complete, ex-
planation of the relevant terms in beam propagation is given. In the remainder of
this chapter, a cartesian coordinate system (x, y, z) is used, where z is the propaga-
tion direction, and the field components of the beam can be separated into the two
transverse coordinates x and y. As an introduction to the basic beam propagation
equations, only one transverse co-ordinate is considered.
The work started with Siegman when he showed that any real, multimode
laser beam follows the same laws as those describing Gaussian beams. That is to
say, the spatial variance (O"x) has a minimum at some plane (zxo) , denoted by O"xo,
and varies quadratically with propagation distance z:
(4.38)
In this definition, the real beam radius (W(z)) , waist(Wo ) and far field
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where O"sx refers to the variance in the spatial-freqency domain, and ,\ is the wave-
length of the laser beam in question. In fact, he showed that through any ABeD
matrix system, if the second moments are introduced to define the beam variances,
then the product of the minimum spatial variance and the spatial-frequency vari-
ance (related directly to the far field divergence through the wavelength) is invariant
through transformation, and takes on a minimum value for a Gaussian beam, given
by:
(4.42)
For a real laser beam, such as any arbitrary, non-Gaussian, non-diffraction-limited
and potentially multimode beam, this product is still invariant, but takes on a larger
value, given by:
(4.43)
What all this says, is that while the field structure of an arbitrary beam may
change in a very complex way, the propagation parameters, such as the waist, waist
position and far field divergence are transformed exactly as a pure Gaussian beam's
parameters would, but with a measure of quality introduced, the M; parameter (and
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similarly a M; parameter). This quality parameter is equal to 1 for a Gaussian beam,
and becomes larger the more 'non-Gaussian' the beam is. It is thus a very easy tool
to use as a measure of the beam quality.
A measurement of a real beam, as opposed to a Gaussian beam, will show
that the spot size and far field will both be larger by a factor M x , and the product
of the minimum spot size (waist) and far field divergence (given as () or sometimes




while for non-Gaussian beams (real laser beams):







where for this example, upper-case refers to real beam parameters, and lower-case to
ideal Gaussian parameters. Because the beams used in the MLIS laser chain are very
nearly Gaussian, the quality parameter and beam parameters in the two transverse
directions are very nearly identical, and thus the subscripts x and y are omitted in
beam parameter discussions. Only if a measurable beam quality difference in the
two directions exists will the M 2 parameter be specified separately in the x and y
direction. To summarise then, if one knows the beam quality, M 2 , as well as the
beam waist ui; and the waist position Zo, (the far field divergence is directly related
to the waist by () = M 2 '\/7fWo ) then the beam can be transformed by ABeD matrix
systems.
There are two limitations to the above. Firstly, one usually does not mea-
sure a second moment radius, but rather a 1/e2 radius, otherwise known as a 86.5 %
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power content value. The problem is that with this value for the beam parameters, it
has been shown that the ABCD holds only approximately. Of course with the second
moment definition, one does not know what amount of power is inside a beam of
radius defined in this way - it evidently will depend on the field structure, which is
not so easy to measure.
The second problem, is that the ABCD law does not describe aberrated
systems. Thus one cannot use any of these simple relationships to predict a change
in beam quality through aberrated systems. In the MLIS chain we measure a degra-
dation in beam quality - the M2 at the oscillator can be around 1.1, while at the
output of the last amplifier it has changed to 1.5 -1.7. A change in M2 will alter the
propagation of the beam, so it is important to understand and predict any changes
to its value.
It seems likely that aberrations will increase the value of the M 2 parameter,
since the nature of aberrations is to reduce beam quality. In this next section we
look at the influence aberrations have on the propagation of the beam. Because
the standard propagation tools assume a priori that the system is aberration free,
we instead are forced to consider a more rigorous approach - the Kirchoff-Fresnel
diffraction integral [Born, Wolf, 1975J.
4.5.2 Results
In this section, a phase profile is provided as the Kernel for the diffraction integral.
Essentially, an input field is modified by this phase structure, which results in a
different output field. By taking successive iterations of the new field through free
space, the propagation of this new field can be analysed. If the field is then brought
to focus by placing a perfect lens in its path, then the necessary beam parameters
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can be deduced Le. the beam waist, the waist position and the far field divergence.
If the Gaussian theory is compared to this freely propagating beam (after the lens),
then a quality parameter, (M 2) , should exist which maps the aberrated beam onto
the Gaussian beam. If the M 2 has increased, it must be due to the initial phase
structure - hence it must have included some aberrating effects. Because we already
know how to relate phase changes to aberrations, we can deliberately introduce a
known amount of aberration and see the effects. This is then a quantitative means
of investigating (numerically) aberrated beam propagation, and relating aberrations
to the beam quality parameter.
The diffraction program was written in C programming language by Dr
S.P. van Heerden. Originally it was written for another application, but Dr S.P. van
Heerden has kindly made some alterations to accommodate this study. Some results
have already been presented at a local conference[van Heerden, Forbes, 1997][Forbes,
van Heerden, 1997].
Figure 55 compares the Gaussian theory predictions for propagation with
the calculated values from the diffraction program. The program used only a Gaus-
sian beam and a lens, and calculated the second moment beam dimensions. The M 2
has remained equal to 1, which is what we expect. This was done in order to test
the program for accuracy, since the results could be calculated analytically, so as to
validate the results to follow.
Figure 56 shows the beam after passing through an asymmetric profile
similar to that given in § 4.2.3. The coma introduces a wavefront distortion which
changes the M2 value - the beam is of poorer quality. Because of the assymetric
nature of coma, we see that the beam quality is no longer the same in the two




















-2000 -1000 o 1000 2000 3000 4000 5000
BEAM PROPAGATION POSITION (mm)
Figure 55: The propagation of a perfect Gaussian beam as pre-
dicted by the Gaussian theory (line) , and by the diffraction pro-
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Figure 56: The resultant propagation after passing through the
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Figure 57: A Gaussian phase profile to simulate the thermal lens.
Clearly this profile also introduces aberrations (spherical), resulting
in poor beam quality.
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differently in each transverse direction. As can be seen from the graph, the field in
the y plane has a smaller waist value than that found in the x plane, and the waist
position in each plane is different. IT one thinks about rays for a moment, with the
waist position being equivalent to the focal plane, and the waist size equivalent to
the focal spot, then it is clear that coma will distort the image formed from these
rays, because the focus in the x direction is larger and closer to the "system" (our
imaginary phase profile) than the focus in the y direction. That is why coma is
referred to as an aberration. One can think of the M 2 parameter as a quantitative
measure of how bad the distortion is going to be - in this case the " sharpness" of
the focus is not as good in the x plane as in the y plane, as indicated by the larger
M 2 in the x plane as compared to the y plane.
The tilt contribution does not introduce any beam quality change. This
profile is similar in many respects to that given by the rotating window (discussed in
the previous chapter) - the temperature distribution is asymmetric and shows coma.
Thus we expect the rotating window to degrade the beam quality in a similar fashion
(this analysis is in progress, and is therefore not included here).
Finally, a Gaussian phase profile was used to simulate the aberrations due
to thermal lenses. As has been shown earlier in this chapter, spherical aberration is
introduced by such a lens. Thus we expect that the beam quality should by reduced,
resulting in a larger M 2 value. Indeed, Figure 57 shows that the M 2 has now become
1.112, as compared to a Gaussian beam of M 2 = 1. There are two interesting
conclusions to be made from this figure: firstly, by comparing the resulting beam
propagation to the ideal Gaussian beam, it is clear that even a small increase in the
beam quality can cause significant changes to the beam parameters over a distance
of several meters; and secondly, because the thermal lens aberration is symmetric,
even though the quality is poorer, the two transverse fields are affected in the same
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way - there is only a single quality factor, and the beam propagates the same in the
x plane as in the y plane.
4.6 Conclusion
In the previous chapter, thermallensing was looked at in detail, and some solutions
were discussed. In this chapter, the aberrations resulting from thermal lenses, tandem
arrangements and rotating windows were analysed.
Thermal aberrations seen in an MLIS laser chain have been calculated an-
alytically using the Zernike Polynomial expansions. The thermallensing aberrations
are a function of the beam and material parameters, and follow similar trends to
those given in the previous chapter. Connecting the amplifiers with a pipe (with
axial flow), shows that while this does reduce the lensing, it introduces thermal
blooming which causes spherical aberration. However, the magnitude of the aberra-
tions in .this arrangement seems to be much smaller than those found in the thermal
lensing case, although a direct comparison was not possible. The rotating window
was analysed by comparing it to a similar phase profile, and this suggested that coma
might be the aberration to consider in such a system.
Finally, the effect that aberrations have on the beam propagation has been
considered numerically by using the diffraction integrals to propagate an aberrated
beam through a lens. The beam parameters were calculated for the cases of a beam
with coma, and a beam with spherical aberration. It was shown that in both cases,
aberrations result in a poorer beam quality, or higher M 2 parameter. In the case of
the coma aberration, the beam was no longer symmetric and a different M2 could be
assigned to each transverse plane, while in the spherical aberration case, the beam
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remained symmetric about the propagation axis, but had a higher M 2 than a perfect
Gaussian beam.
This analysis shows that while it is possible to reduce thermallensing with





In this chapter, we look at thermallensing compensation with adaptive optics. Sur-
prisingly, this application has not been tackled before (or perhaps it has not been
addressed in the open literature). There are several reasons for this. Firstly, only
in recent years have adaptive elements been commercially available, previously the
applications were all military. It could be said that these days, the applications of
adaptive mirrors are well known in the astronomy community[WEB1]. The only
other group that might use adaptive mirrors is the LLNL BeamLet group. In the
case of astronomical applications, the wavefront is accurately described as a plane
wave, since the source is at infinity. In the LLNL case, the wavelength is so short,
and the beam size so large, that one is essentially dealing with ray equations, and
geometric optics.
In the MLIS application, a thermal lens modifies the beam propagation
by changing the waist size, the waist position, and the far field divergence. Since
the far field divergence is directly related to the beam waist, we will hitherto speak
only of a change in waist and waist position. What complicates the use of adaptive
mirrors in MLIS, is the fact that the incoming wavefront is not necessarily planar,
and the output must correct for two parameter changes. Thus the application of
using adaptive mirrors for mode matching correction has not been investigated.
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5.2 Thermal Lens Compensation
Consider the system in Figure 58. Without any compensation for the thermal lens,
the resultant beam propagation differs from the original. We ask the questions: at
what distance should an adaptive mirror be placed, and what focal length should it
assume, in order to return the beam to its original propagation? We imagine placing
an adaptive mirror at some distance x from the window (thermal lens) and we change
only the curvature on the adaptive mirror, so only its focal length changes. Then
the transformation in beam parameters is given by
(5.1)
where the terms A, B, C, D have the property AD - BC = 1, and are determined by
taking the product of each matrix that represents the beam path (in reverse).
What we would like to do now is the following: we first define the propaga-
tion of the original beam, without any thermallensing. Rememeber that defining the
beam means knowing what the waist size, and waist position are (wo and Zo respec-
tively). Once we have theses values, we insert a thermal lens, by allowing the window
to have an effective focal length of fth. Introducing this lens obviously changes the
beam propagation, which means that the beamnow has a new waist (could be larger
or smaller) and a new waist position. Ideally we want to be able to compensate for
this, so we introduce an adaptive mirror. To do this in the equations, we insert a
lens of focal length fa - our adaptive mirror- at a distance x from the window. Now
we ask: if fa can take on any value, and if we can place this lens anywhere after the
thermal lens (fth), where should we place the adaptive mirror (Le. what should the
x value be), so that the beam propagation after this whole system looks identical to






Figure 58: A schematic showing the system to be analysed. With
a thermal lens in place, one would like to know where to place




solve this problem is to again consider the shift in beam waist and waist position,
introduced by the entire system, and then "fiddle" with the equations by changing
fa and x, until this shift is zero , i.e., the final beam waist and waist position look
identical to what we started with.
Consider the case of the original beam: we define the original beam as if
it does not see the thermal lens (since this is what we want). Then its propagation
is given by:
w~(z) - W~.l + (z + Zo + X)20~,l
- W~l +Z20~1 +2z(zo+X)O~1 + (zo+x)20;1'" , ,
(5.2)
(5.3)
Now the new beam, the beam after the thermal lens and the adaptive mirror, has
some new waist (Wo,2) at a new position (Zo,2):
2 2LJ2 LJ2 LJ2
- Wo,2 + Z 170,2 + ZZo,2 17o,2 + Zo,2170,2'
(5.4)
(5.5)
Here we are using the same notation as previously (§ 3.3.3). The Zo,2 term
represents the new waist position in region two. To match the two propagation paths
exactly (i.e. to ensure that both the new and the original beam have the same beam






which then implies that:





This implies that to have the two beams propagating in exactly the same
way, the waist, waist position and divergence of the two must be identical. Remem-
bering that in region two, the beam is described by:
(5.12)
(5.13)
we see that together with Equation (5.2), we have the following conditions on our
transfer matrix T:
A2 - 1 (5.14)
B2 - "(z + Zo + x)2 (5.15)
C2 - °1 (1-D2) . (5.16)
wo,l
If we calculate the transfer matrix elements from the system described by
Figure 58, that is, the entire system with thermal lens and adaptive mirror, we find
that they are given by:
(5.17)
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B - (fafth)-l (fafth X + fafth Z -
fthXZ + fafthZo - faxzo - fazzo - fthZZo + XZZo) (5.18)
c - (faftht 1(- fa - fth + x) (5.19)
D - (fafth)-l(fafth - fthX - fazo - fthZo + XZO ) . (5.20)
Here f th and fa are the focal lengths of the thermal lens and the adaptive mirror
respectively, and Z is measured from the adaptive mirror. Because we require that
fa i= 0 and x > 0 'i/ Z > 0, we find that, from Equation (5.14)
fafth = fafth - fax - faz - fthZ + XZ
which after a little reduction becomes:
Z(X - (fa + fth)) - fax = 0
Since this is true for all Z > 0, we have that both terms in the above
equation must separately be zero:
fax = 0 {::} x = 0,
and
x = fa + fth =? fa = - fth.
(5.21)
(5.22)
Thus, to match the beams by trying to reproduce the new waist in the
original position (as an imaginary waist) with the original size, requires that the
separation distance between the thermal lens and the adaptive optic be zero, and
moreover, the respective focal lengths must be equal but opposite. We can make sense




Here we have produced the same result. If the separation between the two lenses
is zero, then the above approximation holds exactly, and the net focal length will
indeed be infinity if the two focal lengths are equal in magnitude but opposite in sign.
That this is the only solution is a surprise. One would have thought that perhaps
some combination of focal lengths and distances would also give a solution, but alas
this seems to be a unique solution. The problem with this solution, that of x = 0
and fa = - fth' is that it is physically impossible to place an adaptive mirror at zero
separation from the thermal lens (an amplifier window for example), which is what
is required if x = O. Even a small separation will introduce some errors, and these
errors are considered next.
5.3 Errors in Mode Matching
We often talk about the mode matching of the chain. This refers to the mapping
of one waist, and waist position, to another waist and waist position, by means of a
lens system. A glance at Equations (5.12) and (5.13) show that these equations are
useful for looking at the resultant propagation, but do not actually tell one where and
what the new waist position is. Some standard equations do exist for transforming
from one waist to another, but these equations only hold for real images. Another
method which the author has found is to treat the propagation as a function of
position Z, which it is, and then ask: for what value of Z is the function w~(z) a
minimum? By taking the derivative of w~ (given by Equation (5.12)) with respect
to z, and solving for z , one has found the waist position Zo,2' Substitution back into





=> 2w2(z)8w;~z) = o,
for the non-trivial case, we have that the waist position Zo is the solution to:
=> Zo,2 = Z such that (5.23)
In general, we note that the transfer matrix elements will also be functions
of z and so their derivatives will also have to be taken into account. This does not,
complicate the situation excessively, and instead we find that the waist position is
now given by the solution to:
A( ) 2 8A(z) B( )(p8B(z) = 0z Wo 1 8 + z 1 8 ', z z
with the new waist given by:
(5.24)
(5.25)
Most publications illustrate the change in beam propagation by plotting
the beam radius versus the propagation distance. This is the logical thing to do. To
illustrate the effect thermal lensing has on the overall mode matching, and to see
how well the adaptive optic is eliminating the problem, the author has developed a
useful abstraction, which is discussed next.
5.3.1 Characterisation Space
Think about mode matching as starting with a given waist, and waist position, and
mapping this information to a new waist and waist position. If the beam quality does
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Figure 59: The characterisation space of the beam. It is a 3-D plot
of the waist, waist position and M2 parameter. Any point in this
space completely describes the beam.
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ABCD matrix (aberration free), then a plot of waist size versus waist position will
tell one all that is needed to predict any beam parameter. Under ideal conditions,
the mapping will be a single point in this space, called the characterisation space,
because a point in the plane completely describes the beam propagation. For a
change in beam quality, a third dimension can be added, the M2 axis. Figure 59
shows the concept. In this 3-D space, if the mode matching is perfect, then only one
point exists. For the following analysis, it is assumed that the M2 stays constant,
and therefore we look only at a 2-D picture.
Consider the case of thermal lensing correction. At first, when there is no
induced lens, we have a single point in this plane. This is the initial mode matching.
If the repetition rate of the laser is then increased, a thermal lens is introduced. The
point will start to move around in this space as we change any of the parameters
that have an effect on the strength of the thermal lens (see Figure 60). This is
because by changing the lensing parameters, we are effectively changing the value
of fth' which has an effect on the beam parameters. By looking at the length of
the vector joining the new position in this space to the starting point, one can tell
how the beam propagation has been affected. The same transformation, but with
a UV scale wavelength is shown in Figure 61. One can immediately see the effect
the wavelength has on the propagation: The waist position maps the focal length
directly, thus giving a very large spead in the Zo axis, while giving a very small spead
in the Wo axis. In fact, it is saying that the beam will have almost a point focus, in
the focal plane of the lens.
Next we introduce an adaptive mirror. The idea is to try and alter the focal
length of this element (fa), and its distance relative to the thermal lens (x), in order to
reduce the movement in the characterisation space. We want to choose parameters
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Figure 60: The above graphs show the movement in characterisa-
tion space due to transformation through a lens (of variable focal
length). The input beam has dimensions of (a) 3mm and (b) 5mm.
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Figure 61: This is a similar plot to Figure 60, except the wavelength
has been shorten from the IR to the DV. Clearly geometrical rela-
tionships are now evident.
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thermal lens in order to stay at this position. We want to minimise the magnitude
of the vector that relates our current position in this space to the position that we
want to be in. The vector direction is an indication of whether the error is in the
position of the waist, or the waist size.
As an example of how this works in practise, consider Figures 62 and 63.
The strong non-linear nature of the system is now apparent. In all these figures, the
thermal lens was assumed to be a divergent lens (eg. a KCI window) and the adaptive
mirror was given a focal length of exactly the same magnitude as the thermal lens,
but opposite in sign. The position in this space was then calculated for progressively
stronger lensing, starting with a focal length of 50m and ending with a focal length
of Irn, As has already been shown, this system will always introduce an error, unless
the separation distance is zero (x = 0). The errors introduced obviously depend on
the separation distance, and the strength of the lensing system. For very long focal
lengths, the system should reduce back to the single point mapping; one could in fact
call this initial point the attracter for long focal length systems. But in the range
of short focal lengths, the separation distance amplifies the errors introduced. The
initial waist size and waist position also play a role in determining the behaviour of
the system.
At long focal lengths, the error in both the waist (wo) and the waist posi-
tion (zo) are small. The separation distance does not have a big influence. As the
separation distance is increased, so the errors increase. The movement in character-
isation space follows similar trends for a range of separation distances. However, the
interesting phenomena is the effect the initial waist has on the resulting movement:
the trends change dramatically. For small input waist values, the beam waist seems
to move further away from the window, and then returns to the initial value, passing
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Figure 62: The thermal lens and adaptive mirror take on the same
focal length, but separated by 1m. (a) has an input beam of 3mm,
and (b) an input of 5mm.
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Figure 63: The thermal lens and adaptive mirror take on the same
focal length, but separated by 0.5 m. (a) has an input beam of
3mm, and (b) an input of 5mm.
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Figure 64: With the same conditions as Figure 63, but with a DV
wavelength. The movement in the Zo axis shows that the system
has a very long focal length, and is very nearly compensated for
(unlike the IR wavelength cases).
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through it at stronger lens values. This shows that the errors can be minimised
individually, but not simultaneously. At least not with this system.
Another application of this framework, is to show the behaviour under
geometric optics approximations, as opposed to beam propagation laws. For very
short wavelengths, we should see a significantly larger spread in the Zo value than
in the Wo value. Thus in the limit of oX --+ 0, the characterisation plot should show
a horizontal line. Figure 64 is exactly this. Although the graphs look like they
behave in a non-linear fashion, a glance at the scale shows that one would have to
measure accurately, and extremely far from the lens system (a few hundred meters)
in order to detect this behaviour. The result is one only sees linear behaviour at
short wavelengths, and hence adaptive compensation is trivial. In fact, because
of the negligible spread in the beam size, one is also reduced to a single changing
parameter - the focal distance.
For a change in beam quality, but with the same parameters in all other
respects, one would expect the movement to vary proportionally in the vertical di-
rection. The horizontal movement should remain unchanged. The reason is that if
one considers the propagation of real beams, it can be very easily shown that the
beam quality does not change the position of the waist, only the size of the waist.
5.4 Conclusion
This section introduced the concept of an adaptive mirror for mode matching com-
pensation. Only one solution was analysed here, although others do exist and give
better results (such as multiple mirrors, or optimisation of the single mirror system).
The idea of using a so called chamcterisation space was explored, and shown to be
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useful when describing systems with dynamic changes in the mode matching. It also
serves to illustrate the differences between geometric optics and beam propagation.
Future work will see the use of adaptive systems, not only to compensate
for mode matching changes, but also to improve for beam quality by reducing aber-
rations. The Zemike theory lends itself very well to this application, and indeed
many commercially available products use the Zemike description to determine the
potential applied to the actuators of the mirror. To produce a system for IR ap-
plications, that works at high repetition rates and very high fluences is an ongoing
research project.
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6 Tensional Vacuum Vessels
6.1 Introduction
All the gas chambers discussed in § 1.4 have one thing in common. It is so obvious
that it is perhaps even subconscious: they are all gas chambers constructed with walls
in compression. The vessel used in § 1.4 is in fact typical of this design. It is big
and bulky, and because it is constructed with walls in compression, the aluminium
used is necessarily thick, thus making the chamber expensive. In this chapter, the
principle of a tensional vacuum vessel (TVV) , developed by Prof. M.M. Michaelis and
the present author, is presented. Conceptual extensions of the idea: the inflatable
vacuum chamber and the lightweight or even weightless chamber are proposed. An
alternative design, the symmetry vessel (SVV), is also proposed. Proof of principle
experiments for both the TVV and SVV are discussed, and present, future and far
future applications are briefly surveyed.
6.2 TVV principle
Most vacuum vessels (VVs) seem to be constructed with walls in compression rather
than in tension. This method of design fails to employ one of the best properties
of metals: high tensile strength, while inviting one of the worst structural proper-
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ties: the metal's propensity to buckle in compression. Nor does the compressional
method allow for the use of novel high tensile materials. Instead, we propose a new
concept, that of the tensional vacuum vessel[Michaelis, Forbes, 1994]. The principle
is simple: two linked shells in tension rather than one in compression. The tension
is provided by pressurising the intermediate space. Figures 65 (a) and (b) illustrate
the conceptual differences between a standard compressional VV and a TVV.
The force on each wall is given by the pressure difference across its surface
.times the area of the surface (see Figure 65 (b)). If the smaller pressure difference
times the larger area of the outer wall equals or exceeds the larger pressure difference
times the smaller area of the inner surface, the system is stable. Essentially, by
pressurising the intermediate volume, the outer surface is forced outwards while the
inner surface is forced inwards. If the pressure and radii are chosen carefully, these
forces balance and we say both surfaces are held in tension (rather than compression).
Conceptually, the simplest TVV would consist of two linked concentric
spheres (see Figure 65 (c)). For equilibrium, one writes
or
(6.1)
where Ro and R; are the outer and inner radii respectively, Po is the atmospheric
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Figure 65: Vacuum vessel geometries: (a) Compressional, (b) Ten-
sional, (c) Spherical, (d) Cylindrical
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Equation (6.4) shows that, as the intermediate pressure is increased, the
two shells become closer together. Later, we will consider the material science limita-
tions in having thin shells with larger differential pressures. Although conceptually
the simplest, the spherical model is not necessarily the most useful. Indeed, all
the gas lens designs employ cylindrical chambers; hence, we consider a double shell
cylindrical TVV (see Figure 65 (d)) with two coaxial shells oflength l in equilibrium:
where
Ro =~( P ).
p- Po






At one extreme one sees that, if the pressure is high, the double shell
structure can be made quite thin (typically, if p ~ 10po, then t:1R ~ R/10). The
other extreme, that of relatively small pressures, indicates a simple route to the
experimental proof of principle which is discussed in § 6.4. A comparison of spherical
and cylindrical TVVs is shown graphically in Figure 66. Notice that, in both cases,
the intermediate space falls off to zero as pressure increases, but that the cylindrical
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Figure 66: Comparison of Spherical and Cylindrical TVVs
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Note that, because the intermediate volume is pressurised, there is more
gas In the shell than there was in the now evacuated volume. If the cylindrical
shells are terminated with two flat end plates, there will be a net outward force of
approximately
Fend = 7fR~po (1 -~). (6.8)
This is an important result with regards to safety, as it indicates that TVVs are
more likely to explode than implode. Equation (6.8) does not make it clear that
the net force is outward : as p » Po, we find that Ro ---t R;, and so coincidentally
Fend ---t 7fR~po, which happens to be the net inward force due to the evacuated
volume! One might conclude therefore that the endplates experience a net outward
force initially, but as p increases so the intermediate space decreases resulting in the
inward force dominating. That is to say, the outward force, Fout ---t 0 as p ---t 00,
which would give the result that Fend ---t Fin where Fin = 1rR~po. However, as Figure
67 shows, Fout ---t 2Fin and hence, contrary to what one might expect, Fend is always
outward and tends towards 7fR~po.
6.3 Novel Concepts
Vacuum chambers can be bulky, expensive and space-consuming devices. One of the
reasons that experiments involving vacuum are seldom demonstrated in the lecture
theatre is that they require a lot of devoted manhandling. We suggest that it might
be possible to build a large, cheap 'pop up' inflatable vacuum chamber: for low-
vacuum demonstrations this could be of the thin transparent plastic double-wall
type. For the more serious industrial applications, it might consist of three shells _
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Figure 67: Endplate forces as a function of pressure
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the standard two tensional shells and a loosely attached flexible inner guard shell.
Both the low and the high vacuum versions could be folded into small containers
when not in use.
Another concept that could become of interest, if the double wall technol-
ogy develops, is that of the lightweight vacuum chamber. In principle, an evacuated
chamber would be an ideal 'lifting body'. In practice, however, the weight of the
chamber is much greater than the buoyancy force: vacuum chambers require sturdy
supports. We pose the question, could a TVV become lighter than air? A short
and very rough calculation shows that a TVV fails to become lighter than air when
evacuated, even if one neglects the weight of its components.
Consider a spherical, double-walled chamber with radii determined by
Equation (6.4). The intermediate volume of the gas is
thus
4
V = -1r(R!. - Rf)3 0 " (6.9)
(6.10)
gives a rough approximation of the mass of the air in kilograms if p is now expressed
in bars. The weight is approximately pV9 and the effective weight of the gas in the
system is
Wg = g(pV - \1;,), (6.11)
where \l;,g = 4/31rR~g is the weight of the gas in both chambers prior to pumping.
A little algebra gives
[
p3/2 ]
Wg ~ 4R!9 (p _ Po}1/2 - P > o.
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(6.12)
For a thin-walled spherical double shell with p » po, we get Well = V;,g/2,
where V;, is the evacuated volume. That is to say, there is 1.5 times more gas in the
evacuated and pressurised system than there was in the now evacuated space. A
similar calculation for a cylindrical system gives Well = V;,g: there is twice as much
gas.
At first glance, therefore, nothing seems to be gained from a weight point
of view by using a TW. However, high tensile materials can be much lighter than
the thick metal sheets used in standard compressional designs. In fact, a 1m long, 1m
diameter cylindrical chamber could weight as little as 5kg! Also, the picture changes
if the gas used to pressurise the intermediate space is 'lighter than air'. (Remember
that the important point is that the intermediate volume is pressurised: what is used
to achieve this is a secondary issue. For example, water would work just as well.)
Another very rough calculation for spherical shells shows that a double-
walled TW with R ~ 12mm and pressurised with Helium gas could become weight-
less after evacuation. For two walls, each O.5mm thick, the volume of the material is
Vm = 47fR2/1000m3 and the weight W m = pVmg (we show later that such a thickness
is not unreasonable). The buoyancy force is approximately
(6.13)
where the radius ofthe intermediate chamber, pressurised at 10 bar, is ~R = R/20 =
5cm and the intermediate volume amounts to V = 47fR2~R = {7f/5)R3 • Equlibrium
occurs for pVmg ~ 30R3 , if P ~ 3000Kgm-3 and R ~ 12m. Thus, although this
simple 'ball park' calculation shows that it is possible to design a chamber that is
itself 'lighter than air', such a chamber would be very large.
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An extension of the TVV is obtained by the replacement of the pressurised
intermediate volume of the double-shell TVV with several closed-volume unit cylin-
ders, all arranged in symmetry about the centre of the vessel. Each unit cylinder
is pressurised and made of some thin material. In principle, the collapse of each
individual unit cylinder is avoided by having the internal volume pressurised, while
the collapse of the vessel as a whole is avoided by the symmetry of the arrangement.
The stacked layers of unit cylinders now form a Symmetry Vacuum Vessel (SVV) ,
which is closed at both ends by thick metal plates.
We consider now a cylindrical SVV, which we construct by stacking the
unit cylinders in a circular shape. In this model, there is a net inward force on each
end plate given by
Fend = Po7rR;, (6.14)
where ~ is the effective radius of the vessel. This must now be balanced by the
reaction forces applied by the unit cylinders. Thus, each cylinder experiences a
compressional force of
(6.15)
where n is the number of unit cylinders in each layer.
There is also a net force, acting inwards, on the outside surface of each
cylinder due to the pressure difference created by the evacuation of the vessel. This
is approximately given by
(6.16)
where l is the length of each unit cylinder and R; is the radius. For an arrangement
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of m layers with n cylinders per layer, the volume of the SVV is roughly
ml )]2V:::::l -[Rc(n - 7l" •
7l"
(6.17)
Now, Equation (6.17) is slightly misleading. It suggests that the volume
of the vessel can be increased by increasing n arbitrarily. However, for a given value
of Rc, there is a limit placed on n by the conditions required for the SVV to be
stable. Consider any three adjacent unit cylinders in the same level, and label them
i, i-I, i + 1. Cylinder i experiences two equal forces, one due to cylinder i + 1 and
the other due to cylinder i - 1. These two forces must balance Fa' the inward force
on the cylinder. If <P is the angle subtended by each can at the SVV axis, then the
contact forces acting on cylinder i are such that
(6.18)
with <p = 27r/n and Fe the resultant contact force (see Figure 68 (c».
For large values of n, sin <p :::::l <p, and Equation (6.18) becomes
(6.19)
The limit on n is that derived earlier in Equation (6.7) and the rupture pressure for
the cans. But what value should be chosen for !:J.R? A sensible guess would seem to
be the width d of the contact area id between the cans (see Figure 68 (e». If p is
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Figure 68: Diagrams (a) to (f) show various interactions of the
SVV cans . The cans are arranged as shown in (a). (c) illustrates
the contact forces on any given can, and (e) shows the contact area
between two adjacent cans.
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Comparing Equation (6.7) and Equation (6.20), we see that d = t::.R for
SVV's. This could also be arrived at by noting that the inner and outer can arcs
could be replaced by strong flat plates joining the contact lines, with no change in
the dynamics of the system. So the limit on n if Pmax is a safe threshold pressure for
the cans is
(6.21)
Geometric considerations indicate that a sensible ratio for d]Re could be 1/3. Then
nmax ~ Pmax/Po, which would seem to limit the number of unit cylinders rather
drastically for pressures under ten atmospheres.
The next restriction on n results in a minimum number of cans appearing to be
necessary. This comes from considering what happens if one of the cans happens to
become misaligned so that three can centres are in line (see Figure 68 (d)). The only
thing that can prevent implosion due to the atmospheric force Fa is friction. Can i
experiences two normal forces due to the i + 1 and i-I cans, which results in a net
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We now seem to have placed limits on the number of unit cylinders (cans)in
each layer in order to ensure stability. For typical metal to metal values of J.Le = 0.2,
we find that nmin ~ 16 while from Equation (6.21) we have that n m ax ~ 10. With
a minimum of 16 and a maximum of 10, it begins to look as if the SVV structural
stability is problematic. However, the effects of the end plates have not yet been
considered. The two end plates will introduce additional frictional forces on each
can. The net frictional force on the i th can now becomes
Thus for equilibrium(and stability) we require that Fa ~ Fi, giving
This results in a new value of nmin given by
1fl
n . -----
mm - J.Le l + J.LeRe • (6.23)
where J.Le is the coefficient of friction between two adjacent cans and J.Le is the can-end
plate coefficient of friction. For typical values of J.Le and J.Le we find nmin ~ 14 for the
coke cans used in our SVV.
It has been shown however that under certain circumstances the effective
coefficient of friction, /-Le, can be very large, reducing the minimum number of cans to
a reasonable number [Michaelis, Mckenzie, Forbesf. In fact, in all the experiments
conducted, the large ReiR; ratio for the small chambers ensured stability, while for
the larger chambers, the friction due to the interlocking of the cans increased the
friction between the end plates to the extent that vessels with n < 15 and m ~ 4
where stable. We may interpret these results as saying that since ~/R; ex n, we
7 to be published
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cannot increase the vessel size (~) by increasing n arbitrarily. Because of limits
placed on n to ensure stability, an increase in R; must be accompanied by an increase
in Rc. This prediction will be referred to in the next section to explain the implosions
observed in the experimental SW chambers.
6.4 Experimental Chambers
To put the idea of a tensional vacuum vessel to the test, two types of experiments
were conducted. The purpose of the first was to demonstrate the TVV principle (the
didactic experiments) and that of the second was to gain practical experience with
'useful' TVVs.
The didactic experiments were carried out with flexible transparent plastic
bottles linked with nylon wire. Photographs of the plastic double-walled vessel are
shown in Figure 69. Two domestic vacuum cleaners were attached, one in the blowing
mode the other in the sucking mode. The virtue of this type of experiment is that
one can see and even feel the forces at work: switch off the 'blower' briefly and the
chambers immediately start to implode. Switch it back on and one observes the
tensional dimples forming in the outer shell as it takes the strain. Gentle finger
pressure exerted on the outer shell causes the inner shell to buckle. This 'proof
of principle' experiment also serves as a test for the 'pop up' inflatable chamber
discussed in § 6.3. The use of flexible plastic bottles (the standard 250ml orange
juice bottle and a 21 cola bottle) had the desired effect of producing a cheap but
robust vacuum vessel.
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Figure 69: Didactic double-walled vessel. The outer chamber is
made from a clear plastic, connected to the inside plastic bottle by
cotton.
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Figure 70: Cylindrical TVV made from 0.2mm brass sheet, which
was capped at both ends by aluminium plates.
206
Experiments on a more 'useful' TVV were performed, using two concentric
cylinders made of 0.2mm brass sheet (see Figure 70). The two 17cm long cylinders
with R; = 2~ = 6cm were linked by sixteen 3mm diameter struts soldered at each
end. In our first chamber these struts were bolted to the two surfaces, but this
method caused leakage. The cylinders were capped and glued at both ends with
lcm thick aluminium plates, one of which had two ports for the pressure hose and
the 4mm vacuum pipe. At an intermediate pressure of 2 bar, a partial vacuum of
around Irnbar was achieved. These chambers were not meant to be high vacuum
devices, and the operating pressure of Irnbar was typical for all TVV experiments.
A few interesting results came from these experiments. Firstly, we found that the
inner surface was more likely to rupture than the outer surface. This could be due to
the fact that the inner surface supports the larger pressure difference. Secondly, we
found in practice that the intermediate pressure needed to be slightly greater then
the value predicted in § 6.2. The reason for this is discussed in § 6.5.
Several chambers using the SVV design were built and tested. For all of
the experiments, standard cola cans were used as the unit cylinders, having radius
Rc - 3cm and length l = 11.5cm . In order to facilitate the comparison of various
SVVs later in this chapter, we shall use the abbreviation SVV-n to refer to an n-layer
symmetry VV.
The first chamber consisted of six cans arranged symmetrically (see Figure
71) about the centre of a circle and closed at both ends with lcm thick aluminium
plates. Prestik was used to seal any leak~. This vessel was a successful low vacuum
chamber. To increase the pressure on the outside surfaces, the experiment was
modified to allow the SVV-6 to be submerged in water and lowered to increasing
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Figure 71: Coca Cola can SVV design: SVV-6 and SW-lOo The
cans are arranged in layers and the resulting chamber is sealed with
prestik.
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depths. The vessel remained stable and held the low vacuum, although it should be
said that we were limited to depths of between 2 and 3 meters (due to the pool depth
and the limited vacuum piping).
In order to establish whether a chamber could be made that would have
a useful working volume, a two layer SVV-lO was made which was later converted
into a three layer SVV-IO (see Figure 71). Both chambers were successful and had
interior volumes of around 31 and 4.51 respectively. This is comparable to small
vacuum chambers used in industry. With the three layer chamber one could observe
the slight inward movement as the cans took shape. An interesting result was the
inward curvature of the three layer vertical column. This suggests that , as m is
increased (by adding more layers), the vessel will be more unstable. The reason is
that, although in principle there should be no limit, in practice the cans are never
perfectly arranged with their longitudinal axis parallel; hence, the chamber could
become unstable for large m simply because the small deviations are exaggerated as
m increases. In particular, if the number of cans is large, even a small misalignment
becomes serious: for if </> is small, the misalignment o</>/</> can be large; and since
Pi - Fa/</> is much larger than Fa, the resulting imbalance 2Fco</> can be of the
same order as Fa itself. This may result in any initial geometric error becoming
accentuated as the chamber "breathes" each time it is let up to air or pumped down.
If an increase in the volume is the only requirement, then longer unit cylinders would
be a better option to allow m ---+ 1. As might be expected, when n was increased,
the initial symmetry of the arrangement was critical. Any deviation resulted in the
vessel imploding.
This experimental vacuum work was later continued by another member
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of the UND Laser Group without prior knowledge of the results contained in the
previous section. With his permission I give a brief account of the experiments, but
focus rather on an explanation of what was observed.
A SW-3D was built using the same cola cans as described above, with
m = 1,2,3, .. . 8 respectively. For all the vessels, support was needed on the interior
of the vessel to avoid implosion. For the single layer SW-3D a sand bowl of radius
approximately equal to R;, was used. It was thought that the bowl would only help
maintain symmetry and not supply any support. However, while the vessel held
94% vacuum with the bowl, the vessel collapsed when the bowl was removed. The
experiment was repeated with the bowl replaced by a thin aluminium ring of radius
again :;:::j R;" but again the chamber imploded. For later versions of the SW-3D
(m> 2) , steel bicycle rims were modified to support each layer.
We suggest here that the reason for the stability of the SVV-6 and SW-ID
is that, in these cases, n < 16 while the unstable nature of the SW-3D is due to the
fact that n » 16. This implies that the bowl and bicycle rims act as supports and
are the only reason for the chamber not imploding. Because n > nm ox , the frictional
force becomes too small and there is a net inward force on each can. This is balanced
by the supports. The reason, then, that the SW-3D with m = 1 imploded with the
aluminium ring in place could be that the ring was very thin and did not provide
enough support. Further support of this theory is lent by the fact that some of the
cans in the experiment did eventually rupture. Since the ruptures were located at
the contact points of the bicycle rim and the cans, it implies that the rims had a
part to play in preventing the inward motion of the cans. To fully test this theory,
vessels should be made with n = nm ox ± e and their relative stability compared.
The final point made here concerned the rupture of the cans. This ruptur-
210
ing of the cans in the TVV experiments brings home the limitations of the materials
used. We give these considerations more attention in the next section.
6.5 Material Science Limitations
In this chapter, two vacuum designs have been presented. We now consider the
limitations placed on these vessels by virtue of the materials used, and look at various
safety aspects.
We consider first the TVV design. Clearly, the inner and outer walls require
greater curvature than that of the chamber if the walls are not to be too thick. The
need for a small radius of curvature Rc has to be balanced by the designer's desire
to reduce the number of links and also by the need to avoid stress induced cracks
at the link-wall attachment points (this is not the same Rc as in the SVV case,
although there is an obvious analogy between the two terms). A little consideration
of the geometry of Figure 65(b) will show that, for a thin double-walled chamber
with P » Po, Rc could be of the order of 2t:lR. Thus, for a 2m diameter cylindrical
chamber pressurised to 10 bar, R; is of the order of 20cm. This requires a tension T
in the material such that
or
2T
t:lp = R;' (6.24)
(6.25)
Now, the ultimate strength of modern lightweight high-tensile materi-
als varies up to a maximum of Pm = 500 MPa for SiC/SiC composite materials
[Schultz,1991]. If d is the thickness of the foil, then Pmd = T or d = T /Pm = 0.2 mm.
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This 'ball park' calculation shows that very thin foils, definitely less than
half a millimetre thick, could be used. Thus, TVVs could be much lighter than
conventional vacuum chambers.
An important aspect of the material limitations is safety. Even small con-
tainers, pressurised to several bar, represent a hazard. The calculations in this
chapter show that, contrary to a conventional vacuum chamber, there is little danger
of materials (or people) getting sucked in, since there is more gas in the intermediate
volume than is missing from the evacuated space. Implosion may be unlikely, but
explosion is not. Any TVV would need to be carefully shielded. Alternatively, the
intermediate volume could be pressurised with foam or liquid rather than gas (as has
effectively been the case in the SVV experiments), rendering rupture inoffensive. We
mentioned in § 6.4 that experiments suggest that the intermediate pressure needs to
be a little higher then the equilibrium pressure Peq, given in § 6.2. This is to avoid
excessive curvature and consequent rupture of the membranes. Clearly, the radius
of curvature Rc increases with pressure. At high pressure, Rc is of the same order of
magnitude as the chamber radius. As P approaches a value some 10 to 20% above
Peq, the chamber takes on its ideal (slightly bumpy) appearance. As P ~ Peq, R;
decreases catastrophically and the chamber implodes.
Next, we consider the SVV-n design. Since this chamber will always im-
plode when it becomes unstable, the safety rules for conventional chambers apply.
In all our experiments the unit cylinders were pressurised with liquid. As noted
previously, the cans ruptured due to the force applied by the additional support.
Therefore, in general, it is worth examining the strength of the units cylinders indi-
vidually, since, as the saying goes, a chain is only as strong as its weakest link.
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There are always at least two forces acting on the unit cylinders due to
the pressure difference. The first of these,Fc , is due to the end plate, and the second
is a force perpendicular to the cola can axis, Fa. The force on the cylinder surface
(Fa) is always constant, regardless of the SVV-n size. The force acting parallel to
the cylinder's longitudinal axis, Fe, changes as n changes. To see this, we note that
R; <X n and Fend <X R~ <X n2 • Now, since Fe = Fend/n, we might expect Fe <X n. This
is indeed the case, and a little algebra gives (for n» 3)
(6.26)
This shows that an increase in n does not cause the longitudinal force to
be distributed further, thereby decreasing the force on each can (Fe), because, as
n increases Fend increases faster (as n 2 ) . To summarise, we have Equation (6.26)
which describes the longitudinal forces due to the pressure difference, as well as
the identity Fa =const for the radial inward force (given by Equation (6.16». One
would think then that these two forces place additional restraints on n and Rc.
Experiments on the cola cans, carried out by the author, in the Department of
Mechanical Engineering, UND, shows that rupture of the cans occurs at
(i) (Fc)max = 7680N
(ii) (Fa)max = 3000N
The above figures serve to illustrate the point of the strength of a pres-
surised unit cylinder versus thick metal in compression. Using the figures above, we
can determine that a vessel ofn ~ 275 cans would still be very stable in the sense
that the cans would not rupture! As a further indication of the can strength, the
radial force Fa for our experiments was only 23% of the maximum allowed value.
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The only disadvantage of the SVV design, is that the arrangement of the
cans IS critically dependent on the initial symmetry, causing implosion to occur
easily. Also, all chambers were built with the layers in the horizontal plane and
stacked vertically. It seems reasonable to assume that, when the axis is rotated to lie
in the horizontal plane, the force of gravity would cause large chambers to become
even more unstable. Only the SVV-6 was tested at different angles and found to
perform successfully.
6.6 Applications: Present and Future
The history of the development of a scientific or technical concept may excite added
interest if the concept happens to be subject to patent legislation. Anyone intending
to construct a TVV would probably like to know of the existence of three relevant
patents which we refer to as the Rome, the Paris and the Milan. All three patents
are especially concerned with submarine applications in which the hollow walls of
the submarine system are pressurised as in a TVV. But all three patents also take
care to avoid being specific about the marine aspect and would therefore apply to
TVV's.
The "Rome patent" of Marcel1a de Cesaris and family (U.K. 1 031 415 June
1966) essentially describes "a structure comprising walls of rigid material having
cavities" containing "a compressible fluid under high pressure" "to prestress the
structure". The structure "behaves as far as its compressive strength is concerned, as
if its walls were of solid construction" although the weight "is considerably less than
that of a comparable structure possessing solid walls". The mechanical resistance
sometimes "surpasses that of a comparable structure with solid walls". Pressurisation
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Figure 72: Three patents similar in concept to the TVV:(a) The
'Milan patent' ,1979, suggested for underwater hulls or tanks, (b)
The 'Paris patent',1975, suggested for submarine work, (c) The
'Rome patent ',l966, using pressured cavities for strength.
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with "hydrogen to 200 atmospheres" may seem a little extreme. No specific mention
of vacuum applications is made.
The "Paris patent" by Andre Grihangne and Guy Delamare (France 2 326
229 October 1975) is very similar to the "Rome patent" but much more elaborate.
Amongst other ideas, the French imagine thin flexible walls, great economy of ma-
terial and weight, walls purely in tension, walls that can be folded away, and non
metallic walls made of woven coated fibre. Although the claims describe a reser-
voir or duct "under lower pressure than its surroundings", they do not appear to
expli citly mention vacuum as an application. The main concerns of their work are
submarine applications such as the suction of ocean floor metallic nodules and petro-
chemical ducting. The French patent also contains an elementary calculation of the
intermediate pressure required to put the walls under tension for a specific pressure
differential.
The "Milan patent" by Sub Sea Oil Services (U.K. 2 026 951 May 1979),
also deals with underwater hulls or tanks with "toric components" pressurised with
the aid of "compressed substances" .
Any engineer wishing to design a TVV would find the drawings contained
in these patent documents useful (see Figure 72). A tensional submarine vessel design
could be almost instantaneously converted for vacuum work, simply by reducing the
required strength and thickness of the walls.
Enquiries from various military and civilian bodies have failed so far to
find any practical marine applications of this technology.
Because TVVs might well become cheaper to produce and much lighter
than present day systems, they could find immediate use in laboratory experiments,
electron beam welding and optical coating plants. Certainly the models made have
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a large enough volume to be deemed 'useful'.
TVVs could also find uses in the design of gas lasers and laser systems[Michaelis,
Forbes, 1993]. Future laser systems involving testing chambers could have these
chambers replaced by tensional vessels. As an example, the test chamber used for
the spinning pipe gas lens could easily be replaced by a TVV. The metal end plates
would be replaced with thick optical glass, and the struts could act as ducts for the
electrical connections. Gas lasers work on the principle of having a gas at pressure
p enclosed by a thin permeable material surface. This volume is placed in a vacuum
to enable the high energy electrons to penetrate the surface (and hence the gas).
Because of the necessity for a vacuum, most gas lasers are bulky and expensive. If
a TVV was employed here, however, the outer wall would be replaced by two sur-
faces in tension and could easily be built around the electron guns without adversely
affecting the structure of the vessel (the gun could even be incorporated as a strut).
In the near future, both laser and magnetic fusion look set to achieve
breakeven. Both these experiments involve the use of very large and expensive vac-
uum chambers. In particular, the laser fusion experiments have the problem of
containing the 400MJ yield of a successful inertial confinement implosion. Perhaps
a flexible double- or multiple-walled chamber might reduce the cost of such a device
: its flexibility and the thinness of the walls would reduce the diameter (see Figures
73(a) and (b)).
In a New Scientist article [J Bmun, 1994], plans are presented to build a
rail line 'under the Alps' to connect cities in Switzerland. Because of the prohibitive
effect of air resistance at high speeds, the whole system, with the exception of the
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Figure 73: Present and future applications of TVVs:(a) Laser fusion
chamber, (b) Magnetic fusion chamber and (c) "Vaclev" - a TVV
used in proposed Maglev systems.
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a TVV system could create the desired partial vacuum at a fraction of the cost. The
upper half of the tube could be a TVV, while the lower part a vacuum glazed high-
alumina cement or 'Hialvac'. Such a system would make other high speed proposals
look uneconomical and anti-ecological (see Figure 73 (c)).
6.7 Conclusion
In principle, there are several good reasons for using TVVs and SVVs as opposed
to compressional vacuum vessels. TVVs are cheaper, less bulky and much lighter,
making them more portable than their compressional VV counterparts. TVVs are
not high vacuum vessels but rather low vacuum vessels with both present and future
applications. All of the principle experiments have been successful, for both the
TVV and SVV. As far as we know, the principle is a novel one. Although, given its
simplicity, it could be a very old concept. Nevertheless, in the context of modern
high tensile materials and the ever expanding applications of vacuum vessels, we
think the idea worth re-examining. We believe that these materials, together with
the TVV principle, could lead to alternative vacuum chamber designs.
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7 Future Research Topics
7.1 Introduction
This thesis has concerned itself with finding answers to questions, but equally im-
portant is knowing what questions to ask. And, as is probably the case in all other
disciplines , the work done in this thesis has generated more questions than answers.
In this final chapter, future research topics are presented in the form of
questions raised by the author, and possible starting points for solutions are sug-
gested. The idea is to give anyone interested a place to start, and also to outline
some of the extentions the author wishes to pursue.
7.2 Continuous Gas Lenses
It would be extremely useful to be able to build up index of refraction profiles for
the various gas lenses. However, due to the non-linear nature of certain gas lenses ,
finding n profiles analytically is difficult. Fortunately, it is possible to adapt certain
interferometers to act as refractometers, thereby allowing the refractive index to be
determined experimentally.
The principle is very simple. If a substance of thickness t, having a re-
fractive index n, is introduced into the path of one of the interfering beams in the
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interferometer, the optical path in this beam is increased because of the fact that
light travels more slowly in the substance and consequently has a shorter wavelength.
The optical path is now nt through the medium, and the increase in optical path
due to the insertion of the substance is (n -l)t (relative to air). This will introduce
(n - l)tjA extra waves in the path of one beam; so if we call ~m the number of
fringes by which the fringe system is displaced when the substance is placed in the
beam, we have
(n - l)t = (~m)A
In principle, a measurement of ~m,t and A thus gives a determination of n.
For the application to gas lenses, the Jamin and Rayleigh refractometers would be
ideally suited. (The Mach-Zehnder refractometer also exists). [Jenkins, White,1981]
The Jamin refractometer is shown schematically in Figure 74 (a). The
two identical tubes T1 and T2 can now be used to measure the index of refraction
of a certain gas at different temperatures and pressures. IT the number of fringes
~m crossing the field is counted while the gas reaches the desired pressure and
temperature, the value of n can be found.
The purpose of the compensating plates Cl and C2 in Figure 74 (a) and
(c) is to speed up the measurement of refractive index. As the two plates, of equal
thickness, are rotated together by the single knob attached to dial D, one light path
is shortened and the other lengthened. The device can therefore compensate for
the path difference in the two tubes. The dial, if previously calibrated by counting
fringes, can be made to read the index of refraction directly (the sensitivity of the
device depends on the fixed angle between Cl and C2 ) .
The Rayleigh refractometer is based on a similar principle. The initial
beam is split into two by a fairly wide double slit, and the two beams are brought to
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Figure 74: Diagrams of three refractometers. These could be
adapted to measure the refractive index of the spinning pipe gas
lens. The plates Cl and C2 , together with the dial D can be used to
calibrate the instrument to measure the RI value directly.[Jenkins,
Wh ile ,1981]
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interfere by the lens £2'
Using these types of refractometers, a few experiments could be done to
yield insight into the behaviour of the refractive index of various gas lenses:
• Pressure Effects. By attaching pressure/vacuum ports to the pipe T2 , the
effects of pressure on the refractive index can be checked experimentally.
• Temperature Effects. Pipe T2 would now be heated. By having both pipes
mounted on adjustable X-Y mounts, the radial refractive index profile can be
ascertained.
• Rotational Effects. Finally, by rotating pipe T2 , the effect on n by rotating
the pipe can be found experimentally. Furthermore, these effects can be ob-
served for various T and P , and perhaps the conjecture of the RI profile for
high P operation, discussed in § 1.5.2, could be accurately shown.
7.3 The Pulsed Gas Lens(PGL)
It has been pointed out by Buccellato and Michaelis [Buccellato, 1993], that a pulsed
gas lens could replace solid-state optical components in future Inertial Confinement
Fusion (ICF) reactors. A model of such a cylindrical PGL is shown in Figure 75(a).
To test the operating principle, pulsed refraction experiments were conducted using a
gas-dynamic beam deflection device (Figure 75(b)). The concept is simple enough: a
rectangular slab of high-pressure, high density, high refractive index gas is contained
inside a box with a long rectangular window on top and two optical slit apertures on
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Figure 75: The PGL experimental design. In figure (a), the walls
of the cylinder are instantaneously removed. If a laser beam passes
through the cylinder at this moment, then the cylinder acts as a
lens. (b) shows a simple test of this principle by using a rectangular
box filled with gas , and a photo-diode array to detect the laser.
224
wave to propagate back towards the lower wall of the box. If a laser beam is passed
through the box, the beam will be deflected downwards. It was hoped that this
deflection would be detected by a series of photo-diodes, as illustrated in Figure
75(b).
However, due to the low intensity of the beam, and the short duration of
the deflection, no conclusive results were obtained. In addition, only approximate
calculations of the focal length of such a lens could be obtained, due to the non-linear
behaviour of the gas flow. We now propose the following experiments:
7.3.1 Analysis of the PGL using a High Speed Camera
Much time has been spent by the author in assembling and operating a high speed
camera (see Appendix A). Thus a more conclusive deflection experiment could be
performed by replacing the photo-diode array with the high speed camera.
7.3.2 Analytical solutions for the gas dynamics in the PGL
Since no attempt was made to find analytical solutions for the gas flow, and since
this would be useful in moving from the rectangular box simulation to the cylindrical
model, an attempt is made here to start such mathematical modelling.
Assume that the density, pressure and velocity of the gas in the box are
dependent only on the depth, x, and the time elapsed from opening, t. Then the
equations that determine the state of the gas at any given time are the following:
8p





where p = p(x, t), P = P(x, t) and v = v(x, t). These equations assume that the
gas dynamics are determined by the continuity equation (Equation 7.1), Newton's
second law as a pressure gradient (Equation 7.2), and the ideal gas law (Equation
7.3).
After much manipulation, these three equations combine to form the fol-
lowing partial differential equation:
(7.4)
This equation now needs to be solved analytically, if possible, with the
boundary values, and the result compared to computational models investigated. by
Buccellato [Buccellato,1993].
7.3.3 Water Wave Simulations of the PGL
Following the success of the water simulations of the CSL (in Chapter 2), the author
proposes the following simulation of the PGL (rectangular model): could it be that
the effects on water levels at successive time intervals when breaking the wall of a dam
(instantaneously) are related to the density and pressure profiles of the expanding
gas in the PGL? Since the two situations have obvious similarities, and since P ex h
and p ex h2 , (h = water height), such a simulation could possibly yield useful insight
into the gas dynamics of the PGL.
As a quick test, a computer simulation of the effects of removing a dam
wall on the water, at successive time intervals is shown in Figure 76. This is an ideal
case where the surface only "realises" the wall has been removed as the disturbance
propagates into it. This is analogous to the gas at the bottom of the box only "real-
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Figure 76: A computer simulation of the breaking dam problem.
This is an ideal case, where the water level of the dam only changes
as the disturbance propagates into the dam. This water simulation
is an analogy to the PGL gas density and pressure as the gas is
released.
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ising" the PGL is opened when the rarefraction wave reaches it. Further simulations
need to be conducted and these need to be compared to the experimental results and
any analytical solution found for the gas dynamics of the PGL.
7.4 Convection Effects
Convection effects play a significant role in the focusing or de-focusing of gas lenses.
Convection effects are also very difficult to model. However, it is necessary to un-
derstand the role convection plays in gas lenses. Some unanswered questions might
read:
• How does convection influence the temperature gradients of a non-rotating
pipe?
• What happens to these profiles when the pipe is rotated?
• Does convection have a significant de-stabilising effect on the symmetric tem-
perature profile thought to be established by rotation?
• How do the convection effects change with pressure and pipe diameter?
Several images have been taken of the diffraction patterns during heating
of the pipe, during the initial rotation, and as the pipe rotation is stopped. Analysis
of these images might help answer some of the above questions.
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7.5 Thermal Lensing
The analytical model for multiple pulses could be tested if a controlled experiment
was performed with known optical absorptions. This is not a trivial matter, and is
receiving attention presently. The model could also be improved by including lensing
effects due to the optical coatings and the coating - surface interface. Modelling the
coating in the same way as the substrate will not work because the thermal properties
of thin films are very different to those of bulk material.
Models have already been completed'' that look in great depth at the ro-
tating window's temperature distribution and resultant phase distortions, but these
results were not presented here.
However, the aerodynamic window has not been studied as yet , and it
might be interesting to quantify theeffeet such an element has on the aberrations
and therefore the resultant beam propagation.
Finally, a study has begun which looks at the effect of damaged optics on
the total aberrations.
SBy W. Groenewald: an internal report
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A High Speed Camera
A.I General Properties
It was the intention of the laser group, UND to perform experiments on pulsed gas
lenses with the aid of a high speed motion analysis camera. For this purpose a
second-hand Hitachi model 16HS high speed motion analysis camera (HIMAC) was
purchased. There are several advantages to this type of camera. It makes use of a
rotating 4-sided prism giving operating speeds varying from 500 pps (pictures per
second) to a maximum of 5000 pps, where the latter can be doubled by using an
8-sided prism in place of the above mentioned 4-sided prism. The camera has small
loss of incident light intensity due to the simple optical set-up: one rotating prism
and one imaging lens. The greatest disadvantage of the camera is that, because of its
age, it makes use of 16mm film as opposed to the standard 35mm film commonly used
today. A major difficulty to be resolved was the problem of locating a company that
could supply and develop 16mm film as well as produce the results in a reasonably
short time. In the end, Eastman Color Negative EXR SOOT film was used with a
waiting time of around one week. Figures 77(a) and (b) show the workings of the
camera.
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For focusing a Vivitar 35mm macro lens was used. To focus the camera the viewfinder
must first be in focus. This is achieved by first focusing the finder so that the grain
pattern of the focusing film can be seen (any used film will do), thereafter the lens is
focused on the object to be filmed . We found it impossible to focus when new film
had been loaded; thus, on all occasions, we focused the camera before loading the
film, making sure that, during loading, the settings on the lens were not changed.
The optical set-up for the camera is shown in Figure 78.
A.3 Photographing Speed
The camera speed can be set before use by using the speed control adjustment. If the
camera speed is slower than optimal, blurring occurs due to large displacements of
the object in any given frame. IT it is too fast, no blurring occurs but film is wasted
and sometimes photographic duration is reduced to the extent that it is difficult to
film the entire event. To find the optimal speed, the following relation can be used:
R = mv cos ()
Kd
where
• R : photographing speed (pps)
• m : image magnification (= biB = hiH )
• B : object field width (mm)
240
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Figure 78: Optical arrangement for high speed camera.
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• H : object field height (mm)
• b: picture width (mm) = 10.41
• h: picture height (mm) = 7.47
• v : object velocity (ms-I)
• () : angle between object movement and film face
• K : camera shutter constant = 5
• d : tolerable image blurring on film face (mm) = 0.02 to 0.05
Apart from working at the correct speed, the camera should be synchro-
nised with the event. Usually the camera is started first, with the event triggered
after some delay. The reason for this is that the camera does not start at the desired
speed but is accelerated at first from zero pps to the value set; thereafter, the speed
remains constant. To facilitate camera-event synchronisation, the camera has an
attachable mechanical synchroniser.
Sometimes the event duration is much shorter than the total time available
from using all the film. In such cases one would like to suspend the operation of the
camera when the camera is filming in order to save film. This is possible through
the use of the brake unit. In theory this unit enables one to stop photographing at
speeds of up to 2000 pps, but we found that, in practice, using the brake unit at
speeds in excess of 1000 pps causes the film to snap.
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A.4 Time Mark and Event Mark
As mentioned, the camera does not start at the desired speed but accelerates till
it reaches this setting. Since the film speed is varying moment by moment, it is
necessary to record the photographing speed at certain intervals. This is achieved
by using a time mark. The ~amera has two neon tubes in the lamp house below
the sprocket. One of these is triggered at a fixed frequency by an external generator
called the timing light pulse genemtor, which can operate at frequencies of 10 Hz,
100 Hz and 1000 Hz. The emitted light is recorded on the side of the film as a time
mark, from which the photographing speed can be deduced. The second neon light
is used to mark the beginning and end of event filming, called the event mark, but
was never used in our applications.
A.5 Comments
The camera is very useful but not easy to use. The manual, which is written in
Japanese-English, does not help in this matter. Because the film is so sensitive, all
loading and unloading has to be done in complete darkness. Because the HIMAe
is a cine camera loading the film is a non trivial matter; but doing it in complete
darkness is a test of ability! However, the advantages of the camera far outweigh its
cumbersome nature, and I suspect that it will find many uses in the years to come .





There are several temperature transducers available; some of the most common in-
clude the thermocouple, RTD, thermistor, and the I.e. sensor. In our experiments,
the thermocouple was used. Thermocouples have many advantages which made
them suitable for our applications: they are self- powered, simple, rugged, inexpen-
sive and operate over a wide temperature range. Of course, like other temperature
transducers, they also have their limitations: they are non-linear, have a low output
voltage, are the least stable and the least sensitive, and require a reference. How-
ever, because we required only an estimate of the temperature, and because we were
operating the thermocouple over a small temperature range, the thermocouple was
a suitable option.
B.l.2 Theory
In 1821, Seebeck reported the first of the thermoelectric effects to the Prussian
Academy of Sciences. He had managed to produce potential differences by heating
the junctions between dissimilar conductors. This potential difference, called the
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e"8 = SEEBEO< VOLTAGE.
Figure 79: Thermoelectric circuit making use of the Seebeck effect.
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Seebeck Voltage, is a function of the junction temperature T and the composition of
the two metals. A simple thermoelectric circuit is shown in Figure 79. It was really
only around 1910 that a satisfactory theory of thermoelectric effects was derived (by
Altenkirch). He showed that the differential Seebeck coefficient nab is defined by:
. ~V
nab = lim -- = 0
~T-+O ~T
(B.1)
For small changes in temperature the Seebeck voltage is linearly proportional to
temperature Vab = nabT.
There are a certain number of empirically derived 'laws' of thermocou-
ples which are worth mentioning given their applicability to the understanding and
diagnosing of thermocouple circuits.
Law of intermediate metals: (see Figure 80 (a)). Inserting a metal c between metals
a and b will not change the output voltage V, regardless of the temperature of the
metal c. The voltage V is that from the junction a-b at temperature T. This has
the corollary that only the two outer metals contribute to the output voltage.
Law of interior temperatures: (see Figure 80 (b)). The output voltage V will be
that of an a-b couple at temperature T, regardless of the external heat source applied
to either measurement lead.
Law of inserted metals: (see Figure 80 (c)). The output voltage V will be that of
an a-b thermocouple at temperature T, provided both ends of the c wire are at the



















Figure 80: Thermoelectric Laws: (a) Intermediate metals, (b) In-
terior temperatures, (c) Inserted metals.
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B.1.3 Calibration of Thermocouples
In our experiments, Ni-Eureka wires were used as the thermocouples. For tempera-
tures above 50°C the induced emf increased linearly with an increase in temperature.
To calibrate the thermocouple, the junction was immersed in a Pyrex beaker con- ·
taining oil. The free ends of the wires were connected to a FLUKE 75 multimeter.
As the oil was heated, the temperature was measured using a standard mercury
thermometer and the corresponding increase in potential difference was noted. The
temperature range tested was from room temperature to 180°C, and the procedure
was repeated several times to check consistency. The results were plotted as voltage
vs temperature and are shown in Figure 81. The thermoelectric circuit is shown and
clearly there are three junctions involved, with junctions J2 and J3 at the same tem-
perature Tr e f • Using the laws of thermocouples, this gives the relationship between
voltage, V, and temperature, T (of Jd as
(B.2)
where Tr e f is room temperature, which was almost constant. Because we only re-
quired an estimate of the temperature value, constructing an elaborate reference
was not necessary. From the graph, it was found that our Seebeck coefficient is
40jlVO C-I. Generally the Seebeck coefficient is not constant but is a function of
temperature. Our thermocouple is close to type K, and over the small range that we
used it, type K thermocouples have constant Seebeck coefficients.
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Figure 81: Calibration curve for thermocouples. The graph is al-
most linear in the range this thermocouple was used for.
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B.1.4 Comments
In our experiments, we used a series of five thermocouples to measure the pipe tem-
perature along its length. This method also enabled us to determine when any given
thermocouple was not performing, by comparing the voltmeter readings for each
junction. This was important because thermocouples can be very temperamental.
Poor junction connections can lead to spurious results and one should avoid any
steep temperature gradients, stress and vibrations. It is also suggested that some
sheathing be used when the thermocouples are operated in a 'hostile' environment
- we used a thermal insulator to protect the wires both thermally and electrically.




The spinning pipe gas lens experiments required that the pipe spin at a constant
rate, or as close to it as possible. The spin about the pipe's longitudinal axis should
also be variable. The pipe was friction-driven by means of brass rollers which were
themselves driven by a motor. The motor was connected to the mains via a variac
to allow the speed of rotation to be varied (by controlling the potential applied to
the motor). Since the variac was the control device, the variac was first calibrated
with output potential and then against pipe rotation speed in hertz.
250
B.2.2 Calibration Technique
The input of the variac was connected to the mains, and the output to the motor
and a FLUKE 77 multimeter. The %setting on the variac was varied and the corre-
sponding change in potential was noted. For the 45mm, pipe the motor only began
spinning the pipe at 36% (96V.). A PHYWE STROBOSKOP (digital stroboscope)
was used to determine the rotation speed of the pipe. The variac was set to a given
value and the frequency of the pipe found by varying the strobe frequency to coincide
with that of the pipe (i.e. until the pipe appeared stationary). There was some un-
certainty in the values due to the rather unstable method of rotation, and repeated
experiments gave an indication of this uncertainty. This procedure was used for both
-
pipes used in the experiments and the results are shown in Figure 82. One of the
biggest problems was with the design of the motor - pipe system. When the pipe

























Figure 82: Calibration curve for spinning pipe. Every time the pipe




It can be verified that all the approximations made in deriving the shallow water
theory applied to the sloping bottom surface are valid under the conditions that:
(i) ak« 1
(H) a« h
The equations then that we need to consider are the following approxima-
tions:
1q.Vq 1«1 qt I
1V." 1« 1






Rather than prove each individually I will illustrate by means of example
that the above approximations hold under conditions listed above. Consider equation
(C.2) :
\17] = : = ak cos(kx - wt)
The magnitude of this is of course I ak I and hence
I \17] 1« 1 {::} ak « 1
Similarly, if we were to consider equation (C.3) :
7] = a sin(kx - wt)
and
(A) = ~ tanh(kh) ~ h
4Jyy y=O k
Since 7] is at most equal to a, it follows that equation (C.3) is true iff
a« h.
Finally, we note that the first equation, (C.l), is in fact a tensor equation
and can be rewritten as
where summation is implied over the dummy index i. Put another way, we have that
the left hand side of the above equation is qiAij where A ij is a 2 X 2 matrix.
C.2 Phase and Group Velocity
In chapter 3 the dispersion relation for shallow water waves was examined. As
expected, the phase and group velocity of the ripples are equal and constant: typical
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behaviour for non-dispersive media. What is interesting though is to consider any
general function w = w(k) and consider the phase and group velocity.
We then ask the question: is there a wavenumber (wavelength) for which
the phase velocity (wave velocity) is a minimum? Writing this mathematically we
are asking:
Since v;, =w/k we have:








- k dk - k 2 W
1 (dw w) (C.6)-
k dk k
Clearly (C.6) will be zero when the bracketed term is zero, which coinci-
dentally happens to be when v;, = ~ ! Two interesting results can be derived from
this:
(i) The relation (C .5) can also imply that v;, is independent of k. This is true for non-
dispersive media and under such conditions it is well known that ~ = ~ 'if k.
Hence this treatment gives mathematical support to the relations found in
chapter § 2.
(ii) Since in general Vp --t ~(k) we have the unusual result that the phase velocity,
or wave velocity, is a minimum with respect to k when v;, = ~, which happens
to be the same condition for a nondispersive media. Thus it seems that in any
dispersive medium, the minimum phase velocity is that value that ~ would
take when placed in a non-dispersive medium, ie ~ = ~.
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I do not have a clearer explanation of the above result, coming upon it
purely by accident. It is however an interesting result obtained from a very simple
analysis, and on that basis alone warrants mention.
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C.3 Useful integrals
The following integrals have useful properties which were used in finding the analyt-
ical solutions to the problems given in § 4:
When m and q are integers, we have ...
(27r cos(mB) dO = {27r' m = 0
10 0, m ~ 0
(27r
10 sin(mO) dO = 0
(C.7)
(C.S)
2 { 0,fa 7r cos(mB) cos(qO) dO = 7r,
27r,















The list to follow gives the radial polynomials ~(r) for values of rn, n < 10. When









6 4 -5 r + 6 r
7 4 0
4 6 8
8 4 15 r - 42 r ... 28 r
9 4 0
4 6 8 10










7. 5 -6 r + 7 r
8 5 0
5 7 9












8 6 -7 r + 8 r
9 6 0
6 8 10
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Vacuum vessels in tension
M M M ichael is and A Forbes", Laser Applications Research Institute. and' Plasma Physics Research Institute.
University of Natal. Durban 4001. South Africa
received 24 August 1992 and in revised form 10 November 1992
The principle of tensional as opposed to compressional vacuum vessels is reviewed. Proof of principle experiments
is performed. Conceptual extensions of the idea. the inflatable vacuum chamber. the lightweight or even weightless
chamber. are proposed. Present and future engineering applications are briefly surveyed.
where
A more useful form is a double shell cylindrical TVV [see Figure





No claim s are being made her e abo ut the no velt y of this principle.
It is extremely likely to be a very old concept. But in the context
o f modern high tensil e materials a nd ever expanding applications
of vacuum vessels, we think the idea worth re-examining.
T wo important cases: for p » Powe get R; = R;(l +P o/p) and
6R = R;Poip. A value of P = 2 bar yields R" = 2R,.
At one extreme one sees that, if the pressure i ~ high, the double
shell structure can be quite thin (typically if p =::: 10 bar.
6R =:: R. 10). The other extreme indicates a simple route to the
experimental proof of principle. described in the next section.
If the cylindrical shells are terminated with two flat end plates
there will be a net outward force of approximately
ir
I. Principle of tensional vacuum vessels
Most vacuum vessels (VV ) seem to have been constructed with
wa lls in compression rather than in tension . This obvious (even
subco nscio us) method of design fa ils to employ one of the best
pr operties of metal: high tensile strength . It invites one of its
wors t structural properties : its propensity to buckle in
compression. Nor does the compressional method a llow for the
use o f novel high tensile materials.
T he pr inc iple of the tensional vacu um vessel (TVV) is simple:
two linked shells in tension rather than one in compression, the
tensio n being provided by pressurising the intermediate space.
Figures I (a) and (b) illustrate the conceptual differences between
1 standard compressional VV and a TVV.
The force on each wall is given by the pre ssure difference times
.hc a rea. If the smaller pressure difference times the larger a rea
)1' the o uter wall equals or exceeds the larger pre ssure d ifference
.i rncs the sma ller area of the inner. the system is sta ble.
Conceptually the simplest TVV would consist o f two linked
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(3)
nd
~" = R,J( .~) .
P Po
I' we write 6R = R" - R, fo r the thickness of the intermed ia te
pace a nd if [l » P» then
vhe rc R" and R, are the o uter and in ner rad ii. respectively, a nd
vhere [l oo is the atmospheric pre ssure. So
Figure I. Vacuum vessel geo rnetries. (a) Compressi onal. (b) Tensional.
(c l Sph erical. (d) Cylindrical.









T wo tYPl:S ofexperiments arc conducted, the first to demonstrate
the principle 10 doubting colleagues and engineers. the second 10
gain practical experience , In both types of experiment we used
R" = 2R,.
The didactic experiments arc carried out with flexible trans-
parent plastic bottles linked with nylon wire and two domestic
vacuum cleaners. one in the blowing. the other in the sucking
mode [see Figure 2(c)] . The virtue of this type of experiment is
tha t one can see and even feel the forces at work : switch off the
'blower' briefly and the chambers immediately start to impl ode .
Switch it back on and one observes the tensional dimples forming
in the outer shell as it lakes the strain. Gentle finger pres sure
exerted on the outer shell causes the inner shell to buckle inwards.
More serious experiments arc performed with two concentric
cylinders made out of 0.2 mm brass sheet [see Figures 2(a) and
(bj]. The two 17 cm long cylinders with R; = 2R; = 6 cm are
linked by sixteen 3 mm diameter studs soldered at each end . The
cylinders are capped and glued at both ends with I cm thick
aluminium plates. one of which has two ports for the pressure
hose and the 4 mm vacuum pipe.
This vacuum chamber is not intended to be a high vacuum
de vice. The operation pressure is of the order of one mbar. But
it serves to gain some technical 'know how'. An earlier vers ion
imploded catastrophically because we failed to appreciate that
the intermediate pressure must in practice be higher than that
predicted by the above simple theory. The reason for this 'over-
pressure' will become clearer in Section 4.
3. Two possibly novel concepts
Vacuum chambers can be bulky, expensive and space consuming
de vices. (One of the reasons that experiments involving vacuum
a rc seldom demonstrated in the lecture theatre is that the y requ ire
a lot of devoted manhandling.)
We suggest here that it might be possible to bu ild a large cheap
'pop up' inflatable vacuum chamber along the lines of the didact ic
experiment described in the previous section: for low vacuum
demonstrations this could be of the thin transparent plastic
double wall type . For more serious industrial applications it
might consist of three shells : the standard tensional shells and a
loosel y attached flexible inner guard shell [Figure 3(a)] . Both
the low a nd high vacuum versio ns could be folded into small
containers when not in use.
The second concept that we think could become of interest. if
the double wall technology de velops. is that of the lightweight
vacuum chamber. In principle an evacuated chamber would be
an ideal 'lifting body'. In practice the weight of the chamber is
much greater than the buoyancy force: vacuum chambers require
sturdy supports.
Could a tens ion al vacuum vessel become buoyant? A short
a nd very rough calcul ation shows that a TVV fails to become
lighter than air when evacuated, even if one neglects the weight
o f its components.
Consider a spherical double walled chamber acco rding to
eq ua tio n (2). The intermedia te vo lume of gas is
(c)
Fil-:ure 2. Cylindrical ten sion vacuum vesse ls. (a) ln sidc view 01' struts
linking the two wall s. (b) Chamber with ends clued o n. (cl Didactic
ex pe rime nt with plastic bo ttles Ifront an d sid e vic-w l.
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Figure3, Applications of tensional vacuum vessels. (a) Pop-up system. (b) Tokamak first wall in tension. (c) Laser-fusion tensional W . (d) Evacuated
' Maglev concept. The upper half tube is a tensional VV. The lower could be vacuum glazed. high-alumina cement or 'Hialvac' (ref 4).
is very approxima tely the mass of the air in kilograms if p is now
expressed in bars. The weight is approximately p Vg and the
effective weight of the gas in the system is
a chamber that is itself 'lighter than air', though such a chamber
would be very large.
where Fog = ; 1t R~g is the .weight of the gas in both ch ambers
pr ior to pumping.
A little algebra gives
For a thin-walled spherical double shell with P » 1'" we get
11" '11 = l ',g 2. where I', is the evacuated volume. That is to say
there is 1.5 times more gas in the evacuated and pressurised
system than there was in the now evacuated space.
A similar calculation for a cylindrical system gives 1I 'Clf = j ',g.
There is twice as much gas.
At first glance therefore nothing seems to be gained from a
weight point of view by using a TVV. However. the high tensile
materials can be very much lighter than the thick metal sheet
used in standard compressional designs. Also the picture changes
if the gas used to pressurise the intermediate space is 'lighter than
air' . In the next section we show that it is even po ssible to design
(11 )
(12)T = !:J.p R; '2 = 10' N m - I .
or
Research into fusion reactor I and aerospace technology is
useful in th is context. The ultimate strength of modern light-
weight high-tensile materials varies up to it maximum ofPm = 500
Clearly the inner and outer walls require greater curvature th an
that of the chamber if the walls are not to be too thick . The need
for a small radius of curvature R; has to be balanced by the
designer's desire to reduce the number of links and also by the
need to avoid stress induced cracks at the link-wall attachment
points. A little consideration of the geometry of Figure I (b) will
show that for a thin double-walled chamber with P » P« bar. R;
could be of the order of2~R. Thus, for a 2 m d iameter cylindrical
chamber pressurised to lObar. R,. is of the order of 20 cm. This
requires a tension T in the material such that




]Ii 'c ~ 4R (g ) 1 ' - P > O.- (p-Po -
59
M M M ichaelis and A Forbes : Tensional vacuum vessels
\:IPa for Si.C Si.C composite materials '. If" is the thickness of
the foil then
This 'ball park ' calcu lat ion shows that very thin foils. definitely
less than half a millimetre thick. could be used .
We are presently designing a I m long. I m diam eter cylindrical
chamber to test these ideas in practice . The tot al weight of the
c~ lindrical walls co uld be as little as 5 kg. represent ing a con-
sidera ble saving over a co nventiona l VV. (This design still incor-
por.ues massive end plates -but these too could eventu ally be
designed awuy.)
Anot her very rough calculation for spherical shells shows that
a do uble-walled TVV with R ~ 12 mm and pressurised with
helium gas could become weightless after evacuation. For two
walls. each 0.5 mm thick. the volume of material is Vm =
-In R ' 1000 m -' and the weight W," = p Vmg.






Useful discussions were held with T B Doyle . D Davies showed
great patience in constructing chamber after chamber. We thank
W de Beer for the general support of his workshop and the
Plasma Physics and Laser Applications Research Inst itute s for
financial assistance .
Modern high tensile. lightweight foils togeth er with the concept
of a pressurised double-walled vacuum chamber* could lead to
alternative vacuum chamber designs.
6. Conclusion
beam welding and optical coating plants . In the near future both
magnetic and laser fusion look set to achieve brcakc vcn (nuclear
fusion energy out = electrical energy in).
Studies of magnetic fusion reactors all envisage com pressional
chambers. As pointed out in rcf 2. induced radi oac tivity and
tran smutati on of the first wall material will be one of the major
technical problems encountered in designing a tokarnak reactor.
A thin foil ( I mm) first wall atta ched to the iokamak space frame
by a large number of high tensile wires would be an elegant
solution [sec Figure 3(b)). Such a thin wall could be routinel y
and roboiically replaced and if made of the graphite composite
described in rcf 2. would not be too difficult to recycle or store as
10 \\ level radioactive waste. (The wall would need to be beryllium
coated on the inside and cooled by the lithium liquid bla nket on
the out side.)
In laser fusion the same aspects with the activated first wall
are encountered as well as an even more serious problem : that
of containing the 400 MJ yield of a successful inertial confinem ent
implosion. The z-part icles would give an impulse of several kg m s
per shot to the wall. Designs for a 10 m diameter compressional
vacuum chamber are therefore in hand J. We suggest here that a
flexible double- or multiple-walled chamber might reduce the
cost of such a device: its flexibility and the thinness of the walls
would reduce the diameter [Figure 3(<:)] .
Finali y. we suggest that a cheap lightweight vacuum half tube
could remove aerodynamic dra g in transportation systems of the
future [see Figure 3(d)]. Alread y 'high tempera ture' super-
conductor parcel transportation systems are in factory operation .
It requires but little imagination to see a 'high T Maglev' trav-
elling down an evacuated tube [Figure 3{d)) a t 'door to door '
speeds that would make oth er high speed proposals (Hote l.




p"," = T or D = T:'p", = 0.2 mm.
( 1', - PH<pv)g ~ 1O(4R 3-R 3 ) ~ 30R 3r-,
where the radius of the intermediate chamber. pressurised at 10
bar. is !1.R = R;20 = 5 cm and the intermediate volume amounts
to V = 4n R ~!1. R = (n/5)R J • Equilibrium occurs for p Vmg ~
30R". if p ~ 3000 kg m - J and R ~ 12 m. (The result is not very
different for R; = 2R;.)
An important aspect of the material limitations is safety. Even
small containers. pressurised to several bar, represent a hazard .
The above calculations show that. contrary to a conventional
vacuum chamber. there is little danger of things (or people)
gett ing 'sucked in' since there is more gas in the intermediate
volume than is missing from the evacuated space . Implosion may
be unlikely . but explosion is not. Any TVV would need to be
carefully shielded . Alternatively. the intermediate volume could
be pressurised with foam or liqu id rather thu-i gas. rendering
rupture inoffensive,
Our experiments indicate that the inner shell is more likely
to rupture than the outer. since it supports a greater pressure
difference. They also show. as mentioned above, that the inter-
mediate pressure needs to be a little higher than the equ ilibrium
pressure p,~, given by the simple formulae derived in Section I.
This is to avoid excessive curvature and consequent rupture of
the membranes. (Clearl y the radius of curvature R< increases with
pressure. At high pressure. K is of the same order as the chamber
radius. As p approaches a value some 10-20% above PCQ ' the
chamber takes on its idea l 'slightl y bumpy' appearance. As p
approaches P<q , R< decreases cat astrophically and the chamber
implodes .)
5. Applications, present, future and far future
Double-walled vacuum chambers might well become cheaper to
produce and much lighter than present da y systems. As such they
co uld find immed iate use fo r labo ratory experiments. electron
• Patent pending.
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The influence offmite absorption in transmission optics on the propagation of high average-power pulsed CO2·laser beams
S.P. van Heerden, W. Klopper, FJ. Prinsloo and A. Forbes
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ABSTRACT
Thedevelopmentof a high repetition rate TEA-C02 laser chain has a number of difficulties that must be overcome. One of these
difficulties is to predict the free space propagation of the beam. A low energy (- IOOmJ/pulse), high-quality, CO2-beam is amplified
in a numberof CO2 - amplifiers to more than 1J per pulse. On propagation through the amplifier chain the primary beam encounters
severaltransmission optics. It was found that the beam parameters of the primary beam change dramatically for high repetition rate
operation(> 100Hz). The alteration in beam parameters is brought about by thermal expansion and refractive index variations known
as thermallensing. This phenomenon is caused by the thermal gradient introduced to an optic by absorption of a laser beam with a
Gaussian profile. Thermallensing caused by the aforementioned laser system in transmission optics was investigated. The influence
of Several types oftraDsmission optics in the amplifierchainwas studiedand compared. It was found that the use of a specific substrate
(KCl or ZnSe) is determined by the position in the chain. A marked increase in thermallensing effects was observed with damaged
or contaminated optics.
Keywords: beam propagation, thermallensing, absorption, transmission optics, CO2 lasers
1. INTRODUCTION
For the generation of highrepetitionrate CO2 laser pulses a line tuneable TEA-C02 oscillator and several TEA-C02 amplifiers are
used. An intra-cavity aperture is used as a spatial filter for generating a TEMoo spatial mode with an Nf:::: 1.3. At high repetition rates
the average power delivered by this chain ranges from 300W to more than IkW. The master-oscillator-power-amplifier (MOPA)
chainconsists of a CW-C02 injection seeded oscillatorandseveralTEA-C02 amplifiers (see Fig. 4). Typically, the output of the chain
is morethan lJ at repetitionrates higher than 500Hz. The beam has to propagate over extensive distances (longer than 50m) through
the amplifiers and a multiplepass Ramancell. For this reason it is important to know the beam parameters of the CO2 beam throughout
thewholebeam path. Clearlythese parameters must be measured as a function of repetition rate. With these parameters known, one
can correct for the induced lensing, or implement alternative solutions for the lensing problem.
A number of possible problem areas were isolated that could have an influence on the CO2 laser beam propagation through the
chain. They are: lensing in the transmission optics and radius of curvature changes of reflective metal mirrors due to the absorption
of CO2 radiation by the window/mirror substrate, possible effects (blooming) due to absorption in air or stationary volumes within the
lasers, and possible effects due to the discharge volumes in the amplifiers..
Inthispaper only the effects of the high average power propagation through transmission optics will be dealt with. These effects
were observedat averagepowers higher than IOOW. The heating of transmission optics leads to a refractive index gradient that acts
as a lens. This results in changes in the beam spot size in a time period of two to five seconds. The magnitude and the sign of the
changedependson the positionin the laser chain. These changes in the beam propagation through the amplifiers lead to poor energy
extraction fromsome amplifiers, severe clippingby the electrodes of others and catastrophic window damage where the energy/power
density increased to undesirable levels.
The lensing problem in the chain can be divided into three areas of investigation. They are: (a) oscillator configuration (here the
effectof intra-cavitytransmission optics and reflective optics can have an effect on the output beam parameters) , (b) the transmission
optics(windows)of the TEA-C02 amplifiers, and (c) the use of special optical elements for example beam combiners, Fresnel prisms
(Y.-wave elements) etc.
It was foundthat serious lensingoccurs as a resultof the high average power transmitted through the optics of the chain. The main
contribution to the lensing, discussed in this paper, is due to the amplifier windows and the effect on the propagation is therefore a
cumulative effect of all the windows in the chain. A number of possible solutions were identified. They are: (a) a reduction in the
nurnberof transmissionoptics in the chain, (b) the use of gas dynamic windows (especially the final window of the chain), (c) efficient
cooling of optics, and (d) increasing the spot size through the final optic and thereby reducing the power density on the optics.
(I )
2. THEORETICAL BACKGROUND
The thennallens effect is a time dependent phenomena where the spatial intensity profile of a Gaussian (TEMoo) laser beam is
transformed into a spatial temperature profile within the substrate. This local heating is a result of absorption of laser radiation. A
radially dependent temperature distribution is created which in turn produces a refractive index change by a factor dn/dT. It is this
refractive indexchangewhichresults in the absorbing mediwn acting as a lens. A second weaker effect, that of expansion due to the
absorbed power, can be neglected as it contributes little to the lensing phenomenaI.
The first models to describe thennallensing were qualitative and asswned a parabolic refractive index distribution 2.3.4• The first
step in deriving a quantitative model is the solution of the appropriate non-steady state thermal diffusion equation6,
aT(r,t) _ D \}211(r t) = _1_ O(r t)
at ' pC - ,
p
whereT(r,t) is thetemperature, Q(r,/) the source term, D the thermal diffusivity, p the density and C; is the heat capacity. In solving
thisequation the following asswnptions are made, all of which can be justified5.6.7: the laser beam is turned on at t=O and turned off
at /=/0 (both instantaneously), thebeam powerandradiusare constant within the sample, since the sample dimensions are much larger
than the beamdiameter,we assume thesample acts as an infmitedisc with no heat conduction through the ends. and D is temperature
independent:" As a result of the above. only a radial temperature gradient is induced.
The source term. during excitation, is given by
Q(r ,t)
2 In(lO) a Eoe -2r%fa%
1t 0 2 t.o
(2)
where Ea is the pulse energy, a the absorption per unit length, and 0 is the radius of the beam impinging on the optic. Substituting
equation (2) in (I) and solving for T gives
t
210(10) a Eo fO e -2r%/(8D (t-l~ .a~
T(r,t) = dt I .
1t topCp 08D(t-t f)+a 2
Due to the radial temperature distribution, a time dependent refractive index gradient is formed inside the sample given by





where11" is the initial refractive index and TA is the ambient temperature. The focal length of the resulting thermal lens is given by 5,7
(5)
for a sample of length L. By transforming using the ABeD law, and considering the lens signal in the far field, one obtains the
followingexpression for the focal length:
1 2In(lO)AEo( an ) 1
ft.t) = 1tka 2 t
c
aT TA (1 +2 tit/ (6)
whichis consistentwith that found by others 8, Here, A=aL, k is the thermal conductivity, and t
e
is interpreted as the relaxation time




It can also be shown that the radius of the induced lens is given by7




Th~ effecti~e focal,length in~uced by a single pulse is given by equation (6). However, in the case of multiple pulses impinging
on a WIndow WIth a finite absorption a, a cwnulative temperature is experienced by the optic. The temperature in the optic will reach
an equilibrium, which will then result in a lens of finite focal length. The net change in temperature due to m pulses is given by 9
_f- 2In(l0)aEo (-r 2 2 )






From the equation above and using equation (5), the focal length as a result of m pulses is given by 10
_I = t 2ln(1O)A Eo( an) 1
j{t) no() 1tka 2tc et TA (l+2nt/tY' m
Thisresult is identical to that for the single pulse case (see equation (6)) , but with (I +2t/tcf 2 replaced with L (1 +2nt/tcf2.




From Fig. 1 it is clear that the induced focal length decreases rapidly during the first few seconds until equilibrium is reached, which
depends on the repetition rate. At 10Hz there is almost no change, while at 300Hz the change is almost a facto : of 80 larger (i.e. if
initiallythe window acts as a lens ofj=80m, after a few seconds it acts as a lens ofj=Jm!). By treating the window/optic as a thin lens,
and transforming the beam using the ABeD law, one finds that the beam radius varies as a function of time with a trend which is
analogous to that shown in Fig. I.
3. MEASURING TECHNIQUE
For the measurementofshot-to-shot variations of the beam size a measuring device was developed 11. The technique relies on the
simultaneousmeasurement of the energy contained in three sections of the beam (see Fig. 2). The method, like most other techniques,
assumes a near-Gaussian profile, and cannot analyse the actual intensity distribution of the beam .
The three-elementdetector operates on the principle that the beam is split into three sections. The individual detectors are calibrated
against a commercial detector taking into account the reflectivity of the wedged mirrors. The middle section is a slit ofknow width
d. It is possible to calculate the percentage of the pulse energy contained in the two sections on either side of the slit. Using the
standard normal distribution one can determine how many standard deviations of a normal distribution is contained in the middle















Fig. I. Calculated focal length change as a function of
time for three repetition rates.
INCOMING BEAM
Fig. 2. Diagram illustrating the principle of the three-
element detector.
..t EXPERIMENTAL RESULTS
4.1 Laser damage effects
An important feature of equation (10) is the dependence of the focal length on the absorption. As the absorption by the sample
increases, so the focal length decreases, Le. the window substrate acts as a stronger lens (see Fig. 3). This can have serious side-effects
for the mode matching in the laser chain. For damaged optics the lensing is enhanced and it can have far reaching implications on the
propagation of the high average power laser beam through the chain. Fig. 3 shows the lensing through the chain (see Fig. 4) with three
amplifiers in operation. It is clear that with ideal (on specifications) ZnSe windows in the final amplifier, some lensing is observed
(if compared with the "no windows" trace in this figure; note that whether the change in the beam radius is seen as an increase or
decrease depends one where one measures). However, with damaged lnSe windows and the beam radius measured in the same
position, the lensing is far stronger and takes longer to stabilize. This is not surprising given that the focal length is inversely
proportional to the absorbance (see equation (10)) . The coefficient of absorption a is related to the optical quality of the window.









Fig. 3. Changes in the beam radius at a position at the end
of the amplifier chain. Shown is the reference (i.e. no
windows), minor change due to clean, undamaged windows
and the emphasised change due to damaged windows.
Fig. 4. Layout of the MOP A chain.
4.2 Rotating windows
As a means of reducing the induced temperature gradient (or average power density) the amplifier window was rotated with the
beam passing off-axis through the window. When an undamaged ZrrSe-window is rotated, the result is a decrease in the thermal
lensing (see Fig. 5). However, with the same technique applied to a damaged window it shows very little improvement in the lensing,
while thebeamsize and position became erratic (see Fig. 6). These changes in the size are probably due to an unsymmetrical thermal

























Fig. 5. Improvement in lensing due to rotation of the final
exit window of the CO2-amplifier chain.
Fig. 6. No apparent improvement in lensing behaviour for
damaged rotating window.
When a KCl window is rotated, a similar result as the damaged lnSe window (periodic beam radius structure) was observed.
Clearly an optic with a wedge will introduce a periodic structure on the position of the beam, and will have a serious effect on the
pointing stabilityof the beam. It is apparent that there is no advantage to be gained by rotating a KCl window (see Fig. 7). This could
be due to a combination oflow conductivity and a very long relaxation time t; The temperature rise of a KCl optic is higher than that
of a ZnSe optic, and there is a larger temperature difference between the centre and the edge uf the KCl optic, both due to the smaller
thermal conductivity ofKC1. Because of this, and the long relaxat ion time te, rotating the window has little effect on the lensing . The


























4.3 Comparison of KCf and ZnSe
As mentioned above, the temperature gradient induced in KCI is much larger than that of ZnSe. However, the lensing effect
generated by the KCl optic is significantly less than that generated by the ZnSe optic . The reason lies in the refractive index variation
lensing mechanism which is related to the structure of the substrates, i.e. ionic for KCI and covalent for ZnSe. As a result of these
structural differences KCl has a negative dn/dT, which generates a diverging lens, while ZnSe has a positive dn/dT, which generates
a converging lens. The negative lens effect of the KCI is however reduced by the converging lens effect induced by the thermal
expansion of KC1. This effect is five times larger for KCl than that of ZnSe. In the case of ZnSe the thermal expansion effect simply
enhances the effectof the refractive index variation. As a result of this, the degree oflensing in ZnSe optics is more pronounced than
that generated in KCl opt ics as shown in Fig. 8.
...--._-.._--
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- a-tAIN A (Fig. 4) •
























Fig . 9. Improvement in the lensing as a result of the
reduction in the number of transmission optics in the
amplifier chain.
Fig . 10. Improved tandem layout for a reduction of the
number of transmission optics.
4,4 Reduction in number of amplifier windows
Fig. 9 shows the result of reducing the number of transmi ssion optics in the chain on the cumulative lensing in the chain. This
reduction was achieved by placing the final four amplifiers in a tandem configuration. With this operation the number of transmission
optics were reducedfrom 10 to 6. The important reduction was in the final amplifiers where the lensing effect is enhanced due to the
high power loading on the optics (see Fig. 10 for the improved chain configuration).
5. CONCLUSIONS
Thennallensing isclearlya problem thathas tobe solved in order to producea high repetition rate CO2 beam with predictable beam
propagation parameters. Furthermore, a single solution will most probably not solve the problem and one will have to look for a
combination of solutions, each with it's own contribution. At high repetition rates the effect of discharge instabilities can also
contribute to uncertainty in describing the propagation of the laser beam.
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Three gas lenses appear promising for fusion and other applications. We review progress
of the understanding and scaling of two of these lenses and discuss their potential for
industry, advanced research, and fusion.
1. Introduction
Not infrequently, a technological innovation appears before its time and is consequently
more effectively buried than if it had never occurred at all. Such was the case of hologra-
phy and such, on a much less important scale, is that of gas lenses. These lenses (Marcuse
1982) were invented at Bell Labs in the early 1960s with electrical power and information
transmission in mind. In their manifold early forms, they were bulky devices with a nar-
row field of view.
Yet these lenses have one property that should interest all those concerned with high-
power lasers: the absence of a damage threshold. Whereas the breakdown threshold for
solids (typically a few GW/cm 2 for 10-ns pulses of visible light) is also the destruction
threshold (Melles Griot 1994), the threshold for gases [TW/cm2 (Gower 1981)] simply
means that the lens ceases to work . Reduce the power and it works again, unlike any
damaged solid-state optical device. Until now, however, gas lens apertures looked set to
remain in the millimeter range. We have recently shown that at least two gas lenses can be
scaled up to centimetric diameters: the spinning pipe gas lens and the colliding shock lens.
In our opinion, these two lenses and the vortex, negative lens (figure 1) look set to become
the workhorses of what has been termed the field of "aerothermooptics" (Martynenko
1975). (Strictly speaking, "aeroptics" might be a better term since many of these lenses are
gas-dynamic rather than thermal.) Apart from the airbag lens (once suggested as a correc-
tive optical device for the Hubble telescope's early troubles), all gas lenses are graded index
lenses with radial gradients.
As such, predictions can be made about their applicability with a few useful "ball park"
calculations. [For a more rigorous treatment of gas lenses, see Marcuse (1982).] For a ther-
mallens operating at atmospheric pressure, the ray deflection e is of the order of 5 mrad,
and the refractive index n differs from unity by ==3 X 10-4 • So the ray deflection equations
(Born & Wolf 1980) simplify to
e = I dn
dr'
where I is the length of the GRIN lens of radius Rand r is the radius at which the ray tra-
verses it. The Gladstone Dale equation gives the refractive index in terms of air densities
(1)










FIGURE I. Three useful gas lenses: the spinning pipe gas lens (a), the colliding shock .;:ns (b), and
the vortex negat ive lens (c).
If one assumes the pressure with in the lens to be atmospheric and the abso lu te tempera-
ture Tto differ from the ambient by a small amount t:..T, application of the per t'ect gas law
gives
(2)
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and the maximum deflection is
8 max = 2 x 1O- 6/t1 T max I R .
For long focal length lenses with f» I, one may write R =::: f8 max so




Some typical values are
R =5 mm







(These values agree very approximately with experiment. For example, a R = 1.9 cm lens
with TWall = 60°C and 1= 80 cm gives a 3.5-m focal length.) A comfortable field of view
in each case is about IO mrad. These simple calculations show that thermal lenses are bulky
devices with long focal lengths , large f#, and narrow fields of view.
Gas-dynamic lenses on the other hand demonstrated, over a decade ago, greater versa-








That is, a gas-dynamic lens with a maximum density of about 6x standard is 30 times more
powerful, length for length.
2. Spinning pipe gas lens (SPGL)
This lens, invented at the Minsk Heat and Mass Transfer Institute (Martynenko 1975),
overcomes one of the major difficulties associated with tubular laminar flow gas lenses:
gravitational convection. This effect , Gloge (1967) calculated, limits the aperture of a tubu-
lar lens to about 8 mm. Above .that aperture, the optical center of the lens is displaced
below the tube boundary. Recently, one of us (Forbes 1996) operated a 5-cm-diameter,
1.5-m-long SPGL in a chamber that could be pressurized with various gases at several bar
and also could be partially evacuated. An expanded HeNe laser beam is projected through
the SPGL, which focuses it onto a white screen situated on a trolley some 5 to 15 m from
the lens. The trolley also carries a TV camera connected to a frame grabber and digitizer.
The exact details of this study, which is still continuing, will be published elsewhere when
finalized , but they suffice at this point to elucidate the following behavior of the SPGL
at high and low pressure. If the chamber pressure is high, quite close to the walls a strong
temperature and optical path length (OPL) gradient is established (figure 2a). This region
of high refractive index gradient produces an annular lens with a relatively short focal length
(4 m at 2-bar gauge) and reasonable focus (figure 2c). Inside the annular region there coex-
ists a long focal length (f?:. 12 m) GRIN cylindrical lens, the behavior of which is erratic .
As the pressure of the chamber is reduced to about half a bar absolute, the two lenses merge
into a better behaved, but long focal length lens (f= 12 m) (figure 2d). The focus of this
low-pressure lens was at times about twice the diffraction limit. (Mechanical vibrations in
the system at present are being eradicated to assess whether they are to blame for focal flue-

















































FIGURE 2. Large-diameter SPGL behavior. (a) Formation of two foci for high and for atmospheric
pressures. The integrated path length (OPL) through the lens changes rapidly close to the wall and
slowly in the central area. (b) Detail of the refractive index profile as measured by Lisi et al. (1994).
(c) Densitometer traces of high-pressure, near focus. (d) Densitometer traces of low-pressure focus .
(e) Visualization of flow with smoke streams. .
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FIGURE 3. Plot of minimum SPGL rotation speed versus tube diameter.
tuations or whether these are fundamental to the SPGL.) One encouraging result is that
the minimum SPGL rotation drops with tube diameter (figure 3).
This experiment was helpful in the context of scaling gas lenses in that it indicated two
routes to obtaining more useful apertures in the 10-cm range: For long focal lengths, sim-
ply reduce the pressure to 1/2 or 1/4 bar. For short focal lengths, operate an annular lens
at higher pressures and temperatures. Alas, the experiment also indicated that there will
be no such thing as a short focal length, large circular aperture SPGL.
To help convince the high-power laser community that these CW lenses deserve serious
attention, we publish here the first pictures of a partial eclipse of the sun, taken with our
2.S-cm aperture gas telescope (figure 4). The well-known ripples on the "surface of the
moon" are of course not lunar mountains or craters, but rather the effect of refraction of
the sharp edge due to atmospheric turbulence. The visibility of this effect indicates that the
telescope is operating as expected from an SPGL, at three or four times the diffraction limit.
This astronomical application strengthens the case for research into the aerodynamics,
aberrations, and scaleability of SPGLs. Three experimental papers have been published so
far (Notcutt 1988; Michaelis 1991; Lisi 1994) showing that SPGLs behave very differently
from ordinary lenses. The quality of the focus is good but fluctuates with time, and even
at its optimum the focal region exhibits rotating "wings." Unfortunately, it will be very dif-
ficult to model an SPGL analytically or even cornputationally. The reasons for this will
be clear to anyone who ever studied the once-popular Ranque-Hilsch vortex tube, used for
gas refrigeration. In the vortex tube as in the SPOL, there are axially counterflowing but
eo-rotating gas streams, separated by a radially symmetric axial stagnation region. How-
ever, in the vortex tube the wall is stationary. In the later versions the two streams are well-
defined cylinders coming from separate sources, the "hot" and the "inlet" nozzles. So in
principle the vortex tube should be much easier to model than the SPOL. And yet it gen-
erated exciting aerodynamic controversy that lasted several decades (Young 1973).
The difficulty that will be encountered in trying to model the SPOL is emphasized fur-
ther in the article by Cannon and Kays (1969). In this paper it was shown that tube rota-
A
B
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FIGURE 4. Gas telescope pictures of a partial eclipse as seen in South Africa in November 1994. (a)
Mosaic of the upper limb. The focal length of the 5-m gas lens is such that each 35-mm negative covers
about 1/3 of the sun's image. (b) Note that the lower edge is rippled .
tion stabilizes a "larninar rotating outer flow" which contains a "higher velocity core." "The
inner core is non-rotating and if the entering pipe flow is turbulent, the core is noted to
consist of decaying rather than active turbulence." To see how the flow patterns in the SPGL
differ from the Ranque-Hilsch vortex tube and the Cannon and Kays experiment, we
replaced the heated metal tube with a glass one and injected smoke streams close to one
end. This experiment immediately illustrates the complexity of the SPGL flow. There are
three distinct regions (figure 2e). Region I is similar to the Cannon and Kays "core" and
to the "cold" vortex tube stream, and consists of two gently rotating plugs of gas moving
slowly inward. Region 11 is an axially stationary but rapidly rotating region where the smoke
trails instantly dissipate into a uniform cloud. The boundary between the plug I and re-
gions 11 and III is very sharp. Region III resembles region 11 but carries air in the opposite
axial direction to region I. Region III becomes very narrow close to each orifice.
Coupled to the vortex tube and the Cannon and Kays study , that of the smoke streams
allowed us to understand qualitatively our own earlier measurements of the temperature
and refractive index distribution in the SPGL (Lisi et al. 1994). For that paper we mea-
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sured the distribution with a fine thermocouple and found it to have the shape shown
in figure 2b: A flat edge close to the wall is followed by a steep radial drop and a low-
temperature center with a parabolic distribution. This is explained as follows.
As the air of region I moves inward it is gently heated by thermal conduction, which ex-
plains the slow axial increase in refractive index toward the center of the tube. Region U
forms a reservoir of warm gas that supplies region HI with a steady stream of preheated
gas, which explains the radially flat edge. The sudden cooling of the gas in region III near
the ends probably is caused by turbulent mixing of the rapidly rotating sheath with gas from
region 1. The narrowness of the sheath is confirmed by the observation that the outgoing
smoke appears to "peel off" the end of the rotating wall.
The difference in the optical behavior of the SPGL for high and low pressures now
becomes clearer. At high pressure the temperature and refractive index profiles are simi-
lar to those measured by Lisi et al. (1994) (figure 2b). Rays entering the SPGL very close
to the wall are virtually undeflected. Rays further in are strongly refracted by the steep
refractive index gradient corresponding to the boundary between regions I and IH, and are
responsible for the near focus. Central rays traverse only regions I and U, which have a
gentle parabolic or flat profile and create the far focus. At low pressure (longer mean free
path) the 1/IU boundary becomes less sharp, and it is possible for the two foci to merge
into one.
3. Colliding shock lens (CSL)
Another gas lens also indicates that it will scale up to centimetric, possibly even deci-
metric, apertures. This is the colliding shock lens recently invented by one of us (MM)
and Buccellato (1993a). A number of electric arcs (eight or more) on the circumference
of a circle generate shock waves in air that form a short-lived GRIN lens at the center (fig-
ure 1b). In a previous issue of this journal (Michaelis 1994), we discussed some applica-
tions that this lens would have if its aperture could be increased by increasing the diameter
of the circle. We later showed that by scaling the electrical diameter from I cm to 8 cm,
the optical aperture rose from 1 mm (f # 600) to 8 mm (f # 150), provided the number of
arcs was doubled and the energy input increased by a factor of 25 (Kuppen 1995). With
the present article in mind, we constructed a 26-cm-diameter lens that yielded a 1.5-cm aper-
ture (f # 1(0) lens. We were able to use some very simple scaling theory from Kuppen (1995)
to predict that a l -rn electric diameter lens will yield an 8- to 10-cm aperture lens with a
focal length of some 5 to 10 m. A typical scaling argument for this lens runs as follows:
Of the 50 kJ applied to the arcs, slightly less than ll1fo goes to forming the lens. This reduc-
tion factor accounts for the geometry of the intersecting shocks, which is represented by
C 2 = -.!... s:
20 R 3 '
It also contains a second fitted parameter of order 1/2 for strong shocks, which takes into
account the facts that not all of the electrical energy goes into the shock wave, and that
not all of the shock wave energy is contained in the colliding supersonic shock fronts (Sedov
1959; Zel'dovich 1966; Bacon 1989). The GRIN lens then acquires a density that corresponds
to the energy available to adiabatically compress the gas making upthe "cigar"-shaped vol-
ume. The focal length in meters then is estimated from the density gradient with the approx-
imate formula
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where rand R are the radii in millimeters of the GRIN lens and of the circle of arcs,
respectively, and p is the density of the compressed air. The l-m electrical diameter lens
CSL is scheduled for testing in 1997.
4. Energy consumption of gas lenses
Unlike solid lenses, gas lenses require the input of electrical power, in the case of the
SPGL, to keep the heater tape hot and the tube spinning and, in the case of the CSL, to
power the arcs that drive the shocks . For the former lens, power consumption is modest:
The pipe.can be spun with a sewing machine motor and the heater consumes less than 100W.
For a lO-cm SPGL we anticipatepower consumption of half a kilowatt. The larger CSLs
however already are showing signs of being power-hungry. Whereas the l-cm electric diarn-
eter lens requires only 0.7 J per shot, the 26-cm lens requires 36 J, and the l-rn device will
need tens of kilojoules to generate a 10-cmGRIN lens. It should be pointed out however
that 99070 of the shock energy is at present wasted in 3D spherical expansion. We have
already shown for our smallest lens that a factor ten can be gained by confining the shocks
to two dimensions. It is conceivable that we may, after some research, be able to generate
a IO-cm lens for as little as 1 kJ per shot.
These early arguments show that, although CSLs will scale to centimetric and possibly
decimetric apertures, it will not be practical for energy reasons to run them at high repeti-
tion rates, except for subcentimetric apertures.
5. Application of gas lenses
Now that both pulsed and CW gas lenses have shown how they scale, we are able to look
with greater confidence at short-, rnedium-, and long-term applications (figure 5). The obvi-
ous short-term applications are pulsed and CW CO2 laser systems for industry: drilling,
cutting, and welding (figures 5a and b). In our laboratory we are working on unusually
robust systems involving a minimum of solid-state optical components. It is these delicate
and expensive devices (ZnSe Brewster windows, anti-reflection-eoated Ge output mirrors,
lenses, polarizers, etc.) that have prevented the laser from fulfilling its industrial promise.
These solid components are far from ideally suited to the "nonclean" room environment
of industry. But gas lenses also have problems. That of the SPGL is its long focal length;
that of the CSL is that, at high repetition rates, it may consume as many kilowatts as the
laser itself. Nevertheless, we believe that the fact that they cannot be scratched makes them
worth studying. Recently we showed that a mixture of solid-state and gas optics may be
an answer. We demonstrated a novel all-gas Q-switch (Lisi 1995) that works with a com-
bination of an SPGL and a CSL: only when the CSL has the right focal length is the laser
cavity stable. The Q-switch was inserted in a ruby laser (figure 5c) and gave a lOO-ns pulse.
We are attempting to shorten this pulse by using pairs of CSLs. The aim of these experi-
ments is to produce repetition rates that are not easily achievable with Pockels or Kerr cells.
The CSL itself so far only has been run at 50 Hz, the limit of our power supply, but theo-
retical considerations based on our refractive fringe diagnostic of shocks indicate that the
limit should be well beyond the l-kHz rate.
Longer term applications of gas optics have been suggested by other workers. The free
electron laser input and output regions require intensities too high for solid optics . Chris-
tiansen (1988) suggested using a vortex diverging lens to expand the narrow output beam
so that it can be handled with conventional optical components (figure 5d). Similar diffi-
culties with high average power beams have been encountered in laser isotope separation
systems (figure 5e).
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FIGURE 5. Configurations for various gas len applications: (a) drilling, cutting, and welding (pulsed);
(b) idem (c.w.); (c) Q-switching; (d) FEL; (e) laser isotope separation; (f) laser plasma accelerator;
(g) laser fusion. [In (d)-(g), the gas lens increases the achievable intensity.] (h) Decompression gas
lens for long focal length applications such as satellite propulsion or space junk deceleration. (Fig-
ure continues).










We also envisage analogous problems with rep-rated X-ray lasers of the future and have
developed a cylindrical gas lens that could be employed to generate a line focus laser-
produced plasma. This gas lens is produced by colliding some 40 shock waves, so that they
form a 4-cm-long high gas density cylinder. This lens can function either as a cylindrical
lens if irradiated through the lateral windows (figure 6) or as a strong axial CSL if irradi-
ated through axial windows.
One area where gas lenses are playing a role , albeit an unwanted one, is that of nuclear
pumped lasers (NPL). [For an overview of NPLs, see Miley et al. (1993).] The powerof
an NPL is limited by beam refraction resulting from pump power deposition and heating
of the gas. Essentially, the heated gas moves to produce a time-variant gas lens. Torczyn-
ski and Neal (1993) describe experiments in which a probe laser beam is used to measure
the changes in gas density as the nuclear pumping and heating progress. A density depres-
sion forms close to the walls in the region where energy deposition peaks. So there are two
density maxima, one along the axis of the chamber and the other at the walls. The former
is due to reduced energy deposition, the latter to cooling at the walls. The central maxi-
mum forms a strong time-varying lens that focuses most of the 1.So-m-diameter probe beam
just outside the 60-cm-long chamber about 50 ms after pumping commences.
We suggest that it would not be difficult to design a pair of negative-pulsed gas lenses
(PGL) that could be situated at either end of the nuclear pumped cavity to counteract the
internal focusing. These PGLs would be of the type described in Bucceuato (1993b). In that
work, our group showed that short-pulse (1-ms) operation of a PGL is difficult. Longer
pulses required for the NPL application would require easier and slower plenum opening
times. The natural tendency for the power of a PGL to rise and fall could be tailored
to counteract the same tendency of the positive NPL "lens." The "ball park" calculation,
however, indicates that a PGL operating in air at 30 bar would need to be several meters
long.
In the very long term, gas lenses could play a part in laser fusion reactors. All reactor
designs forsee placing the final focusing optics tens of meters away from the target (Moses
1994). In the Russian "Tiger" design, for example, this distance is "from 30 to 50 m away

















FIGURE 6. Cylindrical gas lens. Simultaneous arcs generate a cylinder of high-density air. The cyl-
inder acts as a conventional GRIN lens for axial illumination (a) or as a line-focusing lens for trans-
verse illumination (b).
from the target-the laser light being brought to the chamber via air tight metal pipes filled
with inert gas at low pressure. The gas is necessary to protect the mirrors from ions, X-rays
and the pressure is low to avoid gas break-down" (Basov 1996).
We suggest that the gas protection system could be configured to act as a pulsed lens sim-
ilar to that described in the next paragraph. Alternatively (figure 5g), a eSL could be placed
quite close to the target. The eSL would be operated in the gas puff mode so as to avoid
gas contamination of the target. The eSL is the only lens capable of operating very close
to the target under reactor conditions.
The final application we foresee in the very long term is that of laser impulse space pro-
pulsion (LISP). In this growing field (Kare 1987) there will be a gradual progression from
relatively low-power applications such as de-orbiting space junk (Phipps 1996)to high power
as applied to a variety of orbital manoeuvres, and finally to an actual laser launch. Lasers
are the best option for de-orbiting the almost 1 million pieces of junk presently threaten-
ing long-term missions. The high specific impulse available from LISP makes it an excit-
ing orbital alternative that is capable of prolonging the useful life of many satellites . An
actual laser launch from the ground would require a very large laser indeed. This could be
a OF laser (Phipps 1994)or an NPL. We believe that the only lens capable of focusing the
beam from such a laser at distances varying continuously from 20 to 100 km and of trans-
mitting average powers in the 100 MW-1 GW range for several minutes will be a gas lens.
Buccellato et al. (1993b) suggested configuring the exhaust section of a OF laser as a rar-
efaction gas lens (figure 5h). This rarefaction gas lens is similar to the "pressure-gradient
interface" for the ISD-MJ OF laser designed by Phipps (1989) for fusion studies. Fast valves
open in less than a millisecond, allowing the radially expanding gas from a central prepres-
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surized tube to adopt a bell-shaped profile. (The same method also can be used to create
a negative lens if the high-pressure region is on the outside of the tube.) So far this con-
cept has only been 'tested with aiD lens in our laboratory.
The quality of such a large gas lens and its long time scale (tens of ms) should allow the
LISP active optics mirror (AOM) to be placed up-beam of the final amplifier. Consider-
able engineering and cost problems could develop otherwise in creating an AOM capable
of handling hundreds of megawatts.
6. Conclusion
Decades may elapse before most of these applications occur. Yet the good optical qual-
ity of gas lenses, their power handling capabilities, and absence of damage threshold, as
:.veil as the fact that , unlike any other lens, their focal length can be adjusted electronically
with in microseconds, make them unlikely to remain an academic curiosity. Some scaled-
up gas lenses should be ready for industrial use in the very near future. Others may reach
maturity in step with the laser propulsion and laser fusion programs.
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