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Abstract
We report observations of a striking reversal in the direction of electroosmotic flow (EOF)
outside a conical glass nanopore as a function of salt concentration. At high ionic strengths
(> 100 mM) we observe EOF in the expected direction as predicted by classical electrokinetic
theory, while at low salt concentrations (< 1 mM) the direction of the flow is reversed. The
critical crossover salt concentration depends on the pore diameter. Finite-element simulations
indicate a competition between the EOF generated from the inner and outer walls of the pore,
which drives flows in opposite directions. We have developed a simple analytical model which
reveals that as salt concentration is reduced, the flow rates inside the pore are geometrically
constrained, whereas there is no such limit for flows outside the pore. This model captures all
the essential physics of the system and explains the observed data, highlighting the key role
the external environment plays in determining the overall electroosmotic behaviour.
KEYWORDS: electroosmosis, nanopores, microfluidics, fluid dynamics
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The field of nanopore technology is rapidly approaching maturity; both natural and artifical
nanopores are now regularly used for single-molecule sensing and interrogation, in diverse experi-
ments ranging from molecular sizing and identification1,2 to single-molecule force spectroscopy.3,4
In nanopores with openings larger than a few nanometres, hydrodynamic effects play an important
role in transport: this is well illustrated in the behaviour of natural aquaporins5,6 and their cor-
responding biomimetic counterpart, carbon nanotubes.7 However, hydrodynamic interactions are
also important when surface forces are significant, as is the case in small hydrophilic nanopores,
especially if the source of the flow is a surface-governed effect such as electroosmosis.8
A charged object immersed in a salt solution is screened by a layer of oppositely-charged coun-
terions. The typical thickness of this electric double layer is quantified by the Debye length, which
has a value of around 3 nm at 10 mM KCl, and reduces with increasing salt concentration. Within
this layer there is a net charge density; application of a tangential electric field results in the mo-
tion of these charges, which transmit their momentum to the rest of the fluid via viscous coupling.
The resulting electrically-driven fluid motion is called electroosmotic flow (EOF). Electroosmo-
sis is an indispensible component in today’s microfluidic technology, not only due to its highly
efficient pumping mechanism, but also in its use in more creative applications such as particle sort-
ing,9 mixing,10 and microfluidic field-effect transistors.11 Within nanopores, electroosmosis was
shown to be the major contributor to the drag force experienced by DNA molecules undergoing
voltage-driven translocation,12–14 and electroosmotic coupling between multiple DNA molecules
can even reduce the electrophoretic force experienced by an individual molecule.15 Electroosmosis
can also enhance the capture rate of translocating polymers.16 A complete understanding of EOF
in nanopores, therefore, holds the promise for greater control over the translocation process.
In a recent Letter,17 we reported the generation of large-scale electrokinetically-driven flows
from a conical glass nanopore∼ 150 nm in diameter. In the far field (several µm from the pore), we
found that the flow behaves like one generated by the application of a point force P to a quiescent
fluid, which results in a submerged jet of nanometric proportions; specifically, it is well-described
by the Stokeslet limit of the classical Landau-Squire solution.18 The self-similar nature of the
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solution means that only one characteristic parameter P is required to describe the flow fully. Here
we elucidate the mechanisms which result in the flow by testing how P varies under different
conditions.
Our main experimental setup is an optical trap shown schematically in Figure 1; a complete de-
scription of the setup has been previously presented in the literature.19,20 We use conical nanopores
based on glass nanocapillaries. Conical nanopores are currently under investigation by many
groups, and have applications in DNA sensing,21 scanning conductance microscopy,22 and ionic
curent rectification.23,24 Our pores are fabricated by pulling glass capillaries in a programmable
laser puller. This results in pores with tunable sizes; in our experiments we use three different
nanopore diameters: 1000, 150, and 15 nm. The capillaries are assembled into a sample cell where
they connect two reservoirs filled with KCl solution of varying concentrations, buffered by Tris-
EDTA at pH 8 (Figure 1A). Ag/AgCl electrodes are introduced, with the reference electrode setting
the potential inside the pore, and the ground electrode located in the reservoir outside. The sample
cell is placed onto an optical tweezers setup (Figure 1B). We use a single-beam gradient trap which
is able to trap and manipulate small µm-sized polystyrene beads, and measure forces on these with
sub-pN resolution at a bandwith of a few kHz. The particle is placed at a fixed location outside
the pore. When a voltage is applied, the resulting flow field exerts a viscous force on the particle
given by the Stokes equation F = 6piµRv, where µ is the viscosity, R the bead radius, and v the
average fluid velocity. Measurement of this force therefore allows us to determine the local fluid
velocity at that position. By moving the colloid to different locations a map of the velocity field
can be created (Figure 1C). Using the properties of the Landau-Squire solution we can extract P,
the characteristic force associated with the flow field (as discussed in Materials and Methods). The
Landau-Squire nature of the flow can be verified more rigorously on a separate setup, where the
reservoir is seeded with fluorescent particles. Particle image velocimetry measurements result in
streamlines which show the shape of the flow clearly (Figure 1D).
We measured how P varies as a function of salt concentration. Typical results for 1000 and 150
nm pores are shown in Figure 2A and B (15 nm pore results are shown in Supplementary Figure
4
S1) where P is plotted against the salt concentration. There are four major effects to observe here.
If we consider an applied voltage of +1 V inside the pore, the first effect is that as the salt con-
centration is lowered, the magnitude of P increases. Secondly, at some critical salt concentration,
the sign of P switches dramatically, from a positive to a negative value. This indicates a reversal
of direction in the large-scale flow field. Thirdly, by comparing the data for the 1000 and 150 nm
pores we find that the critical salt concentration shifts to higher values for a smaller pore (compare
with Supplementary Figure S1). Finally, the magnitude of P is asymmetric with respect to voltage
reversal; the two branches corresponding to positive and negative applied voltages are not mirror
images of each other. Although the negative branch exhibits similar features (increase in magni-
tude of P at low salt, directional switching, and pore-size dependence) as the positive branch, the
magnitude of P at a given salt concentration is different between the two branches.
The explanation of some features is straightforward. The increase in magnitude of P with
decreasing salt concentration is a well-understood effect, due to the increase in the ζ -potential of
glass surfaces as salt concentration is reduced.25–28 The striking asymmetry with respect to voltage
reversal is an effect previously observed as ‘flow rectification’.17 The new phenomenon discovered
in this paper concerns the dramatic switch in flow direction as a function of salt concentration and
pore size that we call ‘flow reversal’.
In order to explain flow reversal we first consider the expected flow direction. The pores are
made from quartz (15, 150 nm) or borosilicate (1000 nm) capillaries and at pH 8 they take on a
negative surface charge due to the dissociation of silanol groups.27 Therefore, under our experi-
mental conditions, the electric double layer will contain predominantly K+ ions. When a positive
voltage is applied inside the pore, the K+ ions will migrate down the cone and out the pore, result-
ing in an outflow, and vice versa for negative voltages. The flow behaviour as dominated by the
flow into and out of the tip of the pore is observed at higher salt concentrations (e.g. Figure 2A at
100 mM).
In contrast, we see that at the lowest salt concentrations the flow measured with the optically
trapped particles points in the opposite direction, i.e. the flow is apparently directed outward
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for negative voltage and inward for the opposite polarity (Figure 2C). In order to investigate the
origin of the anomalous behaviour at low salt, finite-element simulations were carried out using
the COMSOL Multiphysics package. Full details can be found in Supplementary Information
S2. In brief, we modelled the nanopore using a 2D-axisymmetric geometry within a box size of
several µm. The electric potential φ(r) is related to the charge density ρe(r) = NAe(cK+ − cCl−)
via Poisson’s equation
∇2φ(r) =−ρe(r)
ε0εr
, (1)
where e ∼ 1.6× 10−19 C is the elementary charge, NA ∼ 6× 1023 mol−1 is Avogadro’s constant,
ε0 ∼ 8.85× 10−12 F/m is the permittivity of free space, εr is the material-dependent relative per-
mittivity, and ci are the molar concentrations of each ionic species. The flux of each ionic species
J i is given by the Nernst-Planck equation
J i =−Di∇ci− DiRT zieNAci∇φ(r)+ ciu, (2)
where Di and zi are the diffusion constant and valency of species i, R = 8.3145 JK−1mol−1 is the
molar gas constant, T the absolute temperature, and u is the velocity field. This velocity field is
related to the electric body force ρe∇φ(r) and pressure gradient ∇p by the Stokes equation:
µ∇2u = ρe(r)∇φ(r)+∇p. (3)
This coupled set of Poisson-Nernst-Planck-Stokes equations was solved to determine the steady-
state concentration and velocity profiles, using a fixed surface charge density27 of -0.02 C/m2,
relative permittivities of εr = 4.2 for glass and εr = 80 for water, and diffusion constants of 2×10−9
m2/s for both K+ and Cl−.29 In order to compare with experiments, the quantity P was extracted
for each simulation run by measuring far-field fluid velocities and applying the Landau-Squire
scaling (see Materials and Methods).
The simulations are able to reproduce the qualitative behaviour of P for all pore sizes con-
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sidered, both in terms of flow reversal and the asymmetry associated with flow rectification (the
complete data is shown in Supplementary Figure S1). The results for the 150 nm pore are shown
in Figure 2D. Quantitatively, the results agree to better than order-of-magnitude, although the sim-
ulations show P increasing rapidly at low salt concentrations, whereas in experiments the trend is
slower. The likely origin for this can be attributed to our assumption of fixed surface charge in the
simulations, while in reality at low salt the surface charge tends to be reduced.26,30
The phenomenon of flow reversal is best understood by investigating the flow patterns both in
the far and near field. Figure 3 shows flow fields at low and high salt, for a 15 nm pore. In the
far field (top), the flow looks approximately Landau-Squire (Figure 3A and B). However in the
near field (bottom), there is a complex pattern directly indicative of flow reversal (3C and D). At
both low and high salt concentrations, the electroosmotic flow inside the pore is directed outwards,
as expected. However, in the low salt regime, the simulations indicate a stagnation point located
outside of the pore, and most importantly, the flow profile in the far field is in the opposite direction
to that inside the pore. Since this reversal takes place within a few hundred nm of the pore, it is not
experimentally observable with the optical tweezers approach. We would like to emphasise that
the flows inside the pore behave as expected under all salt concentrations, for both positive and
negative voltages (Supplementary Information S3).
In the following we will explain what gives rise to flow reversal in the far field at low salt
concentration. Recent studies have found that it is not only the internal environment of nanopores
which governs their transport properties: electric fields and surface charge external to the pore
also play a significant role in determining the overall electrical conductance of the pore.23,31 These
effects are enhanced when the ratio of surface to bulk conductivity (as quantified by the Dukhin
number) is high.32,33 This corresponds to low salt concentrations and pores with a small geomet-
rical aspect ratio (i.e. small cross-section relative to length). Due to the intricate coupling between
electric and hydrodynamic flow fields, a similar sensitivity to the external environment can reason-
ably be expected for electroosmotic flows as well.
Since our glass pores are negatively charged, and there is a finite electric field along the outer
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surface (see Supplementary Figure S4), an additional EOF generated from the outer walls can
make a significant contribution. This can be easily shown by running the simulations with zero
charge on the outer walls; in this case, no flow reversal was observed throughout the entire salt
concentration range (Supplementary Figure S5). Although our simulations yield the correct result,
we have additionally developed a simplified analytical model that captures the fundamental physics
of the process.
As mentioned before, the electric field outside a conical nanopore behaves as if it was ema-
nating from a point charge (Supplementary Figure S4), and points in the opposite direction to the
electric field inside. Due to the small taper angles associated with the conical shape of the pores,
we use an infinite cylinder for our analytical approach. We model the electric field +Ez inside and
−αEz outside (Figure 4A), where α is a parameter characterising the relative strengths of the two
electric fields. In the real system α ≈ 0.1 (Supplementary Figure S4) and we use this value in our
subsequent calculations. For an infinite cylinder, analytic velocity profiles for electroosmotic flow
can be calculated within the Debye-Hückel approximation28 (Materials and Methods): inside the
cylinder, the velocity is given by
vz,in =
σaEz
µ
1
κa
(
I0(κa)− I0(κr)
I1(κa)
)
, (4)
and outside, by
vz,out =−σbαEzµ
1
κb
(
K0(κb)−K0(κr)
K1(κb)
)
, (5)
where a and b are the inner and outer cylinder radii, σ the surface charge density, r the radial
coordinate, and κ the inverse Debye length, which can be thought of as a parameter characterising
the salt concentration (i.e. higher values of κ correspond to higher salt concentrations). In and Kn
are nth-order modified Bessel functions of the first and second kind, respectively.
The shapes of these velocity profiles are shown in Figure 4B. As the distance from the surface
is increased, the velocity profile grows over a characteristic length scale given by the Debye length
λD = κ−1, before eventually saturating at the Helmholtz-Smoluchowski limit vHS = ε0εrζEz/µ ∝
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σλDEz/µ .
As the salt concentration is reduced, λD increases, and vHS increases. However, when the
Debye length becomes of the order of the cylinder cross-section, this saturation is not achieved
inside the pore, and the velocity is geometrically constrained to a maximum value smaller than
vHS:
vmax,in = lim
κ→0
[
σaEz
µ
1
κa
(
I0(κa)− I0(κr)
I1(κa)
)]
=
1
2
σaEz
µ
. (6)
Such a constraint is not present on the outside of the cylinder:
vmax,out = lim
κ→0
r→∞
[
−σbαEz
µ
1
κb
(
K0(κb)−K0(κr)
K1(κb)
)]
=−∞. (7)
So, as salt concentration is further reduced, the inner velocity reaches a constant maximum value,
while the outside velocity carries on increasing. This is the essential result of our analytical model.
Figure 4B shows the velocity profiles at two different salt concentrations: at κ = 1.0 (in units of
a−1), the inner velocity is much larger than the outer velocity; reducing κ to 0.001 allows the
maximum magnitude of the outer velocity to increase beyond that of the inner velocity, which has
hardly changed.
In order to relate the analytic model to our observations, it is not velocities but momentum
fluxes which should be calculated: for a given force on the fluid, the momentum delivered will in
general depend on the geometry of the system. Specifically, the total momentum flux through a
cross-section of fluid of area A is ρ
∫
A v
2dA. The computed flux, therefore, depends on the area of
integration. The flux from the inside the cylinder is easily calculated; the integration area is just
the area of the cylinder. However, the effective integration area outside the cylinder is infinite, and
carrying out this integral for the velocity given in eq. 5 leads to infinite fluxes. In reality infinite
flux is prevented as the velocity decays at large distances due to pressure and inertia. But this
mathematical divergence already demonstrates an important physical concept: very small outer
velocities can lead to very large momentum fluxes, due to the geometry of the reservoir. It is
important to note that it is not necessary for the magnitude of velocities on the outside to exceed
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those on the inside for the outer flux to be greater than the inner momentum flux.
Our flux argument can be formalised by choosing the integration limit to be the Debye length,
bearing in mind that in reality the outer momentum flux will be larger due to entrainment. The
results of calculating the fluxes from the velocity profiles given in eq. 4 and 5 are shown in Figure
4C, as a function of the nondimensional salt concentration κa. It is immediately clear that as κa
is reduced, the inner flux is constrained due to the confinement by the inner walls, while the outer
flux diverges: the essence of our consideration of velocities remains unchanged for momentum
fluxes. By summing these two quantites we get the symmetric results for our idealised cylindrical
case (Figure 4D). The blue and red curves show the net momentum flux at positive and negative
voltages, and qualitatively captures the flow reversal behaviour observed in both our experimental
and simulation results.
An important prediction of this model is that the limiting velocity is proportional to a, the pore
radius. Thus, for larger pores, we require a larger outer flux, and hence a lower salt concentration,
to achieve flow reversal. This explains the experimentally-observed trend in the crossover point
(as seen in Figure 2A and B).
A more realistic extension of the infinite cylinder model is the simulation of a finite cylinder
connected to a reservoir, which also exhibited flow reversal behaviour (Supplementary Figure S5),
demonstrating that the conical nature of the pore is not necessary for flow reversal. It is important
to note here that flow reversal is a direct consequence of the finite electric field and surface charge
outside of the pore; the experimentally observed flow rectification asymmetry is due to the shape
of our glass nanopores only and is not relevant to flow reversal.
In conclusion, we have observed a striking flow reversal behaviour in the electroosmotic flows
generated outside a conical glass nanopore as salt concentration is varied. This behaviour was seen
in nanopores with diameters ranging from 15 to 1000 nm, with the critical crossover salt concen-
tration shifting to lower values for larger pores. We are able to reproduce the experimental results
using finite-element simulations solving the full coupled Poisson-Nernst-Planck-Stokes equations.
These simulations suggest that the EOF is driven in opposite directions by the inner and outer
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surfaces of the pore. Our simple analytical model predicts that the momentum delivered by the
electroosmotic flow inside the nanopore reaches a limiting value due to the confinement of the
nanopore wall at low salt concentrations, whereas the flux outside is not subject to this constraint.
At low salt concentrations, therefore, the outer flow dominates the far field behaviour, despite the
small electric fields outside the pore. Our results have potential applications in the manipulation
and control of flows fields in micro- and nanofluidic systems, as well as trapping and concentration
of analytes near pore entrances.
Materials and Methods
Experimental Procedures
We fabricate nanopores from glass capillaries using a programmable laser puller (P-2000, Sutter
Instruments). The pore sizes are characterised by direct imaging using an SEM, and from conduc-
tance measurements by taking a current-voltage (I-V) curve. The three pore diameters used are
15±3, 148±26, and 1018±30 nm. The pulled capillaries are assembled into a PDMS-based mi-
crofluidic sample cell which is sealed onto a glass coverslide. The capillary connects two reservoirs
filled with KCl of varying concentrations buffered by Tris-EDTA (TE) at pH 8. For concentrations
greater than 100 mM, 1× (10 mM) TE is used; for lower concentrations the buffer is diluted to
give a final concentration of 10% (i.e. for a 10 mM KCl solution, 1 mM TE is used). Because it
is not possible to change the salt concentration once the sample cell is filled, it is necessary to fill
a new capillary for measurements at a different concentration. To take into account the variations
between pores, the results presented are an average over several pores at each salt concentration.
The optical tweezers setup is a single-beam gradient trap based on an inverted microscope.
The full description of the setup has been previously presented in the literature.19,20 We use a
5W ytterbium fibre laser (YLM-5-LP, IPG Laser) operating at a wavelength of 1064 nm which
backfills a 60×, NA 1.2 Olympus UPlanSAPO water immersion objective to create a stable three-
dimensional optical trap near the laser focus. Real time position tracking with a bandwidth of a
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few kHz is achieved with a high speed CMOS camera (MC1362, Mikrotron).
The sample cell is mounted onto a piezoelectric nanopositioning device (P-517.43 and E-710.3,
Physik Instrumente) which allows the relative position of the trap and pore to be adjusted with an
accuracy of ∼ 100 nm. Spherical 2 µm streptavidin-polystyrene colloids (Kisker) are flushed into
the reservoir and captured with the trap. Force calibration is achieved for every trapped particle
using a power spectral density method; the resulting trap stiffness is in the range 10-60 pN/µm,
corresponding to applied laser powers of ∼ 50-300 mW at the sample plane.
Voltages in the range +1 to -1 V are applied using Ag/AgCl electrodes connected to a com-
mercial electrophysiology amplifier (Axopatch 200B, Molecular Devices), which also allow for
simultaneous low-noise ionic current recording. The entire experimental setup is controlled using
custom-written LabVIEW software (LabVIEW 2009, National Instruments).
The setup used for PIV imaging is also based on an inverted microscope. It integrates a fast
EMCCD camera (Andor iXon3 865) with ionic current measurements and has been described
previously.34 Glass nanopores are assembled into the PDMS sample cell as described above. A
HEKA EPC 800 electrophysiology amplifier is used to apply voltages across the nanopore and
record ionic currents. The reservoir containing the nanopore is seeded with a dilute solution of
540 nm diameter streptavidin coated polystyrene particles that are embedded with the NileRed
dye (SpheroTec). Commercially available solutions (0.1% w/v) are centrifuged for 10 minutes at
5000g, the supernatant removed, and the particles resuspended in a ‘washing buffer’ of 100 mM
KCl buffered with 1×TE at pH 8. This is repeated thrice, after which the fluorescent particles
are resuspended in the measurement buffer of choice. The particles can therefore be added to the
reservoir surrounding the nanopore without affecting the salt concentration in the reservoir.
A green laser operating at 1 mW (Laser Quantum) is used to illuminate a wide region (∼
30× 30 µm2) surrounding the nanocapillary tip. The motion of the fluorescent particles due to the
flows is recorded at 500 frames per second. The EMCCD chip is cooled to –20 ◦C and operated
at an EMCCD gain of 3. Individual particles are tracked using custom-written software (Lab-
VIEW 2009, National Instruments) which allows for the extraction of average particle velocities
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at each point in a grid surrounding the pore. A typical experiment contains data for a few hundred
individual particle traces.
Theory
The Landau-Squire solution
The Stokeslet limit of the Landau-Squire solution describes the flow field resulting from a point
force applied to a quiescent fluid at low Reynolds number.18,35 The Stokes stream function for this
solution is given by
ψ(r,θ) =
P
8piµ
r sin2θ , (8)
where µ is the dynamic viscosity, P the magnitude of force required to set up the flow, and r and
θ are spherical polar coordinates centred at the pore. From the stream function we can obtain
velocity components:
ur =
1
r2 sinθ
∂ψ
∂θ
=
Pcosθ
4piµr
(9)
uθ =− 1r sinθ
∂ψ
∂ r
=−Psinθ
8piµr
. (10)
By moving the colloid to different locations in the plane of the pore a force map can be created,
which is converted to a velocity map using the equation Fi = 6piµRvi, where R is the colloid radius,
and Fi and vi are the i-th components of the force and velocity. The self-similar nature of the flow
allows the data to be linearised: if we let α = cosθ/r and β = sinθ/r, plotting ur against α or uθ
against β gives straight lines which allow P to be determined.
ur =
P
4piµ
α (11)
uθ =− P8piµ β . (12)
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In practice, once the Landau-Squire nature of the flow has been verified, P can be determined from
just a single point measurement of force, as long as the coordinates r and θ (or equivalently x and
y) are known.
Electroosmotic flow profiles in the cylindrical geometry
Electroosmotic flow profiles in an infinite cylinder are obtained by solving the Poisson-Boltzmann
equation for the electric potential φ , followed by the Stokes equation for the fluid velocity. When
eφ/kBT < 1, the Poisson-Boltzmann equation can be linearised, which permits analytic solutions.
Although at low salt concentrations this condition is not fulfilled, the qualitative features of the
analytic model are preserved. The linearised Poisson-Boltzmann equation, also known as the
Debye-Hückel equation, is given by
1
r
∂
∂ r
(
r
∂φ(r)
∂ r
)
= κ2φ(r) (13)
in the standard cylindrical coordinate system. The inverse Debye length κ =(2NAc0e2/ε0εrkBT )1/2.
We can solve for the electric potential subject to the boundary condition that φ does not diverge
anywhere, and the gradient of φ at the glass surface depends on the surface charge σ according to
Gauss’s theorem. Inside an infinite cylinder of radius a the solution is given by28
φ(r) =
σ
εκ
I0(κr)
I1(κa)
, (14)
and outside the cylinder, by
φ(r) =
σ
εκ
K0(κr)
K1(κa)
. (15)
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The velocity profiles are determined from the Stokes equation in the absence of pressure gradients.
Inside the cylinder, this is given by
µ
1
r
∂
∂ r
(
r
∂vz
∂ r
)
=−ρEz (16)
= εκ2φEz (17)
= σκEz
I0(κr)
I1(κa)
, (18)
where we have used relations from the Poisson and Debye-Hückel equations, and finally our solu-
tion for the potential to rewrite the result. Outside the cylinder, the equation is given by
µ
1
r
∂
∂ r
(
r
∂vz
∂ r
)
= σκEz
K0(κr)
K1(κa)
. (19)
We can directly integrate these equations to obtain the final results for the velocity profiles inside
and outside the cylinder:
vz,in =
σaEz
µ
1
κa
(
I0(κa)− I0(κr)
I1(κa)
)
(20)
and
vz,out =−σbαEzµ
1
κa
(
K0(κa)−K0(κr)
K1(κa)
)
. (21)
Simulations
Finite-element simulations were carried out using the COMSOL Multiphysics package, version
4.4. The Poisson and Nernst-Planck equations (eq. 1 and 2) are solved in a first step neglecting
convection (the ciu term), which outputs fluxes and concentrations J i,c, ci and hence the charge
density ρe(r) and electric potential φ(r). φ(r) and ρe(r) are the inputs for the body force in
the Stokes equation (equation 3), which is solved in a second step to produce the velocity and
pressure fields, u(r) and p(r). The ratio of diffusion to convection in the Nernst Planck equation
is approximately DizieNAciEmax/(RTumax)∼ 10−6 Emax/umax. In our system Emax ∼ 107 V/m and
umax ∼ 0.1 m/s, giving a diffusive to convective ratio of around 100; thus the neglect of convection
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in the first step of the simulations is a reasonable approximation. After each run, quantities such as
ionic current and flow rate through the pore were calculated. In order to compare with experiments,
a quantity P was also extracted by measuring the velocity at a point on the pore axis 1 µm from
the pore opening. This simulates placing a colloid close to the pore and using it to probe the local
velocity (although in reality the measured force is due to an average velocity over the entire colloid
surface, which is not taken into account here). P is then extracted by applying equation 11 with
the appropriate coordinates. Full details are given in Supplementary Information S2.
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Figure 1: The experimental setup for measuring a Landau-Squire flow. (A) A schematic of the
sample cell made from PDMS which consists of a glass nanocapillary joining two reservoirs. The
cell is sealed using a glass coverslip. (B) Using optical tweezers, a polystyrene colloid is positioned
close to the pore opening. An applied voltage generates electrokinetic flows which exert a force
on the colloid. (C) By moving the colloid to different locations in the x-y plane, a force map can
be generated; this can be converted to a velocity map using the Stokes formula. The flow field
obeys the classical Landau-Squire solution, which is characterised by a parameter P representing
the force required to set up the flow. Data from the flow map can be used to extract this number.
(D) Particle image velocimetry measurements provide a more rigorous test of the Landau-Squire
scaling, and as well as high-resolution velocity maps. Scale bars in the insets are 5 µm.
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Figure 2: Flow reversal as a function of salt concentration. (A) Experimentally-measured values
of P for applied voltages of +1 V (blue squares) and -1 V (red triangles) in a 1000 nm pore, as a
function of salt concentration. As salt is reduced, P initially increases before dramatically reversing
direction at a critical salt concentration. (B) In a 150 nm pore, the same behaviour is observed, but
with the crossover happening at a higher salt concentration. In both cases, there is an asymmetry
in P with respect to voltage reversal. In all experiments, measurements were made with the bead
positioned between 3-5 µm from the pore. (C) A cartoon summarising the experimental results.
(D) Finite-element simulations are able to reproduce the behaviour for a 150 nm pore, exhibiting
both flow reversal and flow rectification asymmetry. Results are also in agreement for the 15 and
1000 nm pores (Supplementary Figure S1).
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Figure 3: Flow patterns from finite-element simulations for a 15-nm diameter pore, with an applied
voltage of +1 V. Low salt corresponds to 10 mM, and high salt to 100 mM. In the far field, the flow
looks approximately Landau-Squire, both at low (A) and high (B) salt concentrations. However, in
the near field, a reversal behaviour is observed. (C) At low salt, the flow inside the pore is directed
outwards, but the flow in the far field is directed in the opposite direction. (D) At high salt, both the
inner as well as the far field flow are directed away from the pore. Yellow scale bars correspond to
200 nm, white scale bars to 50 nm. The arrows indicate flow direction but are normalised to have
equal magnitude.
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Figure 4: An analytic model which captures the relevant physics. (A) The simplest model is an
infinite cylinder with external and internal axially-directed electric fields in opposite directions.
This drives electroosmotic flows in opposite directions. The electric field ratio α was set to 0.1 in
all the analytic calculations. (B) The flow profiles inside and outside a cylinder of radius a and wall
thickness a, at two different salt concentrations κ = 0.001 (solid lines) and κ = 1.0 (dashed lines),
where κ is measured in units of a−1. The maximum velocity vmax in each case was calculated at
r = 0 for the inner flow, and at r = λD for the outer flow. In the high salt case vmax,in > vmax,out ,
whereas in the low salt case it is the other way around. (C) The normalized momentum flux
generated by the inner (solid line) and outer (dashed line) walls, as a function of salt concentration
for an infinite cylinder. As salt is reduced, the inner flux saturates, while the outer flux carries
on growing. (D) The normalized net momentum flux exhibits the same qualitative flow reversal
behaviour as observed in the experiments and simulations.
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