In higher dimensions where we consider the analogous k parameter Hilbert transform along a surface given as the graph of a polynomial P (x), x ∈ R k , one might conjecture that L p -boundedness holds precisely when there is at least k − 1 even powers in each monomial corresponding to a corner point of the Newton diagram associated to the polynomial P . This would be consistent with the general results in [RS3] . However, we show that if P (s,t,u) = s 4 t 4 u 2 + s 2 t 2 u 4 + s 3 t 3 u 3 , the analogous triple Hilbert transform in R 4 is unbounded, and thus the strict 4-dimensional analogue of our theorem is false. We hope to return to this matter in a future paper.
The idea of our argument is to divide the region of (s, t) integration into parts in which P (s,t) may be replaced by one of the monomials corresponding to a corner point of the Newton diagram, making an error that is bounded in L p . Then we may apply the Ricci-Stein result to obtain the L p -estimate for each piece.
The organization of our paper is as follows: In Section 2 we discuss the Newton diagram of P and give a basic splitting of our operator. In Section 3 we introduce our approximating operator and give some preliminary estimates. Section 4 contains the proof of the L p -boundedness of the difference between H and the approximating operator. In Section 5 we show that the L p -boundedness of the approximating operator under our hypothesis follows from the work of Ricci and Stein, and thus we complete the proof of the L p -boundedness under the hypothesis of the theorem. In Section 6 we discuss the necessity of the hypothesis of the theorem, and in Section 7 we consider the example in four dimensions mentioned above.
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2. The Newton diagram and the splitting of the region of integration. We write
where (m, n) ∈ if and only if a m,n = 0. For each (m, n) in , we let
Set Q = (m,n)∈ Q m,n . Then the Newton diagram of P is the smallest (closed) convex set containing Q. is an unbounded polygon with a finite number of corners. We denote the set of corners by D. Then D ⊂ . The sufficiency part of the main theorem is that if for every (m, n) in D, at least one of m and n is even, then H is bounded in L p , 1 < p < ∞. We begin by choosing an odd C ∞ -function φ(s), defined on the real line, nonnegative for s ≥ 0, and supported in 1/2 ≤ |s| ≤ 2 such that
We then define
It suffices to consider the operator
The set D consists of a finite number of points G 1 , . . . , G r , with G j = (m j , n j ). We may choose the order of the points so that m j +1 is strictly greater than m j . Then n j +1 is strictly less than n j . For 1 ≤ j ≤ r − 1, we set λ j = (n j − n j +1 )/(m j +1 − m j ), so that λ j is the absolute value of the slope of the line joining G j to G j +1 . The convexity of implies that the λ j are decreasing. Next we write (j ) . This corresponds to the splitting of the range of integration mentioned in the introduction. First suppose r ≥ 3. We then set 
Finally, for each j , let Z(j ) denote the set of pairs (p, q) occurring in the sum defining M(j ). The points (p, q) in Z(j ) lie inside or on the boundary of an infinite triangle. If, for example, 2 ≤ j ≤ r − 1, this triangle is formed from the intersection of two half spaces determined by the vectors v j = G j +1 − G j and w j = G j −1 − G j .
3.
The approximating operators and some preliminary estimates. For (p, q) in Z(j ), we set
Our main task in the proof for the sufficiency part of our theorem is to demonstrate the following proposition.
Proposition 1. We have the estimate
We let µ p,q denote the multiplier corresponding to
We need some estimates for µ p,q with (p, q) in Z(j ).
Lemma 2. For any (u, v) in , and (p, q) in Z(j ),
(This lemma asserts that each monomial occurring in P (s,t) is dominated by s m j t n j for (s, t) in the region of integration corresponding to M(j ).)
Proof. For each (u, v) in , one of the following three possibilites occurs:
In case (a), the estimate (2) clearly holds. In case (b), we are concerned with the ratio
and
Proof. The estimate (3) follows from (1), the mean value theorem, and Lemma 2. Also, according to Lemma 2, the polynomial Q(s, t) = 2 pm j 2 qn j P (2 −p s, 2 −q t) = b j,k s j t k is uniformly in any C k class and satisfies |b j,k | ≥ |a m j ,n j |. Since the norms |b j,k | and sup 1≤|α|≤d inf |s|,|t|≤2 |∂ α Q(s, t)| are equivalent on the finitedimensional vector space of nonconstant polynomials of degree at most d, we see that some derivative of Q is uniformily bounded below, and so the estimate (4) follows from [S, p. 342, Proposition 5].
As mentioned above, each Z(j ) consists of all (p, q) lying inside or on the boundary of an infinite triangle. We want to further split E j according to the distance (p, q) lies from the boundary of this triangle. To this end, for 2 ≤ j ≤ r, choose ν j with λ j < ν j < λ j −1 , ν 1 > λ 1 and ν r < λ r . Let
To prove Proposition 1, it suffices to show the next proposition.
Proposition 4. We have the estimate
We give the estimate for E − j . The estimate for E + j is similar. For N ≥ 0 and 2 ≤ j ≤ r − 1, we define
Z N 1 and Z N r are defined similarly. Z N j represents the points (p, q) in Z − j that are at a distance N from the upper edge of the triangle defined by Z(j ). The upper edge of the triangle defined by Z(j ) is the line in the positive quadrant that is orthogonal to
Proposition 4 is a consequence of the following estimate, whose proof is postponed until the next section.
For (p, q) ∈ Z N j , we have an improvement over the estimate (3), which is used in the proof of Proposition 5.
for some σ > 0.
We give the proofs for 2 ≤ j ≤ r − 1. The proofs for j = 1 and j = r are similar.
Proof. From (1), we see that it suffices to show that for (u, v) 
for some σ > 0, which may depend on u, v, m j and n j .
We divide the proof into a number of cases. Suppose first that u > m j . Then, since is convex and contains (u, v) ,
Next suppose u < m j . Then v is greater than n j . We wish to show that
Since is convex, (v − n j ) ≥ λ j −1 (m j − u). Also, p < qν j . Therefore, it suffices to show that
Since we are allowing σ to depend on λ j −1 , m j , u, ν j , and m j +1 (but not on p and q), and since p/q < ν j < λ j −1 , this last inequality is now clear. Finally, we have the case u = m j . Then v > n j , and we wish to show
Since p < ν j q, it is again clear that we can find σ . Thus the proof of Lemma 6 is complete. 
Next we write E
and we put
We prove three estimates for V :
for any p, 1 < p ≤ 2. Given (7), (8), and (9), Proposition 5 follows from interpolation and duality in a standard manner.
We would like to motivate the construction of the functions ψ . We begin by noting that there is a natural one-parameter family of dilations associated to E N j . In fact, if we envision dilations of the form
it would be natural to choose σ 1 , σ 2 , and σ 3 so that the support of the model kernel So if we fix σ 2 = 1, then we should have
We then choose a C ∞ 0 -function ψ supported in an annulus with center at the origin so that ψ δ (ξ, η, γ ) = 1 away from the origin. We now wish to define B N (ξ, η, γ ) so that if
This can be achieved by defining
Finally, define ψ (ξ, η, γ ) = ψ δ +q B N (ξ, η, γ ) .
Now (3) and (4) imply (8), while (4) and (5) imply (7). This completes the proof for the L 2 -boundedness of H . We now turn to the proof of (9). Note that V = V ,N is a convolution operator with kernel K = K ,N . To prove (9) it suffices to prove that K ,N satisfies a Hörmander condition with linear growth in , N . Namely, ρ(x,y,z)>Cρ (u,v,w) 
for a large C. Here, ρ(x, y, z Then
N . Thus the integral on the left-hand side of (10) is at most
where (after changing variables in s and t)
(s)φ(t) ds dt dx dy dz.
We shall obtain three estimates on I (p,q):
for some α 1 , α 2 > 0, and
We use estimate (11) (12) or (13). Thus (11), (12), and (13) imply (10), proving Proposition 5.
We turn to the proof of the estimates (11), (12), and (13). In the discussion of these estimates, we let x = (x, y, z) and u = (u, v, w) . If we make the change of variables
the estimate (11) becomes clear. If we make the same change of variables and use the mean value theorem, we see that
for appropriate α 1 and α 2 , proving (12). To see (13), we estimate the contributions from the difference in the integrand separately. In each term, we make a change of variables x = δ 
Finally, we make a change of variables
and we have to check that the region of integration in x is contained in the region ρ(x ) > C 1 2 +q ρ(u), for some constant C 1 . Since each coordinate of B N x is less than the corresponding coordinate of x , it is enough to see that if
But ρ(2 −p s, 2 −q t, P (2 −p s, 2 −q t)) < A2 −βq , so the proof of (13), and hence Proposition 5 and Proposition 1, is complete.
Completion of the proof of the main theorem.
The sufficiency now follows directly from a special case of a general result of Ricci and Stein, which we now describe. Suppose for each pair of integer points I = (p, q) ∈ Z 2 , we have an associated probability measure µ (I ) supported in the unit cube of R 3 . Define the dilated µ (I ) (x, y, z) ,
where m and n are fixed integers. The following proposition is a special case of [RS3, Theorem 5 .1].
Proposition.
(ii) µ (I ) (λe j ) = 0 for all λ ∈ R and 1 ≤ j ≤ 3, where {e j } form the canonical basis for R 3 .
In addition, if either m or n is zero, we further require
Then convolution with the kernel (j ) and otherwise µ (I ) = 0, then the boundedness of
If we define
follows directly from the above proposition.
6. The proof of the necessity of the main theorem. We suppose (k, ) is a corner point of the Newton diagram of P , P (s,t) = (m,n)∈ a m,n s m t n , with both k and odd. We wish to show that H is not bounded in L 2 (R 3 ). Without loss of generality, we may assume a k, = 1. Now Hf = µ * f , where µ is a tempered distribution. If φ is a test function, then
We consider a family µ δ of dilates of µ such that µ δ → ν as δ → 0, where
where the convergence is as distributions. If µ * f were bounded in L 2 , then µ δ * f would be uniformly bounded in L 2 , and so f → ν * f would be bounded in L 2 . However, f → ν * f is not bounded on L 2 (see [RS3] ). We commence with the details of µ δ → ν. Since (k, ) is a corner point of the Newton diagram of P , there are positive numbers a and b so that ak + b < am+ bn for every (m, n) in \ {(k, )}. We then define µ δ (φ) = µ(φ δ ), where
So after a change of variables, we see
where
. Fix α < a and β < b to be small positive numbers to be determined later. Then (s, t) ds dt st 
