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Abstract 
Damaschke, P., Paths in interval graphs and circular arc graphs, Discrete Mathematics 112 (1993) 
49-64. 
We prove a lemma about mixing paths in interval graphs. This provides a foundation for obtaining 
polynomial algorithms for several problems concerning paths in interval graphs and interval 
models, such as finding Hamiltonian paths and circuits, and partitions into paths. 
As a main result, we create an algorithm for finding Hamiltonian paths in circular arc graphs 
which runs in time O(n’). For this purpose we need the considerations on interval graphs and some 
involved transformations. 
Finally, we briefly discuss some open problems in this field. 
1. Interval graphs and circular arc graphs 
Let S be a finite family of sets, and let G = (V, E) be a finite undirected graph. G 
is called the intersection graph of S if there is a one-to-one correspondence between 
S and V such that two vertices are adjacent iff their corresponding sets in S have 
a non-empty intersection. If the elements of S are intervals on a linearly ordered set 
(w.1.o.g. closed intervals on the real line) then G is called an interval graph. In this 
case, S is called an interval model of G. Interval graphs build a well-investigated and 
useful graph class [12, 131. They can be recognized in linear time by a PQ-tree 
algorithm [6]. 
For a fixed interval graph G there exist several interval models. In a fixed interval 
model of G on the real line, we define l(x) := 1, r(x) := Y when the vertex x is represented 
by the interval [1, r]. 
A standard model is based on the consecutive cliques property: A clique in a graph is 
a subset of vertices in which each two vertices are adjacent. The following is known [ 111. 
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Lemma 1. In an interval graph G, the maximal cliques can be linearly ordered so that 
each vertex only occurs in consecutive cliques. 
With respect to such an ordering we enumerate the cliques by Cr, . . . , C,. For 
a vertex x occurring in Ci, . . . , Cj we set l(x) := i and r(x):=j. Note that the so obtained 
clique model is indeed an interval model of G. 
Cr and C, are said to be the extremal cliques. There exist two vertices, named bI 
and b,, which only occur in C, and C,, respectively. (Otherwise the extremal cliques 
would not be maximal.) 
Intersection graphs of arcs on a circle are called circular arc graphs. Evidently, the 
class of circular arc graphs includes all interval graphs. The chordless cycles are 
typical circular arc graphs being not interval graphs. 
For intersection models of circular arc graphs we can accept the following assum- 
ptions which are used later on: 
~ The whole circle is not an element of S. 
_ The arcs representing vertices are topologically closed. 
~ All end points of arcs representing vertices are pairwise distinct. 
~ The circle has periphery length 1. 
2. Path problems 
Let G = (V, E) be an arbitrary undirected garph. 
A path is a sequence of vertices (vi, . . . , vk) so that vi, vi+ I are adjacent for all i. If 
furthermore vk and vi are adjacent then the path is called a circle. 
A path is simple if vl, . . . , vk are pairwise distinct. Simple circles are defined 
analogously. 
A simple path or circle is called Hamiltonian if it includes all vertices of V. (We will 
use the term ‘Hamiltonian circuit’.) 
The problems of finding special paths in a graph can be formulated as decision 
problems: 
HAMILTONIAN CIRCUIT (HC): Given a graph G. Is there a Hamiltonian 
circuit in G? 
HAMILTONIAN PATH (HP): Analogously. 
HAMILTONIAN PATH WITH FIXED END (1HP): Given a graph G and 
a vertex s. Is there a Hamiltonian path in G with end vertex s? 
HAMILTONIAN PATH WITH TWO FIXED ENDS (2HP): Given a graph 
G and two distinct vertices s, t. Is there a Hamiltonian path in G with end vertices s, t? 
PARTITION INTO PATHS (PIP): Given a graph G and an integer k. Can the 
vertex set of G be partitioned into at most k sets so that the induced subgraph of each 
of these sets has a Hamiltonian path? 
We will use the symbols ‘HC’ and ‘HP’ also as abbreviations for ‘Hamiltonian 
circuit’ and ‘Hamiltonian path’, respectively. 
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Given a graph class and a decision problem, the question is interesting whether 
the problem restricted to this class is solvable in polynomial time or NP-complete 
[lo, 141. 
Here we show by a uniform approach that several path problems in interval graphs 
are linear-time solvable. We need these preparations for the main result given 
afterwards: a polynomial-time algorithm solving HP for circular arc graphs. The 
different topology of the real line and the circle makes the search of Hamiltonian paths 
in circular arc graphs much more difficult than in interval graphs. 
For results related to the present paper see [2, 3,8,9, 151. The paper [9] con- 
tains a survey on the complexity of HC. The result in [15] will be a byproduct of our 
paper. Algorithms for further problems in circular arc graphs can be found, e.g., in 
Cl, 5, 161. 
3. A path mixing lemma 
In the next two sections, we consider a clique model of an interval graph G = (V, E). 
W.1.o.g. let G be connected. 
The following lemma plays a central role in our investigation. 
Lemma 2. Let P=(p,, . . ..p.) and Q=(ql, . . ..qt) be disjoint paths in G with 
/(pl)=l(ql)=l. Then thereexistsapath R withvertexset {pl,...,ps,ql,...,qt) such 
that for all i<j <s, pi occws before pj in R, and analogously, for all i<j < t, qi 
occurs before qj in R. 
(It is left to the reader to find examples showing that the suppositions are essential.) 
Proof. We give an algorithm constructing R. We use the notations (R, qi, . . . , q,) and 
(Q, R) for concatenations of paths. 
Algorithm 1. 
begin 
K:=P; 
if i:= the minimum index with qi adjacent to pS exists 
then begin R := (R, qi, . . , qt): 
if i> 1 then Q:=(ql, . . . . qi-1) 
else Q:=Q): 
t:=i- 1 
end; 
while Q #8 do 
begin u:= the maximum index with uds and pu adjacent to qt; 
ifu>l 
then begin 
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if i:= the minimum index with 4; adjacent to pU_ 1 exists 
then begin 
R:=(Pl, . . ..Pu-i. 4i> ...> 4t> Pu3 ...I; 
if i>l then Q:=(ql, . . ..qi_i) 
else Q := 8: 
t:=i-1 
end; 
s:=u- 1 
end 
else begin R := (Q, R); Q := 8 end; 
end 
end: 
The algorithm obviously terminates with Q = 8. By construction, R is in fact a path, 
and the vertices of P and Q have in R the same order as before in P and Q, respectively. 
We have only to show that the demanded index u always exists. 
Claim. r(qj)<l(p,)forj=l, . . . . t, holds always before wearing out the ‘while’ command. 
Proof of Claim. In the ‘while’ loop we look for the largest u < s such that a non-empty 
segment (qi, . . . , qt) of Q can be inserted between p,,- 1 and pU, and then we pick the 
smallest suitable i. Hence, the vertices ql, . . . , qi_ 1 are not adjacent to pU- 1. Note that 
u - 1 is the new s and that i- 1 is the new t. 
Since l(q,)= 1 is supposed and the actual Q is a path (and therefore a connected 
subgraph of G), we get the claimed inequality. 0 
Further it holds 1( pl) = 1 and the subgraph induced by (pl, . . . , p,) is also connected. 
So it is clear that the vertex pU defined in the algorithm must exist. 0 
Lemma and proof yield immediately the following. 
Corollary. Thefirst vertex of R is p1 or ql. Zfr(pl)= 1 then p1 is thefirst vertex of R. If 
r(q,)>l(p,) then q1 is the last uertex of R. 
4. Partition into paths connecting the extremal cliques 
For a given integer k, we want to find a partition of V into exactly k paths such that 
one end-vertex of each belongs to Ci , and the other one belongs to C,. (As we will see 
in Section 5, this problem is motivated as a generalization of HP and HC.) 
We establish a linear-time algorithm which solves our problem. First we introduce 
exactly k fictitious vertices only occurring in C1. They will serve as initial vertices of 
the k paths. Deleting them after finishing the algorithm, the ‘real’ start vertices belong 
to Ci. By e we denote an array of k integers. Thereby it holds e(i)=r(v) where v is 
actually the last vertex of the ith path P(i). Hence, in the beginning we have 
e(l)=...= e(k)= 1. (P(j), x) denotes the concatenation of paths P(j) and (x). 
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Algorithm 2. 
begin 
c:= 1. ) w:= v; 
for i:= 1 to k do begin e(i):= 1; 
P(i) := (fictitious vertex with Y( .) = 1) 
end; 
repeat 
d := min e(i); 
j :=an index i with minimum e(i); 
if there exists an XE W with r(x)=c 
then begin P(j):=(P(j), x); 
w:= w- {x}; 
e(j):=, 
end 
else begin 
y := the vertex of W with minimum r(y); 
c:=min(r(y), d}; 
if c=d then if l(x)>c for all XE W 
then begin 
write @o solution’); 
w:=8 
end 
else begin 
x:=a vertex of W with l(x)bc 
and minimum r(x); 
P(j):=(P(j), 4; 
w:= w- {x}; 
e(j):=,(x) 
end; 
end 
until W=@ 
if e(i) < m for some i then write (‘no solution’) 
end; 
Theorem 1. The algorithm jinds a desired partition (P(i))l=l, ,k whenever one exists. 
Otherwise it reports ‘no solution’. 
Proof. The meaning of e(i) is explained above, d is the minimum of all e(i), and W is 
the set of vertices which are still not inserted into our paths P(i). As we will see, c is the 
index of the actually considered clique. 
While running through the cliques C1, . . . , C, the algorithm builds the paths P(i) by 
permanently adding vertices from W. In our proof, we use the following manner of 
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speaking: The actual end-vertex of P(i) at some time is the last vertex which has been 
added to P(i). On the contrary, the term end-vertex refers to the finished path. 
Claim. The following statements are valid at any time: 
(1) I(x)<c <r(x) where x is actual end-vertex of some P(i), 
(2) c<r(x)for all xE W, 
(3) cdd. 
Proof of Claim. At the beginning (c:= 1) the assertions are trivially true. Further, c is 
changed only by c := min {r(y), d}. Let T be a moment immediately after carrying out 
this command. Due to the choice of y, (2) is true at time T. (2) remains valid also after 
changing W, since W becomes smaller. 
At T, (3) is also true. The value of d is only changed by d := min e(i). So d becomes 
smaller only if a vertex x with r(x) < d is added to some path. Then it was XE W before 
this operation. Hence (2) implies c<r(x) = the new d. This proves (3) for arbitrary 
moments. 
Now c <r(x) in (1) is clear. Since r(y) increases and d never becomes smaller than c, 
the value of c monotonically increases. Obviously, a vertex x is added to some path 
only if l(x)<c. Combining these two observations, I(x)<c in (1) is proved. 0 
Now we are able to give the correctness proof of Algorithm 2. Suppose that 
there exists a partition Z having the desired property. We show that Z can be 
rebuilt into the path partition constructed by the algorithm. This is done by induction 
on the cardinality of V- W. The initial step (each path consists of a fictitious vertex) 
is trivial. 
Induction hypothesis. There exists a partition Z’ such that certain initial segments 
of the paths are identical with the path system (P(i)),_,, ..,,k the algorithm has 
constructed till a fixed moment. 
Induction step. Let x and j be defined as in Algorithm 2, i.e. the algorithm next 
adds x to the jth path. We have to show: There exists a partition with initial seg- 
ments P(i) (i/j) and (P(j), x). Due to (3), before adding two cases are possible: 
c=d or c<d. 
Case 1: c<d. 
Then r(x)=c. Let S be the (finished) path of Z’ containing x. Let s be the actual 
end-vertex of S, and let t be the end-vertex of S. Finally, let P be the subpath from x to 
s (without s) and Q the subpath from x to t (without x). 
Since r(y)ac holds for all YE W and all actual end-vertices (see (l), (2)) we can 
pretend that I(y)>c for all these vertices, without disturbing the adjacency relations 
between them. (More precisely speaking, whenever l(y) < c, we set 1(y) := c.) 
Now Lemma 2 is applicable with slightly modified supposition I(p, ) = l(q, ) = c. We 
can mix P and Q and obtain a new path R as shown in Lemma 2. Since XEP and 
r(x)=c, x is first vertex of R, and the last vertex belongs to C,. 
So we have rebuilt S in such a way that x becomes a neighbour of s. Now assume 
that r(x)>d. Let s’ be the actual end-vertex of some path S’ with r(s’)=d. By R’ we 
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denote the subpath of S’ from s’ to the end (without s’ itself). Here we can simply 
exchange R and R’. The conditions r(Y) < r(s) and r(x) = c ensure that the initial vertex 
of R and R’ is adjacent to s’ and s, respectively. So x has the place the algorithm would 
give it. 
Case 2: c=d. 
Let s be the actual end-vertex of some path S with r(s) = c. Two subcases occur: XGS 
or x$S. 
xes. 
Let y # x be successor of s in S. We take the subpath from y to x away from S and 
insert it in reverse order, x is adjacent to s by definition, and r(x)<r(y) ensures that 
y is adjacent to its new neighbour. So x has the place given by the algorithm. 
x$S. 
Let XES’. Here we denote by R and R’ the final segment of S and S’, beginning after 
s and in x, respectively. Analogously to the above arguments, we can exchange R and 
R’, and x gets the right place. 
This completes the induction step. If there exists no demanded XE W at any time, 
then there cannot exist a solution. q 
Remark 1. If there exists a partition into k paths connecting the extremal cliques and 
1 <k then there exists such a partition also with 1 paths. 
It is sufficient to prove the case 1= k- 1: We choose two arbitrary paths and mix 
them due to Lemma 2. The arising path also connects the extremal cliques. 
Remark 2. We have worked on the clique model only for the reason of convenience. 
In the following sections, we apply our result to arbitrary interval models. 
Remark 3. Our problem is quite different from the well-known maximum flow 
problems, since all vertices must be included. The heuristic of finding k disjoint paths 
and later inserting the remaining vertices does not help here. 
5. Hamiltonian paths and circuits, and partitions into paths 
First conclusions of Section 4 are the linear-time solutions of HC, HP, and PIP for 
interval graphs. 
Theorem 2. HC for interval graphs is linear-time solvable. 
Proof. Every HC must also pass through the vertices b, and b,, introduced in 
Section 1. So every HC consists of two paths connecting the extremal cliques. Thus, 
for solving HC, we can use Algorithm 2 with k = 2. 0 
The so obtained algorithm for HC is exactly that given by Keil in [15], but our 
approach is much more general. 
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Theorem 3. If an interval graph has a HP then there exists a HP connecting the 
extremal cliques. 
Proof. Assume that b1 is not an end-vertex of our HP. We denote by P and Q the 
subpaths from b, to both end-vertices (where br belongs to either P or Q.) Using 
Lemma 2 we get a new HP with one end-vertex in Ci. 
Now we assign to the cliques the reverse numeration, i.e. Ci, . . . , C, becomes 
C m, . . . , C1. Therefore our HP has one end-vertex in C,. Using Lemma 2 again with 
b,EQ we get a new HP with one end-vertex in Cr. From the construction in the proof 
of Lemma 2 it follows that the other end-vertex remains b,. 0 
Corollary 1. HP for interval graphs is linear-time solvable. 
Proof. Use Algorithm 2 with k= 1. 0 
For an aribitrary interval model, we have found the following simple first-fit 
algorithm which finds a HP whenever one exists. 
Algorithm 3. (informal description). 
choose an initial vertex with minimum r; 
as long as possible add a vertex adjacent to the previous one with minimum r-value; 
(if all remaining vertices are not adjacent to the actual end-vertex at some time then 
‘no HP’) 
In the following, a HP constructed by Algorithm 3 is called a straight HP. 
According to the above we have: If an interval graph has a HP then it has even 
a straight HP. 
A path is called straight if it is a straight HP in the subgraph induced by its vertex 
set. (Cf. the similar notion ‘straight path’ in [15].) 
Corollary 2. PIP for interval graphs is linear-time solvable. 
Proof. Add k - 1 fictitious vertices occurring in Cr, . . . , C, to G, and solve HP for this 
extended interval graph G’. Deleting the fictitious vertices, the HP is dissected into at 
most k paths. Conversely, k or fewer paths of a partition of Vcan be linked to a HP by 
k- 1 fictitious vertices. 0 
Note that, applying Algorithm 3 to G’, a fictitious vertex is added to the path only if 
no ‘real’ vertex adjacent to the previous one is available. While there are still not 
inserted vertices of G, the successor of a fictitious vertex is always a ‘real’ vertex with 
minimum r-value. (This fact will play an important role in Section 8.) 
From this considerations the following algorithm for solving PIP in arbitrary 
interval models results. 
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Algorithm 4 (informal description). 
start Algorithm 3 and repeat with the remaining vertex set after each break off; 
In this formulation the fictitious vertices do not occur any more. A good property of 
Algorithm 4 is that it finds itself the smallest possible k. 
6. Some properties of straight paths 
Lemmas 3-5 will be useful for solving HP in cicular arc graphs. We consider an 
arbitrary interval model of an interval graph G = (V, E). 
Lemma 3. Each initial segment of a straight path is straight. 
Proof. This follows immediately from the definition. 0 
Note that Lemma 3 is not valid for arbitrary subpaths of straight paths. 
Lemma 4 (monotony). For a straight path (x1, . . . , x,) the following conjunction can- 
not be true: 
i<j and l(xi)B l(xj) and r(xi)>r(xj). 
Proof. Assume there exists such i, j. First we have i > 1, since r(xl) is minimal. Xj is not 
adjacent to xi_ 1, otherwise since r(xi)> r(xj) we have a contradiction to the straight- 
ness. So it must be I(xi_ l)>r(xj). Consequently, our conjunction holds also for 
i:= i- 1. Inductively, we obtain i:= 1, a contradiction. 0 
Lemma 5 (extremal property). Let (x1, . . . , x,) be a straight HP and let (yI, . . , y,) be 
an arbitrary HP of G. Then r(x,)>r(yn). 
Proof. We add to G two fictitious vertices [s, t] and [t, t] where t exceeds all r-values 
of vertices of G. The so augmented interval graph is named G’. The following 
implications are obvious now: 
G has a HP (yl, . . . . y,,) with r(y,)>s 
=G’ has a HP 
*G’ has a straight HP (z,, . . . , z,, [s, t], [t, t]) 
=sG has a straight HP (z,, . . . . z,) with r(z,,)as 
(due to Lemma 3). 
So r(y,)>,s implies r(x,)>,s. Finally, it is easy to check from the definition that all 
straight HP have the same r-values at any position, especially r(z,) = r(x,). This yields 
the assertion. 0 
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7. The route of a Hamiltonian path in a circular arc graph 
Our purpose is to create a polynomial-time algorithm for finding Hamiltonian 
paths in circular arc graphs. In this section we show how to transform an arbitrarily 
given HP in a fixed intersection model of a circular arc graph G = (V, E) into a nice 
form. Then our algorithm (in Section 8) has only to search for such a ‘canonical’ HP. 
Consider a HP in G. We assign to the HP a so-called route in the following way: Let 
s be a finite line segment. We dissect, s into consecutive segments which correspond 
one-to-one to the vertices of G. These segments shall have the same order as the 
corresponding vertices in the HP. (That means, if we choose, e.g., s = [0, 11, and 
(x1, x2, --.7 x,) is the HP then we can, e.g., assign the segment ui:= [i- l/n, i/n] to xi. 
But we will also allow segments consisting of only one point.) 
A route of the given HP is a continuous mapping 4 from s into the circle, satisfying 
the following conditions. 
_ For each segment a of s the image 4(a) is totally contained in the arc representing 
the corresponding vertex. 
- If we run through s from one end point to the other one then the image on the 
circle changes its direction (clockwise or anti-clockwise) only in end-points of seg- 
ments b(a). 
Note that there always exists such a route, since adjacent vertices are represented by 
intersecting arcs. 
Remark. Our definition follows the usual way to define a continuous curve in 
a topological space (here: on the circle). 
We identify the points of the circle with the real numbers of the interval [O, 1) in 
a natural way, respecting the arc lengths. 
Let p be the mapping from the circle onto the real line which assigns to t the 
infinitely many values t + z (ZE Z). Figuratively speaking: p unrolls the circle on the 
real line. 
The composition pd is a many-valued mapping. We make p~$ unique by choosing 
exactly one image point for every point of s in such a way that p4 becomes 
a continuous function. The result of this choice is uniquely determined, up to 
translations on the real line. This fact can be realized very obviously with help of 
a mechanical model: A thread (4( s )) is winded up on a spool (the circle). We roll the 
spool on a rail (the real line), following the turns of the thread, and thereby unwinding 
the thread. This movement is uniquely determined up to the choice of the start point. 
The so obtained continuous function from s into the real line is named $4. 
The image p(b) of an arc b is a family of infinitely many intervals resulting from each 
other by shifts by an integer length. Now let b be an arc representing a vertex of G, and 
let a be the corresponding segment of s. Then, according to the properties of 4, for 
exactly one of the intervals i of p(b) it holds i 2 @d(a). 
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The so obtained intervals i (for all vertices of G) build an interval model of an 
interval graph Go, together with a HP. (Note that Go is obtained from G by deleting 
some edges.) Due to Section 5, there exists a straight HP (xi, . . . , x,) in Go. (x1, . . . , x,) 
is also a HP in G. In the following, we denote both the vertex and the representing 
interval on the real line by the same symbol xi. 
Claim. For the HP (x1, . . , x,,), the mapping C#J can be chosen such that 
_ the route 4(s), or equivalently, p/4(s), never changes its direction, and 
_ the length of p’+(s) is at most lmax-rmin where I,,, and rmin denote the largest 
l-value and the smallest r-value, respectively, of all intervals of Go. 
Proof. (x1, , x,) is a straight HP in Go, thus it can be constructed by Algorithm 3. 
We have r,in = r(xl). Let the segment of p’&s) corresponding to x1 consist only of the 
point r,in. Now assume that the claim is true for (x1, . . , xk) which is, by Lemma 3, 
a straight path. So we have a route for (x1, . . . , xk) which is monotonically increasing 
and is totally contained in [rmin, IL,,], where lk,, denotes the maximum l-value in 
{X 1, *.., xk}. Add xk+l to the path. Due to Lemma 4, we have r(xk+ 1)>lk,,. If 
ltxk + 1) < linax then let the segment corresponding to xk + 1 only consist of the point l;,, . 
In the other case, lk,, <l(xk+I), we have r(xk)>l(xk+l). So we can elongate the 
segment corresponding to xk up to 1(x k + 1 ) which is the new maximum l-value. Then 
we represent xk + 1 by the point l(xk + 1 ). 
In both cases, the claim remains valid. So we can inductively construct the asserted 
route $4(s). 0 
W.1.o.g. assume that r,i,, = r(xl) = 0 (by translation). 
Consider the case that the I,,, - r,in > 1. Let k be the least index with 1 Exk. We shift 
the intervals x 1, . . . , xk _ 1 by 1 (i.e. every interval [l, r] is replaced by [I+ 1, r + 11) and 
get a new interval graph G1. Since now r(xl)= 1 we have that x1, xk are adjacent, 
consequently (xk_ 1, . . . ) x1, xk, . . . , x, ) is a HP in Gr. So there is a straight HP in Gr 
denoted by (xi, . . . , x,) again (i.e. we renumber the vertices.) By translation we set 
again r(xl) =O. While I,,,- r,i,, > 1 we analogously construct interval graphs G2, GJ 
etc. In Go we have rmrn =r(x,)=O and lmax> 1. 
claim. In GO,Xk Or xk+l has minimum r-value in (xk, . . . , x,). 
Proof. Let r(x,) (m > k + 1) be minimal. Due to Lemma 4 this implies l(&) < 1(x,), 
thus xk, x, are adjacent. Since r(x k + 1) > r(x,) this contradicts the straightness of 
(x 1, ...> &I). 0 
Since r(&) > 1 in Go, after shifting xi, . . . , xk_r we have either rmin=r(xi)=l 
r(xk+i)< 1. So we have two cases. 
Case 1: r(x,+,)>l. 
Then rmin = 1, i.e. rmin has increased by 1. Obviously, l,,, can only increase by less 
than 1. Hence the difference lmax-r,in decreases. 
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Case 2: r(xk+ I)< 1. 
Then r,,,i,, increases by r(xk+ 1 ). The maximum I-value in (xi, . . . , xk _ 1) is less than 
r(xk+ 1), according to Lemma 4. So 1,,, can increase only by less than r(xk+i). 
This shows that I,,,- r,in becomes properly smaller at transition from Go to G1. 
Analogously we conclude for Gz, G3 etc. Since 1,,, -r,i,, has only finitely many 
possible values, our process must terminate. Altogether we have shown the following. 
Lemma 6. Whenever G has a HP then there must exist a HP with a route cj such that 
the route never changes its direction and the length of p’$(s) is shorter than 1. 
For solving the HP problem it is, consequently, sufficient to ask for such nice HP. 
This is the topic of the next section. 
8. A polynomial algorithm solving HP for circular arc graphs 
Before we can give the algorithm, some more subtle transformations of our HP are 
necessary. 
Consider a HP in G of the special form of Lemma 6. Since p-l is isometrical and 
thus 4(s) is shorter than 1, there exists a point 0 on the circle which is not in the route. 
W.1.o.g. 0 is not end-point of an arc representing a vertex. We cut the circle through at 
0 and turn it into a straight line [0, 1). 
There are two kinds of vertices: 
_ If 0$x then x becomes an interval [l(x), r(x)]. Such vertices are called l-intervals. 
_ If OEx then x consists of two intervals [0, r(x)] and [l(x), l), called the O-part and 
the l-part of x, respectively. Such vertices are called 2-intervals. 
Now we make a decisive observation: Since 4 is continuous and 4(s) does not 
include 0, for each 2-interval x it is enough to use either only the O-part or only the 
l-part for building non-empty intersections with the neighbour vertices in the HP, and 
the other part of x can be ignored. We will say that the HP uses the 0- or l-part ofx. 
Let G’ be the interval graph on [0, 1) obtained from G by deleting the not used parts 
of 2-intervals. We consider a straight HP in G’. If there exists no 2-interval or if no l-part 
is used then we have merely to solve the HP problem for G’. So suppose in the following 
that at least one l-part is used. We can force an ordering of the 2-intervals. 
Claim. In the straight HP in G’, all used O-parts occur before all used l-parts, in 
increasing order of their r(x) and l(x), respectively. 
Proof. The first assertion follows obviously from Lemma 4. It is also an immediate 
consequence of Lemma 4 that the r-values of the used O-parts increase. 
Let x, y be used l-parts such that x occurs before y, and l(x) > l(p). Let p, s be the 
predecessor and the successor, respectively, of y. Let q be the predecessor of x. We 
exchange x and y. Trivially, y is adjacent to its new neighbours. 
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Assume l(x)>r(p). Since q, x are adjacent, we have r(q)> l(x), hence r(q)>r(p). 
Lemma 4 yields now l(q) < l(p), thus q, p are adjacent. This is a contradiction to 
straightness, since p would be the successor of q, rather than x. Analogously we can 
disprove l(x)>r(s). So x is adjacent to its new neighbours. 
In this way, we can exchange all such pairs x, y. Finally, the l-values of the used 
l-parts increase monotonically. 0 
In the following, let u be the first 2-interval the l-part of which is used, and let u be 
the predecessor of zi in our HP. 
Claim. For all l-intervals x occurring later than v in the HP l(x)>r(u) holds. 
Proof. If r(x)<l(u) then we have a contradiction to Lemma 4. If r(x)> l(u) and 
l(x)<r(u) then u and x are adjacent. Since the right end of the l-part of u is 1, and 
r(x) < 1, u cannot be successor of U, due to the definition of a straight HP - a contradic- 
tion. 0 
On the other hand, if l(x)>r(u) then x must be later than u and v in the path, 
because of Lemma 4. This gives rise to the definition 
L = {x: x l-interval, l(x) > r(u)}; R = {x: l-interval, x$L}. 
We have proved that all vertices of R occur before u and all vertices of L occur after 
v in the HP. 
The property l(x) > r(u) for XEL ensures that the end-segment of our straight HP 
beginning after v is a straight path, too. (Especially, note that the successor of u has 
minimum r-value.) Moreover, a l-part of a 2-interval occurs only if no l-interval 
adjacent to the previous vertex is on hand (Lemma 4). Hence L is dissected into 
exactly those paths which Algorithm 4 would yield in linear time. We especially 
emphasize that this partition of L into paths does not depend on the positions of the 
2-intervals. Let k be the number of paths in our partition of L, and let 130 be the 
integer such that exactly k-t 1 l-parts are used. 
Next we want to rearrange the a-intervals in a certain way. Let ul, v2, . . , u~+~ be the 
2-intervals the l-parts of which are used, enumerated with respect to their order in the 
HP. The predecessors of ZJ~, . . . , uk are named ul, . . . , uk, respectively. (Thus u1 = v, 
u1 =u.) From the definition of k and Lemma 4 it is clear that ui,Ui+ 1 (i< k) are not 
neighbours in our HP. Further, if 1 >O then the HP has the end-segment 
(uk+l, . . . . uk + [), and we denote the predecessor of v k + 1 by uk + 1. Finally note that r(Ui) 
increases when i grows. Let z1 be a 2-interval with l(z,)<r(uI) and, subject to this, 
with minimum r(zl). (Note that z1 does not necessarily correspond to an interval of 
G’.) If z1 #vi we exchange z1 and vi. Due to the choice of z1 and Lemma 4, we get 
a HP again: If z1 = vi (i> 1) then, since l(Ui)<r(u,)<r(ui), v1 is adjacent to its new 
neighbours. On the other hand, if the O-part of z1 was used, then the minimality of 
r(zl) ensures that u1 is adjacent to its new neighbours. 
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Analogously we choose z2, . . . , zk where it is additionally forbidden to take Zi from 
the set {zl, . . . . zi _ 1 }. Then conclude like above for z 1 : vi and zi can be exchanged, and 
we get a HP in each step. 
If I>0 then we choose zk+r such that /(zk+r)<r(uk+r), zk+r${zl, . . ..z~}. and 
r(zk+ i) minimal, and we can exchange zk+ 1 and vk+ 1. Finally, if I> 1, then we 
analogously choose new 2-intervals z~+~, . . . . zkfl with z~+~+~${z~, . . . . zk+i} and in 
each case r(zk+i+ r) minimal. Since all 2-intervals are mutually adjacent we can 
exchange zk + i and vk + i (2 < i < 1) without destroying the HP. 
During this transformation, in the initial segment of the HP up to U, some O-parts 
are replaced by O-parts with larger r-values. Let G” be the interval graph obtained 
from G by deleting all parts of 2-intervals not used by our new HP. (In general, 
G” # G’.) The initial segment up to u of our HP in G” is not necessarily straight. We 
rearrange it to a straight path; let u’ be its new end-vertex. This is the moment where 
we need Lemma 5. We have Y(U)) > r(u), hence U’ is adjacent to its successor z1 . So we 
have again a HP in G” which is, clearly, also a HP in G. 
The HP in the present form can be found by the algorithm which is sketched now. 
Algorithm 5 (informal description). 
begin 
guess the point 0 on the circle; 
check by Algorithm 3 whether there is a HP where no l-part is used; 
guess the vertex U; 
guess a nonnegative integer 1; 
L:= {x: x l-interval, l(x) > r(u)}; 
arrange L using Algorithm 4; 
k:= the number of paths in the partition of L; 
for i:= 1 to k do 
begin wi:=first vertex of the ith path of L; 
Ui+ 1 := last vertex of the ith path of L 
end; 
z1 :=2-interval with minimum r(zl ) such that l(zl) < r(uI); 
put z1 before wi; 
for i:=2 to k do 
begin zi :=%-interval with minimum r(zi) 
such that l(zi)<r(ui) and zi${z,, . . . . zi-I}; 
put zi between Ui, Wi 
end; 
if 1>0 then 
begin 
z~+~: 2-interval with minimum r(zk+l) such that l(zk+l)<r(uk+l) and 
zk+l#{z1, ..., $1; 
put z~+~ at the end of the path 
end; 
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if 1>1 then for i:=2 to 1 do 
begin zk+i:=2-interval with minimum r(Zk+i) and Zk+i${Zl, . . . . Zk+i-1); put 
Z k+i at the end of the path; 
I := the set of still not inserted vertices; 
delete all l-parts of 2-intervals in 1; 
arrange I by Algorithm 3; 
put I and the end-segment together and check whether the end-vertex of I and zi are 
adjacent 
end; 
Our considerations show: If Algorithm 5 fails for all points 0, all vertices U, and all 
integers 1, then G has no HP. 
All deterministic parts of our algorithm run in time O(n + e), hence in 0(n2) where 
IZ and e is the number of vertices and edges, respectively. Clearly, for the O-point on the 
circle we have only 2n distinct possibilities, and for the vertex u there are at most 
it candidates. For the integer 1 we have 0~ Idn. This gives a time bound of O(n’) in 
the worst case that only the last guess is fortunate. Altogether our main result is 
proved. 
Theorem 4. HP for circular arc graphs is polynomial-time solvable. 
Corollary. PIP for circular arc graphs is polynomial-time solvable. 
Proof. Add k- 1 fictitious vertices adjacent to all other vertices. Then the proof is 
literally the same as for interval graphs. 0 
9. Some open problems 
Our concluding remarks are explained in detail in [7]. 
Surprisingly, the methods established here do not lead to a polynomial-time 
algorithm for the problems 1HP and 2HP for interval graphs. E.g. in the case of 
1HP we can only rebuild a given HP with end-vertex s into such a form that the HP 
oscillates about s with increasing amplitudes where the monotonous sections are 
straight paths. But we are not able to find the reversal points and the assignment of 
the vertices to the straight sections. So the complexity remains an open question. 
Some special cases are linear-time solvable, such as 
~ the demanded end-vertices belong to extremal cliques, 
~ s and t (in 2HP) correspond to identical intervals, 
_ the input is restricted to proper interval graphs. 
It seems that 1 HP and 2HP keep their difficulties even in the small subclass of split 
interval graphs - no polynomial algorithm is known. 
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Till now there are no ‘natural’ graph problems known to be NP-complete for 
interval graphs, except ACHROMATIC NUMBER [4]. May 1HP and 2HP be 
further candidates? Only by very superficial consideration this seems to be unlikely. 
Further we can show that 2HP for interval graphs is polynomial-time reducible to 
HC for directed path graphs, a problem the complexity status of which is also still open. 
Finally, we are not able to solve HC for circular arc graphs in a similar way as HP. 
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