Abstract. The Riemann hypothesis is proved by extending the zeta Riemann function to a quantum mapping between quantum 1-spheres with quantum algebra A = C, in the sense of A. Prástaro [6, 7] .
Introduction
"when David Hilbert was asked ." "what he would do if he were to be revived in five hundred years," "he replied," "I would ask, Has somebody proven the Riemann hypothesis ?" "Hopefully, by that time, the answer will be, Yes, of course ! " [9] The Riemann hypothesis is the conjecture concerning the zeta Riemann function ζ(s), given by B. Riemann in 1892 [8] . (See also [1, 9] .) The difficulty to prove this conjecture is related to the fact that ζ(s) has been formulated in a some cryptic way as complex continuation of hyperharmonic series and characterized by means of a functional equation that in a sense caches its properties about the identifications of zeros. In order to look to the actual status of research on this special function the paper by E. Bombieri is very lightening. where P • is the set of primes (without 1).
• (0 < α < 1). In this case the series is divergent.
• The Riemann zeta function is a complex function ζ : C → C, defined by extension of the over-harmonic series. This can be made by means of the equation (1) . (1) (1 − 2 2 s ) ζ(s) = 1≤n≤∞ (−1) n+1 n s .
2 Since this can be extended for ℜ(s) > 1, it follows that ζ(s) = 0, when ℜ(s) > 1. In fact, from the Euler's representation of ζ(s), we get that for ℜ(s) > 1, ζ(s) = 0 iff p s = 0. On the other hand p s = p α+i β = p α [cos(β ln p) + i sin(β ln p)]. Then p s = 0 iff cos and sin have common zeros. This is impossible, hence p s = 0. Table 1 . Examples of ζ(k) = α π k , with α ∈ Q and k ≥ 0 even. The series on the right converge for ℜ(s) > 0. Really equation (1) does not allow define ζ(s) in the zeros of the function (1− 2 2 s ). These are in the point s = 1+i 2nπ ln 2 .
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However by using the functional equation (2) one can extend the zeta function on all C.
ζ(s) is a meromorphic function on C, holomorphic everywhere except for a simple pole at s = 1.
Proposition 2.2 (Properties of the Euler-Riemann zeta function (Euler 1735)).
ζ(k) = α π k , with α ∈ Q and k > 0 even. Proof. The trivial zeros come directly from the sin function in (2) . Let rewrite this functional equation in the form ζ(s) = f (s) ζ(1 − s). Then one can directly see that f (−2n) = 1 (2π) 2n π sin(−πn) Γ(1+2n) = (2n)! (2π) 2n π sin(πn) = 0. Then we get ζ(−2n) = 0 · ζ(1 + 2n). ζ(1 + 2n) has not zeros and it is limited. Therefore we get ζ(−2n) = 0. Note that ζ(s = 2n) = 2
Here we have used the Euler's reflection formula
The Laurent series of ζ(s) for s = 1, given in (3) proves that ζ has a simple pole for s = 1.
Stieltjes constants. 4 One has lim s→1 (s − 1)ζ(s) = 1.
3 Let us emphasize that in the complex field ln z = ln |z| + i(Argz + 2nπ) if z = |z|e iArgz .
Therefore, 1 − 
Proposition 2.5 (Symmetries of ζ(s) zeros).
• If s is a zero of ζ(s), then its complex-conjugates is a zero too. Therefore zeros of ζ(s) in the critical strip, 0 < ℜ(s) < 1, are necessarily symmetric with respect to the x-axis of the complex plane R 2 ∼ = C.
• If s is a non-trivial zero of ζ(s), then there exists another zero s ′ of the zeta Riemann function such that s and s ′ are symmetric with respect to the critical line.
Proof.
• In fact one has ζ(s) = ζ(s).
• From the functional equation (2) one has that the non-trivial zeros are symmetric about the axis x = 
The proof
In this section we shall prove the conjecture 2.6. In fact we have the following theorem. Proof. Let us first observe that it is important to study the behaviour of the modulus |ζ(s)|. In fact we get the following lemma.
Therefore we get the equivalences reported in (4).
Set s = x + iy. We shall consider the non-negative surface in R 3 = R 2 × R, (x, y, z), identified by the graph of the R-valued function |ζ| : R 2 → R. We shall use the functional equation (2) to characterize |ζ|. Then we have the following intermediate lemmas. 
Proof. This follows directly from the exponential representation of complex numbers:
Lemma 3.4 (Properties of the function |f (s)|).
• One has the explicit expression (6) of |f (s)|.
• In the critical strip of the complex plane R 2 = C, namely 0 < x = ℜ(s) < 1, |f (s)| is a positive analytic function.
• In particular on the critical line, namely for ℜ(s) = 1 2 , one has |f (s)| = 1.
• One has the asymptotic formulas (7).
• In the critical strip one has the following limitations:
One can see that the function ξ(y) = e −πy + e πy ≥ 2, and convex. Therefore 0 < lim y→0 | sin( πs 2 )| < 1. Furthermore let us recall that Γ : C → C is a meromorphic function with simple poles s k = −k, k ∈ {0, 1, 2, 3, · · · }, with residues
it follows that Γ(1 − s) is analytic in the critical strip. Furthermore, from the well known property that for ℜ(s) > 0, Γ(s) rapidly decreases as |ℑ(s)| → ∞, since lim
, we get that |f (s)| is an analytic function in the critical strip.
• In particular on the critical line one has
We have utilized the formula |Γ( Here sech(πy) = 2 e −πy +e πy . Let us recall also the formula that it is useful in these calculations: |Γ(1 + iy)| = yπ csch(πy), for y ∈ R, where csch(πy) = It is useful to characterize also the variation d dx |f (s)|. We get the formula (8) . 
We get the formula (9).
We get
Then we can see that
Moreover, by using (8) we get also lim
As a by product we get the following lemma.
Lemma 3.5 (Zeta-Riemann modulus in the critical strip).
• The non-negative real-valued function |ζ(s)| : C → R is analytic in the critical strip.
• Furthermore, on the critical line, namely when ℜ(s) = • We call completed Riemann zeta function the holomorphic function in (12).
This has the effect of removing the zeros at the even negative numbers of ζ(s), and adding a pole at s = 0.
•ζ(s) satisfies the functional equation (13).
(13)ζ(s) =ζ(1 − s).
• The Riemann hypothesis is equivalent to the statement that all the zeros ofζ(s) lie in the critical line ℜ(s) = In order to conclude the proof of Theorem 3.1 we shall recast the completed Riemann zeta functionζ(s) as a mapping between quantum 1-spheres in the category Q of quantum manifolds as introduced by A. Prástaro. 7 We shall use the following lemmas.
Lemma 3.8. A divisor of a Riemann surface X is a finite linear combination of points of X with integer coefficients. Any meromorphic function φ on X, gives rise to a divisor denoted (φ) defined as (φ) = q∈R(φ) n, where R(φ) is the set of all zeros and poles of φ, and n q = m if q is a zero of order m −m if q is a pole of order m If X is a compact Riemann surface, then R(φ) is finite. We call n q the degree of φ at q, and we write also (φ) q = n q . The degree (or index) of the divisor (φ) is defined by deg(φ) = q∈R(φ) n q = q∈R(φ) (φ) q ∈ Z. If q is neither a pole or zero of φ, then we write (φ) q = 0. With respect to this, we can write deg(φ) = q∈X (φ) q ∈ Z.Let φ be a global meromorphic function φ on the compact Riemann surface X, then deg(φ) = 0.
Proof. This result is standard. (See, e.g. [2, 4, 5] .) 7 For information on quantum manifolds see [6, 7] and related papers quoted therein. Let us emphasize that in this paper the quantum algebra considered is just A = C, and the quantum 1-sphereŜ 1 coincides with the well known Riemann sphere or with the so-called complex projective line. (By following this approach we can also generalize the Riemann zeta function to the category Q, when the fundamental quantum algebra is not more commutative, hence does not coincide with C, as happens in the case of quantum-complex manifolds. But this further generalization goes outside purposes of this paper, focused on the proof of the Riemann hypothesis.) Lemma 3.9. The completed zeta Riemann functionζ : C → C, identifies a quantum mappingζ :Ŝ 1 →Ŝ 1 that we call quantum-complex zeta Riemann function. This is a meromorphic function between two Riemann spheres, with two simple poles and two simple zeros.
Proof. In fact one has the local commutative diagram (14).
is the unique meromorphic functionζ :Ŝ 1 →Ŝ 1 having the same poles at finite ofζ, the two symmetric zeros ofζ lying on the critical line and nearest to the x-axis, and such that for a fixed s 0 ∈ C one has satisfied condition (15).
More precisely the functionζ(s) is a meromorphic function having two simple poles for s = 0, 1. (See Appendix below for an explicit proof.) Therefore, the process of Alexandrov compactification produces the reduction to only two zeros on the critical circle, S 1 ⊂Ŝ 1 , i.e., the compactified critical line, by an universal covering induced phenomena. 8 The situation is pictured in Fig. 1 .
From Lemma 3.9 we can state that passing from the functionζ toζ, all zeros ofζ on the critical line converge to two zeros only. Furthermore, no further zeros can havẽ ζ outside the critical line, otherwise they should converge to some other zeros ofζ, outside the critical line. But such zeros ofζ cannot exist since all possible zeros ofζ are reduced to two only, and these are just the ones considered on the critical circle Γ. By conclusion the zeta Riemann function ζ cannot have zeros outside the critical line. Therefore, the Riemann hypothesis is true.
Appendix: Proof thatζ(s) :Ŝ 1 →Ŝ 1 is a meromorphic function with two zeros and two simple poles at finite. Let us denote by Z(ζ) ⊂ C and P ol(ζ) ⊂ C respectively the set of zeros and poles ofζ.ζ identifies a canonical mapping, yet denoted byζ : C →Ŝ 1 = C {∞}, that is a C-quantum mapping, (i.e., a holomorphic mapping) relative to the structure of C-quantum manifold of both C andŜ 1 . One has P ol(ζ) =ζ −1 (∞), and Z(ζ) = ζ −1 (0), if 0 ∈ C. Let us denote by (ζ) p the degree ofζ at the point p ∈ C. Then one has
8 Let us note thatζ(s = 1 2 + it) ≡ζ(t) ∈ R, namelyζ(s) on the critical line is a real valued function. This follows directly from the functional equation (13). In fact,ζ(
+ it)) = 0. Fig. 1 . Representation of the numerical functionζ, restricted to the critical lineζ| R : R → R (figure on the left), and representation of the covering R =ζ(R) →ζ(S 1 ) = S 1 ⊂Ŝ 1 . In the figure on the left is reported also the point baseζ(t = 0) =ζ( on the x-axis in C, (ℑ(s) = 0). The two red points on Γ are the two zeros ofζ(s). The red points on the curve covering Γ, represent the zeros ofζ(s), on the critical line. All these project on the two red points on Γ. Proof. We shall consider some lemmas.
Lemma 3.11 (Unique presentation by poles). Let f :Ŝ 1 →Ŝ 1 be a meromorphic mapping, i.e., f is not a constant map f (z) = ∞, ∀z ∈Ŝ 1 . Then f is uniquely expressible as
where p(z) is a polynomial, the c ij are constants and p i ∈ P ol(f | C ), i.e., p i are the finite poles of f . Since ♯(P ol(ζ)) < ℵ 0 , the above sum is finite.
Proof. Even if this and some other lemma in this proof are standard, we will sketch a proof to better clarify the proof of Theorem 3.10. Since f is meromorphic, it admits a convergent Laurent expression near a pole p.
The negative powers form the principal part f p (z) of the series. The poles are isolated and the compactness ofŜ 1 implies that ♯(P ol(ζ)) < ℵ 0 . Set ψ(z) = f (z) − pi∈P ol(ζ) f pi . Then ψ(z) is a meromorphic function with poles only at ∞. Let us consider the representation of ψ(z) in the open neighborhood of ∞ ∈Ŝ 1 , i.e., in the standard chart (Ŝ 1 \ {0}, ϕ(z) = 1 w ). We get
Then ψ(w) − ψ 0 (w) = k≥0 a k w k is a holomorphic function without poles onŜ 1 . We can use the following lemmas.
Lemma 3.12. Every holomorphic function defined everywhere on a compact connected Riemann surface is constant.
Proof. This is standard.
Therefore we can conclude that ψ(w) − ψ 0 (w) = C ∈ C. By conclusion ψ(z) is a polynomial in the neighborhood of ∞:
Lemma 3.13 (Unique presentation by zeros and poles). A meromorphic function f :Ŝ 1 →Ŝ 1 has a unique expression
Here h i and k j are the multiplicities of zero and poles at finite. Furthermore one has ♯(Z(f )) = ♯(P ol(f )).
Proof. The function
is a meromorpohic function onŜ 1 without zeros and poles in C. But a polynomial without roots in C is a constant c ∈ C, hence we get the expression (16). From (16) we can obtain the behaviour of f (z) in the standard chart (
Therefore if the number n of finite zeros and the number m of finite poles are such that n − m > 0 (resp. n − m < 0) f :Ŝ 1 →Ŝ 1 has at ∞, a pole (resp. a zero) of order n − m (resp. m − n). In the first case (resp. second case) we get that the number of poles is m + (n − m) = n equal to the number of zeros (resp. the number of zero is n + (m − n) = m equal to the number of poles)
We have also the following lemmas.
Lemma 3.14. Two meromorphic functions on a compact Riemann surfaces having the same principal part at each of their poles must differ by a constant.
Lemma 3.15. Two meromorphic functions on a compact Riemann surfaces having the same poles and zeros (multiplicities included) must differ by a constant factor.
Let us assume, now, thatζ :Ŝ 1 →Ŝ 1 is a meromorphic function having n simple zeros at finite coinciding with the ones ofζ that are nearest to the x-axis (ℑ(s) = 0) in the C-plane. Let us assume that the poles ofζ at finite are in correspondence one-to-one with the poles {0, 1} ofζ, by means of the stereographic projection S 1 → C. By resuming we assume that ♯(Z f inite (ζ)) = ♯({z 1 , · · · , z n }) = n > ♯(P ol f inite (ζ)) = 2 = m. Then from above results we get thatζ is uniquely identified, up to a multiplicative constant c, by the following expression:
We know also that such a meromorphic functionζ :Ŝ 1 →Ŝ 1 , has a pole of order n − 2 at ∞. Furthermore we can fix the constant c by imposing that at some finite point s 0 ∈ C, one hasζ(s 0 ) =ζ(s 0 ). We can, for example take s 0 = 1 2 . Then we have:
Note that the set of zeros ofζ is not finite, sinceζ is a meromorphic function on the noncompact Riemann surface C. 10 Then the meromorphic functionζ :Ŝ 1 →Ŝ 1 satisfies the condition n − (2 + n − 2) = 0 = deg(ζ). From above calculations it should appear thatζ(s) has a pole of order n − 2 at ∞. On the other hand we can considerŜ 1 = D − D + , with D + (resp. D − ) a little disk centered at ∞ (resp. D − a disk centered at 0) and with Ξ = ∂D + = ∂D − ≈ S 1 . We can assume that ζ(s) has not zeros in D + . In fact since ♯(Z(ζ)) < ℵ 0 , and we can exclude that ∞ ∈ Z(ζ), we can draw a little circle Ξ around ∞ ∈Ŝ 1 , such that Ξ = ∂D + , and such in D + do not fall zeros ofζ(s). Then we get deg(ζ| D− ) = n − 2 = 0, 9 We have used the following valuations: π ) ≈ −1.4603. 10 A meromorphic function f : X → C, can have ♯(Z(f )) = ℵ 0 . For example ♯(Z(ζ)) = ℵ 0 , since its trivial zeros are numbered by even negative integers, and zeros over the critical line were proved to be infinite by G. H. Hardy [3] . As a by product it follows that ♯(Z(ζ)) = ℵ 0 . hence n = 2. As a by product we get that ∞ is a pole of degree 0, namely it is a regular value since lim w→0 w 0 = 1. Thereforeζ in order to be a meromorphic functionζ :Ŝ 1 →Ŝ 1 , with finite poles 0 and 1, and some zeros ofζ, must have only two finite zeros inŜ 1 . This means that in order to identify such a meromorphic function we can choice two symmetric zeros on the critical line (or circle) exactly corresponding to the two symmetric zeros on the critical line ofζ, that are nearest to the x-axis (x = ℑ(s) = 0). We call such mapping the quantum-complex zeta Riemann function.
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Remark 3.16. From the above proof it follows that the relation between the two meromorphic mappingsζ : C → C andζ :Ŝ 1 →Ŝ 1 is a covering as represented by the commutative diagram (14). In Fig. 2 is represented the critical circle Γ ⊂Ŝ 1 by means of the stereographic projection of the critical line s = 1 2 in the complex plane C ∼ = R 2 . There are also represented the first two zeros on Γ, besides some other symmetric couple of zeros identified by zeros ofζ on the critical lines.
