Abstract The purpose of this paper is to demonstrate the application of particle swarm optimization to a realistic multidisciplinary optimization test problem. The paper's new contributions to multidisciplinary optimization are the application of a new algorithm for dealing with the unique challenges associated with multidisciplinary optimization problems, and recommendations for the utilization of the algorithm in future multidisciplinary optimization applications. The selected example is a bi-level optimization problem that demonstrates severe numerical noise and has a combination of continuous and discrete design variables. The use of traditional gradient-based optimization algorithms is thus not practical. The numerical results presented indicate that the particle swarm optimization algorithm is able to reliably find the optimum design for the problem presented. The algorithm is capable of dealing with the unique challenges posed by multidisciplinary optimization, as well as the numerical noise and discrete variables present in the current example problem.
Introduction
Particle Swarm Optimization (PSO) is a recent addition to a growing collection of non-gradient based, probabilistic search algorithms. Some examples of well-known and widely used algorithms include genetic algorithms (e.g., Michalewicz and Dasgupta 1997) , which model Darwin's principle of the survival of the fittest, and simulated annealing (e.g., Nemhauser and Wolsey 1988) , which models the equilibrium of large numbers of atoms during an annealing process. Although this class of algorithms typically requires many more function evaluations than comparable gradient-based algorithms, they do provide the designer with several attractive characteristics and have attracted much interest in recent years. For example, these algorithms are generally easy to implement, can efficiently make use of large numbers of parallel processors, do not require continuity of response functions, and are better suited to finding global or nearglobal solutions. Although these non-gradient-based algorithms provide the designer with several advantages, they should be applied with care. Due to their high computational cost these algorithms should only be used when a gradient-based algorithm is not a viable alternative, such as for integer/discrete and discontinuous problems.
Many non-gradient-based search algorithms are based on some natural phenomena and PSO is no exception. Particle swarm optimization is based on a simplified social model that is closely tied to swarming theory and was first introduced by Kennedy and Eberhart (1995) and Eberhart and Kennedy (1995) . A physical analogy might be a school of fish that is adapting to its environment. In this analogy each fish makes use of its own memory, as well as knowledge gained by the school as a whole, to efficiently adapt to its environment. Although the PSO algorithm has been applied to a wide range of engineering problems in the literature, few structural and, especially, multidisciplinary applications are known. Examples include those of Fourie and Groenwold, who applied the algorithm to structural shape and sizing (Fourie and Groenwold 2000) and to topology optimization (Fourie and Groenwold 2001) problems.
The authors have investigated the basic PSO algorithm and applied the algorithm to the minimum weight design of a ten design variable cantilevered beam problem with integer/design variables (Venter and SobieszczanskiSobieski 2002). The algorithm studied include a convergence criterion, dealing with constrained and integer/discrete problems and automatic adjustment of the problem parameters during the optimization. The present work will build on this previous effort and apply the PSO algorithm to the multidisciplinary optimization of a typical transport aircraft wing. The example considered here makes use of a bi-level approach to perform the system level optimization of an aircraft for maximum range, accounting for the trade-off between the aerodynamic drag and the structural weight. In this formulation the aerodynamic optimization is performed at the system level and the structural optimization is considered as a sub-problem at the discipline level. The example problem includes discrete design variables for which function evaluations can be performed only at specific discrete points, and for which no gradient information exists between the possible discrete values. Discrete design variables of this type can be referred to as "truly" discrete design variables. The motivation for using PSO in the present design problem is the presence of these "truly" discrete design variables and severe numerical noise, which make the use of a gradient-based optimizer impractical.
Particle swarm optimization algorithm
Particle swarm optimization is based on the social behavior that a population of individuals adapts to its environment by returning to promising regions that have previously been discovered (Kennedy and Spears 1998). This adaptation to the environment is a stochastic process that depends on both the memory of each individual as well as the knowledge gained by the population.
Basic algorithm
In the numerical implementation of this simplified social model, the population is referred to as a swarm and each individual as a particle. The numerical implementation repeatedly updates the position of each particle over a time period to simulate the adaptation of the swarm to the environment. The position of each particle is updated using the current position, a velocity vector, and a time increment. The process can be outlined as follows:
1. Create an initial swarm, with a random distribution and random initial velocities.
2. Calculate a velocity vector for each particle, using the particle's memory and the knowledge gained by the swarm. 3. Update the position of each particle, using its velocity vector and previous position. 4. Go to Step 2 and repeat until convergence.
The new position of each particle at iteration k + 1 is calculated from
where x i k+1 is the position of particle i at iteration k + 1, v i k+1 is the corresponding velocity vector, and ∆t is the time step value. Throughout the present work a unit time step is used.
The velocity vector of each particle can be obtained from one of many different formulations, depending on the particular PSO algorithm under consideration. In their previous work, the authors examined different schemes for calculating the velocity vector and identified the scheme introduced by Shi and Eberhart (1998) as a good candidate. This formulation is widely used in the literature and is given by
In (2) r 1 and r 2 are random numbers between 0 and 1, p i is the best position found by particle i so far, and p g k is the best position in the swarm at time k. Again, a unit time step (∆t) is used throughout the present work. There are three problem-dependent parameters, the inertia of the particle (w), and two "trust" parameters, c 1 and c 2 . The inertia controls the exploration properties of the algorithm, with larger values facilitating a more global behavior and smaller values facilitating a more local behavior. The trust parameters indicate how much confidence the particle has in itself (c 1 ) and how much confidence it has in the swarm (c 2 ).
The initial swarm is generally created with all particles randomly distributed throughout the design space, each with a random initial velocity vector. In the present work, (3) and (4) are used to obtain the random initial position and velocity vectors,
In (3) and (4), r 3 and r 4 are random numbers between 0 and 1, x min is the vector of lower bounds, and x max is the vector of upper bounds for the design variables.
Implementation details
The PSO algorithm implemented by the authors is discussed in detail in Venter and Sobieszczanski-Sobieski
