Abstract-IP multicast is an efficient means of sending to a group, but the packets are sent unreliably. Some applications, like distributed whiteboard and news articles, require detection and retransmission of lost packets. In order to scale to large groups, localrecovery is necessary to avoid involving the entire group in the repair process for packet losses affecting small regions of the distribution tree. While many current research efforts have attempted to devise local recoveryschemes that rely only on the existing service model, we believe that extending the multicast forwarding service could enable viable and highly scalable local recovery mechanisms. To investigate this open issue, we propose a new randomized forwarding service called randomcast, and build upon it a loss recovery protocol called Search Party. Starting with the local recoverystructure ofthe very scalable LMS scheme [l], we use randomized forwarding to greatly improve robustness at a modest cost in overhead and/or retransmission delay (the trade-off between the two costs is finetunable). Analysis predicts that as the group size N increases, overhead will increase by at most log N and retransmission delay will be unaffected. Simulation experiments show that both increase very little as N grows from 8 to 64, and confirm the tunability of the trade-off.
I. INTRODUCTION
The I F ' multicast service [2] allows a source to send packets unreliably to a group of N members much more efficiently than sending N unicast packets. Some applications, like real-time audio and video broadcasting, are delay-sensitive and loss-tolerant, and thus well-suited to IP multicast service. But other applications that could benefit from efficient multicasting require reliable delivery. Some are real-time, like distributed whiteboard [3] and multiplayer games, while others are bulk transfers, like software updates and news articles. To support these applications, we need a reliable multicast protocol that performs foss recovery-the detection and retransmission of lost packets. While a reliable multicast protocol should also perfom congestion avoidance [4], this paper restricts its attention to loss recovery. A good summary of reliable multicast work is included in [SI.
A. Model
In order to discuss multicast forwarding, we will refer to the following model of the intemet. An intemet topology is a bipartite graph in which the nodes are routers and networks, and the edges are interjiaces. Each interface connects a router to a network. Packets originate and terminate at endpoints. In reality an endpoint lies within a router (usually a degenerate router called an "end host"), but we will consider the endpoint to be adjacent to the router. Multicast packets are forwarded from a source to group members along a distribution tree. For each , sourcdgroup pair, there is a tree (a subgraph of the intemet topology) in which the source is the root' and the members are the leaves (Fig. 1) . When a packet amves at a node, a copy of the packet is forwarded to each child. Whenever a packet is lost, it fails to reach the members in the loss subtree--the subtree below the point where the loss occurred.
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'Some proposed multicast routing protocols like PIM [6] , CBT [7] , and BGMP [8] can use shared trees, in which the source is not the root, but this paper focuses on source-rooted trees. See section VII-B for more discussion of shared trees. 
B. Implosion
If a loss recovery schemeis to scale to arbitrarily large groups, its first task is to avoid the well-known implosion effect. Reliable protocols designed for a single sender and receiver are often based on automatic repeat request (ARQ), where the receiver sends feedback to the sender, so the sender knows when it needs to send retransmissions. But if we extend ARQ to multicast, and multiple receivers send feedback to a single sender, the resulting implosion of packets can overwhelm the sender or the network links near it.
Implosion has been successfully addressed in two pioneering works on reliable multicast. Scalable Reliable Multicast (SRM) [3] uses multicast damping. Members multicast repair requests to the entire group, but use random timers to ensure that only about one request is sent at a time. Other members waiting to send the same request see the first one and suppress their own. Any member capable of responding to a request may do so, and random timers are used again to limit the number of responses to about one.
The Reliable Multicast Transport Protocol (RMTP) [9] avoids implosion via ACKfusion. The members are organizedinto a hierarchy. ACKs are sent not to the source, but to the parent member, who merges the ACKS before sending them to its own parent.
C. Local Recovery
After implosion avoidance, another essential task is local recovery. If a lost packet affecting a relatively small subtree triggers a recovery effort involving the sender, or involving too much of the tree, the protocol cannot scale to arbitrarily large trees.
SRM implementations do not yet provide local recovery, because every recovery involves the entire tree. Section 7.2 of [3] sketches a few potential ideas for local recovery in SRM, but their efficacy is not evaluated.
In RMTP, intemal nodes in the hierarchy (called Designated Re- ceivers) send retransmissions from their data caches. RMTP therefore provides local recovery if the hierarchy of members is closely correlated to the multicast distribution tree. However, information about the topology is not available above the routing layer, so it is not clear how the hierarchy can be constructed, nor how it can track routing changes. A mechanism proposed in RMTP to aid in local recovery is subtree multicast, which defines a new IP packet type to let any host tunnel a multicast packet to a router, allowing the host to send a packet to a subtree rooted at any router in a multicast tree.
D. LMS
Lightweight Multicast Services (LMS) [I] provides implosion avoidance and local recovery like RMTP, but unlike RMTP it uses the multicast tree itself rather than a separate hierarchy, and thereby circumvents the need to construct and maintain the hierarchy. To make this possible LMS extends the routers with a new but simple forwarding service. Each router in a multicast tree selects one of its child links to be its replier link. (LMS is described in terms of point-to-point links rather than networks and interfaces.) A packet received from a non-replier link is forwarded to the replier link, while a packet received from the replier link is forwarded to the parent. When a member detects a lost packet, it uses this forwarding service to send a request for a retransmission. The remarkable consequence of the forwarding rule is that when every member in a loss subtree issues a request for the missing packet, exactly one request will escape the subtree, even though no one (not even the routers) knows where the loss occurred or how many requests were sent. The other requests go to members inside the loss subtree, who are unable to respond (Fig. 2) .
The router that bounces an upward-moving request back downward is called the turning point (notice that a request packet can reverse direction at most once). The mming point router inserts into the request its own address and an identifier for the link on which the request arrived. This allows the recipient of the escapingrequest to respond with a directedmulticast packet, which is very similar to a subtree multicast packet, except that it also includes the link ID, which is used by the turning point router to further restrict the audience. Whereas the subtree multicast service forwards a packet to a subtree rooted at a router, directed multicast service forwards a packet to a subtree rooted at a link. When the loss occurs on a non-replier link, the response goes only to the loss subtree; when the loss occurs on a replier link, the tuming point is higher than necessary and the response goes to a larger subtree.
Even though the LMS design introduces new network functionality, the extensions in no way violate clean layering principles-the routers do not see any transport-layer information like sequence numbers, nor do the endpoints know anything about topology.
E. Robustness and Randomization
Although LMS does not construct an explicit hierarchy like RMTP, there is still an implicit hierarchy: every subtree has just one member who sends requests on its behalf and one member who responds to them. Therefore both schemes suffer from concentration of responsibility, because a single member bears the entire burden of sending retransmissions for a particular lossy link, and one malfunctioning member can adversely affect a large number of other members below it in the hierarchy. Also, in LMS the locality of retransmissions depends heavily on where losses occur and on which links are chosen to be replier links.
Robustness can be improved through randomization. If requests are directed to other members chosen randomly rather than deterministically, responsibility is diffused, and it becomes impossible for one malfunctioning member to have a significant impact on a large number of other members. Whereas LMS uses a simple deterministic forwarding service, we propose a simple randomized forwarding service called randomcast, and show one approach that exploits randomcast to build a scalable, efficient, and robust multicast loss recovery protocol called Search Party.
E Search Party Overview
Search Party follows the structure of LMS: requests for retransmissions are sent up the tree toward the root and bounced back down with inserted information about the tuming point. Unlike LMS, Search Party requests are forwarded randomly with randomcast. As in LMS, responses are sent to the subtree below the interface through which the request arrived at the turning point node. Randomizing the routing of requests trades off performance (a constant factor) for increased robustness. Because responsibility is diffused evenly throughout the group, a malfunctioning member has a limited impact on its near neighbors, and a vanishing effect on the entire group. Also, the burden of sending retransmissions for a particular lossy link is shared among many members, rather than a single replier or designated receiver. The performance penalty takes the form of increased retransmission delay andor increased recovery overhead, and applications with varying delay sensitivities can fine-tune the trade-off between the two.
When a member detects aloss, it continually sends requests until a retransmission arrives. In effect, each member conducts a random search for the missing data. Because no one knows where the loss occurred, no one knows how broad a search ought to be conducted; however, because all and only those members affected by the loss participate in the search, they automatically form a searchparty of just the right size and scope.
In the remainder of this paper, we present the details of Search Party and randomcast. Sections I1 and I11 describe randomcast and subcast forwarding, and section IV explains the loss recovery protocol built upon them. Results of analysis and simulation are presented in sections V and VI. Plans for future work appear in section VII, and conclusions in section VIII.
RANDOMCAST FORWARDING
Randomcast is a proposed new service that forwards packets randomly inside a multicast distribution tree. A regular multicast packet contains a multicast group address and a source address, which routers use to infer which distribution tree to use, but the mapping from sourcdgroup to tree is private to the routers (it may be a source-rooted tree or a shared tree). A randomcast packet specifies the tree explicitly by including a root address. When a randomcast packet arrives at a node, it may be forwarded' to any neighbor in the tree except the one the packet came from. Whenever a node acts as a tuming point (receives a randomcast packet from a child and forwards it to another child), it inserts into the packet information sufficient to address the subtree below the arrival interface (see section 111).
'This is not a problem if the node is a router, but is slightly tricky if the node is a network, because networks are generally not intelligent. The best solution is to have routers adjacent to the network perform the forwarding decisions on the network's behalf. Altematively, networks can be ignored, and routers can be considered neighbors of each other. The probability distribution used to select the outgoing interface is critical to the behavior of systems using the randomcast service. We evaluated two distributions: uniform, and weighted by subtree population. We found that the weighted distribution is better for choosing between the parent and children, while uniform distribution is better for choosing among children.
20% -

10% -
0-
20%
A. Parent or Child?
When a randomcast packet arrives at a node X from a child C, the node first decides whether to forward the packet to the parent or to another child. If the distribution is uniform, the probability that the parent is selected is l / c , where c is the number of children of X . (The probability is not l / ( c + 1) because the node is forbidden from returning the packet to the child it came from.) If the distribution is weighted by subtree population, the probability that the parent is se-
, where L ( ) denotes the number of leaves descended from a node (1 if the node is itself a leaf). An essential feature of both distributions is that the sum of the probabilities over all the children is 1.
Some multicast routing protocols already require routers to be aware of their children in the tree, so each router could occasionally communicate with its children and obtain a count of the number of leaves below each one, computing the sum for its own use and its parent's. The EXPRESS multicast service proposal [ 101 suggests that routers keep track of subtree populations. The uniform distribution does not require knowledge of subtree populations, but the weighted distribution has two attractive properties.
First, the probability that a randomcast packet originating at any leaf well-known that as n increases while np remains constant, the the binomial distribution assymptotically approaches the Poisson distribution with X = np. Therefore, as L increases, the probability that k packets escape approaches & (which is independent of L). The Poisson distribution is fairly narrow, as shown in figure 3 , meaning that the number of escapees is fairly predictable. The binomial distribution is slightly narrower for smaller subtrees, but even with only six leaves it has about the same shape, as shown in Fig. 4 . The second attractive property of the weighted distribution is locality.
Consider the scenario of Fig. 5 . With a uniform distribution, there is a 50% chance that a request from the smaller subtree will be forwarded to X's parent, causing the response to be delivered to the members in both subtrees, of which 99% are not interested. With a weighted distribution, there would be only a 1% chance of this undesirable occurrence. If the loss occurs just above the larger subtree, the weighted distribution will almost always forward the request to X's parent, but the response will still be of interest to 99% of the recipients. Thus, for the choice between parent and children, Search Party uses the weighted distribution.
B. Which Child?
When a packet is to be forwarded by a node X to one of its children, either becauseit arrived from the parent or because the node has already decided against forwarding to the parent, there is again a choice between uniform and weighted distributions. With a uniform distribution, the probability of selecting child C is 1/c or l / ( c -1 ) depending on whether the packet arrived from a child (and is therefore forbidden from being forwarded to that child). With a weighted distribution, the probability is L ( C ) / L ( X ) if the packet arrived from the parent. If the packet arrived from child A, the probability that it gets forwarded to child C
It follows that before the node has decided whether to forward to the parent, if it is using a weighted distribution for both choices, the probability that it forwards to C is L
( C ) / L ( X ) .
A nodeusing the weighteddistribution for selecting children will tend to distribute randomcast packets evenly among its descendent leaves, but packets from many incoming edges can get concentrated onto one outgoing edge. If that happens several times in a succession of nodes, the downward traffic on a single edge could grow exponentially. With the uniform distribution, a node distributes packets evenly among its downward edges, avoiding that hazard. Because trees with more leaves tend to be deeper, the weighted distribution will tend to route packets to farther away leaves, whereas the uniform distribution will tend to choose shorter paths, leading to smaller round-trip times. For these reasons, Search Party uses the uniform distribution for selecting children.
SUBCAST FORWARDING
Subtree multicast, proposed for use with RMTP, and directed multicast, used by LMS, are similar services. We use the generic term subcast to refer to any forwarding service that allows packets to be sent to a subtree. Recall from section I-A that the nodes of an intemet topology altemate between routers and networks, so that either may be the root of a subtree. Ideally, subcast would support both router-rooted and networkrooted subtrees; if not, a loss just above a non-addressable node X will have to be treated as c losses, one above each of X's child nodes.
The root node of the destination subtree is called the exploder. There are at least two ways the sender of a subcast packet could specify the desired exploder: by address, or by distance. If addresses are used, a member can subcast a packet to a subtree that it does not belong to, as required by LMS and Search Party. If distances are used, the exploder must be on the path from the member to the root, so a member can subcast only to subtrees that it belongs to. In this case, there is a simple workaround: a response can be sent indirectly via unicast to the requestor, who then relays the response via subcast to the desired subtree. Therefore, Search Party does not constrain the design of the subcast service.
Iv. LOSS RECOVERY PROTOCOL
A. Basic Operation
Search Party is an error recovery protocol built on top of the randomcast and subcast forwarding services. Each group member is responsible for detecting missing packets and for obtaining retransmissions by sending requests until a response arrives.
A member is able to detect losses because the source continually multicasts updates that contain sufficient state information, like the greatest sequence number sent so far. Every data message should include an update, but during lulls in the data stream standalone updates must be sent to allow detection of tail losses.
Because the intemet can reorder packets, each member must estimate the delay variance, which it can do if the source puts a timestamp in every update3. Each member chooses as a foss detection threshhold a multiple of the estimated standard deviation of the delay. After observing a gap in the data, the member waits for the threshhold to elapse before concluding that a packet has been lost. The choice of multiplier is a trade-off between delay and probability of false detection. If the network layer were to provide almost-always-in-order delivery, a threshhold of zero would be sensible.
After a member detects a loss, it acts as a requestor, emitting randomcast requestpackets as a Poisson process with mean rate4 p until it gets a corresponding response packet. Like the loss detection threshhold, p is a trade-off between overhead and delay. If requests are sent more often, the expected time to escape the loss subtree is lower, but more requests are likely to escape unnecessarily and generate duplicate responses. Each member may choose its own value of p. During a recovery, the effective p value is the average over all members in the loss subtree. Any member who receives a request acts as a responder. If the responder has the requested data, it subcasts a response packet to the subtree indicated in the request, otherwise it does nothing. When the source receives a request, it behaves the same way a member would, except that it uses multicast rather than subcast (the request has no tuming point).
The following sections provide more details of the protocol, pertaining to response time estimation, refined requestor and responder behavior, and message stability.
B. Response Time Estimation
If a request generates a response, the amount of time between the emission of the request and the reception of the response by the requestor is called the response time (r) . Each member must estimate the expected response time (both the mean and variance) for recoveries involving that member, for reasons to be given. The best-guess estimate is called i , and the estimate of the upper bound5 (at some confidencelevel) is called rhi. Suppose a requestor puts a timestamp in an outgoing request, and the timestamp is copied into the response by the responder. This allows the requestor, upon receiving the response, to calculate the response time6. It does not, however, allow the other recipients of the response to calculate the response time. We could have the requestor announce the response time via a subcast packet, but we can avoid that extra traffic by altering the representation of the timestamp.
Let every update contain a unique ID, and every request contain a time reference, which is a pair of numbers: the ID of the most recently received update, and an offset, which is the time difference between the reception of that update and the sending of the request. Every response contains a time reference copied from the request. The requestor can calculate the response time r from the time tresp that the response is received, the time tref that the referenced update was received (if it was received), and the offset:
Furthermore, every recipient of the response can perform the same calculation and get approximately the same result, because the difference between the times two members receive a packet is usually about the same for any multicast or subcast packet, so the variations in tresp and tref will cancel out.
C. Null Requests
If loss rates are low, there may be inadequate losses to generate accurate response time estimates. To allow adaptation to continue in the face of low loss rates, members may send null requests as a Poisson process with mean rate p. A null request always generates a null response. If every member chooses the same p, every member can expect to receive null responses at a rate between p and p . (1 + In N) , where N is the number of members. The responses will have turning points distributed evenly over the balanced heights of the tree, so there will be samples representing the full range of possible response times. The baluncedheight of a node X is In L ( X ) ; for any balanced tree, the balanced height is proportional to the actual height. Like p values, p values effectively get averaged: a member's choice of p affects itself most, and other members decreasingly with distance.
D. Request Burst
One use of the response time estimates is to refine the request behavior. According to the earlier description, a requestor sends requests as a Poisson process until a response arrives. Therefore, requests scheduled 5The upper boundcan be estimated as the mean plus some multiple of the standard deviation. 61t is not sufficient for the requestor to remember when the request was sent, rather than insert a timestamp, because it sends multiple requests that must be disambiguated [13] .
to be sent after the response arrives will not be sent, but requests scheduled to be sent before the response arrives are destined to be sent, so they might as well have been sent as soon as the loss was detected, to reduce the recovery time. Of course, the requestor does not know ahead of time when the response will arrive, but it can take a reasonably conservative guess that it will be at least i after the loss is detected. The requestor expects to send i p requests during the first i , so it should send them a burst when the loss is detected, then wait i before beginning the Poisson process. Note that i p is generally not an integer; the requestor issues trunc(?p) requests, plus one more with probability frac(ip). The request burst can decrease retransmission delay and duplicate responses if the loss detections happen at about the same time, and the actual response times are all about the same. If this is not the case, the burst will not significantly alter the aggregate behavior of the members, compared to the original Poisson-only strategy.
E. Intemal Response Suppression
There is a problem with duplicate responses coming from inside the loss subtree. Before any response arrives, requests are circulating inside the loss subtree, arriving at members who, being inside the loss subtree and lacking the data, ignore the requests. But when the first response arrives, there are requests are already in flight, about to arrive at members who just now received the same retransmission that has already satisfied the requestors. We do not wish for these requests to generate responses.
To prevent these intemal duplicate responses, each member remembers the last time it received a retransmission of the data, and ignores requests that predate the retransmission. If a responder has the requested data, and has seen a retransmission of the requested data, it maps the request's time reference to a moment treq = tref + ofiset, and compares treq to the arrival time trtx of the most recent retransmission of the requested data7. If it were the requestor performing the comparison, then obviously the request has already been satisfied iff treq 5 trtx.
It is actually the responder who performs the comparison, but because the difference between the times two members receive a packet is usually about the same for any multicast or subcast packet, the variations in trtx and tref will cancel out. To allow for some noise, the responder compares treq -trtx against a positive threshhold rather than zero.
The threshhold is a multiple of the combination of the requestor's and responder's estimated standard deviations of data packet delay, so the requestor must include its estimate in the request packet. Becausevariances tend to be additive, standard deviations are combined as follows:
R Message Stabiliv
When may the source and members delete old data and associated state information? If the source wishes to insure that all members receive the data, there must be a group membership protocol and a scheme for merging ACKs, problems not addressed by Search Party. If it is left to each member to insure that it has received all the data, a simple coursegrain timeout may suffice. The source discards old data when the deletion timeout expires, and includes information in the updates so that members can discard their old data also. If a member cannot recover some lost data before it is discarded, it might mean that the information is too old to be useful anyway, or that something is so seriously broken that an entirely different avenue for obtaining the information should be tried instead, like fetching from an archive.
V. PERFORMANCE ANALYSIS
An application using Search Party must choose the rate at which it sends requests. timates, but what function? Before we can answer that question, we need to understand the effects that these variables ( p , i , r h i ) have on the performance of the system after a loss. Sections V-A through V-D give analytic results for four effects: response duplication, request traffic, response locality, and retransmission delay. Section V-E then shows how the equations can be used to tune p .
In order to make the analysis tractable, we make the following simplifying assumptions:
Every member in the loss subtree detects the loss at the same @ Every member in the loss subtree has the same value for 9. The response time r is the same for every escapee (request that A response arrives simultaneously at all members. Requests and responses are not lost.
time, called time 0.
escapes) from the loss subtree.
These assumptions are approximations, so the results they imply are approximations. The results are stated here without proof; the proofs and derivations appear in the appendix of [ 141.
A. Response Duplication
After a loss is detected, members in the loss subtree send requests until the first response arrives. The members then stop sending requests, but some of the requests already in flight can escape the loss subtree and generate duplicate responses. Let p denote the average request rate among the members in the loss subtree. If r 5 i , the expected number of escapees (and hence, responses) is
If r 2 i , the expected number of escapees is Our best guess is r = i , at which point the two expressions are equal, yielding A pessimistic prediction is r = r h i > P, yielding
If the network is not working at time 0 (perhaps because the loss was caused by a persistent malfunction), all of the immediate requests will be lost, rendering the request burst ineffective. The expectednumber of escapees is then z(r) = 1 + rp which is worse (greater) if r 2 i , though not necessarily if r < i .
Therefore, an extra-pessimistic prediction is
This prediction is an especially safe upper bound on z, because it does not rely on the network working at time 0, nor on the accuracy of i , and assumes that the response time of every escapee is r h i , though in actuality almost all will be less than r h i .
B. Request TrafJic
During a recovery, members inside the loss subtree receive requests that they ignore. Let L be the number of leaves in the loss subtree. Since each request has a 1/ L chance of escaping, and the expected number of escapees is 2, the expected number of requests generated must be zL.
The E . (L -1) requests that do not escape are redistributed among the L leaves. Therefore, on average, a member in the loss subtree expects to receive about the same number (z) of requests as responses.
During the recovery each edge in the loss subtree carries upward request traffic with mean rate equal to the average p value among the members below itself. Above the loss point, the request traffic dissipates-this is the sense in which the search for the missing data automatically has the proper scope, even though no one knows where the loss occurred. If each member uses the same p value, the downward request traffic on each edge in the loss subtree must be less than 2p. Although the p values are not necessarily the same, this result shows that the randomcast routing itself does not concentrate request traffic. As a corollary, the null request traffic on every edge is p upward and less than 2p downward.
C. Response Locality
Reference [ 11 defines exposure as the ratio of the number of members who receive a response over the number of members in the loss subtree. Exposure is thus a measure of non-locality, and perfect locality corresponds to an exposure of 1. For Search Party, the expected exposure of a loss depends on the topology, but cannot exceed 1 + In $.
For comparison with LMS, consider a balanced tree with losses equally likely on all edges. In this scenario, LMS gives upward-moving requests a l / c chance of continuing upward. Search Party also gives a 1/c chance (regardless of how losses are distributed), so the expected exposure is the same (1 + 9 log, g).
Response duplication (see above) and non-locality are orthogonal phenomena that each cause more response packets to be delivered than necessary. The total expansion factor is the product of the individual factors.
D. Retransmission Delay
The probability that no retransmission has arrived before time t is p(t) = e-'P f o r r I t 5 r + i for t < r { l e(r-t)fi f o r t 2 r + i
The middle section of the distribution relies on the effectiveness of the request burst, which is questionable. Therefore, when choosing a p value, applications should consider the probability distribution only for t 2 rhi + e. The best-guess prediction is thus and the pessimistic prediction is The average retransmission delay (expected value o f t when the retransmission arrives) is which is if r 2 P, which works for our best-guess (r = e) and pessimistic (r = rhi) predictions. Of course, the delay cannot be predicted at all if the network is not working at time 0.
Notice that the delay is independent of N . To considerthe asymptotic behavior as r increases, we can ignore the distinction between r, ?, and rhi. Since E is a function of rp, holding z constant makes rp constant, so that the expected retransmission delay is O(r), whereas it was simply r in LMS.
E. Examples of Tuning
we consider three hypothetical applications.
E. 1 News articles
Suppose this application can tolerate long delays, but wants a probability of less than one in a billion that a retransmission will take longer than ten minutes (perhaps because the source will discard the data by To see how application programs can tune p to suit their own needs, then). Round-trip times of more than ten seconds are unheard-of in the intemet, so for simplicity the application could let rhi = 10 s and not bother to estimate it. The request burst (sending Pp requests immediately and then waiting ?) has a negligible benefit when p is small, as it will tum out to be. Therefore, the application could forgo the burst by letting ? = 0 and not bothering to estimate it. The pessimistic delay requirement is e ( r h i -6 0 0 J ) P
The expected number of responses per loss is, extra-pessimistically, z = 1 + rhip = 1.35, but if r has a more realistic value, say I s , then z = 1.04. The expected retransmission delay is, pessimistically, y = rhi + = 38.5s.
E.2 Distributed whiteboard
Suppose this application wants retransmissions to take less than tmax = 2 s from the time the loss is detected, with a failure probability o f p = 10%. The pessimistic delay requirement is
The application must adjust p in response to changesin rhi. Suppose the estimates F and rhi a r e 0 . 2~ a n d 0 . The expected retransmission delay is y(r) = r + ( i + :)e-'" = r + 0.49s = 1.29s (pessimistic) or 0.69s (best-guess). If network performance were to improve, causing rhi to decrease, this application would respond by decreasing p to decrease the overhead while maintaining the delay constraint.
E.3 Multiplayer game
The intemet is already too slow for this application. It wants to spend at most zmsx = 4 responsesper loss, on average, to get retransmissions as quickly as possible. The extra-pessimistic response requirement is z = 1 + r h i p 5 zmax As with the whiteboard application, the game application must adjust p in response to changes in rhi. If we again suppose that? and Thi are 0.2 s and 0.8s respectively, then p = 3.75/s = A. The expected number of responses is 4.00 (extra-pessimistic) or 1.58 (best-guess). The expected retransmission delay is r + 0.22 s = 1.02 s (pessimistic) or 0.42 s (best-guess). The probability that the response has not arrived before time t is shown in Fig. 6 in terms of r. If network performance were to improve, causing Thi to decrease, this application would respond by increasing p to decrease the delay while maintaining the overhead constraint.
E.4 Unified tuning algorithm
The methods used by the whiteboard and game applications for calculating p can be combined into a single algorithm. Let the application choose a target retransmission delay tmaX, an acceptable failure prob- If the application is required to choosep and xmax such that then the library will always be obeying the admonition to use the p(t) distribution only for t 2 fhi + i , because the response constraint will override the delay constraint whenever tmax < 2 F h i .
VI. SIMULATION RESULTS
A. Simulation Specification
link is identical and symmetric:
Simulations were run using ns [ 4.0 n o topologies were used, a balanced binary tree and an unbalanced square tree (Fig. 7) , with sizes varying between 8 and 64 members (ns could not handle 128).
Every run lasts 15 minutes of simulated time, during which 9000 data packets are sent. 
B. Response Duplication
Each curve of Fig. 8 shows, for the game application with 64 members, the number of responses received by one member for each loss it experienced. The losses are situated along the horizontal axis, sorted by number of responses. The number of responses per loss varies between l and 7, with a mean of about l .8, well below the xmax constraint of 4.0 (the application used the extra-pessimistic prediction, which did not come true). There are two members shown for each topology: the one with the maximum mean responses per loss, and the one with the median mean. The maximum and median are very close, and topology makes very little difference. The curves for the whiteboard and news applications (not shown) are similar, but shifted to the right. The whiteboard application got 1 to 4 responsesper loss with a mean of 1.2 to 1.3, while the news application got 1 to 3 responses per loss with a mean of 1.1 to 1.2.
C. Request TrafJic
The analysis predicts that members should receive, on average, as many local requests as local responses (where "local" means pertaining to a loss that the member experienced), and that the requests should not be concentrated at a few members. For the balanced topology, the ratio of local requests to local responses received by any single member (over all losses) varied between 0.4 and 1.1, depending on the application and group size. For the square topology, the ratio varied between 0 and 1.4, depending on the application, group size, and position in the tree.
D. Response Locality
The analysis predicts that exposure (non-locality) depends on topology, but at worst grows as O(1og N). Fig. 9 shows exposure versus group size for all three applications and both topologies. The application makes little difference. The balanced topology shows a modest increase with log N, while the square topology shows a decreasc,possibly because as it grows it becomes less balanced.
E. Retransmission Delay
The application with a delay constraint is the whiteboard. Each curve of Fig. 10 shows, for a group size of 64, the retransmission delay for each loss experienced by one member. The losses are situated along the horizontal axis, sorted by delay. The analysis predicts the shape of the curves (exponential) and that they should all satisfy the delay constraint (10% chance of exceeding 5 s) by passing through the indicated point. There are two members shown for each topology: the one with the maximum delay at the 90th percentile, and the one with the median. The maximum and median are very close, and the topology makes little difference. The small deviation of the curves from the prediction is presumably due to the simplifying assumptions, particularly the neglect of the analysis to account for lost requests and responses.
The analysis predicts that retransmission delay is independent of N , but dependent on the response time r. Because response time grows as the topology scales up, let us normalize the retransmission delay by dividing by the mean round trip time between the member and the source. Fig. 11 shows normalized retransmission delay versus group size for both topologies for the game application, the only one that attempts to maintain a constant overhead. The analysis predicts horizontal curves. The balanced topology shows a small increase with group size, presumably because paths lengthen as the topology grows, increasing the fraction of requests and responses that are lost, which the analysis does not account for. The square topology shows smaller delays, presumably because the average distance between members is smaller compared to the height. Fig. 12 shows the trade-off the game application can make between delay and overhead by choosing different values of zmax. The third point from the right on each curve corresponds to zmax = 4.0 as in the other graphs. For the balanced tree, this operating point gets 1.7 responses per loss compared to 1 for LMS (by construction), and the normalized retransmission delay is about 1.8 compared to 0.9 for LMS, so it is within a factor of 2 of LMS on both axes simultaneously. The unbalanced topology performs better than the balanced one on both axes, but we lack results for LMS on this topology.
VII. FUTURE WORK
A. More Simulations
In order to simulate large groups, ns must be used more efficiently, or another simulator must be used. Also, simulations using real topologies should be conducted. 
B. Shared Trees
This paper has focused on source-rooted trees, but in practice IP multicast will also use shared trees, in which the source is not the root of the distribution tree, but is rather a lea?. If we can arrange for the root of the tree, when it decides to forward a randomcast packet "upward", to tunnel the packet to the source, then the search party approach should still work. For all edges except those on the path between the source and root, "toward the source" and "toward the root" are the same, so most recovery behavior will be unaffected. When a loss occurs on the way from the source to the root, there will not be a loss subtree, but rather a non-loss subtree. If the non-loss subtree is small compared to the whole tree, a request will soon be tunneled from the root to the source, who will send a response to the entire tree. If the non-loss subtree accounts for much of the tree, the recovery might involve multiple requests entering the non-loss subtree and generating responses that carry the data out to various separate subtrees. In either case, Search Party should work unmodified on shared trees, but simulations are needed to test this hypothesis.
Altemately, if routers maintain positional labels as proposed in [SI, they can "re-hang" the shared tree to make any source appear to be the root for packets carrying the positional label of the source.
C. Rumor Mill
Search Party is not the only way to use randomized forwarding for scalable multicast loss recovery. Another new approach, called Rumor Mill, is much simpler, though it has longer retransmission delays. After detecting a loss, a member sends requests via trivial randomcast (uniform distribution upward and downward with nothing inserted into the packet, so routers need not know subtree populations nor even which way is "up") with mean rate p until a response arrives. If a responder has the requested data, it unicasts a response to the requestor, so subcast is not needed. The loss subtree does not get the retransmission all at once; rather, the data spreads iteratively, with the repaired population doubling every so often.
This approach has perfect locality because a member will never get a response if it sends no requests. It has a tunable trade-off between duplicate responses and retransmission delay like Search Party. The delay is increased by a factor of O(1og L ) . Rumor Mill does not lend itself to analysis, so simulations are needed.
One advantage of this approach that may appeal to intemet service providers is that only the source, not the members, ever sends a packet to multiple hosts. Subcast enables any member to send to the group even 'This is the situation in core-based trees [7] . In PIM sparse-mode [6] the source still appears to be the root, because packets go from the source to the rendezvous point before entering the tree. if source-specificjoins were used, but Rumor Mill does not use subcast.
VIII. CONCLUSION
Some applications need a reliable multicast service, which can be built on top of the unreliable IP multicast service. Scalability requires local recovery, but some approaches like RMTP have limited feasibility because they attempt to mirror the topology above the network layer without access to the routing information. LMS uses the actual topology, but has limited robustness because responsibility is concentrated. Robustness can be improved using randomization. The Search Party approach uses randomized forwarding to provide robust loss recovery while retaining scalability and performance.
