The spectral gap is estimated for measure-valued diffusion processes induced by the intrinsic/extrinsic derivatives on the space of finite measures over a Riemannian manifold. This provides explicit exponential convergence rate for these processes to approximate the Dirichlet and Gamma distributions arising from population genetics.
Introduction
The Dirichlet distribution arises naturally in Bayesian inference as conjugate priors for categorical distribution and infinite non-parametric discrete distributions respectively. In population genetics, it describes the distribution of allelic frequencies (see for instance [3, 9, 11] ). To simulate the Dirichlet distribution using stochastic dynamic systems, some diffusion processes generalized from the Wright-Fisher diffusion have been considered, see [4, 5, 6, 7, 15] and references within.
In this paper, we investigate diffusion processes induced by the Dirichlet/Gamma distributions and the intrinsic/extrinsic derivatives, where the extrinsic derivative term determines the evolution of allelic frequencies, and the intrinsic derivative one drives the movement of individuals. We aim to calculate the spectral gap of these diffusion processes, which coincides with the exponential convergence rate of the processes to their stationary distributions.
In the following three subsections, we introduce the reference measures, intrinsic and extrinsic derivatives, and the main results of the paper respectively. We will take the notation µ(f ) = E f dµ for a measurable space (E, B, µ) and f ∈ L 1 (E, µ).
Reference measures
Let (M, ·, · M ) be a complete Riemannian manifold, and let M denote the class of all finite measures on M, which is a Polish space under the weak topology. Let M 1 := {µ ∈ M : µ(M) = 1} be the set of all probability measures on M. For 0 = θ ∈ M, the Dirichlet distribution D θ with shape θ is the unique probability measure on M 1 such that for any measurable partition {A i } n 1=1
of M, (µ(A 1 ), · · · , µ(A n )) obeys the Dirichlet distribution with parameter (θ(A 1 ), · · · , θ(A n )).
Recall that for any 0 = α = (α 1 , · · · , α n ) ∈ [0, ∞) n , the Dirichlet distribution with parameter α is the following probability measure on the simplex {s = (s 1 , · · · , s n ) :
where in case α i = 0 we set
i ds i = δ 0 , and δ x denotes the Dirac measure at point x in a measurable space.
We will also consider the Gamma distribution G θ on M with shape θ, whose marginal distribution on M 1 coincides with the Dirichlet distribution D θ . Recall that G θ is the unique probability measure on M such that for any finite many disjoint measurable subsets {A 1 , · · · , A n } of M, {η(A i )} 1≤i≤n are independent Gamma random variables with shape parameters {θ(A i )} 1≤i≤n and scale parameter 1; that is,
, where for a constant r > 0,
and we set γ 0 = δ 0 , the Dirac measure at point 0.
The Gamma distribution G θ is supported on the class of finite discrete measures
Moreover, under G θ the random variables η(M) ∈ (0, ∞) and Ψ(η) :
Consequently,
Both D θ and G θ are images of the Poisson measure πθ with intensity (1.5)θ(dx, ds) := s −1 e −s θ(dx)ds on the product manifoldM := M × (0, ∞). Recall that πθ is the unique probability measure on the configuration space
equipped with the vague topology, such that for any disjoint compact subsets
Combining (1.4) with (1.7), we obtain
Intrinsic and extrinsic derivatives
These derivatives were introduced in [1] on the configuration space, which can be extended to M under the map Φ : ΓM → M, see for instance [10] . To introduce the intrinsic derivative for a function on M (or M 1 ), we let V 0 (M) be the class of smooth vector fields with compact supports on M. For any v ∈ V 0 (M), let
where exp is the exponential map on M.
holds for some constant c ∈ (0, ∞), then by Riesz representation theorem there exists a unique
In this case, we call F intrinsically differentiable at η with derivative
If F is extrinsically differentiable at all η ∈ M (or M 1 ), we call it extrinsically differentiable on
) denote the set of functions which are intrinsically and extrinsically differentiable on M (respectively M 1 ).
A typical subclass of D(M) and D(M 1 ) is the set of cylindrical functions
, and the cylindrical function
where ∇ is the gradient operator on M.
Restricting on M 1 we will consider
which is the centered extrinsic derivative of F at η since
The main result
Now, for any λ > 0, we consider the square fields for 13) which lead to the following bilinear forms on
(1.14)
To ensure the closability of these bilinear forms, we take
where vol is the Riemannian volume measure. Then the integration by parts formula gives
So, the bilinear form is closable in L 2 (M, θ), and the closure (E θ , D(E θ )) is a Dirichlet form. We will prove the closability of (E
, and calculate the spectral gaps for the corresponding Dirichlet forms.
Recall that for a probability space (E, B, µ) and a symmetric Dirichlet form (E , D(E )) on L 2 (E, µ) with 1 ∈ D(E ) and E (1, 1) = 0, the spectral gap of the Dirichlet form is given by
By the spectral theorem, gap(E ) is the exponential convergence rate of the associated Markov semigroup (P t ) t≥0 , i.e.
be the spectral gap of the Dirichlet form (
The main result of this paper is the following.
) is a symmetric Dirichlet form with spectral gap satisfying
The formula (1.17) will play a crucial role in the proof of the closability of (E
When λ = 1 and without the intrinsic derivative part, the Dirichlet form
which is associated with the Fleming-Viot process. It has been derived in [13] that
see [15] for the study of log-Sobolev inequality in finite-dimensions as well as [5, 16] for functional inequalities of a modified Fleming-Viot process. When λ = 1 and V = 0, [10, Theorem 14] presents an integration by parts formula for E
Therefore, letting (L
). Indeed, according to [10] we have the integration by parts formula
, where div is the divergence operator in M. This formula makes sense because To prove Theorem 1.1, we will formulate the bilinear form E D θ as the image of the Dirichlet form on the configuration space constructed in [1] , for which the (weak) Poincaré inequality has been established in [12, Section 7] . To this end, we first recall in Section 2 some known results on the configuration space, then prove Theorem 1.1(1) in Section 3 by transforming these results to the Gamma process on M, and finally prove Theorem 1.1(2) in Section 4 by mapping the Gamma process to the subclass M 1 .
Analysis on the configuration space
In this section, we first recall the diffusion process on the configuration space constructed in [1, 2] , then calculate the spectral gap.
For
Consider the bilinear form
To formulate the integration by parts formula of this form, for λ > 0 we take the following Riemannian metric on the manifoldM := M × (0, ∞) :
Let∆,∇ andvol be the Laplacian, gradient and volume measure onM respectively. We intend to find out a function W onM such that 
we have the integration by parts formula
Therefore, letting
we have (see [2, Theorem 4.3 
which implies the closability of (E .7), it suffices to figure out the operatorL. To this end, we consider the basis (
Then the volume measure iŝ
Hence, (2.4) holds for
Therefore,L :=∆ +∇W = λs∂ Proof. According to [14] , see also [12 By (2.10) we have
We will prove that this gives λθ = λ, and hence the proof is finished by (2.11).
We first observe thatĥ ∈ D(Eθ) with
which, by the definition, implies
Since M is complete, there exists a sequence
For any ε ∈ (0, 1) let
Then {ĥ n,ε } n≥1,ε∈(0,1) ⊂ D(Eθ) with 0 ≤ĥ n,ε ≤ĥ ε . So, for fixed ε, by the dominated convergence theorem lim
and due to (2.6),
Finally, it is easy to see that lim ε↓0θ (|ĥ ε −ĥ| 2 ) = 0 and
So,ĥ ∈ D(Eθ) and (2.13) follows from (2.16).
On the other hand, by (2.12) and (2.6), for any g ∈ C ∞ 0 (M ) we have
Therefore, λθ ≥ λ. This together with (2.14) implies λθ = λ, and hence finishes the proof by (2.11).
3 Proof of Theorem 1.1(1)
Proof. Due to (1.7), we may prove this result by using (2.8) and Theorem 2.1.
Because of (2.3) and (3.1), we have
Combining this with (1.7), (1.14) and (2.2), we obtain
With this formula we are able to prove the closability and calculate the spectral gap as follows.
(a) The closability. Let
) ≤ λ, and hence the proof is finished.
So, the dominated convergence theorem implies G θ (|F n − F 0 | 2 ) → 0 as n → ∞, and
Combining this with (3.7) we derive (3.5) and hence finish the proof.
Proof of Theorem 1.1(2)
(1) Closability and (1.17). Let F 0 (η) = η(M). It suffices to prove that for any
Similarly to (b) in the proof of Theorem 3.1, and noting that
However, since for general
. By (4.2) and noting that
we may find out a constant c > 0 such that and the same holds for (G n , G) replacing (F n , F ). Therefore, by the dominated convergence theorem and using (1.3) and (1.4), we obtain
Therefore, (1.17) holds.
(2) Spectral gap estimates. Since
Therefore, (4.3) holds.
