There is considerable current interest in the potential use of non-linear optical effects for optical processing and swit ching applications in communications systems. For although signals may be transmitted optically along optic fibres, they are normally processed or switched electronically. Replacing this later stage with optical processing using non-linear optics may not only eliminate much complicated circuitry such as detectors, transistors and laser re-transmitters, but also increase the bandwidth of the sys tem and open the way to new 'parallel processing' techniques, uniquely suited to optical fibres.
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Before discussing non-linear optics, consider the salient features of linear optics. When an electromagnetic wave penetrates into a medium from free space it slows down. This is a conse quence of interference with radiation produced within the medium that is phase shifted with the incoming wave. Driving the radiation are the oscillations of the polarization of the internal charge distribution induced by the incoming wave. For a wave of electric field E, tra velling from free space into a material of susceptibility X, the induced oscillating polarization P = XE. Radiation subse quently produced is phase shifted by an amount depending on the difference between the resonance frequency of the charge distribution and the frequency of the incoming wave. Interference follows and results in a cancellation of the in coming primary wave travelling at velo city c and production of a second wave whose phase velocity is c/n where n is the refractive index and is given by (1 + X)1/2. In addition, a change of direc tion occurs according to sin θ/v = cons tant, (Snells law) where v is the velocity of a wave travelling at angle 9 to the nor mal of the free space/medium interface. Clearly both wave velocity and direction of propagation are affected by the sus ceptibility of the medium.
To a first approximation, the suscepti bility is independent of electric field for most materials. Consequently the pola rization is linear in electric field. This is the linear optics regime. The path of an optical wave is therefore not affected by either the intensity of the beam itself or by the presence of other beams; the op tical waves cross one another without scattering. Under certain conditions however, the susceptibility is strongly dependent on electric field and the ap proximation becomes invalid. This is the regime of non-linear optics. To describe this field dependence, the susceptibility is written as a series of the form : X = X(1) + X ( 2 ) E + X(3) E2 Clearly manipulation of the path of the beam by its own electric field or by other beams is now possible. This is essential for optical processing.
If the electric field component of a wave in the medium takes the form of E0 cos a where α = (kz -ωt), (a wave of frequency co, wavevector k, travelling in the +z direction) then the polarization induced is given by : P = XE = X (1) EQ cosα + X(2) E2 0 cos2α + X(3) E30cos3α + ... As cos2α = 1/2 (cos 2α + 1), the x(2) term describes second harmonic gene ration and rectification. The X (3) term however, describes waves generated at both the same frequency as the incom ing wave and three times this frequency, since cos3α = 3/4 cosα + 1/4 cos 3a. For the purposes of optical processing we are not interested in radiation gene rated at frequencies other than the fre quency of the incoming wave. Hence the X(2) effects are omitted in this article. This omission is further justified be cause cumulative build-up of the second harmonic (or third harmonic) does not normally occur as its phase velocity (2 ω/k) is not (phase) matched to the natural phase velocity of the medium. The other component described by the X(3) term does not diminish however, because it has the same velocity (co/k) as the incoming wave which in turn travels with the natural phase velocity of the medium. (The incoming wave slows down to the natural phase velocity of the medium when it enters the medium.) Notice that this phase matched compo nent is very similar to the wave describ ed by the X (1) term except X (1) is replaced by 3/4 X(3) E0 2. Consequently the radia tion produced by the oscillatory internal charge distribution consists of two com ponents, phase matched to the incom ing wave, one of which is generated according to a susceptibility that is dependent on E 2 0 , i.e. the intensity of the incoming wave. The effective suscepti bility of the medium is thus X = X(1) + 3/4 X(3) E0 2 and the refractive index is n = n0 + nii where n0 is the linear refractive index (dependent on X(1), and n1(cm2/watt) = 12π2 x(3) (esu) x 107/c/n0 2 with c the velocity of light in cm s-1. Clearly the path of the refracted wave resulting from interference of the induced radia tion is intensity dependent if X(3) is large enough. This leads to self-focussing (or defocussing). In general however, the in tensity dependent component may be ignored, for the intrinsic X(3) of the me dium is usually several orders of magni tude smaller than X (1). Therefore most optical phenomena may be described using linear optics to a first approxima tion although exceptions occur if the optical wave transfers energy to the (a) medium, in which case X(3) and X(2) may increase substantially. This is discussed later.
So far we have only considered the effect of increasing the intensity of the incoming wave itself. Consider now the result of applying two intense counterpropagating waves (P1 and P2) of the same frequency and wavelength as a relatively weak incoming probe wave (i). For convenience let the pump waves travel along the y axis and the probe wave along the positive x axis. The cubic term of the polarisation thus takes the form :
Simple algebra reveals that three phase matched waves are generated in the same direction as the probe wave, and one in the opposite direction whose form is : EP1 Ep2 Ei cos (kx + ωt). This last wave is particularly interes ting as the form of its wavefronts are the reverse of the incoming probe wave. This is illustrated in Fig. 1a. (Note that the pump waves are not drawn orthogo nal to the probe wave. This is to indicate that the wavefront reversed wave is pro duced in the opposite direction to the in coming wave regardless of the orienta tion of the pump waves.) For compari son, the reflection of a similar probe wave in a normal mirror, where wavefront reversal does not occur is shown in Fig. 1b . The reversal of the wavefront is mathematically equivalent to producing a wave with the conjugate phase. Hence the newly generated phase matched wave is often referred to as the 'phaseconjugate wave'. The origin of this wave may be interpreted by considering the effects of any two of the optical waves on the refractive index of the material and the subsequent scattering of the third wave. The two counter-propaga ting pump beams cause the refractive index of the medium to 'breathe' every where at 2ω. The incoming wave at fre quency co subsequently scatters off this 'breathing' refractive index to produce waves at frequency 3ω and ω, although only those oscillating at co with the con jugate phase are phase-matched. Alter natively, interference of the first pump wave and the incoming wave results in a static interference pattern. If the ampli tude of the pump beam is large enough, this interference pattern creates a static spatial modulation of the refractive in dex. The second counter-propagating pump beam subsequently Bragg scat ters off this refractive index grating to create a wave travelling in the opposite direction to the incoming wave with the conjugate phase (see Fig. 2a ). Similarly interference between the second pump beam and the incoming wave is a possi ble description, with the formation of a different static grating. Once again a phase conjugate wave in the opposite direction to the incoming wave is pro duced. This is illustrated in Fig. 2b .
The static gratings are analogous to the grating formed in the photographic emulsion of a hologram. In holography part of a reference wave is directed onto the photographic emulsion while the re maining part is directed onto the object. The wave subsequently reflected off the object then interferes with the reference wave, in the same way as the incoming wave interferes with one of the pump waves to produce a refractive index grating in the emulsion. Subsequent il lumination of the developed hologram at a later stage with a reference beam iden tical to the first, but travelling in the op posite direction, results in a wave scat- Islam et al. (1985) using n0 = 3.38 from Broberg et al. (1984) ; 2: Poole et al. (1984); 3 : Chemla et al. (1985) ; 4 ; ; 5 : Garmire et al. (1985) (Theoretical value); 6; West et al. (1985) .
tered off the grating that is the conjugate replica of the wave reflected off the ob ject. It is travelling in the opposite direc tion and forms, in holographic terms, a pseudoscopic image where the object was originally. Clearly phase conjugate optics and conventional holography are closely related. This mixing of three waves non-linearly to produce a fourth is often referred to as degenerate (if all the waves oscillate with the same frequen cy) four wave mixing (DFWM).
Devices
There are several reasons for choos ing semiconductors in favour of other materials for non-linear optical devices in communications systems. First, com patibility with current semiconductor device technology, allows the possibility of hybrid integration with other elec tronic devices. Second, large increases in X(3) are possible for semiconductors under certain conditions. As the suscep tibility is a measure of the response of the internal charges to an applied elec tric field then, not surprisingly, pro cesses which involve changes in the number of charges or their effective mass will alter the susceptibility. If these processes depend upon the intensity of the optical waves (rather than the ampli tude), i.e. involve transfer of energy into the medium, they are described by X(3). They fall into two categories -reso nant and non-resonant transitions.
Resonant transitions (or interband ex citations) involve excitation across the bandgap with intense electric fields to create large changes in the carrier popu lation. Several orders of magnitude in crease in X(3) is possible, although times of the order of ns (electron-hole recom bination time) are necessary before the process may be repeated.
Non-resonant transitions involve exci tation of the carriers within a band (or sub-band). If the bands are non-parabo lic these excitations may result in a change in effective mass of the carriers. However the resulting modification to the susceptibility is usually much smaller than for resonant transitions, although the process may be repeated more quickly as the relaxation times are short (ps) because the dominant scat tering of the electrons is with the pho nons. Clearly there is a "trade-off" bet ween the size of X(3) and the process time. Examples of this are shown for several bulk semiconductors in Fig. 3 , where 1/nI is plotted against the asso ciated recombination time τ. Further enhancement of X(3) for these processes may be obtained by using low dimen sional structures rather than bulk. This is also shown in Fig. 3 , for GaAs/GaAIAs, multiquantum well (MQW) structures, where both interband and intrasub-band transitions have been observed.
An example of a device that operates using resonant transitions is the semi conductor laser amplifier. Recall first that such a laser makes use of stimula ted emission produced by radiative re combination between the conduction and valence bands of a semiconductor. The emission occurs as a result of high concentrations (≡ 1018 cm-3) of elec trons and holes which are injected simul taneously across two heterojunctions into the active region (the 'double hete rostructure'). The entire structure is con tained within a resonant cavity formed by cleaving the ends of the device along parallel crystal planes (Fig. 4) : the semi conductor-air interface produces a re flectivity of about 30%. Lasing thres hold is said to occur when the optical gain arising from the stimulated emis sion is sufficient to balance all the losses from the cavity (due to scattering, ab sorption, and output radiation).
Now if the device is operated just below the threshold, it will act as an amplifier for an input optical signal of in tensity Iin, say, as depicted in Fig. 4 . For relatively weak input signals, the optical gain available in the active region will be independent of the input optical inten sity, and the device operates as a linear amplifier, i.e. the output is a faithful reproduction of the input, but of greater intensity. However, for stronger inputs, the effect of the input signal undergoing amplification is to reduce the free carrier concentration and hence the rate of stimulated emission per unit length of the active region. Since the stimulated emission is related to the refractive index via the dispersion (Kramers-Kronig) rela tion, there is an associated change of in dex in the presence of a sufficiently strong optical input. The resultant change of phase in the Fabry-Perot cavi ty can give rise to strongly non-linear output-input characteristics and to op tical bistability (OB). For low input signals, the spectral response of the cavity is a "comb of" longitudinal modes occurring at resonant wavelengths cor responding to single-pass phase periods of π. However, for higher values of op tical input, the extra dependence of phase on optical intensity noted above causes departures from the usual FabryPerot mode spectrum.
To understand the cavity effects in more detail, consider the spectral res ponse shown in Fig. 5 for three values of input optical intensity Iin. The figure shows the normalised average intensity in the cavity (Iav/IS) as a function of single-pass phase change 0 for an amplifier at 95% of lasing threshold.
The quantity Is is a scaling intensity whose numerical value will be given below for a device of current interest. The phase 0 at low input levels is deter mined by the input wavelength with respect to that of a Fabry-Perot reso nance, and is independent of Iav. How ever, for a stronger input, as a conse quence of internal intensity-dependent phase effects, the effective phase that the signal sees is different from 0. In fact it transpires that this effective phase is approximately linearly dependent on Iav. Thus values of I a v close to the peak of the resonance will induce larger phase shifts than those further away from the peak, resulting in the spectral response shown in Fig. 5 . The vertical line marked on the figure at Ø = -0.1 π intersects the curve for Iin/IS = 5 x 10-4 in three points. Hence an input wavelength cor responding to this 0 will give OB: the upper and lower intersections turn out to be stable solutions, whilst the interme diate one is unstable. To get an idea of the input power levels required, we note that for a 1.5 µm amplifier the scaling in tensity IS is about 8 x 105 W/cm2. The minimum scaled input to give OB on Fig.  5 is about 10-4, and it follows that for an amplifier whose active area is about 1 µm2 a coupled power of around 1 µW should be sufficient to observe OB. This has recently been confirmed by experi mental observations on amplifiers at 1.3 pm and 1.5 pm operating wavelength. The switching speed is found to be limi ted by the electron-hole recombination time and is therefore usually in the order of a few nanoseconds.
Apart from the dispersive bistability discussed above, two other forms of OB in laser structures have been reported, namely absorptive and modal bistability. In absorptive OB a laser structure is used Fig. 5 which incorporates a region containing a saturable absorber in series with the ac tive emitting region, both sections lying within the laser cavity. For the case of low optical inputs, the active region of the laser acts as a linear amplifier, but the absorbing region ensures that the optical output is rather low. At some what higher input signals, however, the absorbing region is bleached due to saturation of the absorption, and the op tical output switches to a high state. The power levels at which the device swit ches can be controlled to some extent by the currents applied to the absorbing and amplifying regions. A recent version of this structure has been employed as a memory switch at room temperature triggered by an optical pulse of 9-12 µW with 4-5 ns delay time.
Modal bistability has been observed in lasers where a special twin-stripe con tact is used (compare with the single stripe contact for the laser illustrated in Fig. 4) . Two parallel stripe contacts are made along the length of the laser cavi ty, and it is found that under this twinstripe structure there are two distinct lateral modes associated with different waveguiding mechanisms. Switching between these two modes has been achieved optically with an input power of around 1.2 mW. The fastest time to switch between these modes so far observed is 800 ps, but the true limit may be well below this value since car rier distributions corresponding to the two modes are virtually identical and thus carrier lifetime and diffusion times are not expected to limit the switching speed.
Apart from OB in laser structures, bistable effects in passive semiconduc tors have been the subject of intense in terest. To make a direct comparison with the laser structures, we shall confine at tention to devices for which the plot of optical output power versus optical in put power shows hysteresis. Further more, we shall be interested in roomtemperature operation only, and con centrate on reported devices having the lowest power required in switch-up and the shortest response time (usually for switch-down, since this is normally the limiting time constant). It is convenient to present the results on a plot of power versus time, as in Fig. 6 : the broken lines on this plot represent contours of cons tant switching energy. The data for the three types of laser bistability discussed above are presented on the figure. The remaining results plotted are those for ZnS and ZnSe passive Fabry-Perot eta lons, the MQW etalon mentioned above, and the SEED (Self-Electrooptic Effect Device) -a hybrid device which uses an MQW modulator/detector with an electrical circuit to provide feedback and hence give bistability. Note that elec trical as well as optical powers are given for lasers and SEEDs.
Confining our attention to laser ampli fiers, SEEDs, and dispersive MQW eta lons, from Fig. 6 we may draw the fol lowing conclusions: 1) The best optical energy requirements so far achieved are, respectively, 1fJ, 1nJ, and 100pJ.
2) The best electrical energy require ments for amplifiers and SEEDs achiev ed are 40pJ and 4nJ, respectively.
Amplifiers as bistable devices have a number of other advantages, however, which include (i) ready availability and compatibility with optical communica tion systems, and (ii) inherent optical gain so that the ouput from a device can be used to drive subsequent devices. From these considerations and the points made by Fig. 6 , we may anticipate a range of applications for bistable amplifiers in performing optical logic and switching functions.
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