Random flights in R d , d ≥ 2, with Dirichlet-distributed displacements and uniformly distributed orientation are analyzed. The explicit characteristic functions of the position X d (t), t > 0, when the number of changes of direction is fixed are obtained. The probability distributions are derived by inverting the characteristic functions for all dimensions d of R d and many properties of the probabilistic structure of X d (t), t > 0, are examined.
Introduction
The problem of random flights has been appealing for many researchers in different scientific fields. The original formulation is due to the statistician Karl Pearson, who, in a brief letter quoted in Nature, 1905, wrote: "A man starts from a point O and walks a yards in a straight line; he then turns through any angle whatever and walks another a yards in a second straight line. He repeats this process n times. I require the probability that after n of these stretches he is at distance between r and r + δr from his starting point O."
Pearson's aim was that of modelling the random migration of mosquitos invading cleared jungle regions, while Rayleigh in the same issue of Nature, observed that Pearson's problem is equivalent to the problem of the superposition of n sound vibrations with unit amplitude and arbitrary phase. The Pearson walk was generalized by Kluyver (1905) who considered steps with arbitrary but deterministic length. Successively, Rayleigh (1919) extended isotropic planar random flights to the space R 3 , useful as a possible model of statistical mechanics of a diluted solution of polymeric chains. These random models also emerge in astronomy to describe the stellar dynamics as noted by Chandrasekhar (1943) . The author also pointed out the link between random flights and diffusion processes. More recently, Stadje (1987) and Masoliver et al. (1993) dealt with a two-dimensional random walk moving with constant velocity and with directions uniformly distributed in [0, 2π] .
Over the years many papers, particularly in the physical literature, analyzed the properties of these random models, see Section 2 in Hughes (1995) and references therein.
For the position X d (t), reached at time t > 0 by the random flights in R d , d ≥ 2, the conditional distribution
has been the main object of investigation, where N d (t), t > 0, is the number of changes of direction recorded up to time t. In the first part of the paper the number N d (t), t > 0, of changes of direction up to time t is assumed to be a fixed number n. Franceschetti (2007) has obtained a condition for (1.1) to be uniformly distributed and this relates the dimension d of the space in which X d (t), t > 0, develops and the number n of changes of direction. A similar work has been carried out by Garcia-Pelayo (2008) and discussed by Le Caer (2010) who also considered random flights with Dirichlet distributed displacements. Orsingher and De Gregorio (2007) tackled the problem of random flights in higher spaces by dealing with uniformly hyperspherical distributions of the orientation of motion. Beghin and Orsingher (2010) considered a planar random motion where the deviations occur at odd-order Poisson events (or at even-Poisson events thus implicitly assuming that the displacements take a Dirichlet distribution).
In the original Pearson's formulation of the problem of random flights the length of steps was deterministic and the probability distribution of X d (t), t > 0, lead to integrals which could not be explicitly worked out (see Watson, 1922 , pag.421). For random flights in R d with uniformly distributed steps it was possible to obtain the distribution (1.1) for d = 2, 4, and for arbitrary values of n (and also the non-conditional distributions).
We remark that in all papers mentioned above the deviations are separated by exponentially distributed time lapses. This corresponds to assuming instants of changes of direction uniformly distributed under the condition that the number of Poisson events N (t) is fixed. This basic assumption permits us to obtain the explicit distribution of the position of the moving particle only in the spaces R 2 and R 4 . In R 2 the distribution was obtained by recursive arguments by Stadje (1987) , by Masoliver et al. (1993) . In R 4 the explicit distribution was obtained in Orsingher and De Gregorio (2007) . This unlucky circumstance (for concrete purposes the space R 3 is clearly the most important one) is here overcome by the assumption that the intervals between successive changes of direction exhibit a Dirichlet distribution.
By choosing a suitable basic parameter of the Dirichlet random displacements for each d, we are able here to obtain the explicit distribution (1.1) of X d (t), t > 0, for all n. Furthermore, the distribution has the universal isotropic form
where b depends on n and d, while A is the necessary normalizing factor (depending on t). In our view this solves the classical Pearson's problem of random flights for all values of d in Euclidean spaces. We show below that functions of the form (1.2) are solution to some d-dimensional telegraph equation. By resorting to fractional Poisson processes we can randomize the distribution with respect to n, thus arriving at the non-conditional distributions of X d (t), t > 0, for all d ≥ 2. Furthermore, we can extract the distribution in R 2 and R 4 known so far as particular cases of those derived here with Dirichlet distributed steps.
We now describe the random flights analyzed in this paper. A random walker, starting from the origin of a frame of reference, moves in d-dimensional real space, with d ≥ 2, at finite speed (denoted by c) according to the following rules. We assume that in the time interval [0, t], n changes of direction of motion are recorded. We suppose that the instants at which the random walker changes direction are 0 < t 1 < t 2 < · · · < t n < t, n ≥ 1, and denote the length of time separating these instants by τ j = t j − t j−1 , 1 ≤ j ≤ n + 1 with t 0 = 0, t n+1 = t. Each displacement has an orientation defined in R d by the angles (θ 1 , θ 2 , ..., θ d−2 , φ) and we suppose that 0 ≤ θ j ≤ π, 0 ≤ φ ≤ 2π with joint law equal to
3)
The law (1.3) tells us that the direction is uniformly chosen on the hypersphere of R d with radius one. An important assumption is that the random vector (τ 1 , ..., τ n ) (representing the length of the n displacements) possesses joint density equal to We will treat also the random flights with intermediate step length having joint distribution
(1.5) where 0 < τ j < t − j−1 k=0 τ k , 1 ≤ j ≤ n, and τ n+1 = t − n j=1 τ j , which is a Dirichlet distribution (suitably rescaled) with parameters (
The model treated here consists of the triple (θ, τ , N d (t)) of independent vectors where θ = (θ 1 , ...., θ d−2 , φ) is the orientation of displacements (with uniform law (1.3)), τ = (τ 1 , ..., τ n ) represents the displacements and N d (t) is the number of changes of orientation. In the models analyzed in Stadje (1987) and Orsingher and De Gregorio (2007) , θ has law coinciding with (1.3), τ is uniformly distributed and N d (t) is a homogeneous Poisson process.
Random processes with intertimes with non-uniform distribution have occasionally been con- Recalling that the motion develops at constant velocity c, the process described by the ddimensional random flight X d (t) = (X 1 (t), ..., X d (t)), t > 0, has components equal to 
If we consider a random flight in R d with time intervals between successive changes of orientation distributed as (1.4), we will show that the the position of the moving point X d (t) = (X 1 (t), ..., X d (t)) at time t, has distribution
with d ≥ 2, ||x d || < ct and n ≥ 1. For n = 0 the moving particle's position is uniformly distributed on the surface of the d-dimensional hypersphere H d ct with radius ct, and zero elsewhere. We remark that for d = 2, we can extract from (1.7) the planar distribution
see formula (1.1) in Orsingher and De Gregorio (2007) . We also observe that (1.7) has the 
for all dimensions d ≥ 2 and all numbers of changes of direction n.
Furthermore, if we assume (1.5) as the joint distribution for the time length intervals (τ 1 , ..., τ n ), the position
, of the random flight has probability density which reads
which coincides with the result (3.2) of Orsingher and De Gregorio (2007) . The technical reason for which this important and simple result is possible is due to the semigroup property of the Bessel functions (2.7) (applicable with Dirichlet distribution (1.4)) and (2.9) (applicable in the case of Dirichlet distribution (1.5)). If we do not harmonize the order of the Dirichlet distribution with the dimension of space d, we get entangled in highly complicated formulae as Beghin and Orsingher (2010) showed. Throughout the paper the orientation (with distribution (1.3)) and the intertimes (with probability laws (1.4) and (1.5)) are assumed independent.
We also observe that (1.8) corresponds to the uniform law if n = 2 d−2 and this implies that for d = 3 we need two changes of direction in order to obtain the uniform law, while for d = 4 one change of orientation leads to the same result. In the previous case (1.7) the condition to have a uniform distribution is n = 2 d−1 and this means that for d = 2, n must be equal one in order to obtain this strange and unexpected result.
For n = 1 d−1 the law (1.7) reduces to the form 9) and this is valid for d = 2. For n = 1 d−2 the second law (1.8) takes again the form (1.9) and this holds for d = 3. Therefore for these two cases the distribution displays a singular behavior near the surface of the sphere. In general, the bigger the number n of changes of direction the more concentrated around the starting point the distributions (1.7) and (1.8) are. This is because the sample paths coil up around the origin since they are subject to contradictory, fragmented displacements.
From (1.7) and (1.8) we can extract the distributions of the random flights on all subspaces R m , 1 ≤ m < d, which preserve the structure (1.2). For m = 1, we are able to obtain the distribution of the projection of the random flight on the line by means of order statistics (as previously elaborated for telegraph processes, see De Gregorio et al., 2005 , and some planar extensions with a finite number of directions, Leorato and Orsingher, 2004) . The marginal distributions of (1.7) and (1.8) can be interpreted as the probability law of the random flight described by the shadow on the subspace R m , 1 ≤ m < d, or, equivalently, as a motion where changes of direction imply also a random change of the velocity in the subsequent displacements.
The projection of the distributions (1.7) and (1.8) on the line yields 10) with d ≥ 2, |x 1 | < ct, and 11) with d ≥ 3, |y 1 | < ct. Particularly interesting is the case d = 3 in (1.10), because it yields the conditional distribution of the telegraph process T (t), t > 0, that is
where N (t), t > 0, is a homogeneous Poisson process. From (1.11), for d = 3 and n = 2k−2, k ≥ 1, we arrive instead at The results (1.7) and (1.8) depend on the dimension d of the space R d and on the number n of changes of direction. In order to obtain unconditional distributions (as in R 2 and R 4 in earlier work see Stadje, 1987 and De Gregorio, 2007) , we here assume that the number of changes of direction is randomized and has the structure of a fractional Poisson process independent from the Dirichlet r.v.'s representing the step lengths and independent also from with d ≥ 3, where
is the Bessel function.
Proof. We show that under the assumption that (1.4) represents the joint distribution of the intervals τ 1 , ..., τ n , the characteristic function of the position of the d-dimensional random motion X d (t) is equal to (2.1). We can write that
where
The multiple integral (2.3) is performed with respect to (n + 1)(d − 2) angle variables θ i,j and n + 1 variables φ j , with 1 
we observe that, after integrations with respect to φ j , j = 1, ..., n + 1, (2.3) becomes
We are able to perform all the (d − 2)(n + 1) integrations with respect to the angles θ i,j , 1 ≤ i ≤ d − 2, j = 1, ..., n + 1, by applying successively the formulas below
for Re ν > −1 (see Gradshteyn-Ryzhik, 1980 , pag. 743, formula 6.688. (2)). The integration with respect to θ d−2,j , j = 1, ..., n + 1 yields
In the last step we applied formula (2.4) for
and also considered that
The integration with respect to the variables θ d−3,1 , ..., θ d−3,n+1 follows similarly by applying again (2.4) and yields
By continuing in the same way, that is by applying successively formula (2.4) we obtain that
Therefore, the characteristic function becomes
In order to work out this n-fold integral, the following result (see Gradshteyn-Ryzhik, 1980 , pag. 743, formula 6.581(3))
with Re µ > − , assumes a crucial role. Indeed, we apply recursively the formula (2.7) to calculate each integral with respect to the variable τ j . In the first step we have therefore
The second integral is given by
By considering formula (2.7), we see that after (n − 1) integrations (with n ≥ 2), the exponent of c(t − τ 1 )||α d || as well as the order of the Bessel function is given by the formula
. The exponent of c||α d || can be obtained by adding to dn − (n + 1) (where n here is the number of integrations) the number 2( d 2 − 1) due to the adjustements necessary to apply (2.7).
Then, the last integral becomes
Therefore, plugging the result (2.8) into the expression (2.6), and by observing that by means of the duplication formula we have that
, some simplifications lead to result (2.1).
Under the assumption that the f 2 (τ 1 , ..., τ n ) is the density law for the intertimes τ j , j = 1, ..., n+1, and by using arguments similar to those of the first part of the proof, the characteristic function of Y d (t), t > 0, assumes the following integral form
The first integral with respect to τ n becomes
where in the last step we have used the following formula (see Gradshteyn-Ryzhik, 1980 , pag. 678, formula 6.533. (2)
The second integral provides us
In the last integral, the exponent of c||α d || is equal to (n − 1 + 2)( d 2 − 1) − 2 (n − 1, with n ≥ 2, is the number of integrations performed). Therefore
and then the result (2.2) follows immediately.
In the next Theorem we are able to invert the characteristic functions (2.1) and (2.2).
Theorem 2. The probability laws of X d (t), t > 0, and Y d (t), t > 0, are respectively equal to
Proof. By inverting the characteristic function (2.1), we are able to show that the density law of the process X d (t), t > 0, is given by (2.10). Therefore, by passing to the hyperspherical coordinates, we have that
In the first step above we have performed calculations similar to those leading to (2.5) and then
while in the last step we have used the formula (see Gradshteyn-Ryzhik, 1980 , pag. 692, formula 6.575. (1) with a correction in the bounds of µ and ν) 
where in the last step we have used the result (2.12). Now, we work out the previous integral
Therefore, plugging in the expression (2.14) in (2.13), we immediately obtain the characteristic function (2.1).
Similar calculations hold for the characteristic function of the distribution (2.11) and then it is not hard to obtain the result (2.2).
Remark 2.2. It is not hard to show that
For the density law p Y d (y d , t; n) similar calculations hold. Remark 2.3. From (2.10) (for d = 2) and (2.11) (for d = 4), we can extract the distribution of X d (t), t > 0, and Y d (t), t > 0, respectively
which have been obtained in Orsingher and De Gregorio (2007) under the assumption of displacements separated by intervals with uniform joint distribution
In this case an homogenous Poisson process governs the change of orientation of the steps cτ j , j = 1, ..., n.
Remark 2.4. From (2.10) and (2.11), we are able to derive the exact distribution of a random flight moving in R 3 , i.e.
The following relationship between the distributions (2.17) and (2.18) emerges 19) which tells us that a random flight developing in R 3 according to the Dirichlet law f 1 (τ 1 , ..., τ n ) has the same density of a three-dimensional random flight where the steps have joint distribution f 2 (τ 1 , ..., τ 2n ).
For n = 1 and n = 2, the distributions (2.17) and (2.18) provide us the uniform distribution inside the sphere H 3 ct (as emerges from Table 3) , that is
Furthermore, we observe that 
The above integral can not be worked out. Therefore, as suggested by Theorem 2, it is crucial to randomize the length of the steps in order to provide a general solution of the problem of the random flights for the real space having dimension d.
The distance from the origin of the position reached by the d-dimensional random flights X d (t), t > 0, after n + 1 steps, that is R d (t) = ||X d (t)||, t > 0, has the following distribution function
and therefore the density law of R d (t) becomes We present now the expression of moments of the radial processes
Theorem 3. For p ≥ 1 and n ≥ 1, we have the following general results
22)
and
Proof. In view of (2.20), we obtain that
By similar steps we arrive at (2.23). Remark 2.6. From (2.22) and (2.23), we can extract the following results
24)
for d ≥ 2, n ≥ 1, and
and this shows that
Theorem 4. The projection of the processes X d (t), t > 0, and Y d (t), t > 0, onto a lower space of dimension m, leads to the following marginal distributions
with ||x m || < ct, ||y m || < ct and 1 ≤ m < d. For m = d the densities (2.26) and (2.27) coincide with (2.10) and (2.11).
Proof. We start by observing that the projection of the random process X d (t), t > 0, onto the space R m , represents a random flight with m components having density law given by
For the integral with respect to x d , we have that
Therefore calculating the successive integrals in this way, we obtain that
with ||x m || < ct, and by simple manipulations the expression (2.26) emerges. By using the same approach we derive the result (2.27) concerning the projection of the random flights Y d (t), t > 0.
Remark 2.7. The functions of the form 
Furthermore, by setting d = 4 and m = 1, 2, 3 in the densities (2.26) and (2.27), we derive the probability distributions of the projections of a four-dimensional random flight, respectively X 4 (t) and Y 4 (t), onto the lower spaces (see Table 1 ). Analogously, Table 2 summarizes the marginal density laws of the three-dimensional random flights onto the spaces R 2 and R. From Table 1 emerges that for n = 2r+1, r = 0, 1, ... the distribution of a planar random flight (with intertimes having uniform law) p X 2 (x 2 , t; n) coincides with f 3 X 2 (x 2 , t; n). Furthermore, the distribution p Y 4 (y 4 , t; n) coincides with the result obtained in Orsingher and De Gregorio (2007) , formula (3.2) . Therefore, the marginal densities of Y 4 (t), t > 0, of the Table below coincide with the probability distributions (4.1a), (4.1b) and (4.1c) in Orsingher and De Gregorio (2007) . Table 1 : The density laws of the processes representing the projections onto the lower spaces of X 4 (t), t > 0, and Y 4 (t), t > 0.
We are able to provide an alternative stochastic representation of the motion on the real line representing the projection of the d-dimensional random flight X d (t), t > 0, as follows. We consider a random walker moving, with velocity c > 0, forward for a time tT In other words, the positionX(t), t > 0, reached by the random traveller at time t is equal tô
Therefore, the density law ofX(t), t > 0, becomes Table 2 : The density laws of the processes representing the projections onto the lower spaces of X 3 (t), t > 0, and Y 3 (t), t > 0.
and coincides with the distribution (2.26) with m = 1. We observe that from (2.30) for d = 3 and m = 1, we have that We can represent the one-dimensional motion underlying distribution (2.30) as a sequence of alternating forward and backward displacements at speed c, where the change of direction occurs at Poisson times t j with τ j = t j − t j−1 , j = 1, ..., n. Since the intertimes t j , j = 1, ..., n possess uniform joint distribution, in force of exchangeability we can rearrange the displacements and put together forward steps and backward ones. In our case, we have for d = 2r + 1, r = 0, 1, ..., (n + 1)r forward displacements and an equal number of backward ones. The instant T 2r+1 (n+1)r indicates the time where the last forward displacement occurs in the rearranged sequence and corresponds to the (n + 1)r-th order statistics from a uniform distribution in (0, t). This leads to the representation (2.29).
The d-dimensional random flight producing in R 2 the planar motion described, for example, in Stadje (1987) Analogously, for the projection onto R 1 of Y d (t), t > 0, a similar representation holds true. Indeed, in this case we can writeŶ
where S d n is a Beta((n + 1)(
2 ) random variable. Then, we obtain that
which coincides with the distribution (2.27) with m = 1. Table 3 ). Some simulations presented in Le Caer (2010) give graphic evidence of the uniform law for n = 2 and d = 2. Remark 2.10. We expect that the density tends to infinity near the surface of the hypersphere H m ct for a small number n of deviations and this is confirmed by the following inequalities n <
and n is integer, we obtain that the first inequality holds for n = 1 and d = m = 2, and the second inequality is valid for n = 1 and d = m = 3. In all the remaining cases the distributions take a bell-shaped structure because the larger is the number of changes of orientation, the shorter become the displacements and the closer to the origin is the moving particle.
Unconditional probability distributions
In order to obtain unconditional densities for X d (t), t > 0, we randomize the number of deviations N d (t), at time t > 0, by assuming that it possesses the distribution of a fractional Poisson process (consult on this point Beghin and Orsingher, 2009 ). In this context by fractional Poisson process we mean a process with distribution
is the generalized Mittag-Leffler function. The generating function of the probabilities is
, |u| ≤ 1.
we obtain that
The above result can also be obtained directly by using
and by performing some straightforward calculations. If d = 2 the mean value of N d (t) becomes
while for d = 3, we get that
Result (3.4) shows that the fractional Poisson process with distribution (3.1) has a mean number of events growing more slowly than the classical Poisson one. Analogously, for Y d (t), t > 0, we represent the random number of deviations by means of the process M d (t), t > 0, having probability distribution
The generating function of the probabilities in this case reads
From relationship (3.2) emerges that
For N d (t) = 0 the particle reaches the surface of the hypersphere with probability
.
(3.9)
We assume that the processes N d (t) and M d (t), t > 0, are independent from the Dirichlet distributed displacements and the angle orientations. Now, we provide the main results of this Section.
Theorem 5. If the number of deviations is represented by a fractional Poisson process with distribution (3.1) then the absolutely continuous component of the probability distributions of X d (t), t > 0, is equal to
where d ≥ 2, ||x d || < ct, while if the number of the deviations is given by (3.5) , the distribution of Y d (t), t > 0, reads
Proof. For the random flight X d (t), t > 0, we have that
Similarly, for the random flight Y d (t), t > 0, we are able to derive the density (3.11) as follows
We indicate with X 
with d ≥ 2, ||x m || < ct and
(λt) (3.14)
Proof. We observe that the projection of the uniform distribution on the surface of H . Then, we obtain that
and by performing the following integrations √
, with ||x m || < ct, which corresponds to (2.26) and (2.27) for n = 0. Then, for the process X d m (t) we obtain that
with ||x m || < ct. Analogous considerations on the random flight Y d m (t), t > 0, yield result (3.14). 
e λt −1 In Table 4 -5, we sum up some particular important cases of the distributions (3.13) and (3.14).
Remark 3.3. The projection onto the one-dimensional space R 1 of (3.12) and of the singular component of a planar random flight with Poissonian times, becomes 15) where |x 1 | ≤ ct, and
2 )) 2 , x ∈ R, is the modified Struve function. It is particularly interesting to compare (3.15) with the probability distribution obtained in Table 4 for d = 2 and m = 1, namely
. Remark 3.4. We observe that the k-th term, for k ≥ 2, of (3.16) can be extracted from the uniform distribution inside the hypersphere H k ct = {x 1 , ..., x k : ||x k || ≤ ct} as follows
The above distribution for k = 2 yields the well-known Wigner law of which it represents an extension. We observe that
and for k = 2 yields
2m+1 involving the Catalan numbers and the distribution of the first return in the origin of the coin tossing process.
By summing up the distribution g k (x 1 ) with weighting terms represented by the fractional Poisson process N 2 (t), t > 0, with probability distribution
we obtain the probability law (3.16). By integrating the uniform law in the hypersphere H k ct with respect to the variables x m+1 , ..., x k , we obtain an m-dimensional extension of g k (x 1 ) in the following manner 4 On three-dimensional random flights governed by a Poisson process
The space R 3 is an environment particularly important for the representation of the real motions. Therefore, we will focus here our attention on the random flights developing in the threedimensional Euclidean space.
For the analysis developed in this Section, it is useful to observe that the Dirichlet distribution (1.4) is related to the Poisson process and thus permits us to give an interesting interpretation of the random flight. If T 1 , ..., T n are the random instants at which the events of a homogeneous Poisson process occur it is well-known that
By integrating (4.1) as follows We introduce a random motion in R 3 slightly different from that introduced in the previous Section. We suppose that the changes of direction are governed by an homogenous Poisson process. In particular, we assume that the particle changes direction (uniformly distributed on the surface of the sphere) only at even-valued Poisson events. Therefore, if the number of Poisson events is N (t) = 2n + 1, n ≥ 1, we have that the position of the particle at time t is represented by the following vector
where t k is the instant at which the k-th Poisson event happens with t 0 = 0 and t 2k+2 = t. In view of the above considerations, for d = 3, one has that
and then, the random flight U 3 (t) = (U 1 (t), U 2 (t), U 3 (t)), t > 0, has conditional characteristic function given by E e i<α 3 ,U 3 (t)> |N (t) = 2n + 1
where in the last step we have used the same approach as that developed in the proof of the result (2.1). Hence, the characteristic function of U 3 (t), t > 0, (conditionally on the event N (t) = 2n + 1) coincides with (2.1) for d = 3. Then, by inverting the Fourier transform E e i<α 3 ,U 3 (t)> |N (t) = 2n + 1 , we immediately obtain that
with ||u 3 || < ct, and coincides with the distribution (2.10) for d = 3. For n = 1, the result (4.2) shows that we have an uniform distribution inside the sphere H 3 ct . If n = 0, that is N (t) = 1, the random flight U 3 (t), t > 0, (changing direction only at even-valued Poisson events) reaches the surface of H 3 ct with probability P {U 3 (t) ∈ ∂H 3 ct } = λte λt . In this case, we can provide the following unconditional probability law P {U 3 (t) ∈ du 3 , Moreover, we obtain the projection of the absolutely continuous component of the distribution of U 3 (t), t > 0, onto the plane as follows P {U 1 (t) ∈ du 1 , U 2 (t) ∈ du 2 |N (t) = 2n + 1} for n ≥ 1, while the projection of the uniform distribution on the surface ∂H 3 ct onto the plane reads P {U 1 (t) ∈ du 1 , U 2 (t) ∈ du 2 |N (t) = 1} du 1 du 2 = 1 2πct 1 c 2 t 2 − ||u 2 || 2 .
Then P {U 1 (t) ∈ du 1 , U 2 (t) ∈ du 2 , ∞ n=0 (N (t) = 2n + 1)} du 1 du 2 = ∞ n=0 P {N (t) = 2n + 1} P {U 1 (t) ∈ du 1 , U 2 (t) ∈ du 2 |N (t) = 2n + 1} We note that q = q(u 1 , u 2 , t) = P {U 1 (t) ∈ du 1 , U 2 (t) ∈ du 2 , The result (4.4) shows that the projection of U 3 (t), t > 0, onto the real line is equivalent in distribution to the classical telegraph process T (t), t > 0. If the Poisson events recorded in [0, t] are 2n, we are not able to express in closed-form P {U 3 (t) ∈ du 3 |N (t) = 2n}. Indeed, we have that P {U 3 (t) ∈ du 3 |N (t) = 2n} 
