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ABSTRACT
DATA COMBINATION FROM MULTIPLE SOURCES
UNDER MEASUREMENT ERROR
FEBRUARY 2013
HUGO GASCA-ARAGON
B.Sc., INSTITUTO POLITE´CNICO NACIONAL
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor John P. Buonaccorsi
Regulatory Agencies are responsible for monitoring the performance of partic-
ular measurement communities. In order to achieve their objectives, they sponsor
Intercomparison exercises between the members of these communities.
The Intercomparison Exercise Program for Organic Contaminants in the Marine
Environment is an ongoing NIST/NOAA program. It was started in 1986 and there
have been 19 studies to date. Using this data as a motivation we review the theory
and practices applied to its analysis.
It is a common practice to apply some kind of filter to the comparison study data.
These filters go from outliers detection and exclusion to exclusion of the entire data
from a participant when its measurements are very “different”. When the measure-
ments are not so “different” the usual assumption is that the laboratories are unbiased
then the simple mean, the weighted mean or the one way random effects model are
applied to obtain estimates of the true value.
vi
Instead we explore methods to analyze these data under weaker assumptions and
apply them to some of the available data. More specifically we explore estimation of
models assessing the laboratories performance and way to use those fitted models in
estimating a consensus value for new study material. This is done in various ways
starting with models that allow a separate bias for each lab with each compound
at each point in time and then considering generalizations of that. This is done
first by exploiting models where, for a particular compound, the bias may be shared
over labs or over time and then by modeling systematic biases (which depend on the
concentration) by combining data from different labs. As seen in the analyses, the
latter models may be more realistic.
Due to uncertainty in the certified reference material analyzing systematic bi-
ases leads to a measurement error in linear regression problem. This work has two
differences from the standard work in this area. First, it allows heterogeneity in the
material being delivered to the lab, whether it be control or study material. Secondly,
we make use of Fieller’s method for estimation which has not been used in the context
before, although others have suggested it. One challenge in using Fieller’s method
is that explicit expressions for the variance and covariance of the sample variance
and covariance of independent but non-identically distributed random variables are
needed. These are developed.
Simulations are used to compare the performance of moment/Wald, Fieller and
bootstrap methods for getting confidence intervals for the slope in the measurement
model. These suggest that the Fieller’s method performs better than the bootstrap
technique. We also explore four estimators for the variance of the error in the equation
in this context and determine that the estimator based on the modified squared
residuals outperforms the others.
Homogeneity is a desirable property in control and study samples. Special ex-
periments with nested designs must be conducted for homogeneity analysis and as-
vii
sessment purposes. However, simulation shows that heterogeneity has low impact
on the performance of the studied estimators. This work shows that a biased but
consistent estimator for the heterogeneity variance can be obtained from the current
experimental design.
viii
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CHAPTER 1
INTRODUCTION
1.1 Context
In the globalizing world, there is an evolving need to assure the quantities in-
volved in all trading are what they are meant to be. In order to face this challenge,
governments around the world have designed a complex structure supported on three
organizational pillars:
• The National Metrology Institutes (NMIs) which provide main technical and
scientific research and development and higher-metrological order reference ma-
terials and procedures;
• The regulatory agencies, which write standards and protocols on how to make
official measurements. They may also grant or revoke the rights of the producers
or service providers to continue operating in the market; and
• Independent accreditation societies (private and public) which audit their asso-
ciates compliance with the standards and protocols.
In order to achieve their objectives, NMIs and accreditation societies have de-
veloped multiple source measurement exercises/experiments. These exercises vary
widely in structure, rules and goals.
• Key Comparisons are exercises among NMIs where the participants publicly
demonstrate their measurement competencies with full attribution. Key Com-
parisons are typically focused on testing the highest measurement capability at
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one point in time for specific measurements for specific materials. In late 1999
the Mutual Recognition Arrangement of the Comit International des Poids et
Mesures (CIPM MRA) for national measurement standards and for calibra-
tion and measurement certificates issued by NMIs was signed. The number
and diversity of non-routine multiple laboratory studies involving NMIs has
dramatically increased since then.
• Exercises sponsored by a regulatory agency and sometimes run by a NMI are
called inter-comparison exercises where the participants have the opportunity
to share their experiences and learn from the others and their own participa-
tion. While intended to monitor the performance of particular measurement
communities, these studies are generally open to other interested participants.
The results of these studies are often publicly available, generally in somewhat
coded form.
• Accreditation society exercises sponsored by their own members are called pro-
ficiency tests (PTs) where the participants have the opportunity to demonstrate
their capabilities. These are run under strict communication rules due to com-
mercial and economic implications. Such rules include confidential communi-
cation and results shared only between each participant and the coordinator.
Hence information for group analysis or trend analysis is generally only avail-
able to the coordinator. Regulatory agencies often require participation in PTs,
which explains the increasing trend of these PTs around the world.
With the increasing number and variety of interlaboratory comparisons, there is a
need for consistent methods of data evaluation and presentation. In order to improve
these practices it is necessary to analyze the long-term behavior of these exercises. It
is desirable to have automated tools to support these activities both numerically and
visually.
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Several questions arise about the benefits of participating in such an exercise. This
study addresses some of the questions about the qualitative and quantitative benefits
of participation. It develops methods for data analysis, measurement performance
analysis. A set of automated tools that could support these exercises in a consistent
and interoperative way was developed as a result but is out of the scope of the present
work to detail these tools.
1.2 Specific Study Data
The Intercomparison Exercise Program for Organic Contaminants in the Marine
Environment (IEPOCME), initially sponsored by the National Oceanic and Atmo-
spheric Administration (NOAA), is an ongoing program coordinated by the National
Institute of Standards and Technology (NIST). It was started in 1986 and there have
been 19 studies to date.
In these exercises all participants are invited to follow their regular procedures
knowing that these exercises and their results are intended for sharing experience
and learning from the others and their own participation. Thus biases are not due
to financial or managerial pressures but mainly to technical differences including
methods, training, instruments, materials and measurement procedures.
The design of the IEPOCME is fortunately similar to that of many proficiency
tests, thus methods developed for these data are expected to be more generally useful.
This specific data will be used throughout the document to illustrate the use of models
developed for their analysis. The results of the analysis are compared against those
from the current practices.
1.2.1 About the Treatments
There are four main families of compounds to be analyzed: polycyclic aromatic hy-
drocarbons (PAH), chlorinated pesticides (PES), polychlorinated biphenyl congeners
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(PCB), and brominated diphenyl ethers (BDE). The compounds of different families
are extracted using different procedures so the compound family is a main factor to
be considered in the data analysis.
There are three different types of samples: sediment, mussel tissue, and fish tissue.
The sample type refers to an environmental material in which the compounds to be
analyzed are embedded, so each sample type requires a different handling and mea-
surement process. The sample type imposes different conditions on the measurement,
so the sample type is a main factor to be considered in the data analysis.
The treatment definition is the combination of these two main factors, but not
all combinations are available. In particular, the PAH family of compounds is not
measured for the fish tissue type sample, since the PAH compounds are metabolized
in fish.
1.2.2 About the Participating Laboratories
From 1986 to 2006 there were 79 different participants. The number of participants
varies on each exercise. Mainly three groups are recognized:
• The core group: A few laboratories who have been participating from the be-
ginning of the program,
• The recurring group: The laboratories who have been participating with inter-
ruptions, and
• The occasional group: The laboratories that have participated less than three
times per specific treatment (combination of type of sample and family of com-
pounds).
Sequences of participations can be built for each laboratory while measuring the
same family of compounds on the same type of sample. The distribution of these
sequences is:
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Group Compound Sample type Total
Family Sediments Mussel Tissue Fish Tissue Sequences
core PAH 8 6 NA 42
PES 10 6 0
PCB 7 5 0
BDE 0 0 0
recurring PAH 23 15 NA 142
PES 20 17 13
PCB 27 17 10
BDE 0 0 0
occasional PAH 27 29 NA 258
PES 24 27 38
PCB 23 34 43
BDE 6 7 0
The BDE family of compounds and the fish tissue samples were included more re-
cently, that is the reason there are fewer sequences recorded. The 258 sequences from
the participants in the occasional group can only be evaluated with point estimators.
The 142 sequences from the participants in the recurring group can in addition be
evaluated with interval estimators. Finally, the 42 sequences from the participants in
the core group may be evaluated for trend estimation with some risk involved since
the largest sequences are just 16 events long.
1.2.3 About the Samples
The intercomparison events have evolved to include an unknown study sample
and a control sample, where subsamples of both are distributed to all participants.
The control samples used in this program are Certified Reference Materials (CRM)
produced by the NIST or some other NMI (CRMs produced by NIST are named
”Standard Reference Material R©” and are called ”SRMs”). CRMs are prepared
using strict quality control procedures and evaluations of material homogeneity and
stability as well as analyte quantity. Two or more independent analytical techniques
are typically used to measure the concentration of the chemical compounds. When
statistical agreement on the results from the several techniques is reached, a consensus
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value and its related uncertainty are assigned as a certified value. Most known or
suspected sources of bias are investigated or accounted for by the NMI. The unknown
samples are prepared and bottled with the same procedures as the CRM, but no
certified values are available for its composition. In fact, one of the goals is to estimate
the concentration of the selected chemical compounds in the unknown sample.
1.2.4 About the Data Composition
The protocol of the IEPOCME exercises requests three or more quantitative read-
ings for each selected chemical compound from each participant at each point in time.
Due to the complexity of the chemical analysis process (resources, environmental and
human constraints) and the low concentration of the chemical compounds (sometimes
at ultra-trace levels), it is not always feasible to successfully obtain the intended num-
ber of replicates as designed.
The reported measurements vary from qualitative values such as ”Not Analyzed”
(NA) or ”Below Detection Limit” (DL), to censored values such as ”< 1”, to mix-
tures of qualitative and quantitative values, to finally pure quantitative replicates.
This results in an unbalanced and incomplete design of the experiment. Table 1.1
shows an example of the data reported on an intercomparison exercise by one of the
participants.
1.3 Motivation
This thesis investigates bias models and variance models that may occur in the
combination of data from multiple sources. Key comparisons, agency-sponsored in-
tercomparisons, and PTs are just some of the exercise examples where method bias
and method variance analysis must be considered. Assuming that all measurement
methods are unbiased with low variability can lead to imprecise, inadequate and mis-
leading estimates. Estimators are imprecise when the true variance terms are large.
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They are inadequate when the bias terms are large and not included in the model
or simply assumed zero without testing for their presence. They are misleading be-
cause they might predict a certain consensus/score to be satisfactory when in fact it
is unsatisfactory. Therefore, to fully grasp and anticipate the behavior of a multiple
sources study, one needs to consider the influences of both kinds of error inherent in
the system.
Unless the bias and variance terms are fully understood and accounted for in
analyzing the experiments, unpredictable results may occur. Consider the following
scenarios:
• The most notorious case is when a participant reports data with large vari-
ability and low relative bias. In general this scenario will produce imprecise
estimates (i.e., estimates with undesirable large uncertainty). Depending on
the evaluation scheme it can be evaluated as satisfactory if the large variability
is ignored or used to normalize the values as part of a larger divisor uncertainty,
or unsatisfactory if the large variability is evaluated against the variability of
the consensus value (i.e., the coverage region of the reported value is simply too
wide).
• A second case is a participant reporting data with moderate variability and
large relative bias. In general this scenario will produce inadequate consensus
value if the bias terms are not taken into account. Also depending on the
evaluation scheme it can be evaluated as satisfactory if the moderate variability
is considered, such that the coverage region includes the true value, or it can
be evaluated as unsatisfactory if the moderate variability is ignored and the
consensus coverage region does not include the large biased estimate of the
mean.
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• A third case is a participant reporting data with unrealistically low variance.
This data will be given too much weight and this generates a push-pull effect
on all other participants. In general this will produce misleading estimates due
to the bias terms of the participants with lower variances.
These generic incidents demonstrate the importance of considering bias and vari-
ance terms, whether occurring within the method itself or between methods. The
purpose of this work is to investigate such terms in combining data from multiple
sources.
1.4 Organization Outline
The control materials used in the IEPOCME have a certified value along with a
measure of uncertainty and there is no strong evidence of among sample heterogeneity.
Using the IEPOCME data as motivation, in this thesis we explore fitting mea-
surement models for the laboratories.
• A. This is done at individual points in time for each compound and laboratory,
allowing a constant bias for a given laboratory and compound, but allowing
this bias and the variance to change over compounds and laboratories. Also an
among sample heterogeneity is allowed.
• B. These models are used to make inferences on study samples. First, for a
single laboratory and compound at a point in time and then by combining
information over many laboratories at a point in time.
• C. Then the work is expanded to allow for the possibility that the bias may
be related to the underlying concentration for similar compounds. This is done
using a linear bias model and by combining data over different compounds for
each laboratory and point in time. In principle, this could also be used for
8
a single laboratory and compound with different values of CRM over time.
However, for this data there was little or no variation in the CRMs’ values over
time.
• D. Throughout, we allow the replicate measures from the control and study ma-
terial to be either independent or for the replicates to be paired and correlated.
Chapter 2 presents the basic error models, and the data and notation definition.
Chapter 3 presents the unbiased and the constant bias models. First using the
control data only and secondly exporting the models to the study data to estimate
the true values of the study material. This chapter also presents ways to evaluate
the performance of the participants. In addition, it is shown how to combine the
individual results from the laboratories into a consensus value for the study sample.
When extending the analysis over time, the use of the same reference values introduces
some correlation that needs to be accounted for.
In Chapter 4, it is assumed the bias model is a function of concentration and
a bias model is obtained by combining data over compounds for a particular labo-
ratory. Since the values of the predictor are known with uncertainty, it turns into
a measurement error in linear regression problem. Parameters are estimated using
method of moments and inferences carried out using the delta method and a two
stage parametric bootstrap. We also introduce the use of Fieller’s method since the
problem can be stated as a ratio of random variables. This approach has not been
explored for this problem. A simulation was conducted to evaluate these options and
results are presented. Later the three methods are applied to make inferences on the
study values.
Chapter 5 presents a brief description of additional problems including variance
modeling as a function of concentration, bias modeling as a function of time only, bias
modeling as a function of time and concentration (interactions) and trend analysis.
Chapter 6 presents the conclusions and recommendations for future work.
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CHAPTER 2
MODELS AND NOTATION
Consider measuring the quantity of a compound within a material by different
methods. For the purpose of this document, this case will be referred as a multiple
source measurement exercise (MSME).
The differences between the methods can be due to (i) different measurement
procedures, (ii) different facilities and equipment where the materials are analyzed,
or (iii) different participating laboratories/analysts making the measurements.
This document describes the estimation of parameters involved in characterizing
the quantity of a compound within a material by combining information from a
MSME.
2.1 Laboratory Measurement Error Model (LMEM)
For simplicity, consider first measurements for one compound, from one lab, made
over a short period of time by one analyst (i.e., repeatability conditions VIM (2006)
[34]). This can be extended to handle multivariate measures. When necessary, the
convention of underlined letters for a multivariate vector and raw letters for a uni-
variate value are used.
Let the participating laboratory receive K specimens of the same material. The
quantity of the compound in the material has a true value x with a variance σ2U ,
both characteristic of the material. If the material is sufficiently homogeneous and
stable then it can be used for calibration or quality assurance purposes (i.e., reference
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material VIM (2006) [34]). For the purpose of this document this kind of material is
called a control material.
In some places it is necessary to distinguish a random variable from its realized
value. When necessary, the usual convention of a capital letter for the random variable
and a small letter for the realized value is used.
The quantity of the compound in the kth allocated specimen has a true value
Xk = x + Uk, where Uk is assumed to be an independent and additive random error
with mean E[Uk] = 0 and variance V [Uk] = σ
2
U . The data structure is laid out in 2.1.
Table 2.1. Data structure for the control material.
observation 1 2 ... k
true allocated value (unobserved) X1 X2 ... Xk
single observed value Y1 Y2 ... Yk
The laboratory makes its experiments and gets K values, one for each specimen.
For the kth specimen the measured value is Yk, where it is assumed that
Yk = g(Xk, β) + k (2.1)
where g is a known function and β is a vector of parameters. Some models for g
will be detailed later. The k term is an independent and additive random error
characteristic of the laboratory’s measurement process, occurred while measuring the
quantity of the compound in the kth specimen, with mean E[k] = 0 and variance
σ2 . The setting described above with σ
2
U = 0 is sometimes referred to as a functional
model while the setting with σ2U 6= 0 is known as a structural model. For our purpose
k will denote the order of analysis or measuring of an allocated specimen.
The true value in the specimens allocated to each participant is independent of
any participant’s measurement method, so the error terms Uk and k are taken to be
independent, then E[Yk] = E[g(Xk, β)] and (2.2)
12
V [Yk] = V [g(Xk, β)] + σ
2
 . (2.3)
The conditional expectation and variance of Yk on Xk = xk are:
E[Yk|xk] = g(xk, β), (2.4)
V [Yk|xk] = V [g(xk, β) + k|xk] = V [k|xk] = σ2|x, (2.5)
where |xk is a shorthand for the more precise ”given Xk = xk”. In the case of
independent error terms Uk, k and homoscedasticity over the compound’s level of
concentration (2.5) becomes simply V [k|xk] = V [k] = σ2 . The g term vanishes from
the variance since it is conditionally constant and the new expression strictly depends
only on the true value and σ2|x = h(x, θ), where the θ parameters are not necessarily
related to the β parameters. Then g is the mean measured value given the specimen
true value and h is the variance of the measured value given the specimen true value.
Using the conditional variance identity (e.g. Casella and Berger (2002) [11], The-
orem 4.4.7.), (2.3) becomes:
V [Yk] = V [E[Yk|Xk]] + E[V [Yk|Xk]] = V [g(Xk, β)] + E[h(Xk, θ)]. (2.6)
This is a general model for the variance and generalizes some of the previous
approaches in two ways: 1) it is a structural extension of the functional case and 2)
it is an extension of the functional dependency of the variance with respect to the
true value. Some of these approaches are listed below, where the specimen’s index is
omitted for clarity:
• Anscombe (1961) [3] stated as σ2|x = θ20exp(θ1g(x, β))
• Zitter and God (1971) [53] stated as σ2|x = (θ0 + θ1g(x, β))2
• Amemiya (1973) [1] stated as σ2|x = θ20(g(x, β))2
• Box and Hill (1974) [4], Horwitz (1982) [25] stated as σ2|x = θ20(g(x, β))θ1
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• Jobson and Fuller (1980) [33], Thompson et al (2008) [50] stated as
σ2|x = θ
2
0 + θ
2
1(g(x, β))
2
• Carroll and Ruppert (1982) [10] stated as σ2|x = h(g(x, β), θ)
• Duewer et al (1997) [18] stated as σ2|x = θ20 + θ21g(x, β)θ2
• Buonaccorsi (2006) [8] stated as σ2|x = E[h(X,Θ)|x], where Θ is random
and can depend on the specific specimen,
By taking σ2U → 0 the structural case is reduced to the functional case. Note
that h(g(X, β), θ) allows the conditional variance to depend on x only through the
conditional mean measured value, while h(X, θ) allows the conditional variance to
depend directly on the true value possibly in ways that cannot be expressed in terms
of the measured value. By taking g(X, β) = X (the measured value is conditionally
unbiased for the true value) the case is reduced to the two-stage model with fixed
parameters described by Buonaccorsi (2006) [8].
2.1.1 Special Cases
Some models for the conditional mean g are
• Conditionally unbiased model: g(X, β) = X
• Conditionally constant bias model: g(X, β) = X + β0
• Conditionally linear bias model: g(X, β) = β0 + β1X
• Conditionally proportional bias model: g(X, β) = β1X
• Conditionally quadratic bias model: g(X, β) = β0 + β1X + β2X2
• Conditionally power bias model: g(X, β) = β0Xβ1
Some models for the conditional variance h are
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• Variance conditionally constant:
h(X, θ) = θ2
• Variance conditionally proportional to the squared level:
h(X, θ) = θ2X2
• Variance conditionally linear on the squared level:
h(X, θ) = θ20 + θ
2
1X
2
• Variance conditionally quadratic on the level:
h(X, θ) = θ20 + θ1X + θ
2
2X
2
• Variance conditionally proportional to a power of the level:
h(X, θ) = θ20X
θ
1
• Variance conditionally exponential on the level:
h(X, θ) = θ20exp(θ1X)
Later these models will be extended to allow changes over time, compounds and
laboratories.
It is reasonable to start to model each LMEM in a separate way since each labo-
ratory’s operation is independent from any other one.
2.1.2 Bias of the Method
Recalling (2.1), Yk = g(Xk, β) + k, in general the bias of Yk as an estimator of x
is
b = bias[Yk] = E[Yk]− x = E[g(Xk, β)]− x (2.7)
where b is possibly a function of x, β, σ2U and additional parameters.
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2.2 The Study Data
Let the participating laboratory receive M specimens of another material simul-
taneously with the control material specimens, namely a study material. The study
material is similar to the control material but with unknown true composition. That
is, each allocated specimen has a true value Dm = d + Vm, where d is an unknown
constant representing the mean value for the quantity of the compound in the study
material and Vm is assumed to be independent with zero mean, E[Vm] = 0, and un-
known variance V [Vm] = σ
2
V . The data structure of the study material is laid out in
2.2.
Table 2.2. Data structure for the study material.
observation 1 2 ... m
true allocated value (unobserved) D1 D2 ... Dm
single observed value W1 W2 ... Wm
The lab measures the study material using the same method used for the control
material and gets M measurements, one for each of the specimens, the mth measured
value is denoted by Wm with
Wm = g(Dm, β) + δm (2.8)
where the δm term is a random error corresponding to the m
th specimen and has
zero mean E[δm] = 0 and variance V [δm] = σ
2
δ . Under repeatability conditions (VIM
(2006) [34]) it can be assumed that (k, δm) share the same distribution within the
same laboratory, but in general σ2 may not equal σ
2
δ if the compound level is very
different between the control material and the study material. In principle k and δm
are independent if k 6= m (ie. Corr[k, δm] = ρk,m = 0), but they can be correlated if
paired (i.e., Corr[k, δk] = ρ).
2.2.1 Pairing of Data
Readings from the control and study materials are intended to be taken in a
pairwise way. If for some reason the whole experiment cannot be performed within
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the same conditions, the readings are planned to be taken on different days but always
pairing one control material reading and one study material reading. This helps to
detect large deviations from what is expected and also allows for systematic error to
affect both paired readings the same way. This implies the assumption of independent
k and δm may not hold, but gives credibility to the assertion that the transformation
g (and its β parameters) is shared among both materials while the measurements are
conducted. This also implies that ideally M = K pairs of readings (control, study)
are available.
2.3 The Certified and Reference Values
The control material is ideally a Certified Reference Material (CRM). These ma-
terials are produced by National Metrology Institutes (NMIs), such as NIST, and
other organizations with a proven history of higher order measurement capabilities.
The certification process is itself an MSME. It is assumed that the quantity of the
compound within the material is completely described by some true value x and
its variance σ2U which represents variability among subsamples. Both x and σ
2
U are
unknown, instead some estimates are available.
During the certification process two or more critically evaluated independent
methods (see May et al. 2000 [39]) are typically used to measure the quantity of
the compounds within the material. The measured values are then combined to pro-
duce a “conventional value”. The combination of different methods is believed to be
superior to any individual method available. Conventional values are used for both
reference values and certified values. However a certified value is a reference value
with fully characterized uncertainty. Let xˆ and σˆ2xˆ be the conventional value and
its related variance. Note that xˆ is an estimator of the true value x, and σˆ2xˆ is an
estimator of the variance of xˆ itself, hence σˆ2xˆ can have several variance components
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and is not necessarily an estimate of σ2U alone. An approximate confidence interval
for the true value can be built by using this data as:
100(1− α)%CI(x) ≈ [xˆ− 2σˆxˆ, xˆ+ 2σˆxˆ]. (2.9)
In order to obtain an estimate of σ2U we need to consider replication within each
allocated unit/specimen in the design of the experiment. Heterogeneity studies are
a kind of nested designed experiments with units/splits/replicates levels to estimate
if a between units effect is present for each compound (see ISO GUIDE 34 (2009)
[31], ISO GUIDE 35 (2006) [29] and references therein). We assume this study is
conducted first to assess the within material variance σ2U .
Assuming the method of each participating laboratory during the certification
process is unbiased then for the jth participant in the certification:
Ycjk = Xcjk + cjk, j = 1..J, k = 1..Kj (2.10)
where E[cjk] = 0, and V [cjk|Xcjk] = σ2cj|Xcjk = h(Xcjk, ηj), the c suffix is added to
indicate the data is related to the certification. Therefore
E[Ycjk] = xcj (2.11)
and
V [Ycjk] = σ
2
cj = E[h(Xcjk, ηj)]. (2.12)
Under this scenario we can obtain estimators for the true value x and for σ2xˆ = V [xˆ]
using a simple weighted mean (see Graybill and Deal (1959) [23]).
The observed values from different participants often appear to be dissimilar,
although we still assume the methods are unbiased. In those cases model (2.1) must
be extended to include a random effect term to account for the variability between
methods, referred to as the variance under reproducibility conditions (VIM (2006)
[34]).
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Assuming the methods of the participating laboratories during the certification
process have a random bias with zero mean, then for the jth participant in the certi-
fication: Ycjk = Xcjk + bcj + cjk, j = 1..J, k = 1..Kj (2.13)
where bcj is the random bias associated to the j
th laboratory, E[bcj] = 0, V [bcj] = σ
2
b ,
bcj, E[cjk] = 0, V [cjk|Xcjk] = σ2cj|Xcjk = h(Xcjk, ηj), and cjk are independent. This
model is also known as a random bias model or random effects model.
Under this scenario and assuming normality we can obtain estimators for the true
value x, an estimator of σ2xˆ = V [xˆ], and the between method variance σ
2
b by applying
the maximum likelihood technique (see Searle et al (1992) [47], Vangel and Rukhin
(1999) [51]).
By construction the estimated variance of the conventional value (σˆ2xˆ) can have
several variance components (see Searle et al (1992) [47], Buonaccorsi (2006) [8]). The
number of variance components is determined by the specific design of the experiment
for the certification, while the specific formula for the variance of the conventional
value is determined by the way the data are combined to produce the conventional
value and the sampling effort. Depending on the producer of the reference material,
separate estimates of these variance components may be available, or just one single
overall variance estimate. These issues will be addressed in the following chapters as
required. Later some variance structures resulting from a certification process will be
detailed.
A common way to proceed is to assume the conventional values (xˆ, σˆ2xˆ) are the
true values (x, σ2U). The consequences of using conventional values instead of the true
values on doing inferences about the participants’ method are explored in this work.
2.4 The Performance Evaluation
MSME are also conducted to evaluate the performance of the participants. What
is an acceptable way to evaluate a method? There exist a set of scores to express and
19
measure the performance of the participating methods (see ISO GUIDE 13528 (2005)
[28]) with different criteria to evaluate them. The existence of multiple schemes and
criteria for performance evaluation is confusing and raise some doubts about their
validity.
A formal evaluation of the participating method must be based on the statistics
resulting from its data, such as: the reported quantity of each compound and the
reported variance of the quantity of each compound.
2.5 Data Notation
Table 2.3 summarizes the data notation involved in a MSME.
Table 2.3. Data Notation.
Control Data
Y1, Y2, ..., Yk Control specimen’s measured values (observed)
X1, X2, ..., Xk Control specimen’s allocated true values (unobserved)
σ2 Method/laboratory variance for the control material (unknown)
x Control true value (unknown)
σ2U Heterogeneity variance of the control material (unknown)
xˆ Conventional value (estimate of x)
σˆ2x Variance associated with xˆ
σˆ2b Between methods/laboratories estimated variance (unknown)
Study Data
W1,W2, ...,Wm Study specimen’s measured value (observed)
D1, D2, ..., Dm Study specimen’s allocated true values (unobserved)
σ2δ Method/laboratory variance for the study material (unknown)
d Study true value (unknown)
σ2V Heterogeneity variance of the study material (unknown)
Additional Parameters
Corr[k, δk] = ρ Method/laboratory error correlation (unknown)
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When necessary, the usual convention of a capital letter for the random variable
and a small letter for the realized value is used.
The usual convention X ∼ F (θ) is used to state that the random variable X
follows the distribution F (θ) and X ·∼· F (θ) to express that the random variable X
follows the distribution F (θ) only approximately.
When necessary, additional subscripted modifiers are explicitly written to identify
independent random variables Xi following the distribution F (θ) as Xi ∼ind F (θ).
Another usual convention is X ∼iid F (θ) to express that the random variables Xi are
independent and identically distributed as F (θ).
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CHAPTER 3
THE UNBIASED AND CONSTANT BIAS MODEL
The first section of this chapter explores the model for one laboratory, one com-
pound, and one point in time, using only the control data. The model found for the
control data is then exported for use with the study data. Finally the model is built
by using the control and study data simultaneously when possible. This three-part
structure is used in the subsequent sections. Section 3.2 considers the combination
of multiple sources at one point in time. Section 3.3 expands the model to multiple
compounds at one point in time. Section 3.4 expands the model to vary over time.
3.1 One laboratory, one compound at one point in time
While working with one laboratory at one point in time, the notation is simplified
by dropping the related indexes for the corresponding labs and times.
3.1.1 The Basic Model
The model for the observed concentration of the particular compound in the kth
allocated unit of the control material is:
Yk = β0 + x+ Uk + k (3.1)
where k = 1 to K, E[Uk] = 0, V [Uk] = σ
2
U , E[k] = 0, V [k] = σ
2
 , and β0, x, σ
2
U and
σ2 are unknown parameters. The Uk and k are independent for a given k and are
independent among k. Assume that xˆ, σˆ2U and σˆ
2
xˆ are unbiased estimators for x, σ
2
U
and V [xˆ] and we are given values of these (these come from the certification process
as discussed in Chapter 2).
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The model for the observed concentration of the particular compound in the study
material is:
Wk = β0 + d+ Vk + δk (3.2)
where k = 1 to K, E[δk] = 0, V [δk] = σ
2
δ , E[Vk] = 0, V ar[Vk] = σ
2
V , and d and σ
2
V
are unknown parameters. The bias term β0 is shared by both models, Vk and δk are
independent for a given k and are independent among k. In addition, assume that
δk, Vk are independent of k, Uk; then
E[Yk] = β0 + x,
V [Yk] = σ
2
U + σ
2
 ,
E[Wk] = β0 + d and
V [Wk] = σ
2
V + σ
2
δ .
(3.3)
3.1.2 Working with the Control Data Only
The main goal is to obtain estimates of each individual LMEM, hence there is no
interest on pooling information across different participants. However there is interest
in testing whether a participant’s method is biased. When working with the control
data only, the performance of the participants can be assessed directly provided that
the conventional value of the control material and its related variance components
are known or estimated.
3.1.2.1 Parameter Estimation
In practice E[Yk] and V [Yk] are unknown and estimates must be used instead.
Define the sample mean Y¯ = 1
K
∑K
k=1 Yk which is unbiased for E[Yk] and the sample
variance s2Y =
1
K−1
∑K
k=1 (Yk − Y¯ )2 which is unbiased for V [Yk]. Let
βˆ0 = Y¯ − xˆ (3.4)
and
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σˆ2 = s
2
Y − σˆ2U (3.5)
then
E[βˆ0] = E[Y¯ − xˆ] = β0 + x− E[xˆ] = β0, (3.6)
E[σˆ2 ] = E[s
2
Y − σˆ2U ] = σ2 + σ2U − E[σˆ2U ] = σ2 and (3.7)
V [βˆ0] = V [Y¯ − xˆ] = E
[
s2Y
K
+ σˆ2xˆ
]
. (3.8)
Then βˆ0 , σˆ
2
 , and σˆ
2
βˆ0
=
s2Y
K
+ σˆ2xˆ are unbiased estimators of β0, σ
2
 , and V [βˆ0]
respectively. However, this definition for σˆ2 allows a negative value of a non-negative
quantity. In such a case the interpretation is that σ2 is zero. Sometimes it is preferable
to obtain a confidence interval for σ2 , as described in (3.15) or (3.16).
Some additional distributional assumptions on the error terms are required in
order to get small sample confidence intervals for β0 and σ
2
 . Assuming normality
of Uk and k, and assuming σˆ
2
xˆ is distributed as χ
2 with νx degrees of freedom, the
distribution of βˆ0 is
βˆ0 − β0
σˆβˆ0
·∼· Tνβˆ0 . (3.9)
Hence, an approximate 100(1− α)% confidence interval (CI) for β0 is given by
βˆ0 ± t(α/2;νβˆ0 )σˆβˆ0 , (3.10)
where νβˆ0 is estimated by using the Welch-Satterthwaite approximation (see Appendix
A)
νβˆ0 =
(
s2Y
K
+ σˆ2xˆ)
2
s4Y
K2(K−1) +
σˆ4xˆ
νx
. (3.11)
When K and νx are large the distribution is
βˆ0 − β0
σˆβˆ0
·∼· Z (3.12)
and an approximate CI for β0 is given by
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βˆ0 ± z(α/2)σˆβˆ0 . (3.13)
Similarly, the exact distribution of s2Y can be obtained from
(K − 1)s2Y
σ2U + σ
2

∼ χ2K−1 (3.14)
and an approximate CI for σ2 is(
(K − 1)s2Y
χ2(1−α/2;K−1)
− σˆ2U ,
(K − 1)s2Y
χ2(α/2;K−1)
− σˆ2U
)
(3.15)
assuming the estimator σˆ2U equals the true parameter σ
2
U .
There is potential for getting estimates outside of the parameter space for σ2 . The
interval should be truncated so that it contains only non-negative values. However
the coverage of the estimated confidence interval would decrease. If the upper bound
of (3.15) is less than zero then the interpretation would be that σ2 is zero.
Another option is to use additional information about Uk if it is available. Under
normality suppose νU σˆ
2
U/σ
2
U ∼ χ2(νU) then a 100(1−α)%CI for σ2U , say [lcl(σ2U), ulc(σ2U)]
can be constructed. Using Bonferroni’s method a CI with confidence level 1 − 2α is
given by (
(K − 1)s2Y
χ2(1−α/2;K−1)
− ucl(σ2U),
(K − 1)s2Y
χ2(α/2;K−1)
− lcl(σ2U)
)
. (3.16)
Thus even in the simplest case a CRM must provide at least 3 unbiased estimates
(xˆ, σˆ2xˆ, σˆ
2
U) for each compound within the material. Sometimes the CRM certificate
just reports that evidence of heterogeneity was not found as the result of conducted
studies on the material. This implies σˆ2U = 0 for all the reported compounds within
the material.
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3.1.2.2 Inferences about the Parameters
Testing for Zero Bias
The hypothesis of unbiasedness (H0 : β0 = 0) can be tested approximately using
(3.9) or (3.12). For small K, H0 can be rejected and (β0 6= 0) can be concluded with
a significance level of α if
|βˆ0|
σˆβˆ0
> t(1−α/2;νβˆ0 ). (3.17)
Likewise for large K, if
z =
|βˆ0|
σˆβˆ0
> z(1−α/2). (3.18)
While these tests allow testing the bias for zero equality, they do not address testing
for bias constancy. Two or more points are required across compounds or time in
order to test for constancy of the bias or constancy of the within variance. This is
addressed in Section 3.3.
3.1.2.3 Performance Evaluation
The statistic z in (3.18) is called the z′ − score and it is often used to evaluate
the performance of the participants in MSME. There are several proposed statistics
to evaluate a method’s performance (ISO GUIDE 13528 (2005) [28]).
Participant performance can be assessed directly by using only the control data
and the conventional values of the reference material. Using (3.17) and taking ad-
vantage of the symmetry of the T distribution
tscore =
βˆ0
σˆβˆ0
and |tscore| < some critical value. (3.19)
• For small K, the usual evaluation criteria are:
 tscore is satisfactory if |tscore| ≤ t(0.977;νβˆ0 ) = tsat,
 tscore is unsatisfactory if |tscore| > t(0.999;νβˆ0 ) = tque and
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 tscore is questionable if tsat < |tscore| ≤ tque.
• For large K, the evaluation equivalent criteria are:
 tscore is satisfactory if |tscore| ≤ 2.0 = zsat ≈ z(0.977),
 tscore is unsatisfactory if |tscore| > 3.0 = zque ≈ z(0.999) and
 tscore is questionable if zsat < |tscore| ≤ zque.
The satisfactory and unsatisfactory results are interpreted as evidence of unbi-
asedness and biasedness of the method respectively. The percentiles 0.977 and 0.999
are chosen to match the conventional critical values 2 and 3 standard deviations from
the mean of 0 respectively under normality.
Assessing the variance
The above is a partial evaluation centered on the location bias, estimated by βˆ0
as in (3.4). There is additional information available about the variance of the par-
ticipant’s method in the h model, estimated by σˆ2 as in (3.5). What is a satisfactory
or unsatisfactory method variance?
The evaluation of the participant’s method variability can be done by comparing
it against the variability of the methods used during the certification. This requires
that the variance component associated to the within variability of the methods used
in the CRM certification be readily available (see Section 2.3). We use method and
laboratory interchangeably here. The within-method variance is the expected vari-
ance of the error in the equation (Fuller (1987) [22]) of a method selected randomly
from the population of methods and it is also called the repeatability variance of
the method in a metrology context (ISO GUIDE 5725 (1998) [27]). Let σ2c be the
true within method variance of the population of methods at the certification time.
This is the expected within variance of a single method chosen randomly from the
population of methods. Assume the methods participating in the certification are a
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representative sample of the methods’ space. Let σˆ2c and νc be an unbiased estimator
for σ2c and its related degrees of freedom obtained during the certification.
Point-wise evaluation: Under normality the within variance of the conventional
value
νc
σˆ2c
σ2c
∼ χ2(νc) (3.20)
and the within variance of any other method can be seen as a random variable from
the distribution
(K − 1)s
2
Y − σˆ2U
σ2
∼ χ2(K−1), (3.21)
hence if σ2 = σ
2
c then
fscore =
s2Y − σˆ2U
σˆ2c
·∼· F(K−1,νc). (3.22)
The participant’s variance performance can be assessed directly by using only the
control data and the conventional values of the reference material. Using (3.22) and
considering the asymmetry of the F distribution
fscore ∈ some acceptance region. (3.23)
• For arbitrary K, νc = dof [σˆ2c], the evaluation criteria are:
 fscore is satisfactory if fscore ∈ [f(0.023;K−1,νc), f(0.977;K−1,νc)] = S,
 fscore is unsatisfactory if fscore /∈ [f(0.001,K−1,νc), f(0.999;K−1,νc)] = Q and
 fscore is questionable if fscore ∈ Q ∩ Sc, where Sc is the complement of S.
The satisfactory and unsatisfactory results are typically interpreted as evidence
of unbiasedness and biasedness (underestimation or overestimation) of the within
variance of the participating method respectively.
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3.1.2.4 Examples
As an example, Table 3.1 lists the conventional values for the control material
SRM 1941b and the observed values as reported by one of the participants about the
PAH family of compounds in sediments from the IEPOCME 2003 inter-comparison
exercise.
Applying (3.4), (3.8), (3.10) and (3.13) we obtain the results in Table 3.2. Similarly
applying (3.5) and (3.15) we obtain the results shown in Table 3.3.
Applying (3.19), (3.23) and using the data in Table 3.1 we obtain the evaluation
of the within variance in Table 3.4, for convenience of display the
√
fscore are listed,
all the tscores are satisfactory, eight fscores appear questionably small and 18 are satis-
factory. In addition in the Figure 3.1 we show a target plot combining both scores for
each compound applying the square root on the fscore in order to display comparable
quantities.
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Compound σˆ ν lcl(σˆ) ucl(σˆ)
2,3,5-trimethylnaphthalene 1.1 2 0.6 6.6
acenaphthene 2.2 2 1.1 14.0
dibenz[a,h]anthracene 0.7 2 0.4 4.4
acenaphthylene 2.1 2 1.1 13.0
1-methylphenanthrene 0.7 2 0.3 4.1
biphenyl 2.0 2 1.1 13.0
2,6-dimethylnaphthalene 2.0 2 1.0 12.0
fluorene 3.6 2 1.9 22.0
triphenylene 2.6 2 1.4 17.0
1-methylnaphthalene 6.5 2 3.4 41.0
anthracene 6.0 2 3.1 38.0
benzo[j]fluoranthene 1.5 2 0.8 9.6
benzo[k]fluoranthene 5.0 2 2.6 32.0
2-methylnaphthalene 12.0 2 6.1 74.0
chrysene 13.0 2 6.5 79.0
benzo[ghi]perylene 5.5 2 2.9 35.0
benzo[e]pyrene 6.7 2 3.5 42.0
benz[a]anthracene 9.9 2 5.1 62.0
indeno[1,2,3-cd]pyrene 8.1 2 4.2 51.0
benzo[a]pyrene 5.0 2 2.6 32.0
perylene 9.6 2 5.0 60.0
phenanthrene 10.0 2 5.2 63.0
benzo[b]fluoranthene 6.9 2 3.6 44.0
pyrene 10.0 2 5.3 64.0
fluoranthene 33.0 2 17.0 210.0
naphthalene 8.1 2 4.2 51.0
Table 3.3. Example of point and interval estimates of the method within uncertainty.
For each compound, σˆ = the estimated within lab standard deviation, ν = the
degrees of freedom of the within lab standard deviation, lclσˆ = the lower confidence
limit for the within lab standard deviation, and uclσˆ = the upper confidence limit
for the within lab standard deviation.
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Compound tscore tsat
√
fscore
√
fqueL
√
fsatL
√
fsatU
√
fqueU
2,3,5-trimethylnaphthalene -1.05 2.08 0.33 0.03 0.15 2.43 4.05
acenaphthene -0.83 2.10 0.68 0.03 0.15 2.26 3.51
dibenz[a,h]anthracene 0.64 2.27 0.22 0.03 0.15 3.34 7.83
acenaphthylene 1.01 2.09 0.43 0.03 0.15 2.29 3.60
biphenyl -0.94 2.08 0.32 0.03 0.15 2.26 3.51
1-methylphenanthrene -0.46 2.09 0.12 0.03 0.15 2.29 3.60
2,6-dimethylnaphthalene -0.73 2.12 0.50 0.03 0.15 2.24 3.43
fluorene 0.08 2.06 0.49 0.03 0.15 2.43 4.05
triphenylene 1.01 2.23 0.59 0.03 0.15 4.13 12.20
1-methylnaphthalene -0.78 2.11 0.47 0.03 0.15 2.29 3.60
anthracene -0.24 2.07 0.56 0.03 0.15 2.43 4.05
benzo[j]fluoranthene 1.36 2.50 0.31 0.03 0.15 3.34 7.83
benzo[k]fluoranthene 0.14 2.10 0.48 0.03 0.15 2.60 4.66
2-methylnaphthalene 0.29 2.07 0.39 0.03 0.15 2.29 3.60
chrysene 1.23 2.25 0.70 0.03 0.15 2.97 6.09
benzo[e]pyrene -0.93 2.08 0.30 0.03 0.15 2.24 3.43
benz[a]anthracene -0.62 2.08 0.48 0.03 0.15 2.37 3.86
benzo[ghi]perylene 0.88 2.06 0.24 0.03 0.15 2.33 3.72
indeno[1,2,3-cd]pyrene 0.63 2.06 0.25 0.03 0.15 2.33 3.72
benzo[a]pyrene 0.40 2.08 0.26 0.03 0.15 2.29 3.60
perylene 0.65 2.07 0.27 0.03 0.15 2.33 3.72
phenanthrene 1.18 2.06 0.39 0.03 0.15 2.43 4.05
benzo[b]fluoranthene 0.87 2.23 0.36 0.03 0.15 3.34 7.83
pyrene -0.76 2.06 0.25 0.03 0.15 2.37 3.86
fluoranthene -0.41 2.21 0.80 0.03 0.15 2.37 3.86
naphthalene 0.53 2.06 0.14 0.03 0.15 2.37 3.86
Table 3.4. Evaluation scores under constant method bias and constant method
variance.
For each compound, tscore = the estimated t score, tsat = the satisfactory critical
value for the t score,
√
fscore = the square root of the f score,
√
fqueL = the square
root of the lower questionable limit,
√
fsatL = the square root of the satisfactory lower
limit,
√
fsatU = the square root of the satisfactory upper limit,
√
fqueU = the square
root of the questionable upper limit.
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Figure 3.1. Example of an evaluation scores.
This plot shows the individual scores of the biases and within uncertainties for each
compound from the PAHs in the Sediments 2003 exercise for one of the participants.
The black dotted semicircles represent the approximate boundaries for satisfactory
and unsatisfactory results.
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3.1.3 Exporting the Model to the Study Data
The models found while working with the control data can be used to estimate
the unknown parameters of the study data (Section 2.2). There are at least three
ways the control data can be used to update the study data and a decision must be
made regarding on this. These adjustments can be performed by each participant or
by the coordinator of a multiple data source exercise event. It is important to specify
clearly what the results are in order to use them correctly.
• Using the study data only: The simplest approach is to ignore the control data.
The study data is not altered at all and it is reported as is.
• Using the control data to discriminate the study data: This option uses the
control data only to detect outliers in the control data and assumes that the
corresponding study data measurements are also outliers. The detected outliers
are excluded from further calculations. In general this is the current strategy
for the IEPOCME program.
• Using the control data for bias adjustment: This option requires us to assume
we have enough information to model the bias. First we use the control data to
estimate the bias and then we use the estimated bias to adjust the study data.
In general a reduced bias or even unbiased estimator of the true value of the
study data can be obtained. However the uncertainty of this estimate can be
smaller or larger in comparison with the variance of the unadjusted estimates.
This technique is detailed in the following section.
3.1.3.1 Parameter Estimation
Recall from Section 2.2 that W1, ...,WM are the values obtained on M study sam-
ples. Wm = β0 + d + Vm + δm with Vm, δm assumed to be independent error terms,
E[Vm] = 0, V [Vm] = σ
2
V , E[δm] = 0 and V [δm] = σ
2
δ , for m = 1..M .
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Independent errors:
First assume that the error terms are independent for the method measuring the
control sample and the study sample; this implies Corr[k, δk] = ρ = 0. Also assume
σ2 = σ
2
δ , i.e., the variance of the method is constant across the control and study
samples. This can be due to the constancy of the method’s variance over different
levels or to a method’s variance dependent on the concentration level but analyzing
samples with similar levels.
Under independent error terms, the number of replicates of the control material
and the number of replicates of the study material are not required to be equal.
The sample mean W¯ = 1
M
∑M
m=1Wm is unbiased for E[Wm] = β0 + d and the
sample variance s2W =
1
M−1
∑M
m=1 (Wm − W¯ )2 is unbiased for V [Wm] = σ2 +σ2V , since
we assumed σ2δ = σ
2
 . Let
dˆ = W¯ − βˆ0 and (3.24)
σˆ2V = s
2
W − σˆ2 (3.25)
then
E[dˆ] = E[W¯ − βˆ0] = β0 + d− E[βˆ0] = d, (3.26)
E[σˆ2V ] = E[s
2
W − σˆ2 ] = V [Wm]− σ2 = σ2V (3.27)
and
V [dˆ] = V [W¯ − βˆ0] = V [W¯ ] + V [βˆ0] = E
[
σˆ2
dˆ
]
(3.28)
where σˆ2
dˆ
=
s2W
M
+
s2Y
K
+ σˆ2x. Then (dˆ, σˆ
2
dˆ
, σˆ2V ) are unbiased estimators for (d, σ
2
dˆ
, σ2V )
respectively. However, there is potential for both estimators for d and σ2V to become
negative. Note that the assumption of σ2δ = σ
2
 is needed for estimating σ
2
V but not
for estimating d nor for estimating V [dˆ].
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Some additional distributional assumptions on the error terms are required in
order to get confidence intervals for d and σ2V . Assuming normality for Vk and k, the
distribution of dˆ is
dˆ− d
σˆdˆ
·∼· T(νdˆ) (3.29)
and an approximate 100(1− α)% CI for d then becomes(
dˆ+ t(α/2,νdˆ)σˆdˆ, dˆ+ t(1−α/2,νdˆ)σˆdˆ
)
(3.30)
where νdˆ can be estimated with the Welch-Satterthwaite approximation
νdˆ =
(
s2Y
K
+
s2W
M
+ σˆ2xˆ
)2
s4Y
K2(K−1) +
s4W
M2(M−1) +
σˆ4xˆ
νxˆ
. (3.31)
When K and M are large the distribution is
dˆ− d
σˆdˆ
·∼· Z, (3.32)
with the approximate 100(1− α)% CI
(
dˆ+ z(α/2)σˆdˆ, dˆ+ z(1−α/2)σˆdˆ
)
. (3.33)
These confidence intervals can contain zero or even contain only negative values. In
such a case the interpretation is that the true value of the compound in the study
sample may be below the detection limit of the analytical method, i.e., a censored
data point.
Similarly, the approximate distribution of σˆ2V can be obtained from the exact
distribution of s2W
(M − 1)s2W
σ2V + σ
2
δ
=
(M − 1)s2W
σ2V + σ
2

∼ χ2(M−1) (3.34)
and, assuming σˆ2 = σ
2
 , an approximate CI for σ
2
V can be obtained by
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(
(M − 1)s2W
χ2(1−α/2,M−1)
− σˆ2 ,
(M − 1)s2W
χ2(α/2,M−1)
− σˆ2
)
. (3.35)
Similarly to (3.16), since a CI for σˆ2 is available via (3.15) or (3.16), say CI(σˆ
2
 ) =
(lcl(σ2 ), ucl(σ
2
 )), then (3.35) can be modified as(
(M − 1)s2W
χ2(1−α/2,M−1)
− ucl(σ2 ),
(M − 1)s2W
χ2(α/2.M−1)
− lcl(σ2 )
)
. (3.36)
There some cases where the probability of the estimate taking negative values is
smaller than the probability of the estimate taking positive values. We can use
Pr(σˆ2V < 0) = Pr
(
χ2(M−1) <
(M − 1)σˆ2
s2W
)
(3.37)
to estimate that probability.
If σ2δ|D 6= σ2|X , as may be the case if the method’s variance depends on the con-
centration of the compound and the concentration of the compound in the control
material and the study material are very different, then σ2δ|D and σ
2
|X should be mod-
eled accordingly. In Chapter 5 we briefly review a variance model proportional to the
square of the concentration.
Correlated errors:
Now assume that the error terms are correlated for the method while measuring
the control sample and the study sample, so K = M with pairing and Corr[k, δk] = ρ.
Also assume σ2 = σ
2
δ . Define the sample statistics Y¯ , s
2
Y , W¯ , s
2
W as above, and define
the sample covariance as sYW =
1
K−1
[∑K
k=1 (YkWk)−KY¯ W¯
]
. By using the method
of moments it is straightforward to show that: E[W¯ ] = β0 + d, E[s
2
W ] = σ
2
V +σ
2
 , and
E[sYW ] = ρσσδ = ρσ
2
 . Hence the point estimators defined as (3.24) and (3.25) are
still unbiased. However V [dˆ] changes due to the covariance term
V [dˆ] = V [W¯ + xˆ− Y¯ ] = V [Q¯+ xˆ] = V [Q¯] + V [xˆ] (3.38)
where Qk = Wk − Yk and s2Q¯ =
s2W+s
2
Y −2sYW
K
is an unbiased estimator for σ2
Q¯
= V [Q¯].
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Some additional distributional assumptions on the error terms are required in
order to get confidence intervals for d and σ2V . Assuming normality of Vk and k, the
distribution and confidence interval of d is
dˆ− d√
s2
Q¯
+ σˆ2x
·∼· T(νdˆ) (3.39)
and an approximate 100(1− α)%CI for d is
(W¯ − βˆ0)± t(α/2,νdˆ)
√
s2
Q¯
+ σˆ2x (3.40)
where νdˆ is estimated with the Welch-Satterthwaite approximation
νdˆ =
2
(
s2Y +s
2
W−2sWY
K
+ σˆ2xˆ
)2
2
(s4Y +s
4
W )
K2(K−1) +
4V̂ ar[sWY ]+Ĉov[s
2
Y ,s
2
W ]−4Ĉov[s2Y ,sWY ]−4Ĉov[s2W ,sWY ]
K2
+ 2
σˆ4xˆ
νxˆ
=
(
s2Y +s
2
W−2sWY
K
+ σˆ2xˆ
)2
(s2Y +s
2
W−2sWY )2
K2(K−1) +
σˆ4xˆ
νxˆ
=
(
s2
Q¯
+ σˆ2xˆ
)2
s4
Q¯
(K−1) +
σˆ4xˆ
νxˆ
.
(3.41)
When K is large the distribution and confidence interval of d is
dˆ− d√
s2
Q¯
+ σˆ2x
·∼· Z (3.42)
and an approximate CI for d becomes
(W¯ − βˆ0)± z(α/2)
√
s2
Q¯
+ σˆ2x. (3.43)
As with the point estimators, the distribution and approximate confidence interval
of σ2V remain as stated by (3.34) and (3.35).
3.1.3.2 Examples
Table 3.5 contains the estimates of the adjusted study values and their variances
by using the data in Table 3.1 and (3.24), (3.28), (3.30), (3.25), under the assumption
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of independent errors and equal within-method variance for each compound across
samples.
The adjusted values, the dˆ′s, are similar to the observed values. However there
are cases where dˆ is rather different than W¯ . In eleven out of 26 cases the confidence
interval for W¯ does not contain the adjusted value dˆ. Note that relatively small
differences in the control and reference values can lead to large differences in the
raw study and adjusted study values when the levels of the control and the study
materials are very different. Consider the naphthalene compound, where the control
material level (873.7) and the reference value (848) are similar and the estimated
bias is relatively small (25.7 about 3% of the control value) but considerably larger
than the study material level (121.3), leading to an adjusted study value of (95.7
about 21% of the study value). The adjusted variances are in general larger than the
observed variances.
The study material can be considered of homogeneous composition with respect
to the majority of the compounds. However, almost 25% of the compounds (seven
out of 26) appear to have a within-material variance. A probable explanation may
be the assumption σ2|x = σ
2
δ|d is not satisfied (i.e., the variance of each compound can
be very different across both samples).
Table 3.6 contains the adjusted study values by using the data in Table 3.1 and
(3.24), (3.38) and (3.40), under the assumption of correlated errors.
Comparing the results with error assumed correlated (Table 3.6) to the results
with error assumed independent (Table 3.5) we observe that the adjusted variances
are in general similar to the unadjusted variances despite the large correlation co-
efficients, this is due to the relatively small covariance compared to the variance of
the reference material σ2x. However a few estimated variances get bigger, in those
cases the covariance term is significant when compared to the variance of the refer-
ence material. The variance of the estimated study value dˆ tends to decrease as the
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Compound ρˆYW dˆ σˆ
2
dˆ
νσd lcl(dˆ) ucl(dˆ)
2,3,5-trimethylnaphthalene 0.69 28.5 7.0 30 23.1 33.9
acenaphthene -0.88 37.1 9.3 20 30.8 43.5
dibenz[a,h]anthracene 0.28 109.0 31.4 12 96.5 121.0
acenaphthylene -0.52 26.1 13.7 22 18.5 33.8
1-methylphenanthrene 0.92 70.8 9.1 26 64.6 77.0
biphenyl -1.00 33.2 19.2 28 24.3 42.2
2,6-dimethylnaphthalene 0.52 37.1 6.3 23 31.9 42.3
fluorene -0.95 64.9 64.5 39 48.7 81.1
triphenylene 0.49 138.0 25.6 3 123.0 153.0
1-methylnaphthalene -0.43 55.3 67.1 21 38.3 72.3
anthracene 1.00 175.0 88.5 41 156.0 194.0
benzo[j]fluoranthene -0.01 277.0 31.5 3 260.0 295.0
benzo[k]fluoranthene -0.87 405.0 143.0 10 378.0 431.0
2-methylnaphthalene -0.57 71.2 781.0 34 14.4 128.0
chrysene -0.97 526.0 338.0 11 485.0 566.0
benzo[ghi]perylene 0.45 468.0 537.0 37 421.0 515.0
benzo[e]pyrene 0.92 602.0 176.0 30 575.0 629.0
benz[a]anthracene 0.96 387.0 175.0 41 360.0 413.0
indeno[1,2,3-cd]pyrene -0.98 589.0 931.0 37 528.0 651.0
benzo[a]pyrene 0.99 632.0 75.6 30 615.0 650.0
perylene 0.68 169.0 544.0 34 121.0 216.0
phenanthrene -0.76 512.0 589.0 34 462.0 561.0
benzo[b]fluoranthene -0.61 1080.0 312.0 5 1030.0 1130.0
pyrene -0.65 1140.0 555.0 18 1100.0 1190.0
fluoranthene -0.38 1110.0 1140.0 10 1030.0 1180.0
naphthalene -0.26 95.7 2380.0 39 -3.0 194.0
Table 3.6. Example of study values corrected for bias using control data when errors
are correlated.
For each compound, ρˆYW = correlation coefficient, dˆ = the corrected mean of the
study value, σˆ2
dˆ
= estimated variance of the corrected study value, νdˆ = the degrees of
freedom of the variance of the corrected study value, lcl(dˆ) = a lower 95% confidence
limit for the corrected study value, ucl(dˆ) = an upper 95% confidence limit for the
corrected study value under the assumption of correlated errors.
correlation coefficient increases, as a consequence the estimated confidence interval
tends to get narrower as the correlation coefficient increases. The estimated values dˆ
are unaffected by the possible covariance.
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3.2 Multiple laboratories, one compound at one point in time
Now assume we have a group of J participants measuring the same compound.
Using Section 3.1 we can obtain estimates of each participating method’s bias and
variance for the specific compound. We want to estimate the true value for each
compound in the study material among all the participants, so we are now interested
on pooling information across different participants about the same compound.
3.2.1 The Basic Model
The model for the observed concentration of the particular compound in the con-
trol material is
Yjk = β0j + xj + Ujk + jk, j = 1..J, k = 1..Kj (3.44)
where Ujk ∼ N(0, σ2U) and jk ∼ N(0, σ2j) are independent error terms. Note that
xj can change with the laboratory; that is, the model allows different CRMs to be
allocated to the laboratories.
The model for the observed concentration of the particular compound in the study
material is
Wjm = β0j + d+ Vjm + δjm, j = 1..J, m = 1..Mj (3.45)
where Vjm ∼ N(0, σ2V ) and δjm ∼ N(0, σ2j) are independent error terms and the β0j
are the same unknown constants as in the control material model.
3.2.2 Working with the Study Data Only
Most of the intercomparison literature work is about using the study sample data
only. The common assumption is that the reported study values are unbiased with no
control material as a reference. No evidence is available to support or to reject this
assumption, so automatically the unbiased model must be used for all the methods.
There are several guidelines (ISO 9001, ISO Guide 43-1, ISO/IEC 17025 series)
describing the way the multiple source data should be analyzed. The general approach
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includes three steps in common: (i) obtaining an assigned value for the unknown ma-
terial (consensus value), (ii) obtaining the performance statistics, and (iii) evaluating
the performance of the participants.
3.2.2.1 Parameter Estimation
Previous Work
In order to obtain an assigned consensus value several statistical methods can be
used. These methods range from using the plain mean and standard deviation to the
use of some robust statistics such as the median and mean absolute deviation (mad),
trimmed mean or some kind of windsorized mean (Huber (1981) [26]), the weighted
mean (Graybill and Deal (1959) [23]), or the more elaborated MLE for the one way
random effects model (Rukhin and Vangel (1998) [46], Rukhin (2007) [44] Rukhin
(2009) [45]) and some approximations to the MLE (Mandel and Paule (1970) [37],
Paule and Mandel (1982) [41], DerSimonian and Laird (1986) [17]).
The problem of summarizing data on measurements made on virtually the same
quantity by different individuals is of particular importance to evaluating and compar-
ing test methods, characterizing materials, or evaluating the individuals/laboratories
themselves. These cover a wide range on scientific, engineering and international
trading aspects. It has been addressed by several researchers.
Cochran (1937) [14] considered this problem for the first time. He investigated
Maximum Likelihood Estimates (MLE) for the one-way random effect ANOVA model
under balanced design and heteroscedasticiy. Meier (1953) [40] studied the approx-
imation to the limiting variance of the weighted mean when the number of individ-
uals/laboratories is small but with no between variance, so this is not a one-way
random effect ANOVA. Cochran and Carrol (1953) [13] studied the efficiency of the
weighted mean under balanced design and both small sample size and small number
of participants.
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Cochran (1954) [12], extended to the unbalanced scenario and the heteroscedas-
ticity situation with Wjm = d + δjm, j = 1..J,m = 1..Mj, δjm ∼ N(0, σ2j ). He also
stated a first approximation to the random effects model (which he refers to as model
with interactions) when random bias terms are involved: Wjm = dj + δjm, j = 1..J ,
m = 1..Mj, δjm ∼ N(0, σ2j ), dj = d+ (dj − d) = d+ bj, where bj is a random bias.
Graybill and Deal (1959) [23] studied the combination of unbiased estimators of
the common mean by using the inverse of the sample variance as weights.
x˜GD =
∑
xis
−2
i /
∑
s−2i . (3.46)
This was revisited by Mandel and Paule (1970) [37]. Rao et al (1981) [42] reported
a numerical investigation of a set of estimators, however they did not consider MLE
due to computational difficulty. Paule and Mandel (1982) [41] presented a weighting
process to estimate iteratively the mean from multiple experiments. Rukhin and Van-
gel (1998) [46] studied the common mean model and the weighted means model and
compared their statistics. DerSimonian and Laird (1986) [17] discussed the random
effects model and showed a noniterative procedure to combine evidence from a set of
experiments. Zhang (2006) [52], studied the variance associated with the weighted
mean of the common mean model: Wjm = d + αj + δjm, j = 1..J,m = 1..M, δjm ∼
N(0, σ2j ), αj ∼ N(0, σ2α).
Vangel and Rukhin (1999) [51] reviewed these works and studied the MLE for
heteroscedastic one-way random effects (allowing for random bias terms), both theo-
retical and empirically. They proved that the interative solution always exists (The-
orem 1) and also stated the parameter bounds for d and σα to look for the MLE
numerically. Multiple real roots of the cubic equation in(3.49) in the interval [0,1]
suggests the jth laboratory is an outlier, and gave a necessary condition for multiple
weights.
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Dempster et al (1977) [16] reviewed the problem on estimating the mean and
variance when data is censored or truncated from a normal distribution using the EM
algorithm.
Eberhardt et al (1989) [19] considered a model with bounded random bias; that
is, the support for the cdf of the random bias is an interval [mi, Mi] where mi and
Mi are known finite constants. In this case they use the minimax approach. Iyer et
al (2004) [32] studied via simulation the interval estimates for the unbounded bias
model, the bounded model, and the ISO GUM type models, especially for small num-
ber of participants. Rukhin (2007) [44] compared the different approaches to estimate
the mean from multiple sources and Rukhin (2009) [45] studied the metrological im-
plications of the different models and studied a meta-model which included explicitly
the participant bias as fixed effects or random effects, i.e., Wjm = d + rj + δjm, j =
1..J,m = 1..Mj, δjm ∼ N(0, σ2j ), rj fixed constants or rj ∼ N(0, σ2ρ).
For the purpose of reviewing the use of the maximum likelihood estimators, con-
sider the one-way random effects model with unequal variances applied to the study
data. Assuming all the laboratories received the same study material with true value
d and normality of the error terms,
Wjm = d+B0j + Vjm + δjm, j = 1, . . . , J,m = 1, . . . ,Mj, Vjm ∼ N(0, σ2V j), δjm ∼
N(0, σ2δj), B0j ∼ N(0, σ2B0), where all random terms are independent, (σ2V j + σ2δj) are
the within-method variance (the components due to heterogeneity and the variance of
the error in the equation are confounded) and are allowed to change for each method,
and σ2B0 is the between method variance. This model treats the methods’ responses
as random with a random effect attached to the bias of each one of them.
Then the log-likelihood function becomes
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`(θ|W ) =
J∑
j=1
log(f(W¯j, s
2
Wj,Mj|d, σ2B0 , σ2V j + σ2δj))
= −N
2
log(2pi)− 1
2
∑
(Mj − 1)log(σ2V j + σ2δj)−
1
2
∑ (Mj − 1)
σ2V j + σ
2
δj
s2Wj
− 1
2
∑
log(σ2V j + σ
2
δj +Mjσ
2
B0
)− 1
2
∑ Mj(W¯j − d)2
σ2V j + σ
2
δj +Mjσ
2
B0
(3.47)
where θ = (d, σ2B0 , σ
2
V j + σ
2
δj) is the vector of J+2 parameters and N =
∑
jMj.
The score equations are
S(θ, w) =

∂
∂d
`(θ)
∂
∂σ2B0
`(θ)
∂
∂(σ2V j+σ
2
δj)
`(θ)
 = 0 (3.48)
and the system of J+2 equations becomes after some algebra and using Vangel and
Rukhin (1999) [51] notation
dˆ =
∑ γˆj∑
γˆj
W¯j,
σˆ2B0 =
∑
γˆ2j (W¯j − dˆ)2∑
γˆj
and
0 = γˆ3j − (aj + 2)γˆ2j + ((Mj + 1)aj + (Mj − 1)bj + 1)γˆj −Mjaj,
(3.49)
where γˆj =
Mj σˆ
2
B0
σˆ2V j+σˆ
2
δj+Mj σˆ
2
B0
, aj =
σˆ2B0
(W¯j−dˆ)2 , bj =
s2Wj/Mj
(W¯j−dˆ)2 and j = 1, . . . , J .
The equations are non-linear in the parameters, so an iterative approach is re-
quired. The Modifying Estimating Equations (MEE) approach is used to fit this
non-linear model iteratively. The variance of the estimator of the true value dˆ can be
obtained by applying the law of total variance (Casella and Berger (2002) [11])
σ2
dˆ
= V [dˆ] = V
[∑ γˆjW¯j∑
γˆj′
]
= E
[
V
[∑ γˆjW¯j
(
∑
γˆj′)
|γˆj
]]
+ V
[
E
[∑ γˆjW¯j
(
∑
γˆj′)
|γˆj
]]
= E
[∑ γˆ2jV [W¯j]
(
∑
γˆj′)2
]
= E
[∑ γˆ2j γ−1j σ2B0
(
∑
γˆj′)2
]
,
(3.50)
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and an estimator is given by
σˆ2
dˆ
=
σˆ2B0∑
γˆj
. (3.51)
3.2.3 Working with the Control and Study Data
Using the results in the previous Section 3.1 we can obtain unbiased estimates for
β0j and σ
2
j. The confidence interval estimates for β0j may give evidence of the presence
of fixed effects and the laboratories should be considered as fixed. Consequentially the
one way random effects model may not be applicable. If we use the MLE approach
and the true underlaying model is one of fixed effects then
E[dˆ] = E
[∑ γˆj∑
γˆj
W¯j
]
= E
[∑ γˆj∑
γˆj
(d+ β0j + V¯j + δ¯j)
]
= d+ E
[∑ γˆj∑
γˆj
β0j
]
.
(3.52)
Hence dˆ is unbiased for d if and only if all the participating methods are unbiased.
This imposes a strong assumption that is not always met. The second term in (3.52)
is responsible for a potential push-pull effect and if present it is propagated to the
users of these estimators.
A more natural approach is to adjust the study values for bias and then obtain
the simple average or weighted average of the study values corrected for bias. In this
section we obtained J unbiased estimators for d, let’s say dˆj for laboratory j. These
are the observed values adjusted for bias.
Let us define the adjusted study values for each laboratory after correcting for
bias as dˆj = W¯j − βˆ0j, with
σˆ2
dˆj
= s2Q¯ + σˆ
2
xˆj,
s2Q¯j =

s2Wj
Mj
+
s2Y j
Kj
if errors in the equation are independent,
s2Wj+s
2
Y j−2sWY j
Kj
if errors in the equation are correlated,
(3.53)
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and νdˆj = dof(σˆ
2
dˆj
). It is straightforward to show that each dˆj is unbiased for d as
shown in (3.26).
Note that the adjusted study values are correlated if the laboratories are using
the same CRM’s for reference value purposes, as is often the case.
Let us define the covariance of the adjusted study values. Let R different CRM’s
be used as control materials. Define a matrix A coding the information about which
laboratory is using what CRM. Let A be a J ×R matrix with entries defined as
ajr =
 1, if the j
th laboratory uses the rth CRM,
0, otherwise
(3.54)
with the restriction
∑R
r=1 ajr = 1, ∀j; that is, one laboratory uses just one CRM. Let
Σxˆ = diag(σ
2
xˆ1, . . . , σ
2
xˆR) be the diagonal R×R matrix of the variances of the different
reference values. Then the covariance of dˆ is
Cov[dˆ, dˆ] = ΣQ¯ + AΣxˆA
′,
ΣQ¯ = diag(σ
2
Q¯1, . . . , σ
2
Q¯J),
(3.55)
where σ2
Q¯j
= E[s2
Q¯j
], j = 1, . . . , J .
Simple average
Define the estimator of the study value as the simple average of the adjusted study
values
d¯ =
1
J
J∑
j=1
dˆj =
1
J
1′dˆ. (3.56)
where 1 = vector of length J with all its entries equal 1.
Hence
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E[d¯] = E
[
1
J
1′dˆ
]
=
1
J
1′E[dˆ] = d and
V [d¯] = V
[
1
J
1′dˆ
]
=
1
J2
1′V [dˆ]1 =
1
J2
1′(ΣQ¯ + AΣxˆA
′)1
=
1
J2
(
J∑
j=1
σ2Q¯j +
R∑
r=1
n2rσ
2
xˆr
) (3.57)
where [n1, . . . , nR]
′ = 1′A is a vector with the number of laboratories using the same
CRM.
The simple mean of the adjusted study values d¯ is an unbiased estimator for d
and an unbiased estimator for its variance is
Vˆ [d¯] =
1
J2
(
J∑
j=1
s2Q¯j +
R∑
r=1
n2rσˆ
2
xˆr
)
. (3.58)
Weighted average
Define the estimator of the study value as the weighted average of the adjusted
study values. If the true variances are known the weights are ωj = σ
−2
dˆj
/
∑
j′ σ
−2
dˆj′
.
However it is often the case that the true variances are unknown, instead we use
estimated weights ωˆj = σˆ
−2
dˆj
/
∑
j′ σˆ
−2
dˆj′
and
∑
j ωˆj = ωˆ
′1 = 1.
Define the weighted estimator as
d¯ω =
J∑
j=1
ωˆj dˆj = ωˆ
′dˆ. (3.59)
If the weights ωˆj are independent of dˆj then it is straightforward to show that d¯ω
is unbiased for d, applying the double expectation theorem
E[d¯ω] = E
[
ωˆ′dˆ
]
= E
[
E
[
ωˆ′dˆ|ωˆ
]]
= E
[
ωˆ′E[dˆ|ωˆ]
]
= E [ωˆ′E[1d]]
= E [ωˆ′1d] = E[d] = d.
(3.60)
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The variance of d¯ω can be obtained assuming independence of the weights ωˆj and
dˆj, applying the double expectation theorem, the conditional variance theorem and
the expected value of a quadratic form
V [d¯ω] = V
[
ωˆ′dˆ
]
= V
[
E
[
ωˆ′dˆ|ωˆ
]]
+ E
[
V
[
ωˆ′dˆ|ωˆ
]]
= V [d]︸︷︷︸
=0
+E
[
ωˆ′V
[
dˆ
]
ωˆ
]
= E
[
ωˆ′(ΣQ¯ + AΣxˆA
′)ωˆ
]
= E [ωˆ]′ (ΣQ¯ + AΣxˆA
′)E [ωˆ] + tr
(
(ΣQ¯ + AΣxˆA
′)Σωˆ
)
.
(3.61)
Although (3.61) is the exact variance, we need estimators for E[ωˆ] and Σωˆ, which
involve ratios of random variables. Instead it is often assumed that the estimated
weights ωˆ are fixed. Under this assumption Σωˆ = 0 and the variance of the weighted
average of the adjusted study values can be estimated as
Vˆ [d¯ω] = ωˆ
′(ΣˆQ¯ + AΣˆxˆA
′)ωˆ
=
J∑
j=1
(ωˆ2j s
2
Q¯j) +
R∑
r=1
(
J∑
j=1
ωˆjajr
)2
σˆ2xˆr.
(3.62)
Similarly we can use (3.25) to obtain J unbiased estimators for the heterogeneity
variance of the study material, say σˆ2V j. Assuming normality and equal variances of
the error in the equation for each laboratory (σ2δj = σ
2
j), we have
J∑
j=1
(
νV jσˆ
2
V j
σ2V j
)
∼ χ2(∑Jj=1 νV j), (3.63)
where
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νV j =

(s2Wj−s2Y j+σˆ2Uj)
2
s4
Wj
Mj−1 +
s4
Y j
Kj−1 +
σˆ4
Uj
νUj
, if the errors in the equation are independent,
(s2Wj−s2Y j+σˆ2Uj)
2
s4
Wj
+s4
Y j
−2s2
YWj
Kj−1 +
σˆ4
Uj
νUj
, if the errors in the equation are correlated.
(3.64)
The σ2V can be estimated as
σˆ2V =
∑J
j=1 νV jσˆ
2
V j
νV
(3.65)
where
νV =

(
∑
j νV j(s
2
Wj−s2Y j+σˆ2Uj))
2
∑
j ν
2
V j
(
s4
Wj
Mj−1 +
s4
Y j
Kj−1
)
+
∑
r(
∑
j ajrνV j)
2 σˆ4Ur
νUr
, if sYWj = 0,
(
∑
j νV j(s
2
Wj−s2Y j+σˆ2Uj))
2
∑
j ν
2
V j
(
s4
Wj
+s4
Y j
−2s2
YWj
Kj−1
)
+
∑
r(
∑
j ajrνV j)
2 σˆ4Ur
νUr
, if sYWj 6= 0.
(3.66)
Note that if all the control materials are heterogeneous (σˆ2Uj = 0) or if all the
allocated control materials are different CRMs then the σˆ2V j are independent and the
degrees of freedom νV are reduced to
νV =
J∑
j=1
νV j. (3.67)
Another option is to utilize parametric bootstrap for inferences on d.
3.2.4 Performance Evaluation
In addition to a direct performance evaluation based on the control data as de-
scribed in 3.1.2.3, we can get a second performance evaluation by using the study
data. The difference between these two evaluations is the previous knowledge about
the true value of the concentration in the materials. One more consideration must
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be taken into account for the performance evaluation of each participant and this is
that the new assigned value d¯ (or d¯ω) for the concentration of the compound from the
study material is now a function of all the participant’s results dˆj corrected for bias.
This functional relation implies the covariance Cov[dˆj, d¯] (Cov[dˆj, d¯ω]) is non-zero.
The performance metric is then
tscore,dj =
dˆj − d¯√
Vˆ [dˆj − d¯]
and |tscore,dj| < some critical value (3.68)
where the estimated variance can be obtained using (3.53), (3.56) and (3.58)
Vˆ [dˆj − d¯] = Vˆ [dˆj] + σˆ2d¯ − 2Cov[dˆj, d¯]
= σˆ2Q¯j +
∑
r
ajrσˆ
2
xˆr +
1
J2
(∑
j′
σˆ2Q¯j′ +
∑
r
n2rσˆ
2
xˆr
)
− 2
J
(
σˆ2Q¯j +
∑
r
ajrnrσˆ
2
xˆr
)
.
(3.69)
The evaluation criteria and approximations used for the performance evaluation
while using the control data only are still valid.
The evaluation of the participant’s method variability can be done as described
in the previous section using the estimate for the within-method variance from the
study data. This is
fscore,j =
s2Wj
σˆ2j
∼ F(K−1,νj)
where σˆ2j is the within method variance of the consensus value obtained from the
study data corrected for bias as in (3.5) and with degrees of freedom as
νj =
(
s2Y j − σˆ2Uj
)2
s4Y j
Kj−1 +
σˆ4Uj
νUj
. (3.70)
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3.2.5 Examples
We use the data of the 16 participants about the PAH family of compounds in
sediments from the IEPOCME 2003 intercomparison exercise. The estimated biases
are shown in a boxplot for different laboratories for each compound in Figure 3.2.
Figure 3.2. Estimated biases for the different laboratories for each compound, as-
suming constant bias across samples.
This boxplot shows the estimated bias βˆ0j for the J laboratories for each compound,
from the PAHs in the Sediments 2003 intercomparison exercise.
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We observe that for some compounds the bias terms are very large and for some
it is hard to justify the assumption of random bias with zero mean.
Table 3.7 lists the MLE solution to the one way random effects model for the
raw study values, dˆ = the consensus value was obtained by using (3.49), σˆdˆ = the
standard error of the consensus was obtained by using (3.51), νσdˆ was obtained by
applying the Welch-Satterthwaite approximation and (l̂cl(d), ûcl(d)) = a Wald’s type
CI for d using (dˆ, σˆdˆ, νσdˆ). J is the number of the laboratories that actually reported
measurements for that compound. Compounds are in ascending order of the reference
value xˆ.
The MLE approach is based on the assumption that the true underlying model
is the one way random effects model, this is, it assumes the laboratories are random
with random bias having mean zero and common between-laboratory variance for each
compound. These are strong assumptions, especially because the laboratories are not
random but also because the assumption of mean bias = 0 may be questionable for
some compounds. Since, we can just as easily proceed with fixed labs and associated
biases, we do so.
Table 3.8 lists the point and interval estimates of the simple mean and the weighted
mean of the study values corrected for constant bias, assuming the errors  and δ are
independent. d¯ was obtained by using (3.56), σˆd¯ was obtained by the square root
of (3.58), νσd¯ the degrees of freedom were obtained with the Welch-Satterthwaite
approximation and (lcl(d), ucl(d)) = a Wald’s type CI for d using (d¯, σˆd¯, νσd¯).
Table 3.9 lists the point and interval estimates of the simple mean and the weighted
mean of the study values corrected for constant bias assuming the errors  and δ are
correlated. d¯ω was obtained by using (3.56), σˆd¯ω was obtained by the square root of
(3.58), νσd¯ω = the degrees of freedom were obtained with the Welch-Satterthwaite
approximation and (lclω(d), uclω(d)) = a Wald’s type CI for d using (d¯ω, σˆd¯ω, νσd¯ω).
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Comparing Tables 3.7 and 3.8 we observe that about half of the estimated simple
means d¯ and weighted means d¯ω are larger than the MLE solution dˆ. Also about
half of the estimated variances of the simple means σˆ2
d¯
are larger than the estimated
variance of the MLE solution σˆ2
dˆ
and about half are smaller than that of the MLE
solution. However, the estimated variance of the weighted mean σˆ2
d¯ω
tends to be
smaller than that of the MLE solution. The estimated variance of the weighted mean
also tends to be smaller than the estimated variance of the simple mean of the study
values corrected for bias. Comparing the MLE solution in Table 3.7 and the estimates
based on the simple and weighted mean of the study values corrected for constant
bias under correlation of the error terms in Table 3.9 we arrive to similar conclusions.
In all the cases the point estimates by definition are within the parameter space.
However, in three out of the 26 compounds, the CIs based on the simple mean of the
corrected study values contain zero. This problem is not present on the CI estimates
based on then weighted mean.
The approach making use of both the control data and study data, either by
the simple mean or the weighted mean of the study data corrected for constant bias
requires weaker assumptions in contrast with the MLE approach. These approaches
allows the bias to change with the laboratory and compound but it assumes the bias
for each compound is constant over values of the control and study materials. Hence
if the study value is very different from the levels of the CRM’s compounds then
this may still be a strong assumption. We address this problem, at least partially, in
Chapter 4, by introducing models for bias as a function of concentration.
The CIs based on the simple mean of the corrected study data tend to be wider
than the CIs based on the MLE solution and these tend to be wider than the CIs
based on the weighted mean of the corrected study data, as shown in Figure 3.3.
Comparing Figures 3.1 and 3.4 we observe the tscore are more disperse and some
fscore get larger after adjusting for bias correction. Some results now appear ques-
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Compound dˆ σˆ2
dˆ
νdˆ l̂cl(d) ûcl(d) J
2,3,5-trimethylnaphthalene 33.6 13.0 11 25.8 41.5 6
acenaphthene 33.2 8.2 21 27.2 39.1 12
dibenz[a,h]anthracene 145.9 335.3 27 108.4 183.5 14
acenaphthylene 47.3 90.7 21 27.6 67.1 11
1-methylphenanthrene 73.8 22.6 17 63.8 83.8 9
biphenyl 22.2 6.5 14 16.7 27.6 9
2,6-dimethylnaphthalene 44.4 64.4 19 27.7 61.1 10
fluorene 56.9 30.8 22 45.4 68.4 12
triphenylene 103.6 688.1 3 30.8 176.4 2
1-methylnaphthalene 43.4 19.1 24 34.4 52.4 13
anthracene 137.5 225.9 31 106.9 168.1 16
benzo[j]fluoranthene 336.5 8472.2 7 124.2 548.9 4
benzo[k]fluoranthene 569.8 8474.2 25 380.5 759.0 13
2-methylnaphthalene 65.4 56.6 26 50.0 80.8 14
chrysene 713.0 3989.0 25 583.2 842.9 13
benzo[ghi]perylene 579.9 2610.3 31 475.8 684.0 16
benzo[e]pyrene 612.7 2512.5 27 510.0 715.4 14
benz[a]anthracene 421.4 821.1 31 363.0 479.7 16
indeno[1,2,3-cd]pyrene 639.2 2538.9 31 536.5 741.8 16
benzo[a]pyrene 670.3 2539.0 31 567.6 773.1 16
perylene 187.9 350.3 24 149.3 226.5 13
phenanthrene 472.1 836.4 31 413.2 531.1 16
benzo[b]fluoranthene 981.8 8565.9 29 792.8 1170.9 15
pyrene 1043.7 4147.7 31 912.5 1174.9 16
fluoranthene 1028.3 3566.1 31 906.7 1150.0 16
naphthalene 90.9 109.6 30 69.6 112.3 16
Table 3.7. Example of MLE under the one way random effects model using the raw
study data.
For each compound, the consensus value using study data only, assuming all the
laboratories are random with expected value 0: dˆ = the consensus value, σˆ2
dˆ
= the
estimated variance of the consensus, νdˆ = the degrees of freedom of the estimated
variance of the consensus, l̂cl(d) = the lower 95% confidence limit for the consensus,
ûcl(d) = the upper 95% confidence limit for the consensus.
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Figure 3.3. Estimated CI lengths for each compound, assuming constant bias across
samples.
This plot shows the estimated CI length for each compound, on the x-axis the estimate
based on the MLE solution, on the y-axis the estimates based on the simple mean
(empty dots for independent errors, solid dots for correlated errors) and the weighted
mean (empty triangles for independent errors and solid tringles for correlated errors),
both of the study values corrected for constant bias.
tionable and some appear unsatisfactory in contrast with the evaluation with control
data where all the results were satisfactory. These results are preliminary since we
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have made assumptions that we have not tested, such as the constant bias of the
method and constant within method variance for each compound.
Figure 3.4. Example of performance evaluation using the adjusted study data.
This target plot shows the tscore and
√
fscore of the study data corrected for bias, from
the PAHs in the Sediments 2003 exercise Program 1. Empty dots represent regular
data, filled triangles represent data with absolut value larger than 4 in any of the
scores, filled dot represents the mean of the scores.
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3.3 One laboratory, multiple compounds at one point in time
When working with multiple compounds measured at one point in time with the
same method, we can try to improve the bias and within-method variance estimations
by pooling information across compounds. Another approach is to model the bias
and the within-method variance as functions of the true value associated with the
compound. We will discuss the bias modeling as a function of the true value associated
with the compound in Chapter 4.
3.3.1 The Basic Model
The model for the observed value of the ath compound in the control material is
Yak = β0a + xa + Uak + ak (3.71)
where a = 1, . . . , A, k = 1, . . . , Ka, E[Uak] = 0, V [Uak] = σ
2
Ua, E[ak] = 0, V [ak] = σ
2
a
and (β0a, xa, σ
2
a, σ
2
Ua) are unknown parameters. Uak and ak are independent for a
given a, k and are independent among a, k. Assume that xˆa, σˆ
2
Ua and σˆ
2
xa are known
unbiased estimators for xa, σ
2
Ua, and V [xˆa]; these come from the certification process
as discussed in Section 2.3.
The model for the observed value of the compounds in the study material is
Wak = β0a + da + Vak + δak, (3.72)
where a = 1, . . . , A, k = 1, . . . , Ka, E[Vak] = 0, V [Vak] = σ
2
V a, E[δak] = 0, V [δak] = σ
2
a
and (da, σ
2
V a) are unknown parameters. The β0a are shared by the same compound
on both models, Vak and δak are independent for a given a, k and are independent
among a, k. Also assume that δak, Vak are independent from ak, Uak. Then
E[Yak] = β0a + xa,
V [Yak] = σ
2
Ua + σ
2
a,
(3.73)
E[Wak] = β0a + da and
V [Wak] = σ
2
V a + σ
2
δa.
(3.74)
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3.3.2 Working with the Control Data Only
Here there is no interest on pooling information across different participants. How-
ever, there is interest on testing whether a participant’s method is biased. When
working with the control data only, the performance of the participants can be as-
sessed directly, provided that the conventional value of the control material and its
related variance components are known.
If β0a and σ
2
a are different for each compound then unbiased estimators for β0a
and σ2a can be obtained by using the results from Section 3.1.2.1.
3.3.2.1 Parameter Estimation
Often the g transformation and the h function are shared among a set of com-
pounds. Often all or many compounds in a material undergo the same processes
and transformations in order to be measured and thus any error related to the mea-
surement procedure is shared. In such cases, the assumption of sharing parameters
among a whole set of compounds appears to be reasonable and the information across
compounds can be used to estimate the parameters.
Under the assumption of a constant bias shared among compounds, β0a = β0.
Consider the point estimator
βˆ0 =
A∑
a=1
ωˆaβˆ0a (3.75)
where βˆ0a = Y¯a − xˆa, ωˆa =
σˆ−2
βˆ0a∑
σˆ−2
βˆ0a
, σˆ2β0a =
s2Y a+Kaσˆ
2
xa
Ka
abd
∑A
a=1 ωˆa = 1. Under
normality βˆ0a and ωˆa are independent and using double expectation (e.g. Casella &
Berger 2002 [11], Theorem 4.4.3.)
E[βˆ0] = E
[
E
[
A∑
a=1
ωˆaβˆ0a
∣∣∣∣∣ ωˆ1, . . . , ωˆA
]]
= β0E
[
A∑
a=1
ωˆa
]
= β0. (3.76)
Hence βˆ0 as defined in (3.75) is unbiased for β0 under normality or more generally
under the assumption of ωˆa random and independent of βˆ0a. If the distribution of
63
the error terms is not normal then the sample variance and sample mean may not be
independent and in general (3.76) becomes an approximation.
Again assuming independence of βˆ0a and ωˆa, and using the conditional variance
identity (e.g. Casella & Berger 2002 [11], Theorem 4.4.7.) we have
σ2
βˆ0
= V [βˆ0] = V
[
E
[
A∑
a=1
ωˆaβˆ0a
∣∣∣∣∣ ωˆ1, . . . , ωˆA
]]
+ E
[
V
[
A∑
a=1
ωˆaβˆ0a
∣∣∣∣∣ ωˆ1, . . . , ωˆA
]]
= V [β0]︸ ︷︷ ︸
=0
+E
[
A∑
a=1
ωˆ2aV [βˆ0a]
]
=
A∑
a=1
V [βˆ0a]E
[
ωˆ2a
]
.
(3.77)
If we treat ωˆa as fixed, the variance of βˆ0 can be estimated as
σˆ2
βˆ0
≈
∑
a
ωˆ2aVˆ [βˆ0a] =
∑
a σˆ
−2
βˆ0a(∑
a′ σˆ
−2
βˆ0a′
)2 = 1∑
a σˆ
−2
βˆ0a
. (3.78)
By Jensen’s inequality, it is straightforward to show that (3.78) overestimates
1∑
a σ
−2
βˆ0a
. Also it is straightforward to see that σˆ2
βˆ0
is a consistent estimator for 1∑
a σ
−2
βˆ0a
.
There are more options to be considered for estimating the variance function
h. For example, h can be constant but in practice is often some function of the
concentration.
• Under the assumption of normality, homogeneity of the control material (i.e.,
σ2Ua = 0,∀a) and constant h across compounds, E[σˆ2a] = σ2a = σ2 , see section
3.1.2.1, specifically (3.5) and (3.7) we have
(Ka − 1)σˆ2a
σ2
∼ind χ2(Ka−1) (3.79)
or ∑A
a=1 (Ka − 1)σˆ2a
σ2
∼ χ2∑ (Ka−1). (3.80)
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Now define
σˆ2 =
∑A
a=1 (Ka − 1)σˆ2a∑A
a=1 (Ka − 1)
, (3.81)
then
E[σˆ2 ] = E
[∑A
a=1 (Ka − 1)σˆ2a∑A
a=1 (Ka − 1)
]
=
∑A
a=1 (Ka − 1)E[σˆ2a]∑A
a=1 (Ka − 1)
= σ2 . (3.82)
Hence σˆ2 as defined in (3.81) is unbiased for σ
2
 .
We are assuming the estimated variances of the error in the equation for different
compounds are independent.
• Under the assumption of normality, and heterogeneity of the control material
(i.e., exists a such that σ2Ua 6= 0) and constant h across compounds, E[σˆ2a] =
σ2a = σ
2
 . Assume we have estimates for νa = degrees of freedom of σˆ
2
a, then
we have
νaσˆ
2
a
σ2
·∼· χ2(νa), (3.83)
or ∑A
a=1 νaσˆ
2
a
σ2
·∼· χ2(∑ νa). (3.84)
Now define
σˆ2 =
∑A
a=1 νaσˆ
2
a∑A
a=1 νa
(3.85)
then
E[σˆ2 ] = E
[∑A
a=1 νaσˆ
2
a∑A
a=1 νa
]
=
∑A
a=1 νaE[σˆ
2
a]∑A
a=1 νa
= σ2 . (3.86)
Hence σˆ2 as defined in (3.85) is approximately unbiased for σ
2
 . The estimated
degrees of freedom of σˆ2Ua must be known from the CRM in order to obtain es-
timated degrees of freedom of σˆ2a. The approximation is due to the assumption
in the individual distributions (3.83).
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Assuming the CRM provides both σˆ2Ua and νUa for each compound and assuming
normality, then applying Welch-Satterthwaite approximation
νa ≈ (s
2
Y a − σˆ2Ua)2
s4Y a
Ka−1 +
σˆ4Ua
νUa
. (3.87)
Some additional distributional assumptions on the error terms are required in
order to get confidence intervals for β0 and σ
2
 . Assuming normality of Uak and ak,
the distribution of β0 is
βˆ0 − β0
σˆβˆ0
·∼· T(νβˆ0 ) (3.88)
where νβˆ0 can be approximated by the Welch-Satterthwaite method, using (3.78) and
the delta method, we obtain
νβˆ0 ≈
2
(
σˆ2
βˆ0
)2
Vˆ
[
σˆ2
βˆ0
] =
(
σˆ2
βˆ0
)2
(
σˆ2
βˆ0
)4∑ σˆ−4
βˆ0a
νβˆ0a
=
σˆ−4
βˆ0∑ σˆ−4
βˆ0a
νβˆ0a
, (3.89)
and νβˆ0a is given in (3.11).
An approximate 100(1− α)% confidence interval for β0 is then
βˆ0 ± t(1−α/2;νβˆ0 )σˆβˆ0 . (3.90)
When all Ka are large the distribution of β0 is
βˆ0 − β0
σˆβˆ0
·∼· Z, (3.91)
and the approximate 100(1− α)% confidence interval becomes
βˆ0 ± z(1−α/2)σˆβˆ0 . (3.92)
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Similarly, using all observations together and assuming a constant h model shared
among all the compounds, using (3.80) we can obtain a 100(1−α)% confidence interval
for σ2 under the assumption of homogeneous control material (i.e., σ
2
Ua = 0,∀a) by(
σˆ2
∑
(Ka − 1)
χ2(1−α/2;∑ (Ka−1)) ,
σˆ2
∑
(Ka − 1)
χ2(α/2;
∑
(Ka−1))
)
(3.93)
and under the assumption of heterogeneous control material (i.e., exists a such that
σ2Ua 6= 0) we have approximately(
σˆ2
∑
νa
χ2(1−α/2;∑ νa) ,
σˆ2
∑
νa
χ2(α/2;
∑
νa)
)
. (3.94)
The approximation comes from the use of an approximated χ2 distribution with
approximated degrees of freedom νa.
We have assumed that both the bias and the variance are constant, we now intro-
duce a way to test these assumptions.
3.3.2.2 Inferences about the Parameters
Testing for zero bias
Under the hypothesis of an unbiased g model shared among all the compounds
(H0 : β0 = 0), (3.88) reduces to
βˆ0
σˆβˆ0
·∼· T(νβˆ0 ), (3.95)
or
f ∗ =
βˆ20
σˆ2
βˆ0
·∼· F(1,νβˆ0 ). (3.96)
H0 can be rejected at a significance level of approximately α if
f ∗ > f(1−α;1,νβˆ0 ). (3.97)
The approximation comes from using an approximate distribution with approxi-
mate degrees of freedom. The exact distribution of (3.88) is not a standard t distri-
bution.
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Testing for constancy of the bias
In order to test that all of the biases are equal (i.e., H0 : β0a = β0,∀a), a general
linear hypotheses test (Ravishanker and Dey 2002 [43]) can be conducted. Consider
H0 : Cβ0 = 0, where β0 = [β01, ..., β0A]
T , and C is a (A−1)×A matrix of independent
contrasts. Then, under normality and known covariance matrix Σβˆ we have:
(Cβˆ
0
)T (CΣβˆC
T )−1(Cβˆ
0
) ∼ χ2A.
In practice Σβˆ is unknown, instead we use the estimated covariance matrix Σˆβˆ and
we define:
χ2∗ = (Cβˆ
0
)T (CΣˆβˆC
T )−1(Cβˆ
0
) (3.98)
and χ2∗ is approximately a χ2A random variable.
H0 can be rejected at a significance level of approximately α if
χ2∗ > χ2(1−α;A). (3.99)
The approximation comes from using an estimated covariance matrix for β.
Testing for constant within-laboratory variances
Similarly the assumption of constant within variances can be tested by using the
well known Levene’s Test (Brown and Forsythe (1974) [5]). This test allows changing
biases over compounds.
• For homogeneous materials (i.e., σ2Ua = 0, ∀a). Consider H0 : σˆ2a = σˆ2a′ ,∀a, a′,
then under normality the Levene’s test statistic:
f ∗ =
∑A
a=1Ka(D¯a − D¯)2
A− 1
[∑A
a=1
∑Ka
k=1 (Dak − D¯a)2∑
(Ka − 1)
]−1
,
f ∗ ·∼· F(A−1,∑ (Ka−1))
(3.100)
where Dak = |ak− ¯a| = |Yak− Y¯a|; H0 can be rejected at a significance level of
approximately α if
f ∗ > f(1−α;A−1,∑ (Ka−1)). (3.101)
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• For heterogeneous materials (i.e., ∃a such that σ2Ua 6= 0) we can use the version
Levene’s Test based on squared residuals using (3.100) where Dak = (Yak −
Y¯a)
2 − σˆ2Ua. H0 can be rejected at a significance level of approximately α as
above. Details are found in Appendix B.
3.3.2.3 Performance Evaluation
We can proceed as in the previous section assuming a constant bias over com-
pounds, by using an upgraded tscore from (3.88) and upgraded critical values by using
the corresponding degrees of freedom.
If the within-method variance is constant, then the evaluation of the participant’s
method variability can be done by comparing the pooled variance estimate against
the variability of the methods used during the certification. Let σ2c be the pooled
variance across compounds of the CRM and νc be its degrees of freedom. Under
normality and independence of the error terms we have: σˆ2
·∼· σ
2
c
νc
χ2νc and σˆ
·∼· σνχ2ν,
hence using (3.22) and the same argument
fscore =
σˆ2
σˆ2c
·∼· F(ν,νc).
If the confidence interval of fscore contains one then the observed within-method
variance is considered satisfactory.
3.3.2.4 Examples
Here we use the data from Tables 3.1 and 3.2 to illustrate the methods just
described. Since our main assumption is that the bias and the within-method variance
are constant across compounds, we will test for these assumptions first.
In order to test for constant bias across compounds we use (3.98) and we find the
value χ2∗ = 16.15 and χ20.95;A=26 = 38.89, since χ
2∗ < χ20.95,26 there is no evidence of
unequal biases. Note that the estimated biases differ dramatically but the CI’s for
bias are very wide so that each of them contains zero. Furthermore, we can use (3.96)
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to test for zero bias and we find the value f ∗ = 0.00024 and f(0.95;1,137) = 3.91, since
f ∗ < f0.95,1,137 there is no evidence of bias.
In order to test for constant within-method variance we use the detailed data
from the participant and (3.100), we obtain: f ∗ = 4.56 and f(0.95;25,52) = 1.72, since
f ∗ > f(0.95;25,52) hence there is enough evidence to reject H0 and to conclude the
within-method variance is not constant across compounds, our assumption of constant
within-method variance is inadequate and in general σ2a 6= σ2a′ ,∀a 6= a′.
We show in Table 3.10 the estimates for the constant bias when the within-method
variance changes across compounds and the estimates for constant bias when the
within-method variance is constant, using (3.75), (3.82) and (3.81). The estimates
for the constant bias are to be taken with caution, since the test of constant bias
is approximate. Although we decide to accept the hypothesis of equal biases, from
Table 3.2 we observe the estimated individual biases vary considerably and this can
lead us to some power reduction of the test. Hence the conclusion of constant bias
has some type II error risk involved. There is also strong evidence to consider the
within-method variance is not constant across compounds. The estimate for both
are shown for illustration purpose but proceeding assuming constant within-method
variance has some risk. The estimated degrees of freedom of β0 are reduced when
σ2 is assumed constant since the estimate σˆ
2
 is reused for each σˆ
2
βˆ0
and additional
covariance terms are involved in the derivation of the degrees of freedom.
parameter estimate variance dof lcl ucl
β0|σ2a 6= σ2a′ 0.0152 0.961 146 -1.92 1.95
β0|σ2a = σ2 0.3244 3.127 129 -3.17 3.82
σ2 85.8 283 52 60.4 131
Table 3.10. Parameter pooled estimates assuming constant bias and constant within-
method variance.
dof = the degrees of freedom of the estimated variance, lcl = the lower confidence
limit, ucl = the upper confidence limit.
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Figure 3.5 shows the constant bias estimate and its 95% confidence interval along
with the individual estimates of the bias of each compound, see Table 3.2. Figure 3.6
shows the constant within-method variance estimate with its 95% confidence interval
along with the individual estimates of the within-method variance of each compound.
We can observe that four out of the 26 individual estimates appear to be different
from the estimated constant within-method variance.
Using the value found in Table 3.10 we get a global tscore = 0.0155 and tsat =
t(0.977,137) = 2.01. Under this criteria we conclude the performance about biasedness of
the participating method is satisfactory; this is, the laboratory’s method is unbiased.
Following the same argument we used for the constant bias this assessment has some
risk. As we tested previously, the within variance is not constant so we do not offer
an example for a global fscore to evaluate the performance.
71
Figure 3.5. Point and interval estimation of the method constant bias.
This plot shows the individual estimates of the biases (βˆ0a) for each compound and
the overall estimate of the bias βˆ0 from the PAHs in the Sediments 2003 exercise for
one of the participants. The solid line is the estimated constant bias of the method,
the dotted lines are the 95% confidence interval for the estimated constant bias.
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Figure 3.6. Point and interval estimation of the method constant variance
This plot shows the individual estimates of the within variances (σˆ2a) for each com-
pound and the overall estimate of the within variance σˆ2 from the PAHs in the
Sediments 2003 exercise for one of the participants. The solid line is the estimated
constant within variance of the method, the dotted lines are the 95% confidence
interval for the estimated constant within variance.
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3.3.3 Exporting the Model to the Study Data
The models found while working with the control data can be used to estimate
the unknown parameters of the study data.
3.3.3.1 Parameter Estimation
The focus is on estimating the true values of the study sample da under the
constant bias model across compounds. The only change is the use of the pooled bias
estimate βˆ0. Otherwise we can proceed one compound at a time as described in the
section 3.1.3.
Independent errors:
As before, we first assume that the error terms are independent for the method
measuring the control sample and the study sample; this implies Corr[ak, δak] = ρa =
0. Under the assumption of normality and constant within-method variance for each
compound σ2δa = σ
2
a. Let
dˆa = W¯a − βˆ0 (3.102)
and
σˆ2V a = s
2
Wa − σˆ2a. (3.103)
Then
E[dˆa] = E[W¯a − βˆ0] = da + β0 − E[βˆ0] = da (3.104)
and
V [dˆa] = V [W¯a] + V [βˆ0]− 2Cov[W¯a, βˆ0] = V [W¯a] + V [βˆ0] (3.105)
which can be estimated by σˆ2
dˆa
=
s2Wa
Ma
+ σˆ2
βˆ0
. Also
E[σˆ2V a] = E[s
2
Wa − σˆ2a]. (3.106)
The distribution of dˆa is
dˆa − da
σˆdˆa
·∼· T(νdˆa) (3.107)
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and the approximate confidence interval for da then becomes
dˆa ± t(α/2;νdˆa)σˆdˆa (3.108)
where νdˆa can be estimated with the Welch-Satterthwaite approximation, as shown
in (3.31) adding the corresponding subindex.
Correlated errors:
Now assume that the error terms are correlated for the method measuring the con-
trol sample and the study sample, this is Ka = Ma with pairing and Corr[ak, δak] =
ρa 6= 0. Define the sample statistics as in Section 3.1.3.1. Then it is straightforward
to show that: E[W¯a] = β0 + da, E[s
2
Wa] = σ
2
V a + σ
2
δa, and E[sYWa] = ρaσaσδa. Hence
the point estimators defined as (3.102) and (3.103) are still unbiased. However V [dˆa]
changes due to the covariance term
V [dˆa] = V [W¯a] + V [βˆ0]− 2Cov[W¯a, βˆ0]. (3.109)
This is estimated by
σˆ2
dˆa
=
s2Wa
Ka
+ σˆ2
βˆ0
− 2sYWaωˆa
Ka
. (3.110)
Assuming normality of the error terms the distribution of dˆa is
dˆa − da
σˆdˆa
·∼· T(νdˆa), (3.111)
where νdˆa can be estimated with the Welch-Satterthwaite approximation, as shown
in (3.41) adding the corresponding subindex.
An approximate CI for da is
dˆa ± t(α/2;νdˆa)σˆdˆa. (3.112)
In the case of the confidence interval containing zero, the interpretation is that
the true value of the compound in the study sample is below the detection limit of
the analytical method.
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The point estimators, the distribution and approximate confidence interval of σ2V a
remain as described in Section 3.1.3.1.
3.3.3.2 Examples
Table 3.11 applies the results above to the data in Table 3.2. The first seven
columns shows the interval estimates for the observed values and the point and interval
estimates for the concentration of each compound in the study sample, assuming
the errors are independent. The last four columns show the same estimates under
correlated errors but using separate correlations for each compound. For this purpose
we use the data in Table 3.1, the estimates in Table 3.10 and (3.102), (3.109) and
(3.112). These results differ from those in Tables 3.5 and 3.6 in assuming a constant
bias across compounds.
We observe that the variances of the study values and their degrees of freedom
are increased in such a way that most of the confidence intervals are narrower than
those of the observed data (16 out of 26).
The average correlation coefficient ρˆ becomes −0.074. This correlation value is
small enough that it makes no significant difference in the final estimates of V [dˆa]
and the interval estimation of dˆa for the specific participating method. Using this
constant correlation coefficient we show the estimates in table 3.12.
Since the test for constant within-method variance among compounds was rejected
we still assume it is not constant compound-wise and the estimates of the within-
material variance for the study material remain the same shown in Table 3.5.
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Compounds dˆa σˆ
2
dˆa
νσdˆa lcldˆa ucldˆa
2,3,5-trimethylnaphthalene 25.7 1.07 177.1 23.6 27.7
acenaphthene 34.7 1.04 253.7 32.7 36.7
dibenz[a,h]anthracene 112.0 6.74 2.7 103.0 121.0
acenaphthylene 29.6 1.59 12.5 26.9 32.3
biphenyl 29.2 1.13 83.4 27.1 31.3
1-methylphenanthrene 69.4 1.09 133.7 67.3 71.5
2,6-dimethylnaphthalene 35.2 1.04 221.1 33.2 37.2
fluorene 65.5 1.12 95.0 63.4 67.6
triphenylene 141.0 25.19 2.2 121.0 161.0
1-methylnaphthalene 49.0 1.24 38.7 46.7 51.2
anthracene 172.3 3.08 4.2 168.0 177.0
benzo[j]fluoranthene 281.0 25.16 2.2 261.0 301.0
benzo[k]fluoranthene 406.0 26.32 2.2 385.0 427.0
2-methylnaphthalene 79.2 1.18 58.3 77.0 81.4
chrysene 547.0 5.75 2.9 539.0 555.0
benzo[e]pyrene 590.0 49.09 2.1 561.0 619.0
benz[a]anthracene 378.0 6.41 2.8 370.0 386.0
benzo[ghi]perylene 488.0 9.30 2.5 477.0 499.0
indeno[1,2,3-cd]pyrene 608.0 21.96 2.2 589.0 627.0
benzo[a]pyrene 636.0 11.75 2.4 623.0 649.0
perylene 184.0 17.30 2.2 168.0 200.0
phenanthrene 539.0 17.30 2.2 523.0 555.0
benzo[b]fluoranthene 1089.0 127.79 2.0 1040.0 1140.0
pyrene 1129.0 63.98 2.1 1100.0 1160.0
fluoranthene 1094.0 31.98 2.1 1070.0 1120.0
naphthalene 121.3 3.07 4.2 117.0 126.0
Table 3.12. Example of adjusted study values when errors are correlated, constant
bias and constant correlation across compounds.
For each compound, dˆa = the study data corrected for bias using control data, σˆ
2
dˆa
=
the variance of the study data corrected for bias, νσdˆa = the degrees of freedom associ-
ated to the variance of the study data corrected for bias, lcldˆa = the lower confidence
limit for the mean of the study data corrected for bias and ucldˆa = the upper confi-
dence limit for the mean of the study data corrected for bias, under correlated errors
with constant correlation across compounds.
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3.4 One laboratory, one compound at several points in time
This section examines the bias and within method variance of a laboratory over
time on a single compound. Explicit modeling of the bias as a function of time and
or concentration will be discussed in Chapter 4.
Here the primary goal is a general test of constant bias over time and to show a
way to estimate a common bias if it is constant over time. This section is very similar
to the preceding section looking at different compounds at one point in time except
that:
• the independent variable is time, that replaces the former variable the com-
pound,
• that time has a natural order of sequence while the compounds do not,
• the possible reuse of the same reference material over time.
Working with one laboratory with just one compound at several points in time, the
notation can be simplified by just dropping the related indexes to the corresponding
lab and compound but retaining the time and replicate indexes.
3.4.1 The Basic Model
The model for the observed value of the compound in the control material over
time is: Ytk = β0t + xt + Utk + tk (3.113)
where t = 1, . . . , T , k = 1, . . . , Kt, E[Utk] = 0, V [Utk] = σ
2
Ut, E[tk] = 0, V [tk] = σ
2
t
and (β0t, xt, σ
2
Ut, σ
2
t) are unknown parameters. The Utk and tk errors are assumed
independent for a given t, k and are independent among t, k. Assume that xˆt, σˆ
2
Ut and
σˆ2xt are known unbiased estimators for xt, σ
2
Ut, and V [xˆt] respectively; see Section 3.2.
The model for the observed value of the compound in the study material over
time is
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Wtk = β0t + dt + Vtk + δtk (3.114)
where t = 1, . . . , T , k = 1, . . . , Kt, E[Vtk] = 0, V [Vtk] = σ
2
V t, E[δtk] = 0, V [δtk] = σ
2
t
and (dt, σ
2
V t) are unknown parameters. The β0t are shared by both models and note
that they depend on time. The Vtk and δtk terms are independent for a given t, k and
are independent among t, k. Also assume that δtk, Vtk are independent from tk, Utk.
Then
E[Ytk] = β0t + xt, V [Ytk] = σ
2
Ut + σ
2
t (3.115)
and
E[Wtk] = β0t + dt, V [Wtk] = σ
2
V t + σ
2
t. (3.116)
We have assumed that the observed values are independent, but now the same
CRM may be repeatedly used over time and in consequence some of the true reference
values xt may stand for the same underlying true reference value xr. Let R ≤ T
different CRMs be used over time, with conventional reference values (xˆr, σˆ
2
xˆr, νxˆr), r =
1..R. Let atr be defined as:
atr =
 1, if the r
th CRM is used at time t,
0, otherwise,
(3.117)
then the conventional reference value used at time t is
xˆt =
R∑
r=1
atrxˆr. (3.118)
Define the covariance matrices as
V [Y¯ ] = diag(V [Y¯1], ..., V [Y¯T ]) and V [xˆ] = diag(V [xˆ1], ..., V [xˆR]). (3.119)
80
Then the covariance of the conventional reference values used over time is
Cov[xˆt, xˆt′ ] = Cov
[
R∑
r=1
atrxˆr,
R∑
r′=1
at′r′xˆt′
]
=
R∑
r=1
atrat′rσ
2
xˆr. (3.120)
Let xˆ = (xˆ1, ..., xˆR)
′ be the vector of different reference values, Y¯ = (Y¯1, ..., Y¯T )′ be
the vector of observed values, A be the [T ×R] matrix with entries defined by atr in
(3.117) and βˆ
0
= (βˆ01, ..., βˆ0T ) be the vector of separate estimates of bias over time.
Then
βˆ
0
= Y¯ − Axˆ,
A =

a11 . . . a1R
a21 . . . a2R
...
. . .
...
aT1 . . . aTR

(3.121)
and
Σβˆ0 = Cov[βˆ0] = V [Y¯ ] + AV [xˆ]A
′. (3.122)
Using (3.122) we can estimate the covariance matrix as
Σˆβˆ0 = Vˆ [Y¯ ] + AVˆ [xˆ]A
′ (3.123)
with (s2Y t/Kt, σˆ
2
xˆr) the estimators for (V [Y¯t], V [xˆr]) respectively.
3.4.2 Working with the Control Data Only
Here there is no interest on pooling information across different participants. How-
ever, there is interest on testing whether a participant’s method is consistently biased
over time. When working with the control data only the performance of the partic-
ipants can be assessed directly, provided that the conventional value of the control
material and its related variance components are known.
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If β0t and σ
2
t are different for each point in time then unbiased estimates for β0t
and σ2t can be obtained by using the results from Section 3.1.2.1, specifically using
(3.4) and (3.5).
The results in this section match those from the case with multiple compounds at
one point in time where we assumed constancy across compounds for both the bias
and the within variance of the method. For this reason we will mainly remark only
on the differences below.
3.4.2.1 Estimation and inferences
As we reviewed in the case of multiple compounds at one point in time, the
estimation of a global parameter makes sense only if the assumptions hold. Thus we
will test for the assumptions followed by the parameters estimation.
• Testing for constancy of the bias
We can reuse the results we found for the case of one laboratory measuring
multiple compounds at one point in time described in Section 3.3.2.2.
In order to test that all of the biases are equal over time (i.e., H0 : β0t =
β0,∀t) we use χ2∗ = (Cβˆ0)′(CΣˆβˆ0C ′)−1(Cβˆ0) where C is a (T − 1) × T matrix
of independent contrasts and Σˆβˆ0 as in (3.123), then under normality χ
2∗ is
approximately a χ2T random variable.
H0 can be rejected at a significance level of approximately α if χ
2∗ > χ2(1−α;T ).
The approximation comes from using an estimated covariance matrix for βˆ0.
• Testing for constant within laboratory variances
Similarly the assumption of constant within method variances can be tested by
using the Levene’s Test as described in (3.100) for homogeneous and heteroge-
neous control material and using the test statistic in (3.101) for both homoge-
neous and heterogeneous control materials.
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• Estimation of a constant bias over time
Let us assume that the method used by the participant is stable enough such
that the parameters that are related to the method can be considered as fixed
constants over time E[βˆ0t] = β0. That is, the test for constancy of the bias
failed to reject the hypothesis.
Under the assumption of constant bias shared over time, β0t = β0. Consider
the point estimators:
Simple average
Define the simple average of the biases over time
β¯0 =
1
T
T∑
t=1
βˆ0t =
1
T
1′βˆ0. (3.124)
Then
E[β¯0] = E
[
1
T
T∑
t=1
βˆ0t
]
=
1
T
1′E[βˆ0] = β0,
V [β¯0] =
1
T 2
1′Σβˆ01
(3.125)
where Σβˆ0 is given in (3.122). V [β¯0] can be estimated as
σˆ2β¯0 =
1
T 2
1′Σˆβˆ01. (3.126)
Hence β¯0 as defined in (3.124) is unbiased for β0 under normality. If the distribu-
tion of the error terms is not normal then the sample variance and sample mean
may not be independent and in general (3.124) becomes an approximation.
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Weighted average
Define the weighted average of the biases over time
β¯0ω =
T∑
t=1
ωˆtβˆ0t = ωˆ
′βˆ0 (3.127)
where βˆ0t = Y¯t − xˆt, ωˆt = σˆ−2βˆ0t/
∑
t σˆ
−2
βˆ0t
, ωˆ = [ωˆ1, . . . , ωˆT ]
′ and ωˆ′1 = 1. Under
normality these are independent and using double expectation (e.g. Casella &
Berger 2002 [11], Theorem 4.4.3.)
E[β¯0ω] = E
[
ωˆ′βˆ0
]
= β0E [ωˆ
′1] = β0. (3.128)
Hence β¯0ω as defined in (3.127) is unbiased for β0 under normality. If the dis-
tribution of the error terms is not normal then the sample variance and sample
mean may not be independent and in general (3.128) becomes an approxima-
tion.
Note that
β¯0ω = ωˆ
′βˆ0 = ωˆ
′(Y¯ − Axˆ). (3.129)
Now assuming normality and using the conditional variance identity (e.g., Casella
& Berger 2002, Theorem 4.4.7, [11]) we have
V [β¯0ω] = V [ωˆ
′βˆ0] = V
[
E
[
ωˆ′βˆ0
∣∣∣ ωˆ]]+ E [V [ ωˆ′βˆ0∣∣∣ ωˆ]]
= V
[
ωˆ′E
[
βˆ0
∣∣∣ ωˆ]]+ E [ωˆ′V [ βˆ0∣∣∣ ωˆ] ωˆ]
= V [ωˆ′β01] + E
[
ωˆ′Σβˆ0ωˆ
]
= V [β0]︸ ︷︷ ︸
=0
+E [ωˆ′] Σβˆ0E [ωˆ] = E [ωˆ
′] Σβˆ0E [ωˆ]
(3.130)
where V [Y¯ ] and V [xˆ] are given in (3.119).
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For the case where all the reference materials are different then A = I the
identity matrix and (3.130) takes the form of (3.78) replacing the compound
suffix a with the time suffix t.
We can obtain an approximation for V [β¯0] or V [β¯0ω] by plugging (s
2
Y t/Kt, σˆ
2
xˆr),
the estimators for (V [Y¯t], V [xˆr]) respectively, into (3.125) or (3.130) respectively
and dropping the expectation operator, obtaining
σˆ2β¯0ω = ωˆ
′Σˆβˆ0ωˆ. (3.131)
This is the same as treating ωˆt as fixed.
Some additional distributional assumptions on the error terms are required in
order to get confidence intervals for β0. Assuming normality of Utk and tk, the
distribution of β0 is
βˆ0 − β0
σˆβˆ0
·∼· T(νβˆ0), (3.132)
where βˆ0 and σˆβˆ0 are given in (3.124) and (3.126) for simple average of the
constant biases or (3.129) and (3.131) for weighted average of the constant
biases. The respective degrees of freedom νβˆ0 can be estimated by the Welch-
Satterthwaite approximation as
νβˆ0 = 2
(σˆ2
βˆ0
)2
Vˆ [σˆ2
βˆ0
]
(3.133)
where Vˆ [σˆ2
βˆ0
] takes into account the covariance due to the CRM’s reuse over
time.
An approximate 100(1−α)% confidence interval for β0 under normality is then
βˆ0 ± t(α/2;νβˆ0)σˆβˆ0 . (3.134)
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• Testing for zero bias
We can apply exactly the same results we found for the case of one laboratory
measuring multiple compounds at one point in time described in Section 3.3.2.2
considering the updated variance and degrees of freedom using (3.131) or simply
by testing if the CI in (3.134) contains zero. This test assumes there is no
different bias over time, otherwise this test is invalid.
• Performance evaluation for unbiasedness
We can proceed as in the previous section, by using the tscore to assess the
performance of the method for unbiasedness.
• Estimation of a constant within method variance over time
Assuming normality and independence of the error terms, and constant within
method variance over time, σ2t|x = σ
2
|x = h(x, θ), with h unspecified,
 Under the assumption that the control materials are homogeneous (i.e.,
σ2Ut = 0,∀t), we have independent σˆ2t and we can refer to the results in
Section 3.3.2.1, specifically using (3.80), (3.81) and (3.82), replacing the
compound index a with the time index t.
Using all observations together we can obtain a 100(1 − α)% confidence
interval for σ2 by (
σˆ2
∑
(Kt − 1)
χ2(1−α/2;∑ (Kt−1)) ,
σˆ2
∑
(Kt − 1)
χ2(α/2;
∑
(Kt−1))
)
. (3.135)
 Under the assumption that the control materials are heterogeneous (i.e.,
∃t such that σ2Ut 6= 0). Assume we have estimates for νt = degrees of
freedom of σˆ2t, then we have dependent σˆ
2
t distributed
νtσˆ
2
t
σ2
·∼· χ2(νt) (3.136)
and
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∑T
t=1 νtσˆ
2
t
σ2
·∼· χ2(ν) (3.137)
for some ν ≤
∑
νt, estimated with the Welch-Satterthwaite approxima-
tion. Define
σˆ2 =
∑T
t=1 νtσˆ
2
t
ν
(3.138)
then
E[σˆ2 ] = E
[∑T
t=1 νtσˆ
2
t
ν
]
=
E[
∑T
t=1 νtσˆ
2
t]
ν
= σ2 . (3.139)
Hence σˆ2 as defined in (3.138) is unbiased for σ
2
 under the corresponding
assumptions.
Using all observations together we can obtain a 100(1 − α)% confidence
interval for σ2 by (
σˆ2
∑
νt
χ2(1−α/2;ν)
,
σˆ2
∑
νt
χ2(α/2;ν)
)
(3.140)
provided that the estimates of νt are known.
3.4.2.2 Examples
Table 3.13 lists the summary data for the benzo[ghi]perylene compound measured
by one laboratory in sediment samples over time. In this case, three different CRMs
are used as control material, the groups using the same CRM are separated by a
horizontal line. The separate estimates and CIs for each point in time are listed in
Table 3.14. Figure 3.7 shows the separate estimates of the bias at each point in time.
We have no evidence to reject the null hypothesis of an unbiased method at each point
in time. Note each 95% CI contains zero. This suggests the method is conditionally
unbiased at each time. However the CI’s are very wide indicating poor power for
testing for unbiasedness.
In order to test for constant bias over time we find the value χ2∗ = 36.03 and
χ2(0.95;T=10) = 23.21, since χ
2∗ > χ2(0.95,10) then there is evidence of unequal biases
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over time. Note that the βˆ0t are not independent since they may be sharing the
same reference material as described by (3.123). When contrasting a pair of them a
covariance term appears and modifies the final result. The assumption of constant
method bias is inadequate.
t Y¯t sY t Kt W¯t sWt Mt ρˆYWt xˆt σˆxˆ νxt σˆwt νwt
1994 533 4.73 3 552 10.69 3 -0.99 525 34.18 33 32.01 11
1995 517 18.19 3 2750 56.52 3 0.05 525 34.18 33 32.01 11
1996 531 23.63 3 829 28.10 3 -0.92 525 34.18 33 32.01 11
1997 526 2.08 3 734 19.22 3 -0.09 525 34.18 33 32.01 11
1998 484 20.55 3 903 13.05 3 -0.94 525 34.18 33 32.01 11
1999 519 10.41 3 186 4.16 3 0.88 525 34.18 33 32.01 11
2000 2846 17.06 3 930 17.21 3 -0.85 2840 51.02 45 70.77 6
2002 2794 48.69 3 653 7.09 3 -1.00 2840 51.02 45 70.77 6
2003 327 5.51 3 488 5.00 3 0.45 307 22.96 36 23.08 11
2005 312 5.51 3 316 5.03 3 -0.44 307 22.96 36 23.08 11
Table 3.13. Example of summary data reported over time.
For each time (year), Y¯t = mean of control values, sY t = standard deviation of con-
trol value, Kt = sample size of the control value, W¯t = mean of study values, sWt =
standard deviation of study value, Mt = sample size of the study value, ρˆYWt = cor-
relation coefficient between the control and the study data. xˆt = the reference value,
σˆxˆt = uncertainty of the reference value, νσˆxt = the degrees of freedom associated
to the uncertainty of the reference value, σˆwt = within-method uncertainty of the
reference value and νwt = the degrees of freedom associated to the within-method
uncertainty of the reference value.
The separate estimates and CI’s for each within method variance σ2t are also listed
in Table 3.14 and displayed in Figure 3.8. We observe that the estimates of the within
method variance for 1997 and 2002 differ; this suggests the within method variance
is not constant over time.
Similarly for testing the assumption of constant within laboratory variances we
use the Levene Test as described in Section 3.3.2.2. Using the detailed data from
the participant and the data from the previous section we obtain: f ∗ = 3.2206,
f(0.95;9,20) = 2.3928. There is enough evidence to reject H0 and to conclude the within
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t β0t σˆβˆ0t ν ˆβ0t lclβˆ0t uclβˆ0t σˆ
2
t Kt lclσ2t uclσ2t
1994 7.67 34.3 33 -62.1 77.4 22.3 3 0.56 82.38
1995 -8 35.8 34 -80.6 64.6 331 3 8.38 1221.02
1996 5.67 36.8 31 -69.4 80.7 558 3 14.14 2059.62
1997 1.33 34.2 33 -68.3 70.9 4.33 3 0.11 15.99
1998 -41.3 36.2 33 -115 32.2 422 3 10.69 1557.94
1999 -6.33 34.7 35 -76.8 64.2 108 3 2.74 399.63
2000 6 52 29 -100 112 291 3 7.37 1073.46
2002 -46 58.3 20 -167 75.3 2370 3 60.03 8746.33
2003 20.3 23.2 37 -26.6 67.3 30.3 3 0.77 111.90
2005 4.67 23.2 37 -42.3 51.6 30.3 3 0.77 111.90
Table 3.14. Method bias and within variance estimated separately over time using
the control data.
For each point in time (year), βˆ0t = method bias, σˆβˆ0t = standard deviation of the
bias, ν ˆβ0t = degrees of freedom of the standard deviation of the bias, lclβˆ0t = lower
confidence limit for the bias, uclβˆ0t = upper confidence limit for the bias, σˆ
2
t = within-
method variance, Kt = sample size of the control data, lclσ2t = lower confidence limit
for the within-method variance, uclσ2t = upper confidence limit for the within-method
variance.
variance is not constant over time, our assumption of constant within method variance
is inadequate and in general ∃t 6= t′ : σ2t 6= σ2t′ .
Since both hypotheses (constant bias over time and constant within method vari-
ance) are rejected, pooled estimates are no longer pursued.
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Figure 3.7. Point and interval estimates of the method bias over time.
This plot shows the separate estimates of the biases (βˆ0t) for one compound over time
and the overall estimate of the bias βˆ0 from the benzo[ghi]perylene in the Sediments
exercise for one of the participants. No constant bias over time is shown since the
hypothesis test for constant bias was rejected. The variance of the estimated bias
does not show any apparent pattern.
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Figure 3.8. Point and interval estimates of the within-method variance over time.
This plot shows the separate estimates of the within-method variance (σˆt) for one
compound over time and the constant estimate of the within variance σˆ from the
benzo[ghi]perylene in the Sediments exercise for one of the participants. No confidence
interval is shown for a constant within-method variance since the hypothesis test for
an equal within-method variance was rejected.
91
3.4.3 Exporting the Model to the Study Data
The models found while working with the control data can be used to estimate
the unknown parameters of the study data.
3.4.3.1 Parameter Estimation
The focus is on estimating the true values of the study sample dt under the con-
stant bias and constant within laboratory variance over time. The only change is the
use of the pooled bias estimate βˆ0 and the pooled within laboratory variance estimate
σˆ2 if the tests for constant bias of the method and constant within laboratory variance
are not rejected. Otherwise we can proceed one point in time separately as described
in the Section 3.1.3 for one compound at a time. The approach is very much like that
in Section 3.3.3.
Independent errors
Assume first that the error terms are independent for the method measuring the
control sample and the study sample. This implies Corr[tk, δtk] = ρt = 0. Let
dˆt = W¯t − βˆ0 (3.141)
and
σˆ2V t = s
2
Wt − σˆ2t. (3.142)
Then
E[dˆt] = E[W¯t − βˆ0] = dt + β0 − E[βˆ0] = dt (3.143)
and
V [dˆt] = V [W¯t] + V [βˆ0]− 2Cov[W¯t, βˆ0] = V [W¯t] + V [βˆ0] (3.144)
which can be estimated by σˆ2
dˆt
=
s2Wt
Mt
+ σˆβˆ0 . Also
E[σˆ2V t] = E[s
2
Wt − σˆ2t]. (3.145)
The distribution of dˆt is
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dˆt − dt
σˆdˆt
·∼· T(νdˆt) (3.146)
and the approximate confidence interval for dt then becomes
dˆt ± t(α/2;νdˆt)σˆdˆt, (3.147)
where νdˆt can be estimated with the Welch-Satterthwaite approximation. For estimat-
ing σ2V t we can refer to the results in Section 3.3.3.1 and consider replacing compound
index a with time index t.
Correlated errors
Now assume that the error terms are correlated for the method measuring the
control sample and the study sample, this is Kt = Mt with pairing and Corr[tk, δtk] =
ρt 6= 0. Define the sample statistics as in (3.1.3.1). Then it is straightforward to show
that E[W¯t] = β0 + dt, E[s
2
Wt] = σ
2
V t + σ
2
δt, and E[sYWt] = ρtσtσδt. Hence the point
estimators defined as (3.141) and (3.142) are still unbiased. However V [dˆt] changes
due to the covariance term
V [dˆt] = V [W¯t] + V [βˆ0]− 2Cov[W¯t, βˆ0] (3.148)
where V [dˆt] can be estimated by
σˆ2
dˆt
=
s2Wt
Kt
+ σˆ2
βˆ0
− 2sYWtωˆt
Kt
. (3.149)
Assuming normality of the error terms the distribution of dˆt is
dˆt − dt
σˆdˆt
·∼· T(νt), (3.150)
and an approximate CI for dt is
dˆt ± t(α/2;νt)σˆdˆt. (3.151)
In the case of the confidence interval containing zero, the interpretation is that
the true value of the compound in the study sample is below the detection limit of
the analytical method.
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The point estimators, the distribution and approximate confidence interval of σ2V t
remain as stated by (3.34) and (3.35).
If the correlation coefficient changes with each point in time, the results shown
in Section 3.1.3.1 are applicable. Consider the case where the correlation is fixed
and shared over time as a characteristic of the compound (or a characteristic of
the relationship between the compound and the measurement procedure) while the
independence between the errors at different points in time is preserved.
Assuming constant correlation over time we can estimate it as
ρˆ =
1
T
∑
t
s2YWt
sY tsWt
(3.152)
with
∑
t(Kt − 1) degrees of freedom.
The bootstrap technique is a preferable way to estimate CI and to test for non-zero
correlation.
3.4.3.2 Examples
Table 3.15 shows results applying the methods to the data in Table 3.13. The
columns shows the interval estimates for the observed values and the point and interval
estimates for the concentration of each compound in the study sample, assuming the
errors are independent.
It can be observed that the variances of the study values and their degrees of free-
dom after correcting for bias are increased in such a way that some of the confidence
intervals are narrower than those of the observed data (4 out of 10).
Using the estimated constant non-zero correlation coefficient over time (ρˆ =
−0.385) for illustration purpose only the new estimates are shown in Table 3.16. The
estimated confidence intervals are slightly wider than those obtained with separate
estimates of the correlation coefficient for each year.
94
Since the test for constant within-method variance among compounds was rejected
we still assume it is constant compound-wise and the estimates of the within-material
variance for the study material remain the same as showed in Table 3.5.
t lclW¯ t uclW¯ t dˆt σˆ
2
dˆt
νσdt lcldˆt ucldˆt
1994 525.1 578.2 544.0 1214.0 35 473.3 614.7
1995 2609.0 2890.0 2758.0 2344.0 9 2648.0 2867.0
1996 759.5 899.1 823.7 1618.0 28 741.3 906.1
1997 686.6 782.1 733.0 1293.0 34 659.9 806.1
1998 870.9 935.8 944.7 1366.0 35 869.7 1020.0
1999 175.3 196.0 192.0 1210.0 35 121.4 262.6
2000 886.9 972.4 923.7 2799.0 30 815.6 1032.0
2002 635.0 670.3 698.7 3410.0 21 577.1 820.2
2003 475.6 500.4 467.7 545.6 38 420.4 514.9
2005 303.8 328.8 311.7 545.7 38 264.4 359.0
Table 3.15. Example of adjusted study values when errors are independent and
constant bias at each point in time.
For each compound, lclW¯ t = the lower confidence limit for the mean study value,
uclW¯ t = the upper confidence limit for the mean study value, dˆt = the study data
corrected for bias using control data, under independent errors: σˆ2
dˆt
= the variance
of the study data corrected for bias, νσdˆt = the degrees of freedom associated to the
variance of the study data corrected for bias, lcldˆt = the lower confidence limit for
the mean of the study data corrected for bias, ucldˆt = the upper confidence limit for
the mean of the study data corrected for bias.
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t dˆt σˆ
2
dˆt
νσdt lcldˆt ucldˆt
1994 544.0 1215.32 29 473.0 615.0
1995 2757.7 2366.08 1 2340.0 3170.0
1996 823.7 1631.45 2 655.0 992.0
1997 733.0 1294.08 27 659.0 807.0
1998 944.7 1371.83 7 858.0 1030.0
1999 192.0 1211.46 30 121.0 263.0
2000 923.7 2801.99 16 811.0 1040.0
2002 698.7 3413.13 9 566.0 832.0
2003 467.7 547.02 30 420.0 515.0
2005 311.7 547.14 30 264.0 359.0
Table 3.16. Example of study values corrected for bias with correlated errors, as-
suming constant correlation over time and constant bias at each point in time.
For each compound, dˆt = the study data corrected for bias using control data, σˆ
2
dˆt
=
the variance of the study data corrected for bias, νσdˆt = the degrees of freedom
associated to the variance of the study data corrected for bias, lcldˆt = the lower
confidence limit for the mean of the study data corrected for bias and ucldˆt = the upper
confidence limit for the mean of the study data corrected for bias, under correlated
errors.
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CHAPTER 4
THE PROPORTIONAL AND LINEAR BIAS MODELS
The first section of this chapter explores the linear bias model for one laboratory,
one compound, and one point in time, using only the control data. Under these
constraints the linear bias model has infinite solutions thus it is restricted to become
a proportional bias model with a single solution. Section 4.2 expands the model to
multiple compounds at one point in time. This allows to explore the case when the
linear bias model is shared across compounds.
The model for the observed concentration of the particular compound in the con-
trol material measured by one laboratory at one point in time is
Yk = β0 + β1(x+ Uk) + k (4.1)
where k = 1, . . . , K, E[Uk] = 0, V [Uk] = σ
2
U , E[k] = 0, V [k] = σ
2
 , and (β0, β1, x, σ
2
U
and σ2 ) are unknown parameters. We assume that Uk and k are independent for
a given k and are independent among k and that xˆ, σˆ2U and σˆ
2
xˆ are known unbiased
estimates for x, σ2U and V [xˆ]. Recall that Xk = x + Uk represents the true allocated
value of the kth sample.
The model for the observed concentration of the particular compound in the study
material is
Wm = β0 + β1(d+ Vm) + δm (4.2)
where m = 1, . . . ,M , E[δm] = 0, V [δm] = σ
2
 , E[Vm] = 0 and V [Vm] = σ
2
V . The
parameters β0, β1 and σ
2
 are shared by both models, Vm and δm are independent for
a given m and are independent among m. In addition, assuming that δm, Vm are
independent from k, Uk, then
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E[Yk] = β0 + β1x,
V [Yk] = β
2
1σ
2
U + σ
2
 ,
E[Wm] = β0 + β1d and
V [Wm] = β
2
1σ
2
V + σ
2
 .
(4.3)
These models will be expanded to allow changes over compounds, laboratories
and time. The notation will differ only by adding adequate indexes.
4.1 One laboratory, one compound at one point in time
4.1.1 The Basic Model
Considering one compound at one point in time, we have two equations with three
unknowns from the control data only. In order to obtain estimates some constraint is
required. Only the proportional bias model will be addressed, assuming β0 = 0 leads
us to
E[Yk] = β1x,
V [Yk] = β
2
1σ
2
U + σ
2
 ,
E[Wm] = β1d and
V [Wm] = β
2
1σ
2
V + σ
2
 .
(4.4)
Hence β1 =
E[Y¯ ]
E[xˆ]
and d = E[W¯ ]
β1
. Both can be treated as ratios.
The assumption E[Yk|X] = β1X may appear somewhat questionable. For pa-
rameter estimation purposes this model is related to the results found in Section 3.1
since E[Yk]/x = 1 + β0/x where β0 = E[Yk] − x and so β0 = (β1 − 1)x. However,
the consequences are different when exporting the model to the study data as will be
shown.
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4.1.2 Working with the Control Data Only
The main goal is to obtain estimates of each individual LMEM, hence there is no
interest on pooling information across different participants. However there is interest
in testing whether a participant’s method is biased.
When working with the control data only, the performance of the participants can
be assessed directly provided that an estimate of x and of σ2U are given.
4.1.2.1 Parameter Estimation
In practice E[Yk] and V [Yk] are unknown and some estimates must be used instead.
Define the sample mean Y¯ = 1
K
∑K
k=1 Yk which is unbiased for E[Yk] and the sample
variance s2Y =
1
K−1
∑K
k=1 (Yk − Y¯ )2 which is unbiased for V [Yk]. Let
βˆ1 =
Y¯
xˆ
, (4.5)
σˆ2 = s
2
Y − βˆ21 σˆ2U . (4.6)
Although, βˆ1 is the maximum likelihood estimator of β1, its statistical proper-
ties are complicated, depending on the distributional properties of (xˆ, Y¯ ). It is well
known that the ratio of normal random variables (which is a usual assumption with
calibration models) is closely related to the general Cauchy distribution which has all
moments undefined [38], [24]. We can however determine asymptotic properties of βˆ1
and obtain confidence intervals for β1.
We can apply the delta method (theorem 5.5.24 of [11]) in order to obtain ap-
proximations for the expected value and variance of βˆ1:
E[βˆ1] ≈ β1
(
1 +
σ2xˆ
x2
)
, (4.7)
V [βˆ1] ≈
σ2
Y¯
x2
+
β21σ
2
xˆ
x2
. (4.8)
(4.7) provides a simple expression for estimating the bias of βˆ1 analytically,
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̂bias(βˆ1) ≈ βˆ1 σˆ
2
xˆ
xˆ2
. (4.9)
In the case of having a homogeneous material (i.e., σ2U = 0) then σˆ
2
 = s
2
Y is
unbiased for σ2 .
There are several well known alternatives to obtain interval estimators. The model
can be stated as
 xˆ
Y¯
 ∼ (µ,Σ) , µ =
 x
β1x
 ,Σ =
 σ2xˆ 0
0 σ2
Y¯
 . (4.10)
One option to obtain a confidence interval for β1 is by using the delta method
and assuming βˆ1 is approximately normal distributed. Assuming the bias in βˆ1 is
negligible (4.8) leads to an approximate 100(1− α)%CI for β1 of
βˆ1 ± t(1−α/2,ν)
√
σˆ2
Y¯
xˆ2
+
βˆ21 σˆ
2
xˆ
xˆ2
(4.11)
where ν is a Welch-Satterthwaite approximated degrees of freedom
ν =
(σˆ2
Y¯
+ βˆ21 σˆ
2
xˆ)
2
σˆ4
Y¯
K−1 +
βˆ41 σˆ
4
xˆ
νx
, (4.12)
or ν =∞ in which case t(1−α/2;ν) = z(1−α/2).
Fieller’s method
Another option is the Fieller’s pivotal approach [7, ]. Applying the Fieller’s pivotal
approach to (4.10) we obtain the approximate distribution
(Y¯ − β1xˆ)√
s2
Y¯
+ β21 σˆ
2
xˆ
·∼· Tν , (4.13)
where σˆ2xˆ is unbiased estimator for σ
2
xˆ. Just assuming ν =∞ corresponds to Tν being
the standard normal. More revealingly for a specific significance level α:
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P (q(β1) ≤ 0) = 1− α, (4.14)
where q(β1) = f2β
2
1 − 2f1β1 + f0 is a quadratic function of β1 with f0 = (Y¯ 2 −
t2(1−α/2;ν)σˆ
2
Y¯
), f1 = xˆY¯ and f2 = (xˆ
2 − t2(1−α/2;ν)σˆ2xˆ).
Hence an approximate confidence set for β1 is {β1 : q(β1) ≤ 0}. Defining D =
f 21 − f0f2, r1 = (f1 −D1/2)/f2, and r2 = (f1 +D1/2)/f2, the approximate confidence
set can be expressed as:
[r1, r2] if f2 > 0,
(−∞, r2] ∪ [r1,∞) if f2 ≤ 0 and D > 0,
(−∞,∞) if f2 ≤ 0 and D ≤ 0.
(4.15)
The approximation is due to the estimated degrees of freedom and the fact that the
joint normality in (4.10) may only be estimated.
Reordering the terms in (4.13) it can be shown that the denominator should be
proportional to the square root of an estimate of V [βˆ1] as:
(Y¯ − β1xˆ)√
σˆ2
Y¯
+ β21 σˆ
2
x
=
Y¯
xˆ
− β1√
σˆ2
Y¯
xˆ2
+
β21
xˆ2
σˆ2x
=
βˆ1 − β1√
σˆ2
Y¯
xˆ2
+
β21
xˆ2
σˆ2x
(4.16)
If we replace β1 in the denominator by βˆ1 this leads to an approximate CI equivalent
to the interval estimator obtained by the delta method.
Another alternative is the bootstrap technique [20]. The bootstrap inferences
can be obtained by using the so called parametric bootstrap. The nonparametric
bootstrap strategy based on resampling the replicates or residuals with replacement
is not useful for this case since only few replicates are available. The parameters of the
population (µx, µY , σ
2
xˆ, σ
2
Y ) are estimated from the sampled data (xˆ, Y¯ , σˆ
2
xˆ, s
2
Y ). Then
new re-sampled data (xˆb, Y¯b), b = 1, . . . , B (large) are obtained from the parameterized
distribution, with
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xˆb ∼ N(xˆ, σˆ2x),
Y¯b ∼ N(Y¯ , s2Y /K),
(4.17)
and xˆb and Y¯b are independent. In order to show that (4.17) mimics the original
model recall that Y¯b = βˆ1(xˆ+ U¯b) + ¯b = Y¯ + Zb
√
βˆ21
σˆ2U
K
+ σˆ
2

K
= Y¯ + Zb
√
s2Y
K
, with Zb
distributed standard normal.
Finally a set of new estimates of β1 are obtained based on the re-sampled data
B = {β1b = Y¯b/xˆb, b = 1 to B} and the percentile confidence interval is obtained by
computing (Q(α/2)(B), Q(1−α/2)(B)) where Q(α)(B) is the αth quantile of B.
The bootstrap estimate of bias is
b̂ias(βˆ1)
∗ = βˆ∗1 − βˆ1, (4.18)
where βˆ∗1 =
1
B
∑
b βˆ1b.
Inferences for σ2
Under normality,
(K − 1)s2Y
β21σ
2
U + σ
2

∼ χ2K−1 (4.19)
and an approximate CI for σ2 with confidence level 1 − α, treating βˆ1 and σˆ2U as β1
and σ2U , respectively is(
(K − 1)s2Y
χ2(1−α/2;K−1)
− βˆ21 σˆ2U ,
(K − 1)s2Y
χ2(α/2;K−1)
− βˆ21 σˆ2U
)
. (4.20)
There is potential for obtaining estimates outside of the parameter space for σ2 .
The interval would be truncated so that it contains only non-negative values and if
the upper bound of (4.20) is less that zero then the interpretation would be that σ2
is zero.
A better option is to use additional information about Uk if it is available, suppose
νU σˆ
2
U/σ
2
U ∼ χ2(νU) then a 100(1 − α)% CI for σ2U , say [lcl(σ2U), ucl(σ2U)] can be
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constructed. Again, treating βˆ1 as β1 and using Bonferroni’s method a CI for σ
2
 with
confidence level 1− 2α is given by(
(K − 1)s2Y
χ2(1−α/2;K−1)
− βˆ21ucl(σ2U),
(K − 1)s2Y
χ2(α/2;K−1)
− βˆ21 lcl(σ2U)
)
. (4.21)
Note that if σ2U = 0 then (4.20) and (3.15) lead to the same estimates. Both (4.20)
and (4.21) require an estimate of β21 so an additional adjustment is taking into account
the uncertainty attached to βˆ1. We can use (βˆ
2
1 − σˆ2βˆ1) instead of βˆ
2
1 .
Rather than continue to extend these equations to account for uncertainty in βˆ1
a better strategy is to use the bootstrap adding in generating σˆ2Ub with
σˆ2Ub ∼
σ2U
νU
χ2(νU ),
s2Y b ∼
s2Y
K − 1χ
2
(K−1),
σˆ2b = s
2
Y b − βˆ21bσˆ2Ub.
(4.22)
4.1.2.2 Inferences about the Parameters
Testing for Zero Bias
The hypothesis of unbiasedness (H0 : β1 = 1) can be tested approximately using
(4.11). H0 can be rejected, and β1 6= 1 concluded, with an approximate significance
level of α, if
|tscore| > t(1−α/2;ν), where
tscore =
βˆ1 − 1√
s2
Y¯
xˆ2
+
βˆ21 σˆ
2
xˆ
xˆ2
.
(4.23)
Another way to test for unbiasedness is by using the Fieller’s CI as defined in
(4.15). We can reject H0 and conclude β1 6= 1 if 1 /∈ (4.15).
Note also that under the unbiasedness hypothesis (4.11) and (3.17) are equivalent
and both lead to the same conclusion with the same significance. However (4.15) does
not reduce to (4.11) unless σ2xˆ = 0.
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While enabling testing if bias is zero, the model does not allow testing for bias
constancy. Two or more points are required across compounds or time in order to
test for constancy of the bias. This is addressed in the Section 4.2.
4.1.2.3 Performance Evaluation
Using (4.23) we can evaluate the performance of the the participant. Under the
hypothesis of unbiasedness the statistic (4.23) and (3.17) are the same and the tscore
can be used to evaluate the performance of the participant.
The evaluation of the participant’s method variability can be done by comparing
it against the variability of the methods used during the certification as stated in
Section 3.1.2.3.
4.1.2.4 Examples
Here we use the data from Table 3.1 to illustrate the methods just described. Table
3.1 lists the conventional values for the control material SRM 1941b and the observed
values as reported by one of the participants about the PAH family of compounds in
Sediments from the IEPOCME 2003 inter-comparison exercise.
Table 4.1 shows estimates and inferences for β1 using σ
2
U = 0, for each compound:
• βˆ1 = the estimated slope using (4.5),
• σˆβ1 =
√
s2
Y¯
+βˆ21 σˆ
2
xˆ
xˆ2
= standard error of the estimated slope using (4.8) with esti-
mated quantities,
• νβ1 = the degrees of freedom of the standard error using (4.12),
• (lclB, uclB) = a 95% confidence interval using the bootstrap technique,
• b̂iasB the estimated bias of the βˆ1 using the bootstrap technique using (4.18),
• (lclDM , uclDM) = a 95% confidence interval using the delta method with Welch-
Satterthwaite approximated degrees of freedom using (4.11),
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• b̂iasDM = the estimated bias of the βˆ1 using the delta method using (4.9) and
• (lclF , uclF ) = a 95% confidence interval using the Fieller approach using (4.15).
Applying (4.6) and (4.20) using σ2U = 0 we obtain the estimates for σ
2
 , its degrees
of freedom and confidence intervals. These are the same results shown in Table 3.3.
All the confidence intervals contain 1 hence we fail to reject H0 and we conclude
there is no evidence that the method is biased, although some of the lower bounds
are down near 0.7 and some upper bounds only slightly over 1.
In general the bootstrap CIs and the Fieller’s CIs agree among them while the
delta method CIs tend to be shifted towards zero relative to the bootstrap and Fieller’s
CIs. This is consistent with the estimated bias, whereas the bias estimated with the
delta method tends to be larger than the bias estimated with the bootstrap technique.
4.1.3 Exporting the Model to the Study Data
The models found while working with the control data can be used to estimate
the unknown parameters of the study data.
4.1.3.1 Parameter Estimation
Under Independent Errors
First assume that the error terms are independent for the method measuring the
control sample and the study sample; i.e., Corr[k, δk] = ρ = 0. Also assume σ
2
 = σ
2
δ ;
i.e., the variance of the method is constant across the control and study samples.
This can be due to the constancy of the method’s variance over different levels or to
a method’s variance dependent on the concentration level but analyzing compounds
with similar levels in both control and study samples.
Under independent error terms, the number of replicates of the control material
and the number of replicates of the study material are not required to be equal.
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The primary goal is to estimate d (the true value associated with the total collec-
tion of study material) and V [Wm] = σ
2
W (the among sample variance). Define the
sample mean W¯ = 1
M
∑M
m=1Wm which is unbiased for E[Wm] = β1d and the sample
variance s2W =
1
M−1
∑M
m=1 (Wm − W¯ )2 which is unbiased for V [Wm]. This leads to
dˆ =
W¯
βˆ1
, (4.24)
and σˆ2V =
s2W − σˆ2
βˆ21
. (4.25)
Applying Jensen’s inequality,
E[dˆ] = E[W¯ xˆ/Y¯ ] ≥ E[W¯ ]E[xˆ]
E[Y¯ ]
=
β1dx
β1x
= d (4.26)
and
E[σˆ2V ] = E
[
s2W − σˆ2
βˆ21
]
≥ σ
2
W − σ2
E[βˆ21 ]
= σ2V
β21
β21 + σ
2
βˆ1
. (4.27)
An approximation of the variance of dˆ can be obtained from (4.24), by using the delta
method
V [dˆ] ≈ V [W¯ ] + d
2V [βˆ1]
β21
. (4.28)
Plugging estimates in and defining s2
W¯
= s2W/M , an estimate of (4.28) is
Vˆ [dˆ] =
s2
W¯
+ dˆ2σˆ2β1
βˆ21
. (4.29)
From (4.26) is it clear that dˆ is biased, this is E[dˆ] 6= d.The bias of dˆ can also be
approximated by the delta method. Defining s2
Y¯
= s2Y /K, an estimate of the bias is
b̂ias(dˆ) ≈ dˆ s
2
Y¯
Y¯ 2
. (4.30)
Some additional distributional assumptions on the error terms are required in
order to get confidence intervals for d and σ2V . Assuming
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W¯ − βˆ1d√
s2
W¯
+ d2σˆ2
βˆ1
∼ T(νd), (4.31)
approximately, where
νd ≈
(
s2
W¯
+ dˆ2σˆ2β1
)2
s4
W¯
νW¯
+
dˆ4σˆ4β1
νβ1
, (4.32)
an approximate 100(1− α)% delta method confidence interval for d then becomes(
dˆ+ t(α/2;νd)
√
Vˆ [dˆ], dˆ+ t(1−α/2;νd)
√
Vˆ [dˆ]
)
. (4.33)
Applying Fieller’s method to (4.31)
P (q(d) ≤ 0) = 1− α,
q(d) = f2d
2 − 2f1d+ f0,
f0 = W¯
2 − t2(1−α/2;νd)σˆ2W¯ ,
f1 = βˆ1W¯ ,
f2 = βˆ
2
1 − t2(1−α/2;νd)σˆ2β1.
(4.34)
Hence an approximate confidence interval for dˆ is the set {d : q(d) ≤ 0}. Defining
D = f 21 − f0f2, r1 = (f1 − D1/2)/f2, and r2 = (f1 + D1/2)/f2, the approximate
confidence set can be expressed as
[r1, r2] if f2 > 0,
(−∞, r2] ∪ [r1,∞) if f2 ≤ 0 and D > 0,
(−∞,∞) if f2 ≤ 0 and D ≤ 0.
(4.35)
This confidence interval can contain zero or even contain only negative values. In
such a case the interpretation is that the true value of the compound in the study
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sample is below the detection limit of the analytical method; i.e., a censored data
point.
Applying the parametric bootstrap method, for b = 1, . . . , B(large) generate
xˆb ∼ N(xˆ, σˆ2xˆ),
Y¯b ∼ N
(
βˆ1xˆ,
βˆ21 σˆ
2
U + σˆ
2

K
)
≡ N(Y¯ , s2Y¯ ),
W¯b ∼ N
(
βˆ1dˆ,
βˆ21 σˆ
2
V + σˆ
2
δ
M
)
≡ N(W¯ , s2W¯ ),
(4.36)
then compute the sets B =
{
βˆ1b = Y¯b/xˆb, b = 1 to B
}
, andD =
{
dˆb = W¯b/βˆ1b, b = 1 to B
}
.
A (1 − α)100% percentile CI for d is (Q(α/2)(D), Q(1−α/2)(D)), where Q(α)(D) is
the αth quantile of D.
The bias of the adjusted study value dˆ can be estimated as
b̂ias(dˆ)∗ =
1
B
B∑
b=1
dˆb − dˆ = dˆ∗ − dˆ. (4.37)
Under normality
(M − 1)s2W
β21σ
2
V + σ
2

∼ χ2(M−1). (4.38)
Treating βˆ1 as β1 and σˆ
2
 as σ
2
 leads to a (1− α)100% CI for σ2V of(
(M − 1)s2W
βˆ21χ
2
(1−α/2;M−1)
− σˆ
2

βˆ21
,
(M − 1)s2W
βˆ21χ
2
(α/2;M−1)
− σˆ
2

βˆ21
)
. (4.39)
The approximation comes from use of the estimates βˆ1 and σˆ
2
 as β1 and σ
2
 . There
is potential for obtaining values in the interval that are outside of the parameter
space for σ2V , such as 0 and negative values. The interval should be truncated to
include only non-negative values. As with the control data a better approach here is
to bootstrap adding in
s2Wb ∼
s2W
M − 1χ
2
(M−1),
σˆ2V b =
s2Wb − σˆ2b
βˆ21b
.
(4.40)
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Under Correlated Errors
Now assume the data is paired and that the error terms are correlated for the
method while measuring the control sample and the study sample; i.e., Corr[k, δk] =
ρ 6= 0. Define the sample statistics Y¯ , s2Y , W¯ , s2W as above, define the sample covari-
ance as sY,W =
1
K−1
∑K
k=1 (YkWk − Y¯ W¯ ), and let s2Y¯ = s2Y /M , s2W¯ = s2W/M and
sY¯ ,W¯ = sY,W/M be the sample variances and covariance, respectively, of the means.
It is straightforward to show that
E[W¯ ] = β1d, E[s
2
W ] = β
2
1σ
2
V + σ
2
 and E[sY,W ] = ρσσδ = ρσ
2
 .
The last equality is due to the assumption of equal variances, σ2δ = σ
2
 . Hence the
point estimators defined as (4.24) and (4.25) are still adequate.
However V [dˆ] changes due to a covariance term. Using the delta method, the
conditional variance identity and assuming bias[βˆ1] to be neglegible this can be ap-
proximated by
V [dˆ] ≈ 1
βˆ21
(
V [W¯ ] + dˆ2V [βˆ1]− 2dˆCov[W¯ , βˆ1]
)
, where
Cov[W¯ , βˆ1] = Cov
[
W¯ ,
Y¯
xˆ
]
= E
[
Cov
[
W¯ ,
Y¯
xˆ
|xˆ
]]
+ Cov
[
E[W¯ |xˆ], E
[
Y¯
xˆ
|xˆ
]]
= E
[
1
xˆ
Cov[W¯ , Y¯ ]
]
+ E[W¯ ]Cov
[
1,
E[Y¯ ]
xˆ
]
︸ ︷︷ ︸
=0
= Cov[W¯ , Y¯ ]E
[
1
xˆ
]
.
(4.41)
Now, V [dˆ] can be estimated by
Vˆ [dˆ] =
1
βˆ21
(
s2W¯ + dˆ
2σˆ2β1 − 2
dˆ
xˆ
sY¯ ,W¯
)
= dˆ2
(
σˆ2xˆ
xˆ2
+
s2
W¯
W¯ 2
+
s2
Y¯
Y¯ 2
− 2sY¯ ,W¯
Y¯ W¯
)
.
(4.42)
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Note that if σˆ2xˆ/xˆ
2 is much larger than s2
Y¯
/Y¯ 2 and s2
W¯
/W¯ 2 then any correlation has
little effect in Vˆ [dˆ].
The bias of dˆ under correlated errors can also be approximated by the delta
method, with
b̂ias(dˆ) ≈ dˆ
(
s2
Y¯
Y¯ 2
− sY¯ ,W¯
Y¯ W¯
)
. (4.43)
Assuming normality of Vk and k and K small the distribution and confidence
interval of d can be approximated as
dˆ− d√
Vˆ [dˆ]
∼ T(νd), (4.44)
where
νd ≈
2
(
Vˆ [dˆ]
)2
Vˆ
[
Vˆ [dˆ]
] . (4.45)
The procedure to obtain Vˆ [Vˆ [dˆ]] is lengthy and tedious but it is based on well known
theory [2], assuming normality of Uk, k, Vk and δk,
Vˆ
[
Vˆ [dˆ]
]
=
1
βˆ41
{
2s4
W¯
(K − 1) +
2dˆ4σˆ4β1
νβ1
+
4dˆ2S2
W¯
S2
Y¯
xˆ2(K − 1) +
8dˆ2S2
W¯ ,Y¯
xˆ2(K − 1)
−8dˆS
2
W¯
SW¯ ,Y¯
xˆ(K − 1) −
8dˆ3S2
Y¯
SW¯ ,Y¯
xˆ3(K − 1)
}
.
(4.46)
An approximate (1− α)100% confidence interval for d based on the delta method is(
dˆ+ T(α/2;νd)
√
Vˆ [dˆ], dˆ+ T(1−α/2;νd)
√
Vˆ [dˆ]
)
. (4.47)
Applying the Fieller’s method, we can use (4.35) but modifying (4.34) to include
the correlation adjustments. This leads to
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P (q(d) ≤ 0) = 1− α,
q(d) = f2d
2 − 2f1d+ f0,
f0 = W¯
2 − t2(1−α/2;νd)σˆ2W¯ ,
f1 = βˆ1W¯ − t2(1−α/2;νd)Ĉov[W¯ , βˆ1],
f2 = βˆ
2
1 − t2(1−α/2;νd)σˆ2β1,
(4.48)
where Ĉov[W¯ , βˆ1] =
1
xˆ
sW¯ ,Y¯ and the approximate degrees of freedom are obtained by
using (4.45) and (4.46).
Applying the parametric bootstrap method, for b = 1, . . . , B (large) generate
xˆb ∼ N(xˆ, σˆ2x), Y¯b
W¯b
 ∼ N

 βˆ1xˆ
βˆ1dˆ
 ,
 βˆ21 σˆ2U+σˆ2K σˆ,δ
σˆ,δ
βˆ21 σˆ
2
V +σˆ
2
δ
K


≡ N

 Y¯
W¯
 ,
 s2Y¯ sY¯ ,W¯
sY¯ ,W¯ s
2
W¯

 .
(4.49)
The bootstrap inference then proceeds as in the uncorrelated case. Also note that
the estimator for the correlation coefficient ρˆ does not alter the point estimators, so
the bootstrap only needs to generate the means.
As with the point estimators, the distribution and approximate confidence interval
of σ2V remain as stated by (4.38) and (4.39).
If σ2δk|Dk 6= σ2k|Xk , as may be the case if the method’s variance depends on the
concentration of the compound and the concentration of the compound in the control
material and the study material are very different, then σ2δ|D and σ
2
|X should be
modeled accordingly. In Chapter 5 we briefly review a variance model proportional
to the square of the concentration.
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4.1.3.2 Example
Table 4.2 contains the estimates of the adjusted study values and their variances
for the data in Table 3.1, under the assumption of independent errors and equal
within method variance for each compound across samples. Table 4.3 contains the
estimates of the adjusted study values and their variances and confidence intervals
under the assumption of correlated errors and equal within method variance for each
compound across samples.
In Table 4.2 it can be observed that the corrected values dˆ change more or less
evenly around the observed values W¯ and their magnitudes are very similar. Recalling
the results from Section 3.1.3.2, the proportional bias model produces confidence
interval estimates within reasonable values in contrast to the constant bias model
that can produce confidence interval estimates outside the parameter space (negative
concentration levels). In the best case, a censored value is produced, although the
observed value has a high likelihood of being positively present.
However, the corrected variance estimate σˆ2
dˆ
is larger than the observed variance
s2
W¯
in all the cases. This is due to the additional variance terms as expressed in (4.28)
and (4.42). Only two corrected confidence intervals appear to be narrower than their
corresponding observed confidence intervals (triphenylene and benzo[j]fluoranthene
compounds, both are assigned the lowest corrected degrees of freedom). In general,
we can expect to have wider confidence intervals for d when allowing a proportional
bias model since there is need to account for the uncertainty in βˆ1 compared to the
confidence intervals obtained from the study data Wm and assuming unbiasedness.
This is clear from (4.29) and the unbiasedness assumption that Vˆ [dˆ] ≈ s2
W¯
+ dˆ2σˆ2β1 >
s2
W¯
.
Under the assumption of unbiasedness no adjustment is required and the naive
estimators dˆnaive = W¯ and σˆ
2
dˆ,naive
= s2
W¯
would lead to a CI for dˆnaive of
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(lclW¯ , uclW¯ ) = (dˆnaive + t(α/2;K−1)σˆdˆ,naive, dˆnaive + t(1−α/2;K−1)σˆdˆ,naive), (4.50)
this is the CI obtained by just using the study data Wm. The coverage of the naive
confidence interval for dˆ is less than 47%, this is P̂ r(dˆ ∈ (lclW¯ , uclW¯ )) < 0.47. Tthis
is true under the assumption of independent or correlated error terms for the specific
data shown. In contrast, the adjusted confidence interval for the study data contains
most likely the naive estimator W¯ , this is P̂ r(W¯ ∈ (lcldˆ, ucldˆ)) ≈ 1.
When comparing the delta method estimates against the Fieller’s method and
bootstrap estimates, a remarkable distinction is the asymmetry of the Fieller’s method
and the bootstrap intervals against the the delta method intervals, which are symmet-
ric by construction. One consequence is that the delta method intervals often overlap
with the bootstrap and Fieller’s intervals on the shortest tail side of the re-sampled
distribution, suggesting that the delta method intervals are biased. A second distinc-
tion is that in general the delta method intervals are shorter than the bootstrap and
Fieller’s intervals, and this is also related to the skewness of the re-sampled values.
The combination of these two effects (biased and too optimistic intervals) leads to
a lowered confidence coefficient when compared to the Fieller’s and the bootstrap
confidence coefficient. The fact that Fieller’s method outperforms the delta method
intervals for estimating ratios is well documented (under normality see Cox(1990) [15]
and also for ratio of binary variables Sitter & Wu(1993) [49]).
Table 4.4 contains only the Fieller’s estimates from Tables 4.2 and 4.3 and the
correlation coefficient from Table 3.1 for easy of comparison. It can be observed
that in general the estimated confidence intervals under correlation of the error terms
are narrower when the correlation is positive. CIs are larger when the correlation is
negative in comparison with the CIS under independence of the error terms. This is
true for the bootstrap, delta method and Fieller’s method estimates. One compound
(triphenylene) shows a larger confidence interval under correlated errors while having
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positive correlation. We can confirm that the estimates of d and the CI for d differ
slightly when the fitting is done using the proportional bias model than when fitting
the constant bias model seen in Section 3.1; this can be done by comparing Table
3.5 and Table 4.2 or Table 3.6 and Table 4.3, although the models are related as
mentioned in Section 4.1.1. It may be surprising that the differences in the CIs are
small considering some of the estimated correlation coefficients are relatively large.
We can explain this behavior by analyzing the variance components in (4.42) and
using the data in Table 3.1. In most cases σˆ2xˆ/xˆ
2 is larger than both s2
Y¯
/Y¯ 2 and
s2
W¯
/W¯ 2 so we can expect no significant changes in Vˆ [dˆ] due to correlation.
Table 4.5 contains the estimated bias of the adjusted study value dˆ from the
analytical approach and the bootstrap estimate for both under independent errors
and correlated errors. In general, the estimated bias using the delta method tends to
be smaller than the bootstrap technique, which is not surprising since the analytical
estimate is a second order approximation and the discarded terms are positive. When
considering the correlation the estimates tend to be more similar independently of
the sign of the correlation coefficient.
Table 4.6 contains the estimates of the within material variance for the study
data by using (4.25) and (4.39), while assuming the measurement error variance for
each compound is the same across samples. The estimates of the within material
variance are those on Table 3.5 scaled by the factor 1/βˆ21 . The estimated probability
of obtaining negative estimates is the same. This shows the difficulties of estimating
σ2V .
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Compound ρˆYW lclF,ind uclF,ind lclF,corr uclF,corr
2,3,5-trimethylnaphthalene 0.69 23.72 36.82 23.79 36.72
acenaphthene -0.89 31.91 44.13 31.71 44.42
dibenz[a,h]anthracene 0.28 86.41 134.4 86.47 134.4
acenaphthylene -0.52 24.26 32.35 23.98 32.75
biphenyl -1.00 27.55 35.12 27.33 35.41
1-methylphenanthrene 0.92 65.16 77.37 65.23 77.30
2,6-dimethylnaphthalene 0.52 33.65 38.88 33.76 38.77
fluorene -0.95 54.71 80.15 54.55 80.39
triphenylene 0.49 122 153.8 121.9 153.8
1-methylnaphthalene -0.43 45.38 59.55 45.16 59.87
anthracene 1.00 157.3 196 158.1 194.9
benzo[j]fluoranthene -0.01 260.5 292.8 260.2 293.2
benzo[k]fluoranthene -0.87 369.6 443.8 367.0 447.1
2-methylnaphthalene -0.57 63.88 96.88 63.77 97.03
chrysene -0.97 450.9 585.9 449.4 587.7
benzo[e]pyrene 0.92 563.8 671.4 566.6 668.2
benz[a]anthracene 0.96 357.2 424.6 358.8 442.7
benzo[ghi]perylene 0.45 396.8 540.4 397.1 540.0
indeno[1,2,3-cd]pyrene -0.98 490.4 698.8 489.2 700.4
benzo[a]pyrene 0.99 597.8 664.7 599.6 662.8
perylene 0.68 156.7 202.9 157.7 201.6
phenanthrene -0.76 452.5 571 451.1 572.8
benzo[b]fluoranthene -0.61 1006 1131 1001 1137
pyrene -0.65 1080 1252 1077 1256
fluoranthene -0.38 1008 1251 1005 1255
naphthalene -0.26 105.2 133.5 105.2 133.6
Table 4.4. Example of study values corrected for proportional bias using control
data, contrasting when errors are assumed independent or correlated.
For each compound, ρˆYW = estimated correlation between the control and study
values; (lclF,ind, uclF,ind) = a 95% confidence interval for the observed mean study
value using Fieller’s method and assuming independent errors; (lclF,corr, uclF,corr) = a
95% confidence interval for the corrected study value using the Fieller’s method and
assuming correlated errors.
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Compound ρˆYW b̂iasDM,ind b̂iasB,ind b̂iasDM,corr b̂iasB,corr
2,3,5-trimethylnaphthalene 0.69 0.0207 0.0217 0.0140 0.0142
acenaphthene -0.89 0.0459 0.0471 0.0548 0.0548
dibenz[a,h]anthracene 0.28 0.0053 0.0176 0.0009 0.0120
acenaphthylene -0.52 0.0123 0.0179 0.0203 0.0253
biphenyl -1.00 0.0087 0.0118 0.0159 0.0157
1-methylphenanthrene 0.92 0.0020 0.0038 0.0002 -0.0004
2,6-dimethylnaphthalene 0.52 0.0086 0.0111 0.0064 0.0083
fluorene -0.95 0.0377 0.0374 0.0467 0.0444
triphenylene 0.49 0.0260 0.0701 -0.0062 0.0287
1-methylnaphthalene -0.43 0.0500 0.0538 0.0573 0.0609
anthracene 1.00 0.0640 0.0744 0.0359 0.0321
benzo[j]fluoranthene -0.01 0.0044 0.0492 0.0047 0.0495
benzo[k]fluoranthene -0.87 0.0665 0.1066 0.1222 0.1458
2-methylnaphthalene -0.57 0.0442 0.0431 0.0504 0.0487
chrysene -0.97 0.2722 0.2813 0.3178 0.3154
benzo[e]pyrene 0.92 0.0927 0.1508 0.0111 0.0208
benz[a]anthracene 0.96 0.1182 0.1380 0.0780 0.0794
benzo[ghi]perylene 0.45 0.0432 0.0467 0.0312 0.0311
indeno[1,2,3-cd]pyrene -0.98 0.0970 0.1045 0.1524 0.1332
benzo[a]pyrene 0.99 0.0406 0.0684 0.0148 0.0116
perylene 0.68 0.0321 0.0614 -0.0037 0.0136
phenanthrene -0.76 0.0899 0.1112 0.1285 0.1413
benzo[b]fluoranthene -0.61 0.0795 0.1783 0.1373 0.2269
pyrene -0.65 0.1263 0.1903 0.1817 0.2361
fluoranthene -0.38 1.0210 1.0740 1.0870 1.1380
naphthalene -0.26 0.0034 0.0119 0.0053 0.0139
Table 4.5. Example of estimated bias of the study values corrected for propor-
tional bias using control data, contrasting when errors are assumed independent or
correlated.
For each compound, ρˆYW = estimated correlation coefficient of the control data and
study data. Assuming independent errors: b̂iasDM,ind = the estimated bias of dˆ using
the delta method and b̂iasB,ind = bootstrap estimate of bias in dˆ. Assuming correlated
errors: b̂iasDM,corr = the estimated bias of dˆ using the delta method and b̂iasB,corr =
bootstrap estimate of bias in dˆ.
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Compound σˆ2V lcl(σ
2
V ) ucl(σ
2
V ) P̂ r(σˆ
2
V < 0)
2,3,5-trimethylnaphthalene 0 0 14.1 0.756
acenaphthene 0 0 3.97 0.957
dibenz[a,h]anthracene 14.9 3.74 606 2.22e-16
acenaphthylene 0 0 60.4 0.649
biphenyl 0 0 17.6 0.885
1-methylphenanthrene 0 0 15.6 0.404
2,6-dimethylnaphthalene 0 0 4.62 0.948
fluorene 0 0 6.14 0.963
triphenylene 61.8 11.9 2700 3.25e-05
1-methylnaphthalene 0 0 0 0.981
anthracene 0 0 219 0.84
benzo[j]fluoranthene 67.7 16.7 2760 3.44e-14
benzo[k]fluoranthene 50.1 0 2940 0.0498
2-methylnaphthalene 0 0 0 0.995
chrysene 0 0 356 0.912
benzo[e]pyrene 108 0 6110 0.0386
benz[a]anthracene 0 0 577 0.846
benzo[ghi]perylene 0 0 842 0.439
indeno[1,2,3-cd]pyrene 0 0 2180 0.381
benzo[a]pyrene 6.86 0 1230 0.279
perylene 0 0 1710 0.588
phenanthrene 0 0 1610 0.614
benzo[b]fluoranthene 318 52.7 14300 0.000362
pyrene 89.4 0 7770 0.163
fluoranthene 0 0 2660 0.92
naphthalene 0 0 174 0.908
Table 4.6. Example of estimated within material variance for study data, under
proportional bias.
For each compound, σˆ2V = the estimated within material variance;
(lcl(σ2V ), ucl(σ
2
V )) = a 95% confidence interval for the within material vari-
ance; P̂ r(σˆ2V < 0) = the estimated probability of getting a negative estimate of the
within material variance. All under the assumption of constant measurement error
variance for each compound across samples.
120
4.2 One lab, multiple compounds at one point in time
Often all or many compounds in a material undergo the same processes and trans-
formations in order to be measured and thus any error related to the measurement
procedure is similar across compounds. In such cases, the assumption of sharing
parameters among a whole set of compounds appears to be reasonable and the infor-
mation across compounds can be used to estimate the parameters. Our discussion
here assumes a linear bias model is shared across compounds. However, even if all
the compounds in a material undergo the same transformations, each may be cali-
brated separately using a specific reference or standard. In such cases the common
linear model is hard to justify, since a different linear model may be required for each
compound.
4.2.1 Working with the Control Data Only
As before, there is no interest on pooling information across different participants.
However, there is interest on testing whether a participant’s method is biased.
Additional caution must be exercised here in order to handle the measurement
error for the predictor. That is, we are now using a model similar to (4.1) but we
only have xˆ rather than x, as discussed below.
4.2.1.1 The Model
Depending on the specific design of the experiment this problem can be addressed
by working directly with the detailed data (using the per replicate model) or with
the summary data (using the means model).
The per replicate model
The model for the replicate observed values for compound a in the control material
is
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Yak|xa = β0 + β1xa + (β1Uak + ak), (4.51)
where a = 1 to A, k = 1 to Ka, N =
∑
aKa, E[Uak] = 0, V [Uak] = σ
2
Ua, E[ak] = 0,
V [ak] = σ
2
a and (β0, β1, xa, σ
2
a, σ
2
Ua) are unknown parameters. The (Uak, ak) are
independent for a given (a, k) and are independent among (a, k). The line β0 + β1xa
is the expected response at level xa, β1Uak is the error due to heterogeneity in the
material and ak is the error in the equation. There is no measurement error in the
response. Assume that xˆa, σˆ
2
Ua and σˆ
2
xˆa are known unbiased estimators for xa, σ
2
Ua,
and V [xˆa].
The reference value xˆa is an estimator of xa, plus some additive measurement
error; that is
xˆa|xa = xa + exˆa,
exˆa|xa ∼ (0, σ2xˆa),
(4.52)
where exˆa|xa is the error in xˆa as an estimator of xa.
Note that the same reference value is used for all the replicates of a compound
xˆak = xˆa, hence the measurement error associated with the replicates on a compound
are correlated; that is Cov[xˆak, xˆak′ ] = σ
2
xˆa. This implies that the covariance matrix
of xˆak is a block diagonal matrix = diag(σ
2
xˆ1J1, ..., σ
2
xˆAJA), with Ja a Ka ×Ka square
matrix with all its entries equal to 1.
The mean model
The mean model for the control data becomes:
Y¯a|xa = β0 + β1xa + (β1U¯a + ¯a), (4.53)
where a = 1 to A, U¯a =
1
Ka
∑Ka
k=1 Uak, E[U¯a] = 0, V [U¯a] = σ
2
U¯a
= σ2Ua/Ka, ¯a =
1
Ka
∑Ka
k=1 ak, E[¯a] = 0, V [¯a] = σ
2
¯a = σ
2
a/Ka.
Each reference value xˆa is used just once for each compound. Hence working with
the means model avoids the issue of correlated measurement errors over replicates.
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This is the model that we use for the remainder of the section. Note that with
respect to the measurement error literature β1U¯a + ¯a plays the role of error in the
equation and that the variances can change across compounds. However, this is a
combination of error in the equation ¯a and error due to heterogeneity in the material
U¯a. Let us refer to it as a pseudo-error in the equation η¯a, with variance
σ2η¯a = β
2
1σ
2
U¯a + σ
2
¯a, (4.54)
Comment: It may be tempting to use the model by conditioning on X¯a, after all
these are the true allocated values. This yields
Y¯a|X¯a = β0 + β1X¯a + ¯a (4.55)
and this suggests using the reference value xˆa as an estimator of X¯a, plus some additive
measurement error. However,
xˆa|X¯a = X¯a − U¯a + exˆa,
(−U¯a + exˆa)|X¯a ∼ (xa − X¯a, σ2xˆa),
(4.56)
where (−U¯a + exˆa) is the error in xˆa as an estimator of X¯a. The new measurement
error term has conditional mean 0 only if X¯a = xa, since conditioning in X¯a fixes U¯a.
This violates the assumption of additive measurement error.
4.2.1.2 Coefficient Estimation
It has long been known that a regression based on observed values with error pro-
duces biased estimators of the regression coefficients (Fuller (1987) [22]). The problem
of fitting a line with one or both variables measured with error has been studied and
revisited by numerous researchers. The approaches to solve it also have been labeled
with different names over time: error in variables regression, measurement error re-
gression, orthogonal least squares, total least squares (Casella and Berger (2002) [11],
Fuller (1987) [22]).
Ignoring any variance structure and assuming balancedness, the naive estimators
are obtained by regressing the observed data (Y¯a, xˆa):
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βˆ1,naive =
SXˆY¯
S2
Xˆ
,
βˆ0,naive = Y¯ − βˆ1,naive ¯ˆx,
(4.57)
where Y¯ = 1
A
∑A
a=1 Y¯a,
¯ˆx = 1
A
∑A
a=1 xˆa, SXˆY¯ =
1
A−1
∑A
a=1 (Y¯a − Y¯ )(xˆa − ¯ˆx), S2Y¯ =
1
A−1
∑A
a=1 (Y¯a − Y¯ )2 and S2Xˆ = 1A−1
∑A
a=1 (xˆa − ¯ˆx)2. It is well known that the naive
estimators are both biased and inconsistent. It is straightforward to show that
E[Y¯ ] = β0 + β1x¯,
E[S2
Xˆ
] = σ2x + σ
2
xˆ.,
E[SXˆY¯ ] = β1σ
2
x, so β1 = E[SXˆY¯ ]/σ
2
x, and
E[S2Y¯ ] =
1
A− 1
(∑
a
E[Y¯ 2a ]− AE[Y¯ 2]
)
=
1
A− 1
(
β21
(∑
a
x2a − Ax¯2
)
+
∑
a
V [Y¯a]− 1
A
∑
a
V [Y¯a]
)
= β21σ
2
x + β
2
1σ
2
U¯ .
+ σ2¯.,
(4.58)
with σ2x =
1
A−1
∑
a (xa − x¯)2, σ2xˆ. = 1A
∑
a σ
2
xˆa, σ
2
U¯ .
= 1
A
∑
a σ
2
U¯a
and σ2¯. =
1
A
∑
a σ
2
¯a.
The exact expressions for the true coefficients can be obtained from (4.58) as
β1 =
σxY¯
σ2x
=
E[SXˆY¯ ]
E[S2
Xˆ
]− σ2xˆ.
,
β0 = E[Y¯ ]− β1E[Xˆ].
(4.59)
Biased but consistent moment corrected estimators (Buonaccorsi(1985) [6], Buonac-
corsi(2010) [9]) are obtained by plugging unbiased estimators in (4.58),
βˆ1,mm =
SXˆY¯
σˆ2x
=
SXˆY¯
S2xˆ − σˆ2xˆ.
,
βˆ0,mm = Y¯ − βˆ1,mm ¯ˆx,
(4.60)
where σˆ2xˆ. =
1
A
∑A
a=1 σˆ
2
xˆa is the mean of the measurement error variances and σˆ
2
xˆa can
change across compounds.
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The variances of the error in the equation are σ2a, however only the related quan-
tity σ2¯. =
∑
a
σ2a
AKa
can be estimated from (4.58)
σˆ2¯. = S
2
Y¯ − βˆ21,mm(S2Xˆ − σˆ2xˆ. + σˆ2U¯ .). (4.61)
For the quantities in (4.60) to be proper estimators, σˆ2x = S
2
Xˆ
− σˆ2xˆ. and σˆ2¯. should
be non-negative. If σˆ2x is less than zero or the estimates of the variance of the error
in the equation are less than zero then some modification to the estimator of β1 can
be considered as discussed in Section 4.2.1.6.
Note that the difference between the naive estimators and the moment corrected
estimators depends on the denominator S2xˆ − σˆ2xˆ.. The effect of measurement error
becomes more important when the variance of the measurement error σˆ2xˆ. gets larger
with respect to the dispersion on the predictor xˆa. Hence, when we have different
compounds with a shorter range of values or the same compound with similar values
from different CRMs the measurement error becomes more important.
4.2.1.3 Interval Estimators and Estimators for the Coefficient Covariance
Wald type confidence intervals
Under general conditions βˆ ∼ N(β,Σβˆ) approximately and if an estimator of Σβˆ
is available,
Σˆβˆ =
 v00 v01
v01 v11
 , (4.62)
then an approximate confidence interval for βˆi is
(βˆi − zα/2√vii, βˆi + zα/2√vii). (4.63)
There are several ways for calculating the estimator Σˆβˆ (see for example Fuller(1987)
[22] or Buonaccorsi(2010) [9]). Specifically we point to the robust and the asymp-
totic normal-based estimators presented in (5.12) and (5.15) in Buonaccorsi(2010) [9]
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respectively. The robust estimator allows either σ2xˆa or β
2
1σ
2
U¯a
+ σ2¯a to change with a,
while the so called normal-based estimator assumes the measurement error variances
are constant. Notationally Σˆβ,R stands for the robust estimate and Σˆβ,N stands for
the “normal” estimate. Here, for simple linear regression the robust estimator is
Σˆβ,R = M̂
−1
XXĤRM̂
−1
XX ,
ĤR =
1
A(A− 2)
∑
a
∆̂a∆̂
′
a,
∆̂a =
 Y¯a − βˆ0,mm − βˆ1,mmxˆa
xˆa(Y¯a − βˆ0,mm − βˆ1,mmxˆa) + βˆ1,mmσˆ2xˆa
 ,
M̂XX =
 1 xˆ.
xˆ. xˆ2. − σˆ2xˆ.

(4.64)
and
Σˆβ,N = M̂
−1
XXĤNM̂
−1
XX ,
ĤN =
1
A2
∑
a
(Xˆa∗Xˆ ′a∗v
2
a + ZˆaZˆ
′
a),
Zˆa =
 0
−βˆ1,mmσˆ2xˆa
 , Xˆa∗ =
 1
xˆa
 ,
v2a = σˆ
2
η¯. + βˆ
2
1,mmσˆ
2
xˆa.
(4.65)
The robust estimator allows for changing measurement error variances with no
explicit error in the equation variances required, this information is hidden within
the use of the residuals in the ∆ˆa terms. The normal based estimator requires an
explicit estimate of the variance of the pseudo error in the equation (σ2η¯. = β
2
1σ
2
U¯ .
+σ2¯.)
and it assumes it is constant across compounds. Under the presence of heterogeneity
in the material it is hard to justify the use of the normal-based estimator and hence
the robust estimator is preferable.
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Under normality and the variance in (4.54) being constant over a there are alter-
native ways to estimate Cov[βˆ], we refer for example to Buonaccorsi(2010) [9] section
5.4.2.
An approximate Z-test of H0 : βi = b uses Z =
(βˆi−b)√
vii
assuming Z is distributed
as a standard normal.
4.2.1.4 Testing for unbiasedness of the method
A general linear hypothesis test can be conducted (Ravishanker and Dey (2002)
[43]) to test the hypothesis of an unbiased model (H0 : β0 = 0, β1 = 1). Consider
H0 : β = d, where β = [β0, β1]
T and d = [0, 1]T . Then, under normality and known
covariance matrix Σβˆ we have: (βˆ − d)TΣ−1βˆ (βˆ − d) ∼ χ22, under H0. In practice Σβˆ
is unknown, instead we use the estimated covariance matrix Σˆβˆ and we define
χ2∗ = (βˆ − d)T Σˆ−1
βˆ
(βˆ − d) (4.66)
where χ2∗ is distributed approximately as a χ2 random variable, with 2 degrees of
freedom, under H0. Hence, H0 can be rejected at a significance level of approximately
α if
χ2∗ > χ2(1−α;2). (4.67)
4.2.1.5 Estimation of the Variance of the Error in Equation
Let us assume first that the variance of the error in the equation is constant, so
σ2a = σ
2
 , ∀a. Using (4.58) we can write
σ2¯. =
∑A
a=1 σ
2
¯a
A
=
A∑
a=1
σ2a
AKa
= σ2
A∑
a=1
1
AKa
= E[S2Y¯ ]− β21
(
E[S2
Xˆ
]− σ2xˆ. + σ2U¯ .
) (4.68)
and a biased but consistent method of moments estimator of σ2 is
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σˆ2,mm =
S2
Y¯
− βˆ21,mm
(
S2
Xˆ
− σˆ2xˆ. + σˆ2U¯ .
)
∑A
a=1
1
KaA
. (4.69)
This extends a special case of equation (4.9) in Buonaccorsi(2010) [9] when there is
no measurement error in the response but there is some heterogeneity in the material.
This estimator is consistent since βˆ1,mm is consistent for β1.
Another approach is to consider the mean square error while regressing the error-
prone data using the corrected coefficients
MSEc =
1
A− 2
∑
a
r2a =
1
A− 2
∑
a
(Y¯a − (βˆ0,mm + βˆ1,mmxˆa))2, (4.70)
then
MSEc =
A− 1
A− 2
(
S2Y¯ + βˆ
2
1,mmS
2
Xˆ
− 2βˆ1,mmSXˆY¯
)
=
A− 1
A− 2
(
S2Y¯ − βˆ21,mm(S2Xˆ − 2σˆ2xˆ.)
)
=
A− 1
A− 2
(
σˆ2¯,mm + βˆ
2
1,mm(σˆ
2
xˆ. + σˆ
2
U¯ .
)
)
→
p
σ2¯ + β
2
1(σ
2
xˆ. + σ
2
U¯ .
),
(4.71)
obtained by replacing βˆ0,mm and SXˆY¯ using (4.60) and the identity in (4.69). Hence
a biased but consistent estimator for σ2 is
σˆ2 =
MSEc − βˆ21,mm
(
σˆ2xˆ. + σˆ
2
U¯ .
)
∑A
a=1
1
KaA
. (4.72)
Since we are using (4.69) to derive (4.72) the assumption of constant variance of
the error in the equation (σ2a = σ
2
 , ∀a) holds. We can rewrite (4.69) as
σˆ2,mm =
(
A−2
A−1
)
MSEc − βˆ21,mm
(
σˆ2xˆ. + σˆ
2
U¯ .
)
∑A
a=1
1
KaA
.
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This makes clear that (4.69) and (4.72) are almost the same for large samples and
each could be negative in which case the estimate is set equal to 0.
A third approach is obtained by using the replicated data and defining the sample
variance for compound a
s2Y a =
1
Ka − 1
∑
k
(Yak − Y¯a)2. (4.73)
It is straightforward to show that
E[s2Y a] = β
2
1σ
2
Ua + σ
2
a. (4.74)
Hence we can first obtain point estimates of the variance of the error in the equation
for each compound as
σˆ2a = s
2
Y a − βˆ21 σˆ2Ua. (4.75)
This is slightly different from what we obtained in (3.5) from Chapter 3, since we are
exploiting the linear regression model. However it requires σˆ2Ua to be known. We could
use βˆ21− Vˆ [βˆ1] as estimate of β21 . If there is no heterogeneity in the material (σ2Ua = 0)
then we always obtain a non-negative estimate s2Y a of the individual variances of errors
in the equation and same as in previous models. If the estimate in (4.75) is negative
it must be set to zero.
In addition if it could be assumed that all σ2a = σ
2
 then we could use individual
truncation as
σˆ2,rep =
1
A
A∑
a=1
max(0, σˆ2a). (4.76)
The individual estimators σˆ2a are biased but consistent. Introducing truncation
on the individual estimates brings additional bias in the estimated constant variance
for the error in the equation σˆ2,rep.
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What would happen if we assume the among subsample heterogeneity variance
σ2Ua is zero but it is not? Basically the variance of the error in the equation σ
2
a is
overestimated individually or on average as described by (4.69), (4.72) and (4.76).
4.2.1.6 Modified Estimators
In the case of negative estimates of σ2x or negative estimates of the average variance
of the error in the equation σ2. then the estimators of the coefficients in (4.60) need
some modification.
If σˆ2x = S
2
Xˆ
− σˆ2xˆ. > 0, σˆ2U¯ . > 0 (there is heterogeneity in the material) and σˆ2¯. ≤ 0
(there is no error in the equation) in (4.61) then, setting σ2¯. = 0 in (4.58) lead us to
consider
βˆ1,ICH =
S2
Y¯
SXˆY¯
(
S2
Xˆ
− σˆ2xˆ.
S2
Xˆ
− σˆ2xˆ. + σˆ2U¯ .
)
. (4.77)
If σˆ2x > 0, σˆ
2
U¯ .
= 0 and σˆ2¯. ≤ 0 in (4.60) then there is no heterogeneity in the
material and no error in the equation. In that case (4.77) reduces to
βˆ1,IC =
S2
Y¯
SXˆY¯
. (4.78)
This is the inverse calibration estimator (equation 1.2.4 in Fuller(1987) [22]).
There is potential for problems if the denominator of βˆ1,mm in (4.60) is non-
positive. This condition will be used as described in the following algorithms. Recall
that the expression in the denominator is an estimator of σ2x ≥ 0. Hence a negative
estimate is not acceptable since it is outside the parameter space. On the other hand,
a zero estimate implies the predictor values are statistically the same quantity and
the data does not support the model (4.51). Under no replicated data one option is
to consider a reduced model such as (3.71) or (4.5).
One way to deal with negative estimates of σ2x is by individually examining each
compound. Note that x2a and x.
2 can be estimated unbiasedly by xˆ2a − σˆ2xˆa and
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xˆ.
2 − 1
A
σˆ2xˆ., respectively. Hence we can apply individual truncation to zero in order
to ensure non negative terms
σˆ2x =
1
A− 1
∑
a
max
((
xˆa − xˆ.
)2 − A− 2
A
σˆ2xˆa −
1
A
σˆ2xˆ., 0
)
. (4.79)
Then we can substitute this estimator in (4.60). This estimator is consistent but it
has augmented bias by construction when compared to S2xˆ − σˆ2xˆ..
Modified estimators were suggested by Fuller(1987) [22] where the negative esti-
mate is attributed to a small sample size. We refer to Section 2.5 in Fuller(1987) [22]
for details on a technique to handle negative estimates of σ2x, specifically equation
2.5.3. This strategy considers a modified denominator in (4.60) as
β˜1 =
SXˆY¯
Hˆxx +
α
A−1 σˆ
2
xˆ.
(4.80)
where
Hˆxx =
 S
2
Xˆ
− σˆ2xˆ. if λ ≥ 1 + 1/(A− 1),
S2
Xˆ
− (λ− 1
A−1
)
σˆ2xˆ. if λ < 1 + 1/(A− 1).
(4.81)
and λ is the root of
∣∣∣∣∣∣∣
SY¯ 2 SXˆY¯
SXˆY¯ S
2
Xˆ
− λσˆ2xˆ.
∣∣∣∣∣∣∣ = 0. The parameter α is determined by
minimizing the mean square error of β˜1.
4.2.1.7 Bootstrapping for inference
An alternative to the Wald method is the bootstrap toolbox. The so called two-
stage parametric bootstrap technique will be used for this situation.
Using the two-stage parametric bootstrap is not an option when the estimate of
variance σˆ2¯ is negative or when the distribution of the error in the equation is not
specified. Here we assume normality of the error terms and σˆ2¯a > 0 for at least one
a. The basic bootstrap cycle is described in Algorithm 1
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Algorithm 1 Bootstrap algorithm for linear coefficients under constant σ2
for b = 1 to B(large) do
xˆab ⇐ xˆa + σˆxˆaZa1b,
σˆ2xˆab ⇐ σˆ2xˆaχ2(νxˆa)/νxˆa,
Y¯ab ⇐ βˆ0,mm + βˆ1,mmxˆa + Za2b
√
βˆ21,mmσˆ
2
U¯a
+ σˆ2¯a,
where (Za1b, Za2b) are independent, each distributed as a standard normal, and
σˆ2¯a = s
2
Y a/Ka − βˆ21,mmσˆ2U¯a as given in (4.75) (if we assume to change across
compounds and replicates are available) or σˆ2¯a = σˆ
2
/Ka with σˆ
2
 given in (4.69)
or (4.72) if we assume equal variance.
Under normality this is the same as using Y¯ab = βˆ0,mm+ βˆ1,mmxˆa+ βˆ1,mmU¯ab+ ¯ab
where U¯ab ∼ N(0, σˆ2Ua/Ka) and ¯ab ∼ N(0, σˆ2a/Ka).
Apply (4.60) to (xˆab, Y¯ab) to get (βˆ0,b, βˆ1,b).
Apply (4.69) or (4.72) to obtain σˆ2,b.
If S2
Xˆb
> σˆ2xˆ.b and σˆ
2
,b ≤ 0 then apply (4.77) to (xˆab, Y¯ab) to get a modified
estimator (βˆ0,b, βˆ1,b).
If S2
Xˆb
≤ σˆ2xˆ.b and σˆ2,b > 0 then apply (4.80) to (xˆab, Y¯ab) to get a modified
estimator (β˜0,b, β˜1,b).
If S2
Xˆb
≤ σˆ2xˆ.b and σˆ2,b ≤ 0 then warning: model (4.51) is not supported by the
data and drop the estimate.
end for
Bootstrap confidence intervals can be computed via the percentile method. For
example, consider B0 = {βˆ0,b, b = 1 to B}. A (1 − α)100% CI for β0 is obtained by
computing (
Q(α/2)(B0), Q(1−α/2)(B0)
)
, (4.82)
where Q(1−α/2)(B0) is the αth quantile of B0. The confidence interval for β1 can be
obtained in a similar way.
The bootstrap estimates of the biases in the coefficients are
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b̂ias[βˆ0]
∗ = βˆ0
∗
− βˆ0,mm,
b̂ias[βˆ1]
∗ = βˆ1
∗
− βˆ1,mm,
βˆ0
∗
=
1
B
B∑
b=1
βˆ0,b,
βˆ1
∗
=
1
B
B∑
b=1
βˆ1,b,
(4.83)
and the bootstrap standard errors are
se[βˆ0]
∗ =
√√√√ 1
B − 1
B∑
b=1
(
βˆ0,b − βˆ0
∗)2
,
se[βˆ1]
∗ =
√√√√ 1
B − 1
B∑
b=1
(
βˆ1,b − βˆ1
∗)2
,
Cov[βˆ0, βˆ1]
∗ =
1
B − 1
B∑
b=1
(
βˆ0,b − βˆ0
∗)(
βˆ1,b − βˆ1
∗)
.
(4.84)
Only resampling the original data to estimate the coefficients of the linear re-
gression is not an option since we need to assume the (xˆa, Y¯a) are independent and
identically distributed.
Bootstrap inferences for σ2 could be carried out in a similar manner using the
(xˆab, Y¯ab) values and using (4.72) if constant variance of the error in the equations is
assumed.
For methods using replicate values we can use (4.75) to obtaining CI for σ2a for
each compound by modifying the bootstrap cycle to include bootstrap replicates as
described in the Algorithm 2.
Then we can proceed to obtain a percentile CI from the set {σˆ2ab, b = 1 to B} for
each compound. It is clear that using either the means bootstrap or the replicates
bootstrap allows unequal variances and/or unequal number of replicates as needed.
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Algorithm 2 Bootstrap algorithm for linear coefficients using replicates and changing
error variances
for b = 1 to B(large) do
xˆab ⇐ xˆa + σˆxˆaZa1b,
σˆ2xˆab ⇐ σˆ2xˆaχ2(νxˆa)/νxˆa,
Y¯a,kb ⇐ βˆ0,mm + βˆ1,mmxˆa + Za2,kb
√
βˆ21,mmσˆ
2
U¯a
+ σˆ2¯a,
where k = 1, . . . , Ka, and (Za1b, Za2,kb) are independent, each distributed as a
standard normal, ∀ a, k, b,
Y¯ab ⇐ 1Ka
∑
k Ya,kb,
s2Y ab ⇐ 1Ka−1
∑
k(Ya,kb − Y¯ab)2,
Apply (4.60) to (xˆab, Y¯ab) to get (βˆ0,b, βˆ1,b).
Apply (4.75) to obtain σˆ2,ab.
If S2
Xˆb
> σˆ2xˆ.b and σˆ
2
,ab ≤ 0 ∀a then apply (4.77) to (xˆab, Y¯ab) to get a modified
estimator (βˆ0,b, βˆ1,b).
If S2
Xˆb
≤ σˆ2xˆ.b and σˆ2,ab > 0 for at least one a then apply (4.80) to (xˆab, Y¯ab) to get
a modified estimator (β˜0,b, β˜1,b).
If S2
Xˆb
≤ σˆ2xˆ.b and σˆ2,ab ≤ 0 ∀a then warning: model (4.51) is not supported by
the data and drop this estimate.
end for
The bootstrap CIs can also be used to test unbiasedness for example using the two
CIs and applying Bonferroni’s method. We can accept that the method/laboratory
is unbiased (H0 : β0 = 0, β1 = 1) at a significance level α if
0 ∈ (Q(α/4)(B0), Q(1−α/4)(B0)) and
1 ∈ (Q(α/4)(B1), Q(1−α/4)(B1)) . (4.85)
Another way to test for unbiasedness is by resampling under the null hypothesis
and computing a bootstrap p− value associated with the χ2 test statistic described
in (4.66). This alternative requires modifying slightly the bootstrap cycle by adding
a couple of instructions to obtain the quantity of interest. First we need the estimate
of the covariance of the bootstrap coefficients, then we can obtain the test statistic
from each resample under the null hypothesis H0 : (βˆ0,mm, βˆ1,mm) = (0, 1). This is
detailed in the Algorithm 3.
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Algorithm 3 Bootstrap algorithm for linear coefficients when testing for unbiased-
ness with constant variance σ2
(Resample as earlier but with βˆ0,mm = 0 and βˆ1,mm = 1).
for b = 1 to B(large) do
xˆab ⇐ xˆa + σˆxˆaZa1b,
σˆ2xˆab ⇐ σˆ2xˆaχ2(νxˆa)/νxˆa,
Y¯ab ⇐ xˆa + Za2b
√
βˆ21,mmσˆ
2
U¯a
+ σˆ2¯a,
where (Za1b, Za2b) are independent, each distributed as a standard normal.
Apply (4.60) to (xˆab, Y¯ab) to get (βˆ0,b, βˆ1,b).
Apply (4.69) or (4.72) to obtain σˆ2,b.
If S2
Xˆb
> σˆ2xˆ.b and σˆ
2
,b ≤ 0 then apply (4.77) to (xˆab, Y¯ab) to get a modified
estimator (βˆ0,b, βˆ1,b).
If S2
Xˆb
≤ σˆ2xˆ.b and σˆ2,b > 0 then apply (4.80) to (xˆab, Y¯ab) to get a modified
estimator (β˜0,b, β˜1,b).
If S2
Xˆb
≤ σˆ2xˆ.b and σˆ2,b ≤ 0 then warning: model (4.51) is not supported by the
data and drop this estimate.
Apply (4.84), (4.64) or (4.65) to obtain Σˆβˆb.
χ2b ⇐ (βˆb − βˆ
∗
)′Σˆ−1
βˆb
(βˆ
b
− βˆ∗),
where βˆ
∗
= (β¯∗0,mm, β¯
∗
1,mm)
′ is defined using (4.83).
end for
Consider the estimated test statistic from the observed data χˆ2 = (βˆ−(0, 1)′)′Σˆ−1
βˆ
(βˆ−
(0, 1)′). A bootstrap estimate of the p− value is
̂p− value∗ = 1 +
∑B
b=1 I(χ
2
b ≥ χˆ2)
B + 1
, (4.86)
where I is the indicator function. The +1 in the numerator and denominator of the
p−value makes the estimator more stable when B is relatively small and also it keeps
from reporting a p− value of exactly zero.
4.2.1.8 Performance Evaluation
Under normality and assuming the true variances and coefficients are known the
residuals of regressing the error-prone observations and the true coefficients can be
used to build a set of scores as
tscore,a =
Y¯a − (β0 + β1xˆa)√
MSEc
∼ N(0, 1). (4.87)
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However, the true variance and coefficients are unknown and instead estimates
are used, such that an approximate tˆscore with approximate distribution becomes
tˆscore,a =
Y¯a − (βˆ0,mm + βˆ1,mmxˆa)√
s2
Y¯ a
+ βˆ21,mmσˆ
2
xˆa
∼ Tνa . (4.88)
We can proceed as in the previous section. By using the upgraded tˆscore,a from
(4.88), with critical values as described in Section 3.1.2.3 and adjusted by the adequate
degrees of freedom
νa ≈
(s2
Y¯ a
+ βˆ21,mmσˆ
2
xˆa)
2
s4
Y¯ a
Ka−1 +
βˆ41,mmσˆ
4
xˆa
νxˆa
. (4.89)
The use of the method of moment estimators leads to scores of this form.
The evaluation of the participant’s method variability can be done by comparing it
against the within variability of the methods used during the certification as described
in Section 3.1.2.3.
4.2.1.9 Residual Analysis
Linearity assumption
The analysis of the residuals is a qualitative way to assess the linearity assumption.
Consider the residuals from the the observed values and the corrected coefficients
r¯a = Y¯a − (βˆ0,mm + βˆ1,mmxˆa). (4.90)
This appears to be an estimator for the error in the equation ¯a. However, even if
the model is linear E[r¯a|xˆa] = β1(xˆa − xa) since r¯a and xˆa are correlated. We use the
idea of Fuller [22] to obtain a modified value xˆ∗a instead of xˆa for which E[r¯a|xˆ∗a] = 0
when linearity holds. This modified predictor is defined as
xˆ∗a = xˆa + r¯a
βˆ1,mmσˆ
2
xˆa
Vˆ [r¯a]
. (4.91)
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Using (4.91) requires an estimator for V [r¯a] to be readily available. Under repli-
cated data this is not a problem, since we can obtain individual estimates for each
compound as
Vˆ [r¯a] = βˆ
2
1,mm(σˆ
2
U¯a + σˆ
2
xˆa) + σˆ
2
¯a. (4.92)
However, with no replicated data, some constraints are required. The usual option
is to consider the variance of the error in the equation to be constant and then
some estimators already found in (4.69) and (4.72) can be used. There is some risk
involved in using a constant variance for the error in the equation when in fact it is
not constant.
The new estimator in (4.91) arises by considering the β’s as known and obtaining
a generalized least squares estimator of xa (Fuller (1987) [22], equation 1.2.27). This
suggests to plot r¯a versus xˆ
∗
a to assess the linearity assumption.
A non random distribution centered around zero of the residuals is indicative of
violations of the linearity assumption.
Constancy of the variance of the error in the equation
We note that under replication the variance of the error in the equation can be
estimated for each compound and we can obtain CIs without assuming the linear
model for bias over compounds, as demostrated in Section 4.1.2.1, and specifically, as
described in (4.6), (4.20) and (4.21), requiring indexing by compound. In this sense
we can plot the individual estimates with CIs to qualitatively assess constant variance
over compounds.
Note also that under replication and model (4.51), the modified squared residual
technique in a typical ME problem is not adequate (Buonaccorsi (2010) [9]). Using
the variance of the regular residuals (with the fitted coefficients) will account for
changes in the measurement error variance but also changes due to the heterogeneity
of the material (σ2Ua). It is preferable to consider a new modified squared residual
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msra = max(0, r¯
2
a − βˆ21,mm(σˆ2xˆa + σˆ2U¯a)),
V [¯a] = E[msra|β0, β1, σ2U¯a, σ2xˆa].
(4.93)
This estimator converges to the typical modified squared residual as σˆ2
U¯a
tends to
zero.
A trend in the plot of σˆ2a, msra or
√
msra versus xˆ
∗
a is suggestive of changing
variance for the error in the equation (Buonaccorsi (2010) [9]).
Note that msra can be used to build a consistent estimator for σ
2
a that does not
require replicates and neither does it require assuming constant variance of the error
in the equation. We consider this as a fourth alternative for estimating the variance
of the error in the equation
σˆ2a(msr) = Ka ×max(0, r¯2a − βˆ21,mm(σˆ2xˆa + σˆ2U¯a)). (4.94)
4.2.1.10 Fieller’s confidence intervals
Fieller’s method (Fieller(1950) [21]) is based on finding a pivotal quantity to obtain
a confidence set for a ratio. Buonaccorsi(2001) [7] summarizes both the theorem and
its applications including inverse prediction, estimation of the point of intersection of
two linear regressions, estimation of relative potency of a new treatment to that of a
standard treatment, estimation of extremum in a quadratic regression, all expressed
as a ratio of random variables.
Lyles and Kupper (1999) [36] proposed an adjustment to the coefficient of a re-
gression model due to measurement error by means of a variance stabilizing transfor-
mation. They noted that this is a ratio of random variables but they did not pursue
Fieller’s method.
The idea of this technique is to use the well known theory for ratio estimation and
to take advantage of the relationship between the naive estimators and the moment
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corrected estimators. This relationship can be clarified using (4.57) and (4.59), in
general
γ1 = E[βˆ1,naive] ≈ σX ,Y
σ2X + σ
2
U¯
+ σ2xˆ
= β1κ, (4.95)
where κ =
σ2X
σ2X+σ
2
U¯
+σ2xˆ
is the reliability coefficient. Then
β1 =
γ1
κ
, (4.96)
We also know that
βˆ1,mm =
βˆ1,naive
κˆ
=
γˆ1
κˆ
, (4.97)
where κˆ =
S2
Xˆ
−σˆ2
U¯
−σˆ2xˆ
S2
Xˆ
. Assuming βˆ1,mm is approximately normal and Vˆ [βˆ1,mm] is
distributed proportional to a chi-square(ν) distribution
(1− α) ≈ Pr
∣∣∣∣∣∣ βˆ1,mm − β1√Vˆ [βˆ1,mm]
∣∣∣∣∣∣ ≤ T(1−α/2;ν)

≈ Pr

∣∣∣∣∣∣∣∣
SXˆ,Y¯ − β1
(
S2
Xˆ
− σˆ2xˆ
)
√
Vˆ
[
SXˆ,Y¯ − β1
(
S2
Xˆ
− σˆ2xˆ
)]
∣∣∣∣∣∣∣∣ ≤ T(1−α/2;ν)

= Pr (q(β1) ≤ 0) ,
(4.98)
where q(β1) is a quadratic function on β1, and ν can be estimated by A− 1, obtained
by the Welch-Satterthwaite approximation or just assume it is large enough to use
the normal distribution. Assuming σˆ2xˆ. is uncorrelated with (xˆ, Y¯ ) data
V
[
SXˆ,Y¯ − β1
(
S2
Xˆ
− σˆ2xˆ
)]
= V [SXˆ,Y¯ ] + β
2
1
(
V [S2
Xˆ
] + V
[
σˆ2xˆ
])
− 2β1Cov[SXˆ,Y¯ , S2Xˆ ].
(4.99)
Using estimates of the variance and covariance terms and leaving β1 unestimated
then (4.99) is quadratic in β1. Using ν approximate degrees of freedom, q(β1) in
(4.98) becomes
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q(β1) = f2β
2
1 − 2f1β1 + f0
=
(
(S2
Xˆ
− σˆ2xˆ)2 − t2(1−α/2;ν)(Vˆ [S2Xˆ ] + Vˆ [σˆ2xˆ])
)
β21
− 2
(
SXˆY¯ (S
2
Xˆ
− σˆ2xˆ.)− t2(1−α/2;ν)Ĉov[SXˆY¯ , S2Xˆ ]
)
β1
+
(
S2
XˆY¯
− t2(1−α/2;ν)Vˆ [SXˆY¯ ]
)
.
(4.100)
Hence the Fieller’s method leads to an approximate confidence set for β1 of the
form {β1 : q(β1) ≤ 0}. Defining D = f 21 − f0f2, r1 = (f1 − D1/2)/f2, and r2 =
(f1 + D
1/2)/f2, the approximate (1− α)100% confidence set for β1 can be expressed
as 
[r1, r2] if f2 > 0,
(−∞, r2] ∪ [r1,∞) if f2 ≤ 0 and D > 0,
(−∞,∞) if f2 ≤ 0 and D ≤ 0.
(4.101)
Under model (4.51) the exact expressions for V [S2
Xˆ
], V [SXˆY¯ ], Cov[S
2
Xˆ
, SXˆY¯ ] can
be found by extending the theory of quadratic forms. The variance of the sample
variance under normality or assuming common third and fourth moments is well
known (Seber and Lee (2003) [48] Theorem 1.6 and exercise 17, Ravishanker and
Dey (2002)[43] exercise 5.23). We give an extension to this result without assuming
normality below:
Theorem 1 Let Xi be n independent random variables with E[Xi] = µi, V [Xi] = µ2,i,
E[(Xi − µi)3] = µ3,i and E[(Xi − µi)4] = µ4,i, the second, third and fourth central
moments, respectively, assuming they all are finite. Also define Σ = diag(µ2,i), M3 =
diag(µ3,i) and M4 = diag(µ4,i). If A is any n × n symmetric matrix and a is the
column vector of the diagonal elements of A, then
V [X ′AX] = a′(M4 − 3Σ2)a+ 2tr((AΣ)2) + 4µ′AΣAµ+ 4µ′AM3a. (4.102)
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Also we provide expressions for the other terms which involve quadratic forms and
bilinear forms.
Theorem 2 Let Xi, Yi be n independent random variables with expected values E[X] =
µX = (µX1, . . . , µXn), E[Y ] = µY , and V [X] = ΣXX = diag(µX2,i) and V [Y ] =
ΣY Y = diag(µY 2,i), the second finite central moments. If A is any n × n symmetric
matrix, then
V [X ′AY ] = µX ′AΣY Y AµX + µY ′AΣXXAµY + tr(AΣXXAΣY Y ). (4.103)
Theorem 3 Let Xi, Yi be n independent random variables with E[Xi] = µXi, and
ΣXX , MX3 and MX4 defined as in Theorem 1. Similarly define µY i,ΣY Y ,MY 3,MY 4
using the respective first moment and the second, third and fourth central moments
of Y . If A,B are any n × n symmetric matrices and b is the column vector of the
diagonal elements of B then
Cov[X ′AY , Y ′BY ] = 2µX ′AΣY Y BµY + µX ′AMY 3b. (4.104)
The proofs can be found in Appendix C.
The sample variances and covariance of the control data can be rewritten as
SXˆY¯ = Xˆ
′
QY¯ ,
S2
Xˆ
= Xˆ
′
QXˆ,
S2Y¯ = Y¯
′
QY¯ ,
(4.105)
where Q = 1
A−1
(
IA − 1AJA
)
is a symmetric matrix.
Applying Theorems 1, 2, 3, assuming normality and assuming σˆ2xˆaνa/σ
2
xˆa is dis-
tributed as a chi-square(νa) distribution we obtain the method of moments estimators
141
Vˆ [S2
Xˆ
] = 2tr((QΣˆ2xˆ)
2) + 4xˆ′QΣˆ2xˆQxˆ,
Vˆ [SXˆY¯ ] = xˆ
′QΣˆ2Y¯ Qxˆ+ Y¯
′
QΣˆ2xˆQY¯ + tr(QΣˆ
2
xˆQΣˆ
2
Y¯ ),
Ĉov[SXˆY¯ , S
2
Xˆ
] = 2Y¯
′
QΣˆ2xˆQxˆ,
Vˆ [σˆ2xˆ.] =
2
A2
∑
a
σˆ4xˆa
νa + 2
,
(4.106)
where Σˆ2xˆ = diag(σˆ
2
xˆ1, . . . , σˆ
2
xˆA), Σˆ
2
Y¯
= diag(s2
Y¯ 1
, . . . , s2
Y¯ A
).
If σˆ2x > 0 and σˆ
2
 ≤ 0 then we can use the modified estimators in (4.77) or (4.78)
to update the relationship (4.98) as
(1− α) ≈ Pr
∣∣∣∣∣∣ βˆ1,IC − β1√Vˆ [βˆ1,IC ]
∣∣∣∣∣∣ ≤ T(1−α/2;ν)

≈ Pr
∣∣∣∣∣∣ S
2
Y¯
− β1SXˆY¯√
Vˆ
[
S2
Y¯
− β1SXˆY¯
]
∣∣∣∣∣∣ ≤ T(1−α/2;ν)

= Pr (q(β1) ≤ 0) ,
(4.107)
and we proceed as described above.
4.2.1.11 Simulation Study
To compare the Fieller’s CIs in (4.101) versus the Wald’s CIs using the robust
covariance estimator and the Bootstrap CIs, we simulate data under model (4.51)
and (4.52) over a range of conditions and the different methods are applied to obtain
the estimated CI sets, then the coverage of each option was computed. The conditions
domain must mimic the parameter space in a realistic way and some caution must
be exercised. In particular, we are interested on levels of xa different from zero, so
the variance σ2xˆa must be bounded from above, for example, cvxˆa = σxˆa/xa < 0.3.
Since small variance of the reference value and small variance of the error in the
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equation should lead to a even smaller estimated variance due to heterogeneity, a
simple way to model σ2U is as a fraction of the variance of the measurement error
σ2xˆ. The predictor was assigned three sets of fixed values. The degrees of freedom of
the estimated measurement error variance and the estimated heterogeneity variance
were fixed at 30. The values assigned to the parameters are summarized in Table 4.7.
These values are based in part on the example that follows later in Section 4.2.1.13.
The simulation is described in Algorithm 4.
parameter values
x (25.5, 38.4, 53.0, 53.3),
(25.5, 38.4, 53.0, 53.3, 74.0, 73.2, 75.9, 85.0, 108.0, 127.0) and
(25.5, 38.4, 53.0, 53.3, 74.0, 73.2, 75.9, 85.0, 108.0, 127.0,
184.0, 217.0, 225.0, 276.0, 291.0, 325.0, 335.0, 307.0, 341.0,
358.0, 397.0, 406.0, 453.0, 581.0, 651.0)
β0 20, 900
β1 0.9, 0.4
K 3, 5
cvxˆ 0.01, 0.10, 0.20
σ 5%, 10% of x and the constant values 20 and 90
σU/σxˆ 0.0, 0.2, 0.5
Table 4.7. Summary of parameter values used during the simulation study.
The computation of the observed value Ya is the linear response β0 + β1xˆa plus
some error β1Ua + a with the constraint of being a non-negative value. Hence if a
negative value is obtained, it is set to zero.
Confidence Interval Performance
The results for confidence intervals for β1 are plotted in Figures 4.1, 4.2, 4.3, 4.4,
4.5 and 4.6. For each method (Wald, Bootstrap and Fieller) we present two panel
charts. The first ones using the first three CIs obtained in algorithm 4, based on σˆ2,mm
and assuming it is constant. The second ones using the last three CIs obtained in
algorithm 4, based on σˆ2a and assuming it can change over compounds and it is based
on replicated measurements. Each panel chart is organized horizontally by increasing
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Algorithm 4 Simulation study
for each combination of parameters and x values do
for s = 1 to S(large) do
Resample from the target sample parametrically using the current combination
of parameters to build the sth resampled data (xˆs, Y¯ s, σˆ
2
xˆs
, σˆ2Us, σˆ
2
 s
), with
xˆs ⇐ xˆ+ σˆxˆ′Z1s,
σˆ2xˆs
⇐ σ2xˆ′χ2(νxˆ)/νxˆ,
σˆ2Us ⇐ σ2U
′
χ2(νU)/νU ,
σˆ2 s ⇐ σ2
′
χ2(ν)/ν,
s2Y s ⇐ β21 σˆ2Us + σˆ2 s,
Y¯ s ⇐ max
(
0, β0 + β1xˆs + Z
′
2s
√
s2Y s
/K
)
,
where (Z1s, Z2s) are vectors of A independent standard normal distributed,
Obtain the CIs using σ2,mm from (4.69).
Compute the Wald’s CI for β1 using normal based covariance matrix.
Compute the Bootstrap CI for β1 using B(large) cycles.
Compute the Fieller’s CI for β1.
Obtain the CIs using σ2a from the replicated data by applying (4.75).
Compute the Wald’s CI under replication for β1 using robust covariance matrix,
which allows for changing σ2a.
Compute the Bootstrap CI under replication for β1 using B(large) cycles.
Compute the Fieller’s CI under replication for β1.
Record the current combination of parameters and the computed CIs.
end for
Record the current combination of parameters and the proportion of times the
computed CIs contained β1.
end for
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the variance of the error in the equation (σ2 ) and vertically by increasing the sample
size (A). The first and second columns show estimates under non constant variance of
the error in the equation and they are expressed in terms of the coefficient of variation
of the error in the equation. The first column for cve = cv = 0.05, the second column
for cve = cv = 0.10. The third and fourth columns show estimates under constant
variance of the error in the equation and they are expressed in terms of the standard
deviation of the error in the equation. The third column for sde = σ = 20 and the
fourth column for sde = σ = 90. The first row for A = 25, the second row for A = 10
and the third row for A = 4. Within each panel we plot the estimated coverage versus
the coefficient of variation of the measurement error while varying σ2U = the variance
due to heterogeneity of the material and K = the number of replicates. The data
points with σU/σxˆ = 0 are coded as dots, σU/σxˆ = 0.2 as triangles and σU/σxˆ = 0.5
as squares; the data points with number of replicates K = 3 are coded as empty
symbols and K = 5 as solid symbols.
The variance σ2 was estimated by using (4.69) when assumed constant and (4.75)
when assumed to be changing.
We observe that the number of replicates, the true value of the coefficients and the
variance due to heterogeneity have little impact on the performance of the CIs, at least
for the predefined values (see Table 4.7). Larger number of replicates and larger true
value for the slope tend to improve the performance minimally. The low impact of
the variance due to heterogeneity of the material can be explained since the variance
due to heterogeneity is modeled as a fraction of the variance of the measurement
error. However, larger variance due to heterogeneity may have important effects in
the performance of the CIs.
The sample size appears to be more important in order for the CIs to have a good
performance, a small sample size (A = 4) leads to the lowest performance of the
bootstrap and Fieller’s methods. Surprisingly, the Wald’s CI performance appears to
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Figure 4.1. Estimated coverage of the Wald’s CI for β1.
Each cell shows the estimated coverage of the CI vs the coefficient of variation of
the measurement error. The panel is organized by A = the sample size and cve =
σ,a/xa = the coefficient of variation of the error in the equation when its variance
is assumed to be changing and sde = σ = the standard deviation of the error in
the equation when its variance is assumed constant. The data points with cvU =
σU/σxˆ = 0 are coded as dots, cvU = 0.2 as triangles and cvU = 0.5 as squares; the
data points with number of replicates K = 3 are coded as empty symbols and K = 5
as solid symbols.
be better than that of the bootstrap and Fieller’s CI when assuming the variance of
the error in the equation is constant. However, the Wald’s CI better performance is
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Figure 4.2. Estimated coverage of the Bootstrap CI for β1.
Each cell shows the estimated coverage of the CI vs the coefficient of variation of
the measurement error. The panel is organized by A = the sample size and cve =
σ,a/xa = the coefficient of variation of the error in the equation when its variance
is assumed to be changing and sde = σ = the standard deviation of the error in
the equation when its variance is assumed constant. The data points with cvU =
σU/σxˆ = 0 are coded as dots, cvU = 0.2 as triangles and cvU = 0.5 as squares; the
data points with number of replicates K = 3 are coded as empty symbols and K = 5
as solid symbols.
only apparent. Table 4.9 shows the mean length of the CI assuming constant variance
for the error in the equation (right section) and constant coefficient of variation of
147
Figure 4.3. Estimated coverage of the Fieller’s CI for β1.
Each cell shows the estimated coverage of the CI vs the coefficient of variation of
the measurement error. The panel is organized by A = the sample size and cve =
σ,a/xa = the coefficient of variation of the error in the equation when its variance
is assumed to be changing and sde = σ = the standard deviation of the error in
the equation when its variance is assumed constant. The data points with cvU =
σU/σxˆ = 0 are coded as dots, cvU = 0.2 as triangles and cvU = 0.5 as squares; the
data points with number of replicates K = 3 are coded as empty symbols and K = 5
as solid symbols.
the error in the equation (left section). We can see that for small sample sizes all
the methods provide meaningless CIs. As the sample size decreases, the Wald’s and
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Figure 4.4. Estimated coverage of the Wald’s CI for β1 using replicates.
Each cell shows the estimated coverage of the CI vs the coefficient of variation of
the measurement error. The panel is organized by A = the sample size and cve =
σ,a/xa = the coefficient of variation of the error in the equation when its variance
is assumed to be changing and sde = σ = the standard deviation of the error in
the equation when its variance is assumed constant. The data points with cvU =
σU/σxˆ = 0 are coded as dots, cvU = 0.2 as triangles and cvU = 0.5 as squares; the
data points with number of replicates K = 3 are coded as empty symbols and K = 5
as solid symbols.
Bootstrap CIs become too conservative in such a way that the estimated slope can
be statistically equal to zero, while the Fieller’s method tends to produce non-finite
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Figure 4.5. Estimated coverage of the Bootstrap CI for β1 using replicates.
Each cell shows the estimated coverage of the CI vs the coefficient of variation of
the measurement error. The panel is organized by A = the sample size and cve =
σ,a/xa = the coefficient of variation of the error in the equation when its variance
is assumed to be changing and sde = σ = the standard deviation of the error in
the equation when its variance is assumed constant. The data points with cvU =
σU/σxˆ = 0 are coded as dots, cvU = 0.2 as triangles and cvU = 0.5 as squares; the
data points with number of replicates K = 3 are coded as empty symbols and K = 5
as solid symbols.
CIs. We can also observe that the methods perform similarly when the variance of
the error in the equation is constant and when the coefficient of variation is constant.
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Figure 4.6. Estimated coverage of the Fieller’s CI for β1 using replicates.
Each cell shows the estimated coverage of the CI vs the coefficient of variation of
the measurement error. The panel is organized by A = the sample size and cve =
σ,a/xa = the coefficient of variation of the error in the equation when its variance
is assumed to be changing and sde = σ = the standard deviation of the error in
the equation when its variance is assumed constant. The data points with cvU =
σU/σxˆ = 0 are coded as dots, cvU = 0.2 as triangles and cvU = 0.5 as squares; the
data points with number of replicates K = 3 are coded as empty symbols and K = 5
as solid symbols.
Fieller’s intervals outperforms the bootstrap intervals and the performance is sim-
ilar to that of the Wald’s intervals when the sample size is not extremely small. The
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bootstrap method is very sensitive to small sample sizes. This is due to the fact that a
small sample, used to resample from, is hardly representative of the entire population.
Table 4.8 shows a summary of the coverage of the confidence sets obtained by the
different methods. The top section shows the coverage when using only the means or
the single observed values and assuming the variance of the error in the equation is
constant. The bottom section shows the respective estimates under the assumption
of changing variance of the error in the equation and using the sample mean and
variance of the replicates. The estimated values are as follow: the rows labeled as
Wald list the estimated Pr(β1 ∈ CIWald) where CIWald was obtained by using (4.63)
and using the normal-based estimator for the covariance matrix in (4.65), the rows
labeled as Bootstrap list the estimated Pr(β1 ∈ CIBootstrap) where CIBootstrap was
obtained by using algorithm 1 and the rows labeled as Fieller list the estimated
Pr(β1 ∈ CIFieller) where CIFieller was obtained by using (4.101). The cells show
the average and standard deviation of the estimates over the number of replicates
(K), the variance due to heterogeneity of the material (σU) and the value of the true
coefficients (β0, β1), all constrained to the values considered in Table 4.7.
The length of the CIs, say length(CIWald), length(CIBootstrap) and length(CIFieller),
were obtained by the difference of the upper and lower confidence limits recorded from
algorithm 4. Table 4.9 lists the mean and standard error of the length of the CIs ob-
tained by the three methods. In the case of the Fieller’s method the means and
standard errors were computed using the finite length CIs only. The proportion of
finite and infinite length CIs complements this information.
Table 4.10 lists the estimated probability of getting a finite length Feiller’s CI and
the estimated probability of getting the whole real line as a the Fieller’s CI while
varying the sample size and the variance of the measurement error. The length of the
Fieller’s CIs are denoted by λ. The Fieller’s method produces finite length CIs with
about the same probability either using single observations data or replicated data.
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However, when using the replicated data, the method tends to produce complements
of finite length CIs rather than infinite length CIs. It is clear that under moderate or
large variance of the measurement error, the Fieller’s method fails to produce finite
length CI for A = 4. The issue when A = 4 is not the small sample size, rather it
is the variance of the measurement error being large relative to the dispersion of the
true values. From (4.100) and (4.101) we can obtain a Fieller’s CI with finite length
if and only if
∣∣∣S2xˆ − σˆ2xˆ∣∣∣ > tν,1−α/2√Vˆ [S2xˆ] + Vˆ [σˆ2xˆ].
In order to observe the effects of assuming constant variance when the true vari-
ance of the error in the equation is not constant, consider the panels for sample size
A = 25 from Figures 4.1, 4.2, 4.3, 4.4, 4.5 and 4.6. For A = 25 and the specific
levels of the predictor, a coefficient of variation cv = 0.10 corresponds to a standard
deviation σ = 24 on average. Hence comparing the panels for (A = 25, cv = 0.10)
and (A = 25, σ = 20), we conclude that the departure from the constant variance
assumption for the error in the equation has a large effect on the performance of the
CIs of the three methods.
We can conclude that the Wald method is preferable if the sample size is large
and no replicates are available. It produces CIs with similar coverage to the other
methods and is the simplest method.
Fieller’s method outperforms the Wald’s and bootstrap methods when the sample
size is not extremely small (A = 10, A = 25) and measurement error is present, spe-
cially when replicates are available. In this situation, both the Wald’s and bootstrap
methods tend to produce narrower CIs but both likely fail on producing CI with the
nominal coverage.
The coverage of the CIs obtained by three methods are more sensitive to some of
the parameters. AIC criterion was used for model selection using the parameters are
predictors for the coverage, and ANOVA was conducted for the more promising mod-
els in order to evaluate the contribution of the predictors. Under constant variance of
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the error in the equation, the CIs obtained by Wald’s method tend to perform better
than those obtained by the bootstrap and Fieller’s method. In that case the coverage
of the CIs is more sensitive to the sample size, the variance of the measurement error,
the variance of the error in the equation and the number of replicates. Under chang-
ing variance of the error in the equation, the CIs obtained by the Fieller’s method
tend to perform better than those obtained by the bootstrap and Wald’s method. In
that case the coverage of the CIs is more sensitive to the sample size, the variance of
the measurement error and the number of replicates.
Estimating the Laboratory Variance
In addition, this simulation gave information about the performance of the dif-
ferent estimators for the variance of the error in the equation. For this purpose, the
variance of the error in the equation was modeled as described above (some propor-
tional values and some constant values were considered). The different estimators
were obtained: σˆ2,mm using (4.69), σˆ
2
 using (4.72), σˆ
2
,rep using (4.76) and σˆ
2
,msr by
taking the average over the separate estimates using (4.94). Then the mean and
standard deviation of the estimates over the simulation were obtained and the ratio
of the mean estimated values divided by the true value (σ2 ) were obtained. The
ideal estimator should lead to a ratio near to one and should have small variance.
Table 4.11 lists the estimated variances from the simulation under the assumption of
constant variance of the error in the equation.
Table 4.12 lists the estimates when the variance of the error in the equation
changes with constant coefficient of variation relative to the predictor. The estimated
coefficients of variation were computed as
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ĉv,mm =
√
σˆ2,mm
1
A
A∑
a=1
1
xˆa
,
ĉv =
√
σˆ2
1
A
A∑
a=1
1
xˆa
,
ĉv,rep =
√√√√ 1
A
A∑
a=1
σˆ2a
xˆ2a
,
ĉv,msr =
√√√√ 1
A
A∑
a=1
σˆ2a(msr)
xˆ2a
.
(4.108)
The simulation results suggest that under constant variance of the error in the
equation the estimator based on the modified squared residuals σˆ2a(msr) outperforms
the other three estimators. When the variance is changing with constant coefficient of
variation relative to the predictor level x, the estimates based on the modified squared
residuals are always underestimating the true coefficient of variation, however it also
performs better than the other three estimators.
4.2.1.12 Weighted estimators
If changing error in equation variance is determined, Fuller’s weighted estimators
(Fuller (1987) [22], Buonaccorsi (2010) [9]) can be obtained by considering weighted
versions of S2
Xˆ
, SXˆY¯ .
When the measurement error variances change considerably across compounds,
weighting may be a real benefit. Fuller (1987) [22] and Buonaccorsi (2010) [9] ap-
proaches are based on the assumption of constant variance of the error in the equation.
This assumption translates as constant variance of the pseudo-error in the equation
in (4.54).
The weights can be defined in terms of the true pseudo error in equation variance
as pia = (σ
2
η¯a + β
2
1σ
2
xˆa)
−1, and these can be estimated by pˆia = (σˆ2η¯a + βˆ
2
1 σˆ
2
xˆa)
−1, then
the weighted version of S2
Xˆ
, SXˆY¯ are
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S2
Xˆpˆi
=
1
A− 1
∑
a
pˆia(xˆa − ¯ˆx.)2 − 1
A
∑
a
pˆiaσˆ
2
xˆa,
SXˆY¯ pˆi =
1
A− 1
∑
a
pˆia(xˆa − ¯ˆx.)(Y¯a − Y¯.).
(4.109)
Finally the weighted estimates of the coefficients become:
βˆ1w =
SXˆY¯ pˆi
S2
Xˆpˆi
,
βˆ0w = Y¯w − βˆ1w ¯ˆxw,
Y¯w =
∑
a pˆiaY¯a∑
a pˆia
,
¯ˆxw =
∑
a pˆiaxˆa∑
a pˆia
.
(4.110)
This procedure can be iterated. Often a few iterations are required to converge.
The covariance matrix must be amended accordingly. For the robust estimate
(Buonaccorsi (2010) [9])
Σˆβ,R,pi = M̂
−1
XXpiĤRpiM̂
−1
XXpi,
ĤRpi =
1
A(A− 2)
∑
a
∆̂pia∆̂
′
pia,
∆̂pia = pˆia
 Y¯a − βˆ0,mm − βˆ1,mmxˆa
xˆa(Y¯a − βˆ0,mm − βˆ1,mmxˆa) + βˆ1,mmσˆ2xˆa
 ,
M̂XXpi =
 pˆi. pˆi.xˆ.
pˆi.xˆ. pˆi.xˆ2. − pˆi.σˆ2xˆ.

(4.111)
and for the normal-based estimator
Σˆβ,N,pi = M̂
−1
XXpiĤNpiM̂
−1
XXpi,
ĤNpi =
1
A2
∑
a
pi2a(Xˆa∗Xˆ
′
a∗/pia + ZˆaZˆ
′
a).
(4.112)
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Note that the test for constant variance of the pseudo error in the equation also
needs to be modified, for weighted estimators we need to test if σ2η¯apia is constant for
all a. If it is constant then we can use Σˆβ,N,pi otherwise we should use Σˆβ,R,pi.
4.2.1.13 Example
Table 4.13 contains a copy of the summary data showed in Table 3.1. For com-
parison purposes the summary data of a second participating laboratory from the
same intercomparison of sediments in 2003 is included in Table 4.14. Both partici-
pants are using the same reference material and it is a homogeneous material so that
σˆ2Ua = 0, ∀a.
Table 4.15 shows the estimated coefficients for a linear bias model for the data
showed in Tables 4.13 and 4.14, applying (4.57) for naive point estimators, (4.60),
(4.77), (4.78) and (4.80), if required, for corrected point estimators, respectively. The
estimated standard error and the covariance were obtained by using (4.64), (4.65)
for the robust and normal asymptotic standard errors and covariance of the coeffi-
cients. The mean square error was calculated with (4.70) using the corresponding
estimated coefficients for each case. The estimated intercept does not differ from zero
significantly in both cases, however the estimated slope does differ from identity for
Laboratory 2. Also the corrected mean square error of Laboratory 2 is much larger
than the one from Laboratory 1.
Figures 4.7 and 4.8 show the observed control data from laboratory 1 and 2 respec-
tively, the fitted line and the confidence band for the fitted line based on the normal
theory. The confidence intervals for each point were obtained by using the variance
of the reference value and the variance of the replicates for the response. This sug-
gests that laboratory 2 is biased while laboratory 1 is unbiased. Laboratory 2 shows
a larger variability both within replicates and about the predicted value. Qualita-
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Laboratory 1
Method βˆ0 se(βˆ0) βˆ1 se(βˆ1) vˆ01 MSE
NAIVE -0.2873 3.7325 1.0148 0.0111 -0.0330 134.24
CORR-R -1.0677 2.6483 1.0178 0.0143 -0.0314 134.63
CORR-N -1.0677 5.8553 1.0178 0.0295 -0.1580 134.63
Laboratory 2
Method βˆ0 se(βˆ0) βˆ1 se(βˆ1) vˆ01 MSE
NAIVE 25.3365 22.6773 0.6292 0.0657 -1.1847 4543
CORR-R 24.1266 24.6586 0.6336 0.1188 -2.7267 4544
CORR-N 24.1266 22.7767 0.6336 0.0678 -1.2316 4544
Table 4.15. Coefficients estimate assuming linear bias and constant variance.
tively the response of the method/laboratory 1 is likely linear but the response of the
method/laboratory 2 shows too much noise to conclude anything with certainty.
In order to test if the model is the same for all the compounds within the range of
levels of the predictor, the reference values xˆa in Table 4.13 were split in lower values
(xˆa ≤ xˆ.) and higher values (xˆa > xˆ.). We do not set a fixed value since laboratories
can use different CRMs. If the model is the same for all the range then the coefficients
of the model fitted for the lower levels and the coefficient of the model fitted for the
higher levels should be similar, otherwise there is some risk in assuming the model is
the same over the whole range of levels of the predictor. Figures 4.9, 4.10 and 4.11
show the confidence regions for the linear coefficients for three representative cases,
obtained using all the data points (dotted ellipse), the lower level data points (solid
ellipse) and the high level data points (dashed ellipse), the estimated coefficients and
the robust covariance matrix estimator. We can observe that there is larger variance
at the higher levels of concentration (the area of the dashed ellipse is larger than
the area of the solid ellipse). Laboratory 1 appears to be unbiased since in all the
three cases the estimated confidence regions of the coefficients contain the point (0, 1).
Laboratory 2 appears to be biased since in all the cases the confidence regions of the
coefficients do not contain the point (0, 1). Finally, laboratory 6 appears to be non
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linear since at lower levels appear to be unbiased but at higher levels it underestimate
the true value (biased downwards) and the estimated confidence regions are totally
disconnected. Using all the data points the estimates are highly influenced by the
higher levels.
Figures 4.9, 4.10 and 4.11 also show the proportion of one estimated confidence
region covering the other. For laboratory 1 the estimated confidence region of the
coefficients obtained at high levels of concentration contains about 0.966 of the esti-
mated confidence region of the coefficients obtained at lower levels of concentration,
while in the opposite direction it is only about 0.0915 of the area. The coverage
quantities for laboratory 2 are 0.356 and 0.0411, respectively. This is evidence that
the model may be changing over the level of concentration, the area of the ellipses
suggests that the variance is larger at higher levels and we should consider weighted
estimators. The estimated confidence regions for laboratory 6 unlikely intersect with
each other, even though the variability is larger at higher levels.
Table 4.16 shows the estimated 95% confidence intervals respectively, applying
(4.63) for Wald type CIs using the naive estimator, robust estimator and large sample
normal estimator for the covariance matrix of the coefficients using (4.64) and (4.65),
respectively. It also shows the Fieller’s confidence intervals obtained by using (4.100).
The robust interval estimate tends to be wider than the naive confidence interval.
There is no clear pattern when comparing the Fieller’s CIs against the Wald’s CIs.
In general the Fieller’s CIs tend to be slightly wider than the bootstrap confidence
intervals and are similar in width to the Wald’s confidence intervals using the normal-
based covariance matrix.
Table 4.17 shows the results of testing for unbiasedness of the method using (4.66)
and the different covariance matrices estimators of the coefficients. Since χ20.95,2 = 5.99
there is no strong evidence of bias for laboratory 1 and there is strong evidence of bias
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Figure 4.7. Observed data for laboratory 1.
for laboratory 2. However, this diagnostic is not definitive since the test is sensitive to
the presence of contaminating outliers in the sample and the normality assumption.
Table 4.18 shows the estimated variance of the error in the equation for a linear
bias model applying (4.69), (4.72), (4.76) and (4.94) for estimating the variance of
the error in the equation, assumed to be constant over the compounds using the
summary data and (4.75) and (4.94) for estimating the mean coefficient of variation
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Figure 4.8. Observed data for laboratory 2.
of the error in the equation using the replicated data and summary data respectively.
The negative estimates were set to zero.
Table 4.19 shows the bootstrap confidence interval estimates for the linear coeffi-
cients while assuming constant variance for the error in the equation. The constant
variance was estimated using (4.69). The untrimmed bootstrap estimators were ob-
tained as described by the algorithm 1. Trimmed bootstrap estimators were obtained
by discarding the lower and upper 2% of the bootstrap estimates.
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Figure 4.9. Confidence regions for the linear coefficients for laboratory 1.
Table 4.20 shows the bootstrap estimates for the bias and standard error in the
coefficients using (4.83) and (4.84).
Table 4.21 shows the results of testing for unbiasedness of the method using (4.66)
and the bootstrap estimates of the covariance matrices of the coefficients. Since
χ20.95,2 = 5.99 there is no strong evidence of bias for laboratory 1 and there is strong
evidence of bias for laboratory 2. This is consistent with the previous conclusions.
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Figure 4.10. Confidence regions for the linear coefficients for laboratory 2.
Table 4.22 shows the bootstrapped p − values for testing unbiasedness of the
method by using several of the covariance matrix estimators. These p−values suggest
method of Laboratory 1 is unbiased while the method of Laboratory 2 is biased.
Model Assessment
Figures 4.12 and 4.13 show the residuals versus the adjusted true value xˆ∗a for
laboratory 1 and 6, respectively. These use (4.90) and (4.91) with error bars of
±t(Ka−1,1−α/2)
√
Vˆ [r¯a], with Vˆ [r¯a] from (4.92). There is no evidence that the linear
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Figure 4.11. Confidence regions for the linear coefficients for laboratory 6.
model is not adequate over the range of xˆa for laboratory 1. However, Figure 4.13
shows a quadratic model is needed for laboratory 6.
Figure 4.14 shows the estimated variance of the error in the equation under repli-
cation σ2a versus the predictor xˆa for laboratory 1, using (4.75) for the point estimates
and (4.20) and (4.21) for the confidence interval estimates. The estimated variances
are shown in log scale for clarity. This suggests that the variance of the error in
the equation is not constant. In contrast, Figure 4.15 shows the square root of the
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Laboratory 1
Method lcl(βˆ0) ucl(βˆ0) lcl(βˆ1) ucl(βˆ1)
NAIVE -7.9907 7.4161 0.9918 1.0378
CORR-R -6.2584 4.1229 0.9897 1.0458
CORR-R(T) -6.5336 4.3982 0.9882 1.0473
CORR-N -12.5439 10.4084 0.9599 1.0756
CORR-N(T) -13.1524 11.0169 0.9569 1.0786
FIELLER -20.5454 12.3559 0.9672 1.0911
Laboratory 2
Method lcl(βˆ0) ucl(βˆ0) lcl(βˆ1) ucl(βˆ1)
NAIVE -21.69 72.37 0.493 0.766
CORR-R -24.20 72.46 0.401 0.866
CORR-R(T) -27.01 75.27 0.387 0.879
CORR-N -20.51 68.77 0.501 0.767
CORR-N(T) -23.11 71.36 0.493 0.774
FIELLER -18.31 62.93 0.492 0.788
Table 4.16. Parameter confidence intervals assuming linear bias and constant vari-
ance.
Laboratory 1 Laboratory 2
Method χ2∗ p− value χ2∗ p− value
NAIVE 4.35 0.1136 62.64 2.5e-14
CORR-R 2.79 0.2481 36.44 1.2e-8
CORR-N 1.20 0.5501 58.08 2.4e-13
Table 4.17. Test for unbiasedness of the method assuming linear bias model and
constant variance.
Laboratory Method σˆ2,mm σˆ
2
 σˆ
2
,rep σˆ
2
(msr)
1 NAIVE 386.6 402.7 85.79 38.68
1 CORR 0.0 0.0 85.79 42.71
2 NAIVE 13036 13629 1213 12212
2 CORR 12656 13248 1213 12211
Table 4.18. Estimated variance of the error in equation assuming linear bias.
modified squared residual msra versus the modified predictor xˆ
∗
a, using (4.91) and
(4.93). The constant variance of the error in equation and the 95% upper confidence
limit are shown as dotted and dashed lines respectively. This shows the problem of
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Laboratory lcl(β0)
∗ ucl(β0)∗ lcl(β1)∗ ucl(β1)∗
1 untrimmed -12.8680 10.0225 0.9631 1.0767
1 trimmed -11.3035 8.5293 0.9693 1.0697
2 untrimmed -19.77 66.89 0.508 0.767
2 trimmed -14.39 60.76 0.522 0.746
Table 4.19. Parameter confidence interval estimates using bootstrap and assuming
linear bias and constant variance for the error in the equation.
Laboratory bias(βˆ0)
∗ se(βˆ0)∗ bias(βˆ1)∗ se(βˆ1)∗
1 untrimmed -0.1097 5.7865 0.0009 0.0293
1 trimmed -0.1216 5.1573 0.0009 0.0261
2 untrimmed -0.2165 22.1174 0.0014 0.0660
2 trimmed -0.2083 19.6725 0.0012 0.0586
Table 4.20. Parameter bias and standard error estimates using bootstrap and as-
suming linear bias and constant variance for the error in the equation.
Laboratory 1 Laboratory 2
Method χ2∗ χ2∗
Untrimmed bootstrap 1.14 48.65
Trimmed bootstrap 1.19 51.42
Table 4.21. Test for unbiasedness of the method assuming linear bias model and
constant variance.
Laboratory 1 Laboratory 2
Method p− value∗ p− value∗
Robust 0.6661 0.0006
Normal 0.2474 0.0002
Bootstrap 0.2454 0.0002
Robust Bootstrap 0.2442 0.0002
Normal Bootstrap 0.2524 0.0002
Table 4.22. Bootstrapped p-values for testing unbiasedness of the method assuming
linear bias model.
trying to assess for changing variance using msr when a large number of the estimates
msra are zero. The evidence for a linear relationship is poor and it is consistent with
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the initial estimate of a constant zero variance of the error in the equation found
previously (see Table 4.18). Here, the use of the modified squared residual is just for
illustration since we can use variance estimates from replicates.
Figure 4.12. Example of residual versus adjusted true value estimate.
This plot shows the residuals versus the modified predictor (xˆ∗a) for each compound
from the PAHs family in Sediments 2003 exercise for laboratory 1. No pattern is
evidently present.
Table 4.23 shows the weighted point estimates and the estimated robust covari-
ance for laboratory 2 for illustration purposes only. Table 4.24 shows the weighted
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Figure 4.13. Example of residual versus adjusted true value estimate.
This plot shows the residuals versus the modified predictor (xˆ∗a) for each compound
from the PAHs family in Sediments 2003 exercise for laboratory 6. A probable
quadratic trend is shown.
interval estimates, applying (4.110), (4.111) and (4.112). The weighted estimates us-
ing the normal based weighted covariance matrix suggests the method is still biased
while using the robust weighted covariance matrix suggests the method is aparan-
tely ubiased. However due to the correlation between the coefficients, it suggests the
method is still biased, furthermore the robust estimates suggest the true slope might
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Figure 4.14. Example of the estimated variance of the error in the equation versus
adjusted true value estimate.
This plot shows the estimated variance of the error in the equation (σˆa) versus the
modified predictor (xˆ∗a) in a log-log scale for each compound from the PAHs family
in Sediments 2003 exercise for laboratory 1. The dashed line is the mean fitted
variance, the dotted lines are the 95% confidence intervals for the estimated variance,
respectively.
be zero and there is some risk on assuming a linear relationship does exist between
the reference values and the observed control values.
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Figure 4.15. Example of the modified squared residual versus adjusted true value
estimate.
This plot shows the square root of the modified squares residuals (
√
msra) versus the
modified predictor (xˆ∗a) for each compound from the PAHs family in Sediments 2003
exercise for laboratory 1. The dashed line is the predicted mean standard deviation
of the residuals, the dotted lines are the 95% confidence intervals for the predicted
standard deviation of the residuals.
Performance Evaluation
The performance can be evaluated by using (4.88) and (3.23). Figures 4.16 and
4.17 show the tscore and
√
fscore obtained while using the corrected estimators for the
linear bias model coefficients for the laboratory 1 and laboratory 2, respectively.
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Method βˆ0 se(βˆ0) βˆ1 se(βˆ1) σˆ01
CORR-R -1.4019 29.7326 0.6755 0.4036 -11.948
CORR-N -1.4019 1.7864 0.6755 0.0185 -0.0249
Table 4.23. Parameter weighted estimates assuming linear bias and changing vari-
ance of the error in the equation.
Method lcl(βˆ0) ucl(βˆ0) lcl(βˆ1) ucl(βˆ1)
CORR-R -72.92 70.12 -0.2953 1.6464
CORR-N -5.699 2.895 0.6309 0.7201
Table 4.24. Parameter weighted confidence intervals assuming linear bias and chang-
ing variance of the error in the equation.
Figures 4.16 and 4.17 show the individual scores of the linear bias expressed as
tscore and the individual uncertainty ratio relative to the reference uncertainty for each
compound from the PAHs in the Sediments 2003 exercise for laboratory 1 (Figure
4.16) and 2 (Figure 4.17). The black dotted semicircles represent the approximate
boundaries for satisfactory and unsatisfactory results. The black dot represents the
average of the scores. The red triangle represents a data point with absolute value
larger than 4 in either score.
Table 4.25 lists the estimated bias model for each participating laboratory in the
2003 exercise for PAHs family compound in sediments using the means data only and
the robust covariance estimate. Since χ2(2) = 5.99 only laboratories 1, 1b, 1c and 18
appear to be unbiased. Laboratory 10 appears to have a linear bias model however
there is some risk on assuming a linear relationship between the reference values and
the observed control data since the slope might be zero (written in parentheses).
Table 4.26 lists the corresponding weighted estimates for the bias model, using the
means and variance of the replicated data. The weighted estimates suggest that
laboratories 1, 1b, 1c, 7, 11 and 15 are unbiased and laboratory 19 is biased. Also,
there is some risk on assuming a linear relationship between the reference values and
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Figure 4.16. Example of performance evaluation under the linear bias model as-
suming constant variance of error in the equation for laboratory 1.
the observed values for laboratories 2, 4, 5, 6, 9, 10, 13, 17 and 18 since the slope could
be zero (written in parentheses).
4.2.1.14 Small Range Example
In this section we conduct an analysis of a piece of the data from laboratory 1 and 2
in order to illustrate the impact of the measurement error when it becomes larger with
respect to the dispersion of the predictor. Consider the compounds benzo[e]pyrene
to perylene from Table 4.13 (rows 17 to 21) and Table 4.14 (rows 15 to 19). Note the
reference values xˆ are close to each other.
Table 4.27 shows the estimated coefficients for a linear bias model for the subset
of the data showed in Tables 4.13 and 4.14, applying (4.57) for naive point esti-
mators, (4.60), (4.77), (4.78) and (4.80), if required, for corrected point estimators
respectively. The estimated standard error and the covariance were obtained by using
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Figure 4.17. Example of performance evaluation under the linear bias model as-
suming constant variance of error in the equation for laboratory 2.
(4.64), (4.65) for the robust and normal asymptotic standard errors and covariance
of the coefficients.
Contrasting with the estimates obtained using the whole dataset shown in Table
4.15 we can see that the difference between the naive and the corrected estimators is
larger for the estimates using a subset of the data with a small range (dispersion) of
values for the predictor, while the variance of the measurement error grows relative
to the dispersion of the predictor values. For laboratory 1, the relative change in the
estimated slope is about 0.3% and 14% when using the whole dataset and the subset
with small range, respectively. For laboratory 2, the relative change in the estimated
slope is even larger, about 0.7% and 81% when using the whole dataset and the subset
with small range, respectively. The increase in the standard error can be due to the
relatively noisy measurements for these compounds and with the small sample size.
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Laboratory Equation βˆ0(se) βˆ1(se) σˆβ0β1 MSEc σˆ
2
 χ
2∗
1 4.77 -1.07(2.65) 1.018(0.014) -0.03 134.6 0 2.79
1b 4.59 -2.9(12.1) 1.034(0.055) -0.55 1848 4521 0.66
1c 4.59 -6.70(9.33) 1.058(0.036) -0.15 2448 6338 2.59
2 4.59 24.1(24.7) 0.634(0.119) -2.78 4544 13250 36.44
4 4.59 59.5(23.9) 0.608(0.071) -1.42 3412 9834 45.62
5 4.59 931(357) 0.683(0.101) -28.66 998800 2977000 9.88
6 4.59 307(102) 0.839(0.026) -2.08 76350 200400 49.33
7 4.59 10.8(7.4) 0.733(0.032) -0.01 3251 9217 72.42
9 4.59 43.0(34.6) 0.436(0.156) -4.95 9032 26910 39.32
10 4.59 822(858) 4.786(3.510) -2843 3537000 10580000 (37.33)
11 4.59 15.0(7.2) 0.916(0.034) -0.12 1936 5004 7.10
13 4.59 -11.3(15.4) 0.928(0.030) -0.29 2755 5969 13.74
15 4.59 26.4(16.6) 1.074(0.033) -0.35 4261 11680 21.53
17 4.59 80.5(159) 0.642(0.025) -3.20 202300 587200 574.1
18 4.59 -673.2(477) 1.223(0.183) -80.56 1364000 4031000 2.05
19 4.59 -2.9(23.2) 1.293(0.102) -2.14 3951 10110 41.06
Table 4.25. Parameter pooled estimates using the means data only, assuming linear
bias and constant variance of the error in the equation.
Similar problems can rise when working with one compound over time while using
similar CRMs.
4.2.2 Exporting the Model to the Study Data
In this section we use the bias model obtained from the control data to correct
the study data for linear bias.
4.2.2.1 Parameter Estimation
Under Independent Errors
First assume that the error terms are independent for the method measuring the
control sample and the study sample; i.e., Corr[ak, δak] = ρa = 0. Also assume
σ2a = σ
2
δa, i.e. the variance of the method is constant across the control and study
samples for each compound. This can be due to the constancy of the method’s
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Laboratory βˆ0(se) βˆ1(se) σˆβ0β1 χ
2∗
1 -2.27(21.76) 1.022(0.023) -4.89 0.09
1b 1.087(31.19) 0.960(0.324) -10.05 0.80
1c -0.618(22.89) 0.959(0.284) -6.42 1.08
2 -1.402(29.73) 0.676(0.404) -11.95 (83.83)
4 21.62(51.08) 0.700(0.544) -27.52 (1.08)
5 81.81(1256) 0.859(1.150) -1441.5 (1.08)
6 121.5(1904) 0.885(1.696) -3229.7 (0.15)
7 19.41(25.18) 0.709(0.283) -6.78 (1.51)
9 -7.13(23.58) 0.591(0.281) -6.53 (129.09)
10 -38.50(311.9) 7.973(3.361) -1019 (69.39)
11 9.39(25.07) 1.002(0.317) -7.801 3.72
13 -10.83(94.85) 0.918(0.807) -76.19 (4.71)
15 4.13(27.49) 1.186(0.347) -9.10 5.22
17 -57.16(2974) 0.571(3.500) -10409 (84.56)
18 -215.53(1217) 1.058(0.935) -1133 (1.80)
19 20.24(29.11) 1.131(0.385) -10.89 19.67
Table 4.26. Parameter pooled weighted estimates, assuming linear bias.
Laboratory 1
Method βˆ0 se(βˆ0) βˆ1 se(βˆ1)
NAIVE 13.3380 74.283 0.9900 0.2129
CORR-R -34.4180 145.341 1.1274 0.4181
CORR-N -34.4180 275.474 1.1274 0.7912
Laboratory 2
Method βˆ0 se(βˆ0) βˆ1 se(βˆ1)
NAIVE 237.715 188.558 0.0492 0.5355
CORR-R 223.704 262.524 0.0891 0.7320
CORR-N 223.704 296.071 0.0891 0.8424
Table 4.27. Coefficients estimate assuming linear bias and constant variance for a
subset with small range of the predictor.
variance over different levels or to a method’s variance dependent on the concentration
level but analyzing samples with similar levels for each compound.
Under independent error terms, the number of replicates of the control material
and the number of replicates of the study material are not required to be equal.
Define the sample mean W¯a =
1
Ma
∑Ma
m=1 Wam which is unbiased for E[Wam] =
β0 +β1da and the sample variance s
2
Wa =
1
Ma−1
∑Ma
m=1 (Wam − W¯a)2 which is unbiased
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for V [Wam] = β
2
1σ
2
V a + σ
2
a. Let
dˆa =
W¯a − βˆ0
βˆ1
, (4.113)
and σˆ2V a =
s2Wa − σˆ2a
βˆ21
. (4.114)
The ability to estimate σ2V a depends on the assumption σ
2
δa = σ
2
a and σˆ
2
a being
readily available from the control data. If either assumption is invalid then neither
can be estimated.
These estimators are biased but consistent under the assumptions Ma → ∞ in
the study data and (βˆ1, σˆ
2
a)→ (β1 6= 0, σ2a) from the control data, so
W¯a − βˆ0
βˆ1
p→ β1da
β1
= da,
σˆ2V a =
s2Wa − σˆ2a
βˆ21
p→ β
2
1σ
2
V a + σ
2
a − σ2a
β21
= σ2V a.
(4.115)
4.2.2.2 Inferences for da
An approximation of the variance of dˆa can be obtained from (4.113), by using
the delta method
Vˆ [dˆa] ≈
s2
W¯a
+ σˆ2
βˆ0
+ dˆ2aσˆ
2
βˆ1
+ 2dˆaσˆβˆ0βˆ1
βˆ21
. (4.116)
Some additional distributional assumptions on the error terms are required in
order to get confidence intervals for da and σ
2
V a. Assuming normality for W¯a − (βˆ0 +
βˆ1da), the distribution can be approximated as
W¯a − βˆ0 − βˆ1da√
V [W¯a − βˆ0 − βˆ1da]
∼ Z, (4.117)
or
W¯a − βˆ0 − βˆ1da√
Vˆ [W¯a − βˆ0 − βˆ1da]
∼ T(νdˆa ), (4.118)
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where
Vˆ [W¯a − βˆ0 − βˆ1da] = s2W¯a + σˆ2βˆ0 + dˆ
2
aσˆ
2
βˆ1
+ 2dˆaσˆβˆ0βˆ1 ,
νdˆa ≈
2
(
Vˆ [W¯a − βˆ0 − βˆ1da]
)2
Vˆ
[
Vˆ [W¯a − βˆ0 − βˆ1da]
]
Vˆ
[
Vˆ [W¯a − βˆ0 − βˆ1da]
]
=
s4
W¯a
νW¯a
+
σˆ4
βˆ0
νβˆ0
+
dˆ4aσˆ
4
β1
νβˆ1
+ 4dˆ2aVˆ [σˆβˆ0βˆ1 ]
+ 2dˆ2aĈov[σˆ
2
βˆ0
, σˆ2
βˆ1
] + 4dˆaĈov[σˆ
2
βˆ0
, σˆβˆ0βˆ1 ]
+ 4dˆ3aĈov[σˆ
2
βˆ1
, σˆβˆ0βˆ1 ].
(4.119)
and the covariance terms can be obtained applying the delta method.
Using dˆa for da in the denominator of (4.118), a (1− α)100% delta method confi-
dence interval for da then becomes
(
dˆa + t(α/2;νdˆa )
√
Vˆ [dˆa], dˆa + t(1−α/2;νdˆa )
√
Vˆ [dˆa]
)
. (4.120)
Fieller’s method
We can apply Fieller’s method to obtain a CI for da, assuming dˆa is approximately
normal and Vˆ [dˆa] =
√
s2
W¯a
+ σˆ2
βˆ0
+ d2aσˆ
2
βˆ1
+ 2daσˆβ0β1 is distributed proportional to a
chi-square(νdˆa) distribution, Then for a specific significance level α
(1− α) ≈ Pr
∣∣∣∣∣∣ dˆa − da√Vˆ [dˆa − da]
∣∣∣∣∣∣ ≤ T(1−α/2;νdˆa )

≈ Pr
∣∣∣∣∣∣ W¯a − βˆ0 − βˆ1da√s2
W¯a
+ σˆ2
βˆ0
+ d2aσˆ
2
βˆ1
+ 2daσˆβ0β1
∣∣∣∣∣∣ ≤ T(1−α/2;νdˆa )

= Pr(q(da) ≤ 0),
(4.121)
where q(x) is a quadratic function on x, with
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q(x) = f2x
2 − 2f1x+ f0,
f0 = (W¯a − βˆ0)2 − t2(1−α/2;νdˆa )(σˆ
2
W¯a + σˆ
2
βˆ0
),
f1 = βˆ1(W¯a − βˆ0) + t2(1−α/2;νdˆa )σˆβˆ0βˆ1,
f2 = βˆ
2
1 − t2(1−α/2;νdˆa )σˆ
2
βˆ1
.
(4.122)
Hence an approximate confidence interval for dˆa is the set {d : q(d) ≤ 0}. Defining
D = f 21 − f0f2, r1 = (f1 − D1/2)/f2, and r2 = (f1 + D1/2)/f2, the approximate
confidence set can be expressed as
[r1, r2] if f2 > 0,
(−∞, r2] ∪ [r1,∞) if f2 ≤ 0 and D > 0,
(−∞,∞) if f2 ≤ 0 and D ≤ 0.
(4.123)
This confidence set can contain negative values, which must be truncated to zero
since da ≥ 0.
Bootstrap estimates
We can apply the parametric bootstrap method by modifying the bootstrap cycle
described in Section 4.2.1.7. After computing (βˆ0b, βˆ1b) we need to to resample the
study data parametrically as described in the algorithm 5.
Then compute the sets Da = {dab : b = 1, . . . , B}. A (1 − α)100% CI for da is(
Q(α/2)(Da), Q(1−α/2)(Da)
)
, where Q is as in Section 4.1.2.1.
The bootstrap estimates of the bias and standard error of da are
b̂ias[dˆa]
∗ = dˆa
∗
− dˆa,
se[dˆa]
∗ =
√√√√ 1
B − 1
B∑
b=1
(dˆab − dˆa
∗
)2,
dˆa
∗
=
1
B
B∑
b=1
dˆab.
(4.124)
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Algorithm 5 Bootstrap algorithm for corrected study data
for b = 1 to B(large) do
xˆab ⇐ xˆa + σˆxˆaZa1b, a = 1, . . . , A,
σˆ2xˆab ⇐ σˆ2xˆaχ2(νxˆa)/νxˆa, a = 1, . . . , A,
Y¯ab ⇐ βˆ0 + βˆ1xˆa + Za2b
√
βˆ21,mmσˆ
2
U¯a
+ σˆ2¯a, a=1,. . . ,A,
where (Za1b, Za2b) are independent, each distributed as a standard normal,
Apply (4.60) to (xˆab, Y¯ab) to get (βˆ0,b, βˆ1,b)
Apply (4.69) or (4.72) to obtain σˆ2,b
If S2
Xˆb
> σˆ2xˆ.b and σˆ
2
,b ≤ 0 then apply (4.77) to (xˆab, Y¯ab) to get a modified
estimator (βˆ0,b, βˆ1,b).
If S2
Xˆb
≤ σˆ2xˆ.b and σˆ2,b > 0 then apply (4.80) to (xˆab, Y¯ab) to get a modified
estimator (β˜0,b, β˜1,b).
If S2
Xˆb
≤ σˆ2xˆ.b and σˆ2,b ≤ 0 then warning: model (4.51) is not supported by the
data and drop this estimate.
generate W¯a,b ∼ N(W¯a, s2Wa/Ma) ≡ N(βˆ0 + βˆ1dˆa, s2Wa/Ma), a = 1, . . . , A
Apply (4.113) to obtain dˆa,b =
W¯a,b−βˆ0,b
βˆ1,b
, a = 1, . . . , A
end for
4.2.2.3 Inferences for σ2V
The distribution of σˆ2V a and its associated confidence interval can be approximated
as
(Ma − 1)s2Wa
βˆ21σ
2
V a + σˆ
2
a
·∼· χ2(M−1) (4.125)
and an approximate 100(1− α)% CI for σ2V a is
(
(Ma − 1)s2Wa
βˆ21χ
2
(1−α/2,Ma−1)
− σˆ
2
a
βˆ21
,
(Ma − 1)s2Wa
βˆ21χ
2
(α/2,Ma−1)
− σˆ
2
a
βˆ21
)
. (4.126)
The approximation comes from use of the estimates βˆ1, σˆ
2
a as if they were β1 and σ
2
a.
There is potential for obtaining estimates that are outside of the parameter space for
σ2V a, such as 0 ∈ (1− α)100% CI(σ2V a) or even just negative values. In such a case
the interpretation is that the true variance σ2V a is zero. If σˆ
2
V a = 0 ∀a we can conclude
the study material is homogeneous.
As elsewhere a much better option which accounts for all of the uncertainty is to
use the bootstrap techniques. In order to do so, we need to modify the bootstrap
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cycle to include per replicate resampling of the study data W¯a,mb. We can modify the
last two steps within the cycle in algorithm 5 as
Algorithm 6 Bootstrap algorithm for corrected value and heterogeneity variance in
the study data
for b = 1 to B(large) do
. . . (same as algorithm 5 removing the last two steps) . . .
Generate Wa,mb ∼ N(W¯a, s2Wa) ≡ N(βˆ0 + βˆ1dˆa, s2Wa), a = 1, . . . , A,m =
1, . . . ,Ma,
W¯a,b =
1
Ma
∑
mWa,mb,
s2Wab =
1
Ma−1
∑
m(Wa,mb − W¯a,b)2,
σˆ2V ab =
s2Wab−σˆ2,b
βˆ21b
Apply (4.113) to obtain dˆa,b =
W¯a,b−βˆ0,b
βˆ1,b
, a = 1, . . . , A
end for
Finally we compute the sets Va = {σˆ2V ab : b = 1, . . . , B} and we proceed to obtain
the percentile CI as described before. If any of the endpoints of the confidence interval
is negative it must be set to zero.
4.2.2.4 Inferences Under Correlated Errors
Now assume that the error terms are correlated for the method while measuring
the control sample and the study sample, Corr[ak, δak] = ρa 6= 0. Define the sample
statistics Y¯a, s
2
Y a, W¯a, s
2
Wa as above, and define the sample covariance as sYWa =
1
Ka−1
∑Ka
k=1 (YakWak − Y¯a W¯a)2.
By using the method of moments it is straightforward to shown that
E[W¯a] = β0 + β1da, E[s
2
Wa] = β
2
1σ
2
V a + σ
2
a, and E[sYWa] = ρaσaσδa = ρaσ
2
a.
The last equality is due to the assumption of equal variances σ2δa = σ
2
a. Hence
the point estimators defined as (4.113) and (4.114) are still adequate.
However V [dˆa] changes due to a covariance term, by using the delta method this
can be approximated by
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V [dˆa] ≈ 1
βˆ21
(
V [W¯a] + V [βˆ0]− 2Cov[W¯a, βˆ0] + dˆ2aV [βˆ1]
− 2dˆaCov[W¯a, βˆ1] + 2dˆaCov[βˆ0, βˆ1]
)
,
(4.127)
where the terms Cov[W¯a, βˆ0] and Cov[W¯a, βˆ1] depend on the specific estimators βˆ0
and βˆ1. If we assume the estimators βˆ0 and βˆ1 are as described by (4.60) then
Cov
[
W¯a, βˆ0
]
= Cov
[
W¯a, Y¯ − βˆ1xˆ.
]
=
1
A
Cov[W¯a, Y¯a]− Cov
[
W¯a, βˆ1xˆ.
]
=
1
A
Cov[W¯a, Y¯a] + E[W¯a]E
[
βˆ1xˆ.
]
− E
[
W¯aβˆ1xˆ.
] (4.128)
188
E
[
W¯aβˆ1xˆ.
]
= E
[
W¯a
SXˆY¯
S2
Xˆ
− σˆ2xˆ.
xˆ.
]
= E
[
W¯axˆ.
S2
Xˆ
− σˆ2xˆ.
1
A− 1
A∑
a′=1
(xˆa′ − xˆ)(Y¯a′ − Y¯ )
]
=
1
A− 1
A∑
a′=1
E
[
W¯axˆ.
S2
Xˆ
− σˆ2xˆ.
(xˆa′ − xˆ)(Y¯a′ − Y¯ )
]
=
1
A− 1
A∑
a′=1
E
[
xˆ.
S2
Xˆ
− σˆ2xˆ.
(xˆa′ − xˆ)
]
E[W¯a(Y¯a′ − Y¯ )]
=
1
A− 1
A∑
a′=1
E
[
xˆ.
S2
Xˆ
− σˆ2xˆ.
(xˆa′ − xˆ)
]
E[W¯a]E[Y¯a′ − Y¯ ]
+
1
A− 1
A∑
a′=1
E
[
xˆ.
S2
Xˆ
− σˆ2xˆ.
(xˆa′ − xˆ)
]
Cov[W¯a, Y¯a′ − Y¯ ]
= E[W¯a]E
[
xˆ.
S2
Xˆ
− σˆ2xˆ.
1
A− 1
A∑
a′=1
(xˆa′ − xˆ)(Y¯a′ − Y¯ )
]
+
1
A− 1E
[
xˆ.
S2
Xˆ
− σˆ2xˆ.
(xˆa − xˆ)
](
Cov[W¯a, Y¯a]− Cov[W¯a, Y¯a]
A
)
− 1
A− 1
A∑
a′ 6=a
E
[
xˆ.
S2
Xˆ
− σˆ2xˆ.
(xˆa′ − xˆ)
]
Cov[W¯a, Y¯a]
A
= E[W¯a]E
[
βˆ1xˆ.
]
+
Cov[W¯a, Y¯a]
A− 1 E
[
xˆ.(xˆa − xˆ)
S2
Xˆ
− σˆ2xˆ.
]
− Cov[W¯a, Y¯a]
(A− 1)A E
 xˆ.S2
Xˆ
− σˆ2xˆ.
A∑
a′
(xˆa′ − xˆ)︸ ︷︷ ︸
0
 .
(4.129)
Hence
Cov
[
W¯a, βˆ0
]
= Cov[W¯a, Y¯ − βˆ1xˆ.]
=
1
A
Cov[W¯a, Y¯a]− Cov[W¯a, Y¯a]
A− 1 E
[
xˆ.(xˆa − xˆ)
S2
Xˆ
− σˆ2xˆ.
]
(4.130)
Similarly
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Cov
[
W¯a, βˆ1
]
=
Cov[W¯a, Y¯a]
A− 1 E
[
(xˆa − xˆ)
S2
Xˆ
− σˆ2xˆ.
]
(4.131)
The variance of the adjusted study value can be estimated as
Vˆ [dˆa] =
1
βˆ21
(
s2W¯a + σˆ
2
βˆ0
− 2σˆW¯aβˆ0 + dˆ2aσˆ2βˆ1 − 2dˆasW¯a,βˆ1 + 2dˆaσˆβˆ0βˆ1
)
, (4.132)
where
σˆW¯aβˆ0 = Ĉov
[
W¯a, βˆ0
]
=
1
A
sW¯ Y¯a − σˆW¯aβˆ1xˆ.,
σˆW¯aβˆ1 = Ĉov
[
W¯a, βˆ1
]
=
(xˆa − xˆ.)
(A− 1)(S2xˆ − σˆ2xˆ.)
sW¯ Y¯a .
(4.133)
Some additional distributional assumptions on the error terms are required in order
to get confidence intervals for da and σ
2
V a. Assuming normality of W¯a− βˆ0− βˆ1da the
distribution and confidence interval of da can be approximated as
W¯a − βˆ0 − βˆ1da√
Vˆ [W¯a − βˆ0 − βˆ1da]
∼ T(νda), (4.134)
where
νda ≈
2
(
Vˆ [dˆa]
)2
Vˆ
[
Vˆ [dˆa]
] . (4.135)
The procedure to obtain Vˆ [Vˆ [dˆa]] is lengthy and tedious but it is based on well
known theory (Anderson (1984) [2]), assuming normality of Uak, ak, Vak and δak:
Vˆ
[
Vˆ [dˆa]
]
=
2s4
W¯a
Ka − 1 +
2dˆ4aσˆ
4
β1
νβ1
+
4dˆ2aS
2
W¯
S2
Y¯
xˆ2a(Ka − 1)
+
8dˆ2aS
2
W¯ ,Y¯
xˆ2a(Ka − 1)
− 8dˆaS
2
W¯
SW¯ ,Y¯
xˆa(Ka − 1) −
8dˆ3aS
2
Y¯
SW¯ ,Y¯
xˆ3a(Ka − 1)
.
(4.136)
A (1− α)100% CI for da is approximately
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(
dˆa − T(α/2;νda)
√
Vˆ [dˆa], dˆa + T(α/2;νda)
√
Vˆ [dˆa]
)
. (4.137)
Fieller’s method
Applying the Fieller’s method, equations similar to (4.123), replacing the condi-
tions in (4.122) to include the correlation adjustments as
P (q(da) ≤ 0) = 1− α,
q(d) = f2d
2 − 2f1d+ f0 with
f0 = (W¯a − βˆ0)2 − t2(1−α/2;νdˆa )(σˆ
2
W¯a + σˆ
2
βˆ0
− σˆW¯a,βˆ0),
f1 = βˆ1(W¯a − βˆ0) + t2(1−α/2;νdˆa )(σˆβˆ0βˆ1 − σˆW¯a,βˆ1),
f2 = βˆ
2
1 − t2(1−α/2;νdˆa )σˆ
2
βˆ1
(4.138)
and using the approximate degrees of freedom under correlation in (4.135) and (4.136).
Parametric Bootstrap method
Applying the parametric bootstrap method, we need to extend algorithm 5 in the
way the error terms are generated. This modification is described in algorithm 7.
Then compute the sets Da =
{
dˆab : b = 1, . . . , B
}
. A (1− α)100% CI for da is
(
Q(α/2)(Da), Q(1−α/2)(Da)
)
, (4.139)
where Q is as in Section 4.2.1.2.
Hence (4.124) is still valid and it can be used to estimate the bias of dˆa.
These confidence intervals can contain zero or even contain only negative values.
In such a case the interpretation is that the true value of the compound in the study
sample is below the detection limit of the analytical method, i.e., it becomes a censored
data point.
As with the point estimators, the distribution and approximate confidence interval
of σ2V a remain as stated by (4.125) and (4.126).
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Algorithm 7 Bootstrap algorithm for corrected value and heterogeneity variance in
the study data under correlated errors
for b = 1 to B(large) do
xˆab ⇐ xˆa + σˆxˆaZa1b, a = 1, . . . , A,
σˆ2xˆab ⇐ σˆ2xˆaχ2(νxˆa)/νxˆa, a = 1, . . . , A,[
a,kb
δa,kb
]
∼ N
([
0
0
]
,
[
σˆ2a σˆδa
σˆδa σˆ
2
δa
])
,
Y¯a,kb ⇐ βˆ0 + βˆ1xˆa + βˆ1σˆUaZa2,kb + a,kb, a = 1, . . . , A, k = 1, . . . , Ka,
Apply (4.60) to (xˆab, Y¯ab) to get (βˆ0,b, βˆ1,b)
Apply (4.69) or (4.72) to obtain σˆ2,b
Apply (4.77) or (4.80) to obtain modified estimators (βˆ0,b, βˆ1,b)
Wa,kb ⇐ W¯a + βˆ1σˆV aZa3,kb + δa,kb, a = 1, . . . , A, k = 1, . . . , Ka,
W¯a,b ⇐ 1Ka
∑
kWa,kb,
s2Wab ⇐ 1Ka−1
∑
k(Wa,kb − W¯a,b)2,
σˆ2V ab ⇐
s2Wab−σˆ2,b
βˆ21b
Apply (4.113) to obtain dˆa,b =
W¯a,b−βˆ0,b
βˆ1,b
, a = 1, . . . , A
end for
If σ2δak|Dak 6= σ2ak|Xak , as may be the case if the method’s variance depends on
the concentration of the compound and the concentration of the compound in the
control material and the study material are very different, then σ2δ|D and σ
2
|X should
be modeled accordingly. In Chapter 5 we briefly review a variance model proportional
to the square of the concentration.
4.2.2.5 Example
Table 4.28 contains the estimates of the adjusted study values and their variances
by using the data in Table 3.1 and (4.24), (4.120) and (4.123), under the assumption
of independent errors and equal within method variance for each compound across
samples.
Table 4.29 contains the estimates of the adjusted study values and their variances
and confidence intervals under the assumption of correlated errors and equal within
method variance for each compound across samples.
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In Table 4.28 it can be observed that the corrected values dˆa change more or less
evenly around the observed values W¯a and their magnitudes are very similar. Recall-
ing the results from Section 3.3.3.2 the proportional bias model produces confidence
interval estimates within reasonable values in contrast to the constant bias model
that can produce confidence interval estimates outside the parameter space (negative
concentration levels) or in the best case a censored value although the observed value
has a high likelihood of being positively present.
However the corrected variance estimate σˆ2
dˆa
is larger than the observed vari-
ance s2
W¯a
in all the cases, this is mainly due to the pooled additional information
with large variance. Secondarily, this can be due to an underestimation of the ob-
served variance. About half of the corrected confidence intervals appear to be nar-
rower than their corresponding confidence intervals based on the study data only
(W¯a ± t(ν,1−α/2)sWa/
√
Ma), while the rest of the estimated CIs are wider. Under the
assumption of unbiasedness the uncorrected estimates would lead to incorrect opti-
mistic inferences of the true value. For this specific example, less than 47% of the
observed confidence intervals contain the corrected estimates both under independent
error terms and under correlated error terms.
When comparing the delta method estimates against the Fieller’s method and
bootstrap estimates, the remarkable distinction is the symmetry of the delta method
intervals against the asymmetric intervals of the bootstrap and Fieller’s intervals both
probably following the skewness of the underlying distribution. As a consequence, the
delta method intervals often overlap with the bootstrap and Fieller’s intervals on the
shortest tail side of the re-sampled distribution. A second distinction is that in general
the delta method intervals are shorter than the bootstrap and Fieller’s intervals, and
is also related to the skewness of the re-sampled values.
Comparing the estimates on Tables 4.28 and 4.29, it can be observed that in
general the estimated bootstrap confidence intervals under correlation of the error
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terms are narrower when the correlation is positive and larger when the correlation is
negative in comparison with the confidence intervals under independence of the error
terms. The delta method and Fieller’s method estimates produce narrower CIs. One
compound (triphenylene) shows a larger confidence interval under correlated errors
while having positive correlation. For an easy comparison, the correlation coefficient
is shown in Table 4.29, originally in Table 3.1.
Table 4.30 contains the estimates of the within material variance for the study
data by using (4.114) and (4.126), while assuming the measurement error variance
for each compound is the same across samples. The estimates of the within material
variance are those on Table 3.5 scaled by the factor 1/βˆ21 . The estimated probability
of obtaining negative estimates is the same.
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Compound σˆ2V lcl(σ
2
V ) ucl(σ
2
V ) P̂ r(σˆ
2
V < 0)
2,3,5-trimethylnaphthalene 0 0 14.1 0.756
acenaphthene 0 0 3.97 0.957
dibenz[a,h]anthracene 14.9 3.74 606 2.22e-16
acenaphthylene 0 0 60.4 0.649
biphenyl 0 0 17.6 0.885
1-methylphenanthrene 0 0 15.6 0.404
2,6-dimethylnaphthalene 0 0 4.62 0.948
fluorene 0 0 6.14 0.963
triphenylene 61.8 11.9 2700 3.25e-05
1-methylnaphthalene 0 0 0 0.981
anthracene 0 0 219 0.84
benzo[j]fluoranthene 67.7 16.7 2760 3.44e-14
benzo[k]fluoranthene 50.1 0 2940 0.0498
2-methylnaphthalene 0 0 0 0.995
chrysene 0 0 356 0.912
benzo[e]pyrene 108 0 6110 0.0386
benz[a]anthracene 0 0 577 0.846
benzo[ghi]perylene 0 0 842 0.439
indeno[1,2,3-cd]pyrene 0 0 2180 0.381
benzo[a]pyrene 6.86 0 1230 0.279
perylene 0 0 1710 0.588
phenanthrene 0 0 1610 0.614
benzo[b]fluoranthene 318 52.7 14300 0.000362
pyrene 89.4 0 7770 0.163
fluoranthene 0 0 2660 0.92
naphthalene 0 0 174 0.908
Table 4.30. Example of study within material variances for proportional bias.
For each compound, σˆ2V = the estimated within material (heterogeneity) variance,
(lclσ2V , uclσ2V ) = a 95% confidence interval for the within material (heterogeneity)
variance, P (σˆ2V < 0) = the estimated probability of getting a negative estimate of
the within material (heterogeneity) variance. All under the assumption of linear bias
and constant variance of the error in the equation variance for each compound across
samples.
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CHAPTER 5
CHANGING MEASUREMENT VARIANCE
5.1 Modeling the variance as a function of concentration
So far we have assumed the variance is constant or that it changes arbitrarily
with the compounds or over time. The objective of this section is to analyze the
possible functional dependency of the within-laboratory variance with respect to the
concentration level or time with the goal of improving the estimates of the true
values for the study sample under two scenarios: (i) using the constant bias model
and (ii) allowing the bias to change but without assuming anything about how the
bias changes with the concentration level.
The changing variance modeling is an important problem worthy of further at-
tention. This section presents some preliminary work of one variance model but not
completely accounting for the error in the CRMs.
5.2 Variance proportional to the squared concentration
Assume that data from multiple compounds at one point in time measured by one
laboratory using the same method is available. Under the assumption of normality
and within-laboratory variance conditionally proportional to the squared level of the
true concentration but not necessarily a constant proportion across compounds:
σ2a|Xa = h(Xa, θ) = θ0aX
2
a (5.1)
with θ0a ≥ 0, then
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σ2a = E[σ
2
a|Xa ] = E[θ0aX
2
a ] = θ0a(x
2
a + σ
2
Ua) (5.2)
or
θ0a =
σ2a
x2a + σ
2
Ua
=
σ2Y a − σ2Ua
x2a + σ
2
Ua
. (5.3)
5.2.1 Parameter Estimation
The parameter θ0a can be estimated by substituting unbiased estimators in (5.3),
given by
θˆ0a =
s2Y a − σˆ2Ua
xˆ2a − σˆ2xˆa + σˆ2Ua
. (5.4)
However, this estimator is biased but consistent. We can show this is so by using the
independence of control data and the reference value and the Jensen’s inequality (e.g.
Casella and Berger (2002) [11], Theorem 4.7.7.).
E[θˆ0a] = E
[
s2Y a − σˆ2Ua
xˆ2a − σˆ2xˆa + σˆ2Ua
]
= E[s2Y a − σˆ2Ua]E
[
1
xˆ2a − σˆ2xˆa + σˆ2Ua
]
≥ σ
2
Y a − σ2Ua
x2a + σ
2
Ua
= θ0a,
lim
Ka,νxa,νUa→∞
θˆ0a = lim
Ka,νxa,νUa→∞
s2Y a − σˆ2Ua
xˆ2a − σˆ2xˆa + σˆ2Ua
=
σ2Y a − σ2Ua
x2a + σ
2
Ua
= θ0a.
(5.5)
If the material is homogeneous (σ2Ua = 0) and the true values are known then the
estimator defined by (5.4) is unbiased for θ0a, since
E[θˆ0a] = E
[
s2Y a
x2a
]
=
E[s2Y a]
x2a
=
σ2Y a
x2a
= θ0a
x2a
x2a
= θ0a. (5.6)
Also under normality
(Ka − 1) θˆ0a
θ0a
=
(Ka − 1)s2Y a
θ0ax2a
∼ χ2(Ka−1). (5.7)
If the material is heterogeneous or the true values are known with some uncertainty
then the (5.7) is only an approximation.
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Note that under linear bias model (5.3) becomes
θ0a =
σ2Y a − β21σ2Ua
x2a + σ
2
Ua
(5.8)
which can be estimated as
θˆ0a =
s2Y a − βˆ21 σˆ2Ua
xˆ2a − σˆ2xˆa + σˆ2Ua
. (5.9)
Pooling information across similar compounds
If we can assume the same proportional coefficient is shared across compounds
(i.e., the coefficient of variation is constant over the concentration and across com-
pounds), that is H0 : θ0a = θ0∀a, then
θ0 =
1
A
∑
a
θ0a =
1
A
∑
a
σ2Y a − σ2Ua
x2a + σ
2
Ua
(5.10)
and this can be estimated as
θˆ0 =
1
A
∑
a
θˆ0a =
1
A
∑
a
s2Y a − σˆ2Ua
xˆ2a − σˆ2xˆa + σˆ2Ua
. (5.11)
This estimator is also biased but consistent.
When the material is homogeneous (σ2Ua = 0 ∀a) and the true values are constant
and known (σ2xˆa = 0 ∀a) then the estimator (5.11) is unbiased for θ0. Also under
normality
νθ0 θˆ0
θ0
·∼· χ2(νθ0) (5.12)
where νθ0 = (1/A
∑
a (Ka − 1)−1)−1 is a Welch-Satterhwaite type degrees of freedom.
5.2.2 Performance Evaluation
The performance evaluation is affected by the variance model, since we can pool
information among the compounds to obtain estimates.
Point-wise evaluation:
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If the compounds in the CRM are handled and measured with different methods
then it may be questionable to use a shared model both for bias modeling and variance
modeling. In this case we can use the fscore in (3.22) just adding subscripts a to index
by compound.
Envelope evaluation:
If multiple compounds are available from the certification it is possible to obtain
the h model for the within-laboratory variance component and make this model avail-
able in the certificate. This would allow pooling information across compounds and
make it independent of the specific level, sampling effort, and compound. No addi-
tional measurements would be required for certification. Assume the CRM provides
an estimated within-laboratory variance from the participant in the certification pro-
cess and its estimated degrees of freedom (θˆ0c, νθˆ0c), where the subscript c is used to
indicate that it belongs to the CRM. Then under normality and independence of the
error terms
F =
σ2a
σ2ca
=
θ0(x
2
a + σ
2
Ua)
θ0c(x2a + σ
2
Ua)
=
θ0
θ0c
, (5.13)
θˆ ·∼· θ
νθ
χ2νθ, (5.14)
and
θˆ0c ·∼· θ0c
νθ0c
χ2νθ0c
. (5.15)
Note that (5.13) reduces since the measures are made on the same material at
different times: one at certification time and the other at intercomparison time.
Hence using (3.22) and the same argument
F =
σˆ2a
σˆ2ca
=
θˆ0
θˆ0c
·∼· f(νθ0 ,νθ0c ). (5.16)
And we use the same decision rule as described in (3.23) and the following discussion.
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5.2.3 Exporting the Variance Model
Now assume the variance model is shared across the control sample and the study
sample. This is a weaker assumption when compared to the assumption of constant
variance over the same compound of the control and study samples (σ2δa = σ
2
a).
5.2.3.1 Parameter Estimation
Recall from (3.102) that dˆa = W¯a− βˆ0 does not depend on σ2δa and σ2V a. Also note
that V [dˆa] in (3.105) depends on σ
2
δa and σ
2
V a only through V [W¯a], then the inferences
about dˆa remain as described in Section 3.3.3.
Within-material variance estimation using separate estimates
Assuming the within-laboratory variance model is adequate and that it is shared
by both the control and the study sample, but allowed to change over compounds,
we have
σ2δa = θ0a(d
2
a + σ
2
V a). (5.17)
We can estimate this variance as
σˆ2δa = θˆ0a(dˆ
2
a − σˆ2dˆa + σˆ2V a) (5.18)
or more revealingly
σˆ2V a =
s2Wa − θˆ0a((W¯a − Y¯a + xˆa)2 − (s2W¯a + s2Y¯ a + σˆ2xˆa − 2sY¯ W¯ a))
1 + θˆ0a
. (5.19)
For inferences of the variance due to heterogeneity we can update (3.34) by drop-
ping the assumption σ2δa = σ
2
a and using the variance model (5.17) as
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(Ma − 1)s2Wa
σ2δa + σ
2
V a
=
(Ma − 1)s2Wa
θ0a(d2a + σ
2
V a) + σ
2
V a
∼ χ2(Ma−1). (5.20)
Hence a (1− α)100% CI for σ2V a is
1
1 + θˆ0a
(
(Ma − 1)s2Wa
χ2(1−α/2;Ma−1)
− θˆ0a(dˆ2a − σˆ2dˆa),
(Ma − 1)s2Wa
χ2(α/2;Ma−1)
− θˆ0a(dˆ2a − σˆ2dˆa)
)
. (5.21)
If the CI contains zero then it must be truncated.
Under this scenario, the information from the control material is exported via the
models g and h with their respective parameters. The restriction of having similar
mean values of concentration and exactly the same variance on the control and study
materials as mentioned in Section 3.1.3.1 is no longer required. However, it is possible
to have non-overlapping ranges of mean values and variances for the control material
and the study material. In such cases there is an extrapolation risk when exporting
the models and some of the estimates for the study material may not be adequate.
Within-material variance estimation using the pooled estimate
Similarly we can estimate the within-material variance of the study sample σ2V a.
In addition to the compound-wise individual estimates detailed in Section 3.1.3.1
now we can also consider the pooled estimate from the control sample. This requires
assuming that the variance model is shared across all the compounds and (5.18),
(5.19) and (5.21) need to be updated as
σˆ2δa = θˆ0(dˆ
2
a − σˆ2dˆa + σˆ2V a), (5.22)
σˆ2V a =
s2Wa − θˆ0((W¯a − Y¯a + xˆa)2 − (s2W¯a + s2Y¯ a + σˆ2xˆa − 2sY¯ W¯ a))
1 + θˆ0
(5.23)
and a (1− α)100% CI for σ2V a becomes
1
1 + θˆ0
(
(Ma − 1)s2Wa
χ2(1−α/2;Ma−1)
− θˆ0(dˆ2a − σˆ2dˆa),
(Ma − 1)s2Wa
χ2(α/2;Ma−1)
− θˆ0(dˆ2a − σˆ2dˆa)
)
. (5.24)
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We obtain a smoothness effect on the estimates by averaging out some noise from
the individual estimates σˆ2δa. However, it is possible to obtain negative point and
interval estimates, in those cases we assign a zero value. Also the pooled estimate is
sensitive to outliers. The probability of the estimate taking negative values in (3.37)
needs to be updated as
Pr(σˆ2V a < 0) = Pr
(
1
1 + θˆ0
(
(Ma − 1)s2Wa
χ2Ma−1
− θˆ0(dˆ2a − σˆ2dˆa)
)
< 0
)
= Pr
((
(Ma − 1)s2Wa
χ2Ma−1
− θˆ0(dˆ2a − σˆ2dˆa)
)
< 0
)
= 1− Pr
(
χ2(Ma−1) <
(Ma − 1)s2Wa
θˆ0(dˆ2a − σˆ2dˆa)
)
.
(5.25)
Within-material variance estimation using both samples simultaneously
Under the hypothesis of known within-material variance of both the study and
control materials all the information from both samples can be combined simulta-
neously to estimate the within-laboratory variance. This condition is reasonable to
assume since the study materials distributed for interlaboratory studies are often in-
tended to be essentially homogeneous (ISO GUIDE 17043 (2008) [30]) hence σˆ2V a = 0.
For the constant within-laboratory variance model we can simply use all the in-
formation to obtain a pooled estimate of the within-laboratory variance, using (5.4)
and (5.18) then
θˆ0a =
1
2
(
s2Y a − σˆ2Ua
xˆ2a − σˆ2xˆa
+
s2Wa − σˆ2V a
dˆ2a − σˆ2dˆa + σˆ2V a
)
. (5.26)
If the estimate is negative it must be set to zero.
In addition if we can assume the model is shared across compounds then
θˆ0 =
1
A
∑
a
θˆ0a. (5.27)
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5.3 Example
Separate estimates
Using the data in Table 3.1 and using (5.11) we obtain the separate estimates for
laboratory 1, shown in Table 5.1.
Compound θˆ0a s
2
Wa σˆ
2
δa σˆ
2
V a
2,3,5-trimethylnaphthalene 0.0017 0.31 1.39 0.00
acenaphthene 0.0033 0.21 4.49 0.00
dibenz[a,h]anthracene 0.00017 17.33 2.03 15.29
acenaphthylene 0.0015 1.84 1.01 0.83
1-methylphenanthrene 8e-05 0.39 0.40 0.00
biphenyl 0.00075 0.50 0.82 0.00
2,6-dimethylnaphthalene 0.00068 0.21 0.93 0.00
fluorene 0.0018 0.48 7.37 0.00
triphenylene 0.0006 72.33 11.42 60.85
1-methylnaphthalene 0.0026 0.82 7.88 0.00
anthracene 0.0011 6.33 32.73 0.00
benzo[j]fluoranthene 5e-05 72.33 3.81 68.46
benzo[k]fluoranthene 0.0005 76.00 82.01 0.00
2-methylnaphthalene 0.0018 0.65 7.91 0.00
chrysene 0.0019 14.33 511.02 0.00
benzo[ghi]perylene 0.00032 25.00 70.61 0.00
benzo[e]pyrene 0.00042 144.33 152.44 0.00
benz[a]anthracene 0.00087 16.33 129.71 0.00
indeno[1,2,3-cd]pyrene 0.00057 63.00 196.04 0.00
benzo[a]pyrene 0.0002 32.33 79.07 0.00
perylene 0.00059 49.00 16.40 32.57
phenanthrene 0.00061 49.00 159.48 0.00
benzo[b]fluoranthene 0.00023 380.33 272.40 107.82
pyrene 0.00031 189.00 405.28 0.00
fluoranthene 0.0026 93.00 3231.85 0.00
naphthalene 9.1e-05 6.33 0.62 5.71
Table 5.1. Variance modeling separate estimates for laboratory 1.
For each compound, W¯ = mean of the study value for reference, θˆ0a = the estimated
parameter of the variance model, σˆ2δa = the estimated variance of the study data,
s2Wa = the observed variance of the study data, σˆ
2
V a = the estimated heterogeneity
variance of the study sample.
Assuming θ0a = θ0, ∀a we obtain the pooled estimate shown in Table 5.2.
Assessing the Performance
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θˆ0 dof(θˆ0) lcl(θ0) ucl(θ0)
0.000976 52 0.000638 0.001386
Table 5.2. Variance modeling assuming constant coefficient for laboratory 1.
Using the envelope evaluation in (5.13), the pooled estimate θˆ0 = 0.000976 and
the pooled estimate θˆ0c = 0.005637 from the CRM data we get a test statistic of F =
0.17315. The evaluation criteria described in Section 3.1.2.3 is still valid. The accep-
tance (satisfactory) region is (f0.023;29,192, f(0.977;29,192)) = (0.5298, 1.6725), the rejec-
tion (unsatisfactory) region is (f0.001;29,192, f(0.999;29,192))
c = (0, 0.3614]
⋃
[2.1857,∞).
Applying the evaluation criteria as described, we must conclude the performance
about the within-laboratory variance of the participant is unsatisfactory. However,
under this condition we can conclude that the performance about the within variance
of the participant is far superior with respect to the reference values. If the confidence
interval of this ratio contains one then the observed within variance is satisfactory.
The point and interval estimates for d in Tables 3.11 and 3.12 remain the same.
Table 5.3 shows the estimates of the within-material variance of the study sample
using separate variance models from the control sample.
Table 5.4 shows the estimates of the within-material variance of the study sample
using the pooled estimate of the within-laboratory variance from the control sample.
Zero or negative estimates of σˆ2V a would suggest the within-material variance of
the study sample is zero (i.e. the study material is homogeneous) and we can take
advantage of this situation to improve our variance model.
Table 5.5 shows the the estimates assuming the study material is homogeneous
and using the control and study data simultaneously.
Comparing Tables 3.5, 5.3 and 5.4 we find that three compounds (dibenz[a,h]anthracene,
triphenylene and benzo[j]fluoranthene) are consistently highlighted as suspicious for
heterogeneity under the assumption of the constant bias model.
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Compound σˆ2V lcl(σ
2
V ) ucl(σ
2
V ) Pr(σˆ
2
V < 0)
2,3,5-trimethylnaphthalene 0.00 0.00 10.80 0.80
acenaphthene 0.00 0.00 3.79 0.95
dibenz[a,h]anthracene 15.30 2.67 682.00 0.00
acenaphthylene 0.83 0.00 71.70 0.16
1-methylphenanthrene 0.00 0.02 15.30 0.01
biphenyl 0.00 0.00 16.10 0.88
2,6-dimethylnaphthalene 0.00 0.00 7.36 0.80
fluorene 0.00 0.00 11.60 0.94
triphenylene 60.90 8.19 2840.00 0.00
1-methylnaphthalene 0.00 0.00 24.60 0.90
anthracene 0.00 0.00 217.00 0.82
benzo[j]fluoranthene 68.50 15.80 2850.00 0.00
benzo[k]fluoranthene 0.00 0.00 2920.00 0.40
2-methylnaphthalene 0.00 0.00 17.90 0.92
chrysene 0.00 0.00 55.00 0.97
benzo[ghi]perylene 0.00 0.00 939.00 0.60
benzo[e]pyrene 0.00 0.00 5610.00 0.21
benz[a]anthracene 0.00 0.00 330.00 0.95
indeno[1,2,3-cd]pyrene 0.00 0.00 2290.00 0.72
benzo[a]pyrene 0.00 0.00 1200.00 0.66
perylene 32.60 0.00 1920.00 0.05
phenanthrene 0.00 0.00 1770.00 0.74
benzo[b]fluoranthene 108.00 0.00 14700.00 0.25
pyrene 0.00 0.00 7060.00 0.63
fluoranthene 0.00 0.00 440.00 0.97
naphthalene 5.72 1.10 250.00 0.00
Table 5.3. Example of point and interval estimates of study sample within-material
variance using the separate variance models from the control sample.
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Compound σˆ2V lclσ2V uclσ2V Pr(σˆ
2
V < 0)
2,3,5-trimethylnaphthalene 0.00 0.00 11.40 0.67
acenaphthene 0.00 0.00 6.93 0.85
dibenz[a,h]anthracene 5.82 0.00 673.00 0.22
acenaphthylene 1.19 0.00 72.00 0.06
1-methylphenanthrene 0.00 0.00 14.30 0.69
biphenyl 0.00 0.00 15.00 0.90
2,6-dimethylnaphthalene 0.00 0.00 6.96 0.85
fluorene 0.00 0.00 14.90 0.89
triphenylene 53.70 1.05 2840.00 0.02
1-methylnaphthalene 0.00 0.00 29.50 0.75
anthracene 0.00 0.00 220.00 0.81
benzo[j]fluoranthene 0.00 0.00 2780.00 0.38
benzo[k]fluoranthene 0.00 0.00 2840.00 0.62
2-methylnaphthalene 0.00 0.00 21.60 0.86
chrysene 0.00 0.00 296.00 0.95
benzo[ghi]perylene 0.00 0.00 841.00 0.84
benzo[e]pyrene 0.00 0.00 5490.00 0.51
benz[a]anthracene 0.00 0.00 291.00 0.95
indeno[1,2,3-cd]pyrene 0.00 0.00 2150.00 0.83
benzo[a]pyrene 0.00 0.00 887.00 0.92
perylene 21.70 0.00 1910.00 0.16
phenanthrene 0.00 0.00 1680.00 0.82
benzo[b]fluoranthene 0.00 0.00 13900.00 0.72
pyrene 0.00 0.00 6180.00 0.86
fluoranthene 0.00 0.00 2470.00 0.92
naphthalene 0.00 0.00 244.00 0.38
Table 5.4. Example of point and interval estimates of study sample within-material
variance using the pooled estimate for the variance model from the control sample.
θˆ0 dof(θˆ0) lcl(θ0) ucl(θ0)
0.000795 45 0.000502 0.001115
Table 5.5. Variance modeling assuming homogeneous materials and constant coef-
ficient for laboratory 1, using both control and study data simultaneously.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
This project has made important methodological progress in the analysis of inter-
comparison data. We have proposed more realistic models for intercomparison data,
ways to fit those models to data based on certified reference materials and then how
to use that information to find consensus values for a new study material analyzed
by multiple laboratories.
In Chapter 3, we consider models that allow separate biases and variances for
each laboratory at each compound and each point in time (with the model of constant
biases over labs or time as a special case). In this context, we obtain unbiased method
of moments estimators for the bias and its variance. Based on these models we obtain
unbiased estimators for the true value of the study sample corrected for bias and its
variance.
The problem of obtaining a consensus value using information from multiple
sources was reviewed. The one way random effects has become the de facto method
for certifying reference values when the sources are assumed unbiased. However, it is
hard to justify its use when there is evidence of some kind of biasedness.
In Chapter 4, we extend the work by modeling the bias as a function of the con-
centration. This was done primarily by exploiting data from multiple compounds.
With the uncertainty in the CRMs this leads to a measurement error in linear regres-
sion problem. We use the method of moments and the bootstrap technique to obtain
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biased but consistent estimators. Noting that this situation can be stated as a ratio
problem we also used Fieller’s method in a novel way.
In order to analyze the performance of these estimators (method of moments,
Bootstrap technique, and Fieller’s method) a simulation study was conducted. Simu-
lation suggests that the Fieller’s method tends to perform better than the bootstrap
technique. When the variance of the error in the equation is changing with compounds
the Fieller’s method tends to perform better than the method of moments. However,
when the variance of the error in the equation is constant across compounds, it is
unclear which of these two methods performs better.
Simulation also suggests that these three methods are more sensitive to the sample
size, the variance of the measurement error, and whether the variance of the error in
the equation is constant or changing across the compounds rather than the number of
replicates, the true intercept and slope of the bias model (β0, β1) and the heterogeneity
variance. We also show that the variance of the measurement error becomes important
when it is comparable to the dispersion of the predictor values.
We extended the theory for estimating the variance of the error in the equa-
tion under heterogeneity and proposed an adjusted estimator that outperforms the
method of moments estimator, the estimator based on the mean squared error, and
the estimator based on replicated data.
In Chapter 5, we present a preliminary analysis for one variance model. We used
it to estimate the variance component associated with heterogeneity in the material
of study that otherwise is ignored during this kind of analysis. More importantly, the
use of a variance model allows us to weaken the assumption that a constant variance
of the error in the equation is shared across the control and study samples for each
compound.
For the purpose of estimating a linear bias model, we conclude that it is more
convenient to allocate units of several different CRMs as controls rather than using
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several allocated units of one CRM. This design would allow estimating separate bias
models for each compound and would provide the required data with no additional
effort.
For the purpose of obtaining a consensus value, we conclude that a biased labora-
tory with small variance may provide more information than an unbiased laboratory
with large variance, since in the first case we can obtain estimates with reduced bias
and relatively small variance.
6.2 Future Work
In the process of writing this dissertation, we have observed that there are some
interesting topics that can be explored in future research.
The models that we described in this thesis have the potential of being appli-
cable to other types of experiments and performance evaluation studies such as the
proficiency testing and CRM characterization. Basically it can be applied to any
experimental data that undergoes a calibration procedure and where the measure-
ments of the different compounds are intrinsically made in batches. The strongest
assumption is that the bias model is shared by those compounds measured in a batch.
A number of interesting problems arise when we consider modeling how the per-
formance of a lab might change over time or when we try to exploit a potential trend
in the true values of the study material over time.
Models where the bias and variance are functions of time only can be treated
with standard linear regression theory since no measurement error is present. In
this sense it is of no interest to the field of statistics but it is an important tool for
intercomparison exercises.
Modeling bias as a linear function of time and concentration leads to a multiple
linear regression problem with interactions and with the CRM having uncertainty this
leads to the problem of measurement error in multiple linear regression. Consider,
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for example, one laboratory measuring over time a set of materials of the same type
and containing the same compound. Assuming the coefficients in the bias change as
a linear function of time, then
β0,t = α0,0 + α0,1t,
β1,t = α1,0 + α1,1t.
(6.1)
Then the control material model at time t becomes
Ytk = (α0,0 + α0,1t) + (α1,0 + α1,1t)(xt + Utk) + tk
= α0,0 + α0,1t+ α1,0xt + α1,1xtt+ ηtk
= β0 + β1t+ β2xt + β3xtt+ ηtk
(6.2)
where V [ηtk] = (α1,0 + α1,1t)
2σ2Ut + σ
2
t. This can be treated with multiple linear
regression theory with measurement error in x and interaction terms.
More realistically the true bias and variance can be seen as an unobserved com-
ponent model and state-space models can be used, especially a model with stochastic
drift. These kinds of models have been applied extensively in areas such as ecology
and economics.
A second feature that could be explored is where a dynamic model or a trend
in the true study value (the d’s earlier in the thesis) over time may be present. An
important area of future work would be to estimate the dynamic/trend model in this
context and, secondarily to consider exploiting that model for estimation of the true
value at a particular point in time.
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APPENDIX A
THE WELCH-SATTERTHWAITE APPROXIMATION
Estimating the degrees of freedom of a linear combination of sample variances
Consider a general linear combination of sample variances and covariances of N
normal random variables
Cˆ =
N∑
i=1
N∑
j=1
ci,jSi,j (A.1)
where ci,j are fixed and known and Si,j are the sample covariance terms. Also assume
Cˆ ·∼· χ2ν , (A.2)
for some degrees of freedom ν.
We are interested on estimating ν the approximate degrees of freedom of Cˆ by
using the Welch-Satterthwaite equation. In order to do so we need to find an estimate
of V [Cˆ]. Then since E[Sij] = σij
E[Cˆ] =
N∑
i=1
N∑
j=1
ci,jσi,j, (A.3)
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V [Cˆ] = V
[
N∑
i
N∑
j
ci,jSi,j
]
= E
( N∑
i
N∑
j
ci,jSi,j
)2− E [ N∑
i
N∑
j
ci,jSi,j
]2
= E
 N∑
i
N∑
j
c2i,jS
2
i,j +
N∑
i
N∑
j
N∑
k
∑
l,(i,j)6=(k,l)
ci,jck,lSi,jSk,l

−
(
N∑
i
N∑
j
ci,jE[Si,j]
)2
=
∑
(i,j)
c2i,jE[S
2
i,j] +
∑
(i,j)6=(k,l)
ci,jck,lE[Si,jSk,l]
−
∑
(i,j)
c2i,jE[Si,j]
2 −
∑
(i,j) 6=(k,l)
ci,jck,lE[Si,j]E[Sk,l]
=
∑
(i,j)
c2i,jV [Si,j] +
∑
(i,j) 6=(k,l)
ci,jck,lCov[Si,j, Sk,l],
(A.4)
and
ν ≈
2
(
E[Cˆ]
)2
V [Cˆ]
. (A.5)
Under independence of the random variables (A.4) reduces to
V [Cˆ] =
∑
(i)
c2i,iV [Si,i]. (A.6)
In particular for Z = aX + bY and C = V [Z],
Cˆ = a2S2X + b
2S2Y + 2abSX,Y ,
E[Cˆ] = a2V [X] + b2V [Y ] + 2abCov[X, Y ] = C,
V [Cˆ] = a4V [S2X ] + b
4V [S2Y ] + 4a
2b2V [SX,Y ] + 2a
2b2Cov[S2X , S
2
Y ]
+ 4a3bCov[S2X , SX,Y ] + 4ab
3Cov[S2Y , SX,Y ].
(A.7)
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The expressions involved in (A.7) can be rewritten in term of the moments, for a
general distribution with sample variances and covariances built out of n replicates.
They become
V [S2X ] =
1
n
µ40 − (n− 3)
n(n− 1)µ
2
20,
V [S2Y ] =
1
n
µ04 − (n− 3)
n(n− 1)µ
2
02,
V [SX,Y ] =
1
n
µ22 − (n− 2)
n(n− 1)µ
2
11 +
1
n(n− 1)µ20µ02,
Cov[S2X , S
2
Y ] =
1
n
(µ22 − µ20µ02)− 2
n(n− 1)µ
2
11,
Cov[S2X , SX,Y ] =
1
n
µ31 − n− 3
n(n− 1)µ20µ11,
Cov[S2Y , SX,Y ] =
1
n
µ13 − n− 3
n(n− 1)µ02µ11.
(A.8)
Under normality these are reduced to
V [S2X ] =
2
n− 1µ
2
20,
V [S2Y ] =
2
n− 1µ
2
02,
V [SX,Y ] =
1
n− 1
(
µ20µ02 + µ
2
11
)
,
Cov[S2X , S
2
Y ] =
2
n− 1µ
2
11,
Cov[S2X , SX,Y ] =
2
n− 1µ20µ11,
Cov[S2Y , SX,Y ] =
2
n− 1µ02µ11.
(A.9)
Furthermore
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V [Cˆ] =
2
n− 1
(
a4µ220 + b
4µ202 + 2a
2b2µ20µ02 + 4a
2b2µ211
+ 4ab(a2µ20 + b
2µ02)µ11
)
=
2
n− 1
(
a2µ20 + b
2µ02 + 2abµ11
)2
=
2
n− 1
(
E[Cˆ]
)2
.
(A.10)
Hence ν ≈ n−1 and Cˆ = a2S2X + b2S2Y +2abSX,Y has approximately n−1 degrees
of freedom under balancedness, independently of the correlation between X, Y .
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APPENDIX B
LEVENE TEST UNDER HETEROGENEITY
Given Yak = µa + ak, where µa are neither known not assumed equal and ak are
independent and similarly distributed with zero mean and possibly unequal variances
V [ak] = σ
2
a.
We are interested on testing H0: all the σ
2
a are equal. Levene’s Test (Brown and
Forsythe (1974) [5]) proceeds as follows. Define Zak = |Yak − Y¯a| then define the
statistic
W0 =
∑
aKa(Z¯a. − Z¯..)2/(A− 1)∑
a
∑
k(Zak − Z¯a.)2/
∑
a(Ka − 1)
(B.1)
where Z¯a. =
∑
k Zak/Ka and Z¯.. =
∑
a
∑
k Zak/
∑
aKa. Then
W0 ·∼· F (A− 1,
∑
a
(Ka − 1)) (B.2)
and we can reject the null hypothesis if W0 > F (1− α;A− 1,
∑
a(Ka − 1)) at the α
level.
Consider now the case when we cannot observe Yak directly, instead we observe
Y ′ak = Yak +Uak where Uak are independent and similarly distributed with zero mean
and unequal variances σ2Ua and we have estimates of them, σˆ
2
Ua. We are still interested
on testing the null hypothesis H0 : σ
2
a = σ
2
 .
Levene (1960) [35] stated that (B.2) holds for any function of Zak monotonically
increasing on (0,∞). In particular it holds for Zak = (Y ′ak− Y¯ ′a)2− σˆ2Ua then E[Z ′ak] ≈
σ2a and we can apply the Levene’s Test.
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APPENDIX C
THE VARIANCE AND COVARIANCE OF THE SAMPLE
VARIANCE AND SAMPLE COVARIANCE OF
INDEPENDENT RANDOM VARIABLES
Theorem 1 Let Xi be n independent random variables with E[Xi] = µi, V [Xi] =
µ2,i, E[(Xi − µi)3] = µ3,i and E[(Xi − µi)4] = µ4,i, the second, third and fourth
finite central moments, respectively. Also define Σ = diag(µ2,i), M3 = diag(µ3,i) and
M4 = diag(µ4,i). If A is any n × n symmetric matrix and a is the column vector of
the diagonal elements of A, then
V [X ′AX] = a′(M4 − 3Σ2)a+ 2tr((AΣ)2) + 4µ′AΣAµ+ 4µ′AM3a. (C.1)
Note that this quantity exists and is well defined for any n independent random
variables with only the assumption of having finite first four central moments; shar-
ing the same distribution is not a requirement, neither is having constant variance
(homoskedasticity), skewness or kurtosis.
Proof
We proceed as in Theorem 1.6 from Seber&Lee (2003) [48]. By definition
V [X ′AX] = E[(X ′AX)2]− E[X ′AX]2. (C.2)
Setting Y = X − µ, we have E[Y ] = 0, V [Y ] = Σ, diag(E[Y 3i ]) = M3, diag(E[Y 4i ]) =
M4,
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E[X ′AX] = E[(µ+ Y )′A(µ+ Y )] = µ′Aµ+ 2µ′AE[Y ] + E[Y ′AY ]
= µ′Aµ+ tr(AΣ).
(C.3)
Also
X ′AX = (X − µ)′A(X − µ) + 2µ′AX − µ′Aµ
= (X − µ)′A(X − µ) + 2µ′A(X − µ) + µ′Aµ
(C.4)
so that squaring gives
(X ′AX)2 = ((X − µ)′A(X − µ))2 + 4(µ′A(X − µ))2 + (µ′Amu)2
+ 2µ′Aµ(X − µ)′A(X − µ) + 4µ′Aµµ′A(X − µ)
+ 4µ′A(X − µ)(X − µ)′A(X − µ).
(C.5)
Taking the expected value of
E[(X ′AX)2] = E[(Y ′AY )2] + 4E[(µ′AY )2] + (µ′Aµ)2 + 2µ′AµE[Y ′AY ]
+ 4E[µ′AY Y ′AY ].
(C.6)
As a first step in evaluating the expression above we note that
(Y ′AY )2 =
∑
i
∑
j
∑
k
∑
l
aijaklYiYjYkYl. (C.7)
Since the Yi are mutually independent with different second, third and fourth moments
about the origin, we have
E[YiYjYkYl] =

µ4,i, i = j = k = l,
µ2,iµ2,k, i = j 6= k = l,
µ2,iµ2,j, i = k 6= j = l or i = l 6= j = k,
0, otherwise.
(C.8)
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Hence
E[(Y ′AY )2] =
∑
i
∑
j
∑
k
∑
l
aijaklE[YiYjYkYl]
=
∑
i
aiiaiiµ4,i +
∑
j=i 6=k=l
aiiakkE[Y
2
i Y
2
k ] +
∑
i=k 6=j=l
aijaijE[Y
2
i Y
2
j ]
+
∑
i=l 6=j=k
aijajiE[Y
2
i Y
2
j ]
=
∑
i
a2iiµ4,i +
∑
i
(∑
k 6=i
aiiakkµ2,iµ2,k + 2
∑
j 6=i
a2ijµ2,iµ2,j
)
=
∑
i
a2iiµ4,i +
∑
i
(
aiiµ2,i
∑
j 6=i
ajjµ2,j + 2µ2,i
∑
j 6=i
a2ijµ2,j
)
=
∑
i
a2iiµ4,i +
∑
i
(
aiiµ2,i
∑
j 6=i
ajjµ2,j + 2µ2,i
∑
j 6=i
a2ijµ2,j
)
+ 3
∑
i
a2iiµ
2
2,i − 3
∑
i
a2iiµ
2
2,i
=
∑
i
a2ii(µ4,i − 3µ22,i) +
∑
i
(
aiiµ2,i
∑
j
ajjµ2,j + 2
∑
j
a2ijµ2,j
)
= a′(M4 − 3Σ2)a+ tr(AΣ)2 + 2
∑
i
∑
j
a2ijµ2,iµ2,j
(C.9)
where we have used the symmetry property of A.
Also
(µ′AY )2 = (b′Y )2 =
∑
i
∑
j
bibjYiYj,
µ′AY Y ′AY =
∑
i
∑
j
∑
k
biajkYiYjYk,
(C.10)
so that
E[(µ′AY )2] =
∑
i
∑
j
bibjE[YiYj] =
∑
i
b2iµ2,i = b
′Σb = µ′AΣAµ,
E[µ′AY Y ′AY ] =
∑
i
∑
j
∑
k
biajkE[YiYjYk] =
∑
i
biaiiµ3,i = µ
′AM3a,
(C.11)
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and
tr((AΣ)2) = tr



a11 . . . a1n
...
. . .
...
an1 . . . ann


µ2,1 0
. . .
0 µ2,n


2
= tr


a11µ2,1 . . . a1nµ2,n
...
. . .
...
an1µ2,1 . . . annµ2,n


a11µ2,1 . . . a1nµ2,n
...
. . .
...
an1µ2,1 . . . annµ2,n


= tr


∑
j a1jaj1µ2,1µ2,j . . .
∑
j a1jajnµ2,jµ2,n
...
. . .
...∑
j anjaj1µ2,1µ2,j . . .
∑
j anjajnµ2,nµ2,j


=
∑
i
∑
j
aijajiµ2,iµ2,j
=
∑
i
∑
j
a2ijµ2,iµ2,j.
(C.12)
Finally, collecting all the terms leads to
V [X ′AX] = E[(X ′AX)2]− E[X ′AX]2
= E[(Y ′AY )2] + 4E[(µ′AY )2] + (µ′Aµ)2 + 2µ′AµE[Y ′AY ]
+ 4E[µ′AY Y ′AY ]− (µ′Aµ+ tr(AΣ))2
= a′(M4 − 3Σ2)a+ tr(AΣ)2 + 2
∑
i
∑
j
a2ijµ2,iµ2,j
+ 4(µ′AΣAµ) + (µ′Aµ)2 + 2µ′Aµtr(AΣ)
+ 4µ′AM3a− (µ′Aµ)2 − 2µ′Aµtr(AΣ)− tr(AΣ)2
= a′(M4 − 3Σ2)a+ 2tr((AΣ)2) + 4µ′AΣAµ+ 4µ′AM3a.
(C.13)

221
Theorem 2 Let Xi, Yi be n independent random variables with expected values E[X] =
µX = (µX1, . . . , µXn), E[Y ] = µY , and V [X] = ΣXX = diag(µX2,i), and V [Y ] =
ΣY Y = diag(µY 2,i), the second finite central moments. If A is any n × n symmetric
matrix, then
V [X ′AY ] = µX ′AΣY Y AµX + µY ′AΣXXAµY + tr(AΣXXAΣY Y ). (C.14)
Proof
We proceed as in Theorem 1.6 from Seber&Lee (2003) [48].
E[X ′AY ] = tr(E[X ′AY ]) = E[tr(X ′AY )] = E[tr(AY X ′)] = tr(E[AY X ′])
= tr(AE[Y X ′]) = tr(A(ΣY X + µY µX ′))
= tr(AΣY X) + µX
′AµY
= µX
′AµY .
(C.15)
Setting Z1 = (X − µX), Z2 = (Y − µY ) leads us to
X ′AY = (µX + Z1)
′(µY + Z2)
= µX
′AµY + µX ′AZ2 + µY
′AZ1 + Z
′
1AZ2.
(C.16)
Then
V [X ′AY ] = V [µX ′AµY + µX ′AZ2 + µY
′AZ1 + Z
′
1AZ2]
= V [µX
′AZ2 + µY
′AZ1 + Z
′
1AZ2]
= V [µX
′AZ2] + V [µY
′AZ1] + V [Z
′
1AZ2]
+ 2Cov[µX
′AZ2, µY
′AZ1] + 2Cov[µX
′AZ2, Z
′
1AZ2]
+ 2Cov[µY
′AZ1, Z
′
1AZ2].
(C.17)
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As a first step in evaluating the expression above we note that for any n×n matrix
M using the law of total covariance
Cov[Z1, Z
′
1MZ2] = E[Cov[Z1, Z
′
1MZ2|Z1]] + Cov[E[Z1|Z1], E[Z ′1MZ2|Z1]]
= E[Z1Cov[I, Z
′
2|Z1]︸ ︷︷ ︸
=0
M′Z1] + Cov[Z1, Z
′
1ME[Z2|Z1]]
= Cov[Z1, Z
′
1]ME[Z2]︸ ︷︷ ︸
=0
= 0
(C.18)
where we use the independence of Z1, Z2.
If M is symmetric also and using the law of total variance
V [Z ′1MZ2] = V [E[Z
′
1MZ2|Z1]] + E[V [Z ′1MZ2|Z1]]
= V [Z ′1ME[Z2|Z1]] + E[Z ′1MV [Z2|Z1]MZ1]
= V [Z ′1ME[Z2]︸ ︷︷ ︸
=0
] + E[Z ′1MV [Z2]MZ1]
= E[Z ′1MV [Z2]MZ1] = tr(MV [Z2]MV [Z1]).
(C.19)
Hence
V [X ′AY ] = V [µX ′AZ2] + V [µY
′AZ1] + V [Z
′
1AZ2]
= µX
′AΣY Y AµX + µY ′AΣXXAµY + tr(AΣY Y AΣXX).
(C.20)

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Theorem 3 Let Xi, Yi be n independent random variables with E[Xi] = µXi, and
ΣXX , MX3 and MX4 defined as in Theorem 1. Similarly define µY i,ΣY Y ,MY 3,MY 4
using the respective first moment and the second, third and fourth central moments
of Y . If A,B are any n × n symmetric matrices and b is the column vector of the
diagonal elements of B, then
Cov[X ′AY , Y ′BY ] = 2µX ′AΣY Y BµY + µX ′AMY 3b. (C.21)
Proof
Using the law of total covariance leads us to
Cov[X ′AY , Y ′BY ] = E[Cov[X ′AY , Y ′BY |X]]
+ Cov[E[X ′AY |X], E[Y ′BY |X]]
= E[X ′ACov[Y , Y ′BY |X]]
+ Cov[X ′AE[Y |X], E[Y ′BY |X]]
= E[X]′ACov[Y , Y ′BY ] + Cov[X ′AY , 1]︸ ︷︷ ︸
=0
E[Y ′BY ]
= E[X]′ACov[Y , Y ′BY ].
(C.22)
Setting Z = (Y − µY ), we have E[Z] = 0 and using the identity found in (C.11)
leads us to
Cov[Y , Y ′BY ] = Cov[µY + Z, (µY + Z)′B(µY + Z)]
= Cov[Z, µY
′BµY + 2µY ′BZ + Z ′BZ]
= Cov[Z, 2µY
′BZ + Z ′BZ]
= Cov[Z, 2µY
′BZ] + Cov[Z,Z ′BZ]
= 2Cov[Z,Z]BµY + Cov[Z,Z
′BZ]
= 2ΣY Y BµY +MY 3b.
(C.23)
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Hence
Cov[X ′AY , Y ′BY ] = 2µX ′AΣY Y BµY + µX ′AMY 3b. (C.24)

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