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Crossed produt by an arbitrary endomorphism
B. K. Kwa±niewski, A. V. Lebedev
Abstrat
Starting from an arbitrary endomorphism δ of a unital C∗-algebra A we on-
strut a rossed produt. It is shown that the natural onstrution depends not
only on the C∗-dynamial system (A, δ) but also on the hoie of an ideal J
orthogonal to Ker δ.
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Introdution
The rossed produt of a C∗-algebra A by an automorphism δ : A → A is dened as a
universal C∗-algebra generated by a opy of A and a unitary element U satisfying the
relations
δ(a) = UaU∗, δ−1(a) = U∗aU, a ∈ A.
On one hand, algebras arising in this way (or their versions adapted to ations of groups
of automorphisms) are very well understood and beame a part of a C∗-folklore [KR86℄,
[Ped79℄. On the other hand, it is very symptomati that, even though the rst attempts
on generalizing this kind of onstrutions to endomorphisms go bak to 1970s, artiles
introduing dierent denitions of the related objet appear almost ontinuously until
the present-day, see, for example, [CK80℄, [Pas80℄, [Sta93℄, [Mur96℄, [Exel94℄, [Exel03℄,
[Kwa05℄, [ABL05℄. This phenomenon is aused by very fundamental problems one has
to fae when dealing with rossed produts by endomorphisms. Namely, one has to
answer the following questions:
(i) What relations should the element U satisfy?
2 Crossed produt by endomorphism
(ii) What should be used in plae of δ−1?
It is important that in spite of the substantial freedom of hoie (in answering the
foregoing questions), all the above listed papers do however have a ertain nontrivial
intersetion. They mostly agree, and simultaneously boast their greatest suesses, in
the ase when dynamis is implemented by monomorphisms with a hereditary range.
In view of the reent artiles [BL05℄, [ABL05℄, [Kwa07a℄, this oinidene is ompletely
understood. It is shown in [BL05℄ that in the ase of monomorphism with hereditary
range there exists a unique non-degenerate transfer operator δ∗ for (A, δ), alled by
authors of [BL05℄ a omplete transfer operator, and the theory goes smooth with δ∗ as
it takes over the role lassially played by δ−1. The C∗-dynamial systems of this sort
will be alled partially reversible.
If the pair (A, δ) is of the above desribed type then A is alled a oeient algebra.
This notion was introdued in [LO04℄ where its investigation and relation to the ex-
tensions of C∗-algebras by partial isometries was laried. Further in [BL05℄ a ertain
riterion for a C∗-algebra to be a oeient algebra assoiated with a given endomor-
phism was obtained. On the base of the results of these papers one naturally arrives at
the onstrution of a ertain rossed produt whih was implemented in [ABL05℄. It
was also observed in [ABL05℄ that in the most natural situations the oeient algebras
arise as a result of a ertain extension proedure on the initial C∗-algebra. Sine the
rossed produt is (should be) an extension of the initial C∗-algebra one an onsider
the onstrution of an appropriate oeient algebra as one of the most important
intermediate steps in the proedure of onstrution of the rossed produt itself. Thus
one arrives at the next natural problem: an we extend a C∗-dynamial system asso-
iated with an arbitrary endomorphism to a partially reversible C∗-dynamial system?
In the ommutative C∗-algebra situation the orresponding proedure and the expliit
desription of maximal ideals of the arising C∗-algebra is given in [KL03℄. On the base
of this onstrution the general onstrution of the rossed produt assoiated to an
arbitrary endomorphism of a ommutative C∗-algebra is presented in [Kwa05℄. Further
the general onstrution of an extension of a C∗-dynamial system assoiated with an
arbitrary endomorphism to a partially reversible C∗-dynamial system is worked out
in [Kwa07a℄, [Kwa07b℄. Therefore the mentioned results of [BL05℄, [ABL05℄, [Kwa07a℄,
[Kwa07b℄, give us the key to onstrut a general rossed produt starting from a C∗-
dynamial system assoiated with an arbitrary endomorphism, and this is the theme
of the present artile, see also Remark 1.5.
The main novelty here is
(i) the expliit desription of the rossed produt based on the worked out matrix
alulus presented in Setion 2,
and an observation of (in a way unexpeted) phenomena that
(ii) in general the universal onstrution of the rossed produt depends not only on
the algebra A and an endomorphism δ one starts with but also on the hoie of
an (arbitrary) singled out ideal J orthogonal to the kernel of δ (see Setion 1).
So in fat we have a variety of rossed produts depending on J .
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The paper is organized as follows.
In the rst setion we reall a notion of ovariant representation of C∗-dynamial
system whih appear in a similar or idential form, for instane, in [Kwa07b℄, [LO04℄,
[Kwa05℄, [Exel03℄, [Mur96℄, [Sta93℄. We split a lass of ovariant representation into
sublasses aording to a ertain ideal they determine, and explain a role this distintion
plays in the present artile. Setion 2 ontains a matrix alulus whih desribes an
algebrai struture of the rossed produt and in Setion 3 we alulate the appropriate
norms. Gathering the fats from the previous setions we dene rossed produt in
Setion 4. In the nal setion we inlude theorems onerning representations of the
newly dened objet.
1 Covariant representations and orthogonal ideals
In this setion we disuss interrelations between ovariant representations and orthog-
onal ideals. In partiular, we indiate (in Remark 1.5) a denition of the rossed
produt.
Let (A, δ) be a pair onsisting of a C∗-algebra A, ontaining an identity and an
endomorphism δ : A → A. Throughout the paper the pair (A, δ) will be alled a
C∗-dynamial system.
Denition 1.1. Let (A, δ) be a C∗-dynamial system. A triple (π, U,H) onsisting of
a non-degenerate faithful representation π : A → B(H) on a Hilbert spae H and a
partial isometry U ∈ B(H) satisfying
Uπ(a)U∗ = π(δ(a)), a ∈ A, U∗U ∈ π(A)′,
will be alled a ovariant representation of (A, δ).
The rst named author desribed in [Kwa07b℄ a proedure of extending any C∗-
dynamial system (A, δ) up to a system (A+, δ+) with a property that a kernel of δ+
is unital. Moreover, the resulting system (A+, δ+) is in a sense the smallest extension
of (A, δ) possessing that property, see [Kwa07b℄. Let us now slightly generalize this
onstrution, whih will be essential for our future purposes.
Let (A, δ) be a C∗-dynamial system and denote by I the kernel of δ : A → A. We
shall say that an ideal J in A is orthogonal to I if
I ∩ J = {0}.
There exists the biggest ideal orthogonal to I (in the sense that it ontains all other
orthogonal ideals to I) and we shall denote it by I⊥. This ideal ould be dened
expliitly. Namely if we let
hull (I) = {x ∈ PrimA, x ⊃ I}
then we have
I =
⋂
x∈hull (I)
x, I⊥ =
⋂
x∈PrimA\hull (I)
x.
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Alternative expliit denition of I⊥ an be found in [Kwa07b℄.
Our onstrution will depend on the hoie of an ideal orthogonal to I. Let us single
out a ertain ideal J whih is orthogonal to I in A, that is
{0} ⊂ J ⊂ I⊥.
By AJ we denote the diret sum of quotient algebras
AJ =
(
A/I
)
⊕
(
A/J
)
,
and we set δJ : AJ → AJ by the formula
AJ ∋
(
(a + I)⊕ (b+ J)
) δJ−→ (δ(a) + I)⊕ (δ(a) + J) ∈ AJ . (1)
Routine veriation shows that
Ker δJ = (0, A/J) (2)
Sine I = Kerδ it follows that an element δ(a) does not depend on the hoie of
a representative of a + I and so the mapping δJ is well dened. Clearly, δJ is an
endomorphism and its kernel is unital with the unit of the form (0 + I)⊕ (1 + J).
Moreover, the C∗-algebra A embeds into C∗-algebra AJ via
A ∋ a 7−→
(
a+ I
)
⊕
(
a+ J
)
∈ AJ . (3)
Sine I∩J = {0} this mapping is injetive and we shall treatA as the orresponding
subalgebra of AJ . Under this identiation δJ is an extension of δ.
The main motivation of the preeding onstrution is the following statement.
Proposition 1.2. Let (π, U,H) be a ovariant representation of (A, δ) and let
I = {a ∈ A : (1− U∗U)π(a) = π(a)}, J = {a ∈ A : U∗Uπ(a) = π(a)}.
Then I is the kernel of δ and J is an ideal orthogonal to I. Moreover, if (AJ , δJ) is
the extension of (A, δ) onstruted above, then π uniquely extends to the isomorphism
π˜ : AJ → C∗(π(A), U∗U) suh that (π˜, U,H) is a ovariant representation of (AJ , δJ).
Namely π˜ is given by
π˜(a+ I ⊕ b+ J) = U∗Uπ(a) + (1− U∗U)π(b), a, b ∈ A. (4)
Proof. Observe that
U(U∗Uπ(a))U∗ = Uπ(a)U∗ = U(U∗Uπ(a))U∗
and
U∗(Uπ(a)U∗)U = U∗Uπ(a).
Therefore the mappings
U(·)U∗ : U∗Uπ(a) 7→ π(δ(a)),
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U∗(·)U : π(δ(a)) 7→ U∗Uπ(a)
establish an isomorphism U∗Uπ(A) ∼= π(δ(A)), (U∗Uπ(a) 7→ π(δ(a))). Thus
δ(a) = 0⇐⇒ π(δ(a)) = 0⇐⇒ U∗Uπ(a) = 0⇐⇒ (1− U∗U)π(a) = π(a).
Whih means that I is the kernel of δ.
It is lear that J is an ideal orthogonal to I. If π˜ : AJ → C∗(π(A), U∗U) is onto
and (π˜, U,H) is a ovariant representation of (AJ , δJ) then by [Kwa07b, Proposition
1.5℄ we have
U∗U = π˜(1 + I ⊕ 0 + J).
Thus π˜ is of the form (4). Conversely, formula (4) denes an isomorphism whih follows
from the denitions of I and J . It is readily heked that (π˜, U,H) is a ovariant
representation of (AJ , δJ). 
Remark 1.3. The larger ideal J is the smaller AJ is. Namely, sine KerδJ = (0, A/J)
(reall (2)) it follows that as J varies from {0} to I⊥ the kernel of δJ varies from (0, A)
to (0, A/I⊥). On the other hand, in view of (1) and (3), the image of δJ is always
isomorphi to A/I (the rst summand of AJ) and thereby it does not depend on the
hoie of J . The ase when J = I⊥ was onsidered in [Kwa07b℄, see disussion below.
Proposition 1.2 makes it natural to introdue the following denition.
Denition 1.4. Let (π, U,H) be a ovariant representation (π, U,H) of (A, δ) and J
an ideal in A orthogonal to kernel of δ. If (π, U,H) and J are ombined with eah
other via equality
J = {a ∈ A : U∗Uπ(a) = π(a)}
then we shall say that (π, U,H) is a ovariant representation assoiated with the ideal
J and also that J is the ideal assoiated to ovariant representation (π, U,H).
Remark 1.5. We stress that in view of Proposition 1.2 and results of [Kwa07b℄ and
[ABL05℄ one ould proeed to dening rossed produt assoiated with an ideal J , right
away. Namely, if we x an ideal J orthogonal to kernel of δ then the algebra
C∗(π(A), U∗U) ∼= AJ
does not depend on the hoie of a ovariant representation (π, U,H) (as long as it is
assoiated with J). Furthermore, it was shown in [Kwa07b℄ that the algebra
B = C∗(
⋃
n∈N
U∗nπ(A)Un)
an be desribed in terms of the system (AJ , δJ), and therefore it also does not depend
on the hoie of (π, U,H). Obviously we have
UBU∗ ⊂ B, U∗BU ⊂ B, U∗U ∈ Z(B)
whih means that B is a oeient algebra for C∗(π(A), U) and the C∗-dynamial sys-
tem on B, with dynamis implemented by U , is partially reversible. Thus we an apply
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the rossed produt elaborated in [ABL05℄ to the extended partially reversible system
on B (whih is uniquely determined by (A, δ) and J).
Summing up, the onstrution of rossed produt involve essentially two steps: ex-
tending an irreversible system on A up to a partially reversible system on B, and then
attahing the rossed produt to the extended system. Suh an approah was explored
in the ommutative ase in [Kwa05℄. In ontrast to this two (or even three) step on-
strution, in the present paper, however, we propose a diret approah whih provides
us with a one more interesting, integral point of view.
In view of Proposition 1.2 and [Kwa07b, Theorem 3.7℄, f. above remark, we have
the following highly non-trivial statement.
Theorem 1.6. Let J be an arbitrary ideal in A having zero intersetion with the kernel
of δ. There exists a ovariant representation assoiated with the ideal J .
The rst named author introdued in [Kwa07b℄ a notion of a strit ovariant rep-
resentation where by a strit ovariant representation of (A, δ) he meant a ovariant
representation (π, U,H) suh that
U∗U = 1− s lim
λ∈Λ
π(µλ) (5)
where {µλ}λ∈Λ is an approximate unit in the kernel I of δ. It follows that if (π, U,H)
satises (5) it is assoiated with the ideal I⊥, f. [Kwa07b, Remark 1.11℄. However the
onverse statement is not true.
Example 1.7. Let A = c be the algebra of all onverging sequenes (numbered by
1, 2, 3, 4, ...) and let δ be an endomorphism of A whih maps a sequene (a(1), a(2), ...)
onto a onstant one (a(∞), a(∞), ...) where a(∞) = limk→∞ a(k). Then the kernel
I = c0 of δ is the algebra of all sequenes onverging to zero. Let H = l2(Z) and dene
π : A → L(H) by
(π(a)h)(k) =
{
a(k)h(k), k > 0
a(∞)h(k), k ≤ 0
.
Let us onsider the family of o-isometries Un ∈ L(H), n = 0, 1, 2, ..., where
(U∗nh)(k) =
{
h(−2k + 1− n), k > 0
h(2k − n), k ≤ 0
.
Then for every n the triple (π, Un, H) is a ovariant representations assoiated with
I⊥. However, (π, Un, H) satises (5) if and only if n = 0.
2 Matrix alulus for ovariane algebras
In this setion we desribe a ertain matrix alulus that will be an algebrai framework
for onstruting our prinipal objet  the rossed produt.
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We denote byM(A) the set of innite matries {aij}i,j∈N with entries in A indexed
by pairs of natural numbers suh that the oeients aij are of the form
aij ∈ δ
i(1)Aδj(1), i, j ∈ N,
and there is at most nite number of aij whih are non-zero.
We will take advantage of this standard matrix notation when dening operations
on M(A) and investigating a natural homomorphism from M(A) to the ovariane
algebras generated by ovariant representations. However, when investigating norm
of elements in ovariane algebras, it more handy to index the entries of an element
in M(A) by a pair onsisting of a natural number and an integer. Hene we shall
paralellely use two notations onerning matries in M(A). Namely, we presume the
following identiations
aij = a
(j−i)
min{i,j}, i, j ∈ N, a
(k)
n =
{
an,k+n, k ≥ 0
an−k,n, k < 0
n ∈ N, k ∈ Z,
under whih we have two equivalent matrix presentations
a00 a01 a02 · · ·
a10 a11 a12 · · ·
a20 a21 a22 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
 =

a
(0)
0 a
(1)
0 a
(2)
0 · · ·
a
(−1)
0 a
(0)
1 a
(1)
1 · · ·
a
(−2)
0 a
(−1)
1 a
(0)
2 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
 .
The use of one of this onventions will always be lear from the ontext.
We dene the addition, multipliation by salar, and involution onM(A) in a natural
manner. Namely, let a = {aij}i,j∈N and b = {bij}i,j∈N. We put
(a+ b)m,n = am,n + bm,n, (6)
(λa)m,n = λam,n (7)
(a∗)m,n = a
∗
n,m. (8)
Moreover, we introdue a onvolution multipliation "⋆" onM(A), whih is a reetion
of the operator multipliation in ovariane algebras. We set
a ⋆ b = a ·
∞∑
j=0
Λj(b) +
∞∑
j=1
Λj(a) · b (9)
where · is the standard multipliation of matries and mapping Λ :M(A)→M(A) is
dened to at as follows: Λ(a)ij = δ(ai−1,j−1), for i, j > 1, and Λ(a)ij = 0 otherwise,
that is Λ assumes the following shape
Λ(a) =

0 0 0 0 · · ·
0 δ(a00) δ(a01) δ(a02) · · ·
0 δ(a10) δ(a11) δ(a12) · · ·
0 δ(a20) δ(a21) δ(a22) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 . (10)
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Proposition 2.1. The set M(A) with operations (6), (7), (8), (9) beomes an algebra
with involution.
Proof. The only thing we show is the assoiativity of the multipliation (9), the
rest is straightforward. For that purpose we note that Λ preserves the standard matrix
multipliation and thus we have
a ⋆ (b ⋆ c) = a ⋆
(
b ·
∞∑
j=0
Λj(c) +
∞∑
j=1
Λj(b) · c
)
= a
∞∑
k=0
Λk
(
b
∞∑
j=0
Λj(c) +
∞∑
j=1
Λj(b)c
)
+
∞∑
k=1
Λk(a)
(
b
∞∑
j=0
Λj(c) +
∞∑
j=1
Λj(b)c
)
=
∞∑
k,j=0
aΛk(b)Λj(c) +
∞∑
k=1,j=0
Λk(a)b · Λj(c) +
∞∑
k,j=1
Λk(a)Λj(b)c
=
(
a
∞∑
k=0
Λk(b) +
∞∑
k=1
Λk(a)b
) ∞∑
j=0
Λj(c) +
∞∑
j=1
Λj
(
a
∞∑
k=0
Λk(b) +
∞∑
k=1
Λk(a)b
)
c
(
a ·
∞∑
k=0
Λk(b) +
∞∑
k=1
Λk(a) · b
)
⋆ c = (a ⋆ b) ⋆ c.

We embed A into M(A) by identifying element a ∈ A with a matrix {amn}m,n∈N
where a00 = a and amn = 0 if (m,n) 6= (0, 0). We also dene a partial isometry
u = {umn}m,n∈N inM(A) suh that u01 = δ(1) and umn = 0 if (m,n) 6= (0, 1). In other
words, we adopt the following notation
u =

0 δ(1) 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
 and a =

a 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
 , for a ∈ A. (11)
One an easily hek that the
∗
-algebraM(A) is generated by u and A. Furthermore,
for every a ∈ A we have
u ⋆ a ⋆ u∗ = δ(a) and u∗ ⋆ a ⋆ u =

0 0 0 · · ·
0 δ(1)aδ(1) 0 · · ·
0 0 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
 .
Proposition 2.2. Let (π, U,H) be a ovariant representation of (A, δ). Then there
exists a unique
∗
-homomorphism Ψ(pi,U) fromM(A) onto a
∗
-algebra C∗0(π(A), U) gen-
erated by π(A) and U , suh that
Ψ(pi,U)(a) = π(a), a ∈ A, Ψ(pi,U)(u) = U.
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Moreover, Ψ(pi,U) is given by the formula
Ψ(pi,U)({am,n}m,n∈N) =
∞∑
m,n=0
U∗mπ(am,n)U
n, (12)
and thus C∗0 (π(A), U) = {
∑∞
m,n=0U
∗mπ(am,n)U
n : {am,n}m,n∈N ∈M(A)}.
Proof. It is lear that Ψ(pi,U) has to satisfy form (12). Thus it is enough to hek
that Ψ(pi,U) is a
∗
-homomorphism, and in fat we only need to show that Ψ(pi,U) is
multipliative as the rest is obvious. For that purpose let us x two matries a =
{am,n}m,n∈N, b = {bm,n}m,n∈N ∈M(A)}. We shall examine the produt
cp,r,s,t = U
∗pπ(ap,r)U
rU∗sπ(bs,t)U
t
Depending on the relationship between r and s we have two ases.
1) If s ≤ r then
cp,r,s,t = U
∗pπ(ap,r)U
r−s(UsU∗s)π(bs,t)U
t = U∗pπ(ap,r)U
r−sU∗r−sU r−sπ(bs,t)U
t
= U∗pπ(ap,r)U
r−sπ(bs,t)(U
∗r−sU r−s)U t = U∗pπ(ap,rδ
r−s(bs,t))U
t+r−s
Putting r − s = j, r = i, p = m and t+ r − s = n we get
cp,r,s,t = U
mπ(am,iδ
j(bi−j,n−j))U
n
and thus∑
s,r∈N
s≤r
cm,r,s,n−r+s =
∞∑
j=0
∞∑
i=j
Umπ(am,iδ
j(bi−j,n−j))U
n = Umπ(
(
a ·
∞∑
j=0
Λj(b)
)
m,n
)Un
2) If r < s then
cp,r,s,t = U
∗pπ(ap,r)(U
rU∗r)U∗s−rπ(bs,t)U
l = U∗pπ(ap,r)U
∗s−rU r−sU∗r−sπ(bs,t)U
t
= U∗p(U∗s−rUs−r)π(ap,r)U
∗s−rπ(bs,t)U
t = U∗p+s−rπ(δs−r(ap,r)bs,t)U
t
Putting s− r = j, r = i, p+ s− r = m and t = n we get
cp,r,s,t = U
mπ(δj(am−j,i−j)bi,n)U
n
and thus∑
s,r∈N
r<s
cm−s+r,r,s,n =
∞∑
j=1
∞∑
i=j
Umπ(δj(am−j,i−j)bi,n)U
n = Umπ(
( ∞∑
j=0
Λj(a) · b
)
m,n
)Un
Using the formulas obtained in 1) and 2) we have
Ψ(pi,U)(a)Ψ(pi,U)(b) =
∑
p,r,s,t∈N
cp,r,s,t =
∑
p,r,s,t∈N
s≤r
cp,r,s,t +
∑
p,r,s,t∈N
r<s
cp,r,s,t
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=
∑
m,r,s,n∈N
s≤r, n≤r−s
cm,r,s,n−r+s +
∑
m,r,s,n∈N
r<s,m≤s−r
cm−s+r,r,s,n =
∑
m,n∈N
U∗m(a ⋆ b)m,nU
n = Ψ(pi,U)(a ⋆ b)
and the proof is omplete. 
We now examine the struture ofM(A). We shall say that a matrix {a(m)n }n∈N,m∈Z
in M(A) is k-diagonal, where k is an integer, if it satises the ondition
a(m)n 6= 0 =⇒ m = k.
In other words k-diagonal matrix is the one of the form
 0
0

k
if k ≥ 0, or if k < 0.
 0
0
|k|
The linear spae onsisting of all k-diagonal matries will be denoted by Mk. These
will orrespond to spetral subspaes.
Proposition 2.3. The spaes Mk dene a Z-gradated algebra struture on M(A).
Namely
M(A) =
⊕
k∈Z
Mk,
and for every k, l ∈ Z we have the following relations
M∗k =M−k, Mk ⋆Ml ⊂Mk+l.
In partiular, M0 is a ∗-algebra, Mk ⋆M−k is a self-adjoint two sided ideal in M0.
Moreover
Mk ⋆M
∗
k ⋆Mk =Mk, Mk ⋆M
∗
k ⋆Ml ⋆M
∗
l =Ml ⋆M
∗
l ⋆Mk ⋆M
∗
k.
Proof. RelationsM∗k =M−k, Mk ⋆Ml ⊂ Mk+l and (Mk ⋆M
∗
k)
∗ = (Mk ⋆M∗k)
an be heked by means of an elementary matrix alulus. Using these relations we
get
M0 ⋆ (Mk ⋆M
∗
k) = (M0 ⋆Mk) ⋆M
∗
k ⊂Mk ⋆M
∗
k,
(Mk ⋆M
∗
k) ⋆M0 =Mk ⋆ (M
∗
k ⋆M0) ⊂ (Mk ⋆M
∗
k),
and thus Mk ⋆M∗k is an ideal inM0. Sine the produt of two ideals is equal to their
intersetion we haveMk ⋆M∗k ⋆Ml ⋆M
∗
l =Ml ⋆M
∗
l ⋆Mk ⋆M
∗
k. In order to see that
Mk ⋆M∗k ⋆Mk = Mk one readily heks that the identity 1k in Mk ⋆M
∗
k satises
1ka = a for every a ∈Mk. 
Proposition 2.3 indiates in partiular that M0 may be regarded as a oeient
algebra for M(A). This will be showed expliitly in Proposition 2.6.
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Corollary 2.4. Let (π, U,H) be ovariant representation of (A, δ) and let Bk = Ψ(pi,U)(Mk)
be the linear spae onsisting of the elements of the form
N∑
n=0
U∗nπ(a(k)n )U
n+k, if k ≥ 0, or
N∑
n=0
U∗n+|k|π(a(k)n )U
n, if k < 0.
Then for every k and l ∈ Z we have the following relations
B∗k = B−k, BkBl ⊂ Bk+l
In partiular, B0 is a C
∗
-algebra, BkB
∗
k is a self-adjoint two sided ideal in B0 and
BkB
∗
kBk = Bk, BkB
∗
kBlB
∗
l = BlB
∗
l BkB
∗
k .
The importane of B0 was observed in [LO04℄ and is laried by the next proposi-
tion, see [LO04, Proposition 2.4℄.
Proposition 2.5. Let (π, U,H) be ovariant representation of (A, δ) and adopt the
notation from Theorem 2.2 and Corollary 2.4. Every element a ∈ C∗0 (π(A), U) an be
presented in the form
a =
∞∑
k=1
U∗ka−k +
∞∑
k=0
akU
∗k
where a−k ∈ B0π(δ
k(1)), ak ∈ π(δ
k(1))B0, k ∈ N, and only nite number of these
oeients are non-zero.
We shall now formulate a similar result onerningM(A). For eah k ∈ Z we dene
a mapping Nk :M(A)→M0, k ∈ Z, that arries a k-diagonal onto a 0-diagonal and
delete all the remaining ones. Namely, for a = {a(k)n } we set
[Nk(a)]
(m)
n =
{
a
(k)
n if m = 0,
0 otherwise ,
k ∈ Z.
One readily heks that for k ≥ 0 we have Nk(Mk) = M0 ⋆ δk(1), N−k(M−k) =
δk(1) ⋆M0. Thus we get that the algebra M0 onsists of elements that play the role
of Fourier oeients in M(A).
Proposition 2.6. Every element a of M(A) is uniquely presented in the form
a =
∞∑
k=1
u∗k ⋆ a−k +
∞∑
k=0
ak ⋆ u
∗k
where u is given by (11) and a−k ∈M0 ⋆ δk(1), ak ∈ δk(1)⋆M0, k ∈ N, and only nite
number of these oeients is non-zero. Namely, ak = Nk(a) for k ∈ Z.
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3 Norm evaluation of elements in C∗0(π(A), U)
In this setion we gather a number of tehnial results onerning norm evaluation of
elements in C∗0(π(A), U). We shall make use of these results in the subsequent setions.
The mappings Nk :Mk →M0 fators through Φ(pi,U) to mappings Nk : Bk → B0.
Proposition 3.1. Let (π, U,H) be a ovariant representation of (A, δ) and let k ∈ Z.
Then the norm ‖a‖ of an element a ∈ Bk orresponding to the matrix {a
(m)
n }n∈N,m∈Z
in Mk is given by
lim
n→∞
max
{
max
i=1,...,n
∥∥∥(1− U∗U) i∑
j=0
π(δi−j(a
(k)
j ))
∥∥∥, ∥∥∥U∗Uπ(a(k)n )∥∥∥
}
.
In partiular the mapping Nk : Bk → B0 given by
Nk(Φ(pi,U)(a)) = Φ(pi,U)(Nk(a)), a ∈Mk.
is a well dened linear isometry establishing the following isometri isomorphisms
Bk ∼= B0δ
k(1), if k ≥ 0, Bk ∼= δ
|k|(1)B0, if k < 0.
Proof. Let us assume that k ≥ 0. Let N be suh that a(k)m = 0 for m > N . Then,
similarly as it was done in [Kwa07b, Proposition 3.1℄, one heks that dening
ai = (1− U
∗U)π(
i∑
j=0
δi−j(a
(k)
j )), i = 0, ..., N, aN+1 = U
∗Uπ(a
(k)
N ),
we have
a =
(
a0 + U
∗a1U + ...+ U
∗N (aN + aN+1)U
N
)
Uk (13)
where
ai ∈ (1−U
∗U)π(δi(1)Aδi+k(1)), i = 0, ..., N, aN+1 ∈ U
∗Uπ(δN(1)AδN+k(1)), (14)
Sine Uk is a partial isometry, fomulae (13) and (14) imply the following equalities
‖a‖ = ‖(a0 + U
∗a1U + ... + U
∗N (aN + aN+1)U
N )UkU∗k‖
= ‖a0π(δ
k(1)) + U∗a1π(δ
k+1(1))U + ...+ U∗N (aN + aN+1)π(δ
k+N(1))UN‖
= ‖a0 + U
∗a1U + ... + U
∗N (aN + aN+1)U
N‖ = max
i=0,...,N+1
‖ai‖,
where the nal equality follows from (14) and the fat that U∗jU j − U∗j+1U j+1,
j = 0, .., N , and U∗N+1UN+1 are pairwise orthogonal projetions lying in π(A)′, f.
[Kwa07b, Proposition 3.1℄. This proves the ase when k ≥ 0.
In the ase of negative k one may apply the part of proposition proved above to the
adjoint a∗ of the element a and thus the hypotheses follows. 
We denote by
d(a,K) = inf
b∈K
‖a− b‖
the usual distane of an element a from the set K. The denition of an ideal assoiated
to a ovariant representation (Denition 1.4) and a known fat expressing quotient
norms in terms of projetions, see for instane, [KR86, Lemma 10.1.6℄, gives us the
following
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Corollary 3.2. If (π, U,H) is a ovariant representation of (A, δ) assoiated with an
ideal J and I denotes the kernel of δ, then the norm of an element a ∈ Bk orresponding
to a matrix {a(m)n }n∈N,m∈Z in Mk is given by
‖a‖ = lim
n→∞
max
{
max
i=1,...,n
{
d
( i∑
j=0
δi−j(a
(k)
j ), J
)}
, d(a(k)n , I)
}
.
In partiular, the spaes Bk, k ∈ Z do not depend on the hoie of ovariant represen-
tation assoiated with a xed ideal J orthogonal to I.
We showed in Proposition 3.1 that for an arbitrary ovariant representation (π, U,H),
the mappings Nk fator through to the mappings Nk ating on spaes Bk, in general
however, Nk :M(A)→ B0 do not fator through Ψ(pi,U) to the mappings ating on the
algebra C∗0(π(A), U). In fat, it is the ase i the ovariant representation (π, U,H)
satises a ertain property we are just about to introdue.
Denition 3.3. We shall say that a ovariant representation (π, U,H) of (A, δ) pos-
sesses the property (∗) if for any a ∈ C∗0(π(A), U) given by a matrix {amn}m,n∈N ∈
M(A) the inequality
‖
∑
m∈N
U∗mπ(am,m)U
m‖ ≤ ‖
∑
m,n∈N
U∗mπ(am,n)U
n‖, (∗)
holds. In view of Corollary 3.2 the above equality ould be equivalently stated in the
form
lim
n→∞
max
{
max
i=1,...,n
{
d
( i∑
j=0
δi−j(aj,j), J
)}
, d(an,n, I)
}
≤ ‖a‖, (∗)
where (π, U,H) is assoiated with an ideal J and I is the kernel of δ.
The next result, see [LO04, Theorem 2.8℄, indiates that under the fulllment
of property (*) elements of B0 play the role of 'Fourier' oeients in the algebra
C∗0(π(A), U).
Theorem 3.4. Let (π, U,H) be ovariant representation possessing the property (∗)
then the mappings Nk : C∗0(π(A), U)→ B0, k ∈ Z, given by formulae
Nk(Φ(pi,U)(a)) =
∑
n∈N
U∗nπ(a(k)n )U
n, (15)
where {a(m)n }n∈N,m∈Z ∈ M(A), are well dened ontrations and thus they extend
uniquely to bounded operators on C∗(π(A), U). In partiular, every element a ∈
C∗0(π(A), U) an be uniquely presented in the form
a =
∞∑
k=1
U∗ka−k +
∞∑
k=0
akU
∗k
where a−k ∈ B0π(δ
k(1)), ak ∈ π(δ
k(1))B0, k ∈ N, namely, ak = Nk(a), k ∈ Z.
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Let us also reall [LO04, Theorem 2.11℄.
Theorem 3.5. If (π, U,H) possess the property (∗), then for any element a in C∗0(π(A), U)
we have
‖a‖ = lim
k→∞
4k
√
‖N0 [(aa∗)2k]‖ (16)
where N0 is the mapping dened by (15).
Using the above results one sees that in the presene of property (∗) the norm
of an element a ∈ C∗0 (π(A), U) may be alulated only in terms of the elements of
A. Indeed, as N0
[
(aa∗)2k
]
belongs to B0 one an apply Corollary 3.2 to alulate
‖N0
[
(aa∗)2k
]
‖ in terms of the matrix from M(A) orresponding to a. However in
pratie, the alulation of the matrix orresponding to the element (aa∗)2k starting
from a, see formula (9), seems to be an extremely diult task.
4 Crossed produt
Now we proeed to the desription of the goal (the main objet) of the artile.
The set M(A) with operations (6), (7), (8), (9) is an algebra with involution. We
dene a seminorm onM(A) that will depend on the hoie of an orthogonal ideal. Let
J be a xed ideal in A having zero intersetion with kernel of δ. Let
‖|a‖|J :=
∑
k∈Z
lim
n→∞
max
{
max
i=1,...,n
{
d
( i∑
j=0
δi−j(a
(k)
j ), J
)}
, d(a(k)n , I)
}
where a = {a(k)n }n∈N,k∈Z ∈M(A).
Proposition 4.1. The funtion ‖| · ‖|J dened above is a seminorm on M(A) whih
is
∗
-invariant and submulitpliative.
Proof. Let (π, U,H) be an arbitrary ovariant representation of (|A, δ) assoiated
with J . Suh representation does exist by Theorem 1.6. Then in view of Corollary 3.2
for every a ∈Mk, k ∈ Z, we have
‖|a‖| = ‖Φ(pi,U)(a)‖
where Φ(pi,U) :M(A)→ L(H) is the ∗-homomorphism dened in Proposition ??. Using
the fat that every element a ∈ M(A) an be presented in the form a =
∑
k∈Z a
(k)
where a(k) ∈ Mk one easily sees that ‖|| · ‖|| is
∗
-invariant seminorm. To show that it
is submultipliative take a =
∑
k∈Z a
(k) ∈M(A) and b =
∑
k∈Z b
(k) ∈M(A) suh that
a(k), b(k) ∈Mk. Then
‖|a ⋆ b‖| = ‖|
∑
k∈Z
a(k) ⋆
∑
l∈Z
b(l)‖| = ‖|
∑
k∈Z
∑
l∈Z
a(k) ⋆ b(l)‖| ≤
∑
k,l∈Z
‖|a(k) ⋆ b(l)‖|
=
∑
k,l∈Z
‖Φ(pi,U)(a
(k) ⋆ b(l))‖ ≤
∑
k,l∈Z
‖Φ(pi,U)(a
(k))‖ · ‖Φ(pi,U)(b
(l))‖
=
∑
k,l∈Z
‖|a(k)‖| · ‖|b(l)‖| =
∑
k∈Z
‖|a(k)‖|
∑
l∈Z
‖|b(l)‖| = ‖|a‖| · ‖|b‖|.

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Denition 4.2. Let (A, δ) be a C∗-dynamial system and J an ideal in A having a
zero intersetion with the kernel of δ. Let
C∗(A, δ, J)
be the enveloping C∗-algebra of the quotient ∗-algebraM(A)/‖| · ‖|J . The C∗-algebra
C∗(A, δ, J) will be alled a rossed produt of A by δ assoiated with J .
Regardless of J , omposing the quotient map with natural embedding of A into
M(A) one has an embedding of A into C∗(A, δ, J). Moreover, denoting by uˆ an
element of C∗(A, δ, J) orresponding to u ∈M(A) (see (11)), one sees that C∗(A, δ, J)
is generated by A and uˆ.
5 Isomorphism theorem
One a universal objet (the rossed produt) is dened it is reasonable to have its
faithful representation. This setion is devoted to the desription of the properties of
suh representations.
Theorem 5.1 (Isomorphism Theorem). Let J be an ideal in A having a zero inter-
setion with the kernel I of δ and let (πi, Ui, Hi), i = 1, 2, be ovariant representations
of (A, δ) assoiated with J and possessing the property (∗). Then the relations
Φ(π1(a)) := π2(a), a ∈ A, Φ(U1) := U2
gives rise to the isomorphism between the C∗-algebras C∗(π1(A), U1) and C∗(π2(A), U2).
Proof. LetB0,i be a
∗
-algebra onsisting of elements of the form
∑N
n=0 U
∗n
i πi(an)U
n
i ,
i = 1, 2. In view of Corollary 3.2, Φ extends to the isometri isomorphism from B0,1
onto B0,2. Moreover, we have
Φ(U1aU
∗
1 ) = U2(Φ(a))U
∗
2 , a ∈ B0,1.
Hene the assumptions of [LO04, Theorem 2.13℄ are satised and the hypotheses fol-
lows. 
Corollary 5.2. If (π, U,H) possess property (∗), then we have the ation α of the
group S1 on C∗(π(A), U) by authomorphisms given by
αz(π(a)) := π(a), a ∈ A, αz(U) := zU, z ∈ S
1.
Moreover the spaes Bk are the spetral subspaes orresponding to this ation, that is
we have
Bk = {a ∈ C
∗(A, U) : αz(a) = z
ka}.
In partiular, the C∗-algebra B0 is the xed point algebra for α.
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Proof. Let (π, U,H) be assoiated with J and let z ∈ S1. It is lear that
(π, zU,H) is also a ovariant representation of (A, δ) assoiated with J and (π, zU,H)
possess property (∗). Hene by using Theorem 5.1, αz extends to the isomorphism of
C∗(π(A), U) = C∗(π(A), zU). The remaining part of the statement is obvious. 
The next theorem is an immediate orollary of the previous statements and [LO04,
Theorem 2.15℄. It is another manifestation of the fat that the elements Nk(a), k ∈ Z,
should be onsidered as Fourier oeients for a ∈ C∗(π(A), U).
Theorem 5.3. Let (π, U,H) possess property (∗) and let
a ∈ C∗(π(A), U)
Then the following onditions are equivalent:
(i) a = 0;
(ii) Nk(a) = 0, k ∈ Z;
(iii) N0(a∗a) = 0.
The results presented above give us a possibility to write out a riterion for the
representation of the rossed produt to be faithful.
Theorem 5.4. If (π, U,H), is ovariant representations of (A, δ) assoiated with J ,
then relations
(π × U)(a) = π(a), (π × U)(uˆ) = U
determines in unique way an epimorphism π × U : C∗(A, δ, J)→ C∗(A, U). Moreover
π × U is an isomorphism i (π, U,H) possesses property (∗)
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