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with  robots  in  the environment. My work was  to define an audio system  for  the  robot. This audio 
system  that  I  have  to  realize  consists  on  a mobile  head which  is  able  to  follow  the  sound  in  its 










conditions  (without  reverberation  effects):  Indeed,  the  acoustic  problems  in  a  room  which  has 
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3. PRESENTATION OF THE UPC – PRESENTATION OF THE URUS 
PROJECT 
 






The Universitat Politècnica de Catalunya  (UPC)  is a public  institution dedicated to higher education 
and research that specializes in the fields of architecture, science and engineering. Their schools and 
research  centers  are  known,  nationally  and  internationally,  for  the  education  and  training  of 
professionals and for research in these areas. 
 
The  UPC  is  fully  engaged  in  the  country's  technological  progress;  the  quality  of  its  research  is 
recognized world‐wide. This  in  turn  informs  the education and  training of  researchers who will be 
capable  of  facing  future  technological  challenges.  Its  substantial  capacity  for  technology  transfer 




The UPC presents 5  campuses  located  in Barcelona, Castelldefels, Manresa, Sant Cugat del Vallès, 
Terrassa and Villanova  i  la Gertrù. This university contains 2 colleges  in Terrassa, two faculties, and 













in Mathematics  in  the  academic  year  1992‐1993.  In  the  same  academic  year  the  school  began 
offering a bachelor’s degree in Statistics, previously offered by the School of Informatics of the UPC.  
 
The  School  currently  has  some  500  students  enrolled.  It  participates  in  international  student 
exchanges through the Socrates Erasmus and Sicue Seneca programs, along with other, smaller scale, 
programs.   Currently  SMS  has  cooperative  agreements  with  other  Spanish,  European  and  South 
American universities. An agreement has also been signed with  l´Institute National de Grenoble  to 
allow  students  to  obtain  a  double  degree  in  Mathematics  and  Ingénieur  INPG/ENSIMAG.  
 
The master’s degrees offered are  in Applied Mathematics, Mathematical Engineering and Statistics 
and Operations Research. All  these degrees comply with  the requirements of  the European Higher 
Education Area (EHEA). 
The  Department  of  Automatic  Control  develops  applications  used  in  production,  advanced 
automation  and  biomedical  engineering  and  focuses  on  the  fields  of  control,  computer  vision, 
robotics  and  biomedical  signal  processing.  
 
The Department has several laboratories in Barcelona that are devoted to bioengineering, biomedical 
signals,  robotics,  computer  vision,  automation  and mobile  robotics.  It  has  another  laboratory  in 
Vilanova  i  la  Geltrú  and  several  research  facilities  on  the  Terrassa  Campus  that  concentrate  on 
control  engineering,  industrial  informatics,  advanced  control,  robotics  and  aeronautics.  The 
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3.2. THE URUS PROJECT 
3.2.1. Project summary  
 




free  circulation  of  cars.  Free  car  areas  imply  a  revolution  in  the  planning  of  urban  settings,  for 
example, by imposing new means for transportation of goods to the stores, security issues, new ways 




Given  the  broad  spectrum  of  an  initiative  like  this,  the URUS  project will  focus  on  designing  and 




intelligent  devices  (PDA,  mobile  telephones,  etc.)  and  communications.  The  main  scientific  and 
technological  challenges  that  will  be  addressed  in  the  project  are:  navigation  and  motion 
coordination  among  robots;  cooperative  environment  perception;  cooperative map  building  and 
updating;  task  negotiation  within  cooperative  systems;  human  robot  interaction;  and  wireless 
communication  strategies  between  users  (mobile  phones,  PDAs),  the  environment  (cameras, 
acoustic  sensors,  etc.),  and  the  robots.  Moreover,  in  order  to  facilitate  the  tasks  in  the  urban 
environment  and  the  human  robot  interaction,  commercial  platforms  that  have  been  specifically 
designed  to navigate and assist humans  in  such urban  settings will be given autonomous mobility 
capabilities, as well as a simple but friendly robot head. 
 
Proof‐of  concept  tests  of  the  hardware  and  the  software  systems  developed will  take  place  in  a 
pedestrian area of a city quarter of Barcelona.  
The  initiative  of  this  project  comes  from  the  European  Group  inside  of  the  Research  Atelier  on 
Network Robot Systems (NRS) (part of EURON) which is producing a Roadmap of Network Robots in 
Europe, one important company expert in communications and sensors, one SME company working 
on  augmenting  the  urban  robot  sensory  capabilities  to  produce  a  versatile  robot,  and  one 
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3.2.2. Project objectives  
 
The  general  objective  of  this  project  is  the  development  of  new  ways  of  cooperation  between 
network  robots  and  human  beings  and/or  the  environment  in  urban  areas,  in  order  to  achieve 
efficiently  tasks  that  in  the  other  way  can  be  very  complex,  time  consuming  or  too  costly.  For 
example,  the  cooperation  between  robots  and  video  cameras  can  solve  surveillance  problems  in 
urban  areas,  or  the  cooperation  between  robots  and  wireless  communication  devices  can  help 
people  in several ways. The focus of the project  is  in urban pedestrian areas, an  important topic  in 




Network  robots  is  a  new  concept  that  integrates  robots,  sensors,  communications  and  mobile 
devices  in  a  cooperative  way,  which means  not  only  a  physical  interconnection  between  these 
elements, but also,  for example,  the development of novel  intelligent methods of cooperation  for 




















The  first main objective of URUS  is  to develop an adaptable  cognitive network  robot architecture 
which integrates the basic functionalities required for the network robot system to do urban tasks. 
 
 Cooperative  localization  and  navigation:  The  specific  objective  is  to  extend  the  navigation 






Audio Localisation for Mobile Robots 
 Cooperative  perception  environment:  The  specific  objective  here  is  to  create  and  maintain  a 
consistent  view  of  the  urban  world  containing  dynamic  objects,  i.e.,  pedestrians,  vehicles 
(autonomous or conventional small transportation vehicles), by means of the  information provided 
by  the  robots  and  sensors  embedded  in  the  urban  environment.  Cooperative  surveillance  tasks 
including  the  fleet  of  robots  and  the  embedded  sensors will  be  addressed,  including  cooperative 
event detection and identification. The cooperation not only includes the fusion of data, but also the 




 Cooperative map  building  and  updating:  The  specific  objective  is  to  augment  the  classical  static 
Simultaneous  Localization  and Map Building  (SLAM) problem  to deal with dynamic  environments, 
and to be cooperative using not only a troupe of robots, but all the different elements of the NRS, 





 Human  robot  interaction:  The  specific  objective  is  developing  a  series  of  tools  to  have  a  robust 
communication  interface between robots and persons and a simple but friendly head for the urban 
robots.  A person will communicate to a robot by means of mobile phones, voice and gestures. The 
robot will  communicate  to  a  person  by  voice,  a  robot  screen  or  through  the mobile  phone.  The 
mobile phones will be the main communication interface that will allow the human beings to ask for 
assistance,  help  or  any  other  order,  and moreover  they  will  be  used  to  have  the  first  location 
approximation of  the person  in  the urban site  (this  last  task will be done  in work package 7). That 
means that we will define a bidirectional  language communication using mobile phones. The robot 
touch screen will be an  interactive device  to  interchange  information. The human gestures will be 
used  for  two actions:  to express very simple commands and  to  locate a person  in a specific urban 
point. An  important  issue will be to  locate precisely a person by  identifying  its gestures. Finally, we 





sensors  and  other  systems  of  the  environment.  In  this  project,  we  will  consider  a  set  of 
heterogeneous  robots with capabilities of  interaction with  the environment and with humans. The 
team of robots will be heterogeneous due to their motion capabilities (kinematic, dynamic), the type 
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is of uttermost  importance;  for  example, by  tracking  the person with  vision  sensors, by  aiding  in 
his/her localization from mobile phone signals, by identifying the person by his/her movements and 
by referring such data to a map (if such exists). With respect to transportation, some of the robots 
will be prepared  to  transport people  and  goods  (small  size).  Figure 1  shows  a  virtual  view of  the 
Guiding and Transportation of people and goods task.  
 




community  of  robots  will  have  special  sensors  and  they  will  have  to  cooperate  to  exchange 
information, and give their location to send an alarm when they detect something strange.  
 





full experiment will be  in  the Campus of  the Technical University of Catalonia,  in Barcelona, which 
includes streets, passages, and closed environment (shops, restaurants, offices); and secondly a more 
limited testing will be performed in a selected “Superblock” (Supermanzana) of the city of Barcelona. 
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The  robot  should  give  in  his  final  version  the  good  direction  of  the  audio  source.  This  objective 
doesn’t consider  the  fact  that reverberations  in a small room make  the detection really difficult  to 
find. Our system will present a solution of the problem only in adequate conditions. 
 





and  amplified  to  be  recovered  by  the  DSPIC,  which  will  be  used  to  treat  them  and  obtain  an 
indication of the direction. A servomotor will be used to operate the rotating movement of the axis 














This project  is a part of a the European project,  in which Spain, France, Switzerland,  Italy, Portugal 
and  the United Kingdom have  to  coordinate  their work  to  insert  a network of  robots  in order  to 
improve the quality of life in such urban areas. 




This  subject was put  forward  as  a  research  subject,  and was open  to many different possibilities. 
Total liberty permitted to develop a part more than the other, and to conduct the research where it 
seemed to be the most required. 




array processing  techniques, especially  for  teleconferencing and  large  room  recording, but also  for 
speech recognition. For this reason, it was not so hard to collect the different possibility in researches 
done by the past in the last years. 
After having  prepared  these options,  simulations  have been  realised  to  confirm  the  fact  that  the 





 After  that,  the  algorithm  of  detection  made  in  the  simulation  with  real  audio  signals  with  an 
Analogical/Digital  conversion  board  which  enabled  the  confirmation  of  the  availability  of  the 
simulation of our  solution,  and  to  give  an  indication on  the  reliability of  this  simulation work.  To 
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5. AUDIO LOCALIZATION FOR ROBOT 
 
5.1. INTRODUCTION 
This project will be explained  in the order that  it was that  it took place:  In first part, the two main 
ideas that were developed will be described. The theory will be established, and then we will then 
proceed  to presenting  the work  concerning  the  simulation of  these  two  solutions. After  that,  the 




These  solutions  do  not  consider  the  reverberation  of  the  environment  and  this  problem  is  not 
studied yet. 
The  implementation  of  an  algorithm  aimed  to  develop  passive  acoustical  source  localization  and 
tracking,  is presented by employing as  reference  framework of  the amplitude difference and  time 
difference  of  arrival.  In  order  to  reduce  the  computational  effort  and  facilitate  the  detection,  an 
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5.2. THEORICAL SOLUTIONS 
5.2.1 First solution: Amplitude comparison 






 The  law of  inverse  square  indicates  that  the amplitude of a  spherical  sound decreases by 6dB  for 
each doubled distance will have  a direct  impact on  the  interaural  amplitude difference. With  the 
same azimuth there will be an amplitude difference more  important for a source which  is near the 
ear (or the microphone) than for a distant one. This should be one of the problems of this solution.  
It  is  difficult  to  give  a  real  relation  of  this  effect  because  it  depends  on many  factors  like  the 
frequency and duration of the sound and others. 
 
The advantage of this system  is that the human head makes this difference more  important than  it 
should in relation to distance, acting as a barrier between the two ears. 
 















The disadvantage  is  that  the  signal  should be higher  in amplitude  than  the diode voltage  that will 
rectify the sinusoid. 
 
5.2.2 Second solution: Time differential of arrival 
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5.3 SIMULATIONS 
5.3.1. First simulation: Amplitude comparison 
Electronic simulation: 
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This  toolbox  (under  development)  is  a  collection  of  Matlab  functions  useful  for  simulating  and 
processing data  from audio array systems.  In array systems signals are processed with respect to a 
spatial  geometry  of  the  microphones  and  sources.  So  in  addition  to  typical  time  and  frequency 
characterizations  of  audio  sources  and  receivers,  positions  and  spatial  paths must  be  known  and 
incorporated into the processing. The Matlab functions in this toolbox have a standard convention for 





Collections  of  signals  associated  with  an  array  are  stored  columns‐wise  in  a  matrix  (row  indices 
correspond to time sample and column  indices correspond to signals from different microphones or 






in  a  plane  (2D).  If  one  dimension  is  given  the  algorithms  will  work  along  a  line,  which  may  be 
appropriate  in  applications  such  as  calibration  procedures  for  end‐fire  arrays  or  speed  of  sound 
measurements. 
 
The  field  of  view  (FOV)  defines  the  spatial  limits  for  analysis  or  imaging.  The  FOV  is  limited  to 
rectangular/cubic dimensions and  is a 2 column matrix denoting the coordinates of opposite corner 
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This Toolbox was exactly what I needed to simulate the signals with more reliability.  It was used to 
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Then, I made an  interactive simulation between my electronic simulated part, the signals simulated 
by the Toolbox, and the interface to verify that the system was efficient. At the end of the simulation, 
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Figure 12 : Simulation of the two audio waves at the end 
5.3.2 Second simulation: Time differential time of arrival 
The same tools were used to simulate the second solution. The audio Toolbox and the same interface 
were used to simulate the signals and the elements  in the room. The Toolbox was used to create a 
cross‐correlation  system  with  a  specific  function.  It  was  really  simple  to  create  a  simulated 







is  0.718 ms  for  the  extreme  angles.  If we  use  a  sample  time  of  10000  Hz,  the  accuracy  of  our 
measurement will be around the tenth of millisecond. Consequently, we will obtain 8 possible delay 
values and the good resolution for the angle would be around 10° (around because it is different for 
the  small  angles  than  for  larger  ones). Based  on  the  same  reasoning, with  a  sample  time  of  100 













































































to human ears. The  interactive simulation was not carried out  in  the second case because enough 
information had been gathered with different tests, with different simulations to observe this. 
To conclude, comparisons between  the angle calculated by  the cross‐correlation  function with  the 
approximation of the delay and the real angle are calculated with our coordinates in the interface. 
The  simulation  confirmed  the  fact  that  the  approximation of  the  angle  is more  important  for  the 
angles  on  the  extreme  azimuth  (90°  and  270°)  than  for  these  angles.  The  errors  depend  on  the 
sample time, the  length of the vectors and the  frequency. Working with 440 Hz, with more than a 
period for each signal, seems to be largely acceptable and realisable to have a good resolution for the 
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The output  impedance of the electret  is very high, and can not be connected directly to high or to 
very  low capacitive  impedance. For this reason, it  is  impossible to directly connect  it to a « classic » 
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The most  important element  to keep a good continuous signal was  to choose a good compromise 














These electronic parts have enabled  to obtain  the  two  sinusoidal  signals, and  the  two  continuous 
signals.  Thanks  to  an  A/D  converter  board  in  the  laboratory  and  a  Simulink  application,  it  was 
possible  to  receive  the  signals  in  the Matlab  workspace  and  try  the  algorithms  simulated  with 
Matlab. 
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signal  amplitude  has  to  be  more  than  the  diode  voltage  value.  Little  audio  signals  with  small 
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connectivity  interfaces  including  RS232,  USB,  CAN  and  I2C  bus.  The  rank  of  application  where 
ICM4011  is  suitable  and  very  extensive  (digital  processing,  motor  control,  bridges  between 






















Audio Localisation for Mobile Robots 
 
Figure 24 : ICM4011 architecture 
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-UNIVERSAL ASYNCHRONOUS RECEIVER TRANSMITTER (UART) 
MODULE 
















-THE DSP LIBRARY 
This  incorporated  library  enabled  us  to  apply  the  cross‐correlation with  our  two  vectors  of  150 





- MOTOR CONTROL (PWM Module) - SERVOMOTOR 
This was used to create a control signal for the servomotor. Like a lot of servomotors, this one needs 
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In this project, it corresponds to 16 milliseconds. After that, a calibration is necessary to set the good 
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The problem of  this algorithm  is  that  it  is  reset permanently. To  realize a monitoring of  the audio 
source, we  should  add  a  Kalman  algorithm  that would  avoid  the  steps  between  2  and  6  on  the 
previous scheme. It would permit to search continuously the source without turning in the two sides 














also  focused  on  the  preparation  to  the  final  implementation.  All  the  research  part  and  the 






too.  The  URUS  project  seems  to  be  a  very  interesting  and  complete  project  that  offers  a  lot  of 
different applications, but my work was not directly  linked to  it, because this first step towards the 
audio  localization  should  be  designed  alone  at  the  beginning.  Following  this  project,  it would  be 
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This  is  the  board  used  to  validate  the  theory  with  the  real  signals.  It  permits  to  convert  my 
continuous  and  sinusoid  signals  taken  from  the  electronic  circuit,  and  to  send  it  on  the Matlab 
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Figure 37: iCM4011 TOP VIEW 
 
