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Motion under stochastic resetting serves to model a myriad of processes in physics and beyond, but in most
cases studied to date resetting to the origin was assumed to take zero time or a time decoupled from the spatial
position at the resetting moment. However, in our world, getting from one place to another always takes time
and places that are further away take more time to be reached. We thus set off to extend the theory of stochastic
resetting such that it would account for this inherent spatio-temporal coupling. We consider a particle that starts
at the origin and follows a certain law of stochastic motion until it is interrupted at some random time. The
particle then returns to the origin via a prescribed protocol. We study this model and surprisingly discover that
the shape of the steady-state distribution which governs the stochastic motion phase does not depend on the
return protocol. This shape invariance then gives rise to a simple, and generic, recipe for the computation of the
full steady-state distribution. Several case studies are analyzed and a class of processes whose steady-state is
completely invariant with respect to the speed of return is highlighted. For processes in this class we recover the
same steady-state obtained for resetting with instantaneous returns—irrespective of whether the actual return
speed is high or low. Our work significantly extends previous results on motion with stochastic resetting and is
expected to find various applications in statistical, chemical, and biological physics.
I. INTRODUCTION
Stochastic motion with stochastic resetting is of consider-
able interest due to its broad applicability in statistical [1–5],
chemical [6–10], and biological physics [11, 12]; and due to
its importance in computer science [13–16] and the theory of
search and first-passage [17–19]. Particularly, in statistical
physics, such motion has become a focal point of recent stud-
ies owing to the rich non-equilibrium [1–5, 20–22] and first-
passage [23–28] phenomena it displays.
Motion with stochastic resetting is fairly simple to under-
stand: a process on the run is interrupted at a random point in
time and consequently reset to start anew. Noteworthy in this
regard is the paradigmatic, Evans-Majumdar, model for diffu-
sion with stochastic resetting [1, 2]. This model has led to a
large volume of work covering diffusion with resetting in the
presence of a potential field [4, 29, 30], in different geomet-
rical confinements [31–34], in higher dimensions [35], with
non-Poissonian resetting protocols [36–40], with interactions
[41–43], and more. The model was further extended to study
other, i.e., non-diffusive, stochastic processes under resetting
[17, 44–54].
In the Evans-Majumdar model, and many of its extensions,
resetting is taken to be instantaneous. This is quite unreal-
istic as it means that upon resetting the diffusing particle re-
turns to its initial position with an infinite velocity. However,
in reality, a particle cannot return (or be returned) to the ori-
gin in zero time. Several attempts were made to address this
issue e.g., by incorporating an overhead time (refractory pe-
riod) that follows each resetting event [6, 7, 21, 30, 53]; but
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FIG. 1. An illustration of motion with stochastic resetting and space-
time coupled returns to the origin. The dynamics consists of two
phases: (i) stochastic motion (blue), wherein the particle moves ac-
cording to a given law [in the example: Brownian motion], and (ii)
return (orange), wherein upon resetting the particle returns to its ini-
tial position according to some protocol [in the example with speed
vr(x) = 0.5+ 5exp(−5|x|)]. We study the probability densities ρM
(motion), ρR (return), and ρ = ρM + ρR (total) for this wide and
diverse class of processes; and develop a simple, invariance based,
recipe that allows their computation at the steady-state.
in all these attempts it was assumed that there is no direct
coupling between the overhead time and the position of the
particle at the resetting moment—which is again non-physical
since returning from afar usually takes longer. To address this
point, we have recently introduced a comprehensive theory for
first-passage under space-time coupled resetting, a.k.a, home-
range search, which does not make any assumptions on the
underlying stochastic motion and is furthermore suited to treat
generic return and home-stay strategies [55]. In this paper, we
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2set aside first-passage questions in attempt to understand spa-
tial properties of motion with stochastic resetting and space-
time coupled returns to the origin (Fig. 1).
II. MARKOV PROCESSES WITH STOCHASTIC
RESETTING AND SPACE TIME COUPLED RETURNS
We start with a Markovian setup which we later on general-
ize. Consider a particle undergoing stochastic motion and fur-
ther assume that the propagator which describes this stochas-
tic process obeys the following Master equation
∂tρ(x, t) =L0ρ(x, t), (1)
whereL0 is the infinitesimal generator of the process without
resetting. To introduce stochastic resetting with instantaneous
returns into the model imagine that at any small time interval
∆t the particle’s motion can be reset with probability r∆t. If
such resetting happens, the particle will teleport back to the
origin and start its motion anew. The corresponding master
equation then reads
∂tρ(x, t) =L0ρ(x, t)− rρ(x, t)+ rδ (x) . (2)
In this section, we will construct a set of master equations,
akin to Eq. (2), to describe motion with stochastic resetting
and space-time coupled returns to the origin. We consider a
situation in which the particle returns to the origin with a space
dependent velocity v(x) =−sgn(x)vr(x), where vr(x) > 0 is
the return speed and sgn(x) is the signum function (takes the
value: +1 if x> 0,−1 if x< 0, and zero otherwise). Note that
the signum function appears here because returning particles
move in the direction of the origin, i.e., to the left if x > 0
and to the right if x < 0. In what follows we will assume that
the return speed is continuous in the vicinity of the origin, i.e.
vr(0) = limx→0 vr(x).
Similar to the above, we will denote the propagator of
our process by ρ(x, t), but discriminate between two differ-
ent phases of motion: (i) the stochastic motion phase in which
the particle performs stochastic motion according to the law
described in Eq. (1); and (ii) the return phase in which, upon
resetting, the particle returns to its initial position as described
above. Our propagator thus has two contributions, one from
each phase, and it can be written as
ρ(x, t) = ρM(x, t)+ρR(x, t) , (3)
where ρM(x, t) and ρR(x, t) correspond to the probability den-
sities governing the stochastic motion and return phases re-
spectively. It is clear that ρM(x, t) and ρR(x, t) are not individ-
ually normalized as their sum is the total probability density
ρ(x, t) which is normalized to one. Evidently the probabilities
to find the particle in the motion and return phases are given
by
pM(t)≡ Prob(motion) =
∞∫
−∞
dy ρM(y, t),
pR(t)≡ Prob(return) =
∞∫
−∞
dy ρR(y, t),
(4)
where pM(t)+ pR(t) = 1 at all times.
We now set to find equations for ρM(x, t) and ρR(x, t),
and thus for the propagator ρ(x, t) which describes our pro-
cess. We start by considering the time evolution of the po-
sition distribution in the return phase ρR(x, t). To this end,
we recall that particles in the return phase move at velocity
v(x) =−sgn(x)vr(x). The probability flux at x due to such
particles is thus ∂x[sgn(x)vr(x)ρR(x, t)]. In addition, we note
that particles enter the return phase from the stochastic mo-
tion phase at a rate r, and that the probability flux at x due to
such particles is rρM(x, t). Summing over the two possibilities
above gives
∂tρR(x, t) = ∂x[sgn(x)vr(x)ρR(x, t)]+ rρM(x, t)
− 2δ (x)vr(0)ρR(0, t) , (5)
where the last term on the right hand side serves as a sink and
accounts for the fact that returning particles switch to stochas-
tic motion mode upon arrival to the origin. Finally, we observe
that taking the spatial derivative on the right side of Eq. (5)
cancels the last term and leaves us with
∂tρR(x, t) = sgn(x)∂x [vr(x)ρR(x, t)]+ rρM(x, t) . (6)
We now turn our attention to the time evolution of the po-
sition distribution in the stochastic motion phase ρM(x, t). To
this end, we observe that a stochastically moving particle will
be found at position x at time t +∆t if at time t it was posi-
tioned at x−∆x and provided that in the following time inter-
val, ∆t, it moved an increment ∆x. Noting that the probability
to stay in the stochastic motion phase within this latter time
interval is (1− r∆t) we have
ρM(x, t+∆t) = (1− r∆t)〈ρM(x−∆x, t)〉
+ δ (x)
vr(0+)∆t∫
−vr(0−)∆t
dz ρR(z, t)+O(∆t2), (7)
where the average in the first term on the right hand side
is taken with respect to the random increment ∆x, and the
second term acts as a source which accounts for the in-
flow at the origin due to particles returning from the domain
[−vr(0−)∆t,vr(0+)∆t] and consequently switching to stochas-
tic motion mode. Taking the ∆t → 0 limit in Eq. (7), the cor-
responding continuous-time evolution equation reads
∂tρM(x, t) =L0ρM(x, t)− rρM(x, t)+2δ (x)vr(0)ρR(0, t),(8)
where we assumed, without much loss of generality, that
ρR(x, t) is continuous around x= 0. Equations (6) and (8)
constitute a set of two coupled partial differential equations
that should be solved if one would like to obtain a full, time
dependent, description of stochastic motion with resetting and
space time coupled returns to the origin. A detailed account
on how this can be done for simple Brownian motion is given
in [56], and while results there can extended, we hereby focus
our attention at the steady-state.
3III. STEADY-STATE: MARKOVIAN SETTING
At the steady-state Eq. (6) reduces to
sgn(x)∂x [vr(x)ρR(x)] =−rρM(x), (9)
with ρM(x) and ρR(x) standing respectively for the station-
ary distributions describing the stochastic motion and return
phases. Taking the stationary limit in Eq. (8), we also have
L0ρM(x)− rρM(x)+2δ (x)vr(0)ρR(0) = 0 . (10)
A close look at Eq. (10) suggests that in order to compute
ρM(x) one first needs to find ρR(0). Integrating Eq. (9) over
the real line, we find
ρR(0) =
rpM
2vr(0)
, (11)
where we have imposed the natural boundary conditions
lim
x→±∞vr(x)ρR(x) = 0 and defined pM to be the steady-state
probability to find the particle at the stochastic motion phase.
Substituting this result back into in Eq. (10) one finds
L0ρM(x)− rρM(x)+ rpMδ (x) = 0 . (12)
We now note that ρM(x) can also be written as
ρM(x) = pMρ(x|motion), (13)
where ρ(x|motion) is the conditional probability density to
find the particle at x given that it is in the stochastic motion
phase. Dividing both sides of Eq. (12) by pM , we see that at
the steady-state
L0ρ(x|motion)− rρ(x|motion)+ rδ (x) = 0 , (14)
which is identical to the stationary limit of Eq. (2). Thus
the steady-state of ρ(x|motion) in our model is identical to
that which is obtained for the total density in a model where
returns to the origin are instantaneous (limit of vr(x)→ ∞).
Namely, letting ρ∞(x) stand for the steady-state solution of
Eq. (2), we have
ρ(x|motion) = ρ∞(x) . (15)
Concluding, we see that the shape of the steady-state density
describing the stochastic motion phase is completely invariant
to the profile of the return speed vr(x) which is the first invari-
ance result we establish in this paper. We will now show that
the result in Eq. (15) is extremely general and that it remains
valid even beyond the Markovian setup we have considered so
far. We will utilize this fact to provide a simple, and general,
recipe for the computation of steady-state distributions in our
model.
IV. STEADY-STATE: GENERAL SETTING
To prove Eq. (15) in a general setting we recall that prob-
ability densities do not evolve with time at the steady-state.
In particular, the probabilities to be in the stochastic motion
and return phases are constant. This in turn means that the
probability flux from the stochastic motion phase to the return
phase, due to resetting with rate r, must be exactly balanced by
an opposing probability flux. However, the only place where
returning particles switch back into stochastic motion is at the
origin. Taking the perspective the stochastic motion phase,
we see that at steady-state the outgoing probability flux is in-
stantaneously balanced by an incoming probability flux that
emanates at the origin. Since the exact same thing happens
at the steady-state of a model where returns to the origin are
instantaneous, and since the dynamics of stochastic motion in
the bulk is the same regardless of the return protocol, Eq. (15)
must hold in general.
The invariance described by Eq. (15) allows us to rewrite
Eq. (13) in the following form
ρM(x) = pMρ∞(x) . (16)
Moreover, noting that the derivation of Eq. (9) did not assume
that the underlying stochastic process is Markovian, we solve
it to obtain
ρR(x) =
rpM
vr(x)
sgn(x)
sgn(x)∞∫
x
dy ρ∞(y) , (17)
where we have again imposed lim
x→±∞vr(x)ρR(x) = 0. We note
in passing that Eq. (17) remains valid even if vr(x) or ρ∞(x)
have a discontinuity at x= 0, albeit the fact that one then needs
to separate treatment for the positive and negative branches of
the x-axis.
To find pM in the above equations, we observe that this
probability is identical to the time fraction the particle spends
in stochastic motion at the steady-state. The mean time spent
at the stochastic motion phase is 1/r (inverse of restart rate).
On the other hand, the time spent returning from position x is
τ(x) = sgn(x)
∫ x
0
dz
vr(z)
, (18)
which means that the mean time spent at the return phase is
〈τ(x)〉=
∞∫
−∞
dx τ(x)ρ(x|motion) =
∞∫
−∞
dx τ(x) ρ∞(x) . (19)
Utilizing this we have
pM =
1/r
1/r+ 〈τ(x)〉 . (20)
Finally, we note that another way to find pM is by utilizing the
fact that the total probability density ρ(x) = ρR(x)+ρM(x) is
normalized to one.
Equations (16)-(20) provide a simple recipe for the eval-
uation of steady-state distributions governing motion with
stochastic resetting and space-time coupled returns. Evalua-
tion is done in terms of ρ∞(x) which is the steady-state distri-
bution obtained for the case of instantaneous returns. Evaluat-
ing ρ∞(x) itself is now common practice as it can be linked to
4the Laplace transform of the propagator, ρr=0(x, t), that gov-
erns stochastic motion in the absence of resetting through the
renewal formalism
ρ∞(x) =
∫ ∞
0
dt re−rt ρr=0(x, t) = rρ˜r=0(x,r) . (21)
Concrete examples that illustrate how the above procedure can
be applied in practice are considered below.
V. EXAMPLES
In this section, we will present a series of exactly solvable
case studies to demonstrate the power of our approach. We
start with the case of diffusion.
A. Diffusion
Consider our model for simple diffusion with a diffusion
coefficient D, stochastic resetting rate r, and a constant return
speed vr. We have recently shown that the total density, and
the densities of the diffusive and return phases, can be com-
puted for this case study at all times by solving Eq. (6) and
Eq. (8) (see [56] for details). In particular, the steady-state
solution can be obtained in this way, but in this subsection
we will take an alternative approach and utilize the formalism
prescribed above to get the same result a bit more directly.
First, recall that the steady-state density for diffusion with
stochastic resetting and instantaneous returns is known and
can be readily obtained by plugging in the Gaussian propaga-
tor of simple diffusion into Eq. (21). This gives
ρ∞(x) =
α0
2
e−α0|x| , (22)
where α0 =
√ r
D can be interpreted as the inverse of the av-
erage distance traveled by the particle between two resetting
events [1]. Substituting this result into Eq. (19) and utilizing
Eq. (20), we obtain
pM =
(
1+
r
vrα0
)−1
, (23)
which by use of Eq. (16) gives the density in the stochastic
motion, i.e., diffusive, phase
ρM(x) = pMρ∞(x) =
α0pM
2
e−α0|x| . (24)
As expected, this density identifies with ρ∞(x) up to the scal-
ing factor pM . The density in the return phase can be com-
puted using Eq. (17) and we find
ρR(x) =
rpM
2vr
e−α0|x| , (25)
which once again identifies with ρ∞(x) up to a scaling factor.
Finally, the total density can be obtained by summing over
ρM(x) and ρR(x) to give
ρ(x) =
pM
2
(
α0+
r
vr
)
e−α0|x| =
α0
2
e−α0|x| . (26)
Interestingly, this form is completely invariant to the return
speed vr and therefore identical to the result obtained for in-
stantaneous returns [Eq. (22)]. Surprisingly, one can more-
over show that for diffusion this invariance extends beyond
the steady-state, i.e., ρ(x, t)=ρ∞(x, t) for any finite time t ≥ 0,
and we refer the reader to [56] for details.
B. Diffusion in V -shaped potential
Simple diffusion is not the only process whose steady-state
distribution under stochastic resetting is invariant to the return
speed. Indeed, one can easily convince himself that this would
also be the case for any stochastic process whose steady-state
distribution under stochastic resetting with instantaneous re-
turns is Laplace, i.e., has the form prescribed in Eq. (22). For
example, consider diffusion in the presence of a V-shaped po-
tential V (x) = µ|x|. The steady-state of this process under
stochastic resetting and instantaneous returns is known and
can be computed by solving the steady-state limit of Eq. (2)
with the proper infinitesimal generatorL0 [4]. This gives
ρ∞(x) =
αµ
2
e−αµ |x| , (27)
where αµ =
µ+
√
µ2+4Dr
2D . Comparing Eq. (27) with Eq. (22),
we see that all the results in the previous subsection carry
through with αµ replacing α0. In particular, the total density
is given by
ρ(x) =
αµ
2
e−αµ |x| , (28)
which is again completely invariant to the return speed. The
results for diffusion in V -shaped potential are corroborated
against numerical simulations in Fig. 2, which in addition re-
veals that the invariance displayed by Eq. (28) continues to
hold even in situations where the return speed depends on the
time that elapsed since the last resetting epoch.
C. Telegraph process
As we have discussed in section IV, the results we have
obtained are not limited to Markovian processes whose prop-
agator obeys Eq. (1). To demonstrate this, we consider a one
dimensional telegraph process in which a particle switches
stochastically between ballistic motion with a positive veloc-
ity +v to ballistic motion with a negative velocity −v. As a
result, the duration t and run length |x| of each ballistic motion
session are coupled via: |x|= vt. Consequently, the joint dis-
tribution for the session duration and displacement is given by
ψ(x, t) = 12δ (|x|− vt)φ(t) with φ(t) standing for the distribu-
tion of the stochastic switching time between the positive and
negative modes of motion. In particular, when this is governed
by the exponential distribution, φ(t) = τ−1e−t/τ (t ≥ 0), and
in the absence of resetting, the propagator of the telegraph pro-
cess is known to have the following form in Fourier-Laplace
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FIG. 2. Theory and numerical simulations for diffusion in V -shaped potential, V (x) = µ|x|, with stochastic resetting and space-time coupled
returns to the origin. Each of the first three columns represents a different return protocol. In the first two columns the return speed was
correspondingly set to vr = 3 and vr = 0.3; and in the third column the return speed was allowed to oscillate with time such that vr(t) =
0.3+2.7sin2(4t) with t being the time elapsed since the last resetting epoch. Rows correspond to different values of the parameter µ which
governs the strength of the potential. Histograms represent results obtained via computer simulations and dashed lines correspond to theoretical
predictions with the exception of the blue and orange lines in the third column. There, in the absence of a closed form formula for pM , we
estimated the probability to be in the diffusive phase from simulations. In all cases, we took D= 1, r= 1, initiated the process at the origin, and
integrated numerically with ∆= 0.01 to generate 106 independent samples of the particle’s position at final time T = 10. Excellent agreement
with theory is found. In the last column, simulation results for the total steady-state density ρ(x) (gray), and the density at the diffusive phase
ρM(x) (blue), are plotted on a semi-log scale for the different cases. It can be seen that ρM(x) identifies with ρ(x) up to a scaling factor as
predicted. One can also observe that the total density ρ(x) is completely invariant to the return speed as predicted by Eq. (28).
space [58]
ρ˜r=0(k,s) =
1+ sτ
s(1+ sτ)+ τv2k2
. (29)
The stationary distribution in the presence of stochastic reset-
ting with instantaneous returns can then be derived, e.g., by
use of Eq. (21), and one finds [52, 54]
ρ∞(x) =
αT
2
e−αT |x| , (30)
with
αT =
r
v
√
1+
1
rτ
. (31)
Comparing Eq. (31) with Eq. (22), we once again see that all
the results obtained for simple diffusion carry through with αT
replacing α0. In particular, we note again that the stationary
distribution is independent of the return velocity vr and hence
identical to that obtained in the case of instantaneous returns.
Our theoretical predictions and associated invariances are cor-
roborated against numerical simulations in Fig. 3.
D. Fractional diffusion
As another example of a non-Markovian process, we now
consider fractional diffusion which, in the absence of reset-
ting, is described by the fractional Fokker-Planck equation
[59]
∂ρr=0(x, t)
∂ t
= 0D
1−γ
t Kγ
∂ 2ρr=0(x, t)
∂x2
, (32)
with 0 < γ < 1, 0D
1−γ
t standing for the Riemann-Liouville
fractional derivative operator, and Kγ for the generalized dif-
fusion coefficient. We recall that γ = 1 corresponds to simple
diffusion with K1 = D, but that for γ < 1 the process is non-
Markovian and subdiffusive with 〈x2(t)〉= 2KγΓ(1+γ) tγ [59, 60].
In Laplace space, the solution to Eq. (32) is known to be
given by [59]
ρ˜r=0(x,s) =
1
2
sγ/2−1√
Kγ
e
−
√
sγ
Kγ |x| . (33)
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FIG. 3. Theory and numerical simulations for a telegraph process
with stochastic resetting and constant speed returns to the origin.
Plots are made for four different combinations of the mean switching
time τ , the ballistic motion velocity v, and the return velocity vr. His-
tograms represent results obtained via computer simulations, the cor-
responding dashed lines our theoretical predictions. In all cases, we
took r = 1, initiated the process at the origin, and integrated numeri-
cally with a time step ∆= 0.01 to generate 106 independent samples
of the particle’s position at a final time T = 20. Excellent agreement
with theory is found.
Using this form in Eq. (21), we obtain the steady-state density
of fractional diffusion with stochastic resetting and instanta-
neous returns [50]
ρ∞(x) = rρ˜r=0(x,r) =
αγ
2
e−αγ |x| , (34)
where αγ =
√
rγ
Kγ
. Once again, comparing Eq. (34) with
Eq. (22), we see that all the results obtained for simple diffu-
sion carry through with αγ replacing α0. Our theoretical pre-
dictions and associated invariances are corroborated against
numerical simulations in Fig. 4.
E. Diffusion with drift
In all the examples considered so far the total steady-state
density turned out to be completely invariant to the return
speed. This invariance could, however, be lost if one starts
from an underlying process for which ρ∞(x) is not governed
by the Laplace distribution. Consider, for example, diffusion
with a constant drift velocity V > 0. The steady-state distri-
bution of this process under stochastic resetting and instanta-
neous returns is known to be given by [4]
ρ∞(x) =
α0
2
√
1+λ 2
exp
[
−
(√
1+λ 2− sgn(x)λ
)
α0|x|
]
, (35)
where α0 =
√ r
D and λ = V/(2
√
Dr). Taking a constant re-
turn speed vr, it is easy to compute the probability to be in the
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FIG. 4. Theory and numerical simulations for fractional diffusion
with stochastic resetting and constant speed returns to the origin.
Plots are made for four different combinations of the sub-diffusion
exponent γ and return velocity vr. Histograms represent results ob-
tained via computer simulations, the corresponding dashed lines our
theoretical predictions. Details of numerical simulations are identical
to Fig. 3. Excellent agreement with theory is found.
drift-diffusion phase using Eq. (20) and we find
pM =
[
1+
r
α0vr
1+2λ 2√
1+λ 2
]−1
. (36)
With pM and ρ∞(x) at hand, one can immediately write
ρM(x) = pMρ∞(x) for the density in the drift-diffusion phase,
and use Eq. (17) to obtain
ρR(x) =
rpM
2vr
(
1+
λ sgn(x)√
1+λ 2
)
e−
(√
1+λ 2−sgn(x)λ
)
α0|x| , (37)
for the density in the return phase. Finally, by summing over
the densities in the return and drift-diffusion phases, one ob-
tains
ρ(x) =
[
1+
r
vrα0
(√
1+λ 2+λ sgn(x)
)]
pMρ∞(x) ,(38)
for the total density, which unlike previous examples has an
explicit dependence on the return velocity vr. Note, how-
ever, that since ρM(x) = pMρ∞(x) we still have ρ(x|motion) =
ρ∞(x). Indeed, and as discussed above, the conditional steady-
state density of finding a particle at x given that it is in the
stochastic motion phase is an invariant of the return protocol
irrespective of the underlying stochastic process which gov-
erns motion. Our results for drift-diffusion are corroborated
against numerical simulations in Fig. 5.
F. Space dependent return speeds
Invariance of the total density can also be broken when the
return speed depends explicitly on space. To demonstrate this,
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FIG. 5. Theory and numerical simulations for drift-diffusion with
stochastic resetting and constant speed returns to the origin. Plots
are made for three different return speeds: (a) vr = 0.3; (b) vr = 1;
and (c) vr = 3. Histograms represent results obtained via computer
simulations, the corresponding dashed lines our theoretical predic-
tions. In all cases, we took D = 1, V = 1, r = 1, and other details
of the numerical simulations are identical to Fig. 3. Excellent agree-
ment with theory is found. In panel (d), we show numerical results
for the conditional steady-state probability density, ρ(x|motion), of
finding the particle at x given that it is in the stochastic motion phase.
As predicted, this density is seen to be invariant to the return speed.
we consider simple diffusion once again but now with a return
speed, vr(x), that has some space dependence. Equations (16)
and (17) then give
ρM(x) =
α0pM
2
e−α0|x| (39)
ρR(x) =
rpM
2vr(x)
e−α0|x|, (40)
where pM is calculated using Eq. (20). Once again, we
observe that since ρM(x) = pMρ∞(x), ρ(x|motion) = ρ∞(x)
which does not depend on the return speed despite its space
dependence. Note, however, that ρ(x) and ρR(x) explicitly
depend on the return speed and may exhibit rather non-trial
features. For example, a unimodal vr(x) centered at the origin
may lead to bi- or even tri-modal densities [Fig. 6].
VI. CONCLUSION
In this paper, we studied the steady-state of a particle under-
going stochastic motion with resetting. We considered a situ-
ation where upon resetting the particle does not return to the
origin immediately but rather via a prescribed return protocol,
e.g., at a constant speed. We developed a simple, and com-
pletely generic, recipe for the computation of the steady-state
distributions which govern the stochastic motion and return
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FIG. 6. Theory and numerical simulations for diffusion with space
dependent return speeds: (a) vr(x) = 0.5 + 4.5exp(−5|x|); (b)
vr(x) = 0.5+ 4.5exp(−3x2); and (c) vr(x) = 1.1+ 0.4sgn(x). In
all cases, we took D = 1, r = 1, and other details of the numerical
simulations are identical to Fig. 3. Histograms represent results ob-
tained via computer simulations, the corresponding dashed lines our
theoretical predictions. Note again, the invariance of ρ(x|motion) in
panel (d).
phases in our model; and showed that the steady-state distri-
bution characterizing the process as a whole follows immedi-
ately. We demonstrated the power of our approach on several
case studies that illustrated the application of our three step
algorithm to find the steady-state distribution:
• In the first step, one needs to obtain ρ∞(x)—the steady-
state distribution of the process with stochastic resetting
and instantaneous returns to the origin (infinite return
speed). This step is now considered common practice,
and can e.g., be carried out using a renewal approach
[see Eq. (21)], or directly by solving for the steady-state
of the dynamical equation that describes the process
with resetting and instantaneous returns [e.g., Eq. (2)
when it applies].
• In the second step, one plugs ρ∞(x) into Eq. (19) and
utilizes Eq. (20) to compute the steady-state probability,
pM , to find the particle in the stochastic motion phase.
The steady-state probability to find the particle in the
return phase is given by the complimentary probability
pR = 1− pM .
• In the last step, one plugs ρ∞(x) and pM into Eqs. (16)
and (17) to obtain the steady-state densities ρM(x) and
ρR(x) that respectively govern the stochastic motion
phase and return phase in our model. The steady-state
density which governs the process as a whole is then
given by ρ(x) = ρM(x)+ρR(x)
The three-step algorithm prescribed above gives a systematic
recipe to compute the steady-state of a stochastic process with
8resetting and space-time coupled returns to the origin. It also
reveals two central invariants that are associated with such
processes.
The first invariance is extremely general. It states that:
the steady-state density ρM(x) which governs the stochastic
motion phase is nothing but a scaled version of ρ∞(x)—the
steady-state density obtained when returns are instantaneous
[see Eq. (16)]. This means that the shape of ρM(x) is invari-
ant to the details of the protocol prescribing how the particle
returns to the origin which another way of saying that the con-
ditional steady-state density of finding a particle at x given that
it is in the stochastic motion phase is an invariant of the return
protocol. As demonstrated above, this invariance result holds
for Markovian and non-Markovian processes alike.
The second invariance is less general but much more strik-
ing. It states that when the return speed is constant, there is
a wide class of processes whose steady-state density ρ(x) is
completely invariant to whether returns are slow or fast which
in particular means that ρ(x) = ρ∞(x). Specifically, we find
that this invariance holds whenever the steady-state density
of a process under stochastic resetting and instantaneous re-
turns follows the Laplace distribution: ρ∞(x) = 12λe
−λ |x| with
λ > 0. Simple diffusion, diffusion in a V -shaped potential,
stochastic telegraph motion, and fractional diffusion, are just
a few processes that fall into this invariance class.
The results presented in this work complement those re-
cently presented in [55, 56] and significantly extend our
knowledge on motion with stochastic resetting. All current
formulations of such motion suffer from the same problem:
when considering resetting they neglect the inherent spatio-
temporal coupling that governs motion in our world. This
crippling situation is in many ways similar to that which hin-
dered the acceptance of the continuous time random walk
(CTRW) model [61–64] before the development of space-time
coupled CTRWs [65] and Le´vy walks [66–69]. These intro-
duced explicit correlations between time and distance traveled
and cured many illnesses of the original CTRW. The space-
time coupled version of resetting that was considered herein,
and in [55, 56], is expected to do the same for models of mo-
tion with stochastic resetting.
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