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Abstract
A key challenge in modeling real-world decision-making is the fact that active
experimentation is often impossible (e.g. in healthcare). The goal of batch in-
verse reinforcement learning is to recover and understand policies on the basis of
demonstrated behaviour—i.e. trajectories of observations and actions made by
an expert maximizing some unknown reward function. We propose incorporating
counterfactual reasoning into modeling decision behaviours in this setting. At
each decision point, counterfactuals answer the question: Given the current history
of observations, what would happen if we took a particular action? First, this
offers a principled approach to learning inherently interpretable reward functions,
which enables understanding the cost-benefit tradeoffs associated with an expert’s
actions. Second, by estimating the effects of different actions, counterfactuals
readily tackle the off-policy nature of policy evaluation in the batch setting. Not
only does this alleviate the cold-start problem typical of conventional solutions, but
also accommodates settings where the expert policies are depending on histories
of observations rather than just current states. Through experiments in both real
and simulated medical environments, we illustrate the effectiveness of our batch,
counterfactual inverse reinforcement learning approach in recovering accurate and
interpretable descriptions of expert behaviour.
1 Introduction
Consider the problem of recovering and understanding policies on the basis of demonstrated behaviour.
In healthcare, an important goal lies in being able to quantify and interpret the different trade-offs
associated with expert actions (e.g. different treatments assigned by doctors), as well as capturing
variations in practice [1–3]. For instance, modeling the reward functions of different clinical practition-
ers can be revealing as to their tendencies to treat various diseases more/less aggressively [4], which
—in combination with patient outcomes—has the potential to inform and update clinical guidelines.
Given the observations and actions made by an expert, inverse reinforcement learning (IRL) deals
with modeling their behaviour by parameterizing the (unknown) reward function being maximized
[5–7]. Standard solutions operate by iterating on candidate reward functions, solving the associated
(forward) reinforcement learning problem at each step. In many real-world problem, however, we are
specifically interested in the challenge of offline learning—that is, where further experimentation is
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not possible—such as in medicine. In this batch setting, we only have access to trajectories sampled
from the expert policy in the form of an observational dataset—such as in electronic health records.
Batch IRL By their nature, classic IRL algorithms requires interactive access to the environment, or
at least full knowledge of the environment’s dynamics [5–7]. While batch IRL solutions have been
proposed by way of off-policy evaluation [8–10], they suffer from two disadvantages. First, they are
limited by the assumption that state dynamics are fully-observable and Markovian. This is hardly
true in medicine: Treatment assignments generally depend on how patient covariates have evolved
over time. Second, rewards are parameterized as uninterpretable representations of states without
accounting for effects of actions. This is problematic: Medical decisions generally depend on asking
the question “Given the current history of observations, what would happen if we took this action?”
E[Zt+1[ ] | ht]
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Counterfactuals
Action
(Treatment)
R(ht, ) = wvVt+1[ ] + wzZt+1[ ]
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Reward function:
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Figure 1: Parameterizing the reward for a clinical prac-
titioner as a function of the counterfactual outcomes of
taking different actions at given a patient’s history ht.
Counterfactual Reasoning To address
these shortcomings, we propose explicitly
incorporating counterfactual reasoning into
batch IRL. In particular, we focus on the
“what if” question for modeling decision-
making behaviour, simultaneously account-
ing for the partially-observable nature of pa-
tient histories. Under the max-margin ap-
prenticeship framework [6, 8, 10], we learn
a parameterized reward function R(ht, at)
that takes as input the potential outcome [11]
of taking action at given history ht.
As an example, consider the evolution of
two patient covariates—tumour volume (V )
and side effects (Z)—under the assignment
of a binary treatment action (see Figure
1). Denote with E[Vt+1[at] | ht] and
E[Zt+1[at] | ht] the counterfactual out-
comes for the two covariates if action at
is taken given history ht of prior actions and
covariates. Consider parameterizing the re-
ward as the weighted sum of counterfactual
outcomes: R(ht, at) = wvE[Vt+1[at] | ht] + wzE[Zt+1[at] | ht]. This naturally accounts for the
effects of different actions, allowing us to directly model the preference weights of an expert. For
instance, finding that |wv| > |wz| in the recovered reward function would suggest that the doctor is
effectively treating more aggressively (than one for which |wv| > |wz|)—that is, by placing more
weight on reducing tumour volumes than on minimizing the side effects associated with a treatment.
At the end of the day, using counterfactuals in defining rewards functions accords with the familiar
notion that rational decision making considers the potential effects of actions [12].
Contributions Incorporating counterfactual reasoning into batch IRL confers multiple advantages.
First, it offers a principled approach to learning inherently interpretable reward functions, which
enables understanding the cost-benefit tradeoffs associated with an expert’s actions. Second, by
estimating the effects of different actions, counterfactuals readily tackle the off-policy nature of
policy evaluation in the batch setting. Furthermore, we demonstrate that not only does this alleviate
the cold-start problem typical of conventional solutions, but also accommodates settings where
the usual assumption of full observability fails to hold. Through experiments in both real and
simulated medical environments, we illustrate the effectiveness of our batch, counterfactual inverse
reinforcement learning approach in recovering accurate and interpretable descriptions of behaviour.
2 Related works
We operate under the standard max-margin apprenticeship framework [5, 6], which searches for a
reward function that minimizes the margin between feature expectations of the expert and candidate
policies. However, our approach to recovering and understanding decision policies is uniquely
characterized by: (1) operating in an offline and model-free manner, (3) incorporating counterfactuals
for inherently interpretable rewards, as well as (3) accommodating partially-observable environments.
2
Method EnvironmentBatch Feature map for reward Policy Estimate feat. expectations
Abeel & Ng [6]Model-based No φ(st) = basis functions for state st pi(at | st) Model roll-outs
Choi et al. [7] Model-based No
∑
s bt(s)φ(s, at) = basis for belief bt pi(at | bt) Model roll-outs
Klein et al. [8] Model-free Yes φ(xt) = basis functions for state xt pi(at | xt) LSTD-Q
Lee et al. [10] Model-free Yes φ(xt, at) = concat(φ(xt), at) pi(at | xt) DSFN
Ours Model-free Yes φ(ht, at) = E[Yt+1[at]|ht] pi(at | ht) Counterfactual µ-learning
Table 1: Comparison of our proposed method (batch, counterfactual IRL) with related works in IRL.
Batch Learning. [8] propose an off-policy evaluation method based on least squares temporal differ-
ence (LSTD-Q) [13] for estimating feature expectations, and [9] use a linear score-based classifier
to directly approximate the Q-function offline. However, both methods require the constraining
assumptions that rewards are direct, linear functions of fully-observable states—assumptions we
cannot afford to make in realistic settings such as medicine. [10] propose a deep successor feature
network (DSFN) based on Q-learning to estimate feature expectations. But their approach similarly
assumes fully-observable states, and additionally suffers from the “cold-start” problem where off-
policy evaluations are heavily biased unless the initial candidate policy is (already) close to the expert.
Interpretability. By using basis functions [9] or hidden layers of a deep network [10] to define the
feature map, the learned rewards of either approach is inherently uninterpretable, and cannot be used
to understand differences in expert behavior. An alternative approach for recovering the expert policy
(without reward functions) is imitation learning [14–16]. However, these methods do not allow us to
fully model the decision-making process of experts and to uncover the trade-offs behind their actions.
Partial Observability. No existing batch IRL method accommodates modeling expert policies that
depend on patient histories. In particular, while both [7] and [17] extend the apprenticeship learning
paradigm to partially observable environments by considering policies on beliefs over states, both
require the ability to interact with the environment (or at least a perfect simulator) during learning.
To the best of our knowledge, we are the first to tackle the batch IRL problem in partially-observable
environments, where the use of estimated counterfactuals yields inherently interpretable rewards
and simultaneously addresses the cold-start problem in [10]. Table 1 highlights the main differences
between our method and the relevant related works. (See Appendix A for additional related works).
3 Problem formulation
Preliminaries At timestep t, let random variableXt ∈ X denote the observed patient features and let
At ∈ A denote the action (e.g. treatment) taken, whereA is a finite set of actions. Let xt and at denote
realizations of these random variables. Let ht = (x0, a0, . . . , xt−1, at−1, xt) = (x0:t, a0:t−1) ∈ H
be a realization of the history Ht ∈ H of patient observations and actions until timestep t.
A stationary stochastic policy represents a mapping: pi : H×A → [0, 1], where pi(a | h) indicates the
probability of choosing action a ∈ A given history h ∈ H and∑a∈A pi(a | h) = 1. Taking action at
under history ht results in observing xt+1 and obtaining ht+1. The reward function isR : H×A → R
where R(h, a) represents the reward for taking action a ∈ A given history h ∈ H. The value function
of a policy pi, V : H → R is defined as: V pi(h) = E[∑∞t=0 γtR(Ht, At) | pi,H0 = h], where
γ ∈ [0, 1) is the discount factor and At ∼ pi(· | Ht) for t ≥ 0. The action-value function
Q : H×A → R of a policy is defined as Qpi(h, a) = E[∑∞t=0 γtR(Ht, At) | pi,H0 = h,A0 = a]
where At ∼ pi(· | Ht) for t ≥ 0. A higher Q-value indicates that action a will yield better long
term returns if taken for history h. We assume we know the discount factor γ which indicates the
importance of future rewards for the current history and action pair.
3.1 Batch inverse reinforcement learning
Let D = {ζi}Ni=1 represent a batch observational dataset consisting of N patient trajectories: ζi =
(xi0, a
i
0, . . . x
i
T i−1, a
i
T i−1, x
i
T i). The trajectory ζ
i for patient i consists of covariates xit and actions
ait observed for T
i timesteps. For simplicity, we drop the superscript i unless explicitly needed. The
actions at ∈ D are assigned according to some expert policy piE such that at ∼ piE(· | ht).
We consider the apprenticeship learning set-up [6] and we assume a linear reward function
R(ht, at) = w · φ(ht, at), where the reward weights w ∈ Rd satisfy ‖w‖1 ≤ 1. The feature map
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φ : H× A→ Rd also satisfies ‖φ(·)‖2 ≤ 1 such that the reward function is bounded. We assume
that the expert policy piE is attempting to optimize, without necessarily succeeding, some unknown
reward function R∗(ht, at) = w∗ · φ(ht, at), where w∗ are the ‘true’ reward weights. Given the
linear reward R(ht, at) and the discount factor γ ∈ [0, 1), the value of policy pi can be re-written as:
E[V pi(H0)] = E[
∑∞
t=0 γ
tw·φ(Ht, At) | pi] = w·E[
∑∞
t=0 γ
tφ(Ht, At) | pi], where the expectation is
taken with respect to the sequence of histories and action pairs (Ht, At)t≥0 obtained by acting accord-
ing to pi. In this context, the feature expectation of policy pi is µpi = E[
∑∞
t=0 γ
tφ(Ht, At) | pi] ∈ Rd
such that: E[V pi(H0)] = w · µpi. The feature expectations represent the expected discounted
cumulative feature vector obtained when choosing actions according to policy pi.
Our aim is to recover the expert weights w∗ as well as find a policy pi that is close to the policy of
the expert piE . We take the max-margin IRL approach and we measure the similarity between the
feature expectations of the expert’s policy and the feature expectations of a candidate policy using
‖µpiE − µpi‖2. In this batch IRL setting we do not have knowledge of transition dynamics and we
cannot sample more trajectories from the environment. Note that in this context, we are the first to
model expert policies that depend on patient histories and not just current observations.
3.2 Counterfactual reasoning
We propose using counterfactual reasoning for defining the feature map φ(ht, at) part of the linear
reward R(ht, at) = w ·φ(ht, at). We adopt the potential outcomes framework developed by [18–20].
Let Y [a] be the potential outcome, either factual or counterfactual, for any possible treatment a ∈ A.
Using the observational dataset D we learn a feature map φ(ht, at) such that:
φ(ht, at) = E[Yt+1[at] | ht], (1)
where E[Yt+1[at] | ht] is the potential outcome for taking action at at time t given the history ht.
For the factual action at, assigned under policy pi(· | ht), the factual outcome is xt+1 and this is the
same as the potential outcome E[Yt+1[at] | ht]. The potential outcomes for the other actions at ∈ A
are the counterfactual ones and they allow us to understand what would happen to the patient if they
receive a different treatment at. To identify the potential outcomes from the batch data, we make
the standard assumptions of consistency, positivity and no hidden confounders [21, 22]. Note that
these assumptions are needed to be able to reliably perform causal inference using observational data.
However, they do not constrain the batch IRL set-up.
Estimating the potential outcomes from batch data poses additional challenges that need to be
considered. The fact that the expert follows policies that consider the history of patient observations
when deciding new actions, gives rise to time-dependent confounding bias. Standard supervised
learning methods for learning E[Yt+1[at] | ht] from D will be biased by the expert policy used in the
observational dataset and will not be able correctly estimate the patient counterfactual outcomes under
alternative policies [23]. Methods for adjusting for the confounding bias involve using either inverse
probability of treatment weighting (IPTW) [22, 24] or building balancing representations [25]. Refer
to Appendix B for more details about how these methods handle the time-dependent confounders.
In the sequel, we consider the model for estimating counterfactuals as a black box such that the
feature map used to define the reward φ(ht, at) represents the effect of taking action at for history ht.
This allows us to define the following reward:
R(ht, at) = w · φ(ht, at) = w · E[Yt+1[at] | ht] (2)
Defining the reward function using counterfactuals gives an interpretable parameterization of doctor
behavior: It allows us to interpret their behavior with respect to the importance weights implicitly
assigned to the effects of their actions. This enables describing the relative trade-offs in treatment
decisions. Note that we are not assuming that the experts themselves actually compute these quantities
(nor that they explicitly adopt the same causal inference assumptions); rather, we are simply providing
a way to understand how decision-makers are effectively behaving (i.e. in terms of counterfactuals).
4 Batch inverse reinforcement learning using counterfactuals
The max margin IRL algorithm based on feature expectations [6] starts with an initial random policy
pi and iteratively perform the following three steps in order to recover the expert policy and its reward
weighs: (1) estimate feature expectations of candidate policy pi, (2) compute new reward weights
4
w and (3) find new candidate policy pi that is optimal for reward function R(ht, at) = w · φ(ht, at).
This approach aims to find a policy p˜i that satisfies ‖µpie − µp˜i‖2 <  such that p˜i has an expected
value function close the expert policy [6]:
|E[V piE (H0)]− E[V p˜i(H0)]| = |w · µpiE − w · µp˜i| ≤ ‖w‖2‖µpiE − µp˜i‖2 ≤ 1 ·  = , (3)
where first inequality is from |x · y| ≤ ‖x‖2‖y‖2 and second one from assuming ‖w‖2 ≤ ||w||1 ≤ 1.
 (ht, at) = E[Yt+1[at] | ht]
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Figure 2: Counterfactual inverse reinforcement learn-
ing (CIRL). We use counterfactuals to define the fea-
ture map φ(h, a) of the linear reward function, to
estimate feature expectations µpi of candidate poli-
cies pi in an off-policy setting and to learn optimal
policies for different reward weights w. The coun-
terfactual estimates enable us to take random actions
when doing off-policy policy evaluation.
The expert feature expectations can be esti-
mated empirically from the dataset D using:
µpiE =
1
N
N∑
i=1
T i∑
t=0
γtφ(hit, a
i
t) (4)
In the batch setting, we cannot estimate the
feature expectations of candidate policies by
taking the sample mean of on policy roll-outs:
µp˜i 6= 1N
∑N
i=1
∑T i
t=0 γ
tφ(hit, pi(h
i
t)). This
requires an off-policy evaluation method for
computing the feature expectations. Using
counterfactuals, we propose a method for per-
forming off-policy evaluation in the batch IRL
setting. We also make use of the counterfac-
tuals to learn optimal policies for different
reward weights. Figure 2 illustrates how we
integrate counterfactuals into batch IRL.
4.1 Counterfactual µ−learning
Similar to the approach proposed by [9, 10], we consider a history-action feature expectation defined
as follows µpi(h, a) = E[
∑∞
t=0 γ
tφ(Ht, At)|pi,H0 = h,A0 = a], where the first action a can be
chosen randomly and for t ≥ 1, At ∼ pi(· | Ht). This can be re-written as:
µpi(h, a) = φ(h, a) + Eh′,a′∼pi(·|h′)[
∞∑
t=1
γtφ(Ht, At) | pi,H1 = h′, A1 = a′]
where h′ is the next history. Notice the analogy between µpi(h, a) and the action-value function:
Qpi(h, a) = R(h, a) + Eh′,a′∼pi(·|h′)[
∞∑
t=1
γtR(Ht, At) | pi,H1 = h′, A1 = a′],
which means that we can use temporal difference learning to estimate the feature expectations [26].
The counterfactual model allows us to compute h′ = (h, a,E[Y (a)|h]) for any h ∈ D and any
arbitrary action a. This represents the key idea that enables us to estimate the feature expectations
for any candidate policy pi in this batch IRL setting. We use temporal difference learning with
1-step bootstrapping, in an algorithm that is similar to Q−learning [27]. Note that this set-up can be
extended to n-step bootstrapping by estimating counterfactuals for sequences of future action.
We propose a counterfactual µ-learning algorithm that learns the µ-values for policy pi iteratively by
updating the current estimates of the µ-values with the feature map plus the µ-values obtained by
following policy pi in the new counterfactual history h′ = (h, a,E[Y [a]|h]):
µˆpi(h, a)← µˆpi(h, a) + α(φ(h, a) + γEa′∼pi(·|h′)[µˆpi(h′, a′)]− µˆpi(h, a)), (5)
where α is the learning rate. We use a recurrent neural network with parameters θ to approximate
µˆpi(h, a | θ). The network for estimating µˆpi(h, a | θ) is trained by minimizing the sequence of loss
functions Li which changes for ever iteration i:
Li(θi) = Eh∼D[||yi − µˆpi(h, a | θi)||2] θi+1 ← θi + α∇(Li(θi)) (6)
where the action a can be chosen randomly fromA and yi = φ(h, a)+γEa′∼pi(·|h′)[µˆpi(h′, a′ | θi−1)]
is the target for iteration i. The parameters for the previous iteration θi−1 are held fixed when
optimizing Li(θi). Due to the fact that we have access to the counterfactuals, our algorithm is not
biased by the expert policy and does not require warm start as in [10]. Refer to Appendix C for full
details of the counterfactual µ-learning algorithm. The feature expectations for the policy pi are given
by µˆpi = EH0,A0∼pi(·|H0)[µˆpi(H0, A0)], which can be estimated empirically from the observational
dataset D using µˆpi = 1N
∑N
i=1
∑
a∈A µˆ
pi(hi0, a)pi(a | hi0).
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Algorithm 1 (Batch, Max-Margin) CIRL
1: Input: Batch dataset D, max iterations n, convergence
threshold , feature map φ(ht, at) = E[Yt+1[at]|ht]
2: µpiE ← compute piE’s feature expectations (Equation 4)
3: w0 ← randomly initial reward weights, pi0 ← compute optimal policy for R0 = w0 · φ
4: µpi0 ← compute pi0’s feature expectations (counterfactual µ-learning)
5: Π = {pi0},∆ = {µpi0}, µ¯0 = µpi0
6: for k = 1 to n do
7: wk = µe − µ¯k−1, pik ← compute optimal policy for Rk = wk · φ
8: µpik ← compute pik’s feature expectations (counterfacual µ-learning)
9: Π = Π ∪ {pik},∆ = ∆ ∪ {µpik}
10: Orthogonally project µpiE onto line thru. µ¯k−1, µpik :
µ¯k =
(µpik − µ¯k−1)T (µpiE − µ¯k−1)
(µpik − µ¯k−1)T (µpik − µ¯k−1)
(µpik − µ¯k−1) + µ¯k−1, t = ‖µpiE − µ¯k‖2
11: if t <  then break
12: end for
13: K = arg mink:µpik∈∆ ‖µpiE − µpik ||2, R˜(h, a) = wK · φ(h, a)
14: Output: R˜, ∆, Π
4.2 Finding optimal policy for given reward weights
During each iteration of the IRL algorithm, we obtain a new candidate policy to evaluate by finding
the optimal policy for a given vector of reward weights. We use deep recurrent Q-learning [28], a
model-free approach for learning Q-value for reward function R(h, a) = w · φ(h, a). Here, the coun-
terfactuals are used to compute φ(h, a), and to estimate the next history for the temporal difference
updates. For details about the algorithm see Appendix D. After estimating the Q−values, Q(h, a) for
history h and action a, a new candidate policy is obtained using: pi(a | h) = 1a=arg maxa′ Q(h,a′).
4.3 Counterfactual inverse reinforcement learning algorithm (CIRL)
Algorithm 1 describes our proposed counterfactual inverse reinforcement learning (CIRL) method
for the batch setting. CIRL is based on projection algorithm proposed by [6] and iteratively updates
the reward weights to minimize the margin between the expert’s feature expectations and the feature
expectations of intermediate polices. Moreover, CIRL uses our proposed couterfactual µ−learning
algorithm for estimating the feature expectations of intermediate policies in an off-policy manner
that is suitable for the batch setting. Compared to the algorithm for batch IRL proposed by [10] that
requires the initial policy pi0 to already be similar to the expert policy, CIRL works for any initial
policy pi that is optimal for the randomly initialized reward weights w0.
Similarly to [7], the CIRL algorithm returns the reward function R˜(h, a) that results in a policy with
feature expectations closest to the ones of the expert policy. From equation 4 the policy that has
feature expectations close to the expert feature expectations will have a value close to the value
of the expert policy. We also show experimentally that the reward function that yields the closest
feature expectations will be similar to the true underlying reward function of the expert. Moreover,
CIRL returns the set of intermediate policies tried Π and their corresponding feature expectations
∆, which allows us to compute a mixing policy that would yield similar performance to the expert
policy [6]. Let µ˜ be the closest point to µpiE in to convex closure of ∆ = {µpi0 , µpi1 . . . µpik}. This
can be computed by solving the following quadratic programming problem:
min ‖µpie − µ‖2 s.t. µ =
∑
i
λiµ
pii , λi ≥ 0,
∑
i
λi = 1. (7)
From the termination criteria of Algorithm 1, µpiE is separated from the points µpii by a margin of
at most . Thus, the solution µ˜ will satisfy ‖µpiE − µ˜‖2 ≤ . To obtain a policy that is close to
the performance of the expert policy, we mix together the policies Π = {pi0, . . . pik} returned by
Algorithm 1, where the probability of selecting pii is λi.
6
5 Experiments
We evaluate the ability of CIRL to recover the policy of the expert and the reward weights they are
optimizing in the batch IRL setting. Since we do not have access to the true underlying reward
weights of experts in real data, we perform the evaluation in a simulated environment. Moreover, we
provide a qualitative evaluation on MIMIC III, a real-world healthcare dataset.
Simulated environment. We propose an environment that uses a general data simulation involving
p-order auto-regressive processes. To analyze different types of expert behaviour (e.g. treating
more/less aggressively) we simulate data for patient features representing disease progression (x),
e.g. tumour volume and side effects (v) and action (a) indicating the binary application of treatment.
For time t, we model the evolution of patient covariates according to the treatments as follows:
xt =
1
p
p∑
i=1
xt−p − 2.5
p∑
i=1
at−p + 0.5p+  vt =
1
p
p∑
i=1
zt−p + 0.5
p∑
i=1
at−p − p+ η (8)
where p = 5 and  ∼ N (0, 0.12), η ∼ N (0, 0.12) are noise terms. The initial values for the features
are sampled as follows: x0 ∼ N (30, 5) and v0 ∼ N (2, 1). We set xmax = 50 and vmax = 15. The
trajectory of the patient terminates when either xt = 0, xt ≥ xmax, vt ≥ vmax or t ≥ 20. The
tumour volume xt, denoting the disease progression, decreases when we give treatment and increases
otherwise. Conversely, the side effects vt, increase when we give treatment and decrease otherwise.
We define a linear reward for taking action at given history ht = (x0:t, v0:t, a0:t−1) as follows:
R(ht, at) = w1
xt+1
xmax − xmin + w2
vt+1
vmax − vmin (9)
wherew = [w1, w2], ||w||1 ≤ 1 and xt+1 and vt+1 are simulated according to equations 8 to take into
account the effect of action at for history ht. The features are normalized to [0, 1] such that the reward
function is bounded. The best scenario for a patient is when both the side effects and tumour volume
are zero. A doctor attempting to achieve this will use negative reward weights. However, different
settings of the reward weights will results in different expert behaviours. By setting w1 = −0.7 and
w2 = −0.3, the expert policy will focus more on the disease progression and will consequently treat
more aggressively. Alternatively, for reward weights set to w1 = −0.3 and w2 = −0.7 the behaviour
will be reversed and the side effects will play a more important role in treatment decision.
We used deep recurrent Q−learning [28] to find a stochastic expert policy that optimizes the reward
function for different settings of the weights. We then created the batch dataset D by sampling 10000
patient trajectories using the expert policy. Refer to Appendix E for more details.
Benchmarks. For our proposed CIRL method, we uses the Counterfactual Recurrent Network, a
state-of-the art model for estimating counterfactual outcomes in a temporal setting [25]. Note that
other models for this task are also applicable [24]. Refer to Appendix F for details. We benchmark
our proposed method against MB-IRL: model-based IRL—i.e. inverse reinforcement learning with
model-based policy evaluation (e.g. [29–32]). We consider two versions of this benchmark: MB(h)-
IRL which uses the patient history and MB(x)-IRL which only uses the current observations to define
the policy. In addition, we compare against the deep successor feature networks (DSFN) proposed
by Lee et al. [10], which currently represents the state-of-the-art Batch IRL for the MDP setting;
Implementation details of the benchmarks can be found in Appendix G.
5.1 Extracting different types of expert behaviour
We evaluate the ability of the benchmarks to recover the expert policy in two setting of the discount
factor γ ∈ {0.99, 0.5}. A lower γ indicates that the expert is mainly optimizing for the immediate
effect of actions (treatments), while a higher γ means they the long term effect of actions is considered.
We assume that γ is known beforehand. For each γ we learn expert policies for three different reward
weights and we use the expert policies to generate the batch observational datasest.
We evaluate the policies obtained from the benchmarks using two metrics: cumulative reward for
running the policy in the simulated environment and accuracy on matching the expert policy. We
report in Tables 2 and 3 the average results and their standard error over 1000 sampled trajectories
from the environment. Our proposed CIRL method recovers a policy that has the closest cumulative
reward to the expert policy and that can best match the treatments assigned by the expert policy.
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Table 2: Average cumulative reward and standard deviation for running the learnt policy in the
simulated environment.
γ = 0.99 γ = 0.5
Reward
weights
w1 = −0.3
w2 = −0.7
w1 = −0.7
w2 = −0.3
w1 = −0.5
w2 = −0.5
w1 = −0.3
w2 = −0.7
w1 = −0.7
w2 = −0.3
w1 = −0.5
w2 = −0.5
MB(x)-IRL −3.78± 0.02 −4.42± 0.05 −4.90± 0.05 −4.51± 0.05 −4.53± 0.05 −4.54± 0.04
MB(h)-IRL −3.23± 0.02 −4.10± 0.02 −4.63± 0.04 −4.43± 0.04 −3.54± 0.05 −4.35± 0.03
DSFN −3.56± 0.06 −4.32± 0.04 −3.77± 0.05 −4.11± 0.06 −3.07± 0.03 −4.67± 0.07
CIRL −2.89± 0.02 −3.92± 0.03 −3.41± 0.05 −2.79± 0.02 −2.91± 0.02 −4.27± 0.03
Expert −2.72± 0.02 −3.61± 0.02 −2.81± 0.01 −2.65± 0.02 −2.36± 0.01 −3.97± 0.03
Table 3: Average accuracy and standard deviation for matching the actions in the expert policy.
γ = 0.99 γ = 0.5
Reward
weights
w1 = −0.3
w2 = −0.7
w1 = −0.7
w2 = −0.3
w1 = −0.5
w2 = −0.5
w1 = −0.3
w2 = −0.7
w1 = −0.7
w2 = −0.3
w1 = −0.5
w2 = −0.5
MB(x)-IRL 62.5± 0.41% 61.4± 0.81% 54.6± 0.56% 52.4± 0.63% 60.1± 0.39% 71.8± 0.72%
MB(h)-IRL 77.8± 0.31% 70.2± 0.45% 71.4± 0.69% 66.3± 0.58% 70.2± 0.71% 75.6± 0.52%
DSFN 75.4± 0.32% 68.4± 0.21% 73.4± 0.45% 80.2± 0.37% 70.8± 0.24% 69.8± 0.44%
CIRL 81.8± 0.42% 75.5± 0.51% 83.7± 0.76% 89.5± 0.37% 73.2± 0.43% 80.4± 0.42%
5.2 Recovering decision making preferences of experts
CIRL: w1 CIRL: w2 MB(h)-IRL: w1 MB(h)-IRL: w2 MB(x)-IRL: w1 MB(x)-IRL: w2
Reward weights
0.8
0.7
0.6
0.5
0.4
0.3
0.2
W
ei
gh
t v
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Figure 3: Reward weights from benchmarks
over 10 runs of the batch IRL algorithm.
The true underlying reward weights of the
expert are w1 = −0.3 and w2 = −0.7.
We also evaluate the benchmarks on their ability to re-
cover the weights of the reward function optimized by
the expert for the experimental setting with γ = 0.99,
w1 = −0.3 and w2 = −0.7. Note that DSFN does not
provide interpretable reward weights, and thus cannot
be used for understanding the trade-offs in the expert
behaviour. We train each benchmark 10 times and we
plot in Figure 3 the reward weights obtained for the
different iterations. We show that our proposed CIRL
method performs best at recovering the preferences of
the expert, which in this case is to treat less aggres-
sively. While the MB(h)-IRL method also recovers the
correct trade-offs in the expert behaviour, the computed
weights have a much higher variance. Conversely, the MB(x)-IRL method, which does not consider
the patient history fails to recover the underlying weights of the expert policy.
5.3 Evaluation on real-world dataset: MIMIC III
Finally, we perform a qualitative experiment using the Medical Information Mart for Intensive Care
(MIMIC III) database consisting of trajectories of patients in the ICU. We considered a dataset with
6631 patients that have received antibiotics during their ICU stay.
Accuracy
MB(x)-IRL 70.1± 0.11%
MB(h)-IRL 77.5± 0.15%
DSFN 73.5± 0.25%
CIRL 83.4± 0.17%
Table 4: Accuracy on match-
ing expert actions.
We used CIRL to recover the policy and the reward function of
doctors administering antibiotics to understand how much weight
they put on the effect of antibiotics on the following patient features:
white blood cell count (WBC), temperature, glucose levels, platelets,
hemoglobin, blood pressure, SpO2 and respiratory rate. CIRL found
that reducing temperature had highest weight in the reward function
of the expert, followed by WBC. This corresponds to known medical
guidelines [33, 34]. In Table 3 we also show that, compared to the
benchmarks, CIRL achieves the best perofmance on matching the
expert actions (i.e giving antibiotics to patients) on a held-out test set (20% of the dataset considered).
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6 Conclusion
In this paper, we proposed CIRL, a novel method for batch inverse reinforcement learning that uses
counterfactuals to define the feature map part of the linear reward function, but also to tackle the
off-policy nature of estimating feature expectations in the batch setting. We show how building such
an interpretable reward function allows us to understand different trade-offs associated with expert
behaviours. Experimentally, we demonstrated the ability of your model in recovering the expert policy
and their reward function. Using CIRL to model the decision making process of doctors can help us
understand and quantify variation in practice and preferences in their decisions to assign treatments
with the potential overall goal of improving clinical guidelines and clinical decision making.
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A Additional related works
Alternative approaches for IRL require a known MDP or POMDP model. In this context, several
Bayesian approaches to IRL have also been proposed which make use of the know transition dynamics
provided by the model of the environment [35, 36]. We do not assume access to a MDP or POMDP
model. [17] propose a method for estimating the unknown parameters of a POMDP model of the
environment; however their method is only applicable to discrete observation spaces. We do not make
any assumptions about the observation space. While several model-free IRL methods have also been
developed, these are also not applicable in the batch setting where we only have access to a fixed set
of expert trajectories. Relative Entropy IRL [37] requires non-expert trajectories following arbitrary
policy; such experimentation to obtain non-expert trajectories is not possible in the healthcare setting.
Distance Minimization IRL (DM-IRL) [38] learns reward functions from scores assigned by experts
to sub-optimal demonstrations. Moreover, guided cost learning proposed by [39] which performs
model-free maximum entropy optimization also requires the ability to sample trajectories from
the environment. Similarly, adversarial IRL, proposed by [40] builds upon the maximum entropy
framework in [35], but also requires the ability to execute trajectories from candidate policies.
B Counterfactual estimation and time-dependent confounding
Observational patient data (e.g. electronic health records) contain information about how actions,
such as treatments are performed by doctors and how they affect the patient’s trajectory. Such data
can be used by causal inference methods to estimate counterfactual outcomes–what would happen to
the patient if the expert takes a particular action given a history of observations?
To identify the counterfactual outcomes from observational data we make the standard assumptions
of consistency, positivity and no hidden confounders as described in Assumption 1 [21, 22]. Under
Assumption 1, E[Yt+1[at] | ht] = E[Xt+1 | at, ht] and this can be estimated by training a regression
model on the batch observational data.
Assumption 1 (Consistency, Ignorability and Overlap). For any individual i, if action at is
taken at time t, we observe Xt+1 = Yt+1[at]. Moreover, we have sequential strong ignorabil-
ity {Yt+1[a]}a∈A ⊥⊥ at | ht, ∀t and overlap Pr(At = a | ht) > 0, ∀t, ∀a ∈ A.
The sequential strong ignorability assumption, also known as no hidden confounders, means that
we observe all variables affecting the action assignment and potential outcomes. Overlap means
that at each timestep, every action has a non-zero probability, which can be satisfied by having a
stochastic expert policy. These assumptions are standard across causal inference methods [22–25].
We emphasize that these assumptions are needed to be able to reliably perform causal inference using
observational data. Nevertheless, they do not constrain the batch IRL set-up.
Using observational data to estimate the counterfactual outcomes poses additional challenges in this
set-up that need to be considered. In particular, direct estimation of the treatment effects is biased
by the presence of time-varying confounders [41], which are patient covariates that influence the
assignment of treatments and which, in turn, are affected by past actions.
For instance, consider that the doctor’s policy of assigning treatments takes into account whether the
patients’ covariates denoting disease progression, such as tumor volume, has been increasing above
normal thresholds for several timesteps. If these patients are also more likely to have severe side
effects, without adjusting for the bias introduced by time-varying confounders, we may incorrectly
conclude that the treatment is harmful to the patients [42]. Using standard supervised learning
methods to estimate the patients’ response to treatments in this setting will be biased by the doctor’s
policy and will not be able to estimate the effect of treatments under different policies. This represents
an issue for our batch IRL setting where we need to be able to evaluate candidate policies that are
different from the expert policy. Thus, being able to correctly estimate counterfactual treatment
outcomes is crucial for our method. Methods for adjusting for the confounding bias use either inverse
probability of treatment weighting (IPTW) or balancing representations. The first approach, IPTW,
involves creating a pseudo-population where the probability of taking action at does not depend
on x0:t [22, 24], while the second approach builds a balancing representation of the history that is
invariant to the treatment [25]. Using either approach will result in an unbiased estimation of the
counterfactual outcomes. See [22, 24, 43] for more details about time-dependent confounding as well
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as for a more in-depth review of alternative methods for removing the bias from time-dependent
confounders and estimating counterfactual outcomes.
C Counterfactual µ-learning
Our counterfactual µ-learning algorithm involves learning the µ-values for policy pi iteratively by
updating the current estimates of the µ-values with the feature map plus the µ-values obtained by
following policy pi in the new counterfactual history h′ = (h, a,E[Y [a]|h]):
µˆpi(h, a)← µˆpi(h, a) + α(φ(h, a) + γEa′∼pi(·|h′)[µˆpi(h′, a′)]− µˆpi(h, a)), (10)
where α is the learning rate and γ is the discount factor.
We approximate µˆpi(h, a | θf ) using an RNN with parameters θf . The RNN consists of an LSTM unit
with linear output. To stabilize training we use a target network µ¯pi with parameters θ−f that provide
updates for the main network. Note that using a target network is standard in Q−learning [27, 28].
The target network µ¯pi has the same architecture as the main network µˆpi and its parameters θ−f are
updated to match θf every M− iterations.
The loss function for updating the µ network for estimating feature expectations at iteration i is:
Lf,i(θi) = Eh∼D[||yf,i−µˆpi(h, a | θf,i)||2] (11)
θf,i+1 ← θf,i + α∇(Li(θf,i)) (12)
where α is the learning rate, D is the batch observational dataset and
yf,i =
{
φ(h, a), if patient trajectory terminates at history h
φ(h, a) + γEa′∼pi(·|h′)[µ¯pi(h′, a′ | θ−f )], otherwise
(13)
is the target for iteration i obtained using the target network µ¯pi . The action a is chosen by following
an ε-greedy policy by selecting action a ∼ pi(· | h) with probability 1− ε and a random action with
probability . We perform M training iterations. Algorithm 2 describes the full training procedure
used.
Algorithm 2 Counterfactual µ−learning
1: Input: Batch dataset D = {(xi0, ai0, . . . xiT i−1, aiT i−1, xiT i)}Ni=1, policy to evaluate pi, counter-
factual model φ(h, a)
2: Initialize feature expectations network µˆpi with random weights θf
3: Initialize target feature expectations network µ¯pi with random weights θ−f = θf
4: for i = 1 to M do
5: Sample random minibatch B = {hb}Bb=1 of histories h from D
6: for b = 1 to B do
7: With probability  select random action ab, otherwise select ab ∼ pi(· | hb)
8: Compute counterfactual histories hb′ = (hb, ab,E[Y [ab]|hb]) using the counterfactual
model: E[Y [ab]|hb] = φ(hb, ab).
9: Set targets:
ybf,i =
{
φ(hb, ab), if trajectory terminates at history hb
φ(hb, ab) + γEa′∼pi(·|hb′)[µ¯pi(hb
′
, a′ | θ−f )], otherwise
(14)
10: end for
11: Perform gradient descent step on
∑B
b=1 ||ybf,i− µˆpi(hb, ab | θf,i)||2 with respect to parameters
θf
12: if i mod M− = 0 then θ−f = θf,i
13: end for
14: µˆpi = 1N
∑N
i=1
∑
a∈A µˆ
pi(hi0, a)pi(a | hi0)
15: Output: µˆpi
Table 5 indicates the search ranges used for the various hyperparameters involved in the counter-
factual µ-learning algorithm. The hyperparameters were selected to ensure stability of training and
convergence of the algorithm.
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Hyperparameter Hyperparameter search range Hyperparameter value
LSTM size 64, 128, 256 128
Batch size 128, 256, 512 256
Learning rate 0.00001, 0.0001, 0.001 0.001
Target network update M− 100, 200, 500 100
Min ε - 0.0
Max ε - 0.9
ε decay - 0.00001
Number of training iterations M - 20000
Optimizer - Adam
Table 5: Hyperparameters for training µ-network for estimating feature expectations.
D Finding optimal policy for given reward weights
We use deep recurrent Q-learning [28] to find the optimal policy for each setting of the reward
weights R(h, a) = w · φ(h, a).
For history h, let the next history for taking action a be h′ = (h, a,E[Y (a) | h]), where E[Y (a) | h]
is estimated by the counterfactual model. Using the batch datasetD, we learn theQ−values iteratively
by updating the current estimate of the Q−values towards the reward plus the maximum Q-value
over all possible actions in the new history h′.
Q(h, a)← Q(h, a) + α(R(h, a) + γmax
a′
Q(h′, a′)−Q(h, a)) (15)
where α is the learning rate and γ is the discount factor.
We approximate Q(h, a|θq) using an RNN parameterized by θq . The RNN consists of an LSTM unit
with linear output. We use the standard practices for training Q−networks [27, 28] and we employ a
target network Q¯ with parameters θ−q to provide the updates for the main network and to stabilize
training. The target network Q¯ is the same architecture as the main network Q and its parameters θ−q
are updated to match θq every M− iterations.
We use the following loss function for the Q−learning update at iteration i:
Lq,i(θi) = Eh∼D[(yq,i −Q(h, a|θq,i))2] (16)
θq,i+1 ← θq,i + α∇(Lq,i(θq,i)) (17)
where α is the learning rate and
yq,i =
{
R(h, a), if patient trajectory terminates at history h
R(h, a) + γmaxa′ Q¯(h
′, a′|θ−q ), otherwise (18)
is the stale update target obtained from the target network Q¯. The action a is chosen by following an
ε-greedy policy by selecting action a = arg maxa′ Q(h, a′|θq) with probability 1− ε and a random
action with probability . We perform M training iterations. Table 6 indicates the search ranges
used for the various hyperparameters involved in the deep recurrent Q−learnign algorithm. The
hyperparameters were selected to ensure stability of training and convergence of the algorithm.
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Hyperparameter Hyperparameter search range Hyperparameter value
LSTM size 64, 128, 256 128
Batch size 128, 256, 512 256
Learning rate 0.00001, 0.0001, 0.001 0.001
Target network update M− 100, 200, 500 100
Min ε - 0.0
Max ε - 0.9
ε decay - 0.00001
Number of training iterations M - 20000
Optimizer - Adam
Table 6: Hyperparameters used for training Q-network to find optimal policy for a setting of the
reward weights.
E Data simulation
Using the dynamics of the simulated environment described in Equation 22, we trained a deep
recurrent Q-learning agent [28] to find a stochastic optimal policy that optimizes the reward function
for different settings of the reward weights w1 and w2 in Equation 23.
Let ht = (x0:t, v0:t, a0:t−1) contain the history of the simulated patient covariates representing
disease progression x and side effects v. Let ht+1 = (x0:t+1, v0:t+1, a0:t) be the new history after
taking action at given ht and let rt = R(ht, at) be the corresponding reward.
We again learn the Q−values iteratively by updating the current estimate of the Q−values for history
ht towards the reward plus the maximum Q-value over all possible actions in the next history ht+1.
Q(ht, at)← Q(ht, at) + α(R(ht, at) + γmax
a′
Q(ht+1, a
′)−Q(ht, at)) (19)
where α is the learning rate and γ is the given discount factor.
We approximate the action-value function Q(ht, at|θe) using an RNN parameterized by θe. We use
an LSTM [44] unit as part of the RNN with a liner output activation for estimating the Q-values. We
use the standard practices for training Q−networks [27, 28].
Let E = {(ht, at, rt, ht+1)}Et=0 be the experience replay memory of maximum capacity E obtained
by simulating patient trajectories from the environment. During training, the Q−learning agent
selects and executes actions in the environment using an ε−greedy policy that follows the greedy
policy a = arg maxa′ Q(h, a′|θe) with probability 1− ε and selects random action with probability
. The trajectories obtained from the agent’s behaviour are added to the experience replay memory
which is then used to train the Q−network. At each training iteration, we sample a batch B of
examples from E .
Moreover, we use a target network Q¯ with parameters θ−e to provide the updates to the main network.
The target network Q¯ is the same architecture as the main network Q and its parameters θ−e are
updated to match θe every M− iterations. The purpose of the target network is to stabilize training.
We use the following loss function for the Q−learning update at iteration i:
Le,i(θe,i) = E(ht,at,rt,ht+1)∼E [(ye,i −Q(ht, at|θe,i))2] (20)
θe,i+1 ← θe,i + α∇(Le,i(θe,i)) (21)
where α is the learning rate and
ye,i =
{
rt, if patient trajectory terminates at timestep t
rt + γmaxa′ Q¯(ht+1, a
′|θ−e ), otherwise (22)
is the stale update target obtained from the target network Q¯. We perform M training iterations.
Table 7 indicates the search ranges used for the various hyperparameters involved in the deep recurrent
Q−learnign algorithm. We selected hyperparameters based on the cummulative reward obtained
from the learnt optimal greedy policy in the simulated environment.
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Hyperparameter Hyperparameter search range Hyperparameter value
LSTM size 64, 128, 256 128
Experience replay memory capacity E 10000, 50000 10000
Batch size 128, 256, 512 256
Learning rate 0.00001, 0.0001, 0.001 0.001
Target network update M− 100, 200, 500 200
Min ε - 0.0
Max ε - 0.9
ε decay - 0.00005
Number of training iterations M - 40000
Optimizer - Adam
Table 7: Hyperparameters used for training Q-network to solve the simulated environment.
After training the Q−network we create a batch dataset D containing 10000 trajectories from the
following stochastic expert policy:
pi(at | ht) = Bernoulli(sigmoid(κQ(ht, at)). (23)
where κ is a parameter that introduces time-dependent confounding bias in the expert policy.
F Implementation details CIRL
The CIRL algorithm replies on using a counterfactual model to estimate the potential outcomes
E[Y [a] | h] which are used to define the reward and to estimate the feature expectations. For this, we
use the Counterfactual Recurrent Network [25] which removes the bias from the time-dependend
counfounders by building a balancing representation that is invariant to the treatment received by the
patient at each timestep. Refer to [25] for details about the model architecture. Note that alternative
counterfactual models can be used for this purpose [24].
For each simulated batch observational dataset, we use 9000 samples for training the Counterfactual
Recurrent Network and 1000 for validation (hyperparameter optimization). We perform hyperpa-
rameter optimization for the counterfactual model using the hyperparameter search ranges described
in Table 8. We select the model that has the lowest error in estimating the factual outcomes on the
validation dataset.
Table 8: Hyperparameter search range for Counterfactual Recurrent Network. C is the size of the
input and R is the size of the balancing representation built by the Counterfactual Recurrent Network.
Hyperparameter Hyperparameter search range
Iterations of Hyperparameter Search 20
Learning rate 0.01, 0.001, 0.0001
Minibatch size 64, 128, 256
RNN hidden units 0.5C, 1C, 2C, 3C, 4C
Balancing representation size 0.5C, 1C, 2C, 3C, 4C
FC hidden units 0.5R, 1R, 2R, 3R, 4R
RNN dropout probability 0.1, 0.2, 0.3, 0.4, 0.5
In the CIRL algorithm, we set the maximum number of iterations to 50 and the convergence threshold
 to 0.001.
The experiments were run on a system with 2 NVIDIA K80 Tesla GPUs, 12CPUs, and 112GB of
RAM.
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G Implementation details benchmarks
For benchmarks, we integrate as part of the proposed batch inverse reinforcement learning algorithm
model-based policy evaluation reinforcement learning methods that use standard supervised learning
approaches to estimate the next history [30]. These methods use standard supervised learning to
estimate the next history h′ needed for the counterfactual µ-learning algorithm and for finding the
optimal policy given a vector of reward weights. Our MB(h) benchmark uses a standard RNN to
estimate the next history and define the policy, while MB(x) uses a multi-layer perceptron (MLP)
that only considers the current observations for this purpose. The aim of these benchmarks is to
highlight the importance of handling the the bias from the time-depdendent confounders and using a
suitable counterfactual model, but also the importance of handling the patient history.
For each simulated batch observational datasets, we use 9000 of the samples for trainign and 1000
for validation. We chose hyperparameters according to the error of the models in estimating the next
patient history on the validation set.
The MB(h) benchmark receives as input the patient history ht and current action at and estimates the
next observations xt+1 which are used to form the next history ht+1. For this purpose, the MB(h)
benchmark uses an LSTM unit, with a fully connected layer (FC) on top with ELU activation. The
hyperparameter search ranges used for this model are described in Table 9.
Table 9: Hyperparameter search range for the RNN. C is the size of the input.
Hyperparameter Hyperparameter search range
Iterations of Hyperparameter Search 20
Learning rate 0.01, 0.001, 0.0001
Minibatch size 64, 128, 256
RNN hidden units 1C, 2C, 3C, 4C, 5C
FC hidden units 1C, 2C, 3C, 4C, 5C
Conversely, the MB(x) benchmark receives as input the current patient observation xt and current
action at and is trained to estimate the next observation xt+1. The MB(x) uses a multi-layer
perceptron with two fully connected layers and ELU activation. The hyperparameter search ranges
used for this model are described in Table 10.
Table 10: Hyperparameter search range for MLP. C is the size of the input.
Hyperparameter Hyperparameter search range
Iterations of Hyperparameter Search 20
Learning rate 0.01, 0.001, 0.0001
Minibatch size 64, 128, 256
FC hidden units 2C, 3C, 4C, 5C
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