Abstract
Introduction
In a recent paper, Ishiguro et al. [1] described an omni-directional stereo system which used a single camera rotating about an offset axis. The camera is rotated through a full ¢ ¡ ¤ £ § ¥ in the horizontal plane about a vertical axis displaced away from the optic centre along the optic axis. By taking two vertical pixel columns from each image, and adjoining them to those collected from previous camera positions, they were able to build up two panoramic views of the scene taken from two different viewpoints, and then by establishing correspondence between pairs of features in the panoramic images were able to recover range.
Constructing and analysis panoramic images in this way turns out to be rather inefficient. First, to ensure that a feature observed in a pixel column in one panoramic image is observed in the other image, the camera must be rotated by angular step of order© ¤ (where is the focal length). In a typical camera this value is of order £ ¦ £ ¥ , making data accumulation slow. However, despite making such small camera displacements, the method requires the solution of a large displacement correspondence problem, as there are only two images. Finally scene depths are recovered from matching only two points, making the method sensitive to errors in their positions.
In this paper we first describe a more effective method of recovering range data from such a rotating camera. The method demands fewer angular steps, yet requires the solution of only a small-displacement correspondence problem, and moreover recovers range from a few tens of feature matches rather than just two. The analysis is a form of the spatio-temporal (or, in our case, spatio-angular) epipolar analysis of Bolles et al [2] . In its simplest version, the present method uses only a single image raster, making the method accessible to fast 1D line scan cameras.
We then suggest a different method of obtaining the required camera motion. By pointing the camera at a mirror and rotating the mirror about a vertical axis the viewpoint changes in exactly the same way as rotating the camera. Although physically the scene points are reflected by the moving mirror and the resulting moving virtual scene is imaged in a stationary real camera, using Fermat's principle an equivalent model is that of the real scene viewed by a virtual camera created by reflection in the mirror. As the mirror is moved, so this virtual camera moves. Close analogues are to be found in devices using active illumination, where, for example, [3] describes an active IR rangefinder using a rotating mirror.
2 Range recovery from an offset rotating camera Figure 1 shows the geometry involved in the rotating camera system. The scene point is at ! # " % $ & ' " ) ( 0 2 1 4 3 referenced to a fixed coordinate system 6 5 7 " 8 5 9 " @ 5 A 1 . The origin of this system is the fixation point of camera, which itself moves in a circle of radius B in the C D " % E F 1 plane. When the angle of rotation is G , the scene point is at
referred to a frame @ 5 7 I " 8 5 9 I " 6 5 A I 1 attached to the optical centre of the camera. Under perspective projection the scene point is imaged at
where , the focal length, is assumed known from calibration. The image measurements are then of the form
As the angle of rotation G is changed, the projection of a particular scene point will enter the image, moves across it, and eventually leaving the field of view. By establishing pointwise correspondence from frame to frame, we construct the image locus t I G F 1 of this point, giving a set of measurements " y " y c " e .
It is evident from equation (3) that such a set of measurements provides an over constrained linear system for
For e samples at different angles G , e such matrices are blocked together to form
where f h g P i is an m ¢ e o n matrix and k has length m ¢ e . Assuming independent measurements, with measurement p having weight q r , the classical least squares solution for the over-constrained system can be found by solving
where f h g 3 t s g j i is a real symmetric n matrix, and f s i is the diagonal weight matrix.
Although this solution is straightforward enough, equation 5 indicates that we can recover depth without the y measurements. The top row of equation 5 is 
This solution is especially useful provided we track features along the central horizontal raster, u I Q £ , from which which can recover range in the $ { Q £ plane. Within the $ | Q £ plane it is convenient to define a range, } , measured in a particular direction,~, from the mirror's rotation axis as
Experimentation
As a preliminary test of noise sensitivity, range recovery was tested from artificially generated image loci. The results from a typical trial are shown in Figure 2 , where one can envisage the device placed in cluttered room. At a number of directions~around the device the actual " ) ( 1 values of the nearest "surface" were used to synthesize the loci that would be obtained on the image under rotation. To approximate measurement conditions used the actual experiments, the loci were constructed from thirty image points (e Q ¤ £ ) and the field of view of the camera itself was made to £ 8 ¥ , equivalent to a focal length of around £ ¢ £ pixels for an image of width 512 pixels. The image positions were then corrupted with noise drawn from a zero-mean normal distribution with increasing standard deviation of 1, 2, 4 and 8 pixels in turn, and the least squares technique method described in Section II used to recover the values of and ( , and hence the range and direction, } and~.
An interesting feature is that as unbiased noise is introduced, the range recovered tends to reduce, a useful conservative feature for navigation. This reduction in } is directionally uniform and the degradation is graceful. At the extreme, suppose we assume that because of noise the measurements y are actually independent of and ( . The only way equation 3 can still hold is when both
and
Solving these, the range in this extreme is
independent of G , as illustrated in figure 3 . (The inverse is perhaps easier to visualize. As } B , the scene point tends to the optic center of the camera, where any tiny displacement of the scene point leads to a very large displacement of the image point.)
Real Imagery
For experiments using real imagery a robot arm has been used to rotate the camera. The arm is housed in a perspex safety cage in the corner of a visually cluttered laboratory, whose approximate plan view is shown in In the first experiment we establish scene points with known range by covering the walls and door (A1, A2 and D referring to the figure) of the perspex cage with patterned paper. Of note later is that the paper was inside the cage at A1 and A2, but outside the door D. At B, the camera could see out into the laboratory. Objects were scattered about the walls, C1 and C2. These features are also marked on Figure 5 , a panoramic view around the device. This view is for explanation only and, unlike in the work of Ishiguro et al., plays no part in the analysis.
The camera and image capture electronics were calibrated to determine the optic centre relative to the top-left of the framestore ( Two methods of obtaining features in the central u I Q £ raster were explored. In the more complicated, image rasters Y ẍ q u I g ö centred about u I Q £ were captured and edges derived using the Canny operator followed by hysteresis linking and thresholding, and the resulting edge feature vectors from the central u I Q £ raster, consisting of C p Y position, orientation and contrast, stored for matching. Near-horizontal edges were discarded as their intersection with the horizontal raster is likely to be uncertain. The second, simpler, method The set of discrete measurements from each contour was analysed using the least squares method of Section II, and the recovered scene points plotted in Figure 8 . The outline of the cage is recovered well, as are objects from the side walls. Note that the depths where the device could see out of the cage are indeed greater. The two points recovered at B* caused some surprise. However, as we noted earlier, the wallpaper on the cage door was on the outside and these points correspond to some strong reflections of the equipment at B in the perspex cage.
In the second experiment, the "wallpaper" was removed. The panorama (Figure 9 ) shows that much of the scene is visually cluttered making it difficult to interpret the results in terms of specific objects. Nonetheless, the back wall is now interpretable, and all the depths are broadly as expected (Figure 10 ).
In two further experiments various objects were disposed within the cage, as shown in Figure 11 (a). The data analysis was simplified by detecting and matching 1D intensity edges only in the central u I Q £ raster, and in addition error in the recovered range determined by determining the range bounds at the 66% confidence level in a ¥ test on the least squares fit to the loci C 2 G F 1 . Figure 11(b) shows the results, shown as a polar range plot. 
Using a rotating mirror
If there is no requirement for range recovery around a full ¢ ¡ ¤ £ ¥ then it is possible to replace the rotating camera with a rotating mirror with considerable mechanical simplifications. Figure 12 shows the arrangement of camera and mirror. The static camera's image plane and optic axis define 5 7 " ¦ 5 9 " 6 5 A 1 and the mirror rotates about the 5 9 axis. The camera's optic centre is at
The normal to the mirror, 5 ¦ , points into the mirror surface, so that when the mirror is rotated by angle § as shown
Figure 13 sketches the two ways of modelling the system outlined in the introductory section. Either (a) we consider the virtual scene imaged by the real camera, or (b) image the real scene in a virtual camera (b), where we note that in the latter case the coordinate system attached to the virtual camera has reversed parity due to reflection. The latter model makes clear that the virtual camera rotates about the mirror axis.
Using model (a), the virtual reflection H of a scene point
is a point in the plane of the mirror. The equation of the mirror plane is
whence
It is straightforward to show that the virtual scene point is at The formulation of the measurements, and the recovery from the world coordinates follows immediately from the method give in Section II.
Discussion
First it is appropriate to compare the merits of our analysis with that in Ishiguro et al [4, 1] . As their camera rotates, by taking two vertical strips of one pixel width from each image they build up a panoramic stereo pair of images. By establishing correspondence between pairs of features in the two images they are able to compute range. Essentially then they must ensure that a feature observed in one pixel-wide strip is captured in the other, and so they must rotate the camera in angular increments of approximately© ¤ radian, where is the focal length in pixels. As q ® £ ¢ £ ¢ £ this requires high angular resolution. Our approach is to establish correspondence and track features through each successive image at much lower angular resolution. In the experimental system that recovers range in the 2D plane, this involves taking a single horizontal raster from each image. By doing this we can rotate by larger angles, but still recover several tens of image measurements from which to recover the range of single scene point, rather than just two measurements.
A pressing problem with the present arrangement is that of speed. For the device to be practical in moving environments, we must complete a complete scan in say a couple of seconds. If the rotation of the mirror per step is as used here, ¡ j § Q £ ¦ m ¥ , then the acquisition and processing time per step must be around ms. Such speeds are indeed now possible using linear sensor arrays with dedicated processing hardware. The compactness afforded by rotating the mirror rather than camera, the simplicity of analysis, and the similar nature of the range results may make the device a useful complement to sonar sensing.
