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VARIATIONAL APPROACH FOR A CLASS OF COOPERATIVE
SYSTEMS
P. A´LVAREZ-CAUDEVILLA
Abstract. The aim of this work is to ascertain the characterization of the existence
of coexistence states for a class of cooperative systems supported by the study of an
associated non–local equation through classical variational methods. Thanks to those
results we are able to obtain the blow–up behaviour of the solutions in the whole domain
for certain values of the main continuation parameter.
1. Introduction
1.1. Model, spatial distribution and notation. We consider the following coopera-
tive elliptic system
(1.1)
 −∆u = λu+ αv − af(x, u)u−∆v = βu+ λv in Ω,(u, v) = (0, 0) on ∂Ω.
where Ω is a bounded domain of RN , N ≥ 1, with boundary ∂Ω of class C2+µ for some
µ ∈ (0, 1), λ ∈ R α > 0 and β > 0 are regarded as real continuation parameters, ∆ stands
for the Laplacian operator in RN , and a ∈ Cµ(Ω¯) is a non-negative function satisfying the
following hypothesis, which will be maintained throughout this work:
A. The open set
Ω+ := {x ∈ Ω : a(x) > 0 },
is a subdomain of Ω of class C2+µ with Ω¯+ ⊂ Ω.
B. The open set
Ω0 := Ω \ Ω¯+,
is a subdomain of Ω of class C2+µ such that
K0 := (a)
−1(0) = Ω¯ \ Ω+,
is a compact set. Moreover, ∂Ω0 consists of two components, Γ1 and Γ2 and are
also of class C2+µ.
Date: October 23, 2018.
1991 Mathematics Subject Classification. 35K40, 35K50, 35K57, 35K65.
Key words and phrases. Coexistence states. Cooperative systems. Variational Methods. Non–local
problems.
The author is partially supported by the Ministry of Science and Innovation of Spain under the grant
MTM2009-08259.
1
ar
X
iv
:1
40
7.
55
56
v1
  [
ma
th.
AP
]  
21
 Ju
l 2
01
4
Figure 1 shows a typical situation where the conditions A and B are fulfilled. Furthermore,
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Figure 1. Nodal configuration of a(x).
for the function f(x, u), we suppose the following assumptions:
(Af) f ∈ Cµ,1+µ(Ω¯× [0,∞)) satisfies
f(x, 0) = 0 and ∂uf(x, u) > 0 for all x ∈ Ω¯ and u > 0 .
(Ag) There exists g ∈ C1+µ([0,∞)) such that
g(0) = 0 , g(u) > 0 and g′(u) > 0 for all u > 0 , lim
u→∞
g(u) =∞ ,
where ′ = d
du
, and
f(·, u) ≥ g(u) if u ≥ 0 .
Note that (Af), (Ag) imply
lim
u↑∞
f(x, u) =∞ uniformly in x ∈ Ω¯ .
Therefore, under these circumstances we are supposing that the nonlinearities of the two
equations involved in (1.1) vanish in different subdomains of Ω. Indeed, the nonlinearity
of the v-equation vanishes overall Ω so it will be a linear equation, while the other is
semilinear degenerated whose nonlinearity vanishes only in Ω0. Hence, this is a very novel
situation, different from these usually analyzed in the literature. In particular, in the
works of Molina-Meyer [19], [20], [21] and [2] a class of cooperative systems, assuming a
situation where the nonlinearities vanish in the same subdomains, such characterization
of the existence of coexistence states was obtained in terms of the parameter λ.
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The spatial distribution imposed throughout this paper was first analyzed in [4], but
using the method of sub and supersolutions. On the contrary, here we base our analysis on
variational methods [9, 10, 23] which allow us to answer some of the open questions which
arose in [4]. Furthermore, the analysis carried out here might be crucial as a step forward
in ascertaining the dynamics of more general classes of cooperative parabolic problems
with general non-negative coefficients in front of the nonlinearities.
Next, we introduce some notations. Then, for every V1, V2 ∈ Cµ(Ω¯) we denote by
(1.2) L(V1, V2) :=
( −∆ + V1 −α
−β −∆ + V2
)
.
the strongly cooperative operator (as discussed in [17], [5], [13], [24]) in the sense that
(1.3) α > 0 and β > 0 in Ω¯.
Therefore, for any smooth D ⊂ Ω, there is a unique value τ for which the linear eigenvalue
problem
(1.4)
{
L(V1, V2)
(
ϕ
ψ
)
= τ
(
ϕ
ψ
)
in D,
(ϕ, ψ) = (0, 0) on ∂D,
possesses a solution (ϕ, ψ) with ϕ > 0 and ψ > 0. Thus, we denote by σ[L(V1, V2), D] the
principal eigenvalue of L(V1, V2) in D (under homogeneous Dirichlet boundary conditions)
and it is well known that σ[L(V1, V2), D] is simple and dominant, in the sense that
Re τ > σ[L(V1, V2), D],
for any other eigenvalue τ of (1.4). Moreover, the principal eigenfunction (ϕ, ψ) is unique,
up to a positive multiplicative constant, and
ϕ 0, ψ  0.
A function w ∈ C1(D¯) is said to satisfy w  0 (in D) if it lies in the interior of the cone
of non-negative functions of C1(D¯), i.e., if w(x) > 0 for all x ∈ D and ∂w/∂n(x) < 0 for
all x ∈ w−1(0)∩∂D, where n = n(x) stands for the outward unit normal to D at x ∈ ∂D.
Also, throughout this paper we set
(1.5) L0 := L(0, 0) σ1 := σ[−∆,Ω],
and denote by φ1  0 the principal eigenfunction associated with σ1, normalized so that,
for example,
max
Ω¯
φ1 = 1.
Hence, performing some calculations and according to the properties of the principal
eigenvalue we arrive at
(1.6) σ[L0,Ω] = σ1 −
√
αβ and (ϕ, ψ) =
(√
α φ1,
√
β φ1
)
.
Similarly, we also obtain
σ[L0,Ω0] = σ
0
1 −
√
αβ,
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where
σ01 := σ[−∆,Ω0].
1.2. Motivations and main results. Due to the cooperative character of system (1.1)
we apply [2, Lemma 3.6] which guarantees that v = 0 if u = 0 from the u-equation because
α > 0 in Ω¯. Similarly, since β > 0 in Ω¯, it follows from the v-equation that u = 0 if v = 0.
Thus, (1.1) admits two types of non-negative solutions: the trivial state (0, 0), and the
coexistence states ; those of the form (u, v) with u  0 and v  0. Moreover, according
to the v-equation, if (u, v) is a coexistence state of (1.1), then
(−∆− λ)v = βu > 0 in Ω,
Therefore, owing to [17, Theorem 2.1] (cf. [15, Theorem 2.5]), under homogeneous Dirich-
let boundary conditions, the following condition must be held for the existence of coexis-
tence states
(1.7) λ < σ1.
Then, if condition (1.7) is satisfied we can solve the v-equation in terms of u and under
homogeneous Dirichlet boundary conditions v = 0 on ∂Ω, i.e.,
v = β(−∆− λ)−1u,
with (−∆ − λ)−1 as a positive linear integral compact operator from L2(Ω) to itself.
Substituting that expression into the first equation of (1.1), we obtain the following non–
local problem for u:
(1.8)
{ −∆u = λu+ αβ(−∆− λ)−1u− a(x)f(x, u)u in Ω,
u = 0 on ∂Ω,
This integro-differential equation can be viewed as the Euler–Lagrange equation of the
functional
(1.9) Eγ(u) =
∫
Ω
[
1
2
|∇u|2 − λ
2
u2 − αβ
2
∣∣(−∆− λ)−1/2u∣∣2 + F (x, u)] ,
where
F (x, u) :=
∫ u
0
a(x)f(x, ξ)ξdξ and γ := αβ.
Note that owing to the definition of (−∆− λ)−1 the operator (−∆− λ)−1/2 is defined as
the square root of (−∆−λ)−1 and it will be also referred to as a non-local linear operator.
Furthermore, due to the relation with (1.8) the analysis carried out here might add some
additional valuable information and new methods to the analysis of higher-order partial
differential equations (cf. [1]).
After these transformations we are in the position to ascertain the characterization of
the existence of coexistence states through the application of classical variational methods
to (1.8).
This decoupling technique has been previously used, and for the first time introduced in
[12, 18], to analyze several non-cooperative systems (the off-diagonal couple terms have
opposite signs) such as the FitzHugh–Nagumo type which serve as a model for nerve
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conduction. In those results the authors obtained existence and multiplicity results as
well as a spectral analysis [12, Section 1] for the linear operator
(1.10) (−∆− λ)− γ(−∆− λ)−1.
It is worth mentioning that the differential operator involved in the system (1.1) and
denoted by (1.2) is not self–adjoint so it is not possible to obtain its variational approach
in order to ascertain such characterization. However, (1.8) does possess the associated
variational form (1.9) whose critical points provide us with weak solutions of (1.8) in
H10 (Ω), i.e.,
(1.11)
∫
Ω
∇u · ∇ν − λ ∫
Ω
uν − γ ∫
Ω
(−∆− λ)−1/2u · (−∆− λ)−1/2ν − ∫
Ω
a(x)f(x, u)uν = 0,
for any ν ∈ H10 (Ω) (or C∞0 (Ω)). Moreover, by classic elliptic regularity (Schauder’s theory)
those weak solutions are also classical solutions.
Therefore, the existence of solutions for the problem (1.8) is ascertained through a
classical variational approach and, in addition, under condition (1.7) we have that (1.8)
admits a positive solution if and only if (1.1) possesses a coexistence state.
In order to accomplish such characterization of the existence and uniqueness of coexis-
tence states we must use the spectral bound which appeared for the first time in [4], and
denoted by
(1.12) Σ(λ) := sup
w∈P
inf
Ω0
(−∆− λ)w
(−∆− λ)−1w, P := {w ∈ C
2
0(Ω¯) : w  0}.
In this paper we shall use and introduce an equivalent variational expression defined by
(1.13) Σ(λ) := inf
∫
Ω0
|∇w|2 − λ∫
Ω0
|(−∆− λ)−1/2w|2 , such that w ∈ H
1
0 (Ω0) and
∫
Ω
w2 = 1,
more suitable to the methodology used throughout this work.
Consequently, the main result of this paper which establishes the existence and unique-
ness of coexistence states for the problem (1.1) as well as for (1.8) and the limiting
behaviour at the limiting values of the main continuation parameter γ := αβ considered
here is as follows. This result substantially improves [4].
Theorem 1.1. Suppose λ < σ1. Then, (1.1) possesses a coexistence state if and only if
(1.14) (σ1 − λ)2 < γ < Σ(λ),
and it is unique, if it exists, and if we denote it by θ[γ,Ω] := (uγ, vγ), then
lim
γ↓(σ1−λ)2
θ[γ,Ω] = (0, 0) in C(Ω¯)× C(Ω¯),
and
lim
γ↑Σ(λ)
θ[γ,Ω] = (∞,∞) in Ω¯.
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Furthermore, the map
((σ1 − λ)2,Σ(λ)) τ−→ C(Ω¯)× C(Ω¯)
γ 7→ θ(γ) := θ[γ,Ω]
is point–wise increasing and of class C1.
The motivation for the definition of the spectral bound (1.12) comes from the fact that
the nonlinearities vanish in different subdomains. In fact, the results shown in [2] rested
on the spatial assumptions considered where the nonlinearities vanish in the same sub-
domains. Hence, based upon a method developed in [11], [14], a positive supersolution
was constructed approximating the eigenfunction associated with the principal eigenvalue
σ[L0,Ω0] by a positive smooth extension. Thus, we have the characterization of coexis-
tence states if and only if
(1.15) σ[−∆,Ω]−
√
αβ = σ[L0,Ω] < λ < σ[L0,Ω0] = σ[−∆,Ω0]−
√
αβ.
However, for the situation supposed in this paper such a construction is not available.
Particularly, one possible justification comes from the following fact. Setting the spectral
bound defined by (1.12) as
Σ(λ) = sup
u∈(−∆−λ)−1(P)
inf
Ω0
(−∆− λ)2u
u
.
we obtain Σ(λ) maximizing
inf
Ω0
(−∆− λ)2u
u
among all the functions u of the form
u = (−∆− λ)−1w,
for some w  0, such that
(1.16) −∆u = λu+ w > 0 if λ ≥ 0,
and, therefore, the functions uk, k ≥ 1, of any maximizing sequence approximating Σ(λ)
must be concave. On the other hand, it is well known that
(σ01 − λ)2 = sup
u∈P
inf
Ω0
(−∆− λ)2u
u
= σ[(−∆− λ)2,Ω0]
(see [15, Theorem 3.1] and the references therein). Consequently, it is not possible to
construct any positive smooth extension approximating the principal eigenfunction asso-
ciated to σ01 as was done in [2], [11], [14] and [21]. So, since that approximation is not
possible we can conclude that the next estimate should hold
(1.17) Σ(λ) < (σ01 − λ)2.
Indeed, thanks to the sharp estimations obtained for the spectral bound Σ(λ) in [4] we
have that
(1.18) (σ[−∆,Ω]− λ)2 < Σ(λ) ≤ (σ[−∆,Ω0]− λ)2.
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In addition, through the proof of those inequalities it was claimed that the profile where
Σ(λ) is reached does not belong to P := {w ∈ C20(Ω¯) : w  0}. Indeed, that profile
seems to belong to rather general classes of non-smooth functions like w ∈ C2(Ω¯0) ∪
L∞(Ω+). Among all those functions w with a fixed restriction w|Ω0 , the one maximizing
J(w) := infΩ0
(−∆−λI)w
(−∆−λI)−1w is given through
(1.19) w˜ :=
{
w|Ω0 in Ω¯0,
0 in Ω+,
Although the exact profile where Σ(λ) is reached still remains an open problem, it is
extremely important to remark that, in such a case, the second estimate of (1.18) must
be strict. We believe that the spectral properties for the operator (1.10) obtained in [12,
Section 1] could help to show the path to follow in order to ascertain such a profile.
Furthermore, in this paper we obtain the limiting behaviour when the parameter γ
reaches the spectral bound Σ(λ) after claiming that (1.17) is true. Something that is not
completely proved, since it relies on (1.17) and, hence, on the profile (1.19) (and this is
not known yet), but allows us to considerably improve previous results (see [4]).
Finally, note that (1.8) can be regarded as a non-local perturbation of the generalized
logistic boundary value problem{ −∆u = λu− a(x)f(x, u)u in Ω,
u = 0 on ∂Ω,
by switching off to 0 the product αβ - the cooperative effects of (1.1). According to [11],
this unperturbed problem possesses a positive solution if and only if
σ1 < λ < σ
0
1.
Thus, and according to the above-mentioned discussion, the classical results of Bre´zis and
Oswald [6], T. Ouyang [22], and J. M. Fraile et al. [11] are of a rather different nature
than those derived from this paper for the non-local problem (1.8).
1.3. Alternative approach. As an alternative to the analysis carried out in this work
after performing the previously mentioned decoupling method, which provides us with
the non-local problem (1.8) we might apply standard variational arguments directly to
the system (1.1). To do so, one can analyze the system of the form
(1.20)

−∆u
α
=
λ
α
u+ v − a
α
f(x, u)u
−∆v
β
= u+
λ
β
v
in Ω,
(u, v) = (0, 0) on ∂Ω,
equivalent to system (1.1) after dividing the first equation of the system (1.1) by the
parameter α and the second by the parameter β. Thus, this system (1.20) possesses an
associated functional
(1.21) J (u, v) = 1
2α
∫
Ω
|∇u|2+ 1
2β
∫
Ω
|∇v|2− λ
2α
∫
Ω
u2− λ
2β
∫
Ω
v2−
∫
Ω
uv+
1
α
∫
Ω
F (x, u),
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where
F (x, u) :=
∫ u
0
a(x)f(x, ξ)ξdξ.
Working on the functional (1.21) we can obtain similar results to those we ascertain
here for the functional (1.9). However, for the system (1.20) we assume λ as the main
continuation parameter. Although that is not a big issue in this case it seems to be more
convenient and natural.
Moreover, note that using this alternative approach we cannot construct either a pos-
itive strict supersolution as was done in [2], because of the concavity shown by (1.16).
However, using standard variational techniques one can easily deduce a similar result to
Theorem 1.1. In order to state such a result we define the Rayleigh quotient for the linear
problem
(1.22)

−∆u
α
= σ
α
u+ v
−∆v
β
= u+ σ
β
v
in D,
(u, v) = (0, 0) on ∂D,
as follows
σ = inf
1
α
∫
D
|∇u|2 + 1
β
∫
D
|∇v|2 − 2 ∫
D
uv
1
α
∫
D
u2 + 1
β
∫
D
v2
.
for a domain D and representing the principal eigenvalue of the problem (1.22). Indeed,
if we assume normalized L2–norms∫
D
u2 = 1 and
∫
D
v2 = 1,
we have that
σ[L1,∆] := inf
1
α
∫
D
|∇u|2 + 1
β
∫
D
|∇v|2 − 2 ∫
D
uv
1
α
+ 1
β
,
which corresponds to the problem
(1.23)
{ −∆u
1+α/β
− αβ
α+β
v = σ[L1, D]u
−∆v
1+β/α
− αβ
α+β
u = σ[L1, D]v
in D, (u, v) = (0, 0) on ∂D,
and the linear operator of that eigenvalue problem denoted by
L1 :=
( −∆
1+α/β
− αβ
α+β
− αβ
α+β
−∆
1+β/α
)
.
Thus, by similar arguments as those we perform here for the functional (1.9) we can state
the next result.
Theorem 1.2. Assume the spatial considerations A and B established above are satisfied.
Then, (1.20) possesses a coexistence state if and only if
(1.24) σ[L0,Ω] < λ < σ[L1,Ω0],
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and it is unique, if it exists, and if we denote it by θ[λ,Ω] := (uλ, vλ), then
lim
λ↓σ[L0,Ω]
θ[λ,Ω] = (0, 0) in C(Ω¯)× C(Ω¯),
and
lim
λ↑σ[L1,Ω0]
θ[λ,Ω] = (∞,∞) in Ω¯.
Furthermore, the map
(σ[L0,Ω], σ[L1,Ω0])
τ−→ C(Ω¯)× C(Ω¯)
γ 7→ θ(λ) := θ[λ,Ω]
is point–wise increasing and of class C1.
Remark 1.1. Similarly to the analysis of the functional (1.9) we note that analyzing the
functional (1.21), the upper bound for the main continuation parameter (in this case) λ
in the interval for the existence of positive solutions (1.24) is again smaller than σ[L0,Ω0].
Indeed, problem (1.23) might be written as{
−∆u− αβ+α2
α+β
v = σ[L1, D](1 +
α
β
)u
−∆v − αβ+β2
α+β
u = σ[L1, D](1 +
β
α
)v
in D, (u, v) = (0, 0) on ∂D,
or equivalently,{
−∆u− αv = σ[L1, D](1 + αβ )u
−∆v − βu = σ[L1, D](1 + βα)v
in D, (u, v) = (0, 0) on ∂D,
for any domain D. Hence, thanks to the positivity of the cooperative terms α and β we
can easily deduce that
σ[L1,Ω0] < σ[L0,Ω0].
Therefore, we again arrive at a smaller interval for the parameter than what is usually
obtained in these types of problems that we denoted by (1.15) (see [2] for any further
details).
Moreover, we would like to point out that when we assume γ = αβ as the main contin-
uation parameter in Theorem 1.1 we obtain condition (1.14) for the existence of positive
solutions. Equivalently, in Theorem 1.2 we arrive at condition (1.24) that, although dif-
ferent, both conditions seem to be equivalent since again, and strikingly, the upper bound
will be smaller than the correspondent usual one (1.15) for these types of heterogeneous
problems. However, in this work we will concentrate particularly on the analysis of the
functional (1.9).
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1.4. Outline of the paper. The outline of this paper is as follows. In Section 2 we
collect some properties of the functional (1.9). In Section 3 we ascertain the necessary
conditions for the existence of coexistence states and in Section 4 we show the sufficient
conditions as well as the uniqueness of coexistence states for Theorem 1.1, with a general
idea of the sufficient conditions for the proof of Theorem 1.2 . Finally, in Section 5 we
obtain the limiting behaviour of the solutions when the parameter γ approaches (σ1−λ)2
and Σ(λ) finishing the proof of Theorem 1.1.
2. Preliminary properties of functional Eγ(u)
For the sake of the completion, in this section we study some of the properties of the
functional Eγ(u) denoted by (1.9). This can be performed similarly for the functional
(1.21) but here we will focus on the functional (1.9).
We split the functional (1.9) between two in order to prove its properties. So, we denote
it by Eγ(u) := E1(u) + E2(u) where
E1(u) := 1
2
[∫
Ω
|∇u|2 − λ
∫
Ω
u2 − αβ
∫
Ω
∣∣(−∆− λ)−1/2u∣∣2] ,
E2(u) :=
∫
Ω
F (x, u).
(2.1)
Once the notation is established we prove the following two lemmas which are well known,
provide us with the regularity of the functionals defined by (2.1). Hereafter, we are
assuming that H10 (Ω) = W
1,2
0 (Ω).
Lemma 2.1. The functional E1(u) is Fre´chet differentiable and its Fre´chet derivative is
DuE1(u)ν :=
∫
Ω
∇u · ∇ν − λ
∫
Ω
uν − αβ
∫
Ω
(−∆− λ)−1/2u · (−∆− λ)−1/2ν,
for some ν ∈ H10 (Ω).
Proof. Let E1(u+ ν) be
E1(u+ ν) := 1
2
[
∫
Ω
|∇u+ ν|2 − λ
∫
Ω
(u+ ν)2 − αβ
∫
Ω
∣∣(−∆− λ)−1/2(u+ ν)∣∣2].
Subsequently, operating those expressions and rearranging terms yields
E1(u+ ν) := E1(u) + E1(ν) +
∫
Ω
∇u · ∇ν − λ
∫
Ω
uν
− αβ
∫
Ω
(−∆− λ)−1/2u · (−∆− λ)−1/2ν
Since, E1(ν) vanishes quite radically
|E1(ν)| ≤ K ‖ν‖H10 (Ω) = o(‖ν‖H10 (Ω)),
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as ‖ν‖H10 (Ω) goes to zero and for some positive constant K, then
|E1(u+ ν)− E1(ν)−
∫
Ω
∇u · ∇ν + λ
∫
Ω
uν
− αβ
∫
Ω
(−∆− λ)−1/2u · (−∆− λ)−1/2ν| = o(‖ν‖H10 (Ω)),
as ν → 0 in H10 (Ω). This completes the proof. 
Lemma 2.2. The functional E2(u, v) is Fre´chet differentiable and its Fre´chet derivative
is
DuE2(u) =
∫
Ω
a(x)f(x, u)uν,
for some ν ∈ H10 (Ω).
Proof. We know that E2(u) :=
∫
Ω
F (x, u) with F (x, u) :=
∫ u
0
a(x)f(x, ξ)ξdξ. To get the
expression of F (x, u+ ν) we use Taylor’s expansion in ν = 0. Thus,
F (x, u+ ν) = F (x, u) + Fu(x, u)ν + o(|ν|),
as ν → 0. Hence, for every ε > 0 there exists δ = δ(ε, x) such that
|F (x, u+ ν)− F (x, u)− Fu(x, u)ν| ≤ ε |ν| ,
for |ν| ≤ δ. Therefore, since u ∈ H10 (Ω) we can conclude that
|E2(u+ ν)− E2(u)−DuE2(u)ν| = o(‖ν‖H10 (Ω)),
when ν goes to zero in H10 (Ω), which concludes the proof. 
Consequently, we have the directional derivative (Gateaux’s derivative) of the functional
(1.9) as follows
(2.2)
d
dt
Eγ(u+ tν)|t=0 = 〈ν,DuEγ(u)〉 = DuEγ(u)ν.
Furthermore, due to (2.2) the critical points of (1.9) are weak solutions in H10 (Ω) for
equation (1.8). In other words, the Fre´chet derivative obtained in Lemmas 2.1 and 2.2 of
the functional (1.9) is going to be zero when u is a weak solution of (1.8), i.e.,
(2.3) DuEγ(u)ν = 0.
Hence, u ∈ H10 (Ω) is a critical point of Eγ(u) if (2.3) holds, otherwise u will be called
a regular point. The value M ∈ R for which there exists a critical point u0 such that
Eγ(u0) = M is said to be a critical value. Moreover, we say that u0 ∈ H10 (Ω) is a global
minimum for Eγ if for every u ∈ H10 (Ω) we have that Eγ(u) ≥ Eγ(u0). If we consider a
subset of H10 (Ω) that minimum is supposed to be relative. We denote the critical points
of the functional Eγ(u) (1.9) by
Cγ := {u ∈ H10 (Ω) : DuEγ(u)ν = 0}.
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Thus, u ∈ Cγ if and only if∫
Ω
|∇u|2 − λ ∫
Ω
u2 − γ ∫
Ω
∣∣(−∆− λ)−1/2u∣∣2 + ∫
Ω
F (x, u) = 0.
The following definitions will be of extreme importance to get the existence of solutions
for equation (1.8).
Definition 2.1. The map E : V −→ R, where V is a Banach space, is weakly (se-
quentially) lower semicontinuous (wls) if for any weakly convergent sequence {un} in V ,
un ⇀ u, as n→∞, then
E(u) ≤ lim inf
n→∞
E(un)
Definition 2.2. The map E : V −→ R, where V is a Banach space, is weakly semi-
continuous (ws) if for any weakly convergent sequence {un} in V , un ⇀ u, as n → ∞,
then
E(u) = lim
n→∞
E(un)
Subsequently, after establishing the definitions for lower semicontinuity we easily prove
that the functional Eγ denoted by (1.9) is (wls). The following result provides us with the
weakly lower semicontinuity of the first two terms of the functional E1.
Lemma 2.3. If X is a Hilbert space then its norm is (wls).
Proof. Since the square root function is a continuous function we find that
‖w‖2X ≤ lim inf ‖wn‖2X ⇒ ‖w‖X ≤ lim inf ‖wn‖X ,
for any sequence {wn} in the space X convergent to w ∈ X. Thus, first we assume that
wn ⇀ w in X and by definition we also have that
0 ≤ ‖wn − w‖2X = ‖wn‖2X − 2 〈wn, w〉X + ‖w‖2X ,
where, 〈·, ·〉X represents the inner product of the Hilbert space X. Hence,
(2.4) 2 〈wn, w〉X − ‖w‖2X ≤ ‖wn‖2X .
Moreover, owing to the convergence of the taken sequence, we can choose a subsequence
of ‖wn‖2X , convergent to lim inf ‖wn‖2X . Therefore, passing to the limit (2.4) we find that
‖w‖2X ≤ lim inf ‖wn‖2X ,
which concludes the proof. 
Thus, assume w ∈ H10 (Ω). Consequently, applying Lemma 2.3∫
Ω
(|∇w|2 − λw2),
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is (wls). Since the Banach space H10 (Ω) is the closure of C∞0 (Ω) with respect to the norm
‖wn‖H10 (Ω) :=
(∫
Ω
|∇w|2 + w2
) 1
2
,
thanks to Poincare´’s inequality, there is a constant K > 0 such that
K
∫
Ω
w2 ≤
∫
Ω
|∇w|2 ,
for every w ∈ H10 (Ω). Hence, we can take as norm in H10 (Ω) the following
(2.5) ‖w‖H10 (Ω) :=
(∫
Ω
|∇w|2
) 1
2
,
In fact, the constant K might be the principal eigenvalue K = σ1, for −∆ in Ω under
homogeneous Dirichlet boundary conditions, and denoted by (1.5) (the smallest possible
one). So, after those assumptions and applying Lemma 2.3 to H10 (Ω) with the norm
obtained above and to L2(Ω) with the standard norm we find that the first two terms of
the functional E1 are (wls).
Furthermore, the third term of E1 and the functional E2 are weakly semicontinuous.
Lemma 2.4. Suppose u ∈ H10 (Ω). Then,
∫
Ω
∣∣(−∆− λ)−1/2u∣∣2 is (ws).
Proof. As performed in the proof of Lemma 2.3 we take a convergent sequence {un} in
H10 (Ω) such that un ⇀ u for some u ∈ H10 (Ω). Then, (−∆ − λ)−1/2un := fn, with
fn ∈ H1/20 (Ω) equicontinuous in H1/20 (Ω). Then, by the compact imbedding of H1/20 (Ω) in
L2(Ω) and the Ascoli–Arzela´ theorem we can extract a convergent subsequence in L2(Ω)
{umi} such that umi → u, as mi →∞. Moreover, since the linear operator (−∆− λ)−1/2
is compact we find that
umi → u⇒ (−∆− λ)−1/2umi → (−∆− λ)−1/2u
⇒
∫
Ω
∣∣(−∆− λ)−1/2u∣∣2 → ∫
Ω
∣∣(−∆− λ)−1/2u∣∣2 .
This concludes the proof. 
Lemma 2.5. Suppose u ∈ H10 (Ω). Then,
∫
Ω
F (x, u) is (ws).
Proof. By Fatou’s Lemma and the continuity of the Nemytskii operator F (x, u) it is
possible to find a convergent subsequence {uni} such that
F (x, u) ≤ lim infni→∞ F (x, uni), and∫
Ω
F (x, u) ≤ lim infni→∞
∫
Ω
F (x, uni).
Therefore, E2(uni)→ E2(u) as ni →∞, in L∞(Ω) which concludes the proof. 
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3. Necessary conditions for the existence
In this section we prove the necessary conditions for the existence of a coexistence state.
In other words, it provides us with the first part of the proof of Theorem 1.1.
Proposition 3.1. Suppose a > 0, f satisfies (Af), (Ag), and the problem (1.1) possesses
a solution (u, v) > (0, 0). Then, u 0, v  0, and
(3.1) 0 < σ1 − λ <
√
αβ.
If, in addition, a(x) satisfies (A) and (B) (established in the introduction), then
(3.2) 0 < σ1 − λ <
√
αβ <
√
Σ(λ),
where Σ(λ) is the spectral bound defined by (1.13).
Proof. Suppose a > 0 and f satisfies (Af). Let (u, v) > (0, 0) be a solution of (1.1). Then,
according to the Maximum Principle, we have that u 0 and v  0. Moreover,( −∆ + af(·, u) −α
−β −∆
)(
u
v
)
= λ
(
u
v
)
and, hence, by the uniqueness of the principal eigenvalue,
λ = σ[L(af(·, u), 0),Ω].
As af(·, u) > 0, we find from (1.6) and the monotonicity of the principal eigenvalue with
respect to the potential that
λ > σ[L(0, 0),Ω] = σ[L0,Ω] = σ1 −
√
αβ.
Moreover, since v = 0 on ∂Ω and
(−∆− λ)v = βu > 0 in Ω,
it follows, from the Maximum Principle again, that
0 < σ[−∆− λ,Ω] = σ1 − λ,
which completes the proof of (3.1).
Once we know that λ < σ1, it can be inferred from the v-equation of (1.1) that
v = β(−∆− λ)−1u,
and, hence, substituting it into the u-equation, we are driven to
(−∆− λ)u = αβ(−∆− λ)−1u− af(·, u)u.
Therefore,
(3.3) (−∆− λ)u = αβ(−∆− λ)−1u in Ω0,
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because a = 0 in Ω0. Now, let w˜ be the profile where the spectral bound is reached and
denoted by (1.19). Then,
Σ(λ) =
∫
Ω0
|∇w˜|2 − λ ∫
Ω0
w˜2∫
Ω0
|(−∆− λ)−1/2w˜|2 ,
since w˜|Ω+ = 0. Hence,
(3.4) inf
∫
Ω0
|∇u|2 − λ ∫
Ω0
u2∫
Ω0
|(−∆− λ)−1/2u|2 ≤ Σ(λ), with u ∈ H
1
0 (Ω0).
Observe that the equality is only true when u = w˜. Moreover, multiplying (3.3) by u and
integrating by parts in Ω0 gives∫
Ω0
|∇u|2 − λ ∫
Ω0
u2∫
Ω0
|(−∆− λ)−1/2u|2 = αβ.
Then,
inf
∫
Ω0
|∇u|2 − λ ∫
Ω0
u2∫
Ω0
|(−∆− λ)−1/2u|2 = αβ with u ∈ H
1
0 (Ω0).
Consequently, combining it with (3.4)
(3.5) γ := αβ ≤ Σ(λ).
To conclude the proof we show the next lemma that actually sharpens (3.5) up to condition
(3.2) combining it with (3.1).
Lemma 3.1. Suppose a > 0 in Ω, f ∈ Cµ,1+µ(Ω¯× [0,∞)) satisfies (Af), (Ag) and (1.1)
possesses a coexistence state. Then, there exists ε > 0 such that the perturbed problem
(3.6)

−∆u = λu+ (α + t)v − af(·, u)u
−∆v = βu+ λv in Ω,
(u, v) = (0, 0) on ∂Ω.
has a coexistence state for every t ∈ [0, ε).
Proof of Lemma 3.1. It consists of a simple application of the Implicit Function
Theorem based on the fact that any coexistence state of (1.1) is non-degenerate. Let
(u0, v0) be a coexistence state of (1.1) and consider the operator
F : E := C2+µ0 (Ω¯)× C2+µ0 (Ω¯)× R −→ F := Cµ(Ω¯)× Cµ(Ω¯)
defined by
F(u, v, t) :=
( −∆u− λu− (α + t)v + af(·, u)u
−∆v − λv − βu
)
, (u, v, t) ∈ E.
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F is of class C1 and, by definition,
F(u0, v0, 0) = 0.
Moreover, the differential operator
D0F := D(u,v)F(u0, v0, 0) ∈ L
(C2+µ0 (Ω¯)× C2+µ0 (Ω¯); Cµ(Ω¯)× Cµ(Ω¯))
is given by
D0F
(
u
v
)
=
( −∆− λ+ a∂uf(·, u0)u0 + af(·, u0) −α
−β −∆− λ
)(
u
v
)
= L (−λ+ a∂uf(·, u0)u0 + af(·, u0),−λ)
(
u
v
)
,
where L(·, ·) stands for the linear cooperative operator defined in (1.4). According to
assumptions (A) and (B), (Af), and (Ag), we find from the monotonicity of the principal
eigenvalue with respect to the potential that
σ[L (−λ+a∂uf(·, u0)u0 + af(·, u0),−λ) ,Ω]
= σ[L (a∂uf(·, u0)u0 + af(·, u0), 0) ,Ω]− λ
> σ[L (af(·, u0), 0) ,Ω]− λ = 0.
Therefore, the linearized operator D0F is an isomorphism with strong positive inverse,
and, consequently, thanks to the Implicit Function Theorem, there exist ε > 0 and two
maps of class C1
U, V : (−ε, ε) 7→ C2+µ0 (Ω¯)× C2+µ0 (Ω¯)
such that
U(0) = u0, V (0) = v0,
and
F(U(t), V (t), t) = 0 for every t ∈ (−ε, ε).
As u0 and v0 lie in the interior of the cone of positive functions of the ordered Banach space
C10(Ω¯), it becomes apparent that (U(t), V (t)) is a coexistence state of (3.6) for sufficiently
small t > 0. This completes the proof.
Consequently, owing to (3.5) we find that αβ = Σ(λ) if (3.2) fails. Moreover, by the
analysis already done in this proof,
(α + t)β ≤ Σ(λ) ∀ t ∈ [0, ε).
This contradiction shows that actually γ := αβ < Σ(λ) and concludes the proof. 
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4. Sufficient conditions for the existence
As discussed in the introduction of this paper equation (1.8) admits positive solutions
if and only if the system (1.1) possesses coexistence states. Since the operator (1.2) is
not self-adjoint we ascertain the characterization of the positive solutions for equation
(1.8), for which a variational setting is guaranteed. That result provides us with the final
characterization of coexistence states of (1.1).
In this context, the differential equation (1.8) can be viewed as the Euler-Lagrange
equation represented by the functional denoted by (1.9) when (1.7) is satisfied.
The next result is pivotal in ascertaining the characterization of the existence coexis-
tence states of (1.1) and as discussed above, the existence of positive solutions of (1.8).
It provides us with the coercivity of the functional (1.9).
Lemma 4.1. Suppose (1.14) is satisfied then the functional Eγ(u) defined by (1.9) is
coercive.
Proof. We argue by contradiction. Then, suppose (1.9) is not coercive, i.e.,
(4.1) Eγ(un) ≤ C,
such that there exists a sequence {(un)} for which
(4.2) ‖un‖H10 (Ω) →∞
as n → ∞, holds. Note that we also have that ‖un‖L2(Ω) → ∞, as n → ∞, from (4.2)
and the structure of the non-local compact operator. Indeed, to prove it we suppose that
‖un‖L2(Ω) is bounded for any n ≥ 1. Then, since (−∆−λ)−1/2 is a compact operator from
L2(Ω) to itself we find that∥∥(−∆− λ)−1/2un∥∥L2(Ω) ≤ C ‖un‖L2(Ω) ,
for a positive constant C > 0. Hence, since Eγ(un) is bounded (4.1) we find that∫
Ω
|∇un|2 ≤ C + αβ
∫
Ω
∣∣(−∆− λ)−1/2un∣∣2 + λ∫
Ω
|un|2 ≤ C +K
∫
Ω
|un|2 ,
for some positive constant K > 0. This obviously, owing to (4.2), contradicts our assump-
tion about the boundedness of ‖un‖L2(Ω) for any n ≥ 1. Therefore,
‖un‖L2(Ω) →∞ as n→∞.
Furthermore, just remember that according to (4.1) Eγ(un) ≤ C, for any n ≥ 1, and
some positive constant C > 0. Thus, we can ensure that
lim sup
n→∞
Eγ(un)
‖(un)‖2L2(Ω)
≤ 0
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and, hence,
(4.3) lim sup
n→∞
1
2
∫
Ω
|∇wn|2 − λ
2
+
∫
Ω
F (x, un)
‖un‖2L2(Ω)
− αβ
2
∫
Ω
∣∣(−∆− λ)−1/2wn∣∣2 ≤ 0,
with
(4.4) wn :=
un
‖un‖L2(Ω)
.
Then, ‖wn‖L2(Ω) = 1.
On the other hand, owing to (1.7) and the fact that
∫
Ω
∣∣(−∆− λ)−1/2wn∣∣2 ≤ K is
bounded, since the non-local operator is compact and {wn} is bounded sequence, we have
that
(4.5)
∫
Ω
|∇wn|2 ≤ K and
∫
Ω
F (x, un)
‖un‖2L2(Ω)
≤ K,
for some positive constant K > 0. Then, {wn} is a bounded sequence in H10 (Ω) hence it
converges weakly in H10 (Ω). Moreover, as the imbedding
H10 (Ω) ↪→ L2(Ω)
is compact, for every n ≥ 1, due to the normalization of wn in L2(Ω) and (4.5) there
exists a subsequence of {wn}n≥1, again labelled by n, and w0 ∈ L2(Ω) such that
(4.6) lim
n→∞
‖wn − w0‖L2(Ω) = 0.
In addition, we will prove that {wn}n≥1 is actually a Cauchy sequence in H10 (Ω) using an
argument shown in [3]. This implies that w0 ∈ H10 (Ω) and
(4.7) lim
n→∞
‖wn − w0‖H10 (Ω) = 0.
Indeed, for every n < m, we have that wn < wm and∫
Ω
|∇(wn − wm)|2 =
∫
Ω
|∇wn|2 +
∫
Ω
|∇wm|2 − 2
∫
Ω
〈∇wn,∇wm〉
= λ(
∫
Ω
w2n +
∫
Ω
w2m − 2
∫
Ω
wnwm) + αβ
∫
Ω
∣∣(−∆− λ)−1/2wn∣∣2
+ αβ
( ∫
Ω
∣∣(−∆− λ)−1/2wm∣∣2 − 2∫
Ω
wm(−∆− λ)−1wn
)
−
∫
Ω
a(x)f(x, un)w
2
n −
∫
Ω
a(x)f(x, um)w
2
m
+ 2
∫
Ω
a(x)f(x, un)wnwm.
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Thus, rearranging terms and due to the monotonicity of the function f , supposed by the
assumption (Af), and the final discussion of section 2 we are driven to the inequality∫
Ω
|∇(wn − wm)|2 = λ
∫
Ω
(wn − wm)2 −
∫
Ω
a(x)f(x, un)(wn − wm)2
+ C1
∫
Ω
(wn − wm)2 ≤ λ
∫
Ω
(wn − wm)2 + C1
∫
Ω
(wn − wm)2,
for a positive constant C1 > 0 whose specific value is not important. Consequently,
according to Ho¨lder’s inequality and the fact that the sequence {wn} is already a Cauchy
sequence in L2(Ω) it becomes apparent that {wn}n≥1 is a Cauchy sequence in H10 (Ω) and,
therefore, w0 ∈ H10 (Ω) and (4.7) holds. Note that,
(4.8) w0 ≥ 0 and
∫
Ω
w20 = 1.
Moreover, from the fact that ‖un‖L2(Ω) →∞, as n→∞, and thanks to (4.5) and Fatou’s
Lemma we find that
(4.9) w0 = 0 in Ω+ = {x ∈ Ω : a(x) > 0}.
Passing to the limit in (4.3) as n→∞ gives
(4.10)
∫
Ω0
|∇w0|2 − λ∫
Ω0
|(−∆− λ)−1/2w0|2
≤ αβ,
since w0 = 0 in Ω+ = Ω \ Ω0 by (4.9). Furthermore, we are supposing that αβ < Σ(λ)
which in its variational expression means that
αβ < Σ(λ) := inf
∫
Ω0
|∇w|2 − λ∫
Ω0
|(−∆− λ)−1/2w|2 such that w ∈ H
1
0 (Ω0) and
∫
Ω0
w2 = 1.
Thus, for any sequence that fulfills (4.2) we find that the functional Eγ must be bounded if
(4.10) is satisfied so it must be also true for the supremum which clearly contradicts (1.14).
Therefore, the functional Eγ is coercive for that range of γ = αβ for which condition (1.14)
is satisfied. That completes the proof. 
Remark 4.1. The proof of coercivity for the functional (1.21) will follow a similar
argument with a couple of differences. First, to prove the convergence of a sequence
{wn,1, wn,2}n≥1 is actually a Cauchy sequence in H10 (Ω)×H10 (Ω) such that
wn,1 :=
un
‖(un, vn)‖L2(Ω)×L2(Ω)
wn,2 :=
vn
‖(un, vn)‖L2(Ω)×L2(Ω)
we can use an argument shown in [3] in which such a convergence is obtained for a class
of cooperative systems such as (1.20), having that
(4.11) lim
n→∞
‖(wn,1, wn,2)− (w0,1, w0,2)‖H10 (Ω)×H10 (Ω) = 0.
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with (w0,1, w0,2) ∈ H10 (Ω)×H10 (Ω), w0,1, w0,2 ≥ 0,
(4.12) w0,1 = w0,2 = 0 in Ω+ = {x ∈ Ω : a(x) > 0}.
Indeed, assuming that
Jλ(un, vn) ≤ C, for any n ≥ 1,
and some positive constant C > 0, if
‖(un, vn)‖L2(Ω)×L2(Ω) →∞ as n→∞,
we can ensure that
lim sup
n→∞
Jλ(un, vn)
‖(un, vn)‖2L2(Ω)×L2(Ω)
≤ 0
and, hence,
lim sup
n→∞
1
2α
∫
Ω
|∇wn,1|2 + 1
2β
∫
Ω
|∇wn,2|2 − λ
2α
∫
Ω
w2n,1 −
λ
2β
∫
Ω
w2n,2
−
∫
Ω
wn,1wn,2 +
1
α
∫
Ω
F (x, un)
‖(un, vn)‖L2(Ω)×L2(Ω)
≤ 0,
(4.13)
Then, similarly as done above for the functional (1.9), and thanks to the convergence
(4.11) we can easily see that
w0,1 = 0 in Ω+ = {x ∈ Ω : a(x) > 0},
since from (4.13) and the bounded norms in L2(Ω)×L2(Ω), for the sequence (wn,1, wn,2),
we find that ∫
Ω
F (x, un)
‖(un, vn)‖L2(Ω)×L2(Ω)
≤ K,
for some positive constant K. In fact, we have again a bounded sequence in H10 (Ω) ×
H10 (Ω). Moreover, due to [2, Lemma 3.6] which is a consequence of the cooperative char-
acter of the system (1.1), we actually have (4.12). In other words, either both components
are strictly positive or they vanish in the same regions. Thus, arguing by contradiction
as above and assuming a normalization of the form∫
Ω
w20,1 = 1 and
∫
Ω
w20,2 = 1,
we arrive at the expression
1
α
∫
Ω0
|∇w0,1|2 + 1β
∫
Ω0
|∇w0,2|2 − 2
∫
Ω0
w0,1w0,2
1
α
+ 1
β
≤ λ,
which contradicts condition (1.24) in Theorem 1.2, since
σ[L1,Ω0] = inf
1
α
∫
Ω0
|∇w1|2 + 1β
∫
Ω0
|∇w2|2 − 2
∫
Ω0
w1w2
1
α
+ 1
β
.
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Lemma 4.1 ensures us that the minimizing sequence will be bounded under those re-
strictions in H10 (Ω). Now, we prove that indeed, the minimizer is attained. Hence, the
existence of a weak solution is achieved when the cooperative effects γ := αβ fulfill (1.14).
By elliptic regularity we can obtain the existence of a classical solution as well.
Proposition 4.1. Suppose the functional Eγ(u) defined by (1.9) is (wls), coercive and
condition (1.14) is satisfied. Then, there exists a positive minimizer u0 > 0 which is
indeed attained.
Proof. We argue by contradiction. Suppose the functional is not bounded below, i.e.,
Eγ(un) < −n, for any convergent sequence {un} in X. Since, that sequence converges
weakly in H10 (Ω) we have that
(4.14) ‖un‖H10 (Ω) ≤ K.
for a positive constant K > 0. Hence, there exists a convergent subsequence such that
unm ⇀ u, as m→∞, for some u ∈ H10 (Ω). However, due to the fact that the functional
Eγ is (wls) we obtain that
Eγ(u0) ≤ lim inf
m→∞
Eγ(unm) < −∞,
which contradicts (4.14). Consequently, the limit exists and thanks to the coercivity of
the functional when 0 < (σ1 − λ)2 < αβ = γ < Σ(λ) is finite,
inf
u∈H10 (Ω)
Eγ(u) = d <∞.
Thus, taking a minimizing sequence {un}, bounded because of the coercivity, yields
lim
n−→∞
Eγ(un) = d.
Then, a convergent subsequence might be chosen, such that unm −→ u0, as m → ∞.
Hence,
Eγ(u0) ≤ lim inf
m→∞
Eγ(unm) = lim
n→∞
Eγ(un) = d = inf
u∈H10 (Ω)
Eγ(u)
so that Eγ(u0) = d. Moreover, since Eγ(0) = 0, taking a constant M sufficiently close to
0 and thanks to (Af) we find that
Eγ(M) = −λ
2
M2 |Ω|+
∫
Ω
F (x,M)− 1
2
αβM2 |Ω| < 0 = Eγ(0).
Therefore, the minimizer u0 ∈ H10 (Ω) is not identically zero. Indeed a positive critical
point of Eγ exists. This completes the proof. 
Furthermore, to prove the uniqueness of the positive solutions of (1.8) and, hence,
the coexistence states of (1.1) we go back to [2, Lemma 3.7]. Thus, we again proceed
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by contradiction. Suppose (1.8) has two positive solutions such that u1 6= u2. Then,
w := u2 − u1 > 0 and
(4.15)
{
(−∆− λ− αβ(−∆− λ)−1 + V )w = 0 in Ω,
w = 0 on ∂Ω,
where V is given through
V := a
∫ 1
0
∂f
∂u
(·, tu2 + (1− t)u1)(tu2 + (1− t)u1) dt+ a
∫ 1
0
f(·, tu2 + (1− t)u1) dt.
By the Maximum Principle, u1  0 and u2  0. Thus, (A) and (B) imply
V > a
∫ 1
0
f(·, tu2 + (1− t)u1) dt ≥ af(·, u1),
since u2 > u1. Therefore, by the monotonicity of the principal eigenvalue with respect to
the potential, we find that
σ
[−∆− λ− αβ(−∆− λ)−1 + V,Ω] > σ [−∆− λ− αβ(−∆− λ)−1 + af(·, u1),Ω] = 0.
On the other hand, by (4.15), w  0 provides us with an eigenfunction of
−∆− λ− αβ(−∆− λ)−1 + V,
associated with the eigenvalue 0 and, consequently,
σ
[−∆− λ− αβ(−∆− λ)−1 + V,Ω] = 0;
leading to a contradiction which ends the proof of the uniqueness.
5. Limiting behaviour at the values (σ1 − λ)2 and Σ(λ)
In this section we analyze the limiting behaviour of the positive solution of the problem
(1.8) when the parameter γ := αβ approaches the limiting values for which the existence of
positive solutions is held. The parameter γ represents the cooperative effects between the
components of the cooperative system (1.1). So, under condition (1.7) we also ascertain
the limiting behaviour for the (unique) coexistence state.
Fixed γ as the main continuation parameter, u(γ) is regarded as the unique positive
solution of (1.8). Then, it provides us with a zero of the operator
F : E := C2+µ0 (Ω¯)× R −→ Cµ(Ω¯)
defined by
(5.1) F(u, γ) := (−∆− λ)u− γ(−∆− λ)−1u+ af(·, u)u, (u, γ) ∈ E.
Moreover, as soon as a > 0 in Ω and (1.8) admits a positive solution by the Implicit
Function Theorem (IFT) we find that γ → u(γ) is a mapping of class C1 and increasing.
Actually, applying the IFT we can differentiate the identity
F(u(γ), γ) = 0
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with respect to γ obtaining that
DuF(u(γ), γ)Dγu(γ) +DγF(u(γ), γ) = 0,
where DuF(u(γ), γ) = (−∆ − λ) − γ(−∆ − λ)−1 + af(·, u) + a∂uf(·, u) and, hence, by
assumptions (A), (B), (Af) and (Ag) we find that
σ[−∆− λ− γ(−∆− λ)−1 + af(·, u) + a∂uf(·, u),Ω]
≥ σ[−∆− λ− γ(−∆− λ)−1 + af(·, u),Ω] = 0,
just applying the monotonicity of the principal eigenvalue with respect to the potential.
Then, the operator DuF(u(γ), γ) is an isomorphism and, hence, invertible in the way that
its inverse (DuF)
−1 is strongly positive. Moreover, differentiating with respect to γ the
operator (5.1) yields
DγF(u(γ), γ) = −(−∆− λ)−1u(γ).
Hence, since (−∆− λ)−1 is also a positive operator we obtain
(5.2) Dγu(γ) = (DγF)
−1 (−∆− λ)−1u(γ) 0.
In particular, regarding γ as the main continuation parameter, the structure of the positive
solutions of (1.8) consists of an increasing curve of class C1
γ 7→ u(γ), with 0 < (σ1 − λ)2 < γ < Σ(λ).
The next result provides us with the limiting behaviour of the positive solution when the
parameter γ approximates the external values of the interval of existence
I := ((σ1 − λ)2,Σ(λ)).
Proposition 5.1. Suppose a(x) satisfies the assumptions (A) and (B), and f satisfies
(Af) and (Ag). Then,
(5.3) lim
γ↓(σ1−λ)2
u(γ) = 0,
and
(5.4) lim
γ↑Σ(λ)
‖u(γ)‖C(Ω¯) =∞.
Indeed, supposing that there exists w ∈ C20(Ω¯0) with w|∂Ω = 0 and w|Ω0 > 0 such that wˆ
is the function defined by (1.19) where Σ(λ) is reached then,
(5.5) lim
γ↑Σ(λ)
u(γ) =∞, uniformly in compact subsets of Ω¯.
Proof. The zeros of the functional G : R× C0(Ω¯)→ C0(Ω¯) denoted by
G(γ, u) := u− (−∆− λ)−1 [γ(−∆− λ)−1u− af(·, u)u] ,
are fixed points of a compact operator (−∆−λ)−1 (cf. [16, Chapter 7]), where (−∆−λ)−1
stands for the inverse of (−∆−λ) in Ω under homogeneous Dirichlet boundary conditions.
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The functional G is of class C1 and by elliptic regularity a compact perturbation of the
identity for every γ ∈ R. Moreover, G(γ, 0) = 0 for all γ ∈ R and, also, by (Af)
DuG(γ, 0)u = u− γ(−∆− λ)−2u, γ ∈ R, u ∈ C0(Ω¯).
Thus, the linear operator DuG(γ, 0) is Fredholm of index zero and is analytic in γ, for it
is a compact perturbation of the identity of linear type with respect to γ. Moreover, its
spectrum consists of the eigenvalues of (−∆− λ)2. In particular,
N
[
DuG((σ1 − λ)2, 0)
]
= span[φ1],
where φ1  0 is any principal eigenfunction of σ1. Then, the following transversality
condition of Crandall–Rabinowitz [7, 8] holds,
(5.6) DγDuG((σ1 − λ)2, 0)φ1 /∈ R[DuG((σ1 − λ)2, 0)].
To prove (5.6) we argue by contradiction assuming that
DγDuG((σ1 − λ)2, 0)φ1 = −(−∆− λ)−2φ1 ∈ R[DuG((σ1 − λ)2, 0)].
Then, there exists u ∈ C0(Ω¯) such that
u− (σ1 − λ)2(−∆− λ)−2u = −(−∆− λ)−2φ1,
and, hence,
(−∆− λ)2u− (σ1 − λ)2u = −φ1.
Now, multiplying by φ1, integrating in Ω and applying the formula of integrating by parts
gives
∫
Ω
φ21 = 0, which is impossible. Therefore, (5.6) is actually true. Consequently,
according to the main theorem of Crandall–Rabinowitz [7] (γ, u) = ((σ1 − λ)2, 0) is a
bifurcation point from the branch of trivial solutions (γ, u) = (γ, 0) from which a smooth
curve of positive solutions emanates. Indeed, that continuum of positive solutions ema-
nating from the bifurcation point as was seen above is of class C1 and increasing pointwise
with respect to the parameter γ. Note that after the characterization result obtained in
the previous sections (1.8) cannot admit a positive solution if γ ≤ (σ1 − λ)2.
Subsequently, to prove (5.4) we apply a compactness argument shown in [16, Chapter
7]. Then, by the monotonicity of γ 7→ u(γ) and arguing by contradiction, there exists a
constant C > 0 such that
(5.7) u(γ) ≤ C in Ω, ∀ γ ∈ ((σ1 − λ)2,Σ(λ)).
Hence, let {γn}n≥1 be an increasing sequence such that 0 < γn < γm if n < m and
lim
n→∞
γn = Σ(λ).
Then, take a convergent sequence {un}n≥1, such that un → u∗ ≤ C as n → ∞. So,
multiplying (1.8) by un, integrating in Ω and applying the formula of integrating by parts
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gives ∫
Ω
|∇un|2 = λ
∫
Ω
u2n + γn
∫
Ω
|(−∆− λ)−1/2un|2 −
∫
Ω
a(x)f(x, un)u
2
n,
and thanks to (5.7), we find that
∫
Ω
|∇un|2 ≤ K, for some positive constant K > 0. Then,
by Agmon–Douglis–Nirenberg Lp estimations ‖∇un‖L∞ ≤ K, for any n ≥ 1. Hence,
taking x, y ∈ Ω sufficiently close such that ‖x− y‖ ≤ ε
K1
for some ε > 0 sufficiently small
and a positive constant K1 > 0 we have that
|un(x)− un(y)| = |
∫ 1
0
d
dt
un(tx+ (t− 1)y)dt| ≤
∫ 1
0
| 〈∇un(tx+ (t− 1)y), x− y〉 |dt
≤
∫ 1
0
‖∇un(tx+ (t− 1)y)‖L∞ ‖x− y‖L∞ dt ≤ K1 ‖x− y‖L∞ ≤ ε.
Consequently, {un}n≥1 is a bounded and equicontinuous family in C0(Ω¯) and by the Ascoli–
Arzela´ theorem there exists a convergent subsequence that we relabel in the same way
{un}, such that un → u∗ in C0(Ω¯). Moreover, since the solutions of (1.8) are fixed points
of the equation
(5.8) un = (−∆− λ)−1
[
γn(−∆− λ)−1un − af(·, un)un
]
,
passing to the limit (5.8) actually shows that by the IFT curve of solutions can be extended
beyond Σ(λ), which is impossible. Therefore, (5.4) holds.
Finally, to prove (5.5) we choose any increasing sequence γn ↑ Σ(λ). Let us set wn :=
un
‖un‖L2(Ω)
. Then, from (1.8), after dividing the equation by the norm ‖un‖L2(Ω), multiplying
by wn , and then integrating by parts in Ω, we find that∫
Ω
|∇wn|2 +
∫
Ω
a(x)f(x, un)w
2
n = λ+ αβ
∫
Ω
∣∣(−∆− λ)−1/2wn∣∣2 ,
hence, with a similar argument as the one applied to prove the coercivity of the functional
Eγ there exists a subsequence again labelled by n such that
lim
n→∞
‖wn − wˆ‖L2(Ω) = 0,
where, wˆ|Ω+ = 0 and wˆ|Ω0 > 0 also in this case and satisfies∫
Ω
|∇wˆ|2 − λ∫
Ω
|(−∆− λ)−1/2wˆ|2 ≤ Σ(λ).
Moreover, we claim that the equality can only hold if wˆ has the form shown by (1.19)
and belonging to the space C2(Ω¯0) ∪ L∞(Ω+). Therefore, since wˆ is strictly positive in
compact sets of Ω¯ and owing to (5.4) we can conclude that (5.5) is true. This completes
the proof. 
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Remark 5.1. (i) Note that due to the cooperative character of the system (1.1), as
mentioned above, no semi-trivial solutions are allowed. Therefore, from Proposi-
tion 5.1 it might be also concluded that (γ, u, v) = ((σ1−λ)2, 0, 0) is a bifurcation
point from the branch of trivial solutions and, hence, limγ↓(σ1−λ)2 v(γ) = 0 is true.
(ii) Furthermore, the limiting behaviour at the upper bound of the parameter γ ob-
tained for u(γ) might be extended to the second component of the coexistence
states v(γ). Actually, according to (1.1), after a straightforward calculation it is
easily seen that
(−∆ +√γ − λ)
(√
α v(γ)−
√
β u(γ)
)
=
√
β af(·, u(γ))u(γ) in Ω.
Moreover, since it has been imposed that λ < σ1 we have
σ[−∆ +√γ − λ,Ω] = σ1 − λ+√γ > √γ > 0.
Thus, owing to [15, Theorem 2.5], we find that
√
α v(γ) =
√
β u(γ) +
√
β(−∆ +√γ − λ)−1 (af(·, u(γ))u(γ))
and, therefore,
(5.9)
√
α v(γ) >
√
β u(γ).
(iii) Finally, we would like to point out the strength of those cooperative systems
applies to every component forces both components to behave in a similar way.
Then a very natural extension of this work could be the consideration of those
cooperative terms as functions with enough regularity instead of parameters as it
has been assumed here.
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