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1. INTRODUCTION 
The multivariate skew normal distribution has been studied by Gupta and Kollo [I] and Azzalini 
and Dalla Valle [2], and its applications are given in [3]. This class of distributions includes 
the normal distribution and has some properties like the normal and yet is skew. It is useful 
in studying robustness. Following Gupta and Kollo [l], the random vector X (p x 1) is said to 
have a multivariate skew normal distribution if it is continuous and its density function (p.d.f.) 
is given by 
fx(z) = 24&; W(a’z), x E Rp, (1.1) 
where C > 0, Q E RP, and 4,(x, C) is the p-dimensional normal density with zero mean vector 
and covariance matrix C, and a(.) is the standard normal distribution function (c.d.f.). It is 
denoted as X N SN,(C,cx), to mean that the random vector X has pvariate skew normal 
density (1.1). The moment generating function (m.g.f.) of X is 
Mx (t) = 2$/2) t’w# (&&J tERP. 
This distribution family is not in the elliptically contoured family (see [4,5]). 
(1.2) 
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The mean vector and the covariance matrix of X are given by 
p=E(X)= -5, J K (1.3) 
Cor (X) = C - pp’, (1.4j 
where S = (1 + a’Ca)-1/2a. Gupta and Kollo [l] h ave further defined the SfV,(p, C, (u) family 
where p is the location parameter. Azzalini and Dalla Valle [2] defined SiV,(R, a) where R is 
the correlation matrix. 
In the next section, we will define the general form of multivariate skew-symmetric distribu- 
tion [6] and study their properties. Then in Section 3, the relationship between the multivariate 
skew-symmetric distribution and the Wishart distribution is studied. 
2. MULTIVARIATE SKEW-SYMMETRIC DISTRIBUTIONS 
First, we give a general definition of multivariate skew-symmetric distributions. 
LEMMA 1. Let Y be a random p-vector with density function f (.) symmetric about 0, and Z 
a random p-vector with absolutely continuous distribution function G and that G’ is symmetric 
about 0. Then 
f(z; a) = 2f(z)G (a’~), x E Rp (2.1) 
is a density function of a random p-vector X for any (Y E RP 
PROOF. See [3]. Here we present an alternative proof. 
Note that f(z; a) 2 0 for all z E RP. It suffices to show that 
9(a) = [m,s-n,~~ 2f(zl, x2,. , xp)G(crlxl + ~2x2 + + cyPxp) dzl dxz dz, 
= 1, 
where z = (x1, x2,. , xp)’ and cu = (~1, a2,. , q,)‘. Note that 
& 9(ff) = 11. l,lI& Pf ( XI, ~2,. , xJG(alzl i- ~~2x2 + + c+zP)] 
x dx1dx2...dx, 
= S_m_...~_~~2Xjf(Xl,X2,... , qJG’(cux1 + ~~2x2 + . . + apxp) dxl dx2.. dxc, 
= 0, j = 1,2 ).‘.) p. 
The first equality follows from Lebesgue’s dominated convergence theorem and the third equality 
holds since 2xj f (xl, x2, , z~)G’(Q~x~ + ~~22 + + apxp) is an odd function. Therefore, it 
implies that g(cr) is a constant. Moreover, if (Y = (O,O, . . . ,O)‘, then g(a) = 1 since G(0) = l/2 
and f(z) is a density function. Then the desired property is proved. I 
The following properties follow immediately from the definition in (2.1). 
PROPERTY A. If (Y = 0, then X has density function f(x) 
PROPERTY B. If X has density function f (2; a), then -X has density function f (cc; -a). 
Next, we give an interesting invariant property of X which can be used to prove our main 
results in Section 3. 
LEMMA 2. Let X, Y, and Z be three random vectors as defined in Lemma 1. Then 
(i) the even moments of X, i.e., E[XX’]n (or EIX’Xln) n = 0,2,4,, , do not depencbon cy 
and are the same as those of Y; 
(ii) XX’ and YY’ have the same distribution. 
Multivariate Skew-Symmetric Distributions 645 
PROOF. We only need to prove that if n1 + n2 + ‘. + np is even, then E[Xr’X,“2 . . Xpp] = 
I!?[Y;~~YF’...Y,~“] whereX=(Xl,X2 ,..., X,) andY =(Y,,Yz ,..., YP). 
Let 2 = (51~x2,. . ,zp)‘, t = (tl,t2,. . , tp)‘, and $x(t) denote the characteristic function 
of X. Then 
[Wh, x2,. , z,)G(alz~ + ~2x2 -t . + apsp)] 
x dxldx2...dxp 
=~-m.../-m/~mezt’y WC-~1, -y2,. . > -Y&(-~IYI - ~2~2 - . . . - q,yp)] 
xoodyl dy, .:. dyp 
=S_Oo_...S_m_J_m_,it’~[2f(yl,y2,...,yl)(l-G(ulyl+a2y2+...+upyp))] 
x dyl dy2 . dy,, 
where y = (~1, ~2,. . , yP) and y = --z. The third equality follows from the symmetry of f(x) 
and G’(y). Therefore, it implies that 
g(t) = $x(t) + @x(-t) 
=2J_m_~~J_m_~~eeit'Ef(xl,x2,...,x~)dxldx~...dTp 
= WY(t) 
is independent of CY. It is easy to see that if 
Wg(t17t2,. . . ,tp)/‘4 
q&y... w I(tl,t2 ,..., t )=(O,O ,..., 0) 
and 
an[$Y(tl,tz,. . . ,$J/2] 
iy’ap . . 
1 2 .atpy, t1,tz )..., &,)=(O,O (...( 0) 
exist, and n = n1 + n2 +. . + np even, then J!!?[X~~X,“~ . . Xp] = E[Y1n1Y22 . Yp”‘]. Thus, the 
desired properties follow immediately. I 
3. RELATIONSHIP WITH THE WISHART DISTRIBUTION 
Let X have a multivariate skew-normal distribution SN,(C, (w). From Lemma 2, we have 
that XX’ and YY’ have the same distribution where Y is a multivariate normal distribu- 
tion NP(O, C). Hence, we have the following theorem. 
THEOREM 1. Let Xj, j = 1,. . , n, be independently distributed as SN,(C, a). Then 
2X3x; - W,(C,n), (3.1) 
j=l 
where W,(C, n) is the Wishart distribution with n degrees of freedom and covariance matrix C. 
PROOF. Let Y N N,(O, C). Then YY’ N W,(C, 1) (see [7]), and XjXi and YY’ have the same 
distribution from Lemma 2(ii). Moreover, XjXi are independent. Then the desired property is 
proved by the addition property of Wishart distribution (see [7, Theorem 7.2.21). I 
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COROLLARY 1. Let Xi, j = 1,. . . , n, be a random sample of size n from multivariate skew 
normal population SN,(C, cx). Let the sample mean vector and the sample covarjance matrix be 
x = (l/n) cj”=, Xj and S = (l/(n - 1)) C,“=,(Xj - x)(X, - x)‘. Then 
S N -& W,(C, n - 1). (3.2) 
PROOF. Note that the nth moment of S only involves the even moments of Xj which have the 
form E[Xjn,l Xj”2’ . . . Xjn,‘]whereXj = (Xjl,Xjz,...,Xjp)‘andnl+na+...+n,,iseven. Fromthe 
proof of Lemma 2, it can be easily seen that the distribution of S is the same as the distribution 
ofC~EI(Y~-~)(Yj-?)‘whichisW,(C,n-l), where Yj are independent and identically random 
vectors from N,(O, C). I 
REMARK. The SN,(C, cr) distribution does not have the reproducingproperty; however, Wishart 
does and does not depend on (Y. 
Furthermore, the SN,(C, cx) distribution shares many nice properties of the Np(p, C). 
COROLLARY 2. Let X be a random multivariate skew normal SN,(C, cx) with density fx(~) 
where C = (aij). Then the following hold. 
(i) $I$!$ = (1 +&j) w w h ere 6, = 1 if i = j and 0 otherwise. 
(ii) If V has a Wishart distribution W,(C, n) and is independent of X, then 
x’v-lx - ’ n-p+1 Fp,n_pfl. 
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