Abstract-How to make mobile manipulator autonomously identify and locate target object in unknown environment, this is a very challenging question. In this paper, a multi-sensor fusion method based on camera and laser range finder (LRF) for mobile manipulations is proposed. Although the camera can acquire rich perceptual information, the image processing is very complex and easily influenced from the change in ambient light. Moreover, it can not directly provide the depth information of the environment. Since the LRF has the ability to directly measure 3D coordinates and the stability against the ambient light influence, meanwhile, the camera has the ability to acquire color information, the combination of the two sensors by making use of their advantages is utilized to obtain more accurate measurements as well as to simplify information processing. To overlay the camera image with the measurement points of the LRF pitching scan and to reconstruct the 3D image which includes the depth-of-field information, the model and the calibration of the system are built. Based on the combination of the color features extracted from the color image and the shape, size features extracted from the 3D depth-of-field image, the target object identification and localization are implemented autonomously. In order to extract the shape and size features, a triangular facet normal vector clustering (TFNVC) algorithm is introduced. The effectiveness of the proposed method and algorithm are validated by some experimental testing and analysis carried out on the mobile manipulator platform.
power station.
When performing a dangerous task, like explosive disposal, many actions no man involved need to be done autonomously by the mobile manipulator. That is because: Firstly, the working environment is hazardous, usually unstructured or unknown in advance. Secondly, the dynamic change often happens to the environment. The walking person or the moving object often makes the environment become more complex. Thirdly, the operating target in the workspace may be not sure or be confused with the complicated scene. Therefore, the robot has to decide where to go, whether it is the target object or not, how to navigate to reach for it, how and where to grasp it, how to hold it, etc. Especially, the capacity for autonomous target object identification and localization is a very important function to improve the performance of the mobile manipulations. This is also a very challenging question for such a system.
In order to solve it, the various sensors are fixed on the mobile manipulator. In [1] , a sensor system for an outdoor service robot OSR-02 is developed. This sensor system consists of a laser range finder (LRF) and two cameras. The camera image processing method is employed for the target object detection and tracking. The plane segment finder method is presented to extract the data of the target object from the LRF measurements. In [2] , a mobile manipulator that can navigate autonomously and transport jobs and tools in a manufacturing environment is developed. The camera mounted on the manipulator identifies jobs for pick-and-place operation. A variation of correlation based adaptive predictive search method is used for job identification. In [3] , a multi-robot system composed by a mobile vehicle and a manipulator is developed. The system is equipped with some exteroceptive sensors like sonar and LRF. A color camera is mounted on the end-effector of the manipulator to locate objects to operate with. An ultrasound range finder, near the camera, is used to get distance measurements. In [4] , a mobile manipulator ALACRANE assistant for exploration and rescue missions is presented. The system is equipped with CCD and thermal cameras and a LRF. The CCD and thermal cameras are used together to determine the possible targets. The LRF offers the main functions in navigation mode.
For the above research achievements, the methods used for target object identification and localization are mainly based on the camera image processing. Although the camera can acquire a large amount of information such as color, shape, etc., it can not directly get the 3D data of the environment.
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Yong Jiang, Ning Xi, Member, IEEE, Qin Zhang, and Yunyi Jia A Moreover, the camera image processing is very complex and easily influenced from the change in ambient light. So the target object identification and localization only by camera may be not robust. In [5] , a mobile manipulator for home service is described. Its sensor system consists of a RFID, a stereo camera and a LRF. To realize the recognition of various objects as well as to get more information, a multi-sensor fusion method for the RFID and the stereo camera is proposed. By referring the chair model from the database related to the ID, the detection of handling point on the chair is discussed based on the RFID and the LRF. In [6] , a behavior selection system for human-robot interaction of the mobile manipulator El-E is presented. This system has a laser-pointer interface. When a user illuminates a location in the environment with an off-the-shelf green laser pointer, the laser-pointer interface can detect and estimate the 3D coordinates by stereo camera. Aiming at the same platform, a perception mode that can produce the images of spatial distribution of received signal strength indication for each of the tagged objects is proposed in [7] .
From the above mentioned approaches, it can be seen that due to some auxiliary constraints in the environment, the target object identification and localization can be easily realized for the special applications, such as the RFID-based method for home service, the laser-pointer interface for human-robot interaction. However, the similar method based on the auxiliary constraints may be not feasible for more general applications.
Since the LRF has the ability to directly get the 3D coordinates of the environment and the stability against ambient light influence, meanwhile, the camera has the ability to acquire color information, the combination of the two sensors by making use of their advantages is an available way to obtain more accurate measurements as well as to simplify information processing for autonomous target object identification and localization. To do so, the following problems should be discussed: (a) How to build the system model and calibrate the multi-sensor unit; (b) How to make good use of the information come from the two distinct sensors; (c) How to accurately extract the object features from the large amount of measurement data.
In this paper, a multi-sensor fusion method based on camera and LRF in mobile manipulations is proposed. To overlay the camera image with the measurement points of the LRF pitching scan and to reconstruct the 3D color image including the depth-of-field information, the model and the calibration of the system are built. Then, based on the combination of the color features extracted from the color image and the shape, size features extracted from the 3D depth-of-field image, the autonomous target object identification and localization are implemented. In order to extract the shape, size features of the object, a triangular facet normal vector clustering (TFNVC) algorithm is also introduced.
II. MULTI-SENSOR SYSTEM FOR MOBILE MANIPULATOR
A mobile manipulator system is usually composed of a mobile base, a manipulator, and a sensor unit including camera and LRF. There is no commercial 3D LRF available that is suitable for applications of mobile manipulations. A common solution to make 3D scanning feasible is to use a standard 2D LRF and a mechanical actuator to reach the third dimension, such as pitching scan, rolling scan and yawing scan in [8] . In this research, the pitching scan is adopted by using a Sick LMS111 2D LRF and a Schunk PW-70 pan tilt actuator. The configuration of the multi-sensor system for the mobile manipulator is shown in Fig. 1 . Because of the unknown offset between the pitching axis and the LRF origin, and the initial pose error which is difficult to measure directly, the calibration between the pan tilt actuator and the LRF need to be carried out to increase the measurement accuracy of the system. Here the calibration algorithm introduced in [9] is referred. Its principle is shown in Fig. 2 . ( , , , , ) cos cos( )
Eq. (1) [10] .
The Matlab Calibration Toolbox developed in [11] is used to estimate the intrinsic parameters of the camera. Since the measurements of the camera and the LRF can not be consistent with each other directly, to realize the fusion of the two sensors, it is absolutely necessary to get the precise model of the homogeneous coordinate transform matrix between the coordinate frames associated to them. In this research, the extrinsic calibration method described in [12] is used.
III. MULTI-SENSOR FUSION METHOD

A. Multi-sensor Fusion Method
The flowchart of multi-sensor fusion for target object identification and localization is shown in Fig. 3 This multi-sensor fusion method is divided into three stages: information preprocessing, candidate selection, identification and localization.
1) Information Preprocessing
Aiming at the same scene, obtain two images. One is a 3D depth-of-field image by pitching scan of the 2D LRF, the other is a color image from the camera. Then, based on the calibration of the two sensors, reconstruct a 3D color image which includes the depth-of-field information by overlaying the color image with the measurement points of the LRF. In addition, the feature vector of the target object to be identified and located, as the known information, is saved in the database.
2) Candidate Selection Segment the measurement point cloud of the 3D depth-of-field image based on a triangular facet normal vector clustering (TFNVC) algorithm, which is presented below. For each cluster, use the gradient-based algorithm with Sobel operator to detect its edges. Then, by matching the shape with the feature vector in the database, pick out the candidate areas in the 3D depth-of-field image. If get one or more, perform the next stage, otherwise, go to the end.
3) Identification and Localization
For each candidate area in the 3D depth-of-field image, use the homogeneous coordinate transform model of the system and the geometry method to extract its size features in the real scene, such as width, height, etc. Meanwhile, according to the calibration of the sensor unit, find out the corresponding area of the candidate from the color image, and extract the color features, such as color histogram, color moments, etc. Then, by matching the size, color features with the feature vector in the database, identify the target object. If successful, locate it based on the ranging data of the LRF, otherwise, go to the end.
The above method has the following characteristics: --The fusion of the color and the 3D depth-of-field information is the basis of the method.
--The color, shape and size features are all used for the object identification.
--The shape and size features are both extracted from the 3D depth-of-field image. By this way, the influence of the ambient light can be avoided.
--By picking out the candidate areas based on shape matching, the computational burden for the color feature extraction can be reduced.
B. Segmentation and Edge Detection of 3D Depth-of-field Image
The segmentation of the measurement point cloud in the 3D depth-of-field image is critical for edge detection and size feature extraction. In this research, the triangular facet normal vector clustering (TFNVC) algorithm is proposed. It is divided into the following three steps:
1) Triangular Mesh Generation
The 3D depth-of-field image is composed of huge number of measurement points. By making the adjacent three points be connected into a triangular plane, a reconstructed triangular mesh image is generated. As shown in Fig. 4 , each triangular plane is called a triangular facet. dif n n n n n n n n
2) Normal Vector Calculation
Eq. (5) can be regarded as a classifier. If the difference degree is less than a setting threshold value ( [0, 1] ), the relevant measurement points of the two facets belong in the same cluster.
Through the above three steps, the measurement points in the 3D depth-of-field image can be segmented into different clusters. In order to detect the edges of a cluster, the pixel gradient algorithm based on Sobel operator is used, which can be represented as: 
where x G is the gradient value in X-direction, y G is the gradient value in Y-direction, G is the pixel gradient value, A is the 3D depth-of-field image, and represents 2D convolution.
IV. EXPERIMENTAL TESTING AND ANALYSIS
To validate the proposed method and algorithm, some experiments have been carried out on the mobile manipulator platform.
A. Experimental Platform
The mobile manipulator platform is composed of a four-wheel mobile base, a Schunk modular manipulator, and a sensor unit, as shown in Fig. 5 . The sensor unit consists of a LRF, a CCD camera and a pan tilt actuator. The Sick LMS111 is an outdoor electro-optical laser measurement system that electro-sensitively scans the perimeter of its surroundings in a plane with the aid of laser beam. The infrared laser beam is radially irradiated from the center part of the LRF. Its measurement distance is maximum 20m, the scanning range up to 270°, and the angular resolution 0.25° or 0.5°. The CCD color camera captures images in 24-bit RGB color at rates to 30 fps. Its resolution is 640×480 pixels. The Schunk PW-70 servo-electric pan tilt actuator is a rotary module with two rotating axes for precise positioning. The rotation range of its pitch axis is ±120°, and yaw axis is 360°. The calibration results of the sensor unit on the mobile manipulator are as follows.
- Fig. 6 shows the testing results of the 3D color image reconstruction. The depth-of-field information in each image contains a mass of ranging data by pitching scan of the LRF. The objects in these images, such as paint can, calibration board, tool box, etc., indicate not only the color features, but also the depth information relative to the mobile manipulator. The more the object near to the robot, the redder the point color is. The more the object far from the robot, the bluer the point color is. Therefore, different from the ordinary 2D image, these are the reconstructed 3D color images including the depth-of-field information. Fig. 7 shows the testing results of segmentation and edge detection of the 3D depth-of-field image. It can be seen that: when using the TFNVC algorithm, the threshold value has a direct effect on the segmentation of the LRF measurement points. For the flat surfaces, this value should be closer to 1. However, for the non-flat surfaces, this value should be reduced properly in order to obtain good segmentations. For the same scene, aiming at the 3D depth-of-field image and the color image, the gradient-based method is used for edge detection, respectively. The comparison is shown in Fig.  8 . It can be seen that: the accuracy of the former (Fig. 8 (c) and (d)) is not better than the latter (Fig. 8 (e) and (f)), and only the rough shape can be detected by using the 3D depth-of-field information. But the former is more robust than the latter because the depth-of-field information isn't easy to be influenced by the ambient light and the surface texture. Fig. 9 shows the testing results of target object identification and localization based on the proposed multi-sensor fusion method. It can be seen that: firstly, the candidate areas in the reconstructed 3D color image are picked out by shape matching (Fig. 9 (b) ). Then, for each candidate area, the size and color features are extracted from the 3D depth-of-field image and the color image, respectively ( Fig. 9 (c) ). Next, the target object is identified by using the size, color features. Finally, the target object localization is performed by using the LRF ranging data (Fig. 9 (d) ). Table I is the contrast between the extracted size features from the 3D depth-of-field image and the actual measured data. Obviously, both of them are very close. Table II shows the matching results of the color and size features between the feature vector in the database and the extracted information from the reconstructed 3D color image. The above experimental testing and analysis show that: (1) The proposed multi-sensor fusion method and the TFNVC algorithm are feasible and efficient to realize the autonomous target object identification and localization in mobile manipulations; (2) Since the color image is fused with the 3D depth-of-field information from the LRF pitching scan, the method based on the reconstructed 3D color image is more robust than the one only using camera information; (3) The method does not need to set extra auxiliary constraints in the environment, so it is more universal for various applications.
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V. CONCLUSION
Aiming at autonomous target object identification and localization in mobile manipulations, a multi-sensor fusion method based on camera and LRF is proposed in this paper. By overlaying the measurement points of the LRF pitching scan onto the camera image, a reconstructed 3D image which includes the depth-of-field information is generated. Then, based on the combination of the color features extracted from the color image and the shape, size features extracted from the 3D depth-of-field image, the target object identification and localization are achieved. In order to extract the shape, size features of the object, the triangular facet normal vector clustering (TFNVC) algorithm is introduced. The experimental testing and analysis carried out on the mobile manipulator platform validate the effectiveness of the proposed method and algorithm. Further developments of this work will be devoted to study dynamic path planning and obstacle avoidance for mobile manipulations based on the multi-sensor fusion method.
