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MDS OR NMDS SELF-DUAL CODES FROM TWISTED
GENERALIZED REED-SOLOMON CODES
DAITAO HUANG, QIN YUE, YONGFENG NIU, AND XIA LI
Abstract. Self-dual maximum distance separable codes (self-dual MDS codes)
and self-dual near MDS codes are very important in coding theory and practice.
Thus, it is interesting to construct self-dual MDS or self-dual near MDS codes. In
this paper, we not only give check matrices of dual codes of twisted generalized
Reed-Solomon codes (TGRS codes) but also present the efficient and necessary
condition of self-dual TGRS codes. Moreover, we construct several classes of self-
dual MDS or self-dual near MDS codes from TGRS codes.
1. Introduction
In recent years, study of self-dual maximum distance separable( MDS for short)
codes have attracted a lot of attention [1]-[9]. First of all, MDS codes achieve optimal
parameters that allow correction of maximal number of errors for a given code rate.
Study of various properties of MDS codes, such as classification [10, 11] of MDS codes,
non-Reed-Solomon MDS codes [12] and existence of MDS codes [13], has been the
center of the area. In addition, MDS codes are closely connected to combinatorial
design and finite geometry [14, 15]. Furthermore, the generalized Reed-Solomon codes
are a class of MDS codes and have found wide applications in practice. On the other
hand, self-dual codes, due to their nice structures, have been attracting attention
from both coding theorists, cryptographers and mathematicians. Or rather, self-dual
codes have various applications in cryptography [16]-[18] and combinatorics [14, 15].
Thus, it is natural to consider the intersection of these two classes, namely, MDS
self-dual codes. For example, some new self-dual MDS codes from generalized Reed-
Solomon codes are constructed in [19]. And some other new self-dual MDS codes are
also constructed in [20]-[23].
Similar to self-dual MDS codes, self-dual near MDS (NMDS for short) codes have
nice structures as well. NMDS codes were introduced in 1995 in [24] by weakening
the definition of MDS codes. If a code has one singleton defect from being an MDS
code, then it is called almost MDS (AMDS). An AMDS code is an NMDS code if the
dual code is also an AMDS code. NMDS codes also have application in secret sharing
scheme [25]. In [26], NMDS codes are constructed by properties of elliptic curves.
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MDS self-dual codes over large prime fields that arise from the solutions of systems
of diophantine equations are constructed and many self-dual MDS (or near-MDS)
codes of lengths up to 16 over various prime fields are constructed in [27]. From both
theoretical and practical points of view, it is natural to study self-dual NMDS codes.
Although there has been lots of work on NMDS codes in literature, little is known
for self-dual NMDS codes. It seems challenging to construct self-dual NMDS codes.
Different from Reed-Solomon codes, twisted Reed-Solomon codes are firstly intro-
duced in [28] and a efficient and necessary condition for twisted Reed-Solomon codes
to be MDS was given. In this paper, we mainly constructed self-dual MDS codes
and self-dual NMDS codes by twisted generalized Reed-Solomon codes. Moreover, a
efficient and necessary condition for twisted generalized Reed-Solomon codes to be
NMDS is naturally given in this paper and we constructed several classes of self-dual
MDS and self-dual NMDS codes from twisted generalized Reed-Solomon codes.
The paper is organized as follows. In section 2, there are some basic notations and
results about twisted generalized Reed-Solomon codes. Several classes of self-dual
MDS codes are constructed in Section 3. In Section 4, we conclude the paper.
2. Preliminaries
In this section, we review some basic notations and some basic knowledge. In
particular, we introduce MDS codes and NMDS codes from twisted generalized Reed-
Solomon codes and show their check matrices.
2.1. TGRS codes. Let Fq[x] be the polynomial ring over a field field Fq of order q.
We denote the rank of a matricM over Fq by R(M). We abbreviate generalized Reed-
Solomon codes, twisted Reed-Solomon codes, and twisted generalized Reed-Solomon
codes as RS codes, TRS codes, and TGRS codes, respectively.
Now, let us recall some definitions of TRS codes (see [28]).
Definition 1. Let V be a k-dimensional Fq-linear subspace of Fq[x]. Let α1, . . . , αn
be distinct elements in Fq and α = (α1, . . . , αn). Let v1, . . . , vn be nonzero elements
in Fq and v = (v1, . . . , vn). We call α1, . . . , αn the evaluation points. Define the
evaluation map of α on V by
evα : V −→ F
n
q , f(x) 7−→ evα(f(x)) = (f(α1), . . . , f(αn));
define the evaluation map of α and v by
evα,v : V −→ F
n
q , f(x) 7−→ evα,v(f(x)) = (v1f(α1), . . . , vnf(αn)).
Definition 2. Let k, t, and h be positive integers with 0 ≤ h < k ≤ q and η ∈ F∗q =
Fq\{0}. Define the set of (k, t, h, η)-twisted polynomials as
Vk,t,h,η = {f(x) =
k−1∑
i=0
aix
i + ηahx
k−1+t : ai ∈ Fq, 0 ≤ i ≤ k − 1},
3which is a k-dimensional Fq-linear subspace. We call h the hook and t the twist.
In this paper, we always assume that h = k − 1 and t = 1, so
Vk,1,k−1,η = {f(x) =
k−1∑
i=0
aix
i + ηak−1x
k : ai ∈ Fq, 0 ≤ i ≤ k − 1}.
For convenience, set k ≤ n− k.
Definition 2.1. Let α1, . . . , αn be distinct elements in Fq and α = (α1, . . . , αn).
Let v1, . . . , vn be nonzero elements in Fq and v = (v1, . . . , vn). Let Vk,1,k−1,η be in
Definition 2. The TRS code of length n and dimension k is defined as
Ck(α, 1, η) = evα(Vk,1,k−1,η) ⊆ F
n
q .
The TGRS code of length n and dimension k is defined as
Ck(α, v, η) = evα,v(Vk,1,k−1,η) ⊆ F
n
q .
In fact, if v = (1, . . . , 1) = 1, then Ck(α, v, η) = Ck(α, 1, η), i.e., the TGRS code is
the TRS code.
Let Gk be a generator matrix of Ck(α, v, η), then
Gk =


v1 v2 . . . vn
v1α1 v2α2 . . . vnαn
...
...
...
v1(α
k−1
1 + ηα
k
1) v2(α
k−1
2 + ηα
k
2) . . . vn(α
k−1
n + ηα
k
n)

 . (2.1)
We shall find the check matrix of of Ck(α, v, η).
Theorem 2.2. Let Gk be a generator matrix of Ck(α, v, η) in (2.1). Write ui =∏n
j=1,j 6=i(αi − αj)
−1, 1 ≤ i ≤ n and a =
∑n
i=1 αi.
(1) Suppose that a 6= 0 and η 6= −a−1. Then
Hn−k =


u1
v1
. . . un
vn
u1
v1
α1 . . .
un
vn
αn
.
.
.
.
.
.
u1
v1
αn−k−2
1
. . . uu
vn
αn−k−2
1
u1
v1
(αn−k−1
1
−
η
1+aη
αn−k
1
) . . . un
vn
(αn−k−1n −
η
1+aη
αn−kn )

 (2.2)
is the check matrix of Ck(α, v, η),
(2) Suppose that a = 0 and η 6= 0. Then
Hn−k =


u1
v1
u2
v2
. . . un
vn
u1
v1
α1
u2
v2
α2 . . .
un
vn
αn
.
.
.
.
.
.
.
.
.
u1
v1
αn−k−2
1
u2
v2
αn−k−2
2
. . . uu
vn
αn−k−2
1
u1
v1
(αn−k−1
1
− ηαn−k
1
) u2
v2
(αn−k−1
2
− ηαn−k
2
) . . . un
vn
(αn−k−1n − ηα
n−k
n )

 (2.3)
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is the check matrix of Ck(α, v, η),
(3) Suppose that a 6= 0 and η = −a−1. Then
Hn−k =


u1
v1
u2
v2
. . . un
vn
u1
v1
α1
u2
v2
α2 . . .
un
vn
αn
.
.
.
.
.
.
.
.
.
u1
v1
αn−k−2
1
u2
v2
αn−k−2
2
. . . uu
vn
αn−k−2
1
u1
v1
αn−k
1
u2
v2
αn−k
2
. . . un
vn
αn−kn

 (2.4)
is the check matrix of Ck(α, v, η),
Proof. To calculate the check matrix of Ck(α, v, η), we investigate the check matrix
of Ck(α, 1, η).
There is a n× n matrix over Fq:
G =


1 1 . . . 1
α1 α2 . . . αn
...
...
...
αn−11 α
n−1
2 . . . α
n−1
n

 .
We consider the system of equations over Fq: G(u1, u2, . . . , un)
T = (0, . . . , 0, 1)T .
Then there is an unique solution: (u1, . . . , un)
T , where ui =
∏n
j=1,j 6=i(αi − αj)
−1,
1 ≤ i ≤ n.
Let
H =


u1α
n−1
1 · · · u1α
n−k−1
1 · · · u1
u2α
n−1
2 · · · u2α
n−k−1
1 · · · u2
...
...
...
unα
n−1
n · · · unα
n−k−1
n · · · un

 .
Then
GH = L = (lij)1≤i,j≤n
is a lower triangular matrix, where lii = 1 for 1 ≤ i ≤ n, lij = 0 for i < j, and
lk+1,k =
∑n
i=1 α
k
i uiα
n−k
i =
∑n
i=1 uiα
n
i =
∑n
i=1 αi. In fact, let lk+1,k = a and
m(x) =
n∏
j=1
(x− αj) = x
n +
n−1∑
j=0
ajx
j .
Then by m(αi) = 0, α
n
i = −
∑n−1
j=0 ajα
j
i , 1 ≤ i ≤ n. Hence by G(u1, . . . , un−1, un)
T =
(0, . . . , 0, 1)T ,
lk+1,k =
n∑
i=1
uiα
n
i = −
n−1∑
j=0
aj
n−1∑
i=0
uiα
j
i = −an−1 =
n∑
i=1
αi = a.
Let P1 = P (k, (k + 1)(η)) is an elementary matrix, whose kth row is replaced by
sum of η times k+1th row and kth row. Then there is an elementary matrix P2 such
5that
P1GHP2 = L
′ =


1 · · · 0 0 · · · 0
...
. . .
...
...
...
∗ · · · ∗ 0 · · · 0
∗ · · · ∗ ∗ · · · 0
...
...
...
. . .
...
∗ · · · ∗ ∗ ∗ 1


k
k + 1
(2.5)
is a lower triangular matrix.
(1) Suppose that a 6= 0 and 1 + aη 6= 0. Then in (2.5), we take an elementary
matrix P2 = P (k, k+1(
−η
1+aη
)), whose k+1th column is replaced by sum of −η
1+aη
times
kth column and k + 1th column. Hence by (2.5),
Hn−k =


u1 u2 . . . un
u1α1 u2α2 . . . unαn
...
...
...
u1α
n−k−2
1 u2α
n−k−2
2 . . . u1α
n−k−2
1
u1(α
n−k−1
1 −
η
1+aηα
n−k
1 ) u2(α
n−k−1
2 −
η
1+aηα
n−k
2 ) . . . un(α
n−k−1
n −
η
1+aηα
n−k
n )


is a check matrix of Ck(α, v, η).
(2) Suppose that a = 0 and η 6= 0. Then in (2.5), we take an elementary matrix
P2 = P (k, k+1(−η)), whose k+1th column is replaced by sum of −η times kth and
k + 1th column. Similarly, we can prove the result.
(3) Suppose that a 6= 0 and 1 + aη = 0. Then in (2.5), we take an elementary
matrix P2 = P (k, k+1), that exchanges kth column and k+1 column. Similarly, we
can prove the result.

2.2. MDS or NMDS TGRS codes. Recall that the definition of MDS codes and
NMDS codes.
Definition 2.3. A [n, k, d] linear code C over Fq is MDS if d = n− k + 1. A [n, k, d]
linear code C over Fq is almost MDS if d = n− k. A [n, k, d] linear code C over Fq is
NMDS if C and the dual of C are almost MDS codes, respectively.
Now, we present the sufficient and necessary condition that TGRS code is an MDS
code (see [28]). In addition, the sufficient and necessary condition of NMDS TGRS
codes is also given in the following.
Lemma 2.4. Let α1, . . . , αn are distinct elements in Fq, α = (α1, . . . , αn), v =
(v1, . . . , vn) ∈ (F
∗
q)
n, and η ∈ F∗q. Let
Sk = {
∑
i∈I
αi : ∀I ⊂ {1, . . . , n}, |I| = k}. (2.6)
Then
(1) the TGRS code Ck(α, v, η) is MDS if and only if −η
−1 /∈ Sk;
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(2) the TGRS code Ck(α, v, η) is NMDS if and only if −η
−1 ∈ Sk.
Proof. (1) Ck(α, v, η) is MDS ⇐⇒ any k columns of generator matrix of Ck(α, v, η)
are linear independently
⇐⇒
∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
αi1 αi2 . . . αik
...
...
...
αk−1i1 + ηα
k
i1
αk−1i2 + ηα
k
i2
. . . αk−1ik + ηα
k
ik
∣∣∣∣∣∣∣∣∣∣
=
∏
1≤s<t≤k
(αit − αis)(1 + η
t∑
s=1
αis) 6= 0,
where {i1, i2, . . . , ik} is an arbitrary k-subset of {1, 2, . . . , n}. Then the result follows
immediately.
(2) “ ⇐= ” By linear algebra, we know that any k − 1 columns of Gk are linear
independently over Fq. If −η
−1 ∈ Sk, then there exists k columns of Gk are linear
dependently over Fq. Thus, the parameter of Ck(α, v, η)
⊥ is [n, n − k, k]. Similarly,
since any n− k − 1 columns of Hk are linear independently over Fq and Ck(α, v, η)
⊥
is not MDS, we obtain the parameter of Ck(α, v, η) is [n, k, n− k]. Thus, Ck(α, v, η)
is NMDS.
“ =⇒ ” Conversely, if Ck(α, v, η) is NMDS, then the parameter of Ck(α, v, η)
⊥ is
[n, n − k, k], which implies that there exists k columns of Gk is linear dependently
over Fq, i.e. −η
−1 ∈ Sk. 
2.3. Self-dual TGRS codes. For any vectors a = (a1, . . . , an), b = (b1, . . . , bn) ∈
F
n
q , the inner product is defined as 〈a, b〉 =
∑n
i=1 aibi. Then for the q-ary [n, k, d] code
C, the dual code C⊥ = {c ∈ Fnq : 〈c, a〉 = 0, ∀a ∈ C}. A code with C = C
⊥ is called
self-dual. Next, we will investigate self-dual TGRS codes.
Let Gk be the generator matrix of Ck(α, v, η) as (2.1) and, by different value of a, η,
Hn−k be the check matrix of Ck(α, v, η) as (2.2), (2.3) and (2.4), respectively. Then
we have the following lemma, which plays an important role in constructing self-dual
codes.
Theorem 2.5. Let n = 2k with k(≥ 3) a positive integer and η ∈ F∗q. Let Gk be the
generator matrix of Ck(α, v, η), where
Gk =


v1 v2 . . . vn
v1α1 v2α2 . . . vnαn
...
...
...
v1(α
k−1
1 + ηα
k
1) v2(α
k−1
2 + ηα
k
2) . . . vn(α
k−1
n + ηα
k
n)


with vi 6= 0 for 1 ≤ i ≤ n and αi, 1 ≤ i ≤ n are n distinct elements in Fq.
7(a) Suppose that a 6= 0 and η 6= −a−1. Then Ck(α, v, η) is self-dual if and only if
the following two conditions hold:
(1) there exists λ ∈ F∗q such that v
2
i = λui for all 1 ≤ i ≤ n, where ui =∏n
j 6=i,j=1(αi − αj)
−1, and
(2) η = −η
1+aη
, i.e. 2 + aη = 0.
(b) Suppose that a = 0 and η 6= 0. Then Ck(α, v, η) can not be a self-dual code.
(c) Suppose that a 6= 0 and η = −a−1. Then Ck(α, v, η) can not be a self-dual
code.
Proof. Let Hn−k be the check matrix of Ck(α, v, η). For simplification, write
Gk =


β0
β1
...
βk−1

 , Hn−k =


γ0
γ1
...
γn−k−1

 .
If Ck(α, v, η) is self-dual, then SpanFq{β0, β1, . . . , βk−1} = SpanFq{γ0, γ1, . . . , γk−1}.
(a) Let a 6= 0 and η 6= −a−1, then
Hn−k =


u1
v1
. . . un
vn
u1
v1
α1 . . .
un
vn
αn
..
.
..
.
u1
v1
αn−k−2
1
. . . uu
vn
αn−k−2
1
u1
v1
(αn−k−1
1
−
η
1+aη
αn−k
1
) . . . un
vn
(αn−k−1n −
η
1+aη
αn−kn )

 .
“ =⇒ ”: If Ck(α, v, η) is self-dual, then for any βi, 0 ≤ i ≤ k − 1, we have βi ∈
SpanFq{γ0, γ1, . . . , γk−1}. Particularly, β0 = (a0, a1, . . . , ak−1)Hn−k with a0, a1, . . . , ak−1
not all zero elements in Fq, i.e. there exists f(x) = a0+a1x+. . .+ak−1(x
k−1− η
1+aη
xk) ∈
Fq[x] such that
v2i
ui
= f(αi), 1 ≤ i ≤ n.
Moreover, βk−2 = (b0, b1, . . . , bk−1)Hn−k with b0, b1, . . . , bk−1 not all zero elements in
Fq, i.e. there exists g(x) = b0 + b1x+ . . .+ bk−1(x
k−1 − η
1+aη
xk) such that
f(αi)α
k−2
i =
v2i
ui
αk−2i = g(αi), 1 ≤ i ≤ n.
Noting that deg(f(x)xk−2 − g(x)) ≤ n − 2 and αi(1 ≤ i ≤ n) are different roots of
f(x)xk−2 − g(x), we then obtain f(x)xk−2 − g(x) = 0. Consequently, coefficients of
f(x)xk−2 − g(x) are equal to 0. We then obtain


a0 = bk−2,
a1 = bk−1,
a2 = −
η
1+aη
bk−1,
ai = 0, 3 ≤ i ≤ n.
Thus, f(x) = a0 + a1x −
η
1+aη
a1x
2. Noting that βk−1 = (c0, c1, . . . , ck−1)Hn−k with
c0, c1, . . . , ck−1 not all zero elements in Fq, i.e. there exists h(x) = c0 + c1x + . . . +
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ck−1(x
k−1 − η
1+aη
xk) ∈ Fq[x] such that
f(αi)(α
k−1
i + ηα
k
i ) =
v2i
ui
(αk−1i + ηα
k
i ) = h(αi), 1 ≤ i ≤ n.
Since k ≥ 3, we have deg(f(x)(xk−1 + ηxk)− h(x)) < n. Consequently, f(x)(xk−1 +
ηxk)− h(x) = 0. We then obtain{
a0 = ck−1,
− η
1+aη
a1η = 0.
Since η 6= 0, we have a1 = 0. That is, f(x) = a0 6= 0. Thus,
v2i
ui
= f(αi) = a0 for
1 ≤ i ≤ n.
Suppose η 6= −η
1+aη
. Since
βk−1 − λγk−1 = (η +
η
1 + aη
)(v1α
k
1, v2α
k
2, . . . , vnα
k
n) ∈ Ck(α, v, η),
then (v1α
k
1 , v2α
k
2, . . . , vnα
k
n) ∈ Ck(α, v, η). Consequently, (v1α
k−1
1 , v2α
k−1
2 , . . . , vnα
k−1
n ) ∈
Ck(α, v, η), which is a contradiction.
“⇐= ”: It is obvious, so we omit it here.
(b) Let a = 0 and η 6= 0, then Hn−k is the form as (2.3). If Ck(α, v, η) is self-
dual, then βk−1 + λγk−1 ∈ Ck(α, v, η), i.e., (v1α
k−1
1 , v2α
k−1
2 , . . . , vnα
k−1
n ) ∈ Ck(α, v, η).
Consequently, (v1α
k
1, v2α
k
2 , . . . , vnα
k
n) ∈ Ck(α, v, η), which is a contradiction.
(c) Let a 6= 0 and η = −a−1, then Hn−k is the form as (2.4). If Ck(α, v, η) is self-
dual, then λγk−1 ∈ Ck(α, v, η), i.e., (v1α
k
1, v2α
k
2 , . . . , vnα
k
n) ∈ Ck(α, v, η). Consequently,
(v1α
k−1
1 , v2α
k−1
2 , . . . , vnα
k−1
n ) ∈ Ck(α, v, η), which is a contradiction.
This completes the proof. 
3. Self-dual MDS or self-dual NMDS codes
In this section, we mainly construct several classes of self-dual codes. Thus, we
only consider the TGRS codes in Theorem 2.5(a), which is a either MDS code or
NMDS code. Note that ui =
∏n
j=1,j 6=i(αi − αj)
−1 for 1 ≤ i ≤ n.
3.1. Self-dual codes over Fq. We will construct self-dual MDS or self-dual NMDS
codes from TGRS codes over Fq, where q is an odd prime power.
Theorem 3.1. Let s, t, l be positive integers, p an odd prime and q = ps, q1 = p
t.
Assume that Fq is the splitting field of m(x) over Fq1, where m(x) = x
2lp+bx2lp−1+c,
b, c ∈ F∗q1. Let αi be the root of m(x) and vi = α
1−lp
i for 1 ≤ i ≤ 2lp. Write
α = (α1, . . . , α2lp), v = (v1, . . . , v2lp) and η = 2b
−1, then
Clp(α, v, η) = {(v1f(α1), . . . , v2lpf(α2lp)) | f(x) =
lp−1∑
i=0
fix
i + ηflp−1x
lp ∈ Fq[x]}
is a self-dual TGRS code of length 2lp over Fq.
9Proof. Sincem′(x) = −bx2lp−2, we then have gcd(m(x), m′(x)) = 1. Thus, α1, . . . , α2lp
are distinct elements in Fq. Since
ui = m
′(αi)
−1 = −b−1α2−2lpi = −b
−1v2i 6= 0
for 1 ≤ i ≤ 2lp. Moreover, 2− bη = 0. By Theorem 2.5, we have
Clp(α, v, η) = {(v1f(α1), . . . , v2lpf(α2lp)) | f(x) =
lp−1∑
i=0
fix
i + ηflp−1x
lp ∈ Fq[x]}
is a self-dual TGRS code of length 2lp over Fq. 
Corollary 3.2. In Theorem 3.1, if
∑
i∈I αi 6= −
b
2
for any I ⊂ {1, 2, . . . , 2lp} with
|I| = lp, then Clp(α, v, η) is a self-dual MDS TGRS code of length 2lp over Fq by
Lemma 2.4. Otherwise, Clp(α, v, η) is a self-dual NMDS TGRS code of length 2lp
over Fq.
Theorem 3.3. Assume that q = ps with p(> 3) an odd prime, s a positive integer and
Fq the splitting field of m(x) over Fp, where m(x) = x
2p − x2p−1 + 2xp+1 +3−1x3 +1.
Let gcd(m′(x), x4 − (3 − 3−1)x3 + 1) = 1, m(αi) = 0 and vi = (α
p−1
i + αi)
−1 for
1 ≤ i ≤ 2p. Write α = (α1, . . . , α2p), v = (v1, . . . , v2p), then
Cp(α, v, η) = {(v1f(α1), . . . , v2pf(α2p)) | f(x) =
p−1∑
i=0
fix
i − 2fp−1x
p ∈ Fq[x]}
is a self-dual TGRS code of length 2p over Fq.
Proof. m′(x) = x2p−2 + 2xp + x2 = (xp−1 + x)2. Suppose (m(x), m′(x)) 6= 1, then
there exists β 6= 0 such that m′(β) = 0 = m(β). That implies βp−2 = −1, then
m(β) = β2p − β2p−1 + 2βp+1 + 3−1β3 + 1 = β4 − β3 − 2β3 + 3−1β3 + 1 = 0, which is
a contradiction with gcd(m′(x), x4 − (3− 3−1)x3 + 1) = 1. Thus, (m(x), m′(x)) = 1,
which implies α1, . . . , α2p are distinct elements in Fq. Moreover,
ui = m
′(αi)
−1 = (αp−1i + αi)
−2 = v2i 6= 0
for 1 ≤ i ≤ 2p. By Theorem 2.5, Cp(α, v, η) is self-dual. 
Corollary 3.4. In Theorem 3.3, if
∑
i∈I αi 6=
1
2
for any I ⊂ {1, 2, . . . , 2p} with
|I| = p, then Cp(α, v, η) is a self-dual MDS TGRS code of length 2p over Fq by
Lemma 2.4. Otherwise, Cp(α, v, η) is a self-dual NMDS TGRS code of length 2p over
Fq.
3.2. Self-dual codes over Fq2. We will construct self-dual TGRS codes over Fq2 ,
where q is an odd prime power. We need the following lemma first, which is very
basic but important.
Lemma 3.5. Each element in Fq is a square element in Fq2, where q is odd.
Proof. Let F∗
q2
= 〈α〉. Then F∗q = 〈α
q+1〉, 2|q + 1. It is right. 
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Next we turn to construct self-dual MDS or self-dual NMDS codes from TGRS
codes. We obtain the following theorem.
Theorem 3.6. Assume that n is an even integer with gcd(q, n) = 1, m(x) = xn +
bxn−1 + 1 ∈ Fq′ [x], b 6= 0, and Fq the splitting field of m(x) over Fq′. Let αi be the
roots of m(x) which satisfying αi 6= b(1− n)n
−1 and αni 6= n− 1, then α1, . . . , αn are
pairwise distinct and vi 6= 0 for 1 ≤ i ≤ n. Write α = (α1, . . . , αn), v = (v1, . . . , vn)
and η = 2b−1, where
{vi ∈ Fq2 | v
2
i =
αi
αni − n+ 1
, 1 ≤ i ≤ n}.
Then
Cn
2
(α, v, η) = {(v1f(α1), . . . , vnf(αn)) | f(x) =
n
2
−1∑
i=0
fix
i + ηfn
2
−1x
n
2 ∈ Fq2 [x]}
is a self-dual TGRS code of length n over Fq2.
Proof. There is an irreducible factorization of m(x) over Fq, i.e.
m(x) = xn + bxn−1 + 1 =
n∏
i=1
(x− αi) ∈ Fq[x].
It is easy to obtain that b(1−n)
n
and 0 are roots of m′(x) = nxn−1+b(n−1)xn−2. Since
αi 6= b(1 − n)n
−1 and m(0) 6= 0 we then have gcd(m(x), m′(x)) = 1. Consequently,
m(x) = 0 has no repeated roots, i.e. αi(1 ≤ i ≤ n) are distinct. Since α
n
i 6= n − 1
then vi 6= 0. Thus, Cn
2
(α, v, η) is a TGRS code over Fq2 . By
ui = m
′(αi)
−1 =
αi
nαni + (n− 1)bα
n−1
i
=
αi
nαni − (n− 1)(α
n
i + 1)
=
αi
αni − n + 1
= v2i
for 1 ≤ i ≤ n and 2− bη = 0, according to Theorem 2.5, Cn
2
(α, v, η) is self-dual. 
Corollary 3.7. In Theorem 3.6, if
∑
i∈I αi 6= −
b
2
for any I ⊂ {1, 2, . . . , n} with
|I| = n
2
, then Cn
2
(α, v, η) is a self-dual MDS TGRS code of length n over Fq2 by
Lemma 2.4. Otherwise, Cn
2
(α, v, η) is a self-dual NMDS TGRS code of length n over
Fq2.
Theorem 3.8. Let β ∈ F∗q, λ = β
n+1 and n + 1|q − 1 with n an even integer.
Assume that m(x) = xn + xn−1β + . . . + xβn−1 + βn and αi, 1 ≤ i ≤ n the roots of
m(x). Let vi ∈ Fq2 such that v
2
i = αi(αi − β) for 1 ≤ i ≤ n and η = 2β
−1. Write
α = (α1, . . . , αn), v = (v1, . . . , vn), then
Cn
2
(α, v, η) = {(v1f(α1), . . . , vnf(αn)) | f(x) =
n
2
−1∑
i=0
fix
i + ηfn
2
−1x
n
2 ∈ Fq2 [x]}
is a self-dual TGRS code of length n over Fq2.
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Proof. Let γ ∈ F∗q such that ord(γ) = n + 1, then there is a irreducible factorization
of m(x) over Fq, i.e.
m(x) =
xn+1 − λ
x− β
=
n∏
i=0
(x− βγi).
Without loss of generality, write αi = βγ
i, then m′(αi) =
(n+1)λ
αi(αi−β)
for 1 ≤ i ≤ n.
Then we have
ui = m
′(αi)
−1 = (n + 1)−1λ−1v2i .
By Lemma 3.3, then
Cn
2
(α, v, η) = {(v1f(α1), . . . , vnf(αn)) | f(x) =
n
2
−1∑
i=1
fix
i + ηfn
2
−1x
n
2 ∈ Fq2 [x]}
is a self-dual TGRS code of length n over Fq2. 
Remark 3.9. In Theorem 3.8, let m(x) = xn+xn−1(βγj)+. . .+x(βγj)n−1+(βγj)n =
xn+1−λ
x−βγj
with ord(γ) = n+ 1, 0 ≤ j ≤ n. And αi, 1 ≤ i ≤ n are the roots of m(x). Let
vi ∈ Fq2 such that v
2
i = αi(αi − βγ
j) for 1 ≤ i ≤ n and η = 2(βγj)−1. Then self-dual
TGRS codes of length n over Fq2 could be constructed as well.
Corollary 3.10. In Theorem 3.8, if
∑
i∈I αi 6= −
β
2
for any I ⊂ {1, 2, . . . , n} with
|I| = n
2
, then Cn
2
(α, v, η) is a self-dual MDS TGRS code of length n over Fq2. Other-
wise, Cn
2
(α, v, η) is a self-dual NMDS TGRS code of length n over Fq2.
3.3. Some examples. Next we will give examples of self-dual MDS TGRS codes
and self-dual NMDS TGRS codes according to Theorem 3.8.
Example 3.11. F∗89 = 〈3〉.
(1) let αi ≡ (3
8)i ≡ 64i (mod 89) for 1 ≤ i ≤ 10, we then have
x11 − 1
x− 1
=
10∏
i=1
(x− αi).
Let ui =
∏4
j=1,j 6=i(αi − αj)
−1, then there exists vi ∈ F612 such that ui = v
2
i for
1 ≤ i ≤ 10.
(2) Write a =
∑10
i=1 αi. Let η = 2, then 2 + aη = 0.
(3) Note that
∑
i∈I5
αi 6=
−1
η
= 44 for any I5 ⊂ {1, 2, . . . , 10} with | I5 |= 5. Thus,
let α = (α1, . . . , α10), v = (v1, . . . , v10), then
C5(α, v, 2) = {(v1f(α1), . . . , v10f(α10)) | f(x) =
4∑
i=0
fix
i + 2f4x
5 ∈ F892 [x]}
is a self-dual MDS TGRS code of length 10 over F892 .
Example 3.12. F∗61 = 〈2〉.
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(1) let αi ≡ (2
4)i ≡ 16i (mod 61) for 1 ≤ i ≤ 14, we then have
x15 − 1
x− 1
=
14∏
i=1
(x− αi).
Let ui =
∏4
j=1,j 6=i(αi − αj)
−1, then there exists vi ∈ F612 such that ui = v
2
i for
1 ≤ i ≤ 14.
(2) Write a =
∑14
i=1 αi, let η = 2, then 2 + aη = 0.
(3) Note that
∑
i∈I7
αi =
−1
η
= 30 if I7 = {2, 5, 9, 11, 12, 13, 14} with | I7 |= 7.
Thus, let α = (α1, . . . , α14), v = (v1, . . . , v14), then
C7(α, v, 2) = {(v1f(α1), . . . , v14f(α14)) | f(x) =
6∑
i=0
fix
i + 2f6x
7 ∈ F612 [x]}
is a self-dual NMDS TGRS code of length 14 over F612.
4. Conclusion
In this paper, we investigate self-dual MDS and self-dual NMDS codes by TGRS
codes. We give the check matrices of TGRS codes, which play an important role
in investigating dual codes of TGRS codes. And we give the efficient and necessary
condition of self-dual TGRS codes. By factorization of several polynomials over
finite field, we decide α, v and η such that Cn
2
(α, v, η) are self-dual. Consequently, we
obtain several classes of self-dual MDS codes. It is possible to construct more classes
self-dual MDS or self-dual NMDS codes by different polynomials from TGRS codes.
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