In order to improve the efficiency and smoothness of a robot and reduce its vibration, an algorithm called the augmented Lagrange constrained particle swarm optimization (ALCPSO), which combines constrained particle swarm optimization with the augmented Lagrange multiplier method to realize time-jerk (defined as the derivative of the acceleration) optimal trajectory planning is proposed. Kinematic constraints such as joint velocities, accelerations, jerks, and traveling time are considered. The ALCPSO algorithm is used to avoid local optimization because a new particle swarm is newly produced at each initial time process. Additionally, the best value obtained from the former generation is saved and delivered to the next generation during the iterative search for process. Thus, the final best value can be found more easily and more quickly. Finally, the proposed algorithm is tested on the 7-DOF robot that is presented in this paper. The simulation results indicate that the algorithm is effective and feasible. Hence, the algorithm presents a solution for the time-jerk optimal trajectory planning problem of a robot subject to nonlinear constraints.
Introduction
Optimal trajectory planning is an optimal control problem in robots. The planning task includes planning an optimal smooth trajectory that meets the boundary conditions based on the given path points [1] . Reasonable trajectory planning can improve the working efficiency of the robot and reduce its vibration and trajectory tracking errors.
Minimum-time trajectory planning was first proposed in the literature, and the purpose involved maximizing the traveling speed to minimize the total traveling time of the robot. Minimum-jerk trajectory planning has several advantages. It reduces stress on the actuators and the structure of the robot. It also reduces vibration when the robot is in motion and can improve trajectory tracking accuracy.
Recently, various researchers have focused on the time-jerk optimal trajectory planning problem in order to improve the efficiency and smoothness of the robot and reduce its vibration. This problem combines minimumtime with the minimum-jerk trajectory planning problem. Examples of this type of trajectory planning were discussed in [2] [3] [4] [5] [6] . After summarizing previous research on optimal trajectories planning, the main research procedure in this paper involves the following steps: first, a mathematics objective function is applied to express the optimal problem. Second, optimal methods are adopted based on problem properties to solve the mathematical objective function. Finally, optimal results are compared and relational results are selected based on the requirements. Most engineering problems belong to nonlinear constraint programming problems and thus constraint optimal methods are commonly used to solve these problems.
Currently, interpolated functions in joint space are mainly utilized by researchers and include cubic spline and fifth-order B-spline. The main optimal methods include the genetic algorithm, PSO, and sequential quadratic programming (SQP) algorithms. Extant research on time-jerk optimal trajectory planning reveals three problems. First, research in this area is still relatively limited and thus it is necessary to perform an indepth study. Second, many studied objects are simple, and the research done on redundant robots is especially rare. Third, the penalty function method is typically used to solve the optimal trajectory planning objective function. However, sometimes the optimal solution can only be obtained when the penalty factor becomes infinitely large (for the exterior penalty function method) or infinitely small (for the interior penalty function method) values due to the defects of the penalty function method. Thus, the iterative search for velocity is slow. Additionally, if the initial value of the penalty factor is improperly used, the penalty function may go into an abnormal state that makes optimal calculation difficult. Therefore, numerous tests are required to determine a practical initial penalty factor. Previous studies have presented some optimal algorithms. However, it is difficult to easily and quickly make a nonlinear constrained problem converge to an optimal solution.
In this paper, a new algorithm for time-jerk optimal trajectory planning is proposed to improve the efficiency and reduce the vibration of a robot. The new algorithm is called the augmented Lagrange constrained particle swarm optimization (ALCPSO) algorithm, and it applies the constriction factor method originating from the basic PSO algorithm and combines it with the augmented Lagrange multiplier (ALM) method. However, in contrast to some previous studies, a new particle swarm is newly produced each time in the initial procedure so that it avoids local optimization. Additionally, the best value obtained from the former generation is saved and delivered to the next generation during the iterative search for process. Consequently, the ultimate best value can be acquired more easily and more quickly, even for finite penalty factors.
The paper is organized as follows: Section 2 presents the 7-DOF redundant robot that will be used and studied in this paper. The time-jerk optimal trajectory planning problem is described in Section 3. The application of the ALCPSO method that solves the nonlinear constrained optimization problem is described in Section 4. Section 5 shows the simulation results of the ALCPSO algorithm and Section 6 is the conclusion.
The 7-DOF redundant robot and its inverse kinematics
In this paper, the configuration of the introduced 7-DOF redundant robot resembles that of the Space Station Remote Manipulator System. The robot is composed of seven modular joints, and its coordinate frames are shown in Figure 1 . The corresponding parameters are shown in Table 1 . The transformation matrix of the 7-DOF robot can be gained by each known transformation of the D-H matrix i−1i T [7, 8] . The coordinate frames
are added to conveniently compute the transformation matrix. First, the transformation matrix 00′ T from F 0 to F 0 ′ is obtained, and then the following transformation matrices can be derived based on the transformation of matrix 00′ T . It is necessary to obtain the inverse kinematics of the robot prior to optimizing its trajectory. In this paper, the configuration control scheme is used to solve the inverse kinematics of the 7-DOF redundant robot because this method can guarantee unique inverse kinematics and enable the robot to carry out cyclic motion, which is important for repetitive operations [9, 10] . Additionally, this method can be computed very quickly, which is especially favorable for real-time control of the redundant robot. The damped-least-squares (DLS) formulation of the configuration control is expressed as:
where: 
where J ee denotes the end-effector Jacobian matrix and ψ denotes the arm angle [11] . The inverse kinematics can be obtained by integrating Eq. (1).
The time-jerk optimal trajectory planning description
The cubic spline is used very frequently in trajectory planning because it has many advantages. In contrast to higher order polynomials, it can overcome excessive oscillations and overshoot, and the generated trajectories have continuous acceleration values. In this paper, the cubic spline in [2, 3] is used to plan the trajectory. The effect of trajectory planning mainly relies on the optimal objective function. In this paper, the time-jerk optimal objective function is that of [4] and is described as follows:
In the optimization problem in Eq. (2), Table 2 describes the meaning of the symbols in Eq.
(2). The traveling time and the function of jerk perhaps have a large difference in quantity; thus, the elastic coefficient is introduced to balance the effect of traveling time and the function of jerk. In practice, the total traveling time and jerk function can reach an optimum level to some degree by adjusting K T and K J . By solving Eq. (2) to gain the optimal time intervals, the time-jerk optimal trajectory under constraints can be obtained after adopting the cubic spline to plan trajectory. Time interval between two plan points Q j (t) Jerk of the jth joint A jm Acceleration limit for the jth joint (symmetrical) V jm Velocity limit for the jth joint (symmetrical) T m Traveling time limit K J Jerk weighting coefficient n Number of via points J jm Jerk limit for the jth joint (symmetrical)
Solving the time-jerk optimal trajectory planning problem
The CPSO and ALM methods possess their own advantages; therefore, these two methods are adopted to solve the time-jerk optimal trajectory planning problem.
Constrained particle swarm optimization
Generally, PSO includes the following advantages: it is simpler and easier to use in practice when compared to some other optimal algorithms; it is more compatible and robust than some other classical optimal methods; and it possesses a global convergence ability and thus can be used to solve nonlinear optimization problems.
In [12, 13] , the constriction factor χ was introduced to ensure the convergence of the PSO as follows:
In PSO, the particle velocity and position are updated as follows:
In Eq. (3), researchers usually set c 1 = c 2 = 2.05, and φ is normally set to 4.1 so that χ = 0.729. Hence, the PSO can be called the constrained particle swarm optimization (CPSO) algorithm, and it can achieve an effective balance between the global search and the local search.
Augmented Lagrange multiplier (ALM) method
The ALM method resembles the penalty function method. However, the ALM method does not require many tests to determine a practical initial penalty factor. Additionally, the penalty factor of the ALM method does not need to tend to infinity [14] [15] [16] , and it surpasses the penalty function method in numerical stability and calculated efficiency.
For the general inequality constrained problem, the optimal model can be written as:
Its ALM method can be described as follows:
where X = (x 1 , . . . , x n ) denotes the independent variable, f (X) denotes the objective function, g j (X) ≤ 0 ( j = 1, ... , m) for the j th inequality constraints, λ j denotes the j th Lagrange multiplier, and r j denotes the j th penalty factor. φ j is described as follows:
In the process of reaching a solution, the iterative updated formula of the Lagrange multiplier is expressed as follows:
where ν denotes the ν th update time of the Lagrange multiplier. The iterative updated formula of the penalty factor is described as follows:
where ε g denotes constraint error accuracy.
When ν = 1, the termination criteria are expressed as follows:
When ν = 2,. . . , v max , the iteration termination criteria are defined as follows:
where εdenotes the convergence accuracy and v max denotes the update maximal times.
Augmented Lagrange constrained particle swarm optimization (ALCPSO) algorithm
Both the CPSO and ALM methods possess their own unique advantages. As a result, the CPSO method is combined with the ALM to benefit from the advantages of each method to offer a new solution for the nonlinear constrained optimal problem. Time-jerk optimal trajectory planning belongs to this category of problem. The key issue involves presenting a reasonable and practical algorithm.
In this paper, the ALCPSO algorithm is proposed, and it involves a combination of the ALM and the CPSO methods. The main idea of this algorithm is expressed as follows: First, the ALM method is utilized to transform the constrained problem (Eq. (5)) into the unconstrained problem (Eq. (6)). Second, random data are then adopted to produce a group of particles as an initial value. Third, a determination is made as to whether or not the termination criteria (Eq. (10)) are satisfied, and the best solution is obtained if the termination criteria are satisfied. Otherwise, the obtained best solution is saved. A new unconstrained problem (Eq. (6)) is then presented, and we need to apply the random data to produce a new group of particles; the CPSO algorithm is then adopted to update the particle velocities and positions of the particles and to determine whether or not the termination criteria (Eq. (11)) are satisfied. We then need to apply Eqs. (8) and (9) to update the Lagrange multiplier and the penalty factor during the iterative search for process. Finally, the global best solution x * of the original constrained problem (Eq. (5)) can be obtained after repeated iterations.
In this algorithm, a new particle swarm is freshly produced in each initial process in order to avoid local optimization. The ultimate best solution is obtained more easily and quickly because the best solution acquired from the former generation is saved and delivered to the next generation during the iterative search for process. Figure 2 shows the flowchart for adopting the ALCPSO algorithm to realize time-jerk optimal trajectory planning. The flowchart of the ALCPSO algorithm is shown in the imaginary line frame.
Time-jerk optimal trajectory planning simulation of the 7-DOF redundant robot
It is necessary to obtain the inverse kinematics of the 7-DOF robot prior to executing optimal trajectory planning. In this paper, the DLS approach is used as described in Section 2 to solve the inverse kinematics of Table 1 are directly applied. In order to prevent this, the initial joint angles are defined as follows: ultimately, the robot, accelerating at 120/(1/80 ×n) 2 • / s 2 , enters the uniform deceleration section and returns to the initial point, thereby completing the complete motion. In this paper, we set n = 8. Table 3 lists the values of the plan points of the trajectory planning. As shown in Table 3 , the 1-point coincides with the 9-point when the robot completes a cyclic motion. Thus, there are 9 plan points and 8 via points. The kinematic constraints of the joints are as follows: V jm = 3 deg/s, A jm = 3 deg/s 2 , and J jm = 5 deg/s 3 (j = 1, . . . , N ). Table 4 shows the corresponding simulation results after performing the proposed ALCPSO method based on the five types of weighting coefficients. It indicates that traveling time gradually increases when K T gradually decreases from 1 to 0. This is accompanied by a simultaneous gradual decrease in the time-jerk optimal objective function. In Table 4 , the last line depicts the elapsed time of the program. Figure 3 shows the joint trajectories prior to optimization. Parameters Numerical results (α = 100) Figure 4 , the velocities, accelerations, and jerks on the whole exceed those in Figure 3 . Some joint velocity values reach the velocity limit at certain moments. The traveling time is short because the working efficiency of the robot is high. Hence, this state is suitable for those maintaining rigorous working efficiency demands with respect to the robot. In Figure 5 , the traveling time exceeds that found in Figure 4 . Furthermore, some joint velocity values approach the velocity limit at some moments, although the jerk values are generally smaller than those in Figure 4 . Thus, this state is suitable for a robot that involves both relatively strict working efficiency and fewer vibration requirements. In Figure 6 , traveling time is almost exactly the same as the set constraint time t . However, in general, the velocities, accelerations, and jerks are smaller than those in Figure  3 . Therefore, the advantage of the ALCPSO method is reflected in this state. 
Value
Numerical results Table 4 and Figures 3-6 , the corresponding objective can be realized by adjusting the elastic and weighting coefficients according to different requirements.
Prior to optimization
When the CPSO is combined with the interior penalty function method, the constrained problem (Eq.
(5)) can be described as follows: where r represents the penalty factor. The convergence accuracy is set as ε= 0.001, the initial penalty factor is set as r 0 = 100000, and other related values are set based on the foregoing ALCPSO algorithm. The iteration termination criteria are defined as:
where v denotes the number of iterations. Table 6 lists the representative simulation results. The last line of the table shows the elapsed time of the program. Comparing the related results with those of the ALCPSO method indicates that the ALCPSO method indeed possesses superiority in terms of calculated velocity and best solutions gained. As shown in Table 6 , when K T is set to 0, the obtained optimal time is less than that in the ALCPSO method. This signifies that when K T is set to 0, the CPSO and interior penalty function methods can be adopted to implement time-jerk optimal trajectory planning because they can obtain a shorter time. When we use the SQP method (for example, the fmincon function of MATLAB) described in [2, 4] to execute time-jerk optimal trajectory planning, the initial values are similar to the proposed ALCPSO method. The simulation results are shown in Table 7 . We find that the ALCPSO method generally exceeds the SQP method after comparing the corresponding results. Table 7 . Simulation results of the SQP method.
Parameters
Numerical results (α = 100) 
Conclusion
In this paper, a 7-DOF redundant robot is introduced and its inverse kinematics are analyzed. The ALCPSO algorithm, combining the CPSO method with ALM to realize time-jerk optimal trajectory planning of the robot, is then proposed. The algorithm involves freshly producing a new particle swarm each time in the initial process so as to avoid the pitfalls of local optimization. Additionally, the ultimate best solution can be obtained more easily and more quickly because the best solution obtained from the former generation is saved and delivered to the next generation during the iterative search for the process. Following the implementation of the ALCPSO algorithm on the 7-DOF robot, the simulation results demonstrate the time-jerk optimal trajectory that satisfies kinematics, and the traveling time constraints can then be obtained. It can realize certain demands such as a quick execution, a smooth trajectory, or both sides considered together by adjusting the values of two weighting coefficients and the elastic coefficient. Future work will involve testing the effectiveness and feasibility of the present algorithm through experiments.
