Abstract. Entropy dimension is an entropy-type quantity which takes values in [0, 1] and classifies different levels of intermediate growth rate of complexity for dynamical systems. In this paper, we consider the complexity of skew products of irrational rotations with Bernoulli systems, which can be viewed as deterministic walks in random sceneries, and show that this class of models can have any given entropy dimension by choosing suitable rotations for the base system.
Introduction
Complexity for dynamical systems describes the growth rate of orbits under the iteration of the actions. We measure the complexity via the iterated partitions in a probability measure space and via the iterated open covers in a topological setting. If a system has positive entropy, then it has exponential growth rate. Positive entropy systems have been studied and much understood in recent decades and they are known to be chaotic and unpredictable. Hence the word complexity is used mostly for entropy zero systems. Many examples of polynomial growth rate, such as irrational rotations, adding machines, interval exchange maps and some billiards on polygons, are wellknown. However the systems of sub-exponential but super-polynomial growth rate (called intermediate growth rate) are not well understood yet, and hence are wide open to further development.
In the study of more general group actions, for example, Z 2 −systems, the subexponential growth arises naturally and some of their properties have been investigated in [17, 18] and also in [14] . The notions of slow entropy or entropy dimension have been introduced to distinguish different levels of intermediate growth rate of zero entropy systems ( [15, 7, 12] ). For Z-actions, several definitions of entropy dimensions for topological and measurable dynamical systems are introduced and investigated in [7, 12, 9, 10, 3, 11] .
In [6] , a class of uniformly recurrent infinite words with given intermediate complexity was constructed and it was shown in [3] that the systems generated by the words are uniquely ergodic. Moreover it was shown in [3] that entropy dimension does not have the property of variational principle. In [9, 10] , systems of uniform entropy dimension (u.d., for short) were constructed. They have the property that all finite open covers have the same topological entropy dimension which corresponds to topological property u.p.e. or all finite measurable partitions have the same metric entropy dimension which corresponds to the metric property of K-mixing. Since the study of systems with intermediate complexity is still at the beginning stage, we have many interesting and basic questions. Besides the properties mentioned above, very little is known in the way of general results and the developments have been focused on examples. Some examples related to intermediate complexity can be found in [13, 16] , but all of theses examples are via constructive methods to have desired properties. Hence we would like to provide with examples of intermediate growth rate out of more familiar models.
Aaronson showed the relative complexity of intermediate growth rate for a class of random walks in random sceneries ( [1] ). However the model itself has positive entropy (exponential growth rate) since the base is Bernoulli. We consider a class of models which we call deterministic walks in random sceneries (DWRS, for short). The deterministic walks are chosen to be the irrational rotations of the unit circle T and the random sceneries are chosen to be the orbits of Bernoulli systems (or more generally, positive entropy systems). One can refer to [2, 4, 8] for DWRS's on Z.
In our DWRS models, the unit circle of the base is divided into two subintervals of the same length. If after a rotation, a base point lies in the first interval, it will walk forward along its scenery and walk backward otherwise. Due to the construction, at time n, the point can only walk o(n) distance away from the starting point along the orbit of the scenery system, hence the entropy should be zero. The scenery supplies the "randomness" for this skew-product system and the base controls the growth rate of the complexity. By choosing suitable irrational rotation number α of the base, we will show that our DWRS model has intermediate growth rate. More precisely, for any τ ∈ [0, 1], there exists α such that the skew-product system has the upper entropy dimension τ .
We should notice that there are several ways to give the definitions of entropy dimensions. In this paper, we proceed with those appeared in [3, 9, 10, 11] via entropy generating sequences. Due to the choice of taking lim sup or lim inf in the definitions of entropy dimensions, we have upper entropy dimensions and lower entropy dimensions. The upper and the lower entropy dimensions do not coincide in many systems. When we consider factor maps between systems, the so called localization theory in dynamics or the u.d. property, the upper entropy dimension appears to carry more meaning ( [9, 10] ). Hence in this paper, when we talk about entropy dimension, it refers to the upper entropy dimension.
The paper is organized as follows. In section 2, we will give the definitions of entropy dimensions via entropy generating sequences in both topological settings and measure-theoretic settings. Together with a brief review on the best approximation and continued fraction expansion of irrationals, we will also introduce the construction and some preliminaries of the DWRS models. In section 3, we will discuss some recurrence properties of the irrational rotation and in section 4 and 5, we will show the existence of any given topological and metric entropy dimensions by choosing the rotations properly.
Preliminaries
2.1. Entropy dimension. Let S = {s 1 < s 2 < · · · } be an increasing sequence of integers. We define the upper dimension and the lower dimension of the sequence S by D(S) = lim sup n→∞ log n log s n and D(S) = lim inf n→∞ log n log s n respectively. Equivalently,
we say the sequence S has dimension τ . For example, the dimension of the sequence {1, 4, 9, · · · , n 2 , · · · } is 1 2 and more general, the dimension of the sequence {n t } (t is a positive integer) is
By a topological dynamical system (TDS, for short) we mean a pair (X, T ) where X is a compact metric space and T is a continuous onto self-map on X. Let (X, T ) be a TDS and U be a finite open cover of X. We say an increasing sequence of positive integers S = {s 1 < s 2 < · · · } is an entropy generating sequence of U if lim inf
where N(V) denotes the minimal cardinality of subcovers of the open cover V of X. Then the (upper) entropy dimension of U is defined by
S is an entropy generating sequence of U}.
And the (upper) topological entropy dimension of the TDS (X, T ) is defined by
where the supremum is taken over all the finite open cover U of X.
Remark 2.1. The following will be used for the computation of topological entropy dimension which appeared in [9] .
(1) There are alternative equivalent definitions for D(T, U)
Similarly, we can define entropy dimension for measurable dynamical systems. By a measurable dynamical system (MDS, for short), we mean a quadruple (X, B, µ, T ), where (X, B, µ) is a probability space and T is a measurable transformation on X that preserves µ. Let (X, B, µ, T ) be a MDS and P be a finite measurable partition of X. An increasing sequence of positive integers S = {s 1 < s 2 < · · · } is called an entropy generating sequence of P (w.r.t. µ) if lim inf
Then the (upper) entropy dimension of P is defined by
S is an entropy generating sequence of P (w.r.t µ) }.
The (upper) entropy dimension of the MDS (X, B, µ, T ) is defined by
where the supremum is taken over all the finite measurable partition P of X. It is shown in [10] , D µ (X, T ) equals D µ (T, P) when P is a generator.
DWRS.
Let T = R/Z be the unit circle. For any α ∈ [0, 1), we denote by (T, T α ) or (T, α) the rotation by α on the unit circle. For any θ ∈ T, we define a bi-infinite
.
We then let Z = cl{z(θ), θ ∈ T}. So (Z, σ) forms a TDS known as the Sturmian system, where σ is the left shift map. Then there is a factor map ϕ : (Z, σ) → (T, α) such that (T, α) is the maximal equi-continuous factor of (Z, σ). Moreover, ϕ is 2 to 1 on the orbits of 0 and . Let B T and B Z be the Borel σ-algebra of T and Z respectively. Let m and µ be the unique ergodic invariant probability measures of (T, α) and (Z, σ) respectively. Then m is the Haar-Lebesgue measure of T and moreover, from the measure-theoretic point of view, the MDS's (T, B T , m, α) and (Z, B Z , µ, σ) are conjugate.
Sometime we will not distinguish T and Z in this paper. Let (Y, S) be an invertible TDS. We define the map T :
we then push y forward to Sy, otherwise we pull y backward to S −1 y. Hence we have constructed a skew-product system (Z × Y, T ). For measure-theoretical case, for an invertible MDS (Y, D, ν, S), this skew-product system can also be viewed as a deterministic walk along the orbits of (Y, D, ν, S).
For simplicity, we let Y denote either the invertible TDS (Y, S) or the invertible MDS (Y, D, ν, S). And denote by X = X α,Y either the TDS (Z × Y, T ) or the MDS (Z × Y, B Z ⊗ D, µ × ν, T ) and call it a deterministic walk with rotation α along Y. Especially, when Y is a Bernoulli system (or a positive entropy system), we call X a DWRS.
T ). In this case, T also denotes the corresponding skew-product map on T × Y .
It is easy to see that the following hold and we omit the proofs.
Proposition 2.3. X is minimal (respectively, transitive or ergodic) if and only if Y is.
Proposition 2.4. For every α ∈ T and any system Y, the entropy of X is zero.
For θ ∈ T, denote by
If ϕ(z) does not belong to the orbits of 0 and
2.3. The best approximation and continued fraction expansion of irrationals. Fix an irrational number α ∈ [0, 1). The growth of ω(n) depends on the recurrent properties of α. Let {θ} be the fractional part of θ, θ = min{{θ}, 1 − {θ}}. Let pn qn be its best approximation. Then
and p n , q n 's have the following properties:
where q −1 = 0 and q −2 = 1. Since α is chosen from (0, 1), we have that a 0 = 0 and q 0 = 1.
Some recurrence properties of (T, α)
Let α be a fixed irrational in [0, 1). In this section we will discuss on the growth of ω(θ, n) for θ ∈ T, which will be related with the complexity of our DWRS models. Firstly, let's study the growth of ω(n). For convenience, we will identify T with the interval [0, 1). When we talk about some point ℓα, it should be understood as ℓα mod 1 due to the context. And when we talk about some interval, it should be understood as an arc of T. For each n ∈ N, let pn qn be the best approximation of α and
The following two propositions will show that the points in Q n have "almost equidistribution" properties on T with respect to any translation of the partition {[0,
if q n = 2r + 1 and n = 2k, −1 if q n = 2r + 1 and n = 2k + 1.
Proof. We will just prove for the case n = 2k since the parallel argument holds for n = 2k + 1. We note that q n α = {q n α}.
). Moreover, ℓα ∈ ( 
+ q n α ) since otherwise there will be two elements of Q n belonging to this interval, which contradictions to the fact that pn qn is the best approximation of α. Hence ω(q n ) = 1. Proposition 3.2. For θ ∈ T, the followings hold.
, obviously ω(θ, q n ) = 0. Now we treat the case for 0 < θ < and the case for
, 1) = 0, we have that
From Proposition 3.1, ω(q n ) = 0 if and only if q n = 2r for some r. As before we will just discuss for the case n = 2k. Note that in this case, ||q n α|| = {q n α} and rα = 1 2
For 0 < ℓ ≤ r, we have that
For r < ℓ ≤ q n , we have that
Notice that [
||q n α||,
||q n α||) contains at most one point of Q n (since the length of this interval is ||q n α||). Together with (3.1), (3.2) and (3.3), we conclude that
||q n α||) for some 0 < ℓ ≤ r; 0, otherwise.
(2). We just consider the case for ω(q n ) = 1 and the case for ω(q n ) = −1 is similar. By Proposition 3.1, if ω(q n ) = 1 then n = 2k and q n = 2r + 1.
It is clear that ω(θ, q n ) = 1 if θ = 0 and ω(θ, q n ) = −1 if θ = . Now assume 0 < θ < 1 2 . Similar with (3.1), we have
Assume that 1 2 ∈ (s 1 α, s 2 α), where s 1 α, s 2 α ∈ Q n and (s 1 α, s 2 α) ∩ Q n = ∅. If s 2 ≤ q n −q n−1 , then (s 2 +q n−1 )α ∈ Q n and no element of Q n can lie between (s 2 +q n−1 )α and s 2 α. Hence s 1 = s 2 + q n−1 and |s 2 α − s 1 α| = ||q n−1 α||. If s 2 > q n − q n−1 , then (s 2 + q n−1 − q n )α ∈ Q n and no element of Q n can lie between (s 2 + q n−1 − q n )α and s 2 α. Hence s 1 = s 2 + q n−1 − q n and |s 2 α − s 1 α| = ||q n−1 α|| + ||q n α||. So (−θ + s 1 α, −θ + s 2 α) contains at most two elements in Q n .
, s 2 α) = ∅, we have that
For q n − s 2 < ℓ ≤ q n , since no element of Q n lies between s 2 α − ||q n α|| and , we have that
In the proof of Proposition 3.1 (the last paragraph), we have shown that Q n does not intersect with the interval ( , −θ + s 2 α − ||q n α||) contains at most one element of Q n , together with (3.4), (3.5) and (3.6), we conclude that ω(θ, q n ) = ±1 or − 3.
, q n ), and hence ω(θ, q n ) = ±1 or 3.
(3). If q n = 2r + 1 and n = 2t, i.e. ω(q n ) = 1, then ||q n α|| = {q n α}. We now order the points in Q n on T by 0 < q n α < · · · < s 1 α < 1 2 < s 2 α < · · · < q n−1 α < 1. Noticing that kq n < q n+1 , hence the points in {ℓα} kqn ℓ=1 should be ordered as 0 < q n α < 2q n α < · · · < kq n α · · ·
Due to the place where 1 2 lies, obviously |ω(kq n )| ≤ k.
Similarly, when q n = 2r + 1 and n = 2t + 1, we also have |ω(kq n )| ≤ k.
The following proposition gives estimation on m(θ, q n ) and M(θ, q n ).
Proposition 3.3. Let θ ∈ T, then we have the following estimation.
(
Proof. For any 0 < ℓ ≤ t, we write ℓ = ℓ 0 + kq n , where 0 ≤ ℓ 0 < q n and 0
Hence by Proposition 3.2,
This proves (1) and (2). Now we prove (3). Obviously (3) is true if ω(q n ) = 0. Without loss of generality, we assume that ω(q n ) = 1.
Suppose s 1 α < 1 2 < s 2 α, where 0 < s 1 , s 2 < q n and no element in Q n lies between s 1 α and s 2 α. From the property of pn qn (inequality (2.3)), |s 1 −s 2 | ≤ q n−1 and
We also note that by inequality (2.4),
This deduces that
We assume that q n+1 ≥ 6q n (otherwise (3) already holds).
−{s 1 α} qnα ⌋ − k for any
q n−1 α and
− {s 1 α} < ||q n α||, then by (3.7), it obviously holds that
Proof. By (1) of Proposition 3.3, for q n < k ≤ q n+1 ,
The proof is similar for m(k).
Topological entropy dimension
Let X = X α,Y be the DWRS with rotation α along Y, where Y is an invertible TDS with positive entropy. In this section we will show that for any τ ∈ (0, 1), there exists a choice of α such that X has topological entropy dimension τ .
Let τ ∈ (0, 1) be given. We choose the irrational number α ∈ (0, 1) as the following:
Note that our α is less than . By (2.5), a simple estimation shows that for any c > 0,
when n is sufficiently large.
⌋. By (2.4),
Moreover, by (4.2), there exists n 0 such that l n > 0 and n−1 i=n 0 l i < l n whenever n ≥ n 0 . Now we set
Proof. From the definition of F ,
The following lemma will be used while computing the entropy dimension.
Lemma 4.2. When n is large enough,
Proof. We first consider the case n = 2t. By Proposition 3.1, ω(q n ) = 1. And we note that {q n α} = ||q n α||.
Order the points in Q n on T by 0 < q n α < · · · < s 1 α < 1 2 < s 2 α < · · · < q n−1 α < 1. Then ||s 2 α − s 1 α|| ≥ ||q n−1 α||. We note that from (4.2), when n is sufficiently large, ||q n−1 α|| ≫ ||q n α||. −s 1 α||−||q n α||, ω(ℓα+θ, q n ) = ω(q n ) = 1.
Proof of the Claim 1. Notice that
Compare elements in ℓα + θ + Q n with elements in Q n , we see that the first part of the right-hand side of the above equality is a translation by θ of a subset of Q n and the second part is a translation by θ + ||q n α|| of a subset of Q n . Since the distance of s 1 α and 1 2
is larger than θ + ||q n α||, we have that ω(ℓα + θ, q n ) = ω(q n ) = 1.
For any ℓα ∈ Q n , 0 ≤ θ < 
By (2.4),
Let n be large enough to make ⌊ ||q n−1 α|| 6||qnα||
we have that
||q n−1 α||.
Claim 2. For any ℓα ∈ Q n and || 1 2 − s 1 α|| < θ ≤ ||q n−1 α|| − ||q n α||, ω(ℓα + θ, q n ) = −1.
Proof of the Claim 2. As in the proof of Claim 1,
Then elements in ℓα + θ + Q n are obtained by translating elements in Q n by θ or θ + ||q n α||. We see that only one element s 1 α is moved from upper semi-circle to lower semi-circle. Hence ω(ℓα + θ, q n ) = −1.
Similar to the discussion in Case 1, when n is large enough,
we also have 
For the Sturmian system (Z, σ), its sequence entropy and entropy dimension are both zero. Noticing that So F is an entropy generating sequence ofŨ. Noticing that D(F ) = τ , we can deduce that D(X, T ) ≥ τ . Hence D(X, T ) = τ .
Metric entropy dimension
Let X = X α,Y be the DWRS with rotation α along Y, where α is defined as in section 4 and Y is a MDS with positive metric entropy. In this section, we will show that the metric entropy dimension of X also equals τ .
By ⊃ {θ ∈ T : ω(θ, 0, iq n − 1) = i} × S −i W
For any k, there exists n(k) such that q n(k) ≤ s k < q n(k)+1 . Assume that s k = ℓq n(k) . Then k = Hence along the sequence F ,
