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Abstract
This work explores the deformation theory of algebraic structures in a very general
setting. These structures include associative algebras, Lie algebras, and the infinity versions
of these structures, the strongly homotopy associative and Lie algebras. In all these cases
the algebraic structure is determined by an element of a certain graded Lie algebra which
determines a differential on the Lie algebra. We work out the deformation theory in terms
of the Lie algebra of coderivations of an appropriate coalgebra structure and construct a
universal infinitesimal deformation as well as a miniversal formal deformation. By working
at this level of generality, the main ideas involved in deformation theory stand out more
clearly.
 2002 Elsevier Science (USA). All rights reserved.
Keywords: Differential graded Lie algebra; Infinity algebra; Harrison cohomology; Infinitesimal
deformation; Versal deformation
✩ The research of the first author was partially supported by the grants OTKA T030823, T23434,
T29535 and FKFP 0170/1999, and the second author by an NRC grant, as well as grants from the
University of Wisconsin-Eau Claire.
* Corresponding author.
E-mail addresses: fialowsk@cs.elte.hu (A. Fialowski), penkavmr@uwec.edu (M. Penkava).
0021-8693/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0021-8693(02)0 00 67 -4
60 A. Fialowski, M. Penkava / Journal of Algebra 255 (2002) 59–88
1. Introduction
In this paper we explore the notion of deformations of algebraic structures in
a very general setting, which is applicable to any algebraic structure determined
by a differential in a graded Lie algebra, that is, an odd element of the Lie algebra
whose bracket with itself is zero. Examples of such structures include associative
algebras, which are determined by a differential in the Lie algebra of coderivations
of the tensor coalgebra, Lie algebras, which are determined by a differential in the
coderivations of the exterior coalgebra, as well as the infinity versions of these
structures, which are determined by more general differentials than the quadratic
ones which give the usual associative and Lie algebras.
Hochschild cohomology of associative algebras was first described in [16], and
used to study the infinitesimal deformations of associative algebras in [10,11].
In [10] the Gerstenhaber bracket was defined on the space of cochains of an
associative algebra, which equips the space of cochains with the structure of
a graded Lie algebra. Moreover, it was shown that the cochain determining
the associative algebra structure is a differential on this Lie algebra, whose
homology coincides with the Hochschild cohomology of the associative algebra.
Jim Stasheff discovered (see [34]) that this construction could be understood
more simply by means of a natural identification of the space of cochains
of an associative algebra with the coderivations of the tensor coalgebra on
the underlying vector space. With this identification, the Gerstenhaber bracket
coincides with the commutator bracket of coderivations. Thus the initially
mysterious existence of a Lie algebra structure on the space of cochains of an
associative algebra was unravelled.
In Stasheff’s construction, an associative algebra structure is determined by a
2-cochain, i.e., a quadratic coderivation, which has square zero, so that it is a cod-
ifferential on the tensor coalgebra. Infinitesimal deformations of the algebra are
determined by quadratic cocycles with respect to the homology determined by the
codifferential, in other words, by the second cohomology group. The connection
between deformation theory and cohomology is completely transparent in this
framework. It also turned out (see [31]) that replacing the quadratic codifferen-
tial by a more general codifferential determines an interesting algebraic structure,
which is called an A∞ algebra, or strongly homotopy associative algebra. A∞ al-
gebras first were described in [31,32], and have appeared in both mathematics and
physics. (See [8,12–14,17,18,22,28].)
In a parallel manner, the notion of a Lie algebra can be described in terms
of the coderivations of the exterior coalgebra of a vector space, with the Lie
algebra structure being given by a quadratic codifferential, and the Chevalley–
Eilenberg cohomology of the Lie algebra being given by the homology of the
Lie algebra of coderivations determined by this codifferential. In addition, the
cohomology of a Lie algebra inherits the structure of a graded Lie algebra from
the commutator bracket of coderivations. Lie algebras generalize to L∞ algebras
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(strongly homotopy Lie algebras). They first appeared in [30], and also have
applications in both mathematics and physics. (See [1,19,20,24–27,33].)
The main feature of this description is that in the cases described above,
the algebraic structure is determined by an element d of a certain graded Lie
algebra, which determines a differential on this Lie algebra, and the cohomology
of the algebraic structure given by d is simply the homology of this differential.
Infinitesimal deformations of the algebraic structure are completely determined
by this cohomology, which itself has the structure of a graded Lie algebra. In
addition to Lie and associative algebras and their infinity counterparts, there are
many other algebraic structures which fit this basic framework. For example,
commutative algebras are determined by a quadratic codifferential in the space of
coderivations of the Lie coalgebra associated to the tensor coalgebra. Similarly,
deformations of associative or Lie algebras preserving an invariant inner product
are determined by cyclic cohomology, which is given by a differential graded Lie
algebra on a space of cyclic cochains (see [21,23,26]).
In this article we shall explore the deformations of A∞ and L∞ algebras, both
of which are given by studying coderivations of an appropriate coassociative
coalgebra. The study of deformations of a commutative associative algebra
requires appropriate modifications to the notions of equivalence of deformations,
involving automorphisms of Lie coalgebras rather than coassociative algebras,
and is governed by Harrison cohomology [15]. Although we shall discuss
Harrison cohomology in this article, its only purpose will be to study extensions
of the base of the deformations.
The notion of deformations of a Lie algebra with base given by a commutative
algebra was described in [2] and used in [4] in order to study some examples of
singular deformations (see also [3]). The idea of a deformation with a base is a
generalization of the classical notions of infinitesimal deformation and formal
deformation. Classically, the idea of a deformation of an algebraic structure
involves introduction of a parameter t , with the property that t2 = 0. Technically,
this is accomplished by tensoring the underlying vector space of the Lie algebra
with the commutative algebra K[t]/(t2), which we say is extending the base
from the field K to this larger commutative algebra. Similarly, a classical formal
deformation is (essentially) given by extending the base to K❏t❑. It is natural
to consider deformations with more than one parameter as well. These notions
can be formulated simply in terms of a deformation with a base given by a
commutative local algebra A, which is an A-Lie algebra structure on the tensor
product of the underlying vector space with A, with appropriate properties.
In [5] a universal infinitesimal deformation of a Lie algebra was constructed,
as well as a miniversal formal deformation. Our purpose in this article is to
generalize these two constructions to the general setting of an algebraic structure
which is determined by a differential on a graded Lie algebra, as in the structures
described above.
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First, we give a description of deformation theory in terms of the Lie algebra
of coderivations of an appropriate coalgebra structure. In Section 2, we give
definitions of A∞ and L∞ algebras. We explain the notion of a deformation with
a local base in Section 3. For infinity algebras, the entire cohomology governs
the infinitesimal deformations. In fact, one interpretation of the cohomology of
a Lie or associative algebra is that it governs the infinitesimal deformations of
the algebra into the appropriate infinity algebra. In Section 4, we introduce the
necessary properties of filtered topological spaces which show that a natural
filtration on the Lie algebra of coderivations descends to a filtration on the
homology level in the cases we are interested in. In Section 5, we construct
a universal infinitesimal deformation. In Section 6, we introduce Harrison
cohomology of a commutative algebra, and use it to construct a universal
extension of the algebra. In Section 7, we discuss the obstruction to extending a
deformation with local base to this extension of the algebra. Finally, in Section 8,
we give a construction of a miniversal formal deformation. By working at a very
general level, the main ideas involved in the construction stand out more clearly.
2. Infinity algebras
As a preliminary exercise, we first translate the notions of Lie algebras and
associative algebras into descriptions in terms of the language of codifferentials
on symmetric and tensor coalgebras, which allows us to give simple definitions
of generalizations into L∞ and A∞ algebras, as well as making it possible to
describe deformation theory in a uniform manner.
Let K be a field and V be a Z2-graded K-vector space. (Some may prefer a
Z-grading on V .) Then by the exterior algebra∧V we mean the quotient of the
(restricted) tensor algebra T (V ) =⊕∞n=1 V n by the graded ideal generated by
elements of the form u⊗ v + (−1)uvv ⊗ u for homogeneous elements u, v ∈ V
(where (−1)uv is an abbreviation for (−1)|u||v|, with |u| denoting the parity of u).
If σ is a permutation in Σn, then
vσ(1) ∧ · · · ∧ vσ(n) = (−1)σ (σ )v1 ∧ · · · ∧ vn
where (−1)σ is the sign of σ , and (σ ) is a sign depending on both σ
and v1, . . . , vn which satisfies (τ ) = (−1)vkvk+1 when τ = (k, k + 1) is
a transposition.
In addition to the algebra structure,
∧
V also possesses a natural Z2 × Z-
cocommutative coalgebra structure given by
∆(v1 ∧ · · · ∧ vn)
=
n∑
k=1
∑
σ∈Sh(k,n−k)
(−1)σ (σ )vσ(1) ∧ · · · ∧ vσ(k)⊗ vσ(k+1) ∧ · · · ∧ vσ(n),
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where Sh(k, n − k) is the set of all unshuffles of type (k, n − k), that is,
permutations which are increasing on 1, . . . , k, and on k + 1, . . . , n.
Note that in our definition of the exterior algebra, we begin with elements
of degree 1, so that K = ∧0 V is not considered part of the exterior algebra.
Therefore, in our construction∆ is not injective, because ∆(v)= 0 for any v ∈ V ;
in fact, ker∆= V .
In order to generalize Lie algebras to L∞ algebras, it is convenient to replace
the space V with its parity reversion1 W =ΠV , and the exterior coalgebra on V
with the symmetric coalgebra on W . (For a Z2-graded space, the parity reversion
of the space is given by interchanging the parity of homogeneous elements, so
even elements give rise to odd elements in the parity reversion and vice versa.)
One advantage of this construction is that the symmetric coalgebra S(W) is Z2-
graded, rather than Z2 × Z-graded, and the coderivations on S(W) determine
a Z2-graded Lie algebra, which is better behaved in terms of the properties of
the bracket than the Z2 × Z-graded coderivations on ∧V . (See [25] for an
explanation of this issue.) In case all elements in V have even parity, that is to
say the space V is an ordinary, not Z2-graded space, then W becomes a space
consisting of only odd elements, and the symmetric algebra on W coincides in
a straightforward manner with the exterior algebra on V , in the sense that the
exterior degree of an element in
∧
V determines the parity of its image in S(W).
Thus in the classical picture one studies simply the space
∧
V equipped with the
induced Z2-grading given by the Z-grading inherited from the tensor algebra.
Let us denote the product in S(W) by juxtaposition. Then the coalgebra
structure on S(W) is given by the rule
∆(w1 · · ·wn)=
n∑
k=1
∑
σ∈Sh(k,n−k)
(σ )wσ(1) · · ·wσ(k)⊗wσ(k+1) · · ·wσ(n).
Again the kernel of ∆ is simply W , and it is injective on elements of higher
degree.
There is a natural correspondence between Hom(S(W),W) and the Z2-graded
Lie algebra of coderivations Coder(W), which is given by extending a map
ϕ :Sk(W)→W to a Z2-graded coderivation by the rule
ϕ(w1 · · ·wn)=
∑
σ∈Sh(k,n−k)
(σ )ϕ(wσ(1) · · ·wσ(k))wσ(k+1) · · ·wσ(n).
Moreover, if ϕ is any coderivation, and ϕk :Sk(W)→ W denotes the induced
maps, then ϕ can be recovered from these maps by the formula
ϕ(w1 · · ·wn)=
∑
1kn
∑
σ∈Sh(k,n−k)
(σ )ϕk(wσ(1) · · ·wσ(k))wσ(k+1) · · ·wσ(n).
1 For Z-graded spaces the corresponding notion is suspension (or desuspension).
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We thus can express ϕ =∑∞n=1 ϕn, and say that ϕn is the degree n part of ϕ.
Note that Coder(W) is actually a direct product, rather than direct sum, of its
graded subspaces. In the case of Lie and associative algebras, it is conventional
to consider the direct sum of the subspaces instead, but we shall not adapt that
convention here, because it is not appropriate for the case of infinity algebras.
If ϕ and ψ are two coderivations, then their Lie bracket is given by
[ϕ,ψ] = ϕ ◦ψ − (−1)ϕψψ ◦ ϕ.
In terms of the identification of Coder(W) with Hom(S(W),W), this bracket
takes the form:
[ϕ,ψ]n(w1 · · ·wn)
=
∑
k+l=n+1
σ∈Sh(k,n−k)
(σ )
[
ϕl(ψk(wσ(1) · · ·wσ(k))wσ(k+1) · · ·wσ(n))
− (−1)ϕψψl(ϕk(wσ(1) · · ·wσ(k))wσ(k+1) · · ·wσ(n)
]
.
A codifferential d is a coderivation whose square is zero, and in case d is odd,
this is equivalent to the property [d, d] = 0, which can be expressed in the form:
∑
k+l=n+1
σ∈Sh(k,n−k)
(σ )
[
dl(dk(wσ(1) · · ·wσ(k))wσ(k+1) · · ·wσ(n))
]= 0.
Let
Ln = Ln(W)=Hom
(
Sn(W),W
)
and L= L(W)=
∞∏
n=1
Ln = Coder(W).
An odd codifferential d2 in L1, called a quadratic codifferential, determines a Z2-
graded Lie algebra structure on V . The reader can check that the codifferential
property is precisely the requirement that the induced map l2 :V ∧ V → V
satisfies theZ2-graded Jacobi identity. In order to define a L∞ algebra, one simply
takes an arbitrary codifferential in L. This codifferential d is given by a series of
maps dk :Sk(W)→ W , which determine maps lk :∧k V → V , satisfying some
relations which are the defining relations of the L∞ algebra. Details of this
construction can be found, e.g., in [26] (and some other, earlier references).
It is easy to see that the map D :L→ L given by D(ϕ)= [d,ϕ] is a differen-
tial, equippingL with the structure of a differential graded Lie algebra. When d is
quadratic, the homology given by this differential is essentially the Chevalley–
Eilenberg cohomology of the Lie algebra (with coefficients in the adjoint
representation). In general, the homology given by the differential D is called the
cohomology of the L∞ algebra V . Thus both Lie and L∞ algebras are structures
on a Z2-graded vector space, which are determined as odd codifferentials on the
symmetric coalgebra of the parity reversion of the space, and the cohomology of
these algebras is simply the homology on the graded Lie algebra of coderivations
of this coalgebra determined by this codifferential.
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A similar picture applies for associative algebras, except that this time, we form
the tensor coalgebra T (W) of the parity reversion W of the underlying vector
space V , for which we take the Z2-grading corresponding to the grading of W .
The coproduct is given by
∆(w1, . . . ,wn)=
n−1∑
k=1
(w1, . . . ,wk)⊗ (wk+1, . . . ,wn).
(We use the common convention that ⊗ is usually replaced by “ , ” in formulas for
brevity.)
There is a natural correspondence between Hom(T (W),W) and the Z2-
graded Lie algebra of coderivations Coder(W), which is given by extending a map
ϕ :T k(W)→W to a Z2-graded coderivation by the rule
ϕ(w1, . . . ,wn)=
∑
0in−k
(−1)(w1+···+wi)ϕw1, . . . ,wi, ϕ(wi+1, . . . ,wi+k)
⊗wi+k+1, . . . ,wn.
Moreover, if ϕ is any coderivation, and ϕk :T k(W)→ W denotes the induced
maps, then ϕ can be recovered from these maps by the formula
ϕ(w1, . . . ,wn)=
∑
1kn
0in−k
(−1)(w1+···+wi)ϕw1, . . . ,wi, ϕk(wi+1, . . . ,wi+k)
⊗wi+k+1, . . . ,wn.
If ϕ and ψ are two coderivations, then their Lie bracket, in terms of the
identification of Coder(W) with Hom(T (W),W), takes the form
[ϕ,ψ]n(w1, . . . ,wn)
=
∑
k+l=n+1
0in−k
(−1)(w1+···+wi)ψ
× ϕl
(
w1, . . . ,wi,ψk(wi+1, . . . ,wi+k),wi+k+1, . . . ,wn
)
− (−1)(ψ+w1+···+wi)ϕ
×ψl
(
w1, . . . ,wi, ϕk(wi+1, . . . ,wi+k),wi+k+1, . . . ,wn
)
,
which is the bracket of cochains introduced by Gerstenhaber in [10].
An odd codifferential d on T (W) satisfies the relations
∑
k+l=n+1
0in−k
(−1)w1+···+wi dl
(
w1, . . . ,wi, dk(wi+1, . . . ,wi+k),wi+k+1, . . . ,wn
)= 0.
The relations satisfied by the induced maps mk :V k → V determine the structure
of an A∞ algebra on V . When d is a quadratic codifferential, one can show that
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the induced map m is simply an associative algebra structure on V . As in the
case of an L∞ algebra, one forms the graded Lie algebra L =∏∞n=1 Ln, where
Ln = Hom(T n(V ),V ) is the subspace consisting of degree n elements in L. The
differential D(ϕ) = [ϕ,d] equips L with the structure of a differential graded
Lie algebra, and the homology given by D is called the cohomology of the A∞
algebra. For an associative algebra, the cohomology is simply the Hochschild
cohomology of the algebra, and the bracket is the Gerstenhaber bracket.
At this point, it should be clear to the reader that from an abstract point
of view there is not much difference between the construction of L∞ and A∞
algebras. In both cases we have a graded Lie algebra L consisting of Z2-graded
coderivations of an appropriate coalgebra, which can be expressed as a direct
product of subspaces Ln, for n  0. It is easy to see that [Ln,Lm] ⊆ Lm+n−1.
From this it follows that if d is a quadratic codifferential, then D(Ln) ⊆ Ln+1,
so that the homology H(L) has a decomposition H(L) =∏∞n=1 Hn(L), where
Hn(L) = ker(d :Ln → Ln+1)/ Im(d :Ln−1 → Ln). When d is not quadratic, no
such decomposition exists; instead, under certain conditions to be discussed in the
next section, H(L) inherits a filtration from the natural filtration on L given by
Ln =∏∞i=n Li , which is respected by D in the sense that D(Ln)⊆ Ln.
For Lie and associative algebras, infinitesimal deformations are determined
by the second cohomology group H 2(L). For infinity algebras, the entire
cohomology governs the infinitesimal deformations. For a Lie algebra or
associative algebra, one can thus interpret the entire cohomology as governing
the deformations of this algebra as an infinity algebra, so that the cohomology
determines deformations of the algebra into an infinity algebra.
3. Deformations with a local base
Let A be a Z2-graded commutative algebra over a ground field K equipped
with a fixed augmentation  :A→ K, with augmentation ideal m = ker(). For
simplicity, denote WA =W ⊗A. Let TA(WA) be the tensor algebra of WA over
A. Then TA(WA)∼= T (W)⊗A. Similarly, if SA(WA) is the symmetric algebra
of WA over A, then SA(WA)∼= S(W)⊗A. These natural isomorphisms respect
the algebra and coalgebra structures of both sides. In what follows, let us assume
for sake of definiteness that we are working with the symmetric coalgebra, and
thus with the deformation theory for L∞ algebras, but the statements and results
hold true for A∞ algebras as well, by simply replacing the symmetric coalgebra
with the tensor coalgebra, and for deformations of commutative associative
algebras, by making suitable modifications.
Let LA = L ⊗ˆ A =
∏∞
n=1 Ln ⊗ A be the completed tensor product of L
and A. There is a natural identification of LA with the space of A-algebra
coderivations of S(W) ⊗ A. Both LA and L have the structure of Z2-graded
A-Lie algebras, where the augmentation determines the A-Lie algebra structure
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on L. The projection LA→ L induced by the augmentation is an A-Lie algebra
homomorphism.
A deformation of a L∞ structure d with base A, or more simply an A-defor-
mation of d , is defined to be an odd codifferential d˜ ∈ LA, which maps to d under
the natural projection. When d ∈ L2, so that the structure is a Lie algebra, then
an A-deformation of the Lie algebra structure is given by an odd codifferential in
(LA)2.
The algebra A splits canonically in the form A = K ⊕ m, which induces a
splitting LA = L ⊗ K ⊕ L ⊗ˆ m = L ⊕ L ⊗ˆ m; moreover, the map LA→ L is
simply the projection on the first factor. Thus if d˜ is an A-deformation of L then
d˜ = d + δ where δ ∈L ⊗ˆm. In order for d˜ to be an A-deformation, we must have
[d˜, d˜] = 0, which is equivalent to δ satisfying the Maurer–Cartan formula
D(δ)=− 12 [δ, δ], (1)
where D(δ)= [d, δ].
If λ :W →W ′ is even, then it extends uniquely to a coalgebra homomorphism
S(λ) :S(W)→ S(W ′) by
S(λ)(w1 · · ·wn)= λ(w1) · · ·λ(wn).
If W and W ′ are equipped with Lie algebra structures d and d ′, respectively,
then λ determines a Lie algebra homomorphism if d ′ ◦ S(λ) = S(λ) ◦ d . For
the L∞ case, a homomorphism is given by an arbitrary coalgebra morphism
f :S(W)→ S(W ′) satisfying d ′ ◦f = f ◦ d , where d and d ′ are now L∞ algebra
structures. It is not possible to translate the definition of homomorphism of L∞
or Lie algebras into a statement about the algebras of coderivations of S(W) and
S(W ′), but this is not surprising since homomorphisms of Lie algebras do not
induce morphisms on the cohomology level.
If f :S(W) → S(W) is a coalgebra automorphism, then f induces an
automorphism f ∗ of L, given by f ∗(ϕ) = f−1 ◦ ϕ ◦ f , so that df = f ∗(d) is
a codifferential in L if d is a codifferential. If f = S(τ) for some isomorphism
τ :W → W , then f ∗(Ln) = Ln. In particular, df is a quadratic codifferential
when d is. For Lie algebras, we restrict our consideration of automorphisms to
these even maps of exterior degree zero, but for L∞ algebras we require merely
that f be even, so that it may mix the exterior degrees of elements.
TwoA-deformations d˜ and d˜ ′ of an L∞ algebra are said to be equivalent when
there is an A-coalgebra automorphism f of S(W) ⊗ A such that f ∗(d˜) = d˜ ′,
compatible with the projection S(W) ⊗ A→ S(W). For the Lie algebra case,
one requires in addition that f = S(γ ) for some isomorphism γ :WA→WA. In
terms of the decomposition S(W)⊗A= S(W)⊕S(W)⊗m we can express an
equivalence in the form f = Id+ λ, for some map λ :S(W)→ S(W)⊗m. Since
f must satisfy the condition
∆ ◦ f = f ⊗ f ◦∆,
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and Id is an automorphism, λ must satisfy the condition
∆ ◦ λ= (λ⊗ Id+ Id⊗ λ+ λ⊗ λ) ◦∆. (2)
We can also express f ∗ = Id+ λ˜, for some map λ˜ :L→ L ⊗ˆm, and we obtain
the condition
λ˜[ϕ,ψ] = [λ˜ϕ,ψ]+ [ϕ, λ˜ψ]+ [λ˜ϕ, λ˜ψ]. (3)
We next define the notion of a change of base of a deformation. Suppose that
A and A′ are two augmented K-algebras with augmentation ideals m and m′,
respectively, and τ :A→ A′ is a K-algebra morphism. Then τ induces an A-
linear map τ∗ = 1 ⊗ τ :S(W) ⊗ A → S(W) ⊗ A′ which is an A-coalgebra
morphism, that is
∆′ ◦ τ∗ = (τ∗ ⊗ τ∗) ◦∆.
Similarly, the induced map τ∗ :LA → L′A is a homomorphism of graded A-
Lie algebras. In terms of the decompositions LA = L
⊕
L ⊗ˆ m and L′A =
L
⊕
L ⊗ˆm′, it is clear that τ∗(ϕ)= ϕ for any ϕ ∈ L, and τ∗(L ⊗ˆm)⊆ L ⊗ˆm′.
If d˜ = d + δ is an A-deformation of d , then the push out τ∗(d˜)= d + τ∗(δ) is an
A′-deformation of d . Furthermore, if two A-deformations of d are equivalent,
then τ∗ maps them to equivalent deformations, so that τ∗ induces a map
between equivalence classes of A-deformations and equivalence classes of A′-
deformations.
Two special cases of deformations with base arise, the infinitesimal defor-
mations and the formal deformations. If A is a local algebra and m2 = 0 then
we shall call A an infinitesimal algebra, and an A-deformation will be called
an infinitesimal deformation. Especially interesting is the classical notion of an
infinitesimal deformation, determined by the algebra A = K[t]/(t2), where t is
taken as an even parameter, which may be generalized to the Z2-graded algebra
A= K[t, θ ]/(t2, tθ, θ2), where θ is taken as an odd parameter.
A formal deformation is given by taking A to be a complete local algebra,
or more simply a formal algebra, so that A = ←−−limn→∞A/mn. Then a formal
deformation with base A is given by a codifferential d˜ on ←−−limn→∞L ⊗ˆ A/mn,
the classical example beingA= K❏t❑, the ring of formal power series in the even
parameter t .
The main purpose of this section was to show how the notion of an A-
deformation can be given in terms of the Lie algebra LA. Deformations with base
A are given by certain classes of codifferentials in LA, depending on the type
of structure being deformed. Equivalences of deformations are given by certain
classes of automorphisms of the Lie algebra structure of LA, again depending on
the type of structure being deformed. We will show later how the homology of L
determined by the codifferential d relates the notion of infinitesimal deformation
with that of infinitesimal equivalence.
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4. Filtered topological vector spaces
We will need some properties of filtered topological modules and so include
a brief discussion of their properties. A filtered topological space is a natural
generalization of a direct product, and arises in our construction because the space
L of cocycles does not have a natural decomposition as a sub-direct product of the
space of cochains. The natural direct product decomposition of L does induce a
filtration on the space of cocycles, which descends to a filtration on the homology.
The topology of a filtered space allows the natural introduction of a dual space,
the continuous dual, which is small enough to be useful in our construction.
A (decreasing) filtration on a module F is a sequence of submodules Fn
satisfying F = F 0, Fn+1 ⊆ Fn and ⋂∞n=1 Fn = 0. A sequence {xi} is said to be
Cauchy if given any n, there is some m such that if i, j m, then xi − xj ∈ Fn.
The space F is said to be complete if every Cauchy sequence converges, that is
if there is some x such that for any n there is some m such that x − xi ∈ Fn if
i m. This x is unique, and is called the limit of the sequence {xi}. This notion of
convergence, whether or not F is complete, determines a topology on F , which
we will call the filtered topology. The order of an element x is the largest k such
that x ∈ Fk . The only element which has infinite order is zero.
A map f :F →G of two filtered topological spaces is continuous iff for given
n there is some m such that f (x) ∈Gn whenever x ∈ Fm. To see this, note that
f is continuous iff {f (xi)} is a Cauchy sequence whenever {xi} is Cauchy. If
f (Fn)⊆Gn, then f is said to be order preserving.
Let Fi be a subspace of F i which projects isomorphically to F i/F i+1. Then
F =∏∞i=0 Fi has a natural filtration Fn =
∏∞
i=n Fi , and is a complete filtered
topological space. There is a natural map ι :F → F defined as follows. Let x ∈ F .
Then there is a unique x0 ∈ F0 whose image in F0/F1 coincides with that of x .
Then x − x0 ∈ F 1. Continuing, one obtains a sequence of elements xi ∈ Fi such
that x −∑ni=0 xi ∈ Fn+1. Define ι(x)=
∏
xi ∈ F . The natural map ι is injective,
order preserving, and continuous, and is surjective precisely when F is complete.
In this case, the inverse map ι−1 is also continuous, so that F ∼= F . From this we
see that a complete filtered topological space is essentially the same as a direct
product.
If F =∏Fi is complete, and {xni } is a subset of Fn which projects to a basis
of Fn/Fn+1, then any element x in F has a unique expression as an infinite
sum x = ainxni , using the Einstein summation convention, where ain ∈ K and for
fixed n, only finitely many of the coefficients ain are nonzero. Note that xni has
order n. An ordered set {yi} which satisfies the property that every element of F
can be written uniquely as an infinite sum aiyi will be called a basis of F , it is
increasing if o(yn)  o(yn+1), and strictly increasing if for any n there is some
m such that {yi}im is a basis of Fn. The basis xni can be ordered in a strictly
increasing manner.
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If B is a subspace of F then it inherits a natural filtration Bi = B ∩ F i . If F
is complete then the subspace B is closed in F precisely when it is complete as
a filtered space. The space H = F/B can be given a filtration by Hi = ρ(F i)
where ρ :F → F/B is the canonical map. One obtains Hi = F i/Bi in a natural
way.
The requirement
⋂∞
i=0 Hi = 0 is satisfied precisely when B is closed in F .
For suppose that B is not closed, and {bi} is a sequence in B converging to
some b /∈ B . Let xi = b − bi , so that ρ(xi)= ρ(b) for all i , but this implies that
ρ(b) ∈ Hi for all i . On the other hand, suppose that h = 0 ∈ Hi for all i . Then
h= f (xi) for some xi ∈ F i . Let yi = x0 − xi . Then ρ(yi)= 0 for all i , so yi ∈ B ,
but the sequence yi converges to x0, which does not lie in B . Thus the quotient
space F/B is a filtered space precisely when B is closed in F .
Suppose that F is complete and B is closed in F . Then we claim that
H = F/B is also complete. For suppose that hi is a Cauchy sequence in H ,
and by taking a subsequence if necessary, we may assume that hi − hi+1 ∈ Hi .
Choose xi ∈ F i such that ρ(xi)= hi − hi+1, and a ∈ F such that ρ(a)= h0. Let
yn = a−∑ni=0 xi . Then yn−yn+1 = xn+1 ∈ Fn, so yn converges to some y . Note
that ρ(yn)= hn+1, so it follows that hi converges to ρ(y).
Next, suppose that f :F →G is a continuous map of filtered spaces,Z = kerf
and B = Imf . Then both Z and B inherit the structure of filtered spaces. It is
easy to see that Z is closed in F , but it may happen that B is not closed in G.
For example, if F is a filtered space which is not complete, then its image in
its completion under the canonical injection is not closed. Completeness of F is
also not sufficient to guarantee that the image is closed, as can be seen from the
following example. Let F0 have a countably infinite basis xi , and F1 = 0. Then
F is complete for trivial reasons. Let yi be a basis for Gi and G=∏Gi with the
natural filtration. Then G is complete. Define a map f :F → G by f (xi) = yi .
Then f is continuous, but its image is not closed in G.
Let us say that a filtered space is of finite type if dim(F n/Fn+1) <∞ for all n.
The following lemma is the main reason we will be interested mainly in filtered
spaces of finite type.
Lemma 4.1. If F is a complete filtered space of finite type, and f :F → G is
continuous, then B = Imf is closed in G.
Proof. We may as well assume that F =∏Fi with the standard filtration, where
each Fi is finite-dimensional. If we take a basis {xni } of Fn, we can obtain a strictly
increasing basis of F , and by throwing out unnecessary elements, we can choose
a subsequence which spans a subspace mapping injectively to B . Let {yi} be the
subset of B so obtained, ordered in a strictly increasing manner. By continuity,
given any n, there can only be a finite number of the xmi whose image has order
smaller than n.
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Next we claim that an element y lies in B precisely if it can be written as
an infinite sum of the form y = akyk . To see this fact, first note that because
the order of the xni ’s are increasing, and yk is the image of some x
nk
ik
, we can
form the element akxnkik which is well defined in F since it is complete, and
the image of this element must be y . On the other hand, by our construction, if
y = f (ainxni ), then by using the fact that for any finite combination of the f (xni )
can be expressed in terms of the yi , we can subtract off a linear combination biyi
from y such that y − biyi is expressed as an image of terms of high order in F .
This therefore must have high order in G, and thus we can express y as the limit
of a Cauchy sequence in the yi . ✷
Now let us suppose that F has an order preserving coboundary operator d .
Then if F is of finite type, the homology H(F) has the natural structure of a
filtered space, and is complete if F is complete. In the case where F is a direct
product of finite-dimensional vector spaces, one immediately obtains that the
homology is a complete filtered space.
Consider K as a filtered space with K1 = 0. Then we can form the continuous
dual space F ∗. It consists of all continuous linear functionals, that is all λ :F → K
such that there is some n such that λ(x)= 0 for all x ∈ Fn. The (continuous) dual
of a filtered space is not filtered in the sense we have described above, but does
possess an increasing filtration. To distinguish this type of space from the filtered
spaces given by decreasing filtrations, let us say that a spaceE is cofiltered if there
is a sequence Ei of subspaces satisfying E−1 = {0}, En ⊆En+1, and⋃En =E.
If F is filtered, then F ∗ is cofiltered, with (F ∗)n = {λ ∈ F ∗ | λ(Fn+1) = 0}.
As a filtered space is a model of a direct product, a cofiltered space is a model
of a direct sum. For suppose that we choose subspaces Ek ⊆ Ek+1 such that
Ek projects isomorphically to Ek+1/Ek . Then there is a natural isomorphism
E →⊕Ek . Thus a cofiltered space corresponds to the coproduct of spaces
as a filtered space corresponds to the product. We do not equip a cofiltered
space with any topology, but still, its dual space has a natural filtration given
by (E∗)n = {λ ∈ E∗ | λ(En−1) = 0}. Moreover, the dual of a cofiltered space is
complete.
Let us say that a f :E→D map between two cofiltered spaces respects the
cofiltration if given n, there is some m such that f (En) ⊆ Dm, and is order
preserving if f (En)⊂Dn for all n. A cofiltered space is said to be of finite type if
all the En are finite dimensional, in which case every map from E to a cofiltered
space respects the cofiltration. If f :F → G is a continuous map of filtered
spaces, then it induces a map f ∗ :G∗ → F ∗, which respects the cofiltration,
giving a contravariant functor from the category of filtered spaces with continuous
maps to the category of cofiltered spaces with maps respecting the cofiltration. If
f :E→D respects the cofiltration, then f ∗ :D∗ →E∗ is continuous, so we again
get a contravariant functor between cofiltered and filtered spaces.
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It is useful to note that if D is a subspace of a cofiltered space, then D inherits
a cofiltration given by Di =D∩Ei , E/D is graded by (E/D)i = Im(Ei), and the
inclusion and projection maps respect the cofiltration. Furthermore, any subspace
of a cofiltered space has a complementary cofiltered subspace.
For filtered and cofiltered spaces, a space is of finite type precisely when its
dual is of finite type. Moreover, if F is a finite type (co)filtered space, then (F ∗)∗
is naturally identified with F . For cofiltered spaces, the tensor product E ⊗ D
can be cofiltered by (E ⊗D)n =∑p+q=n Ep ⊗Dq (the sum is not direct, since
the summands are not disjoint). Similarly, the tensor product F ⊗ G of filtered
spaces has a filtration (F ⊗G)n =∑p+q=n Fp⊗Gq . Then one obtains the useful
formulae (E ⊗D)∗ =E∗ ⊗ˆD∗ and (F ⊗G)∗ = F ∗ ⊗G∗.
When F is a finite type filtered space, and {xi} is a strictly increasing basis
of F , then the dual basis {λi}, given by λi(xj )= δij , is a well defined basis of F ∗.
It is clear that λi is continuous, so we only need to show that any continuous linear
functional λ can be represented as a sum of the λi . Let ai = λ(xi). By continuity,
the sum aiλi is finite and coincides with λ.
Now suppose that M , N are filtered spaces, N has an increasing basis {yi},
while M is of finite type and has an increasing basis {xi} with dual basis λi of M∗.
Let η be an element of N ⊗M∗ which can be written in the form η = aij yi ⊗ λj
for some finite sequence of elements aij ∈ K. Clearly η determines a continuous
map M → N by the rule η(bkxk) = aikbkyi . Introduce the filtration on N ⊗M∗
induced by the filtration on N . Then one can form the completion N ⊗ˆM∗ of this
filtration, which will have basis {yi ⊗ λj }. Any element η of the completion has
a unique expression in the form η = yi ⊗ βi , where βi ∈M∗ (of course, only a
finite number of terms of each order can occur). When N is complete and of finite
type, then η also determines a continuous map from M to N , and moreover, any
continuous map is so obtained. Thus we can identify N ⊗ˆM∗ with Hom(M,N).
In general, this filtration will not be of finite type even when N has finite type and
is complete. Our main interest will be in representing elements of Hom(M,N) by
elements in N ⊗ˆM∗. When M is of finite type, and N is not necessarily complete,
we still have
Hom(M,N)⊆N ⊗ˆM∗ ⊆N ⊗ˆM∗ =Hom(M,N).
In particular, every continuous linear map has a representation as an element of
N ⊗ˆ M∗. Finally, note that when M is of finite type, and mi is an increasing
basis of M∗, then any element of N ⊗ˆM∗ can be expressed uniquely in the form
ni ⊗mi , where ni is an increasing sequence in N .
Similarly, for cofiltered spaces, let Hom(M,N) be the space of maps
f :M→N which respect the cofiltration. Then if we let N ⊗ˆM∗ represent the
completion with respect to M∗ (note we always complete with respect to the
filtered space), then we have in general the inclusion N ⊗ˆM∗ ⊆ Hom(M,N),
and equality prevails when M is of finite type.
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5. Infinitesimal deformations
LetA be a Z2-graded commutative algebra,L a differential graded Lie algebra
and d˜ = d+ δ be an infinitesimalA-deformation of d . Sincem2 = 0, the Maurer–
Cartan formula (1) reduces to the cocycle condition D(δ) = 0. Furthermore, an
infinitesimal equivalence is of the form f = 1 + λ where λ is a coderivation of
S(W)⊗A, because Eq. (2) reduces to ∆◦λ= (λ⊗ Id+ Id⊗λ)◦∆. Furthermore,
if we express f ∗ = Id+ λ˜, then λ˜ϕ = [ϕ,λ], since f−1 = Id− λ, so that
f ∗(ϕ)= (Id− λ) ◦ ϕ ◦ (Id+ λ)= ϕ + ϕ ◦ λ− λ ◦ ϕ = ϕ + [ϕ,λ].
A trivial infinitesimal deformation is one of the form f ∗(d) = d + D(λ). Thus
the (even part of the) homology H(L)⊗ m classifies the equivalence classes of
infinitesimal A-deformations of an L∞ algebra. In the case of a Lie algebra, the
derivations λ giving rise to infinitesimal automorphisms are all determined by
linear maps, so are elements of L1 ⊗m, while the infinitesimal deformations are
given by elements of L2⊗m, so that H2(L)⊗m classifies the equivalence classes
of deformations. If d + δ and d + δ′ are two A-deformations of d , then they are
equivalent precisely if δ− δ′ is a coboundary, while the condition for d + δ to be
an A-deformation is simply that δ ∈Z(L) ⊗ˆm, where Z(L)= kerD is the space
of cocycles.
If τ :A→A′ is a morphism of infinitesimal K-algebras, then τ∗ :LA→ L′A
induces a morphism of equivalence classes of infinitesimal deformations of some
fixed codifferential d ∈ L. A universal infinitesimal deformation of d is an initial
object in the category of such equivalence classes. In other words, a universal
infinitesimal deformation of d is given by some infinitesimal K-algebra A and
A-deformation d˜ = d + δ, such that if A′ is another infinitesimal K-algebra, and
d˜ ′ = d + δ′ is an A′-deformation of d , then there is a unique morphism τ of
infinitesimal K-algebras satisfying the property that τ∗(d˜) is equivalent to d˜ ′.
Let ΠH(L) denote the parity reversion of H(L), and equip it with the
filtration which it inherits from H(L). Let m= (ΠH(L))∗. Let A= K⊕m, with
multiplication on m defined trivially, so that A is an infinitesimal K-algebra. Let
µ :ΠH(L)→ Z(L) be a right inverse to the map Z(L)→ ΠH(L), respecting
the filtrations on ΠH(L) andZ(L), in other words,µ(πδ) ∈Z(L)n if δ ∈H(L)n,
and µ(πδ) = πδ, where ϕ is the image of ϕ ∈ Z(L) in H(L). We want to
representµ as an element of Z(L)⊗ˆm. In general, it is not obvious how to do this,
but in the case when H(L) is of finite type, we can give an explicit construction.
Let us assume that H(L) is of finite type, and choose a strictly increasing basis
δi of H(L). Define t i ∈ (ΠH(L))∗ to be the dual basis, i.e., t i (πδj )= δij . If we
let µi = µ(πδi), then µi ⊗ˆ t i represents the map µ.
The reason we work with the parity reversion ΠH(L) instead of H(L) is
because we want µ to be an odd map, as we are going to define anA-deformation
d + µ = d + µi ⊗ˆ t i . So the parity reversion does the trick, because it turns an
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even map H(L)→Z(L) into an odd map ΠH(L)→Z(L). Also it is immediate
that d +µ is an A-deformation, because D(µ)= 0, since µi ∈ Z(L) for all i .
Moreover, if µ′ is another inverse map of the canonical map Z(L)→ H(L),
and we express µ′ = µ′i ⊗ t i , then µi − µ′i = δ(ϕi) for some ϕi . Thus we obtain
that
µ−µ′ = (µi −µ′i
)⊗ t i =D(ϕi)⊗ t i =D
(
ϕi ⊗ t i
)
is a coboundary, so that the two A-deformations are equivalent. Note that since
the order of µi −µ′i is increasing, we can assume that the sequence {ϕi} has only
finitely many terms of any order, and therefore ϕi ⊗ t i is a well defined element
of L⊗m.
Now suppose that A′ is another infinitesimal algebra with augmentation
ideal m′, and d + δ′ is an arbitrary A′-deformation. Then δ can be expressed
in the form δ′ = µi ⊗ mi + b, where b ∈ B(L), and by replacing it with an
equivalent deformation we can assume that b = 0. Define the map f :A→ A′
by f (ti)=mi . Since the t i are a basis for m, f is completely determined by this
requirement. It is obvious that f∗(d + µi ⊗ t i )= d + µi ⊗mi . Furthermore, the
requirement that f∗(d +µi ⊗ t i ) be equivalent to d +µi ⊗mi forces f (ti )=mi ,
so f is evidently unique. Thus d+µ is a universal infinitesimal deformation of d .
Finally, suppose that A is a K-algebra which may not be infinitesimal. The
algebra A/m2 is infinitesimal, with maximal ideal m/m2. Let τ :A→ A/m be
the natural projection, and suppose that d˜ = d + δ is an A-deformation of d .
Then d + τ∗(δ) is an infinitesimal deformation, and thus determines an element
T (δ) = [τ∗(δ)] in H(L) ⊗ˆm/m2, which we call the differential of the deforma-
tion d˜ .
Suppose that m is cofiltered. Then m/m2 has a natural cofiltration. Define the
tangent space of A by TA = (m/m2)∗ to be the filtered dual space of m/m2.
Note that TA is a complete filtered space. When H(L) is complete and m is of
finite type the differential can be viewed as a continuous map T (δ˜) : TA→H(L).
Thus it is important in our construction thatH(L) is a complete, finite type filtered
space.
In the case of an infinitesimal deformation, we can express δ = δi ⊗mi , where
δi ∈ Z(L), so that its differential can be expressed as T (d˜)= [δ] = [δi] ⊗mi . If
the deformation is not infinitesimal then we can still express T (d˜)= [δi ⊗mi], in
terms of a decomposition δ = δi ⊗mi , but the expression [δi]⊗mi may not make
sense because δ /∈ Z(L)⊗m.
Our main objective is to extend the universal infinitesimal deformation to a
miniversal formal deformation, which is a deformation d˜ of d with a formal
base A, satisfying the following properties:
(1) If d˜ ′ is a deformation of d with formal base A′, then there is morphism
τ :A→A′ such that τ∗(d˜)= d˜ ′.
(2) If A′ is an infinitesimal algebra, then the morphism above is unique.
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(A formal deformation which is required to satisfy only the first condition is called
versal.)
For brevity, let us denote H = (ΠH(L))∗. Then the algebra A = K ⊕ H
corresponding to the universal infinitesimal deformation can be expressed in the
form A = K❏H❑/(H)2. If we have any A′-deformation, then there is a unique
map from A to A′/(m′)2 which takes the universal infinitesimal deformation
to the induced infinitesimal deformation. We can lift the map (non-uniquely) to
a map from A to A′, which then lifts uniquely to an algebra morphism from
K[H] to A′. When A′ is a formal algebra, the lift determines a unique morphism
K❏H❑ → A′. A problem that arises is that in general, the universal infinitesimal
deformation does not extend to a K❏H❑-deformation; instead, we will need to
consider a quotient algebra of K❏H❑.
The non-universality of the deformation is related to the necessity to choose
a lift of A′/(m′)2 to A′. It is precisely this point which gives rise to the fact
that there is no universal object in the category of formal deformations. Note that
the lifted map K[H] →A′ determines a unique homomorphism from a quotient
of K❏H❑ to A′ if it exists, and when A′ is infinitesimal, this homomorphism is
unique, because in this case there is no lift, and therefore no choice to make. Thus
such a quotient algebra is a good candidate for a miniversal deformation.
In order to construct the appropriate algebra, we will need to discuss the well-
known notion of an extention of an algebra by a trivial module, which has been
studied extensively by Harrison [15]. In the next section we shall describe how to
adapt Harrison’s constructions to the case of cofiltered algebras.
6. Extensions of algebras by modules
In order to understand how to construct a miniversal deformation, we shall
have to consider commutative extensions of a commutative algebra by a module.
We shall only be interested in the case where A is an local algebra with maximal
ideal m, so there is a canonical decompositionA= K⊕m.
An extension B of a commutative algebraA by an A-module N is a K-algebra
B together with an exact sequence of K-modules
0→N i−→ B p−→A→ 0, (4)
where p is an K-algebra homomorphism, and the B-module structure on i(N) is
given by the A-module structure of N by i(n)b = i(n(p(b)). In particular, if we
identify N with its image i(N), then N is an ideal in B satisfying N2 = 0. We
call such an extension infinitesimal if N · m = 0, that is N is a K-vector space
equipped with the trivial A-module structure.
Let λ :B→ N ⊕ A be a K-module isomorphism such that λ(n) = (n,0) for
n ∈N , and such that p = π2 ◦ λ, where π2 denotes the projection onto the second
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component. Then λ determines a product on N⊕A such that λ(b)λ(b′)= λ(bb′).
We have
(n,0)(n′,0)= λ(n)λ(n′)= λ(nn′)= (0,0).
If λ(b)= (0, a), then p(b)= a, so we have
(n,0)(0, a)= λ(n)λ(b)= λ(nb)= λ(na)= (na,0).
Finally,
(0, a)(0, a′)= (ϕ(a, a′), aa′)
for some K-linear even map ϕ :A⊗A→ N which is graded symmetric; that is,
ϕ(a, a′)= (−1)aa′ϕ(a′, a), since the extension is commutative.
Two extensions B and B′ of A by N are said to be equivalent if there is an
K-algebra isomorphism f :B→ B′ such that the diagram below commutes.
0 N B
f
A 0
0 N B′ A 0
An equivalence from B to B is said to be an automorphism of B over A. We
use a graded version of Harrison cohomology to characterize the properties of
extensions.
First, consider the map ϕ above. It is easy to show that associativity of the
multiplication is equivalent to the cocycle condition
aϕ(b, c)− ϕ(ab, c)+ ϕ(a, bc)− ϕ(a, b)c= 0.
This condition immediately yields ϕ(1, a)= ϕ(1,1)a. Next, note that if λ(e) =
(−ϕ(1,1),1), then e is the multiplicative identity in B because if λ(b)= (n, a),
then
λ(eb) = (−ϕ(1,1),1)(n, a)= (−ϕ(1,1)a+ n+ ϕ(1, a), a)= (n, a)
= λ(b).
If we define λ′ by λ′(b)= λ(b)+ (ϕ(1,1)b,0), then λ′(n)= (n,0) and π2 ◦ λ′ =
p. Furthermore, if the product in terms of the decomposition of B determined by
λ is given by the cocycle ϕ′, then since λ′(e)= (0,1), we have
(0,1)= (0,1)(0,1)= (ϕ′(1,1),1),
so ϕ′(1,1)= 0.
Thus, if a = k + m, a′ = k′ + m′ are elements of A given in terms of the
decomposition A = K ⊕ m, then ϕ′(a, a′) = ϕ′(m,m′), so ϕ′ is completely
determined by its restriction to m ⊗ m. We shall call a cocycle ϕ satisfying
ϕ(1,1)= 0 a reduced cocycle, and we have shown that every extension B can be
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defined by a decomposition B =N ⊕A, where the product is given by a reduced
cocycle, which can be viewed as simply a symmetric map ϕ′ :m⊗m→N .
In order to relate this to Harrison cohomology, define Ch2(A,N) to be
the submodule of Hom(m2,N) consisting of symmetric maps, and define
d2 : Ch2(A,N)→Hom(m3,N) by
d2ϕ(m,m
′,m′′) = (−1)mϕmϕ(m′,m′′)− ϕ(mm′,m′′)+ ϕ(m,m′m′′)
− ϕ(m,m′)m′′. (5)
Note that even though deformations are determined only by even cocycles, we
do not restrict our definitions to such elements, hence the sign appears in this
definition of the coboundary operator. Also, Ch1(A,N) = Hom(m,N) is the
space of Harrison 1-cochains, with d1 : Ch1(A,N)→ Ch2(A,N) given by
d1λ(m,m
′)= (−1)mλmλ(m′)− λ(mm′)+ λ(m)m′. (6)
It is easily checked that d1λ is graded symmetric, and that d21 = 0. The condition
d1λ= 0 is just the derivation property, so
Ha1(A,N)= ker(d1)=Der(A,N).
Define
Ha2(A)= ker(d2)/ Im(d1).
One could define the spaces Chk(A,N) and the differentials dk : Chk(A,N)→
Chk+1(A,N) for all n 1, but we do not need these higher Harrison cohomology
groups in this paper. It is straightforward to generalize the constructions in [15]
to the case of graded commutative algebras, and this construction is important in
the study of deformation theory of commutative associative algebras.
We will reproduce the standard argument that the even part of Ha1(A,N)
classifies the automorphisms of an extension, while the even part of Ha2(A,N)
classifies the equivalence classes of extensions.
Note that the even part of Hak(A,N) is not determined by just the even part of
Hak(A,K), which explains why we need to consider all of the cohomology, even
though only even elements actually give deformations and automorphisms.
Next, note that we have already shown that an extension ofA by N is given by
a cocycle ϕ in Ch2(A,N). We show that extensions B and B′, given by cocycles
ϕ and ϕ′ are equivalent precisely when they differ by a coboundary. In terms of
the decompositions of B and B′ determined by the cocycles, an equivalence is
given by a map f :B→ B′ satisfying f (n,0) = (n,0) and f (0, a)= (η(a), a),
for some even η :A→N . If f is a homomorphism, then the two lines below are
equal
f
(
(0, a)(0, a′)
) = f (ϕ(a, a′), aa′)= (η(aa′)+ ϕ(a, a′), aa′),
f (0, a)f (0, a′) = (η(a), a))(η(a′), a′)
= (η(a)a′ + aη(a′)+ ϕ′(a, a′), aa′),
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so that ϕ = ϕ′ + dη. Conversely, if ϕ = ϕ′ + dη for some even η ∈ Ch1(A,N),
then fη(n, a) = (n + η(a), a) defines an equivalence. Thus two cocycles are
equivalent precisely when they differ by a coboundary, and we see that the even
part of Ha2(A,N) classifies the extensions of A by N . Applying the analysis
above to an automorphism of B over A, we see that it is determined by an
element η ∈ Ch1(A,N) satisfying the condition dη = 0. In other words, it is a
Harrison 1-cocycle. So we see that the automorphisms of B over A are classified
by Ha1(A,N).
A morphism between an extension B of A by N and an extension B′ of A by
N ′ is given by a commutative diagram
0 N
g
B p
f
A 0
0 N ′ B′ p
′
A 0
where g :N → N ′ is an A-module homomorphism and f :B → B′ is an A
algebra homomorphism. Given g, the homomorphism f , if it exists, is determined
up to an automorphism of B′. To see this, suppose that f and f ′ both satisfy the
above requirements. Then f (b) − f ′(b) = n′ for some n′ ∈ N ′, and if p(b) =
p(b′), then b− b′ = n for some n ∈N , so that
f (b)− f ′(b)− f (b′)+ f ′(b′) = f (b− b′)− f ′(b− b′)
= g(n)− g(n)= 0.
Thus we can define an even η :A→ N ′ such that f (b) − f ′(b) = η(p(b)).
Suppose that p(b)= a and p(b′)= a′. Then we see that
η(aa′) = f (bb′)− f ′(bb′)= f (b)f (b′)− f ′(b)f ′(b′)
= f (b)(f (b′)− f ′(b′))+ (f (b)− f ′(b))f ′(b′)
= f (b)η(a′)+ η(a)f (b′)= aη(a′)+ η(a)a′,
which shows that η is a derivation. Then fη :B′ → B′ given by fη(b′) = b′ +
η(p′(b′)) is an automorphism and we see that
fη ◦ f ′(b)= f ′(b)+ η
(
p′
(
f ′(b)
))= f ′(b)+ η(p(b))= f (b).
This shows that f is uniquely defined up to an automorphism of B′, so that the
equivalence classes of such mappings are determined by the map g.
Of course, we still have to determine when such a map f exists. Note
that g induces a map g∗ : Chk(A,N)→ Chk(A,N ′), which commutes with the
differential, and so induces a map g∗ : Hak(A,N)→Hak(A,N ′). Then we claim
that f exists precisely when g∗(ϕ) is equivalent to ϕ′, where B and B′ are given
by the 2-cocycles ϕ and ϕ′, respectively. To see this, express B =N⊕A and B′ =
N ′⊕A, with multiplication given by the cocycles. Suppose that f :B→ B′ exists.
Then f (n, a)= (g(n)+ η(a), a), and the homomorphism property shows that
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(
g ◦ ϕ(a, a′)+ η(aa′), aa′) = f ((0, a)(0, a′))= f (0, a)f (0, a′)
= (η(a), a)(η(a′), a′)
= (aη(a′)+ η(a)a′ + ϕ′(a, a′), aa′),
so that g∗ϕ = ϕ′ + dη, and they are equivalent. Conversely, if this relation holds,
then f (n, a)= (g(n)+ η(a), a) is a homomorphism satisfying the requirements.
Thus it makes sense to define a morphism of extensions as a map g :N → N ′
which extends to a map f :B→ B′, having the required properties.
Now, let us suppose that m is a cofiltered space. Then it is natural,
when N is also cofiltered, to let Ch∗(A,N) be the cochains respecting the
cofiltration. When m is of finite type, there is an initial object in the category
of infinitesimal extensions of A by cofiltered A-modules N , which will play a
role in the construction of the miniversal deformation of an infinity algebra. The
isomorphism Hom(mk,N)∼=N ⊗ˆ (mk)∗ gives rise to an isomorphism
Chk(A,N)∼=N ⊗ˆChk(A,K)
which commutes with the differential when N is infinitesimal, and so induces an
isomorphism
Hak(A,N)∼=N ⊗ˆHak(A,K).
Note that Hak(A,K) is a complete filtered space, which can be seen as
follows. First, note that Chk(A,K) is a complete subspace of (mk)∗. Define a
map b :mk+1 →mk by
b(m1, . . . ,mk+1)=
k∑
i=1
(−1)i(m1, . . . ,mimi+1,mi+2, . . . ,mk+1).
It is easy to see that the Harrison coboundary operator is the dual of the map
above, so is continuous. Thus the space of coboundaries is closed, and Hak(A,K)
is naturally a complete filtered space.
Let M = Ha2(A,K)∗, equipped with the trivial A-module structure, and
choose some order preserving µ : Ha2(A,K)→ Ch2(A,K) such that µ(ϕ¯) ∈ ϕ¯.
Then µ∗ :m⊗m→M , given by
µ∗(m,m′)(ϕ¯)= (−1)(m+m′)ϕµ(ϕ¯)(m,m′) (7)
is an even, order preserving 2 cochain. It is a 2-cocycle because
dµ∗(m,m′,m′′)(ϕ¯)
=mµ∗(m,m′)(ϕ¯)−µ∗(mm′,m′′)(ϕ¯)+µ∗(m,m′m′′)(ϕ¯)
+µ∗(mm′)m′′(ϕ¯)
= (−1)(m′+m′′)ϕmµ(ϕ¯)(m′,m′′)− (−1)(m+m′+m′′)ϕµ(ϕ¯)(mm′,m′′)
+ (−1)(m+m′+m′′)ϕµ(ϕ¯)(m,m′m′′)
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− (−1)(m+m′)ϕ+m′′ϕµ(ϕ¯)(m,m′)m′′
= (−1)(m+m′+m′′)ϕdµ(ϕ¯)(m,m′,m′′)= 0.
Thus µ∗ determines an extension 0 → M → C → A→ 0 of A by M . This
extension does not depend, up to equivalence, on the choice of µ. To see this
suppose that µ′ is another choice, so that µ(ϕ¯) − µ′(ϕ¯) = dψ for some ψ ∈
Ch1(A). Note that |ϕ| = |ψ|. We can define λ :m→M by
λ(m)(ϕ¯)= (−1)mϕψ(m).
Then
dλ(m,m′)(ϕ¯) = mλ(m′)(ϕ¯)− λ(mm′)(ϕ¯)+ λ(m)m′(ϕ¯)
= (−1)m′ϕmψ(m′)− (−1)(m+m′)ϕψ(mm′)
+ (−1)(m+m′)ϕψ(m)m′
= (−1)(m+m′)ϕdψ(m,m′)= (µ∗ −µ′∗)(m,m′)(ϕ¯).
Now we show that this extension, when m is of finite type, is universal in
the set of infinitesimal extensions. Let 0 → N → B→ A→ 0 be an extension
given by some (even) ϕ¯ ∈ Ha2(A,N). Using the inclusion Ha2(A,N) ⊆ N ⊗
Ha2(A, k)∗, we can express ϕ¯ = ni ⊗ ϕ¯i . Define the map g :M → N by g(η)=
(−1)ηϕi niη(ϕ¯i). Let ϕi = µ(ϕ¯i) and define ϕ = ni ⊗ ϕi . Then ϕ is a cocycle
representing the cohomology class ϕ¯, and we may assume that the decomposition
of B =A⊕N is given by the cocycle ϕ.
Let ϕ ∈ ϕ¯ be chosen so that ϕi = µ∗(ϕ¯i). Then in terms of the decompositions
of B given by ϕ and C given by µ∗, we have
g∗(µ∗)(m,m′) = (g ◦µ∗)(m,m′)= g
(
µ∗(m,m′)
)
= (−1)niµ∗(m,m′)niµ∗(m,m′)
(
ϕ¯i
)
= (−1)niµ∗(m,m′)+(m+m′)ϕi niϕi(m,m′)= ϕ(m,m′),
because the signs cancel owing to the fact that ϕ and µ∗ are even maps. Any
other g :M → N would determine a nonequivalent cocycle, so the morphism is
unique. We will refer to the extension of A by M = Ha2(A,K)∗ as the universal
infinitesimal extension of A.
An extension of A by a module N is called essential when the cocycle
ϕ :m⊗m→N is surjective. It is useful to note that the map µ∗ :m⊗m→M is
surjective, so that it is an essential extension of A.
Finally, we introduce the notion of a cofiltered algebra A, and the space of
order preserving cochains. In the definition of a cofiltered algebra, we require
that Ak · Al ⊆ Ak+l , and for cofiltered local algebras, we require that A0 = K.
A typical example is a polynomial algebra, where the generators are taken to be
elements of nonzero degrees. A cofiltered module N overA is required to satisfy
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Nk ·Al ⊆Nk+l . We are interested in classifying the cofiltered extensions of A by
a cofiltered module N .
Since the maximal ideal in the extended algebra B is m′ = m ⊕ N , it is
necessary that N0 = 0 in order that B0 = K. Let ϕ be the cocycle determining
the extension. If (0,m) and (0,m′) are elements in the extended algebra with m,
m′ ∈m, then since ϕ(m,m′)= (0,m) · (0,m′), it follows that ϕ(m,m′) ∈Nk+l if
m ∈Mk and m′ ∈Ml . If we consider a 2-cochain ϕ to be a map ϕ :m⊗m→N ,
our requirement is simply that ϕ is order preserving. If ϕ ∈ Chk(A,N) is order
preserving, it is easy to see that dϕ is also order preserving.
Now let us consider the universal infinitesimal extension of a cofiltered algebra.
Then since µ∗ is both order preserving and surjective, it follows that the universal
extension is also a cofiltered algebra, and is thus a universal object in the category
of extensions of cofiltered algebras.
Finally, let us suppose that 0 → M → B → A → 0 is the universal
infinitesimal extension of A, and f :A→A′ is an algebra homomorphism. Let
B′ be an infinitesimal extension of A′ by anA′-module N . Then there is a unique
extension of the homomorphism f to a homomorphism f ′ :B→ B′. To see this,
note that N inherits an A-module structure through f , and moreover, if B′ is
decomposed in the form B′ =A′ ⊕N using the cocycle ϕ′, then ϕ = ϕ′ ◦ (f ⊗f )
determines a cocycle in Ha2(A,N). Thus we obtain an infinitesimal extension
B′′ of A by N , and an obvious homomorphism A⊕N →A′ ⊕N extending f .
But there is a homomorphism from the universal extension of A to this extension
of A, and composition of the two homomorphisms yields the desired map. The
commutative diagram below summarizes this construction:
0 M B A 0
0 N B′′
f ′
A
f
0
0 N B′ A′ 0
When f is surjective and N is an essential extension of A′, then it can be seen
that f ′ is also surjective. Note that when the algebras are cofiltered, and f is order
preserving, then we obtain an order preserving extension of this homomorphism.
An example of an infinitesimal extension which will be important to us later
arises whenA is a formal algebra, with maximal idealm, and we letAk =A/mk .
(Here subscripts do not refer to any cofiltration.) ThenNk =mk/mk+1 is naturally
an infinitesimal A-module, and we have an exact sequence
0→Nk →Ak+1 →Ak → 0,
expressing Ak+1 as an essential, infinitesimal extension of Ak by Nk , when
k  1. Now consider the formal algebra A′ = K❏X❑, where X = m/m2, and its
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corresponding quotient algebras A′k =A′/[X]k ([X] is the maximal ideal in A′).
By the universal properties of the algebraA′, one sees that the extension ofA′k by
N ′k = [X]k/[X]k+1 is the universal infinitesimal extension ofA′k . Moreover,A2 =
K❏X❑/[X]2 =A′2, so that the identity extends to a homomorphism f3 :A′3 →A3,
which is surjective, because both extensions are essential. Continuing on, we
obtain a sequence of surjective homomorphisms fk :A′k →Ak , compatible with
the projections between these algebras. It follows that A is a quotient algebra
of K❏X❑, and moreover, we see that if Ak = K❏X❑/Ik for some ideal Ik , then
[X]k ⊆ Ik ⊆ [X]2.
A stronger characterization of the ideals Ik above can be obtained from some
results due to Harrison (Propositions 5.1 and 5.2 in [5]).
Theorem 6.1. LetA= K[x1, . . . , xn] be a polynomial algebra, andm be the ideal
generated by x1, . . . , xn. If I is an ideal in A contained in m2, then
Ha2(A/I,K)= (I/(m · I))∗.
Furthermore, the universal infinitesimal extension ofA/I is given by the exact
sequence
0→ I/(m · I)→A/(m · I)→A/I → 0.
The generalization of this result to the case where A = K❏X❑ for some
cofiltered, finite type K-vector space X is straightforward.
Finally, let us suppose that 0→N → B→A→ 0 is an infinitesimal extension
of A and that N ′ is a subspace of N . Then N ′ is an ideal in B, and we obtain an
extension 0 → N/N ′ → B/N ′ → A→ 0. When the extension given by N is
essential, so is the extension by N/N ′ .
7. Obstructions to extensions
Let d˜ = d + δ be a deformation of d with base A and suppose that 0→N →
B→ A→ 0 is an infinitesimal extension of A. If we extend the base of the
deformation to B, the Maurer–Cartan formula (Eq. (1)) will not hold in general,
but instead we obtain that
γ =D(δ)+ 12 [δ, δ] ∈ L ⊗ˆN. (8)
Moreover, γ is a cocycle in L⊗ˆN , which can be seen as follows. First note that for
an odd element in a Z2-graded Lie algebra, while graded antisymmetry does not
force the bracket of the element with itself to vanish, nevertheless, triple brackets
do vanish, i.e., [δ, [δ, δ]] = 0. Next, note that [D(δ)+ [δ, δ], δ] = 0 because the
first term in the bracket is in L ⊗ˆN and the second lies in L ⊗ˆm, and Nm= 0.
Using these facts, we obtain
D
(
D(δ)+ 12 [δ, δ]
)= 12D[δ, δ] =
[
D(δ), δ
]= [D(δ)+ 12 [δ, δ], δ
]= 0.
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In order to extend d˜ to LB , we still can add a term β ∈ L ⊗ˆN , and it is easy to
see that d˜ + β is a codifferential in LB precisely when
D(β)=−γ.
Thus the cohomology class γ¯ in H(L) ⊗ˆ N determines an obstruction to
extending d˜ to a deformation of d with base B. Note that in the case of a Lie
algebra, the obstruction is an even element which lies in H 3(L) ⊗ˆ N , but in
general, we can only say that it is an even element in H(L) ⊗ˆN .
To see that the obstruction depends only on the element f ∈ Ha2(A) which
determines the extension, suppose that the extension B is given explicitly by the
Harrison cocycle ϕ :m2 → N . Writing δ = δi ⊗ mi , it is easily seen that γ =
(−1)δjmi [δi, δj ] ⊗ ϕ(mi,mj ). If γ ′ is the cocycle determined by the extension B′
given by ϕ′, and we express ϕ − ϕ′ = δ(λ) for some λ :m→ N , then it follows
that
γ − γ ′ = (−1)δjmi [δi, δj ] ⊗ λ
(
mimj
)=D(δi ⊗ λ(mi)
)
,
and is thus a coboundary. Thus we have shown that the obstructions to extending
the deformation to an extension of A by N determines a map O : Ha2(A,N)→
H(L) ⊗ˆN .
Supposing that the obstruction vanishes, the element β constructed above
is determined only up to a cocycle ψ ∈ Z(L) ⊗ˆ N . Moreover, adding an odd
coboundary in B(L) ⊗ˆ N produces an equivalent deformation, as in the case of
infinitesimal deformations, owing to the fact that N2 = 0. To see this explicitly,
let λ ∈ L ⊗ˆ N be an even coderivation. Then f = Id + λ is a coderivation of
S(W) ⊗ B (fixing S(W) ⊗ A) and f−1 = Id − λ, due to the fact that N is
infinitesimal. Then f∗(d + δ + β)= d + δ + β +D(λ). Moreover, if d + δ + β
and d + δ + β ′ are equivalent extensions, then adding a cocycle ψ ∈ Z(L) ⊗ˆN
to each of them produces an equivalent deformation. Thus we obtain a transitive
action of H(L) ⊗ˆN on the equivalence classes of extensions of the deformation
d˜ to L ⊗ˆ B. Note that we have not claimed that nonequivalent cocycles give rise
to nonequivalent B-deformations of d , because we only considered equivalences
arising from coderivations of S(W)⊗ B fixing S(W)⊗A.
Now the set of automorphisms of B over A also acts on the equivalence
classes of extensions of the deformation d˜ to L ⊗ˆ B. Let f be an automorphism
of B over A. Then in terms of a decomposition B = A ⊕ N , with f (n, a) =
(n+ λ(a), a) for some Harrison 1-cocycle λ, we have f∗(d + δ + β)= d + δ +
β + λ∗(δ). Note that
D
(
λ∗(δ)
)= λ∗
(
D(δ)
)= λ∗
(−D(β)− 12 [δ, δ]
)= λ∗
(− 12 [δ, δ]
)= 0,
since D(β) ∈L⊗ˆN , [δ, δ] ∈L⊗ˆm2 and λ, being a cocycle, vanishes onm2. Thus
β+λ∗(δ) determines another extension. If β and β ′ are two equivalent extensions,
then β + λ∗(δ) and β ′ + λ∗(δ) are also equivalent, so we see that Ha1(A,N)
acts on the equivalence classes of extensions. We would like to show that this
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action is transitive, because that would show that up to an automorphism of B, the
extension of d˜ to B is unique up to equivalence. To do this, we relate the transitive
action of H(L) ⊗ˆ N to the action of Ha1(A,N). Since λ∗(δ) ∈ Z(L) ⊗ˆ N , it
determines an element in H(L) ⊗ˆN . We investigate when this map is surjective.
The action of λ ∈ Ha1(A,N) on δ can be thought of as an action of the
differential T (δ) ∈ H(L) ⊗ˆ m/m2 on Ha1(A,N), since λ vanishes on m2, and
so acts on m/m2. Let us say that the differential is surjective if we can express
T (δ) = δi ⊗ˆ mi , where δi is an increasing spanning subset of H(L), and mi is
an increasing basis of m/m2. When m/m2 is a dual space of a filtered space F ,
then this is equivalent to saying that the associated map in Hom(F,H(L)) is
surjective. Then we claim that if N is an infinitesimal extension of d + δ, and
T (δ) is surjective, then the differential induces a surjective map Ha1(A,N)→
H(L)⊗N . To see this, note that since {δi} spans H(L), any element H(L) ⊗ˆN
can be written in the form δi ⊗ˆ ni . Then define λ ∈ Ha1(A,N) by λ(mi) = ni
(using the natural identification Ha1(A,N) = Hom(m/m2,N)). Then it is clear
that λ∗(δ)= δi ⊗ˆ ni .
Our only application of the above result will be to a special sequence
of extensions of the universal infinitesimal extension which satisfies m/m2 =
(Π(H(L))∗ =H, where at each step of the way, the extensions are infinitesimal
and essential. In this case, the differential is surjective, since it is given by the
identity map Π(H(L))→H(L).
One final result about the obstruction will prove useful in our construction of
the miniversal deformation.
Theorem 7.1. Suppose that d˜ = d + δ is anA-deformation of the codifferential d
on L, and that
0 M
g
B
f
A 0
0 N B′ A 0
is a diagram representing a morphism of extensions. If γ¯ ∈ H(L) ⊗ˆM is the
obstruction to the extension of d˜ to L ⊗ˆB, then the cohomology class of g∗(γ ) is
the obstruction to the extension of d˜ to L ⊗ˆ B′.
Proof. If δ = δi ⊗ˆ mi , then γ = (−1)δjmi [δi, δj ] ⊗ˆ ϕ(mimj ), where ϕ is the
cocycle determining the extension to B. Similarly, if γ¯ ′ is the obstruction
to extending the deformation to B′, we can express γ ′ = (−1)δjmi [δi, δj ] ⊗ˆ
ϕ′(mimj ), where ϕ′ determines the extensionB′. Since g(ϕ(mimj ))= ϕ′(mimj ),
the result follows immediately. ✷
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8. Construction of a miniversal deformation
We have assembled all of the tools for constructing the miniversal deformation
in the previous two sections, so all that remains here is to tie the ideas together.
Suppose that L is a differential graded Lie algebra, d is a codifferential on L,
A′ is a filtered formal algebra with maximal ideal m′, and that d˜ = d + δ′ is a
formal deformation of d . Let A′k = A/(m′)k , and d˜ ′k = d + δ′k be the induced
deformation of d˜ on A′k . We will construct a formal algebra A with maximal
ideal m, formal deformation d˜ = d + δ with induced deformation d˜k on L ⊗ˆAk ,
and homomorphisms fk :Ak →A′k . Here Ak =A/mk are such that the diagram
of extensions commutes
0 Nk
gk
Ak+1
fk+1
Ak
fk
0
0 N ′k A′k+1 A′k 0
where N ′k = (m′)k/(m′)k+1, and in addition, (fk)∗(d˜k)= d˜ ′k , so that the induced
formal homomorphism f :A→A′ is such that f∗(d˜) is equivalent to d˜ ′.
For k = 1, A1 =A′1 = K, and d˜1 = d˜ ′1 = d . Next, for k = 2, we have N1 =H,
and the extension d˜1 = d + δ1 is the universal infinitesimal extension of d , which
comes equipped with a homomorphism g2 :N1 →N ′1, since the extension of A′1
by N ′1 is infinitesimal. Now suppose that we have constructedAk and the map fk
satisfying the requirements. Then consider the universal extension M ofAk given
by Harrison cohomology. Consider the induced extension of Ak determined by
extending it by N ′k using the homomorphism fk to define the extension. Then we
claim that the obstruction to extending d˜k to the extension of Ak by N ′k is the
same as the obstruction to extending the deformation d˜ ′k to A′k+1, and therefore
vanishes. But then consider the morphism of extensions
0 M
g
Ak ⊕M
f
Ak
fk
0
0 N ′k A′k ⊕N ′k A′k 0
and suppose that γ¯ = δi ⊗ˆ ni is the obstruction to extending d˜k to Ak ⊕ M .
Then g∗(γ¯ ) = 0, so that in particular g(ni) = 0 for all i . Let M ′ be the
subspace of M generated by the elements ni . The map g factors through the
quotient Nk = M/M ′, and the obstruction to extending the deformation to the
extension 0 → Nk → Ak ⊕ M/M ′ → Ak → 0 clearly vanishes. Let Ak+1 =
Ak ⊕ Nk . Since the extension of Ak by N ′k is essential, we know that any two
extensions of d˜k to an Ak ⊕N ′k are equivalent up to an automorphism. Take any
extension d˜k+1 of d˜k to L ⊗ˆAk+1 (again such an extension is determined up to
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equivalence and automorphism). After applying an automorphism η of Ak ⊕N ′,
we obtain the deformation η∗(f∗(d˜k+1)), which is equivalent to a deformation
projecting to d˜ ′k+1 by the natural map Ak ⊕N ′ →A′k+1. Let fk+1 = η ◦ f , then
(fk+1)∗(d˜k+1)≡ d˜ ′k+1.
We summarize our procedure in the following theorem.
Theorem 8.1. Suppose that L is a complete filtered Z2-graded Lie algebra of
finite type with codifferential d . Then there is a miniversal deformation d˜ = d + δ
of d .
The fact that the deformation constructed above is miniversal, rather than just
versal, is immediate from the manner in which it is constructed by extensions of
the universal infinitesimal deformation. Also, from some remarks made before,
one can see that ifA is the base of the miniversal deformation, then it is a quotient
ofK❏H❑ by an ideal contained in [H]2, whereH= (Π(H(L))∗. Furthermore, this
ideal has an increasing sequence of generators.
The proof of the existence of the miniversal deformation can be considered
constructive. In fact, at each stage one obtains an obstruction γk , and this gives rise
to some elements in [H]k that need to be set equal to zero. Then one must solve
the problem D(β) = γ , which is not such an easy problem to solve in practice.
Generalized Massey products (see [9,29]) play a role in this solution.
In [6], the authors present some examples of the construction of the miniversal
deformation of L∞ algebras. It should be mentioned that even in the case of Lie
algebras, the construction of the miniversal deformation may not be easy. In [4,7]
miniversal deformations of the infinite-dimensional vector field Lie algebras L1
and L2 are constructed, and even though the cohomology is finite dimensional,
the constructions are not simple. Thus, the authors feel that carrying out detailed
computations here, while somewhat enlightening in the simplest cases, would
overwhelm the simplicity of the general results we have presented in this paper.
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