Consider the problem of sequencing n jobs with general precedence constraints on a single machine to minimize total weighted completion time, which is NP-complete. However some class of problems can be solved in polynomial time, i.e .. the problems whose precedence constraints are trees or series parallel. This paper proposes an O(n4) algorithm for implementing a decomposition procedure due to Sidney. It also shows that if each decomposed sub graph is series parallel, then the problem is solved in 0(n 5 ) running time, even if the whole graph is not series parallel.
Sidney Decomposition Algorithm
Step 1. Identify the opt.imum initial set I* maximizing (L • I Wi)/(L . I Pi)'
1.-E ·~E where I is an initial set, Le., some of jobs plus all predec.assors of them.
Step 2. Schedule the members of I* and remove I* from the whole of remaining jobs and go back to Step 1.
For implementing Ste,p 1 of Sidney algorithm Lawler [5] gave an algorithm with running time bounded by a polynomial in the length of the input, which means Step 2 is NP-complete. However the computation time of Lawler algorithm (in Step 1 of Sidney algorithm) depends on the ranges of Pi and Wi (it is O(n 3 log p*w*) where p* = max Pi and w* = max wi), moreover Pi and Wi are restricted to integers. In order to improve these drawbacks an alternatlve algorithm is proposed which runs in O(n4) time. Namely, the alternative algorithm is superior to Lawler's in that it does not require the integralIty of Pi or Wi' nor does the running time of it depend on the ranges of Pi or Wi'
Hence it can be shown that if precedence constraints with respect to each I* are series parallel, then the optimum sequence is obtained in O(n5) running time.
The organization of this paper is as follows. First we briefly r,eview maximwn closure and fractional programming in Section 2. Then we propose the alternative algorithm of finding the optimum initial set I* in time O(n4) in Section 3. Then we discuss the complexity of it in Section 4. Finally a simple example is worked out. in Section 5.
Maximum Closure and Fractional Programming
The object of this paper is to maximize (L
the initial sets I. If the objective function is not fractional but linear, then the problem becomes that of finding the maximum closure of a graph (see Picard [7] for details). On the other hand, if the above maximization is taken over all non-empty subset.s of jobs, disregarding precedence constraints among them, then it is reduced to the ordinary fractional programming problem (see Dinkelbach [1] for details). Consequently we review maximum closure and fractional programming.
Let G=(N,A) be an acyclic directed graph where N is the set of nodes (1) [7] demonstrates that the problem of finding a maximum closur(~ of a graph G is equivalent to solving the maximum flow problem in a network :Eormed by the graph (J with infinite capacities on its arcs, a source linked to each node (i) such that m.>O by an arc of capacity (+m i ) and a sink linked from each ' Z-
) . Consequently, the maximum ' Zclosure probl,:m can be reduced to that of finding a maximum flow in the network formed as above. Now we turn to the following fractional problem:
where X is a non-empty subset of n objects (1), (2) below is modified slightly in order to start with a good initial value).
A 1 gorithrn 1
Step 1.
min. 1 2 a.lb. and proceed to
Step 2 with k=l.
Step 2. Solve the following problem:
and denote the solution subset of objects by X k •
Step 3.
) and return to Step 2 after setting k to k+l.
, then the following holds: [7] . Though at
Step 2 an empty set is excluded as a solution, the solution subset Sk is now allowed to be empty. ZabeZing method due to Ford and Fulkerson [2] , which finds the minimum cut "nearest" to source s [2, Theorem S.SJ. In order to circumvent such difficulty, it is sufficient to reverse directions of all arcs and to interchange source and sink. Now we delineate the algorithm of scheduling all jobs.
Algorithm 2
Step O.
Step 2.
Step 4.
Step 5. Algorithm. 2 
proceeds as follows:
Step O. G is shown in Fig. 2.   Fig. 2 . Graph G.
Step 1. ql=max{w l /Pl' w 2 /P2}=max{l/s, 1/8}=1/s. Step 3. Flow network is shown in Fig. 3 .
Step 4. Minimum cut is ({s} uS l ,{t} uT l ) where Tl = {(1),(3)}.
Step 5.
Step 4. Step 6. The optimum sequence of I* is (1) 
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Following the same line as above, the next optimum initial set is I* = {(2),(4),(5)} and its optimum sequence is (2)- (5)- (4) . The next new graph is shown in Fig. 6 . Therefore the sequence (1)- (3)- (2)- (5)- (4)- (6)- (7) is optimum. 
