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THE QUANTUM TWISTOR BUNDLE
SOPHIE EMMA MIKKELSEN AND WOJCIECH SZYMAN´SKI
Abstract. We investigate the quantum twistor bundle constructed as a U(1)-quotient
of the quantum instanton bundle of Bonechi, Ciccoli and Tarlini. It is an example of
a locally trivial noncommutative bundle fulfilling conditions of the framework recently
proposed by Brzezin´ski and Szyman´ski. In particular, we give a detailed description
of the corresponding C∗-algebra of ‘continuous functions’ on its noncommutative total
space. Furthermore, we analyse a different construction of a quantum instanton bundle
due to Landi, Pagani and Reina, find a basis of its polynomial algebra and discover an
intriguing and unexpected feature of its enveloping C∗-algebra.
0. Introduction
Locally trivial bundles play a crucial role in classical Geometry and Topology, and not
surprisingly a great deal of effort has been extended by numerous researchers with the
aim of generalizing these classical concepts to the realm of Noncommutative Geometry.
Those efforts have been very successful with regard to compact principal bundles and
associated vector bundles, equipped with a quantum structure group. See for example
[24], [6] and [5] for development of the purely algebraic theory, and [12] for an excellent
treatment of freeness of actions of compact quantum groups on C∗-algebras. In the
noncommutative case, a principal bundle at the C∗-algebraic level consists of a unital
C∗-algebra A which plays the role of the total space, equipped with a free action of a
compact quantum structure group G. The corresponding fixed point algebra AG plays
the role of the base space. However, the general concept of a noncommutative fibre bundle
is far from understood. An obvious obstruction in imitating the classical approach is lack
of transition functions subordinated to a local trivialisation, and thus lack of a clear path
from the fibration to a group.
Recently, a general framework for understanding a large class of noncommutative, lo-
cally trivial fibre bundles has been proposed in [9]. The motivation for that work comes
from the following classical case. Given a compact principal bundle G → M → B and
a closed subgroup H ⊆ G, one may pass to a bundle G/H → M/H → B. In [9], the
discussion is carried out primarily on the purely algebraic level and at the high level of
generality allowing for G to be replaced by a coalgebra. However, it is important to keep
C∗-algebraic perspective as well and indeed, the most interesting examples described so
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far involve both purely algebraic as well as analytic components based on C∗-algebras.
Here we should mention the quantum flag manifold SUq(3)/T
2 with fibres standard Po-
dles´ spheres studied in [7] and [8], as well as the same quantum manifold but with fibres
generic Podles´ spheres given in [9].
Yet another example briefly described in [9] on the purely algebraic level is a quantum
twistor bundle CP 1q → CP
3
q → S
4
q , derived from the principal quantum instanton bundle
SUq(2) → S
7
q → S
4
q constructed by Bonechi, Ciccoli and Tarlini, [3] and [4]. It should
be noted that the action of SUq(2) in this case is not an algebra homomorphism, which
makes the construction difficult and interesting at the same time. The first main objective
of the present paper is to provide a thorough analysis of the C∗-algebraic aspects of this
quantum twistor bundle, including explicit calculation of irreducible representations. We
should point out that the C∗-algebra of the total space of our twistor bundle is given
by generators satisfying quite different relations from those of the Vaksman-Soibelman
complex projective space. Nevertheless, we show that on the level of C∗-algebras these two
are isomorphic. We also take a look at the K-theory and provide a natural construction
of polynomial projectors.
There exist in the literature several different constructions of quantum instanton bun-
dles, in addition to the one by Bonechi, Ciccoli and Tarlini. In the last section of this
paper, we take a closer look at the one due to Landi, Pagani and Reina, [22]. It is a
very interesting construction, described in detail on the purely algebraic level therein, but
with references to the ambient C∗-algebras as well. In the present paper, we take a closer
look at both the polynomial algebra of the total space and its enveloping C∗-algebra.
In particular, with help of the Diamond Lemma we exhibit a basis for the polynomial
algebra. We also calculate all irreducible representations of the enveloping C∗-algebra.
Quite surprisingly, it turns out that all of them kill one of the generators to zero. That
is, the polynomial algebra does not embed into its enveloping C∗-algebra.
1. The quantum instanton bundle
To begin with, we briefly recall the structure of a quantum analogue of the instanton
bundle SU(2) → S7 → S4, as given in [4] and [3]. In the next section we will construct
a quantum twistor bundle from this quantum instanton bundle. Let O(Uq(4)) be the
polynomial algebra of the quantum unitary group, with q ∈ (0, 1). This is a universal
algebra generated by {tij}
4
i,j=1 and D
−1
q , subject to the following relations:
tiktjk = qtjktik, tkitkj = qtkjtki, i < j
tiltjk = tjktil, i < j, k < l,
tiktjl − tjltik = (q − q
−1)tjktil, i < j, k < l,
DqD
−1
q = D
−1
q Dq = 1.
Here Dq is the quantum determinant, defined as
Dq =
∑
σ∈S4
(−q)I(σ)tσ(1)1 · · · tσ(4)4,
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where I(σ) denotes the number of inversed pairs and S4 is the group of permutations of
4 symbols. This algebra equipped with the usual comultiplication ∆Uq(4), counit ε and
antipode SUq(4), see [21, p. 311–314], is a Hopf algebra:
∆Uq(4)(tij) =
∑
k
tik ⊗ tkj,
ε(tij) = δij,
SUq(4)(tij) = (−q)
i−j
∑
σ∈S3
(−q)I(σ)tjσ(1)i1tjσ(2)i2tjσ(3)i3 .
Here {j1, j2, j3} = {1, . . . , j − 1, j + 1, . . . , 4} and {i1, i2, i3} = {1, . . . , i− 1, i+ 1, . . . , 4}.
Define the adjoint operation on O(Uq(4)) by
t∗ij = SUq(4)(tji) and D
∗
q = D
−1
q .
Then O(Uq(4)) is a Hopf ∗-algebra and its enveloping C
∗-algebra, C(Uq(4)), is the C
∗-
algebra of continuous functions on the compact quantum group Uq(4).
Now let O(S7q ) be the ∗-subalgebra of O(Uq(4)) generated by {zi = t4i | i = 1, . . . , 4}.
Its enveloping C∗-algebra, C(S7q ), is the universal C
∗-algebra with the following relations:
zizj = qzjzi, for i < j,
z∗j zi = qziz
∗
j , for i 6= j,
z∗kzk = zkz
∗
k + (1− q
2)
∑
j<k
zjz
∗
j ,
4∑
k=1
zkz
∗
k = 1.
Thus, C(S7q ) is the C
∗-algebra of continuous functions on the Vaksman-Soibelman quan-
tum 7-sphere, [25], and in particular it is isomorphic to a graph C∗-algebra, [18]. Note
that the generator zi from [4] and [3] corresponds to the generator z5−i from [18].
A certain coalgebra surjection piSUq(2) : O(Uq(4)) → O(SUq(2)) is investigated in [4].
This map is not an algebra homomorphism but only a right O(Uq(4))-module map in the
sense that
piSUq(2)(a) = piSUq(2)(b) implies piSUq(2)(ac) = piSUq(2)(bc)
for all a, b, c ∈ O(Uq(4)). One has that
ρUq(4) = (id⊗piSUq(2))∆Uq(4)
is a right O(SUq(2))-coaction on O(Uq(4)). Its restriction yields a right O(SUq(2))-
coaction on O(S7q ), namely
ρS7q : O(S
7
q )→ O(S
7
q )⊗O(SUq(2)).
Note that ρS7q is not a ∗-homomorphism.
Now, let O(S4q ) be the vector space of coinvariants with respect to ρS7q , i.e.
O(S4q ) = {u ∈ O(S
7
q ) | ρS7q (u) = u⊗ 1}.
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It is shown in [4] that O(S4q ) is a ∗-algebra generated by {a, b, R}, where
a = z1z
∗
4 − z2z
∗
3 , b = z1z3 + q
−1z2z4, R = z1z
∗
1 + z2z
∗
2
satisfies the following relations:
Ra = q−2aR, Rb = q2bR, ab = q3ba, ab∗ = q−1b∗a,
aa∗ + q2bb∗ = R(1− q2R), aa∗ = q2a∗a+ (1− q2)R2,
b∗b = q4bb∗ + (1− q2)R.
As shown in [4], the C∗-algebra C(S4q ) generated by O(S
4
q ) is isomorphic to the minimal
unitisation of the compacts. On the other hand, it was shown in [3] that O(S4q ) ⊆ O(S
7
q )
is a coalgbera Galois extension. In this sense, a quantum instanton bundle
SUq(2)→ S
7
q → S
4
q
has been created. Note that by writing SUq(2) → S
7
q → S
4
q we mean that C(SUq(2)) →
C(S7q ) → C(S
4
q ) is a noncommutative principal bundle and the same for the polynomial
algebra.
2. The C∗-algebra of the quantum twistor bundle
We consider a U(1) action µ on C(S7q ) defined on the generators by
µw(zj) =
{
wzj, j = 1, 4
wzj , j = 2, 3
for all w ∈ U(1). Let C(CP 3q ) be the fixed-point algebra for this action, and let O(CP
3
q ) be
the intersection of C(CP 3q ) with O(S
7
q ). We have C(S
4
q ) ⊆ C(CP
3
q ) and O(S
4
q ) ⊆ O(CP
3
q ).
Let Jk be the closed 2-sided ideal of C(CP
3
q ) generated by z1z
∗
1 , ..., zkz
∗
k for k = 1, 2, 3.
We clearly have that C(CP 3q )/J3 is the complex numbers.
We now want to consider C(CP 3q )/J2. Taking the quotient of C(S
7
q ) by the ideal
generated by z1 and z2 gives us the C
∗-algebra generated by z3, z4, which is isomorphic
to C(SUq(2)) = C
∗(α, γ) of Woronowicz, [26], by the isomorphism z4 7→ α
∗, z3 7→ γ.
C(CP 3q )/J2 is then the fixed point algebra of the U(1) action on C(SUq(2)), also denoted
µ, given on the generators by
µw(α) = wα, µw(γ) = wγ.
Hence C(CP 3q )/J2 is the C
∗-algebra of the quantum CP 1q , [25] and [18], which is the
minimal unitisation of the compacts and a graph C∗-algebra.
Now, we turn to the investigation of C(CP 3q )/J1. Consider the C
∗-algebra generated by
z2, z3, z4, which is isomorphic to C(S
5
q ) of [18], by the renaming of the generators z2 7→ z3,
z2 7→ z2 and z4 7→ z1. It is shown in [18, Theorem 4.4] that C(S
5
q ) is the graph C
∗-algebra
C∗(E), corresponding to the following graph:
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Then C(CP 3q )/J1 is isomorphic to the fixed point algebra, C
∗(E)µ, for the U(1) action
on C∗(E) given by
µw(Seij ) =
{
wSeij i = 1
wSeij i = 2, 3.
Theorem 2.1. Let F be the graph
• • •
F
∞ ∞
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with infinitely many edges from wi to wj whenever i < j. There exists a C
∗-algebra
isomorphism
φ : C∗(F )→ C∗(E)µ ∼= C(CP 3q )/J1
such that
Pwj 7→ Pvj , j = 1, 2, 3,
Sαn 7→ S
n
e11
Se12S
n+1
e22
, n ≥ 0
Sβn,m 7→ S
n
e11Se12S
m
e22Se23S
n−m
e33 , n ≥ m ≥ 0,
Sδn 7→ S
n
e11
Se13S
n+1
e33
, n ≥ 0
Sγn 7→ S
n
e22Se23S
∗
e33
n+1, n ≥ 0,
where αn, βn,m, δn, γn are the following edges:
• • •
F
αn γn
βn,m, δn
v1 v2 v3
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Proof. The target elements belong to the fixed point algebra and they satisfy the Cuntz-
Krieger relations for the graph F . By universality of C∗(F ), there exists a ∗-homomorphism
φ : C∗(F )→ C∗(E) as above. Injectivity of φ follows from the Cuntz-Krieger uniqueness
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theorem, [17, Theorem 2], since the graph F contains no loops and φ(Pwi) 6= 0 for all i.
It can be seen that C∗(E)µ is generated by the following elements, with n,m ≥ 0:
Sne11S
n
e11
∗, Sne11Se12S
n+1
e22
, Sne22Se23S
m
e33
(Sme22Se23S
n
e33
)∗, Sne11Se12S
m
e22
Se23S
n−m
e33
, m ≤ n
Sne22S
n
e22
∗, Sne11Se13S
n+1
e33
, Sne11Se12S
n
e22
(Sme11Se12S
m
e22
)∗, Sne11Se13S
m
e33
(Sne11Se13S
m
e33
)∗,
Sne33S
n
e33
∗, Sne22Se23S
∗
e33
n+1, Sne11Se12S
m
e22
(Sne11Se12S
m
e22
)∗, Sne11Se13S
n
e33
(Sme11Se13S
m
e33
)∗
Ske11S
n
e22
Se23S
m
e33
(Sle11S
s
e22
Se23S
t
e33
)∗, when k + s+ t = l + n+m.
It can be shown that all these generators can be expressed by the images under φ of the
generators for C∗(F ). Thus φ is surjective. 
Theorem 2.2. The ideal J1 in C(CP
3
q ) generated by z1z
∗
1 is isomorphic to the compact
operators K(H) on a separable Hilbert space H.
Proof. We assume that q ∈ (0, 1), the case q > 1 can be done in a similar way. Let ρ be
an irreducible representation of C(CP 3q ) such that ρ|J1 6= 0. Then ρ is also an irreducible
representation of J1, [1, Theorem 1.3.4]. We have
z∗4z4 = q
2z4z
∗
4 + (1− q
2),
and hence z4z
∗
4 and z
∗
4z4 commute. Considering the joint spectrum and using the fact
that σ(z4z
∗
4) ∪ {0} = σ(z
∗
4z4) ∪ {0},[19, Proposition 3.2.8], we get
σ(z∗4z4) ⊆ {λn | n ≥ 1} ∪ {1}, σ(z4z
∗
4) ⊆ {λn | n ≥ 0} ∪ {1},
where λn := 1− q
2n (cf. the proof of Theorem 4.2, below). In a similar way, we get
σ(z∗3z3) ⊆ {δn,m | n ≥ 0, m ≥ 1} | σ(z3z
∗
3) ⊆ {δn,m | n,m ≥ 0},
σ(z∗2z2) ⊆ {γn,m,k | n,m ≥ 0, k ≥ 1}, σ(z2z
∗
2) ⊆ {γn,m,k | n,m, k ≥ 0},
σ(z1z
∗
1) ⊆ {q
2(n+m+k) | n,m, k ≥ 0},
where δn,m := q
2n(1− q2m) and γn,m,k := (1− q
2k)q2(n+m).
Let Hλn denote the eigenspace of ρ(z4z
∗
4) for the eigenvalue λn, Hδn,m the eigenspace
of ρ(z3z
∗
3) for the eigenvalue δn,m, and Hγn,m,k the eigenspace of ρ(z2z
∗
2) for the eigenvalue
γn,m,k. Since ρ|J1 6= 0 there exists a vector ξ0,0,0 such that ρ(z1z
∗
1)ξ0,0,0 6= 0. We will assume
that this vector is in Hγ0,0,0 and ‖ξ0,0,0‖ = 1, then ρ(z1z
∗
1)ξ0,0,0 = ξ0,0,0 and ρ(ziz
∗
i )ξ0,0,0 =
0, i = 2, 3, 4. We can assume that ξ0,0,0 ∈ Hγ0,0,0 since if ξ ∈ Hγn,m,k is such that ρ(z1z
∗
1)ξ 6=
0 then
ρ(z∗4
nz∗3
mz∗2
kz∗1
rzt1)ξ ∈ Hγ0,0,0 ,
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where t, r are chosen so that k+m+ t = r+n. We can then choose ξ0,0,0 to be the above
vector after normalization. Indeed, we have
ρ(z2z
∗
2)ρ(z
∗
4
nz∗3
mz∗2
kz∗1
rzt1)ξ = q
−2(n+m)ρ(z∗4
nz∗3
mz2z2
∗z∗2
kz∗1
rzt1)ξ
= q−2(m+n)
(
ρ(z∗4
nz∗3
mz2
∗z2z
∗
2
kz∗1
rzt1)− (1− q
2)ρ(z∗4
nz∗3
mz1z1
∗z∗2
kz∗1
rzt1)
)
ξ
...
= q−2(m+n)
(
(1− q2k)q2(n+m) − q2(n+m+k)(1− q2)(q−2k + q−2(k−1) + · · ·+ q−2)
)
· ρ(z∗4
nz∗3
mz∗2
kz∗1
rzt1)ξ
=
(
(1− q2k)− (1− q2)q2k
q−2k(1− q2k)
1− q2
)
ρ(z∗4
nz∗3
mz∗2
kz∗1
rzt1)ξ = 0.
Hence ρ(z∗4
nz∗3
mz∗2
kz∗1
rzt1)ξ is an eigenvector for ρ(z2z
∗
2) with eigenvalue 0. Similarly, we
can show that ρ(z∗4
nz∗3
mz∗2
kz∗1
rzt1)ξ is an eigenvector for ρ(z3z
∗
3) and ρ(z4z
∗
4) with eigenvalue
0 for both. We also have
ρ(z1z
∗
1)ρ(z
∗
4
nz∗3
mz∗2
kz∗1
rzt1)ξ = q
−2(n+m+k)ρ(z2z
∗
2)ρ(z
∗
4
nz∗3
mz∗2
kz∗1
rzt1z1z
∗
1)ξ
= q−2(n+m+k)q2(n+m+k)ρ(z2z
∗
2)ρ(z
∗
4
nz∗3
mz∗2
kz∗1
rzt1)ξ
= ρ(z∗4
nz∗3
mz∗2
kz∗1
rzt1)ξ.
Hence ρ(z∗4
nz∗3
mz∗2
kz∗1
rzt1)ξ is an eigenvector for ρ(z1z
∗
1) with eigenvalue 1. We then con-
clude that ρ(z∗4
nz∗3
mz∗2
kz∗1
rzt1)ξ ∈ Hγ0,0,0 .
Now, let
ξn,m,k = ρ(z
r
1z
∗
1
tzk2z
m
3 z
n
4 )ξ0,0,0, for k +m+ t = r + n.
Note that we need to determine r and t such that we can get all combinations of n,m, k ∈
N. There is only one way to choose r, k such that zr1z
∗
1
tzk2z
m
3 z
n
4 ∈ C(CP
3
q ), and that is why
ξn,m,k is not indexed by r and t. We want to show that ξn,m,k ∈ Hγn,m,k . First we have
ρ(z1z
∗
1)ξn,m,k = q
2(k+m+n)ξn,m,k
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and hence ξn,m,k is an eigenvector for ρ(z1z
∗
1) with eigenvalue q
2(k+m+n). We also have to
consider ρ(ziz
∗
i ) for i = 2, 3, 4 to conclude that ξn,m,k ∈ Hγn,m,k . For ρ(z2z
∗
2) we get
ρ(z2z
∗
2)ξn,m,k = ρ(z
r
1z
∗
1
tz2z
∗
2z
k
2z
m
3 z
n
4 )ξ0,0,0
= ρ(zr1z
∗
1
tz22z
∗
2z
k−1
2 z
m
3 z
n
4 )ξ0,0,0 + (1− q
2)ρ(zr1z
∗
1
tz2z1z
∗
1z
k−1
2 z
m
3 z
n
4 )ξ0,0,0
= ρ(zr1z
∗
1
tz22z
∗
2z
k−1
2 z
m
3 z
n
4 )ξ0,0,0 + (1− q
2)q2(k−1)q2(m+n)ρ(zr1z
∗
1
tzk2z
m
3 z
n
4 )ξ0,0,0
= ρ(zr1z
∗
1
tz32z
∗
2z
k−2
2 z
m
3 z
n
4 )ξ0,0,0 + (1− q
2)q2(m+n)(q2(k−1) + q2(k−2))ρ(zr1z
∗
1
tzk2z
m
3 z
n
4 )ξ0,0,0
...
= ρ(zr1z
∗
1
tzk2z2z
∗
2z
m
3 z
n
4 )ξ0,0,0
+ (1− q2)q2(m+n)(q2(k−1) + q2(k−2) + . . .+ q2 + 1)ρ(zr1z
∗
1
tzk2z
m
3 z
n
4 )ξ0,0,0
= (1− q2)q2(m+n)
q2k − 1
q2 − 1
ρ(zr1z
∗
1
tzk2z
m
3 z
n
4 )ξ0,0,0
= (1− q2k)q2(m+n)ξn,m,k.
Hence ξn,m,k is an eigenvector for ρ(z2z
∗
2) with eigenvalue γn,k,m. In a similar way we can
show that ξn,m,k is an eigenvector for ρ(z3z
∗
3) and ρ(z4z
∗
4) with eigenvalues δn,m and λn
respectively. Hence ξn,m,k ∈ Hγn,m,k .
Using the relations for the generators of C(S7q ), one can show that J1 ∩ O(CP
3
q ) is
linearly spanned by monomials of the form
z∗4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 ,
with n2 + n3 +m1 +m4 = n1 + n4 +m2 +m3, n1, m1 ≥ 1. We claim that
ρ(z∗4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 )ξn,m,k = K(ni, mi, n,m, k, r, t)ξm4+n−n4,m3+m−n3,m2+k−n2,
where m2+k−n2, m3+m−n3, m4+n−n4 > 0 and K(ni, mi, n,m, k, r, t) is a numerical
value depending on the given parameters. To this end, we want to move all terms with
z4 and z
∗
4 to the ends and after that do the same for z3 and z2. We illustrate this process
by the calculation involving z4. Let
q′ := q−m4(r+t+k+m)qn4(n3+n2+n1+m1+m2+m3+r+t+k+m).
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Then
ρ(z∗4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 )ξn,m,k
= q′ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
∗
4
n4zm4+n4 )ξ0,0,0
= q′ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
∗
4
n4−1z4z
∗
4z
m4+n−1
4 )ξ0,0,0
+ q′(1− q2)q2(m4+n−1)ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
∗
4
n4−1zm4+n−14 z1z
∗
1)ξ0,0,0
= q′ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
∗
4
n4−1z24z
∗
4z
m4+n−2
4 )ξ0,0,0
+ q′(1− q2)q2(m4+n−2)ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
∗
4
n4−1zm4+n−14 )ξ0,0,0
+ q′(1− q2)q2(m4+n−1)ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
∗
4
n4−1zm4+n−14 )ξ0,0,0
...
= q′(1− q2)(q2(m4+n−1) + . . .+ q2 + 1)ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
∗
4
n4−1zm4+n−14 )ξ0,0,0
= q′(1− q2(m4+n))ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
∗
4
n4−1zm4+n−14 )ξ0,0,0.
Continuing as above we get
ρ(z∗4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 )ξn,m,k
= q′(1− q2(m4+n))(1− q2(m4+n−1))(1− q2(m4+n−2)) · · · (1− q2(m4+n−n4+1))
ρ(z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
r
1z
∗
1
tzk2z
m
3 z
m4+n−n4
4 )ξ0,0,0.
Let
K1(ni, mi, n,m, k, r, t) = q
−m4(r+t+k+m)qn4(n3+n2+n1+m1+m2+m3+r+t+k+m)
n4−1∏
i=0
(1− q2(m4+n−i))
K2(ni, mi, n,m, k, r, t) = q
−m3(r+t+m)qn3(n2+n1+m1+m2+r+t+k)q2n3(m4+n−n4)
n3−1∏
i=0
(1− q2(m3+m−i))
K3(ni, mi, n,m, k, r, t) = q
−m2(r+t)qn2(n1+m1)q2n2(m4+m−n4+m3+m−n3)
n2−1∏
i=0
(1− q2(m2+k−i))
and denote the product
K1(ni, mi, n,m, k, r, t)K2(ni, mi, n,m, k, r, t)K3(ni, mi, n,m, k, r, t)
by K(ni, mi, n,m, k, r, t). Then
ρ(z∗4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 )ξn,m,k = K(ni, mi, n,m, k, r, t)ξm4+n−n4,m3+m−n3,m2+k−n2.
(2.1)
If m2 + k < n2, m3 +m < n3 or m4 + n < n4 then
ρ(z∗4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 )ξn,m,k = 0.
Indeed
‖ρ(z∗4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 )ξn,m,k‖
2
= 〈ξn,m,k, ρ(z
∗
4
m4z∗3
m3z∗2
m2z∗1
m1zn11 z
n2
2 z
n3
3 z
n4
4 z
∗
4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 )ξn,m,k〉 .
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Moving z4 and z
∗
4 to the ends we get the following expression up to a constant
ρ(z∗3
m3z∗2
m2z∗1
m1zn11 z
n2
2 z
n3
3 z
∗
3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
k
2z
m
3 z
∗
4
m4z4
n4z∗4
n4z4
m4+n)ξ0,0,0.
If n4 > m4 + n then performing a calculation similar to the above we get the following,
up to some constant
ρ(z∗3
m3z∗2
m2z∗1
m1zn11 z
n2
2 z
n3
3 z
∗
3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
k
2z
m
3 z4
n4−m4z∗4
n4−(m4+n))ξ0,0,0
We can now reduce this to the following up to a constant
ρ(z∗3
m3z∗2
m2z∗1
m1zn11 z
n2
2 z
n3
3 z
∗
3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
k
2z
m
3 z4
n+1z∗4)ξ0,0,0 = 0.
A similar calculation can be done when m2 + k < n2 or m3 +m < n3.
Note that Hγ0,0,0 is one dimensional since ρ is irreducible. Indeed, if η0,0,0 ∈ Hγ0,0,0 and
is orthogonal to ξ0,0,0 then we can use the same construction above for η0,0,0 instead of
ξ0,0,0. By the construction we get that ρ(C(C
3
q))ξ0,0,0 and ρ(C(C
3
q))η0,0,0 are orthogonal
dense subspaces of H which cannot be true.
We now want to normalize ξn,m,k. The norm is given by the following using equation
(2.1)
‖ξn,m,k‖
2 =
〈
ξ0,0,0, ρ(z
∗
4
nz∗3
mz∗2
kz∗1
r+tzr+t1 z
k
2z
m
3 z
n
4 )ξ0,0,0
〉
= qn(2(m+k)+r+t)qm(2k+r+t)
n∏
i=1
(1− q2i)
m∏
i=1
(1− q2i)
k∏
i=1
(1− q2i) =: Nn,m,k.
With the normalization constant we get a basis for our Hilbert space, also denoted
ξn,m,k, given by
ξn,m,k := Nn,m,k
−1/2ρ(zr1z
∗
1
tzk2z
m
3 z
n
4 )ξ0,0,0,
with k +m+ t = r + n and n,m, k, r, t > 0.
Hence if ρ is an irreducible representation of C(CP 3q )) then ρ restricted to the ideal J1
is given by the following for n2 + n3 +m1 +m4 = n1 + n4 +m2 +m3, n1, m1 ≥ 1
ρ(z∗4
n4z∗3
n3z∗2
n2z∗1
n1zm11 z
m2
2 z
m3
3 z
m4
4 )ξn,m,k = C(ni, mi, n,m, k, r, t)ξm4+n−n4,m3+m−n3,m2+k−n2,
when m2 + k − n2, m3 +m− n3, m4 + n− n4 > 0 otherwise it is 0. Here
C(ni, mi, n,m, k, r, t) =K(ni, mi, n,m, k, r, t)q
(m3+m−n3)2(n2−m2)+(n3−m3)(2k+r+t)
· (q(m4+n−n4)2(n3−m3+n2−m2)+(2(m+k)+r+t)(n4−m4))−1/2
·
(
n∏
i=m4+n−n4+1
(1− q2i)
m∏
i=m4+m−n3+1
(1− q2i)
k∏
i=m2+k−n2+1
(1− q2i)
)−1/2
where the last part takes the normalisation into account .
Since all irreducible representations of J1 can be extended to C(CP
3
q ), [23, Theorem
5.5.1], and by the result above there only exists one irreducible representation, up to
unitary equivalence, of J1, hence J1 is compact.
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Note that ρ(z1z
∗
1) is trace class since∑
n,m,k≥0
〈ρ(z1z
∗
1)ξn,m,k, ξn,m,k〉 =
∑
n,m,k≥0
q2(n+m+k)
which is finite because q ∈ (0, 1). Then ρ(J1) ⊆ K(H). By [20, Theorem 10.4.10] we get
K(H) ⊆ ρ(J1) hence ρ(J1) = K(H). 
We now have the following short exact sequence of C∗-algebras
0→ K(H)→ C(CP 3q )→ C
∗(F )→ 0.
The compact operators on any Hilbert space is an AF algebra and C∗(F ) is also AF
because it does not contain any cycles, [14, Corollary 2.13]. C(CP 3q ) is AF since the ideal
and the quotient C∗-algebra both are AF. We note that the ideal K(H) is essential in
C(CP 3q ), since it intersects non-trivially each non-zero ideal of C(CP
3
q ).
From the six term exact sequence of K-theory we get the following short exact sequence
0→ K0(K(H))→ K0(C(CP
3
q ))→ K0(C
∗(F ))→ 0.
We know that K0(K(H)) ∼= Z and K0(C
∗(F )) ∼= Z3, [18]. Z3 is a free module over Z
hence it is projective and the above short exact sequence splits. Thus K0(C(CP
3
q )))
∼=
Z⊕ Z3 ∼= Z4.
Theorem 2.3. The C∗-algebra C(CP 3q ) is isomorphic to the graph C
∗-algebra C∗(G) for
the following graph.
• • • •
G
∞ ∞
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∞
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Proof. The K-groups of C∗(G) are K0(C
∗(G)) ∼= Z4 and K1(C
∗(G)) = 0, [13, 18]. Hence
C(CP 3q ) and C
∗(G) have the the sameK0-groups and they are both AF algebras. We want
to use Elliott’s classification theorem for unital AF algebras [16] , that is, we wish to show
that the triples (K0(C(CP
3
q )), K0(C(CP
3
q ))
+, [1]0) and (K0(C
∗(G)), K0(C
∗(G))+, [1]0) are
isomorphic as ordered groups. First we will show that K0(C(CP
3
q ))
+ and K0(C
∗(G))+
are the same.
A generating set for K0(C
∗(G)) is [1]0, [pv2 + pv3 + pv4 ]0, [pv3 + pv4 ]0 and [pv4 ]0. We see
that we can subtract the next generator from the previous one a number of times and
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still get a projection. Indeed, let Sv be a finite subset of s
−1(v) then
[pv]0 = [pv −
∑
e∈Sv
ses
∗
e]0 +
∑
e∈Sv
[ses
∗
e]0 = [pv −
∑
e∈Sv
ses
∗
e]0 +
∑
e∈Sv
[s∗ese]0
= [pv −
∑
e∈Sv
ses
∗
e]0 +
∑
e∈Sv
[pr(e)]0.
Hence
[pv]0 −
∑
e∈Sv
[pr(e)]0 = [pv −
∑
e∈Sv
ses
∗
e]0 ∈ K0(C
∗(G))+.
Consider the following calculation which follows by the above
[1]0 − 3[pv2 + pv3 + pv4 ]0 = [pv1 ]− 2[pv2 + pv3 + pv4 ]0
= [pv1 −
∑
i=2,3,4
seis
∗
ei
]0 − [pv2 + pv3 + pv4 ]0
= [pv1 −
∑
i=2,3,4
seis
∗
ei
]0 − [
∑
i=2,3,4
s∗fisfi]
= [pv1 −
∑
i=2,3,4
seis
∗
ei
]0 −
∑
i=2,3,4
[sfis
∗
fi
]
= [pv1 −
∑
i=2,3,4
seis
∗
ei
−
∑
i=2,3,4
sfis
∗
fi
]0
where ei, fi ∈ r
−1(vi) ∩ s
−1(v1), i = 2, 3, 4. Since s
−1(vi) ∩ s
−1(v1), i = 2, 3, 4 consists
of infinitely many edges we can subtract n[pv2 + pv3 + pv4 ]0 from [1]0 for all n ∈ N and
still get an element in K0(C
∗(G))+. By similar calculations we see that we can subtract
the next generator from the previous one a number of times and still get an element in
K0(C
∗(G))+.
Identifying [1]0 with (1, 0, 0, 0), [pv2 + pv3 + pv4 ]0 with (0, 1, 0, 0) and so on, we get that
an element (n1, n2, n3, n4) is positive if and only if we have one of the following four cases:
(1) ni ≥ 0, i = 1, 2, 3, 4, (2) n1 ≥ 1 and ni ∈ Z for i = 2, 3, 4,
(3) n1 ≥ 0, n2 ≥ 1 and n3, n4 ∈ Z, (4) n1 ≥ 0, n2 ≥ 0, n3 ≥ 1 and n4 ∈ Z.
We know thatK0(C(CP
3
q ))
∼= K0(K(H))⊕K0(C
∗(F )). A generating set for K0(C
∗(F ))
is [1]0, [pv2+pv3 ]0 and [pv3 ]0. Since the ideal J1 is AF all the projections in the quotient lift
to a projection, [15, Lemma 9.7], hence there exists projections q1, q2 and q3 in C(CP
3
q )
such that
[pi(q1)]0 = [1]0, [pi(q2)]0 = [pv2 + pv3 ]0, [pi(q3)]0 = [pv3 ]0.
where pi is the quotient map. Let q4 be the minimal projection in K(H), then the last
generator is [q4]0.
Consider an element n1[q1]0 + n2[q2]0 + n3[q3]0 + n4[q4]0 ∈ K0(C(CP
3
q )). We wish to
determine for which coefficients ni ∈ Z, i = 1, 2, 3, 4 the element is in K0(C(CP
3
q ))
+.
We have
K0(pi)(n1[q1]0 + n2[q2]0 + n3[q3]0 + n4[q4]0) = n1[1]0 + n2[pv2 + pv3 ]0 + n3[pv3 ]0.
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As for C∗(G) we have that n1[1]0 + n2[pv2 + pv3 ]0 + n3[pv3 ]0 ∈ K0(C
∗(F ))+ if and only if
one of the following three cases are satisfied:
(1) ni ≥ 0, i = 1, 2, 3, (2) n1 ≥ 1 and n2, n3 ∈ Z, (3) n1 ≥ 0, n2 ≥ 1 and n3 ∈ Z.
Hence
K0(pi)(n1[q1]0 − n2[q2]0 − n3[q3]0 − n4[q4]0) = K0(pi)([p]0)
for a projection p ∈ C(CP 3q ) if and only if the coefficients satisfies one of the above
conditions. Then there must exist an m4 ∈ Z such that
n1[q1]0 + n2[q2]0 + n3[q3]0 + (m4 + n4)[q4]0 = [p]0 ∈ K0(C(CP
3
q ))
+.
Identifying [qi]0 with (0, .., 1, ...0) where 1 is in the i
′th entry we get that K0(C(CP
3
q ))
+
and K0(C
∗(F ))+ are the same.
The unit [1]0 in both cases corresponds to (1, 0, 0, 0). By Elliot’s classification theorem
we have that K0(C(CP
3
q )) is isomorphic to C
∗(G).

3. Projections in O(CP 3q )
In applications, it is useful to have elements of K-theory represented by projections
not merely in matrices over the C∗-algebra C(CP 3q ) but by matrices with entries in the
polynomial algebra O(CP 3q ). Following the approach of [11, Lemma 3.2], we give a con-
struction of projections in matrices over O(CP 3q ). The projections are constructed in a
recursive way. We will explicitly write down two of them. These two non trivial projec-
tions will serve as candidates for the generators of the K-theory together with the trivial
projection and the non-trivial polynomial generator of the K-theory of C(S4q ), G, given
by [4, Proposition 7]
G =


q2R 0 qa q2b
0 q2R qb∗ −q3a∗
qa∗ qb 1− R 0
q2b∗ −q3a 0 1− q4R

 .
More specifically, for N ∈ N let
ψNj1,j2,j3,j4 =
√
cj1,j2,j3,j4(N)z
∗
4
j4zj33 z
j2
2 z
∗
1
j1
where j1 + j2 + j3 + j4 = N . Let A
N be the square matrix with ψNj1,j2,j3,j4 as the elements
in the first column and zero elsewhere. Note that (AN
∗
AN)ij = 0 for i, j 6= 1. We wish
to find coefficients cj1,j2,j3,j4(N) such that (A
N ∗AN)11 = 1. Then PN = A
NAN
∗
will be a
projection in matrices over O(CP 3q ) for all N ∈ N.
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By the condition (AN
∗
AN)11 = 1 and using that q
4z1z
∗
1 + q
2z∗2z2 + z
∗
3z3 + z4z
∗
4 = 1 we
can calculate
1 =
∑
j1+j2+j3+j4=N+1
cj1,j2,j3,j4(N + 1)(z
j1
1 z
∗
2
j2z∗3
j3zj44 )(z
j1
1 z
∗
2
j2z∗3
j3zj44 )
∗
=
∑
j1+j2+j3+j4=N+1
cj1,j2,j3,j4(N + 1)(z
j1
1 z
∗
2
j2z∗3
j3zj44 )(q
4z1z
∗
1 + q
2z∗2z2 + z
∗
3z3 + z4z
∗
4)(z
j1
1 z
∗
2
j2z∗3
j3zj44 )
∗
=
∑
j1+j2+j3+j4=N+1
cj1,j2,j3,j4(N + 1)q
4q2(j2+j3−j4)(zj1+11 z
∗
2
j2z∗3
j3zj44 )(z
j1+1
1 z
∗
2
j2z∗3
j3zj44 )
∗
+
∑
j1+j2+j3+j4=N+1
cj1,j2,j3,j4(N + 1)q
2q2(j3−j4)(zj11 z
∗
2
j2+1z∗3
j3zj44 )(z
j1
1 z
∗
2
j2+1z∗3
j3zj44 )
∗
+
∑
j1+j2+j3+j4=N+1
cj1,j2,j3,j4(N + 1)q
−2j4(zj11 z
∗
2
j2z∗3
j3+1zj44 )(z
j1
1 z
∗
2
j2z∗3
j3+1zj44 )
∗
+
∑
j1+j2+j3+j4=N+1
cj1,j2,j3,j4(N + 1)(z
j1
1 z
∗
2
j2z∗3
j3zj4+14 )(z
j1
1 z
∗
2
j2z∗3
j3zj4+14 )
∗
=
∑
j1−1+j2+j3+j4=N
cj1−1,j2,j3,j4(N)q
4q2(j2+j3−j4)(zj11 z
∗
2
j2z∗3
j3zj44 )(z
j1
1 z
∗
2
j2z∗3
j3zj44 )
∗
+
∑
j1+j2−1+j3+j4=N
cj1,j2−1,j3,j4(N)q
2q2(j3−j4)(zj11 z
∗
2
j2z∗3
j3zj44 )(z
j1
1 z
∗
2
j2z∗3
j3zj44 )
∗
+
∑
j1+j2−1+j3+j4=N
cj1,j2,j3−1,j4(N)q
−2j4(zj11 z
∗
2
j2z∗3
j3zj44 )(z
j1
1 z
∗
2
j2z∗3
j3zj44 )
∗
+
∑
j1+j2+j3+j4−1=N
cj1,j2,j3,j4−1(N)(z
j1
1 z
∗
2
j2z∗3
j3zj44 )(z
j1
1 z
∗
2
j2z∗3
j3zj44 )
∗
Hence we get the following recursive equation:
cj1,j2,j3,j4(N + 1) = q
4q2(j2+j3−j4)cj1−1,j2,j3,j4)(N) + q
2q2(j3+j2)cj1,j2−1,j4,j5(N)
+ q−2j4cj1,j2,j3−1,j4(N) + cj1,j2,j3,j4−1(N).
Since c0,0,0,0(0) = 1, we have
c1,0,0,0(1) = q
4, c0,1,0,0(1) = q
2, c0,0,1,0(1) = 1, c0,0,0,1(1) = 1
and
P1 = A
1A1
∗
=


q4z∗1z1 q
3z∗1z
∗
2 q
2z∗1z
∗
3 q
2z∗1z4
q3z2z1 q
2z2z
∗
2 qz2z
∗
3 qz2z4
q2z3z1 qz3z
∗
2 z3z
∗
3 z3z4
q2z∗4z1 qz
∗
4z
∗
2 z
∗
4z
∗
3 z
∗
4z4

 .
For N = 2 the coefficients are
c1,1,0,0(2) = q
6(1 + q2), c1,0,1,0(2) = q
4(1 + q2), c1,0,0,1(2) = q
4(1 + q−2)
c0,1,1,0(2) = q
2(1 + q2), c0,1,0,1(2) = q
2(1 + q−2), c0,0,1,1(2) = q
−2 + 1
c2,0,0,0(2) = q
8, c0,2,0,0(2) = q
4, c0,0,2,0(2) = 1, c0,0,0,2(2) = 1.
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Let P2 = A
2A2
∗
which is a square matrix of size 10 where the column vector defining A2
is
(ψ2j1,j2,j3,j4)j1+j2+j3+j4=2 = (q
3
√
1 + q2z2z
∗
1 , q
2
√
1 + q2z3z
∗
1 , q
2
√
1 + q−2z∗4z
∗
1 , q
√
1 + q2z3z2,
q
√
1 + q−2z∗4z2,
√
1 + q−2z∗4z3, q
4z∗1
2, q2z22 , z
2
3 , z
∗
4
2).
Consider the ∗-homomorphism
pi : C(CP 3q )→ C(CP
3
q )/J2
∼= C(SUq(2))
µ
where z1, z2 are mapped to 0 and z3, z4 to themselves. Note that pi(C(S
4
q )) = C · 1 and
K0(pi)([1]0) = [1]0, K0(pi)([G]0) = [1]0.
We have
K0(pi)([P1]0) =
[(
z3z
∗
3 z3z4
z∗4z
∗
3 z
∗
4z4
)]
0
K0(pi)([P2]0) =



 (1 + q−2)z∗4z3z∗3z4 (1 + q−2)1/2z∗4z3z42 (1 + q−2)1/2z∗4z3z∗32(1 + q−2)1/2z∗42z∗3z4 z∗42z24 z∗42z∗32
(1 + q−2)1/2z23z
∗
3z4 z
2
3z
2
4 z
2
3z
∗
3
2




0
.
Recall from the discussion in section 2.4 that C(CP 3q )/J2 is isomorphic to C(SUq(2))
µ
by the map z3 7→ γ, z4 7→ α
∗. Hence C(SUq(2))
µ is isomorphic to the quantum pro-
jective space C(CP 1q ). By [10] we know the 1-summable Fredholm modules, µ0 and µ1
for C(CP 1q ), where the corresponding Hilbert spaces are denoted by H0 and H1 respec-
tively. We can determine if these two projections generate the K-theory of C(CP 1q ). By
the isomorphism, K0(pi)([P1]0) and K0(pi)([P2)]0) become the following two elements in
C(SUq(2))
µ.
[P ′1]0 =
[(
γγ∗ γα∗
αγ∗ αα∗
)]
0
.
[P ′2]0 =



 (1 + q−2)αγγ∗α∗ (1 + q−2)1/2αγα∗2 (1 + q−2)1/2αγγ∗2(1 + q−2)1/2α2γ∗α∗ α2α∗2 α2γ∗2
(1 + q−2)1/2γ2γ∗α∗ γ2α∗2 γ2γ∗2




0
Translating this to the notation used in [10] we have α 7→ z∗0 , γ 7→ z1. Using the isomor-
phism z0 7→ z0, z1 7→ z
∗
1 of C(CP
1
q ) with itself, the above projections become the following
in C(CP 1q ).
[P ′′1 ]0 =
[(
z∗1z1 z
∗
1z0
z∗0z1 z
∗
0z0.
)]
0
[P ′′2 ]0 =



 (1 + q−2)z∗0z∗1z1z0 (1 + q−2)1/2z∗0z∗1z20 (1 + q−2)1/2z∗0z∗1z12(1 + q−2)1/2z∗02z∗1z0 z∗02z02 z∗02z12
(1 + q−2)1/2z∗1
2z1z0 z
∗
1
2z0
2 z∗1
2z1
2




0
The index paring gives us the following results.
[P ′′1 ]0 [P
′′
2 ]0
[µ0] 1 1
[µ1] -1 -2
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Below is an example of one of these calculations. By geometric series we have
〈[µ1], [P
′′
2 ]0〉 = TrH1(pi0 − pi1)(Tr(P
′′
2 ))
=
∞∑
m1
(
1− (2 + q−2 − q2)q2(m1+1)(1− q2(m1+1))− (1− q2(m1+1))2 − q4m1
)
= −
(2 + q−2 − q2)q2
1− q2
+
(2 + q−2 − q2)q4
1− q4
−
1
1− q4
−
q4
1− q4
+
2q2
1− q2
= −2.
Since the matrix
(
1 1
−1 −2
)
is invertible in M2(Z) we have that [P
′′
1 ] and [P
′′
2 ] gen-
erate K0(C(CP
1
q )). Hence K0(pi)([P1])0 and K0(pi)([P2]0) are nontrivial generators of
K0(C(CP
3
q )/J2).
It would be useful to have a set of 1-summable Fredholm modules providing the full
pairing between the corresponding K-theory and K-homology. Unfortunately, the con-
struction from [10] is not directly applicable to our case, involving different and seemingly
more complicated relations between the generators. We hope to address this issue in a
separate paper.
4. On the Landi-Pagani-Reina quantum instanton bundle
We took as the starting point of our construction of a quantum twistor bundle the quan-
tum instanton bundle discovered by Bonechi, Ciccoli and Tarlini in [4]. However, in the
literature there exists other constructions of quantum instanton bundles, for example the
one described by Landi, Pagani and Reina in [22]. The bundle from [22] has the advantage
over the one from [4] insofar as the action of SUq(2) is by an honest ∗-homomorphism.
Unfortunately, the construction seems to work best only on the purely algebraic level
and certain unexpected features pop up when considering the ambient C∗-algebras. We
elaborate this point below. The following defines the quantum 7-sphere by Landi, Pagani
and Reina [22, relations (14), (15) and (16)].
Definition 4.1. O(S7q ) is the algebra generated by x1, x2, x3, x4 with the relations
x1x2 = qx2x1, x1x3 = qx3x1, x2x4 = qx4x2, x3x4 = qx4x3
x4x1 = q
−2x1x4, x3x2 = q
−2x2x3 + q
−2(q−1 − q)x1x4,
x1x
∗
1 = x
∗
1x1, x1x
∗
2 = q
−1x∗2x1, x1x
∗
3 = q
−1x∗3x1, x1x
∗
4 = q
−2x∗4x1,
x2x
∗
2 = x
∗
2x2 + (1− q
−2)x∗1x1, x2x
∗
3 = q
−2x∗3x2,
x2x
∗
4 = q
−1x∗4x2 + q
−1(q−2 − 1)x∗3x1,
x3x
∗
3 = x
∗
3x3 + (1− q
−2)(x∗1x1 + (1 + q
−2)x∗2x2),
x3x
∗
4 = q
−1x∗4x3 + (1− q
−2)q−3x∗2x1,
x4x
∗
4 = x
∗
4x4 + (1− q
−2)((1 + q−4)x∗1x1 + x
∗
2x2 + x
∗
3x3),
and
∑4
i=1 x
∗
ixi = 1.
We denote by C(S7q ) the universal C
∗-algebra of the quantum 7-sphere.
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Theorem 4.2. In C(S7q ), we have x1 = 0.
Proof. We assume q > 1 and write t = q−2, so that t ∈ (0, 1). If q < 1 then a similar
argument applies, interchanging the roles of x4 and x
∗
4. Now, x1 is a normal element of
C(S7q ) and the relations
x4x1 = tx1x4 and x4x
∗
1 = tx
∗
1x4 (4.1)
imply that x1 commutes with both x
∗
4x4 and x4x
∗
4. From
4∑
j=1
x∗jxj = 1 (4.2)
we calculate x∗2x2 + x
∗
3x3 and substitute to the relation
x4x
∗
4 = x
∗
4x4 + (1− t)[(1 + t
2)x∗1x1 + x
∗
2x2 + x
∗
3x3] (4.3)
to obtain
x4x
∗
4 = (1− t) + tx
∗
4x4 + t
2(1− t)x∗1x1. (4.4)
Hence x∗4x4 and x4x
∗
4 commute, and we have
x4x
∗
4 ≥ (1− t) + tx
∗
4x4. (4.5)
By (4.5), the joint spectrum σ(x∗4x4, x4x
∗
4) is contained in the triangle with vertices (1, 1),
(1, 0) and (1− t, 0), which is sketched below. At first we see that the rectangle (0, 1− t)×
[0, 1] is not contained in the joint spectrum, hence the red line segment is not in σ(x4x
∗
4).
Since σ(x4x
∗
4) ∪ {0} = σ(x
∗
4x4) ∪ {0}, the green line segment is not in σ(x
∗
4x4). Then the
blue line segment cannot be in σ(x4x
∗
4).
x∗4x4
x4x
∗
4
1− t
1
1
σ(x4x
∗
4, x
∗
4x4)
1− t2
1− t3
1− t4
1− t
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Applying this argument repeatedly we get
σ(x∗4x4) ⊆ {1− t
n | n = 0, 1, . . .} ∪ {1},
σ(x4x
∗
4) ⊆ {1− t
k | k = 1, 2, . . .} ∪ {1}.
Now, solving (4.4) for x∗1x1 we get
x∗1x1 =
x4x
∗
4 − (1− t)− tx
∗
4x4
t2(1− t)
.
The possible eigenvalues are then
(1− tk)− (1− t)− t(1− tn)
t2(1− t)
=
tn+1 − tk
t2(1− t)
.
Since x1x
∗
1 is positive we need k ≥ n + 1. Letting k = n+m,m ∈ {1, 2, ...} we obtain
σ(x∗1x1) ⊆
{
λn,m :=
tn(1− tm−1)
t(1− t)
| n = 0, 1, . . . , m = 1, 2, . . .
}
∪ {0}. (4.6)
It is not clear yet if all the above listed possible spectral values for x∗1x1 actually occur
or not, since there are other constraints. For a start, we must have λn,m ≤ 1 by (4.2),
and this puts restrictions on the possible combinations of n and m. If m = 1 then all
values of n are possible, but for m ≥ 2 some finite number of smallest values of n must
be removed. In particular, if m ≥ 2 then n = 0 is not allowed.
Now, suppose that ξ is an eigenvector for x∗1x1 with eigenvalue λn,m in some repre-
sentation of C(S7q ). Then it follows from relations (4.1) that x
∗
4ξ is an eigenvector with
eigenvalue t2λn,m = λn+2,m, and x4ξ is either zero vector or an eigenvector with eigenvalue
t−2λn,m = λn−2,m. Since x4ξ is zero iff n = 0, we see that each λn,m eigenvector must
be moved by some power of x4 to a λ0,m eigenvector if n is even. If n is odd it can be
moved to an λ1,m eigenvector. Since x
∗
1x1x2 = t
−1x2x
∗
1x1 we can move an λ1,m to an λ0,m
eigenvector by x2. However, if m ≥ 2 then
λ0,m ≥ λ0,2 =
1
t
> 1.
Hence λ0,m eigenvectors exist only if m = 1 in which case λ0,1 = 0. We conclude that
m = 1 is the only possible case. This however means that x1 = 0. 
Now, we turn to investigations of the polynomial ∗-algebra O(S7q ). We will show that
x1 6= 0 in the algebraic case by finding a vector space basis.
Theorem 4.3. The following elements
x∗4
m4x∗3
m3x∗2
m2x∗1
m1xn11 x
n2
2 x
n3
3 x
n4
4 , (4.7)
with mj , nj ≥ 0, x
0
j = x
∗
j
0 = 1, form a vector space basis for O(S7q ).
Proof. We use the Diamond Lemma technique from [2].
We put X = {x1, x2, x3, x4, x
∗
1, x
∗
2, x
∗
3, x
∗
4} and let 〈X〉 be the free unital semigroup
generated by X . Denote by C 〈X〉 the free associative algebra over C. Consider the
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following relations, together with their adjoints:
x2x1 = q
−1x1x2, x3x1 = q
−1x1x3, x4x2 = q
−1x2x4, x4x3 = q
−1x3x4,
x4x1 = q
−2x1x4, x1x
∗
2 = q
−1x∗2x1, x1x
∗
3 = q
−1x∗3x1, x2x
∗
3 = q
−2x∗3x2,
x1x
∗
4 = q
−2x∗4x1, x3x2 = q
−2x2x3 + q
−2(q−1 − q)x1x4,
x2x
∗
4 = q
−1x∗4x2 + q
−1(q−2 − 1)x∗3x1, x3x
∗
4 = q
−1x∗4x3 + (1− q
−2)q−3x∗2x1,
x∗1x1 = x1x
∗
1, x1x
∗
1 = 1− x
∗
2x2 − x
∗
3x3 − x
∗
4x4,
x2x
∗
2 = x
∗
2x2 + (1− q
−2)x∗1x1,
x3x
∗
3 = x
∗
3x3 + (1− q
−2)(x∗1x1 + (1 + q
−2)x∗2x2),
x4x
∗
4 = x
∗
4x4 + (1− q
−2)((1 + q−4)x∗1x1 + x
∗
2x2 + x
∗
3x3).
A reduction system, denoted S, is given by the above relations. That is, every time we
have a monomial containing a term on the left hand side of the relation we can replace
it with the expression on the right hand side of the relation. An element in S is a tuple
which contains the left and the right hand side of the relation, e.g. (x2x1, q
−1x1x2) ∈ S.
If σ ∈ S we let σ = (wσ, fσ). Let I be the 2-sided ideal of 〈X〉 generated by wσ − fσ for
all σ ∈ S. Then, by definition, the polynomial algebra O(S7q ) equals C 〈X〉 /I.
We begin by showing that there exists a partial order ≤ on 〈X〉 such that if B ≤ B′ then
ABC ≤ AB′C, for all A,B,B′, C ∈ 〈X〉. The partial order must also be compatible with
the reduction system, i.e. for all σ ∈ S the corresponding fσ must be a linear combination
of monomials strictly less than wσ.
Definition 4.4. Let u, v ∈ 〈X〉 and let u < v if we can write v as a sum
∑
j αjaj ,
aj ∈ 〈X〉, αj ∈ C by using a finite number of the above relations and u = aj for some j.
In other words, u < v if u is ”closer” to being of the form (4.7) than v. The relation
< is transitive, by the very definition, but we must show that u < v and v < u cannot
happen for any given pair u, v ∈ 〈X〉. To this end we associate certain numbers to every
monomial. For a monomial u = xi1xi2 · · ·xin we say that xis and xit is an inverted pair if
xis does not precede xit in the list x
∗
4, x
∗
3, x
∗
2, x
∗
1, x1, x2, x3, x4. Now we define:
(1) N1(u) := the number of inverted pairs containing an xi and an x
∗
j for i, j ∈
{1, 2, 3, 4}.
(2) N2(u) := the number of inverted pairs among the elements x2, x3, x
∗
2 and x
∗
3.
(3) N3(u) := the number of inverted pairs x4, xi with i ∈ {2, 3} and the inverted pairs
x∗4, x
∗
i with i ∈ {2, 3}.
(4) N4(u) := the number of inverted pairs x1, xi with i ∈ {2, 3, 4} and the inverted
pairs x∗1, x
∗
i with i ∈ {2, 3, 4}.
The inverted pairs counted by Nj(u), as above, will be called of type (j). Now, let
v ∈ 〈X〉 and apply to v once a reduction σ = (wσ, fσ). Let u < v be one of the monomials
occurring on the right hand side after this reduction. Note that wσ is an inverted pair,
say of type (j). Either fσ itself a scalar multiple of this pair written in the switched
order, or it is a linear combination of at least two monomials. In the former case, we
note that Nj(u) = Nj(v) − 1 and Ni(u) = Ni(v) for all i 6= j. In the latter case, we
have Nj(u) = Nj(v) − 1 and Ni(u) = Ni(v) for all i < j (although it may happen that
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Nk(u) > Nk(v) for k > j). This shows simultaneously that ≤ is antisymmetric, hence
partial order, and that it satisfies the descending chain condition.
The (overlap) ambiguities of S take the form xixjxk for i, j, k ∈ {±1,±2,±3,±4},
with x−i = x
∗
i . There is a long list of ambiguities, we are able to determine them in
the following way. Consider the sequence x∗4x
∗
3x
∗
2x
∗
1x1x2x3x4. Take first x1 then pick an
element to the left of x1 take x
∗
1 and after that an element to the left of x
∗
1, take x
∗
2. Then
one ambiguity is x1x
∗
1x
∗
2. Proceeding in this way we get
x1x
∗
1x
∗
2, x1x
∗
1x
∗
3, x1x
∗
1x
∗
4, x1x
∗
2x
∗
3, x1x
∗
2x
∗
4, x1x
∗
3x
∗
4
x2x1x
∗
1, x2x1x
∗
2, x2x1x
∗
3, x2x1x
∗
4, x2x
∗
1x
∗
2, x2x
∗
1x
∗
3,
x2x
∗
1x
∗
4, x2x
∗
2x
∗
3, x2x
∗
2x
∗
4, x2x
∗
3x
∗
4, · · · · · ·
We have to show that all ambiguities are resolvable. That is, if σ, τ ∈ S with xixj = wσ
and xjxk = wτ then xifτ and fσxk can be reduced to a common expression. Long and
tedious calculations show that this is indeed the case for all ambiguities. Below is an
example of such a calculation. Consider x3x2x
∗
4, then
x3(x2x
∗
4) = x3(q
−1x∗4x2 + q
−1(q−2)x∗3x1)
= q−2x∗4x3x2 + q
−4(1− q−2)x∗2x1x2 + q
−1(q−2 − 1)x3x
∗
3x1
= q−4x∗4x2x3 + q
−4(q−1 − q)x∗4x1x4 + q
−4(1− q−2)x∗2x1x2 + q
−1(q−2 − 1)x3x
∗
3x1
= q−4x∗4x2x3 + q
−4(q−1 − q)x∗4x1x4 + q
−4(1− q−2)x∗2x1x2 + q
−2(q−2 − 1)x∗3x1x3
+ q−1(q−2 − 1)(1− q−2)x∗1x1x1 + q
−2(q−2 − 1)(1− q−2)(1 + q−2)x∗2x1x2
= q−4x∗4x2x3 + q
−4(q−1 − q)x∗4x1x4 + q
−4(q−2 − 1)x∗3x1x3
+ (2q−3 − q−1 − q−5)x∗1x1x1 + (2q
−4 − q−2 − q−8)x∗2x1x2
and
(x3x2)x
∗
4 = (q
−2x2x3 + q
−2(q−1 − q)x1x4)x
∗
4
= q−4x∗4x2x3 + q
−4(q−2 − 1)x∗3x1x3 + q
−5(1− q−2)x∗2x2x1
+ q−5(1− q−2)(1− q−2)x∗1x1x1 + q
−2(q−1 − q)x1x4x
∗
4
= q−4x∗4x2x3 + q
−4(q−2 − 1)x∗3x1x3 + q
−6(1− q−2)x∗2x1x2
+ q−5(1− q−2)(1− q−2)x∗1x1x1 + q
−4(q−1 − q)x∗4x1x4
+ q−2(q−1 − q)(1− q−2)(1 + q−4)x∗1x1x1
+ q−3(q−1 − q)(1− q−2)x∗2x1x2 + q
−3(q−1 − q)(1− q−2)x∗3x1x3
= q−4x∗4x2x3 + q
−4(q−1 − q)x∗4x1x4 + q
−4(q−2 − 1)x∗3x1x3
+ (2q−3 − q−1 − q−5)x∗1x1x1 + (2q
−4 − q−2 − q−8)x∗2x1x2.
Since all ambiguities are resolvable, we have by the Diamond Lemma, [2], that a set of
representatives for C 〈X〉 /I is the collection of monomials which are irreducible by S.
These are precisely the elements listed in (4.7). This completes the proof. 
Corollary 4.5. The generator x1 is different from 0 in O(S
7
q ).
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The partial order used in the proof of Theorem 4.3 may be given an alternative de-
scription as follows:
u < v ⇔ (∃j)Nj(u) < Nj(v) and (∀i < j)Ni(u) = Ni(v).
The above description leads to an efficient algorithm for reducing a monomial to a linear
combination of basis elements. We begin by using suitable relations to reduce the number
of inverted pairs of type (1). Once there are no more such pairs, we move to reduce the
number of inverted pairs of type (2), and so on. Below is an example how we use this
algorithm. Different colors indicate the four different steps:
x∗2x
∗
3x2x
∗
4 = q
−1x∗2x
∗
3x
∗
4x2 + q
−1(q−2 − 1)x∗2x
∗
3x
∗
3x1
= q−3x∗3x
∗
2x
∗
4x2 + q
−3(q−1 − q)x∗4x
∗
1x
∗
4x2
+ q−3(q−2 − 1)x∗3x
∗
2x
∗
3x1 + q
−3(q−2 − 1)(q−1 − q)x∗4x
∗
1x
∗
3x1
= q−3x∗3x
∗
2x
∗
4x2 + q
−3(q−1 − q)x∗4x
∗
1x
∗
4x2 + q
−4(q−2 − 1)x∗3x
∗
3x
∗
2x1
+ q−4(q−2 − 1)x∗3x
∗
4x
∗
1x1 + q
−3(q−2 − 1)(q−1 − q)x∗4x
∗
1x
∗
3x1
= q−4x∗3x
∗
4x
∗
2x2 + q
−3(q−1 − q)x∗4x
∗
1x
∗
4x2 + q
−4(q−2 − 1)x∗3x
∗
3x
∗
2x1
+ q−5(q−2 − 1)x∗4x
∗
3x
∗
1x1 + q
−3(q−2 − 1)(q−1 − q)x∗4x
∗
1x
∗
3x1
= q−5x∗4x
∗
3x
∗
2x2 + q
−3(q−1 − q)x∗4x
∗
1x
∗
4x2 + q
−4(q−2 − 1)x∗3x
∗
3x
∗
2x1
+ q−5(q−2 − 1)x∗4x
∗
3x
∗
1x1 + q
−3(q−2 − 1)(q−1 − q)x∗4x
∗
1x
∗
3x1
= q−5x∗4x
∗
3x
∗
2x2 + q
−5(q−1 − q)x∗4x
∗
4x
∗
1x2 + q
−4(q−2 − 1)x∗3x
∗
3x
∗
2x1
+ q−5(q−2 − 1)x∗4x
∗
3x
∗
1x1 + q
−4(q−2 − 1)(q−1 − q)x∗4x
∗
3x
∗
1x1.
.
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