Abstract. This paper concerns differential equations which contain strongly mixing random processes (processes for which the "past" and the "future" are asymptotically independent). When the "rate" of mixing is rapid relative to the rate of change of the solution process, information about the behavior of the solution is obtained. Roughly, the results fall into three categories:
1. Introduction. We are concerned with approximate solutions for a class of ordinary stochastic differential equations. These equations involve continuous and strongly mixing processes (stochastic processes for which the "past" and the "future" are asymptotically independent). The idea is to average (take the expected value of) the right hand side of the stochastic equation, and ask when does the solution of the resulting deterministic equation accurately describe the behavior of the original system. Roughly, the more rapid the mixing the more appropriate the approximation.
In the general, nonlinear case, we will establish conditions under which the random solution "stays close," in a probabilistic sense, to the associated deterministic solution. In the linear homogeneous case, we will explore the relation between asymptotic stability in the averaged equation, and asymptotic stability in the random equation: specifically, when does the first imply the second?
Loosely speaking, let b(t, to) be a continuous and mixing (though not necessarily stationary) R'-valued random process, where to is a sample point in a probability space. For every e > 0, b (t/e, to) is also a mixing process, and, as e -0, the mixing rate of b (t/e, to) becomes arbitrarily rapid. Let H: R" R x R I R", and, for each x, t, and e > 0, define G(x, t)= E[H(x, c(t/e, to), t)], the expected value of H(x, d(t/e, to), t). Consider the following random differential equation, together with its associated "averaged equation": 2(t, to)= H(x(t, to), b(t/e, to), t), x(O, to)= x06 R", (1.1) 1 (t) G (y (t), t), y (0) xo.
We are interested in results such as (1.2) limP{ sup Ix(t)-y(t)l>n}=o, -0 t_>0
The following problem is closely related. For fixed to, let H(x, to, t) map R R into R". Assume that for each x, H(x, to, t) is a mixing process, and for each x and define G(x, t)= E[H(x, w, t)]. Consider the random equation 2(t, w)= eH(x(t, w), , t), x(O, w)= x0, with its averaged equation (t) eG(y (t), t), y (0) Xo. We wish to approximate x(t, w) by y(t), for small e. The change of variables t/e makes the connection to the previous problem" 2(t, o)= H(x(t, w), w, t/e), x(0, w)= Xo, ),(/) G(y(t), t/e), y(0) x0, and as e 0, H(x, w, t!e) becomes an increasingly rapid mixing process.
Both problems will be treated together, and in slightly greater generality, by considering systems of the form [9] , [10] , Cogburn and Hersh [5] , Papanicolaou and Kohler [14] , White [19] , and Blankenship and Papanicolaou [3] ). Mostly, however, the results have been of a different nature, with particular attention given to conditions under which x(t) converges (as e 0) to a diffusion process on finite intervals, [0, T/e], some T > 0. Averaging results, like (1.2), are usually discussed in conjunction with a central limit theorem for (x(t)-y(t))//-on [0, T] (cf. Khasminskii [9] and White [19] ). The possibility of an extended averaging, to [0, o), has not been explored (see, however, Blankenship and Papanicolaou [3] for some stability and diffusion approximation results on [0, )). Finally, we should mention that results somewhat analogous to ours have been obtained in the context of It6-1ike equations (see Vrkoc [17] and Lybrand [13] ).
Section 2 is devoted to notation, definitions, and a preliminary lemma. In 3, we will treat averaging in linear systems, on the interval [0, oo). As a by-product, the aforementioned stability result for the linear homogeneous random system is obtained. [16] ), and the last by Rosenblatt [15] . Type I has been frequently used in the context of stochastic differential equations (cf. Khasminskii [10] , Cogburn and Hersh [5] , and Papanicolaou and Kohler [14] The following lemma plays a central role in obtaining each of our results. After its proof, we will show, heuristically, how it is applied to the averaging problem. The procedure outlined here can also be used to establish the consistency of some continuous time stochastic approximation algorithms, as will be demonstrated in a forthcoming article.
For convenience, we will not distinguish between "for almost every o" and "for every w". 
provided that -xK(g(t, s, x(s, to))) H(x(s, to), rl, s), and
are absolutely integrable on f x f x [0, T], with respect to dP(to dP(rl ds.
Proof.
Here is an example of how the lemma may be used. Return to (1.1), and let O%a be the sigma field generated by {b(t, to):a <= b}, using strict inequality for a or b infinite. Assume Type II mixing, and observe that Iv I,, (n n)_<-20 (6/8) for the process ck(t/e, to) (i.e. now defining by the process rk(t/e) instead of (t)).
Then, when we can, we write (for any small 8 > 0)
and, hopefully, uniformly on some interval. 2(t, to)= A(t, to)x(t, to)? In this direction, Infante [8] showed that if A(t, to) is ergodic, and if for some symmetric positive definite matrix P, ( However, the converse is not true, i.e. the asymptotic stability of (3.1) does not imply (3.3) . In fact, it is easy to find systems in which (3.1) and (3.2) (3.2) .
Here, we define sufficient conditions on the process A(t) under which the stability of (3.1)implies that of (3.2) . The main requirements are that: (1)A(t)be bounded, and (2) roughly, A (t) be nearly independent of itself at sufficiently small separations of t. For (2) , Type I mixing with "rapidly" decreasing p(6)will suffice (for example see remark 2 below). Notice that A(t) need not be stationary (in fact, B may depend on t).
Specifically, let A(t, to)= A(t, to)x(t, to), for all tl ---t0_-> 0 and some constant M (see Brockett [4] We will require some bounds on x(t) and y(t). These follow easily from the bounds on A and d. For all ->_ 0, s >_-0, and to" (3.9) Ix(t)-x(s)l _-< It-sle('-(clx(s)l / c=), 
lY (t)-Xol tecl'(CllXol + c2).
Below, we will introduce constants kl, k.,..., ko. It is important to note the dependence of these constants: they are (only) functions of Cl, c, 3 "III" -< k56 e-('-)Ex2(s) ds + as +kc& for all0<<_-t,<_-l. When 0 _-< < -<_ 1, (3.10) and (3.11) imply (3.12) Elx(t)-y(t)l 2 =< k8 e-x'. Combine (3.12) with the bounds on I, II, and III: for all 0 < 6 <= 1 and >-0 Elx(t)-y(t)12<_k9{6e-X'+Co(6)+6) e-X-)ExZ(s)ds (3.13) e-"O-'VEX (slas 
I o e-X(t-')x/Ex2(s) ds for all _-< 1 and >= 0. Now suppose (3.15) holds for some 8 <-1. Then Ex2(t)<= 2y(t)x/Ex2(t)
<--21Xo13, e-Xtoll/2 + k9 e -At + Ol.
I O e-X('-S)Ex2(s) ds + 3k9]xo['y e-Xta h ko e-+la e-(-SEx(s)ds for all _-> 0, and some constant ko. Multiply by e and apply the Gronwall inequality (use (3.9) and (3.10) for the required continuity of Ex(t)) to obtain Ex2(t) <= k 10 e-Xt(1-').
Since a < 1, (3.18) Ex2(t)O, which is one part of Theorem 1 (in a linear system, (3.18) cannot depend on [Xo[).
As it turns out, Ex2(t) 0 fast enough to insure almost sure convergence as well. )(t) 0(3)(t), t), )3(0) Xo. [8] and Blankenship [2] for discussions of stability in (6.1) from a slightly different point of view.
B. Suppose that we observe an R "-valued stochastic process (t, ), together with an R -valued stochastic process z(t, ). We wish to choose a coecient vector x R" such that x.
approximates, in the sense of minimum mean square error, z(t). If the marginal distribution of ((t), z(t)) is independent of t, then the problem has a well defined solution:
=E[6r]-E[z]
(assuming E[r] is nonsingular). An obvious adaptation of the stochastic approximation algorithm for computing (cf. Duda and Hart [6] or Wasan [18] ) is ,(t, )= 6(t, ){z(t, )-6(t, ). x,(t, [11] and Ljung [12] , and references therein, for some recent publications in this area.)
C. As an illustration of the behavior discussed in remark 2 following Theorem 3, consider the Bernoulli equation with random coefficients:
./ (t, w)+p(t/e, w)x(t, o)+ q(t/e, w)x(t, (.o) r--0, (6.3) x(0, ca)= 1 where r is any constant except 0 or 1. Assume that (p(t, o9), q(t, o9)) is continuous, Type I mixing, and uniformly bounded in and w. Since the solution to (6.3) is }-1/(r-1)
x(t, 0)= / e(r-1)IP(S/e')as +(r-1) e(-i'P("/''laq(s/e, w) ds x (t, w) can be singular at finite t. For each 0, define x (t, ) to be zero after a singularity. 
