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Compared with viewing videos on PCs or TVs, mobile users have different experiences in viewing 
videos on a mobile phone due to different device features such as screen size and distinct usage 
contexts. To understand how mobile user’s viewing experience is impacted, we conducted a field 
user study with 42 participants in two typical usage contexts using a custom-designed iPhone 
application. With user’s acceptance of mobile video quality as the index, the study addresses four 
influence aspects of user experiences, including context, content type, encoding parameters and user 
profiles. Accompanying the quantitative method (acceptance assessment), we used a qualitative 
interview method to obtain deeper understanding of a user’s assessment criteria and to support the 
quantitative results from a user’s perspective. Based on the results from data analysis, we advocate 
two user-driven strategies to adaptively provide an acceptable quality and to predict a good user 
experience respectively. There are two main contributions from this paper. Firstly, the field user 
study allows a consideration of more influencing factors into the research on user experience of 
mobile video. And these influences are further demonstrated by user’s opinions. Secondly, the 
proposed strategies – user-driven acceptance threshold adaptation and user experience prediction – 
will be valuable in mobile video delivery for optimizing user experience.  
Keywords: User experience; mobile video; acceptance threshold; acceptance grade; acceptable 
degree; user experience prediction. 
1.   Introduction 
The advance of multimedia and mobile techniques has boosted user’s demand for 
viewing videos on their mobile phones, anytime and anywhere. As users’ satisfaction 
decides if they will use a product, providing users an optimal viewing experience is 
becoming compelling. However, user experience is a consequence of a user’s internal 
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state, the system and the context within which the interaction occurs [1]. Simply studying 
the characteristics of a system (e.g. complexity, usability, functionality, etc.) cannot 
provide a thorough understanding about user experience or a proper method to improve 
it. In mobile video usage, to ensure the provided video is not isolated from end-users, 
many studies have been conducted in respect of user-perceived quality [2-4] and 
acceptability or acceptance of the mobile video [5-7].  
The evaluation of user-perceived quality, also called perceptual, affective quality, is 
commonly carried out with standardization approaches of subjective video quality 
assessment, such as ITU’s recommendation [8]. In these approaches, test subjects are 
asked to use assigned scales (5/11) to mark the test videos that have various compression 
qualities or transmission qualities. However, some researchers have pointed out that these 
assessments lack ecological validity and may not predict whether a particular quality 
level is acceptable [9]. McCarthy and Knoche et al. [5, 9, 10] suggested an acceptability 
approach, which is efficient in measuring the minimum acceptable quality for meeting 
user’s expectation. However, this approach is unable to discriminate outside of the 
acceptable threshold levels and to accurately compare a pair of videos with similar 
quality [7]. Jumisko-Pyykkö et al. [7] recommended the study of satisfaction of quality 
parallel to acceptability. Nevertheless, it is questionable if it is useful to evaluate the 
satisfaction of an unacceptable video.  
Although the above approaches take into account user’s perception and requirements 
with objective video quality, it is insufficient to study user experience because user 
experience is influenced by many factors, such as content, context, motivation, 
expectations, and user profiles [11-14]. Unfortunately, most studies were conducted in a 
laboratory environment, which suffer from limited realism. Only a few studies noticed 
the impact of usage context on the evaluated quality of mobile TV [15, 16]. Users may 
pay less attention to the video content when they have another task because they worry 
about the risk of accidents and lapses [15]. Also, users’ entertainment of viewing videos 
on mobile phone is influenced by context [16]. As to the impact of user profiles, it was 
found that people’s experience in image/video processing somehow impacted user-
perceived quality [17]. However, this research is limited in using one user profile and not 
considering mobile video scenarios. Due to the important influence of usage context and 
user profiles on user experience, it is necessary to conduct a user study with real or 
potential users in real usage contexts so as to gain accurate user experience. 
Concerning research methods underpinning the studies on user experience, both 
quantitative methods and qualitative methods are commonly used. The subjective 
assessments on perceived quality or acceptability generally belong to the quantitative 
method employing numerical scores to ascertain the relative acceptance level of a mobile 
video. However, the principles behind the quantitative scores placed by test subjects are 
rarely studied [18]. Qualitative methods are helpful to interpret and understand how user 
experience is impacted [11-14, 18]. Whereas owing to the non-measurable variables, it is 
difficult to directly use the understanding from the qualitative study into the user-driven 
delivery of mobile video. 
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This paper aims to better understand how user’s viewing experience of mobile video 
is influenced by content, context, video encoding parameters, and user profiles, and based 
on their relationships to develop proper strategies for optimizing user experience. We 
conduct a field user study with potential and real mobile video users under two typical 
usage contexts: relaxed scenario and nervous scenario. Quantitative methods are used to 
gain the acceptance threshold and acceptable degree for news and sport videos encoded 
with various encoding conditions. The acceptance threshold is used to indicate the bottom 
line of the acceptable quality and the 10-scale acceptable degree is used to evaluate the 
acceptable level of video quality. Simultaneously, qualitative methods are adopted to 
define a user’s evaluation criteria and to interpret and verify the results from quantitative 
analysis. Finally, in light of the findings from the quantitative and qualitative studies, we 
present a user-driven acceptance threshold adaptation and computational model for the 
prediction of a good user experience. 
The following content is organized as below. Section 2 is the related work. The 
design details of this user study are described in Section 3. Section 4 presents the results 
of statistical analysis. Section 5 provides the results derived from qualitative data and 
discusses the relativity of subjective opinions with the results of the quantitative study. 
Two user experience strategies are addressed in Section 6, followed by conclusions and 
future work in Section 7. 
2.   Related Work 
A typical problem in mobile video study is how to optimize user experience. Studies 
often consider the strict technical or resource constraints, such as limited bandwidth, 
processing and displaying capability of mobile devices, but ignore other key elements of 
mobile video, such as complex usage contexts and diverse user needs. 
2.1.   Influencing effects of UX 
In order to optimize user experience, the first step is to understand what influences a 
user’s experience [14, 15]. Many subjective video quality assessments have found user’s 
perceptual quality is significantly influenced by technical factors, such as, spatial and 
temporal resolution, bit rate, and content features [4, 10, 19, 20]. And their correlations 
have been used to improve the perceptual video quality [4, 21-23]. However, a user’s 
perception of the quality of mobile video is only part of user experience. Previous user 
studies on mobile TV claimed user’s viewing experience is influenced by social-
psychological effects, such as consumption model, service, context, user profile, and their 
motivations [12-14, 24-27]. Among these factors, the consumption model and the service 
should be considered by service providers; while other factors have to be considered in a 
user-centered quality study.  
Generally, researchers tend to distinguish users by age, work, education background 
or their relationship with modern technologies. According to Orgad [11], adults aged 18-
34 will be the primary mobile TV users who are familiar with technologies build into 
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mobile devices and interested in new technologies. Also teenagers and children are likely 
to form another important user group who may think mobile video is fashionable, and 
businessman may use it during travel or work breaks. Some studies have revealed that 
different user types have different attitudes to mobile video and different preferred 
content types [28]. However, no research gives an answer as to whether there is a 
relationship between the user profile and a user’s judgment to the video quality. 
The main motivations of using mobile video can be summarized as killing time, being 
up to date with news, relaxing, sharing and entertainment [27-30]. Since users’ 
motivations determine when and where they use it, when people are  traveling or waiting 
for transportation or friends, they would like to consume the time with mobile video; also, 
during the lunch/coffee time or work break, people watch mobile videos for relaxing or 
sharing information with other people [12, 28, 29, 31]. Although it has been found that 
different results may be obtained in the lab and in the field [6], studies seldom addressed 
the impact of context on people’s entertainment with mobile video [16]. 
Overall, the social-psychological influencing factors (e.g., context and user profile) 
are important for user experience, but they are non-measurable and uncontrollable. Thus, 
these factors should be studied with technical factors (e.g., encoding parameters, or 
transmission parameters) together, so that their impacts on user experience can be 
compensated or adapted by adjusting the technical factors. In this paper, we analyze 
multiple influencing factors of user experience, including encoding parameters, content 
and context, and several user profiles (age, gender, preference, and experience of mobile 
video). Moreover, we propose user-based strategies to adapt to the non-technical effects 
of content, context and user profile with measurable factors of encoding parameters. 
2.2.    Approaches to user study 
For different purposes, the user study of mobile video can be conducted with quantitative 
methods and qualitative methods. Quantitative methods, such as surveys [32] and quality 
assessments, aim to obtain precise measurements and statistical power; while qualitative 
methods such as interviews [14, 33] and observations [34] attempt to find an in-depth 
understanding of user behavior and the reasons that govern such behavior in a particular 
research setting. The two kinds of methods can be used together. For example, Knoche 
and McCarthy [26] studied the user requirements of mobile TV with both methods. 
Jumisko-Pyykkö et al. [18] applied a qualitative research method into a study of overall 
audiovisual quality. And the qualitative results supported their quantitative results of 
evaluation criteria. Generally speaking, the joint use of the two methods is beneficial in 
considering measurability and interpretability at the same time and verifying each other’s 
conclusions. Unfortunately, the two methods are not well combined to use in mobile 
video studies.  
Of the quantitative methods, the most widely used method is subjective quality 
assessment such as ACR with Mean Opinion Scores (MOS).  This is recommended by 
ITU-T and first used for television image quality assessment with 5/9/11-point scale [35]. 
However, some researchers pointed out there are two main limitations of the ITU 
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recommended approach [9]. Firstly, it is hard to map people’s  perceptions  onto  the  5 
point  scale  with  labels of Excellent, Good, Fair, Poor, and Bad. Secondly, there is a 
lack of ecological validity to assess new multimedia services due to “the short duration of 
test material, the absence of a task, and assessing in isolation neglected interaction 
effects”. To overcome these limitations, some new evaluation methods were developed in 
terms of information assimilation [36], satisfaction [36] and acceptability [6, 10]. The 
information assimilation indicates the understanding of content semantics, whereas it is 
more likely impacted by complexity of content and people’s comprehensions about 
certain contents. The idea of acceptability is to identify the lowest acceptable quality 
level, which is adopted in a mobile video study by McCarthy et al. [10] and continually 
used in their following works [5, 6, 26]. Jumisko-Pyykkö et al. [7] applied the same idea, 
so-called “Acceptance Threshold”, to the quality evaluation under transmission errors. 
However, they argued acceptability is unable to discern a pair of videos with close 
quality, especially the videos near the acceptable threshold; and they suggested to use 
satisfaction of quality synchronously [7]. The satisfaction is measured with a scale 0–
5/10 [16, 36]. However, it may be meaningless for an unacceptable video.  
To conduct a user study, a lab experiment is controllable and replicable in an artificial 
setting but has low ecological validity. Researchers cannot observe participants in their 
natural setting, and do not take into consideration people’s thoughts and feelings etc. The 
mobility feature of mobile video, however, decides that the watching behavior always 
happens in a complicated context. Therefore, lab experiments may be inappropriate for 
studying mobile video user’s experience. Field user study is conducted in user’s 
environment rather than a laboratory, and users perform their normal activities rather than 
contrived tasks. Compared with lab experiments, field use study is more suitable for the 
study of user experience on mobile video as more authentic data can be obtained.  
Weighing all the above pros and cons, we have undertaken our user study in typical 
usage contexts. Also, we recruit participants from the expected user population, create 
realistic tasks and use real material [9]. Both quantitative and qualitative methods are 
involved in this study because the two methods can be conducted simultaneously and 
reinforce one another in functions. With regard to the assessment approach for mobile 
video quality, this paper employs “acceptance threshold” to indicate the minimum 
acceptable quality level for mobile video users; and “acceptable degree” (10 scales) to 
denote how good a user feels an acceptable video. In addition, “acceptance grade” (Fair, 
Good, Very Good, Excellent) is adopted to map the score of acceptable degree into a 
describable and accessible user experience grade.   
All details of the user study are given in the next section. 
3.   Field User Study 
To ensure realism of user experience data, this user study is carefully designed. The 
following subsections describe the selection of test content, test context and participants; 
and present the test procedure, assessment method, and data analysis methods.  
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3.1.1.   Test materials 
We selected two types of video content, news and sports, as the source of test materials. 
The selection is based on their popularity for mobile television [27, 28, 37] and their 
representative characteristics. News video provides the most amount of information and 
is updated very fast. It mainly contains head and shoulder sequences. While sports video 
is characterized by fast movement and small objects, so that its quality is often a source 
of complaint by viewers, especially when displayed on a small screen. Since it is 
important to use real materials for user-oriented study [9], we recorded the news video 
from Channel Ten News in Australia and the live football match between America versus 
Brazil in FIFA 2009. The two recorded video sources had a high quality of 1280x720 
resolution and 8542kbps bit rate in MPEG2 format. Each of the video sources was then 
segmented into meaningful 20 short clips based on the semantics. For the news video, 
each clip consists of the sequences of a reporter and the sequences of related news events; 
and for the football video, each clip is composed of mostly far-away play scenes and a 
few close-up player scenes. The duration of these clips is about 30–50 seconds.  
To examine the relationships of objective parameters of video coding with user 
experience, we transcoded the 20 video clips into the format of H.264 (baseline 3.0) with 
20 (2x2x5) different combinations of the following coding parameters: 
• two spatial solutions (SR) : s1–320x240 and s2–480x320 
• two frame rate (FR) : f1–12.5fps and f2–25fps 
• five bit rate (BR) : b1–96kbps, b2–128kbps, b3–256kbps, b4–512kbps, and b5–
768kbps 
The combinations are listed in Table 1. 
Table 1. Encoding parameter combinations for each content type 
No. Parameters No. Parameters No. Parameters No. Parameters 
1 b1,s2,f1 6 b5,s2,f2 11 b1,s1,f2 16 b5,s1,f1 
2 b2,s2,f1 7 b4,s2,f2 12 b2,s1,f2 17 b4,s1,f1 
3 b3,s2,f1 8 b3,s2,f2 13 b3,s1,f2 18 b3,s1,f1 
4 b4,s2,f1 9 b2,s2,f2 14 b4,s1,f2 19 b2,s1,f1 
5 b5,s2,f1 10 b1,s2,f2 15 b5,s1,f2 20 b1,s1,f1 
 
Since the video sources had a very high quality, they would not impact the 
experimental results when they were encoded into the quality-impaired test materials. In 
addition, though audio quality was not studied in the paper, we kept the audio to be 
encoded with the same format: AAC3, 64kbps and 48kHz to help participants understand 
the contents. Ultimately, we used total 40 video clips with audio (20 for news and 20 for 
sport) as the test materials. 
3.1.2.   Test tools 
Due to the popularity and good functionality of displaying videos, an iPhone 3GS was 
chosen as the test tool, which has a 3.5-inch multi-touch screen with 480x320 pixels 
resolution 163 ppi. In order to make the test convenient and give participants more 
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freedom to complete the test, we specifically developed an ad-hoc iPhone application for 
conducting the test. The user interface is shown in Fig 1. Screenshot 1 shows the video 
contents list. The button of viewing test results and the button of adding a tester are 
available on the left and right side respectively at the top of this page. Before starting the 
test, participant’s information is collected in screenshot 2. The required information 
includes name, age, gender, test location, whether or not having experience in mobile 
video, and whether or not they liked the tested video contents. When choosing certain 
content by touching the corresponding cell from screenshot 1, test video clips for the 
chosen content will be displayed on the screen one by one (examples see screenshot 5 for 
news and screenshot 6 for sports). Each clip follows an assessment page shown in 
screenshot 3. To evaluate the acceptability of a video clip, two buttons—“Unacceptable” 
and “Acceptable”— are clickable. If the “Acceptable” button is clicked, a slider will 
appear to allow participants scoring the acceptable degree by dragging it to a 
corresponding value (1-Fair to 10-Excellent). Then pushing the “Next” button will start 
to play next test clip. Eventually, all the user information and scores are stored into a file 
and are able to be viewed from a results page in screenshot 4. 
 
Fig 1. Screenshots of test iPhone application 
3.1.3.   Test Context 
According to the studies on mobile TV [27, 28, 30], the main purposes of watching 
mobile videos are to kill time, to keep up-to-date with news, to entertain, and others. 
Correspondingly, the typical usage context of viewing mobile video include: spending 
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time in vehicles; waiting at bus/train stations or lounges; lunch/work/class break; at 
home; and so on. Despite diverse locations and motivations, we can still generally 
classify the usage contexts into two categories: relaxed scenario and ‘nervous’ scenario. 
The former refers to the scenario that people are free to watch a video and they can 
concentrate on the video content although sometimes the surroundings are noisy (e.g., 
lunch break or class break); the latter refers to the scenario that people take another task 
into their minds when they are watching a video so that they cannot pay attention to the 
video (e.g., taking a bus and waiting for a bus). For simulating the real usage contexts, we 
defined two situations to conduct the user study. The first was called “Campus”. It was at 
a lounge outside of the university library where students usually sit to take a class break 
or have their lunch, so it can represent the relaxed scenario. The second was called “Bus”. 
It was on the shuttle bus commuting between two campuses of a university, which 
represents the nervous scenario. There is another usage context — watching mobile 
videos at home — which is outside the scope of this study. It could be considered as a 
relaxed scenario in a quiet environment that is similar to a lab context. Laboratory 
experiments have been conducted in many studies [10, 20]. 
3.1.4.   Participants 
Since the primary users of mobile video are young people [11, 28], our target participants 
were mainly university students and some young staff. In order to assure the collected 
data is as real as possible, we recruited participants on-site in the predefined two 
locations, rather than assigned the recruited participants to complete the test with the 
given tasks [16]. First of all, we observed the people at the lounge area or the bus stop to 
select the potential responders based on the population representativeness of the sample 
(such as different gender and age). Then, we asked them to help us do the study and earn 
a coffee voucher for their time. In this way, 32 participants were recruited, stratified by 
age (17–40), gender (22 females and 20 males), experience in viewing videos on mobile 
phone (18 have no experience and 24 have experience), and preference for content types 
(like, neutral and dislike; the number of people differs for different types). All 
participants stated they had normal vision. 
The way of recruiting participants in field has two advantages. On the one hand, the 
responder’s viewing experience is close to a real user’s experience. For example, the 
responder on the bus is a real passenger, and does have another task (e.g., attention to the 
destination) in his/her mind. Sometimes we can even pick up the person who is watching 
something on an iPhone. On the other hand, variety of samples can be guaranteed by 
selecting different gender, age, and culture. However, the variety is also a limitation 
because the criterion of assessment varies from person to person so that the collected 
scores may be complicated. In spite of this, our study tries to discern as many influencing 
factors as possible.  
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3.1.5.   Procedure and assessment method 
The test procedure was performed through the custom-designed iPhone application. To 
begin with, participants’ profile information was collected by entering the information 
(e.g., name and age) or selecting an answer (e.g., Have you watched videos on your 
mobile phone). We then asked participants to evaluate several demo videos (including 
low and high quality videos) for the purpose of making them familiar with the test 
process and getting their own assessment criteria built. Then we told them to watch the 
videos in a comfortable position and let them do the test alone. We also tried to keep a 
distance with participants and not to disrupt their watching. It is reasonable to consider 
these details because in a previous user study we observed that participants often felt 
nervous and hesitated to make a decision if the tester watched their assessment process. 
We believe this will affect participants to rate correctly, and what’s worse, it will impact 
the realism of user experience. All the above measures aim to provide participants a 
possible real usage context so as to obtain as real as possible of user experience.. 
Participants might watch one or two content types (news and sports), depending on if 
they had time or would like to watch. For each content type, 20 encoded test clips were 
displayed and evaluated one after another in chronological order. It took around 10 
minutes to complete one content (including the viewing time and the evaluation time). 
And all evaluations were automatically saved into a file on the iPhone. 
Following the acceptance assessment, semi-structured interviews were performed 
with 10 participants. Voice recording or field notes were used to record the responses. 
We would have a glance at their scores first, and based on their provided information 
asked the questions about the following aspects. 
• How do they assess their experience of video quality? 
• How do they feel the environment impacts on their viewing experience? 
With regard to the quality assessment method, we adopt acceptance assessment in this 
study. Participants were requested to evaluate two things: (i) whether the video quality is 
acceptable or unacceptable; and (ii) if acceptable, to what degree it is acceptable. The 
“unacceptable” is recorded as 0 and the “acceptable” is recorded as 10 scales (1-10), 
which correspond to four grades: Fair, Good, Very Good, and Excellent. For the sake of 
clarity, we defined the terms of the assessment indexes used in this paper as follows: 
• Acceptance threshold: 80% “acceptable” ratio of the total assessments or 20% 
“unacceptable” ratio of total assessments. That is, if over 80% participants mark a 
particular video clip as “acceptable”, the clip will be acceptable; otherwise, it will be 
unacceptable.  
• Acceptable degree: the degree of how acceptable people feel a video clip (1-10). It is 
rated only if the participant thinks the video clip is acceptable.  
• Acceptance grade: the subjective and verbal assessment to the acceptable degree of 
a video clip.  It has four grades corresponding to the 10 scales of acceptable degree: 
Fair (1-3), Good (4-6), Very Good (7-8), and Excellent (9-10). 
According to the above definitions, the video clips at the acceptance threshold can 
point to the minimum acceptable combination of encoding parameters. Although 
unlabeled scales are commonly used in subjective quality assessment, it is not suitable to 
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identify user experience by this method because user experience can only be described in 
human terminology [38]. Hence, we used not only the 10 scales to differentiate 
acceptable degrees but also the acceptance grades to illustrate the experience of an 
acceptable video. To guide participants and make sure they use congruous scores to 
indicate their experiences, we put the acceptance grades at the positions 1, 4, 7 and 10 
under the evaluation slider of acceptable degree (see Fig.1 screenshot 2). Since the 
acceptance assessments are gained from potential users with real video materials and 
mobile device under real usage contexts, they in fact contain the influence of user needs, 
content, device and context, and thereby they are able to represent the user experience of 
mobile video.  
3.1.6.   Data analysis methods 
We collected a total of 50 acceptance records and 10 interview records from the 42 
participants. Each acceptance record contains 20 acceptable evaluations to the test clips 
encoded with 20 combinations of encoding parameters. For the quantitative data 
(acceptance records) and qualitative data (interview records), we respectively employed 
statistical methods [39] and the grounded theory [40] to perform the data analysis. 
In general, the scores of video quality assessment from a lab experiment are often 
scanned to eliminate some unreliable data (the filter methods are provided in ITU-R 
recommendations [8]), regarding the situations that participants may be too optimistic or 
too pessimistic with a video content, or even sometimes participants vote without taking 
too much care in watching and tracking the displayed videos. However, in a field user 
study, the above situations are commonly related to user’s preference for the content or 
the test contexts, which are considered as the important impacts of user experience. Thus, 
those data should not be easily shifted from data analysis. In this paper, the addressed 
results are based on the analysis of all the collected data, except the user experience 
prediction modeling. This is because the user experience prediction models should 
represent a common user group.   
Before performing statistical analysis the normality of the distribution of the 
acceptance scores was examined by Kolmogorov-Smirnov (K-S) test. The significant 
level >.05 means a normal distribution, and thus parametric methods can be used for data 
analysis; otherwise non-parametric methods should be used. In this study, we used 
ANOVA (Analysis of Variance) (parametric method) and Mann–Whitney U test and 
Wilcoxon signed-rank test (non-parametric method) to compare differences between two 
or more conditions [39]. Moreover, we used Discriminant analysis [39] to build models 
of “good” user experience. For understanding the process of data analysis, we explain the 
statistical methods used in this paper as follows.  
One-way ANOVA provides a statistical test of whether or not the means of several 
groups are all equal. Accompanying with one-way ANOVA, Tukey’s HSD test [39] is 
run to find the significant difference in any comparison of the groups at the alpha level of 
0.05. When the sample is exposed to each condition in turn and the measurement of the 
dependent variable is repeated, a repeated measure ANOVA is more appropriate to be 
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used to compare the difference between different conditions. Since ANOVA is based 
upon the assumption of the homogeneity of variances, before using ANOVA the 
homogeneity has to be examined by Levene’s test for one-way ANOVA and Mauchly’s 
test of sphericity for repeated measures ANOVA. Without assumption of normality, 
Mann-Whitney U test [39] equals to Student’s t-test and can be used to assess the 
difference between two independent samples; while Mann-Whitney U test [39] equals to 
Student’s t-test and can be used to assess the difference between two independent 
samples; while Wilcoxon test [39] is equivalent to a one-way repeated ANOVA and can 
be used to measure the difference between two related data sets. In these statistical tests, 
we adopted the significance level of p<.05 to denote that there is a strong evidence of 
difference. 
Discriminant analysis is a technique for classifying a set of observations into 
predefined classes based on a set of variables known as predictors or input variables. It is 
employed to gain prediction models of “good” or “not good” user experience based on 
the encoding parameters. The technique constructs a set of linear functions of the 
predictors, known as discriminant functions in the form:   
D = b1x1 + b2x2 + … + bnxn + c   
Where D is the predicted discriminant score, the Xi is the value of the predictor i, bi is 
discriminant coefficients for predictor i, and c is a constant. The accuracy of 
classification can be computed by comparing the predicted classification with the original 
classification. This is often well performed with cross-validation. Cross-validation refers 
to the process of assessing the predictive accuracy of a model in a test sample relative to 
its predictive accuracy in the learning sample from which the model was developed. 
Here, using leave-one-out technique, a discriminant function is derived based on all cases 
except one; the left case is then used as the test sample and reclassified by the 
discriminant function. The process is repeated for the next case, and so on until each case 
in the sample is classified by a function. The cross-validated classification provides an 
estimate of how good the equation would be at classifying new cases. 
The qualitative analysis was based on grounded theory [40], an inductive approach, 
which is developed from the data and moves from the specific to the more general. The 
method is essentially composed of three elements: concepts, categories and propositions 
(or  “hypotheses”). Whereby concepts are the key elements of analysis since the theory is 
developed from the conceptualization of data. The derived typical procedures from this 
theory are: open coding, axial coding and selective coding. Open coding conceptualizes 
the describing phenomena found in the text; axial coding categorizes the related codes in 
an advanced stage of development; and selective coding identifies the core category and 
relates other categories to the core category [40].  
With the above methods, all data is analyzed and the results are shown in the next two 
sections. 
4.   Quantitative Analysis Results 
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This section presents the results from the impacts of usage contexts, encoding parameters, 
and user profiles on the acceptance threshold and the acceptance grade.  
4.1.   Content type influence 
Different content types have different minimum acceptable qualities related to the 
encoding parameters. Fig. 2 shows the percentages of “acceptable” and “unacceptable” 
for each test clip. For news video, the video quality at 96kbps bit rate can be accepted by 
most people (80%) regardless of the spatial resolutions and the frame rates (which refer 
to those used in this paper). For sports video, the video quality at 256kbps can be 
accepted by over 90% of people. However, the quality of video clips 1, 9, 10, 11 and 12 
are below the acceptance threshold (i.e., the unacceptable ratio is over 20%). Concerning 
the encoding parameters of those video clips (refer to Table 1 in Section 3.1.1), we can 
see that the sports video clips at 96kbps bit rate are hardly accepted by participants. It can 
be also observed that at 128kbps video clips are more unacceptable at 25fps than at 
12.5fps (clip 9 vs. clip 2, clip12 vs. clip 19), which seems different from the common 
thought that high frame rate is vital for a fast movement video. This can be explained by 
the interrelation of encoding parameters that at a given bit rate increasing frame rate will 
reduce the image clarity, as a result at a low bit rate the blur caused by a high frame rate 
(25fps) is more annoying than the jitter at 12.5fps [10, 17]. To sum up, the minimum 
acceptable bit rate is 96kbps for news video and 256kbps for sports video. This 
conclusion is a little different from that given by Sasse and Knoche [9]. According to the 
pilot study in [9], on an iPAQ with 320x240 display resolution, at 12.5fps of frame rate, 
85% of acceptability can be reached when encoding bit rate is 128kbps for news and 
320kbps for football. This may be caused by the different video codecs (WM V8 in [9] 
and H.264/AVC in this study), the different display devices (iPAQ in [9] and iPhone 3GS 
in this study), and other different settings. Also, we did not find obvious relations 
between the spatial resolution and the minimum acceptable quality for both content types. 
However, it was presented that the acceptability decreases as the image size reduces for 
sports video in [9]. The inconsistency may be due to the difference of used image sizes in 
the two studies (maximum 240x180 pixels is used in [9]). 
  
(a)                                                                            (b)    
Fig. 2. Acceptability of different encoding combinations  
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To examine if the content type impacts the acceptable degree, we ran a set of Mann-
Whitney U tests for 20 pairs of video clips of the news and sports videos with the mean 
scores of acceptable degree as the dependent variables. Significant difference was only 
found at 5 pairs of video clips with the number of 1, 2, 3, 9 and 10. The corresponding 
encoding parameters are 96kbps and128kbps (or 256kbps) at the resolution of 480x320 
pixels (p<.05). This situation is expected because of the higher unacceptable ratio of 
sports video than news video at low bit rate. However, when resolution is 320x240 pixels 
or when resolution is 480x320 and the bit rate greater than 256kbps, there is no 
significant difference between the two content types (p>.05). Thus, it can be concluded 
that at a small image resolution or once mobile video quality exceeds the acceptance 
threshold, users are unable to tell the difference of acceptable degree between various 
content types encoded with same encoding parameters.  
4.2.   Context influence 
Apart from the influence of content types, usage contexts also influence the acceptability. 
The most unacceptable ratings were given in the context of “bus” (81% for news and 
62% for sports) rather than “campus” (19% for news and 38% for sports). Specifically, 
the unacceptable ratings under the campus context only centered on the low bit rate video 
clips; whilst under the bus context some viewers treated the clips at high bit rate as 
unacceptable (Fig. 3). This reveals that whether people accept a mobile video content is 
to some extent influenced by the context.  
    
(a)                                                                                (b) 
Fig. 3. Impacts of contexts on unacceptable ratio 
For each content type, one-way ANOVA was conducted with the scores of acceptable 
degree as dependent variables and the contexts of “campus” and “bus” as the factors. The 
result indicated that the significant impact of context on the acceptance degree mainly 
existed at high bit rate (p<.05). Fig. 4 shows the curves of the mean scores of acceptable 
degree for news and sports video. 
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(a)                                                                                (b) 
Fig. 4. Imapcts of contexts on acceptable degree 
4.3.   Encoding parameters influence 
The relationships of encoding parameters with the acceptance threshold have been 
discussed with the effects of content types together in Section 4.1. Thereby, we only 
declare how the encoding parameters influence the acceptable degree. Repeated measures 
ANOVA or Wilcoxon test was used for the following data analysis. 
Effects of bit rate – It is significant that the acceptable degree increases with bit rate 
at a same condition of spatial resolution and frame rate (p<.05). However the overall 
correlation is not linear but logarithmic (Fig. 5). Based on one-way ANOVA, there is 
strong evidence that the mean scores of acceptable degree are not different at the bit rate 
of between 96kbps and 128kbps (p=.851), 512kbps and 768kbps (p=.990); and the 
difference is not significant between the adjacent bitrates 256kbps and 512kbps (p=.323). 
However, there is significant difference between 128kbps and 256kbps (MD (mean 
difference) = 2.44, p<.001). Moreover, the situation was found for both content types 
(p=.014 and p=.005 for news and sports respectively). It indicates that people’s 
perception to video quality will be markedly improved when the encoding bit rate 
becomes over 256kbps; and the perception will not significantly increase when the 
encoding bit rate is over 512kbps.  
 
Fig. 5. Impact of bit rate on acceptable degree 
Effect of spatial resolution - The effect of spatial resolution on the acceptable degree 
is statistically significant when the bit rate is equal and greater than 256kbps for news 
video (Wilcoxon test, p<.05). For sport video, however, the effect of spatial resolution is 
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dependent on not only bit rate but also frame rate. At 12.5fps, the significant difference of 
acceptable degree between two spatial resolutions is only found at the lowest bit rate 
96kbps and the highest bit rate 768kbps; while at 25fps, the significant difference 
happens at all bit rates except 96kbps (p<.05). Fig. 6(a) and Fig. 6(b) compare the means 
of acceptable degree at two spatial resolutions (480x320 and 320x240). It can be seen 
that for news participants always prefer video a big resolution; while for sports video, the 
small spatial resolution (320x240) is preferred when bit rate is low.  
Effect of frame rate - Under a given spatial resolution, whether high or low frame 
rate is more acceptable rests with bit rate. When spatial resolution is 320x240, video clips 
at 25fps are more acceptable than those at 12.5fps if bit rate is equal and greater than 
512kbps; on the contrary, 12.5fps takes precedence of 25fps if bit rate is less than 
512kbps. While when spatial resolution is 480x320, the division is at 256kbps. This trend 
does not vary with the content types (Fig. 6(c), Fig. 6(d)). However, the difference of the 
acceptable degrees between the two frame rates is more significant for sports video than 
news video. It indicates the sensitivity of videos with fast motion to frame rate. 
  
(a)                                                                            (b) 
  
(c)                                                                            (d) 
Fig. 6. Impacts of spatial resolutions and frame rates on acceptable degree. (a) (b) means of acceptable degrees 
at spatial resolutions 320x240 and 480x320 for news video and sports video; (c) (d) means of acceptable 
degrees at frame rates 12.5fps and 25fps for news video and sports video 
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4.4.   User profiles influence 
User profile is the information to define the characteristics of a user. We collected four 
aspects of user profile; age, gender, preference for video content, experience in watching 
mobile video. To test the effect of user profiles on users’ acceptance degree to mobile 
video quality, we conducted a set of Wilcoxon tests. The analysis results are described as 
follows. 
Age has a significant impact on acceptable degree at high bit rate. To test the effect of 
age on users’ acceptance degree to mobile video quality, we separated participants into 
three age groups: <=21 (13 people gave14 records), 22–29 (19 people gave 25 records), 
and >=30 (10 people gave 11 records). According to the Mann-Whitney test, there is no 
difference of the acceptance degree between three age groups at low bit rate such as 
96kbps and 128kbps (p>0.25); however, significant difference is found at high bit rate 
(512kbps and 768kbps) (p<0.05). The details were observed that younger people (the age 
groups of <=21 and 22–29) gave a much higher acceptance score to the videos with high 
bit rate and high spatial resolution (480x320) than the elder people (the age group 
of >=30) and the mean difference between the younger groups and the elder group was 
more than 1.9; whereas if the spatial resolution is 320x240, only the age group of 22–29 
gave significant higher scores to the video at 256kbps to 768kbps than the group of over 
30 (p<.05).  
Preference for video content has a significant impact on acceptable degree for sports 
video (p<.05). The more people like the sport video, the higher their acceptable degree is 
(Fig. 7). However, this does not happen with news video. Probably it is due to the fact 
that most participants (59%) have a neutral attitude to news video. 
  
Fig. 7. Impact of pereference for video content for sports video on acceptable degree 
In contrast with the people’s preference, people’s experience in mobile video only 
impacts the acceptable degree for news video (p<.05). The significant difference is found 
at high bit rate (768kbps and 512kbps) and high spatial resolution (480x320). From Fig. 8, 
we can see the people who have had experience in viewing videos on mobile phone give 
much higher evaluation than the people without the experience. 
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(a)                                                                            (b) 
Fig. 8. Impacts of experience in mobile video on acceptable degree 
Gender has no impact on acceptable degree. 
According to the analysis of section 4.1, the minimum bit rate of acceptable video 
quality (based on 80% acceptable ratio or 20% unacceptable ratio of the total ratings) is 
generally 96kbps for news video and 256kbps for sports video. However, the threshold 
seems different for diverse user groups. The unacceptable ratios for different user groups 
are illustrated in Fig 9. From Fig. 9(a), it can be observed that people without experience 
in viewing mobile video are more ready to reject the video quality at low bit rates 
(96kbps and 128kbps), while the people with experience only reject the quality at low bit 
rates and high spatial and temporal resolutions 480x320&25fps. Fig. 9(b) shows that 
people’s preference for content types significantly influences their minimum acceptable 
video quality. If people are interested in the video content, they can accept a very low 
quality (such as 96kbps, 480x320, 25fps); while if they do not really like the content, they 
can only accept the low bit rate (96kbps) video at 320x240 & 12.5fps. Fig. 9(c) presents 
the impact of age groups on the unacceptable ratio. The youngest group (age<=21) is 
most easily accepting the low video quality; yet the middle young group (age range of 
22–29) is the hardest group to be satisfied. Their minimum acceptable video quality is 
that encoded with 320x240 & 12.5fps at 96kbps or 12.5fps at 128kbps. 
 
(a) 
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(b)                                                               (c)  
Fig. 9. Impacts of user profiles on unacceptable ratio. (a) experience in mobile video; (b) preference for video 
content; (c) age group 
5.   Qualitative Analysis Results 
As the statistical analysis presented, the acceptance evaluation differs from person to 
person, context to context. To understand how users evaluate mobile video’s quality and 
to explain why there are obvious discriminations between user experiences, this section 
discusses the analysis results of qualitative data (interview transcript and field notes) 
from two aspects: users’ evaluation criteria and context impact on user experience. 
5.1.   Users’ evaluation criteria 
About people’s evaluation criteria, we designed the following structure of questions. 
Main Questions: 
How did you assess/distinguish the video’s acceptable degree?  
What criteria did you use to define the difference between acceptable levels?  
What are the differences between the acceptance grades in your opinion? 
Supporting Questions: 
What were the main factors you used to evaluate the video quality? 
What is your expectation of an excellent video, or in your opinions what an 
unacceptable video looks like? (If someone did not rate any video as a 
particular scale, e.g., excellent or unacceptable).  
Based on the responders’ answers, we extracted the main concepts and categorized 
them, then summarized the evaluation criteria as follows. 
• Excellent: high clarity, smooth movement, clear facial details, attractive content 
• Very Good: no blur at all, smooth movement, clear facial features 
• Good: clear face, mild fuzzy, easy to follow the ball, willing to watch it regularly 
and watch for a long time 
• Fair: being able to know the information, recognizable faces, fuzzy, crispy, 
unwilling to watch for a long time,  
• Unacceptable: obvious block effect, indiscernible objects, frame jump, very 
uncomfortable to watch, completely not interesting. 
Considering the characteristics of each grade, four main conclusions can be drawn.  
(i) Block effect has the worst impact on user experience, followed by blur and frame 
jump (low frame rate).  
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(ii) Whether or not a face can be recognized is very important for the videos mainly 
about people; while whether the game and the ball can be followed is very 
important for the sports video. This confirms the qualitative comments in [10]. 
(iii) Interest exerts a significant impact when distinguishing if a video quality is 
unacceptable and if an excellent user experience can be achieved.  
(iv) There is an important discrepancy between the acceptance grades of Fair and Good, 
that is, users will frequently watch the mobile videos only if they feel the quality 
reaches good.  
5.2.   Context impact on user experience 
Most respondents selected from the campus did not think the context really affected their 
watching even if environment was noisy and crowded. Only one person mentioned that 
the sunlight might result in her assessment outdoor differing from indoor. On the bus, 
however, some people felt sick when they were watching videos; and some felt difficult 
to concentrate on the video content with a low quality. Moreover, we observed that 
during the short test time (10 minutes), participants on the campus only gave a glance to 
the surroundings for a few times, but participants on the bus were absent-minded and 
frequently draw attention out of the video, especially when the bus stopped due to traffic 
or bus stops. This actually leads to a big deviation of acceptable degree scores on the bus.  
5.3.   Coherency of users’ opinions with the results of qualitative analysis 
When comparing user’s opinions with the results of qualitative analysis, a high 
consistency can be found in several respects. Firstly, the distortion of block effect is 
mainly caused by coarse quantization. Under a given bit rate, the quantization becomes 
coarser with the increase of the spatial resolution and the frame rate. This is why the 
video clips at low bit rate and 480x320&25fps are more unacceptable than others. 
Secondly, interest or preference takes an action in people’s judgments. Thirdly, usage 
context impacts user’s viewing experience via obstructing user’s attention to the video. 
Participant’s words may well explain the phenomena that different user groups have 
different acceptance grades and acceptance threshold. The people without any experience 
of viewing videos on mobile phone have a high expectation of the mobile video’s quality. 
In their opinions, the quality of mobile video should give them as good experience as 
videos displaying on a PC. But the teenager said that all videos looked good and were 
better than YouTube videos. In respect of the preference for the content, a participant 
said: “If I like the content, I almost accept all of them only if the quality is too bad 
because I enjoy the content and like to watch it continually. But if I don’t like the content, 
e.g., sports, I am fussier to judge the video quality because my focus is not the content but 
its quality.”  
6.   Strategies for User Experience Optimization 
Since different user groups have different perceptions and expectations to mobile video 
quality, it is necessary to consider mobile video delivery from a user’s perspective. In 
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terms of the analysis in Section 4 and 5, we have already obtained some knowledge on 
user’s experience on mobile video, such as how user experience is influenced by user 
profiles and encoding parameters. According to these findings, we propose two strategies 
to manage the delivery of mobile video. One is user-driven acceptance threshold 
adaptation, which aims to support an acceptable video quality to different user groups 
under the circumstance that the video bit rate/transmission bandwidth is restricted. The 
other is in a form of user experience prediction models, which can be used to predict if a 
provided video quality can achieve a good user experience. 
6.1.   User–driven acceptance threshold adaptation 
The user-driven acceptance threshold adaptive strategy is inspired by the fact that the 
minimum acceptable mobile video quality is different from content to content, and user to 
user, thus the differences should be taken into account for providing an acceptable video 
quality to users under the condition of limited bit rate/bandwidth. The proposed 
adaptation first checks if the user information is available. If there is no user profile 
information, it will manage the acceptable quality according to the content type; 
otherwise, it will manage the video quality based on the existing user information, 
including experience on mobile video, preference to content, and age group. The pseudo 
code of the adaption is documented in Appendix A. 
This adaptation strategy is feasible for the reasons: (i) video content types can be 
known beforehand; and (ii) user information can be assigned by users themselves and 
stored into their mobile terminals; and it can be submitted to the Server by terminal 
programs when requesting the video service.  
6.2.   User experience prediction 
Since whether users have a “Good” viewing experience determines whether or not they 
are willing to watch the mobile videos in the long term, it is vital to predict if a provided 
video quality can achieve a good user experience. Therefore, we employed discriminant 
analysis to classify the video quality into two groups: good and not good on the basis of 
different encoding parameter combinations. The analysis steps are the following.  
Firstly, to avoid the interference of arbitrary ratings or too positive and negative 
ratings, we scanned all the collected acceptable scores and removed 6 records, of which, 
5 records were too positive or negative ratings (all clips were marked >=8 or <=1) and 1 
record was obviously disordered. 
Secondly, with the acceptance grade “Good” as the boundary, we transformed the 
interval variable of the acceptable score into a nominal variable –“IsGood”, in which the 
“good” cases are those that gain the mean score of acceptable degree greater than and 
equal to 4, and the “not good” are the rest.  
Thirdly, we used the frame rate and the transformed bit rate and spatial resolution as 
the predictors. Due to the non-linearity of the influence of bit rate on the acceptance, the 
value of bit rate cannot be directly used for a linear prediction. Therefore, we transformed 
the bit rate as natural logarithm bit rate (LBR): 4.56, 4.85, 5.55, 6.24, and 6.64 
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respectively corresponding to 96kbps to 768kbps. In addition, the big value of spatial 
resolution will lead to a very small coefficient if it is used directly. Thereby we used the 
transformed spatial resolution, so-called pixels per mm2 (PPM), to represent it. Since the 
screen area of iPhone is 75mm x 50mm (4,125mm2), the average pixels per mm2 is 
37pixels for the spatial resolution of 480x320 (153,600 pixels) and 19 pixels for 320x480 
(76,800pixels). 
Finally, the discriminant analysis using stepwise method was conducted for each 
content type and each usage context. The stepwise discriminant analysis can produce the 
smallest set of independent variables (LBR, PPM, and FR) which correctly classify the 
largest number of cases. The derived classification functions are shown as follows, 
whereby D is the discriminant score. 
Relaxed scenario (on campus): 
(i) News video 
Dgood       = 11.783×LBR + 0.479×PPM + 0.329×FR -44.292  
Dnot good  =   9.591×LBR + 0.378×PPM + 0.439×FR -32.413 
(ii) Sports video 
Dgood         = 14.567×LBR + 0.262×PPM - 47.34  
Dnot good  = 11.984×LBR + 0.299×PPM - 34.414 
Nervous scenario (on bus): 
(i) News video 
Dgood      = 13.001×LBR + 0.303×FR - 41.261  
Dnot good   = 10.543×LBR + 0.401×FR -30.161 
(ii) Sports video 
Dgood         = 16.530×LBR -50.395  
Dnot good   = 13.653×LBR -34.600 
From the above functions, we can see that not all encoding parameters contribute to the 
discrimination for various situations. For example, in the scenario of viewing sports 
videos on a bus, only bit rate determines if user’s experience is good.  
The Wilks’ lambda [39] was significant for the four situations (Λ=0.715, 0.629, 
0.623, 0.572; p<.001), which indicates that the models including the above variables were 
able to significantly discriminate the two groups. For a given combination of encoding 
parameters (case), the both classification scores (Dgood and Dnot good) are computed and 
compared. And the case will belong to the group with higher classification score. To 
verify the predictive accuracy of the classification models, cross-validation procedure 
was performed for each content type and context. Table 2 lists the percentage of correct 
prediction. Taking the sports video viewed on campus as an example, the table 
demonstrates that for the total sample of 280 cases, 233 (83.2%) overall are classified 
correctly. Correct classification rates of 82.7% are observed for “Good” group and 84.2% 
for “Not good” group.  
Table 2. Accurate percentage of classification prediction 
Group News & Campus Sports &Campus News & Bus Sports & Bus 
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(C=236,N=300) (C=233,N=280) (C=111,N=140) (C=113,N=140) 
Good Not good Good Not good Good Not good Good Not good 
%       Good 75.3 24.7 82.7 17.3 76.2 23.8 85.5 14.5 
Not good 6.8 93.2 15.8 84.2 11.4 88.6 25 75 
These prediction models can be used to estimate if  a given encoding parameters for a 
given video content can achieve a good user experience. Furthermore, it can be used to 
control the mobile video streaming for achieving a good user experience by adjusting the 
encoding parameters. 
7.   Conclusion 
In order to understand the user experience of viewing mobile video, a field user study 
was conducted to find out what is the minimum acceptable quality of mobile video and 
how user’s acceptance of mobile video is influenced by content type, usage context, 
encoding parameters, and user profiles. The main findings can be summarized into four 
respects. 
First, consistent with the conclusion in [9], the minimum acceptable bit rate varies 
from content to content. In this paper, with 80% of the acceptable ratings as the 
acceptance threshold, the minimum acceptable bit rate is 96kbps for news video and 
256kbps for sports video. However, above the acceptance threshold the acceptable degree 
for different content types is not significant different under the same encoding condition. 
Second, people are more likely to accept a low quality video under a relaxed context 
(such as on campus) than a nervous usage context (such as on a bus).. For high quality 
videos, the acceptable degree is much higher on the relaxed context than on the nervous 
context.  
Third, the encoding parameters have impacts on the acceptable degree. When the bit 
rate becomes over 256kbps mobile user’s experience dramatically increases; and it keeps 
steady when the bit rate is over 512kbps. For news video, users always prefer a big image 
size (480x320); but for sports video, when bit rate decreases a small spatial resolution 
(320x240) is preferred. There are two division points of distinguishing which frame rate 
is preferred. Given the image size of 320x240 pixels, if the bit rate is below 512kbps, the 
more acceptable frame rate is 12.5fps; otherwise it is 25fps. Given the image size of 
480x320 pixels, the division bit rate is at 256kbps. Such tendency is more obvious for 
videos with large amounts of motion (e.g., sports videos). 
Fourth, user profiles, except gender, influence user’s acceptance to mobile video. For 
users with different ages, younger people (<30) often give a much higher acceptance 
score to the high bit rate video than older people (>=30). However, young people have a 
different attitude to the low quality video: people at the age of below 22 are very likely to 
accept a low video quality; while people at age range of 22–29 highly reject it. User’s 
preference for video content significantly impacts the acceptable degree for sports video; 
conversely, whether or not a user has experience of mobile video only impacts the 
acceptable degree for news video. Regarding the acceptance threshold, users’ demand for 
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the acceptable quality decreases with the increase of their interest in a video content but 
increases with their experience of viewing mobile video.  
All the above findings are well supported by the qualitative study. Furthermore, 
through analyzing the interview data, we found that it is important to determine not only 
whether a mobile video is acceptable but also whether a good user experience can be 
achieved. The acceptable boundary is influenced by content type, context and user 
profile, and the good experience decides whether users are willing to use mobile video 
service in the long term. Therefore, we propose two strategies for optimizing the user 
experience. One is the user-driven acceptance threshold adaptation, which focuses on a 
limited bit rate condition and aims to provide an acceptable video quality to mobile users 
based on their diverse requirements. The other is the user experience prediction models, 
which provides a prediction of good user experience based on a set of encoding 
parameters.   
The limitations of this study are mainly about limited content types and usage 
contexts. It should be noticed that the results might still be influenced by the used specific 
video contents although we selected common materials to represent news and sports 
videos. It should be also pointed out that due to the limited respondents, the interaction 
effects of user profiles are not studied in this paper. Our further study will involve more 
typical mobile video contents and the usage contexts so that more accurate and flexible 
user experience strategies can be built and applied into real applications. In addition, the 
research approach of combining qualitative and quantitative into the user experience 
optimization strategy is tentative. It can be improved in the future. 
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Appendix A.   Pseudocode of User-driven Acceptance Threshold Adaptation 
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