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Introduction:-Kochen-Specker (KS) theorem, along with Bell's theorem, is considered as one of the most important results in the foundations of quantum mechanics (QM) . Both the theorems demonstrate the impossibility of certain types of interpretation of QM in terms of hidden variables (HV). Whereas in derivation of Bell's theorem the fundamental premises are reality and locality [1] , in the case of KS theorem the locality premise is replaced by the premise of noncontextuality [2] [3] [4] .
The notion of contextuality is generalized recently, by Spekkens, to arbitrary operational theories, and for different experimental procedures, viz., preparation procedure, measurement procedure, and transformation procedure [5, 6] . While the conventional definition of contextuality address to measurement contexts, and has been studied in much depth [7, 8] , by considering the generalized framework for contextuality, much recently, a number of new interesting results have been discovered [6, [9] [10] [11] [12] [13] [14] [15] [16] . In particular, the study of preparation contextuality has lead to interesting connections with certain information processing task [16] , and the concept of Bell-nonlocality [13, 14] . In the present work, we design a new family of information processing tasks and derive noncontextuality inequalities which enables an operational depiction of preparation contextuality for mixed states in higher dimensions.
Preparation contextuality:-is defined as the impossibility of representing two equivalent preparation procedures, in an operational theory, equivalently in any ontological model. More precisely, suppose two operational preparations are equivalent in the sense that the outcome probability distributions for both these preparations are identical for all measurements, i.e., the two preparations are empirically indistinguishable. Then, a hidden variable model (ontic model) which reproduces the operational statistics is preparation noncontextual, if any two equivalent preparations provide equivalent probabilistic descriptions of the system at the ontological level [5] . It is has been shown that, mixed quantum states (preparations) are preparation contextual [5, 12] . It is also known that preparation noncontextual models underlying quantum theory must be maximally epistemic, and these in turn must be Kochen-Specker noncontextual [15] . Moreover, the concept of preparation contextuality has been used to demonstrate nonlocality of some ψ-epistemic models without any use of Bell's inequality [12, 15] . Along with its foundational implications, preparation contextuality has an important ramification in certain information theoretic task. It has been shown that a particular two-party information-processing task called parityoblivious multiplexing is powered by preparation contextuality [16] . The authors in [16] , derived a (preparation) noncontextuality inequality which is violated by quantum theory; it has been shown that, completely mixed state of two-level quantum system violates such a bound which provides an operational demonstration of preparation contextuality.
In this paper we ask the question whether preparation contextuality of higher level mixed quantum states can be revealed in some operational way. Interestingly, we get an affirmative answer for this question. We define a class of information tasks, namely, parity oblivious d-level random access codes, and find the optimal success probabilities (bounds) for these tasks in any preparation noncontextual theory. For any d, such a bound constitutes a noncontextuality inequality, and a violation of the corresponding inequality by an operational theory will imply that the theory is preparation contextual. Then, for a three level quantum system, we find a mutually asymmetric biased bases (MABB) to construct a quantum protocol which exhibits the preparation contextuality of completely mixed state of three level quantum system. We give two more protocols showing quantum violation of respective inequalities for d = 4 and d = 5. Our findings thereby exhibit preparation contextuality of completely mixed quantum states in higher dimensions, through operational tasks. Since the family of information processing tasks that we consider here gives preparation noncontextuality inequality in any finite dimension, it opens the possibility for operational depiction of preparation contextuality of mixed sates in any higher dimension. In the following, we first introduce the class of information processing tasks considered in our work.
Parity oblivious d-level random access codes (d-PORAC)-Consider the following two-party communication task. Alice receives uniformly at random some length-2 string x = x 1 x 2 , where x n , for n ∈ {1, 2}, takes values from a d-level alphabet set {0, 1, ..., d − 1}. Bob receives, uniformly at random, an index y ∈ {1, 2}. Bob's task is to recover the y th dit (i.e., x y ) in Alice's string. Alice can send some information about her string to help Bob, however, there is a restriction on Alice's communication to Bob which can be stated as follows; Restriction (R): no information about the parity x 1 ⊕ d x 2 of Alice's string can be transferred to Bob, where ⊕ d denotes addition modulo d. Let us denote Bob's guess about x y by b, then the average success probability in this game can be expressed as p(b = x y ).
The restriction on information transfer, i.e. R, induces a partition over the set of all strings {x 1 x 2 : x 1 , x 2 ∈ {0, 1, ..., d − 1}}, into d equal parts which is defined as
Then, R implies that, no information about to which partition P l Alice's string x 1 x 2 belongs can be transferred. In what follows, we derive the optimal classical average success probability for this game. First we prove a lemma which is crucial to obtain the classical bound for d-PORAC task.
Lemma .1. More than 1-dit information from Alice to Bob always carries some information about the parity x
Proof. A classical encoding-decoding strategy could be either randomized or deterministic. Indeed, success probability of any randomized strategy is nothing but a convex combination of success probabilities of several deterministic strategies. Therefore, optimal classical bound over all possible deterministic strategies is greater than or equal to the success probability in any randomized strategy; so to obtain the classical bounds for these tasks, it is sufficient to analyze only deterministic strategies.
In a deterministic strategy, for sending more than 1-dit information, it is necessary for Alice to encode her strings into more than d number of symbols. Then, let Alice has some encoding onto map,
where
Any such encoding map partitions the set of all strings (total d 2 in number) into k + 1 parts E j , with 0 ≤ j ≤ k. On receiving the symbol j from Alice, Bob gets the information that Alice's string belongs to the partition E j , then, Bob will not get any information about the parity of Alice's string if and only
where C(·) denotes cardinality of a set. Now, whenever k ≥ d, there exists at least one partition, say E j * , in which the number of strings is strictly less than d. This further implies that, there exist at least one partition P l * such that C(E j * ∩ P l * ) = 0. Therefore, obtaining the symbol j * from Alice, Bob will conclude that parity of the Alice's string is not l * , and as result, Bob can guess some other parity (except l * ) with a probability greater than 1 d . This proves our claim.
According to the lemma.1, no more than 1-dit information is allowed from Alice to Bob, which seems to put similar restriction as in the d-level RAC task recently studied in [17] . However, in our task the restriction is more stringent; whereas in d-RAC the only restriction is that no more than 1-dit information transfer is allowed, but in our case, 1-dit (or even less) amount of communications that can carry information of parity is not allowed. Due to the similarity to the d-RAC task, we call our task as d-PORAC.
It is important to note here that, the class of tasks we consider here is crucially different from the parityoblivious multiplexing (POM) task considered in [16] . POM is a task between two parties where some n-bit strings is given to the one party and the task of the other party is to guess an arbitrarily chosen single bit of the string. Additionally, a restriction is imposed on allowed communication which in turn determines the possible classical protocols. The only allowed classical protocols for POM are those that encode only a single bit (chosen arbitrarily) from the n-bit string. In contrast to this, for our d-level PORAC task the considered restriction allows 1-dit communication in more general ways. However, even with this relaxed feature we find the optimal classical success probabilities.
the optimal classical success probability of d-PORAC can not be more than that of d-RAC. Recently, it has been shown that for d-RAC of string length 2, the optimal classical success probability is 1/2(1 + 1/d) [18] . The remaining argument is to show that even in d-PORAC this optimal value of d-RAC is achievable. If Alice always encodes her first (second) dit and send it to Bob, then Bob can perfectly guess about the first (second) dit and he guesses the other dit randomly; this protocol gives the required optimal average success probability same as in d-RAC. Note that this protocol does not carry any information about the parity.
Alice and Bob can try to play this game using resources from a generalized operational theory [19, 20] . However, in the following we prove a no-go result which states that for certain class of such theories, the success probability for the d-PORAC game is no more than the optimal classical success.
Generalized operational theory: A generalized operational theory, as discussed in [5, 6] , merely specifies the probabilities p(k|M, P) of different outcomes k ∈ K M that may result from a measurement procedure M ∈ M performed on a system following some preparation procedure P ∈ P; where M and P denote the sets of measurement procedures and preparation procedures respectively, and K M denotes the set of measurement results for the measurement M. As an example, in an operational formulation of quantum theory (QT), preparation P is associated with a density operator ρ on some Hilbert space, and measurement M is associated with a positive operator valued measure (POVM)
The probability of obtaining outcome k is given by the Born rule, p(k|M, P) = Tr(ρE k ).
For playing the d-PORAC game in a generalized operational theory, Alice encodes her strings x in some state (preparation) P x and sends the encoded state to Bob. For decoding y th dit, Bob performs some d outcome measurement M y and guess the dit according to the measurement results. The average success probability can be expressed as:
(2) To satisfy the parity oblivious condition, Alice's encoding must satisfy the following relations:
and
Interestingly, due to this restriction the success probability of d-PORAC in any preparation noncontextual theory is restricted by the optimal classical value. First we give a short discussion of the general framework for ontological model of an operational theory and briefly explain the notion of preparation contextuality in these theories.
Ontological model: In an ontological model of an operational theory, the primitives of description are the real properties of a system, called ontic state λ ∈ Λ, where Λ being the ontic state space. A preparation procedure P yields a probability distribution p(λ|P) over the ontic states. Measurement M performed on a system described by ontic state λ yields outcome k with probability p(k|λ, M). The ontological model to be compatible with the operational theory must satisfy the probability reproducibility condition, i.e., p(k|P, M) = λ∈Λ dλp(λ|P)p(k|λ, M). An ontological model is preparation noncontextual, if two operational preparations yielding the same statistics for all possible measurements, also yield same distribution over the ontic states, i.e.,
λ|P).(4)
The optimal success probabilities of the d-PORAC games in any preparation noncontextual theory is established by the follwing theorem.
Theorem .2. In any preparation noncontextual theory the success probability of d-PORAC can not be more than the optimal classical success probability, i.e., 1/2(1 + 1/d).
Proof. The steps in the proof of this theorem resembles to the proof of a similar theorem in [16] , here we give a suitably modified proof for our theorem.
In an operational theory the collection of all preparations P is a convex set, this enables any probabilistic mixture of preparation procedures corresponding to different states of the theory to be again a valid preparation. Consider a mixed preparation P l produced by choosing uniformly at random some preparation P x corresponding to the string x belonging to the partition P l , i.e, P l = 1 d ∑ x∈P l P x . Given the preparation P l , the probability of obtaining outcome k for the measurement M is,
Also the preparation P l yields the distribution on the ontic state λ,
In any operational theory, the parity obliviousness puts the restriction describe in Eq.(3). Using Bayes theorem and the fact that Alice's strings come from an uniform distribution, we can write,
and ∀ l, l ′ ∈ {0, ..., d − 1}. 
or equivalently by using Eq.(6) we can say, for all l, l ′ ,
Applying Bayes theorem in Eq. (9) we have, for all l, l ′ ,
Thus we can say that, for preparation noncontextual models, parity obliviousness at the operational level implies similar consequence at the level of the hidden variables, i.e, parity obliviousness should be satisfied at the hidden variable level too.
Hidden state λ provides a classical encoding of x. But as just shown, for preparation noncontextual theories λ cannot contain information about parity. Now the proof of this theorem follows from the result obtained in lemma.1 and theorem.1.
The theorem.2 constitutes a class of preparation noncontextuality inequalities, i.e., if in some operational theory the success probability for d-PORAC game is more than the optimal classical success then the operational theory must be preparation contextual. As an interesting example we consider the 3-PORAC game and show preparation contextuality for completely mixed state of a three dimensional quantum system (qutrit).
Quantum protocol for 3-PORAC: In 3-PORAC task the three parity partitions of Alice's strings are P 0 = {00, 12, 21}, P 1 = {01, 10, 22}, and P 2 = {02, 20, 11}. For playing this game in quantum theory Alice encodes her string x 1 x 2 into some quantum state ρ x 1 x 2 and send the state to Bob. The parity obliviousness requirement demands that, (11) If Alice encodes her strings into three orthogonal sets of states A 0 = {|ψ 00 , |ψ 12 , |ψ 21 }, A 1 = {|ψ 01 , |ψ 10 , |ψ 22 }, and A 2 = {|ψ 02 , |ψ 20 , |ψ 11 } then the above requirement is always fulfilled.
Here we consider a three dimensional pure state encoding. Denoting the computational basis of qutrit as {|0 , |1 , |2 }, any vector |ψ ∈ C 3 can be represented as |ψ = α|0 + β|1 + γ|2 . Alice encodes her strings as follows:
where ω is cube root of unity. These three sets of orthonormal vectors A 0 , A 1 , and A 2 have the following property, each vector from any of the set has similar overlap with vectors from the remaining two sets. More precisely, for example, |ψ 21 from the set A 0 has similar overlaps (in absolute value) with vectors from set A 1 and the set A 2 . With set A 1 the overlaps are, 2/3 with |ψ 01 , |ψ 22 , and 1/3 with |ψ 10 , and with A 2 , the overlaps are 1/3 with |ψ 02 , and 2/3 with |ψ 20 and |ψ 11 . This feature has a resemblance to a set of mutually unbiased basis (MUB) [21, 22] , except that in a MUB all overlaps are equal, therefore, we call the set of bases a mutually asymmetric-biased basis (MABB).
For decoding each of the alphabet, Bob performs a three outcome quantum measurement and guess the alphabet according to the measurement result. Given the above encoding, Bob performs measurement ∑ and for the second trit x 2 he performs measurement For this quantum protocol, it turns out that,
Therefore, the average success probability
which is strictly greater than the corresponding classical (noncontextual) bound, i.e., 1/2(1 + 1/3) = 2/3. We also find quantum protocols for d = 4 and d = 5, which violate the corresponding noncontextual bounds [see the Appendix]. These results are obtained numerically by optimizing over all possible pure state encodings, respectively in C 4 and C 5 , and all possible projective measurements for decoding. For d = 4 and d = 5, the obtained quantum protocol give average success probabilities taking values 0.7405 and 0.7177 respectively, which clearly beats the respective optimal classical (as well as noncontextual) bounds of 0.625 and 0.6. Note that, our exact quantum protocol for the case d = 3 is also optimal over all possible pure state encodings in C 3 and projective measurements on them.
We also note that the quantum advantage increases with the dimension d. [16] . For d = 2, the ratio between the best quantum and classical success probabilities [16] is 1.138. We show that, for d = 3, 4, 5, the ratios are 1.167, 1.185, 1.196 respectively.
Discussion and future directions:-In contrast with our work, the quantum protocols for the d = 2 case in [16] are same as the 2 → 1 and 3 → 1 quantum random access code (QRAC) protocols [23, 24] . This fails for higher d: the d-level QRAC protocols in [17] for string length 2 fail to satisfy the requirement of parity obliviousness condition (as defined in our information task) for d = 3. As a result, our encoding-decoding scheme is quite different from the quantum RAC protocol given in [17] .
Our results initiate several interesting questions. The information processing tasks defined in this work lead to noncontextuality inequalities for any finite values of d. We show quantum violation of these inequalities for some small values of d. At this point we conjecture that, the operational task defined in this work is sufficient to reveal preparation contextuality of maximally mixed states of any finite dimensional quantum system. For proving this conjecture, construction of generic quantum protocols for arbitrary values of d is required. On the other hand, note that in [13, 14] the authors have found the optimal quantum violation of the noncontextuality inequality given in [16] , and in particular in [13] it has been shown that the violation of the said inequality in quantum theory is less than a hypothetical generalized probability namely box world. Finding the optimal quantum violations of our contextuality inequalities is an open problem.
APPENDIX Quantum protocol for 4-PORAC game
Here parity partitions of Alice's strings are P 0 = {00, 13, 31, 22}, P 1 = {01, 10, 23, 32}, P 2 = {02, 20, 11, 33}, and 
For this above encoding-decoding we find that P = 1 32 ∑ i,j Tr[ρ i,j E i + F j ] = 0.7405 while the optimal classical average success probability is 1/2(1 + 1/4) = 0.625.
Quantum protocol for 5-PORAC game
Here parity partitions are P 0 = {00, 14, 41, 23, 32}, P 1 = {01, 10, 24, 42, 33}, P 2 = {02, 20, 11, 34 
