Abstract De novo construction of complete genetic linkage maps requires large mapping populations, large numbers of genetic markers, and e$cient algorithms for ordering markers and evaluating order con"dence. We constructed a complete genetic map of an individual loblolly pine (Pinus taeda L.) using ampli"ed fragment length polymorphism (AFLP) markers segregating in haploid megagametophytes and PGRI mapping software. We generated 521 polymorphic fragments from 21 AFLP primer pairs. A total of 508 fragments mapped to 12 linkage groups, which is equal to the Pinus haploid chromosome number. Bootstrap locus order matrices and recombination matrices generated by PGRI were used to select 184 framework markers that could be ordered con"dently. Order support was also evaluated using log likelihood criteria in MAPMAKER. Optimal marker orders from PGRI and MAPMAKER were identical, but the implied reliability of orders di!ered greatly. The framework map provides nearly complete coverage of the genome, estimated at approximately 1700 cM in length using a modi"ed estimator. This map should provide a useful framework for merging existing loblolly pine maps and adding multiallelic markers as they become available. Map coverage with dominant markers in both linkage phases will make the map useful for subsequent quantitative trait locus mapping in families derived by selfpollination.
Introduction
Genetic maps with high levels of genome coverage and con"dence in locus order are necessary for the reliable detection, mapping, and estimation of gene e!ects on phenotypic traits. The ability to order markers depends upon observing one or more recombination events between a pair of loci in the mapping population (Thompson 1987) , and reliable ordering will usually require a number of meioses that is many times the number of loci (Edwards 1991) . Genotyping errors interfere with locus ordering by indicating an excess of apparent double recombination events and may generate statistically signi"cant support for incorrect locus order (Buetow 1991; Ehm et al. 1996) . Incorrect locus orders and genotyping errors can also severely in#ate map length estimates (Collins et al. 1996; Shields et al. 1991) . Very large mapping populations are needed to order closely spaced markers with a high con"dence level. Finding the most likely locus order may become computationally intractable because the number of possible locus orders increases multiplicatively with the number of available markers (Falk 1992) . A point of diminishing returns occurs at which further resolution in genetic maps is not feasible and other approaches such as breakpoint analysis become necessary (Elsner et al. 1995) . Choosing a subset of available markers that can be ordered reliably is an important but nontrivial task. For example, only 970 loci in a 5840-locus human microsatellite map could be ordered uniquely at speci-"ed support levels, given the available number of informative meioses (Murray et al. 1994) .
A distinction has been made between &&framework'' maps consisting of only those markers whose order meets statistical support criteria, and &&comprehensive'' maps that attempt to place all markers in the most likely order (Keats et al. 1991) . The predominant method for evaluating order support is a comparison of log likelihoods of alternate locus orders. However, the likelihood ratio for alternate orders lacks a clear statistical interpretation, and compares the chosen order against only one alternate at a time (Buetow 1991; Keats et al. 1991) . Bootstrap resampling provides another, more conservative method for evaluating con"-dence in locus orders (Liu 1998; Marques et al. 1997 Marques et al. , 1998 . Matrices of bootstrap location frequency for each locus provide a visually powerful evaluation of assigned locus position con"dence. Sets of markers with strong order support will map to the same position in a high percentage of bootstrap replicates, which will lie in a single diagonal in the matrix. Consequently, the optimal locus order is immediately apparent from the bootstrap matrix. Error-prone markers will tend to be placed in widely varying positions in di!erent replicates. The percentage of replicates in which a marker maps to the same position provides an empirical con"-dence level for marker position (Weir 1996) .
Genetic mapping in pines (Pinus spp. ) is still at an early stage, and the development of markers, mapping populations, and genetic maps generally have been done concurrently. Genetic maps have been constructed for several species of pines using restriction fragment length polymorphism (RFLP), random ampli"ed polymorphic DNA (RAPD), microsatellite, protein and, recently, ampli"ed fragment length polymorphism (AFLP) markers (Devey et al. 1994 (Devey et al. , 1996 Echt and Nelson 1997; Kubisiak et al. 1995; Nelson et al. 1993 Nelson et al. , 1994 Plomion et al. 1995a, b; Travis et al. 1998 ). All of the maps constructed so far have contained more than the 12 linkage groups expected for the chromosome number in Pinus, except for that of Plomion et al. (1995a) . Pine genetic maps constructed to date are generally reported to be incomplete, but this assessment is based on widely varying estimates of genome length. The advent of anonymous polymerase chain reaction (PCR)-based marker techniques such as AFLP (Vos et al. 1995) has made rapid de novo generation of large numbers of genetic markers feasible. This allows the construction of much more complete genetic maps from individual trees than has been practical until now. Locus-ordering algorithms such as simulated annealing (Kirkpatrick et al. 1983 ) and bootstrap methods of order evaluation improve e$ciency when ordering the large numbers of markers generated by these techniques.
The Pinaceae have very large genomes, approximately 2;10 bp. Consequently, individual pine chromosomes have about 57 times the physical length as those of Arabidopsis, even though the average map lengths are similar (Plomion et al. 1995a) . The large genome size and predominance of repetitive DNA in the Pinaceae make the use of RFLP-and microsatellite-based genetic markers more di$cult (Kinlaw and Neale 1997; Pfei!er et al. 1997 ), a situation that we have found to be true for AFLP markers as well.
In this paper, we report construction of a genetic linkage map with complete coverage and 12 linkage groups (corresponding to the haploid chromosome number) in loblolly pine (Pinus taeda L.) from a single parent using AFLP markers. We discuss a novel approach to developing a framework linkage map from a large set of genetic markers, using PGRI software (Liu 1998) . PGRI uses a simulated-annealing algorithm to order entire sets of linked markers and bootstrap resampling to evaluate locus order con"dence levels. This facilitates framework map construction by permitting an e$cient interactive process of identifying and dropping markers likely to contain scoring errors and evaluating the reliability of the resulting orders. We also describe successful methods for adapting the AFLP technique to mapping in physically large genomes, using automated #uorescence-based detection. We demonstrate complete map coverage using several approaches and consequently provide a "rm genome length estimate of approximately 1700 cM Kosambi. Finally, we discuss the implications of the resulting map for development of consensus maps and trait mapping in families derived from self-pollination.
Materials and methods

DNA preparation
Megagametophytes were obtained from open-pollinated seeds from loblolly pine clone 7-56 (NCSU-Industry Cooperative Tree Improvement Program). Seeds were germinated in 1% hydrogen peroxide for approximately 4 days. Genomic DNA was extracted from ground, frozen megagametophytes by incubating these for approximately 1 h in 400 l Puregene SDS-TRIS-EDTA cell lysis solution (Gentra Systems) containing 100 g/ml Proteinase K and 20 g/ml RNAse A, followed by the addition of 125 l Puregene ammonium acetate protein precipitation solution (Gentra Systems). The DNA was precipitated from the supernatant by adding an equal volume of isopropanol, rinsed in 70% ethanol, and resuspended in 50 l TE bu!er. The DNA preparations were quantitated by electrophoresing of 2 l of each suspension on 0.8% agarose gels containing 0.2 g/ml ethidium bromide and then comparing band intensities with known quantities of lambda phage DNA.
AFLP template preparation and reactions
Templates for AFLP reactions were prepared following Vos et al. (1995) using 500 ng megagametophyte DNA for restriction digests with EcoRI and MseI and ligation of adapters. The restrictionligation (RL) mixture was diluted 1 : 10 in deionized water prior to preampli"cation.
Preampli"cation was carried out using standard AFLP EcoRI (E) and MseI (M) primers (Vos et al. 1995) containing selective nucleotides E#AC and M#CC. Reaction mixture volumes were 20 l, with 5 l diluted RL mixture as template, 1.2 U ¹aq polymerase (Boehringer), 30 ng E primer, 30 ng M primer, 10 mM TRIS-HCl pH 8.3, 1.5 mM MgCl , 50 mM KCl, and 0.2 mM each of all four dNTPs. PCR ampli"cations were carried out with 28 cycles of a 30-s denaturation at 943C, a 30-s annealing at 603C, and a 60-s extension at 723C.
Selective ampli"cations were done using various combinations of E primers with three selective nucleotides and M primers with four selective nucleotides (E#3/M#4). Reaction mixtures were as described above for preampli"cation, except that 5 l of 1: 100 dilutions of the preampli"cation products was used as template, and only 5 ng of infrared dye (IRD)-labeled E primer (Li-Cor) was used. PCR ampli"cations consisted of 36 cycles of a 30-s denaturation at 943C, a 30-s annealing (see below), and a 60-s extension at 723C. The annealing temperature was 653C for the "rst cycle, was reduced by 0.73C for each of the next 12 cycles, and was 563C for the remaining 23 cycles.
Detection and scoring of AFLP fragments AFLP reaction products were resolved on denaturing gels containing 6% or 7% Long Ranger polyacrylamide (FMC), 7.5 M urea, and 1;TBE (89 mM TRIS, 89 mM boric acid, 2 mM EDTA). Loading bu!er (10 l) consisting of 95% deionized formamide, 20 mM EDTA pH 8.0, and 1 mg/ml bromophenol blue (USB) was added to each selective ampli"cation product prior to gel loading. This mixture was heated at 943C for 3 min, then quickly cooled on ice before loading 1.5 l of each sample on the gel. IRD-labeled molecularweight markers (Li-Cor) were loaded in two lanes as a standard.
Electrophoresis was carried out on Li-Cor 4000L automated sequencers using 1;TBE running bu!er, with run parameters of 2000 V, 35 mA, 70 W, signal channel 3, motor speed 3 or 4, 503C plate temperature, and 16-bit pixel depth for collection of TIFF image "les.
Polymorphic fragments were scored by eye in the TIFF image "les using RFLPscan Version 3.0 (Scanalytics). Automatic detection thresholds were set at the maximum level to minimize the number of automatically scored fragments, and polymorphic fragments were scored electronically by the user. The software automatically assigned molecular weights to fragments, binned the corresponding fragments from di!erent samples representing single polymorphisms, and generated reports of fragment presence/absence strings for each sample. These reports were converted into mapping software formats using a spreadsheet program.
Linkage map construction
Map construction using PGRI version 1.0 (Liu 1998) consisted of assigning polymorphisms to linkage groups, ordering markers, and choosing a set of framework markers that could be ordered con"-dently. Linkage between pairs of markers was evaluated with a likelihood ratio test. The threshold p-value ( ) for linkage evaluation was chosen so that the likelihood of obtaining any false linkages would be less than a target level a. The appropriate is based not only on the number of two-point tests (m), but also on the prior probability of linkage (+1/C) and the power to detect true linkage (1! ), where C is the haploid chromosome number and is the probability of type-II error (Morton 1955; Ott 1991) . We can estimate m in terms of the number of markers n and make an approximation for in terms of C, with the threshold map distance d corresponding to detectable linkage, and the genome length¸, and solve for (see Appendix):
For each declared linkage group, the &&manually interactive'' option of PGRI was used to order candidate markers and select a set of framework markers with strong order support. Preliminary marker orders were generated using simulated annealing (Kirkpatrick et al. 1983 ) with minimum sum of adjacent recombination fractions (SARF) as the criterion. In simulated annealing, an initial marker order is chosen randomly and the SARF (E G ) is calculated. Then, two randomly selected loci are permuted. If the new SARF (E H ) is smaller than E G , the new order is selected. If E H 'E G , the new order will be accepted with probability
where k @ is the Boltzman constant, and ¹ is typically chosen to be greater than the largest likely values of E G !E H . This process is repeated iteratively with gradual reduction in the value of ¹, until a lower value of E is not obtained in a speci"ed number of iterations. This algorithm allows orders with longer SARFs to be chosen occasionally, which reduces the likelihood of reaching a local rather than global minimum SARF (Liu 1998 ). The ordered markers were then evaluated for consistency of bootstrap placement and excesses of apparent double recombination events with adjacent markers. Less reliable markers were dropped in an iterative process, and the ordering repeated, until a reliable set of framework markers was obtained.
Linkage grouping and marker ordering were also evaluated in MAPMAKER version 2.0 for Macintosh (Lander et al. 1987) . The entire marker data set was duplicated, and marker presence/absence scores were recoded in the duplicate set to allow MAPMAKER to detect repulsion-phase linkages. Marker distribution by linkage phase was evaluated in MAPMAKER, and alternate markers that improved linkage phase distribution were identi"ed. All three-locus permutations of marker order within each linkage group were compared in MAPMAKER using the &&ripple'' command to evaluate LOD support for order.
Marker distribution
Marker distribution among linkage groups was evaluated by comparing marker density with expectations under the Poisson distribution. This test was conducted using all markers, both framewok and accessory. Each linkage group i was estimated to have a length
, where M G is the map distance between terminal markers of linkage group i, and s is the average framework marker spacing. Under a uniform probability distribution for marker location, s is also the expected distance from a terminal marker to the chromosome end. If the underlying marker density were the same for all chromosomes, the number of markers m G in linkage group i would be a sample from a Poisson distribution with parameter
where m is the total number of markers. The probabilities P(X4m G ) and P(X5m G ) were evaluated under the cumulative Poisson distribution. As this is a two-tailed test, probabilities less than /2 correspond to deviations from Poisson expectations of level . Clustering of markers within linkage groups was tested by grouping each non-framework (accessory) marker with the closest framework marker. The number of accessory markers b GH grouped with framework marker j in linkage group i was compared with Poisson expectations for a window of width = GH cM. = GH is half the combined distance to the adjacent framework markers, and for terminal framework markers it includes the expected distance of 8.9 cM to the chromosome end. If accessory markers are randomly distributed, the expected number GH in a given window is equal to
is the number of accessory markers in linkage group i, and the distribution of b GH should be Poisson. The probabilities P(X4b GH ) and P(X5b GH ) were evaluated for each framework marker window under the cumulative Poisson distribution. Clustering of accessory markers can occur due to the procedure for selecting framework markers as well as inherent clustering of markers. Consequently, the number of b GH values that deviate signi"cantly from expectations may overestimate the degree of clustering.
Map length and genome coverage
Average framework marker spacing s was calculated by dividing the summed length of all linkage groups by the number of framework marker intervals, which is the number of framework markers minus the number of linkage groups. The proportion c of the genome within d cM of a marker, assuming random marker distribution, was estimated using the relationship c"1!e } BL*, where¸is the estimated genome length and n is the number of markers (Lange and Boehnke 1982) . As a further check on genome coverage, all unlinked polymorphisms segregating in a 1 : 1 ratio were evaluated in MAPMAKER for linkage to each other and to the terminal framework markers of all linkage groups, using a low LOD threshold. Genome length¸was estimated using the method of Hulbert et al. (1988) , as modi"ed in method 3 of Chakravarti et al. (1991) , in which) "n(n!1)d/k, where n is the total number of markers, d is the map distance corresponding to the LOD threshold Z for declaring linkage, and k is the number of markers linked at LOD Z or greater. We also used a modi"ed estimatorĶ ? that corrects the Hulbert estimate for an upward bias related to chromosome ends (see Appendix):
.
Results
Generation and inheritance of AFLP polymorphisms
The genomes of conifers are very large (approx. 2;10 bp). Consequently, the usual AFLP selective ampli"cations using E#3/M#3 primer combinations resulted in too many faint and overlapping fragments (results not shown). To address this problem, we added a fourth selective nucleotide to the M primer and did preampli"cations with E#2/M#2 primer combinations in place of the typical E#1/M#1 combinations. The modi"ed preampli"cation is important because some primer-template mismatch appears to be tolerated at sites other than the two bases at the 3 end of the primer (Vos et al. 1995) . The base composition of the primer selective extensions also had a signi"cant e!ect on the number of segregating AFLP fragments (Table 1 ). In particular, CpG dinucleotides in either the E or M primer selective extension substantially reduced the number of fragments detected and gave the most suitable results in most cases. However, CpG dinucleotides in the selective regions of both primers tended to result in too few fragments. This e!ect was not surprising, as CpG is known to be under-represented in vertebrate genomes (Cooper and Krawczak 1990) .
Infrared dye-labeled E primers were substituted for the conventional 5 end labeling with [P] for detection with the Li-Cor automated sequencer system. Overall sensitivity of band detection using the autoradiogram-like TIFF images appeared equal to or better than that obtained with autoradiography ( Fig. 1) .
We screened 36 primer combinations compatible with the E#AC/M#CC preampli"cation by doing selective ampli"cations from six samples. Most of the Vos et al. (1995) for core primer sequences screened primer combinations contained at least one CpG dinucleotide in the selective extension. Each primer combination was scored for number of segregating polymorphic fragments detected and overall sharpness and intensity of polymorphic fragments. Based on this screening, we selected 21 primer combinations for use in mapping. AFLP reactions were carried out on DNA samples from 93 megagametophytes from openpollinated seeds of loblolly pine clone 7-56. Diploid DNA samples from clone 7-56, an unrelated individual (7-51), and a progeny of these selections (7-1037) were also included to verify normal inheritance of fragments in megagametophytes from 7-56, and to identify which fragments were transmitted to 7-1037. Fig. 1 A portion of a TIFF image for AFLP primer combination E#ACA/M#CCGG.¸anes 2}4 contain diploid DNA from clones 7-56, 7-51, and 7-1037, respectively.¸anes 5-49 contain haploid megagametophyte DNA from 45 seeds collected from clone 7-56. Lanes 1 and 50 contain molecular-weight markers with a range of 50}350 bases. Fragments present in some samples and absent in others (arrowheads) were scored as polymorphisms A total of 521 polymorphisms were scored from AFLP reactions using the 21 selected primer combinations. Preampli"cations using the primer combination E#AC/M#CC were used as template for all selective ampli"cations. On average, 25 polymorphisms were scored per primer pair, with a range of 10}47 scored polymorphisms (Table 1) . The TIFF images produced by the automated sequencer provided su$cient resolution to distinguish fragment mobilities at single-base resolution over the entire fragment size range (42}600#nucleotides), although polymorphisms were di$cult to score in regions in which 3 or more polymorphic fragments were separated in size by a single base each.
Repeatability of fragment scoring was evaluated by scoring 48 of the megagametophyte samples independently, on two separate occasions, from 2 separate selective ampli"cations with a representative primer pair (E#ACG/M#CCTG). The observed proportion of scoring discrepancies (w) was 0.021, which corresponds to an error rate of 1.1% using the relationship w"2 (1! ) (Shields et al. 1991) .
Linkage map construction
An initial p-value ( N ) of 1;10 } was chosen for declaring two-point linkages so as to achieve a likelihood of less than 5% of obtaining any false linkages. Using an initial estimate of 2000 cM for¸and 32 cM for d (corresponding to a recombination fraction of approximately 0.28), n"521 polymorphisms, C"12, and a target a of 0.05, we obtained a value of 1.41;10 } for . However, the smallest p-value treated as nonzero in PGRI was 5.97;10 } , so this value was used for initial linkage grouping. This p-value and a maximum recombination fraction r of 0.22 resulted in the grouping of 508 markers into 12 linkage groups (designated LG1-LG12), leaving 13 polymorphisms unlinked. We also grouped polymorphisms in MAPMAKER version 2.0 for Macintosh (generously provided by S. Tingey, DuPont) using a LOD threshold of 7.0, which corresponds to a p-value of 1.37;10 } . This produced 13 rather than 12 linkage groups, with LG12 separated into 2 groups. The two sets of markers comprising LG12 could be joined at a p-value of 2.47;10 } (LOD 6.74).
Polymorphic fragments inherited in 1 : 1 ratios from the maternal parent (7-56) that could be mapped to a linkage group were considered candidate genetic markers. Fragments that deviated from a 1 : 1 segregation at probability levels between 0.01 and 0.05 were not automatically dropped, as some deviations at this level are expected to occur by chance alone in a large data set. A band ampli"ed from 7-56 genomic DNA corresponded with nearly every candidate marker. The few exceptions could be attributed to weak or failed 7-56 ampli"cations that prevented the scoring of some fragments. Final acceptance as useful markers also required that fragments could be scored reliably, which was evaluated during the subsequent ordering process.
Framework maps were constructed for each linkage group. To simplify ordering, we initially used marker subgroups generated by restricting the recombination fraction r to a maximum of 0.15. These were numbered 1a-18a, 21a-24a, and 28a-30a. Preliminary marker orders were generated using the simulated annealing/sum of adjacent recombination fractions (SA-SAR) algorithm, and the program produced a recombination matrix of the ordered loci, a map table, and a bootstrap con"dence matrix for locus order. We "rst checked the (Liu 1998) bootstrap matrix to ensure that the order generated was reasonable, as evidenced by a plurality of bootstrap orders for each locus falling close to a single diagonal (Fig. 2) , and generated a new order if necessary. Errors in scoring generally show up as an excess Fig. 3 Recombination matrix from LG4, as generated by PGRI. Boldface numbers show recombination fractions between marker ACA/CCAG-710 and other markers. The sum of the recombination fractions between ACA/CCAG-710 and adjacent markers ACT/ CCGC-134 and ACA/CCTG-486 (shown in bold italics) is substantially greater than the recombination fractions between the two adjacent markers (underlined). Dropping marker ACA/CCAG-710 reduces the length of LG4 by 6.8 cM Kosambi of apparent double crossovers. These are easily detected in the recombination matrix because the sum of recombination fractions to nearby #anking pairs of markers will substantially exceed the recombination fraction between the #anking markers (Fig. 3) . Errorprone markers also tended to be placed in widely varying locations in di!erent bootstrap replicates, especially at the linkage group ends, in the bootstrap matrix. Markers initially ordered at the ends of linkage groups were closely scrutinized, and those with lower recombination fractions to interior markers were dropped. Polymorphisms were dropped a few at a time, a new order was generated, and the process was repeated. If the recombination matrix properties were not improved in the vicinity of the dropped markers, or if dropping the markers did not substantially shorten the map, they were added back in and other markers were dropped. In the "nal iterations, additional markers were dropped where spacing was too close to obtain reliable ordering. This iterative process was continued until all remaining loci were consistently placed at a single position in at least 70% of the bootstrap replicates. By this point in the process, bootstrap support for most loci was typically about 90%. After this process was completed for all linkage subgroups, we recombined the retained markers from each subgroup into the initial 12 linkage groups. Additional markers were dropped as needed until bootstrap placement was again greater than 70% for all positions.
The "nal map (Fig. 4) contained 12 linkage groups, as did the initial grouping in PGRI, but the initial grouping was not entirely correct. The 3 subgroups (2a, 8a and 10a) comprising LG2 did not behave as a single linkage group when the subgroups were combined. The loci could not be ordered so that a bootstrap matrix with a single prominent diagonal was generated. By dropping 1 entire subgroup at a time, we found that subgroups 8a and 10a behaved as a single group when subgroup 2a was left out. We also found that subgroup 2a and marker ACA/CCTG-380 (which grouped with 8a but could not be ordered with the other markers) were linked to LG1 at a p-value of approximately 5;10 } . A bootstrap matrix with a single prominent diagonal was generated when this group of markers was combined with LG1, which then increased in length from 80.4 cM to 137.1 cM. We concluded that subgroup 2a and marker ACA/CCTG-380 belong to LG1.
In the case of LG12, which was split into 2 linkage groups at LOD 7.0 using MAPMAKER, the combined subgroups behaved as a single linkage group in the bootstrap process. Consequently, we accepted the treatment of LG12 as a single linkage group, as suggested by the slightly less restrictive criteria used in PGRI.
Variations in locus orders between bootstraps can result from failure of the simulated annealing algorithm to generate the optimal order as well as from actual changes in the optimal order due to resampling. To evaluate the e!ect of non-optimal initial orders on the bootstrap con"dence level, we replicated the generation of initial orders for the framework markers of LG1 and LG4 without resampling. No changes in locus order were found in 80 replications with LG1, but 9 out of 100 replications with LG4 generated di!erent orders.
Order support of the map was also evaluated in MAPMAKER V.2.0 for Macintosh using the &&Ripple'' command to compare all three-locus permutations of the framework order. A few additional markers were dropped from the framework map or substituted with other markers in situations where the log likelihood order support was less than 3.0. We did retain some marker combinations with order support less than 3.0 where they contributed to the distribution of marker linkage phases on the framework map. The weakest order support by this criterion is a log likelihood di!erence of 1.68 associated with permuting markers ACG/CCAG-152 and ACG/CCGC-262 at the tip of
LG4. The optimal locus orders indicated by the Ripple procedure in MAPMAKER agreed in every case with the locus orders determined by the bootstrap procedure in PGRI.
We also used MAPMAKER to evaluate the overall distribution of framework markers by linkage phase. To ensure thorough map coverage with both linkage phases, we also identi"ed on the map markers perfectly linked in repulsion to framework markers. In most cases these do not appear to be true codominant markers, as they were obtained using di!erent primer pairs. In long regions with only a single linkage phase represented on the framework map, we also located additional repulsion-phase markers closely linked to framework markers (r(0.04) on the map relative to the nearest framework marker. All other nonframework (accessory) markers are not shown on the map but are located in a reference spreadsheet (available from the corresponding author upon request) with respect to the nearest framework marker.
Map length and coverage
The "nal linkage map (Fig. 4) consists of 184 framework markers. Eight additional markers perfectly linked in repulsion to the framework markers and 11 other alternate markers for improved linkage phase distribution are also located on the map. The combined length of the 12 linkage groups is 1528 cM Kosambi. The average framework marker spacing, calculated by dividing the summed length of the linkage groups by the number of framework marker intervals, is 8.9 cM. If framework markers are not clustered and each linkage group corresponds to a single chromosome, then the estimated average distance between the terminal markers of each linkage group and the actual chromosome ends is equal to the 8.9 cM average framework marker spacing. With these assumptions, the estimated map length is 1742 cM.
Tests for marker distribution among linkage groups compared the total number of markers m G for each linkage group with its expected value G "508G G /1742. Poisson probabilities for deviations of m G from G in either direction were greater than 0.025 for all linkage groups (Table 2) . Thus, we did not detect signi"cant di!erences in marker density among linkage groups at a 0.05 level. When we tested for clustering of accessory markers within linkage groups, 18 out of 184 intervals showed deviations from the Poisson expectation at the 0.05 level [i.e., P(X4b GH )(0.025 or P(X5b GH )( 0.025], and 13 deviated at the 0.01 level. This suggested at least some degree of marker clustering when all markers (not just framework markers) are considered. In both of the tests for marker distribution, the unique value of the Poisson parameter for each linkage group and window precluded the use of a single test statistic to evaluate the extent of clustering. We evaluated the degree of map coverage in several ways. Using the formula c"1!e\BL* (see Materials and methods) and estimating¸at 1800 cM, an estimated 99.6% of the genome is within 10 cM of one of the 508 linked markers (Lange and Boehnke 1982) . Using only the 183 framework markers, an estimated 87.5% of the genome is within 10 cM of a framework marker, and 98.4% is within 20 cM of a framework marker.
We estimated genome length using the Hulbert method Hulbert et al. 1988) with our modi"cations. A total of 3284 linked marker pairs were detected using a LOD threshold of 7.0 and letting n represent all 521 scored polymorphisms. The maximum map distance associated with the LOD score of 7.0 is approximately 22 cM, resulting in an unadjusted genome length estimate of 1814 cM Kosambi and an estimate of 1672 cM with the adjustment for chromosome ends. These estimates are both within 4.2% of the 1742 cM framework map length estimate.
Finally, we evaluated whether the 13 unlinked polymorphisms could be markers in genomic regions unsampled by the remaining markers. Six of these polymorphisms had segregation ratios highly distorted from the expected 1 : 1 ratio, with test statistic values of 8.91 or greater, and were more suggestive of the 3 : 1 segregation ratio expected of a pair of unlinked comigrating fragments. Using MAPMAKER, we tested the 7 remaining unlinked polymorphisms for linkage to each other and to the 2 terminal framework markers of ᭣ Fig. 4 Final linkage map for Pinus taeda clone 7-56. Marker names ending with r are in reverse linkage phase to those not so designated. Alternate markers are placed to the right of the nearest framework marker, with the recombination fraction shown in parentheses each linkage group at a permissive LOD threshold of 3.0. None of the 7 polymorphisms showed linkage to the terminal markers of any of the linkage groups. Three were loosely linked to each other, but support for the most likely order was very weak. We subsequently rechecked the RFLPscan images for these 7 polymorphisms. In one case, di!erent fragments had been scored on di!erent gels, and 5 of the other 6 polymorphisms were di$cult to score con"dently because of faint or variable-intensity bands and co-migrating fragments. We concluded that none of these unlinked polymorphisms were likely to be genuine markers outside of regions covered by the map.
Population distribution of marker alleles
The diploid DNA from clone 7-51 included in the AFLP reactions was used to generate a preliminary estimate of the frequency at which 7-56 markers will also be segregating in an unrelated individual. Fragments corresponding to 171 polymorphisms segregating in 7-56 progeny were identi"ed in 7-51, out of a total of 478 loci that could be con"dently scored in 7-51. Some of these fragments will be homozygous in 7-51, and only the heterozygous fragments represent potential markers. If genotype frequencies are in Hardy-Weinberg proportions at each locus, the expected frequency of heterozygous fragments P & is
where P is the observed frequency of band-absent phenotypes in a set of marker loci observed in diploid individuals, and < N is the variance in band-present allele frequency among loci. < N cannot be estimated from the data when only one diploid individual is observed, but a reasonable range of values can be used in the equation. The estimate of P from the 7-51 data is 1!171/478"0.642, and P & estimates range from 0.318 with < N "0, to 0.290 with a standard deviation of 0.15 for band-present allele frequency (< N "0.0225), to 0.202 with a very large allele frequency standard deviation of 0.30 (< N "0.09). This also assumes that all corresponding fragments in 7-51 are actually homologous to the 7-56 fragments and that 7-51 is a typical individual. Consequently, these estimates are only preliminary and need to be veri"ed by mapping other individuals using the same primer combinations.
Discussion
Map construction
Two persistent problems in genetic mapping have been the identi"cation of optimal locus orders and the identi"cation and correction of errors. Methods for identifying optimal locus orders without an exhaustive evaluation of every possible order include branch and bound (Thompson 1987) , seriation (Buetow and Chakravarti 1987) , and simulated annealing (Kirkpatrick et al. 1983) . Only the branch and bound method is guaranteed to produce the best order, but an intractably large number of orders may need to be evaluated for large linkage groups (Liu 1998; Weir 1996) . Several methods have been proposed to identify potential genotyping errors using likelihoods (Ehm et al. 1996; Lincoln and Lander 1992; Ott 1993) . Newell et al. (1995) have proposed a distance geometry method that provides both a deterministic solution for optimal order and error estimates for placement of individual loci.
PGRI facilitates optimal locus ordering and the evaluation of order reliability by combining a simulated annealing algorithm with bootstrapping. The major advantage of bootstrapping is that the optimal order (if one clearly exists) is immediately apparent from the bootstrap matrix. Even though the simulated annealing algorithm frequently generated non-optimal orders, especially when ordering a large number of markers, the quality of the generated order could readily be evaluated from the bootstrap table and the markers could be reordered if necessary. As a result, locus ordering in PGRI was e$cient even when large numbers of markers were being ordered at one time. The bootstrap matrix also allowed the immediate diagnosis and resolution of false linkage assignments, a situation that could be di$cult to resolve by other methodologies. In contrast, the log likelihood comparisons from MAPMAKER o!er a conventional algebraic measure of order support, around which standards for framework maps have been established (Keats et al. 1991) . Our &&framework'' map does not strictly follow these standards, as we have included some locus combinations with interval support of less than 3 to improve coverage with both marker linkage phases. However, strict framework criteria could easily be met by dropping relatively few loci without a!ecting the overall integrity or genome coverage of the map.
The apparent optimal orders of framework markers were identical for all linkage groups in PGRI and MAPMAKER, although the implied reliability of orders is very di!erent. Overall, a bootstrap support of 75}80% for a locus position tended to correspond to a log likelihood di!erence of about 3 for the favored order compared to the next most likely alternative. Log likelihood comparisons underestimate the error associated with locus orders as they only compare one alternative order at a time (Keats et al. 1991; Marques et al. 1998) , and the likelihood ratio is not in itself a probability of type-I error. Plomion et al. (1995b) found that two independently constructed maps from the same individual contained order discrepancies in about 2% of the intervals when an interval support criterion of 3 was used. On the other hand, the bootstrap percentage for a given locus position is a conservative measure of reliability because order changes result from generation of non-optimal orders by the ordering algorithm (in this case simulated annealing) as well as from actual di!erences in optimal orders between bootstrap samples. Our replication of initial ordering for 2 linkage groups suggests that bootstrap con"dence levels may underestimate the true con"-dence level for locus position by nearly 10% for some linkage groups.
We did not apply a systematic error detection algorithm, such as that of Lincoln and Lander (1992) in the current versions of MAPMAKER, to identify and correct individual scoring errors. We were more interested in identifying and dropping altogether loci with excessive scoring errors rather than correcting individual scores, and our approach of searching for excess double recombinants using the recombination matrix served this purpose. Our rationale was that error rates tend to re#ect the di$culty of scoring particular markers, so markers scored with few errors are likely to be scored more accurately in future data sets as well. Alternative approaches to ordering loci and evaluating marker quality are needed in standard mapping software. The distance matrix approach of Newell et al. (1995) in particular may be worthy of further evaluation.
Map length and coverage
Several lines of evidence indicate virtually complete genome coverage for our map. These include coverage estimates of nearly 100% based on the number of markers; identi"cation of 12 linkage groups, equal to the Pinus chromosome number; close agreement between map length and the Hulbert genome length estimator; and a lack of unlinked polymorphisms that are credible markers. Our estimates of genome coverage based on number of markers predict that 98.4% of the loblolly pine genome is within 20 cM of a framework marker. Estimates based on the number of markers will underestimate coverage if markers are spaced systematically. As the process of selecting framework markers results in a somewhat systematic marker distribution, our estimate probably represents a lower bound of framework map coverage.
The coalescence of our AFLP linkage map into 12 strongly supported linkage groups contrasts with the 29 linkage groups obtained by Paglia et al. (1998) in Norway spruce (n"12), and the 25 linkage groups of Travis et al. (1998) EcoRI sites may be more randomly distributed over the genome, leaving fewer large gaps in map coverage and facilitating the coalescence of linkage groups. We did observe some clustering of markers within linkage groups. While the non-random process of selecting framework markers may have in#uenced our test for marker clustering, this is unlikely to explain the number of observations that deviated from expectations at the 1% level. Studies in Drosophila and mouse indicate that non-random variation in marker distribution on genetic maps is due mostly to heterogeneous recombination rates rather than di!erences in the physical distribution of markers (Lyon 1976; Nachman and Churchill 1996) , and this may explain our results. We did not observe the extreme degree of centromeric clustering of AFLP markers reported by Young et al. (1998) in rainbow trout.
This study establishes a "rm estimate of the genome length of pine. Our estimates of genome length, based both on map length and the adjusted Hulbert estimate, suggest a genome length of approximately 1700 cM Kosambi. Other published estimates in Pinus spp. range from about 1300 cM to more than 3000 cM (Echt and Nelson 1997; Kubisiak et al. 1995; Nelson et al. 1993 Nelson et al. , 1994 Plomion et al. 1995a, b; Travis et al. 1998 ). These discrepancies may be due in part to the choice of map function (Echt and Nelson 1997) and di!erences in recombination rates between pollen and seed parents (Groover et al. 1995; Plomion and O'Malley 1996) . Echt and Nelson (1997) obtained estimates close to 2000 cM Kosambi for three species of Pinus by using a set of standardized criteria. Estimates based on chiasmata frequency suggest a genome length closer to 1500 cM (Plomion et al. 1995b; Saylor and Smith 1966) .
Estimates of genome length and map distances between markers are important for the estimation of gene e!ects, integration of genetic and physical maps, and evaluation of map coverage. Consequently, it is important to minimize biases that can in#uence these estimates. Simulation studies show that the Hulbert estimator tends to overestimate genome length . The upward bias may be due in part to ignoring the e!ect of chromosome ends. We have introduced an adjustment for this bias that does not require use of the more computationally intensive maximum likelihood estimator developed by Chakravarti et al. (1991) . Using this adjustment shortened our genome length estimate by about 8%. Genotyping errors also cause substantial in#ation of map length estimates (Buetow 1991; Shields et al. 1991) , and they will in#ate the Hulbert estimator as well. Genotyping errors are probably a factor in all estimates of pine genome length to date, especially when all of the scored markers are included in the data set. We attempted to minimize the contribution of scoring errors to the framework map by starting with a large initial number of markers and dropping markers that showed excessive double recombinations with #anking markers. Nevertheless, our framework map length may still be somewhat in#ated by remaining errors. The non-random clustering of markers, on the other hand, may bias the genome length estimates downward.
Map utility
This map should be useful for merging linkage groups on existing loblolly pine maps and developing consensus maps by virtue of its complete coverage and correct number of linkage groups. The distribution of 7-56 polymorphic fragments in an unrelated individual (7-51) suggests that about a quarter of these markers are likely to be segregating in any given loblolly pine family. Nearly 90% of co-migrating AFLP polymorphisms scored in di!erent potato genotypes appeared to be homologous, as evidenced by mapping to the same regions and sequence identity (Rouppe van der Voort et al. 1997). Identifying two or more homologous segregating markers per linkage group will establish map synteny and alignment between di!erent individuals. This should be easily achievable given the large number of available markers. This map should also provide a useful framework for locating multiallelic markers such as microsatellites as they become available, as discussed by Paglia et al. (1998) .
We plan to use this linkage map for mapping expressed sequence tags (ESTs), known genes, quantitative trait loci (QTLs), and viability loci in a family derived by self-pollination of clone 7-56. Dominant markers have been shown to have low information content for mapping QTLs in F or self families (Liu 1998) , but this assumes that all markers are in a single linkage phase. Dominant and codominant markers are equally informative for linkage mapping in haploid genomes as we have done, or with a backcross or pseudo-testcross design (Grattapaglia and Sedero! 1994) . In a simulation study, Jiang and Zeng (1997) estimated the informativeness of dominant markers for QTL mapping in F populations, relative to codominant markers, using a Markov chain method to estimate conditional marker genotype probabilities. They found little loss of power or precision when dominant markers of both linkage phases were equally represented and the linkage map was already known. We have sought to maximize coverage with both marker linkage phases in constructing this map, so these circumstances will be largely satis"ed in our subsequent QTL mapping.
Let ; be the event that a randomly chosen pair of loci is unlinked, i.e., that they reside on di!erent chromosomes. Also, let ¹ be the event that a test statistic exceeds the critical value for declaring linkage at level . Finally, we de"ne ; and ¹ as the complement of ; and ¹, respectively.
The goal in de"ning the appropriate level is to minimize to some acceptable level (for example, 0.05) the probability that any pair of unlinked loci in the data set will falsely be identi"ed as linked, which would result in the merging of two chromosomes into a single linkage group. This would be the conditional event ;*"¹, where ;* "6 G (; G "¹) over all i pairs of loci. While it may seem intuitive to treat as P(;"¹), is instead correctly interpreted as P(¹";), which is the probability that the test statistic exceeds the critical value for an unlinked pair of loci. By Bayes Theorem: P(;"¹)" P(¹";) P(;) P(¹) " P(¹";) P(;) P(¹";) P(;)#P(¹";) P(;) ,
as originally shown by Morton (1955; Ott 1991) .
To estimate "P(¹";), we need estimates of the other terms in Eq. 1. It is convenient to estimate P(;"¹) using the relationship P(;*"¹)"1![1!P(;"¹)]K+mP(;"¹), where m is the number of unlinked locus pairs in the set of marker loci. This estimate is conservative, as the m unlinked locus pairs are not all independent. If markers have an equal probability of being on any chromosome, the expected value for m is n(C!1)/2C, where n is the total number of marker loci and C is the haploid chromosome number. If a is the desired value for P(;*"¹), then P(;"¹)+a/m" 2aC n(C!1) . P(;) is approximately (C!1)/C, and P(;)+1/C, provided that markers have nearly equal probabilities of being located on any chromosome. P(¹";) is the power to detect true linkage, or 1! , where is the probability of a type-II error. If d is the threshold map distance corresponding to ¹, and¸is the total genome length in map units, then 1! +2dC/¸. Using these approximations, Eq. 
will usually be unknown at this stage and must be estimated. Also, d will be dependent on the value of , which is being solved for, so an approximate value must be chosen. If desired, a new d can be chosen based on the calculated value of , and the calculation repeated iteratively until the values for converge. However, this is probably not warranted in most cases given the approximations involved in estimating 1! .
Adjustment of genome length estimate
In the method of Hulbert et al. (1988) , as modi"ed in method 3 of Chakravarti et al. (1991) , genome length¸is estimated by the formula,
where n is the total number of markers, d is the map distance corresponding to the LOD threshold Z for declaring linkage, and k is the number of marker pairs linked at a LOD Z or greater. This formula assumes a window of 2d cM around each marker in which linked markers can be detected, which does not account for chromosome ends and thus will tend to overestimate map length. For markers within d cM of a chromosome end, the average position is d/2 cM from the chromosome end, so these markers have an average window size of 3d/2 rather than 2d. This assumes that marker locations follow a uniform probability distribution and that all chromosomes are at least 2d in length. The proportion of the genome in these regions is 2Cd/¸, where C is the haploid chromosome number. Accordingly, we also used an adjusted estimate for¸:
As this estimate itself contains¸, we set¸"Ķ ? , multiply byĶ ? and rearrange to obtain the quadratic equation: 
A second solution, in which the radical is subtracted rather than added, is artifactual.
