This paper deals with application of a modified Fréchet metric to self-organizing neural networks, called Kohenen maps. The methodology used allows us to put more emphasis on the selected parameters in the input data. It can simplify finding the minimal distance , since ∈ 〈0,1〉.
INTRODUCTION
This paper is focused on one of the basic models of neural networksself-organizing maps (SOM). Two of the earliest people to focus on the problem of topological mapping using neural networks were Willshaw and von der Malbury in [7] . A computationally simplified model was published by Kohonen in 1982 , and therefore SOM are also referred to as Kohonen maps. The new modification of his algorithm will allow the input vector coordinates to be of different importance.
KOHONEN MAPS
Kohonen maps belong to the category of self-organizing neural networks. They are learning networks without a teacher, which does not require an ideal template to be configured. All that is required is a group of input signals, and, during learning, the network will find the common characteristics, on which it will base its decisions.
Their goal is to find a special representation of the complex data structuresi.e. that similar vectors are represented by neurons that are close to a given topology. They can recognize similarity or differences between various elements by themselves. We can use them to process unknown data or signals. These maps are used in altering sound, image processing, removing unknown interference, automatized sorting etc.
In this paper, we will describe the algorithm only schematically. More details can be found in papers [2] , [5] , [6] .
Kohonen maps represent a two-layer neural network. It has neurons in the input layer and neurons in the output layer. Kohonen algorithm is characterized by the following steps:
1. Defining the weight values (by small random numbers), setting the initial average of the area around neuron (0) to maximum, defining the initial learning parameter ( ), 0 < ( ) < 1. 2. Submitting the initial vector ( 0 ( ), 1 ( ), … , −1 ( )).
Computing the distance
for every = 1, 2, … , . 4. Finding the winning neuron * for which the following holds true * = min =1,…, . 5. Adjusting the weights of neuron * and its neighbours. The new weights are given by the formula
Updating the learning parameter and the average of its surroundings. Values ( ) and * ( ) are reduced in time t to stabilize weights and localize of areas of maximum activity. 6. Testing the end condition. If it is not satisfied, go back to step 2.
The Kohonen algorithm hides many questions and mathematical problems. For example: Does the Kohonen algorithm always converge? Does an optimal value exist for choosing the learning parameter ( ) and the average of the surroundings of neurons ( )?
How to define the distance function ?
We will dedicate this paper to the last of these questions. For calculating the distance, the most commonly used is the Euclidian metric (i.e. distance defined by the relation
) , or alternatively its maximization (i.e. distance defined by the relation = max 0≤ ≤ −1 ( ( ) − ( ))). Improvements of these methods can be found in many papers (for example [3] and [4] ). All of them are based on different modification of the Euler metric. In the following section, we will show a new approach. We will modify the Fréchet metric which is used in the metric space theory for calculating distances between infinite numeric sequences. In comparison with previous metrics, for which all coordinates are "equal", the coordinates of the initial vector in Fréchet metric can be each given a different priority.
FRÉCHET METRIC FOR FINITE DIMENSIONAL VECTORS
In this section, we will modify the definition of the Fréchet metric [8] for ordered n-tuples, where is any natural number.
Let ∈ and be the set of all ordered n-tuples or real numbers. Let = ( 1 , 2 , … , ) and = ( 1 , 2 , … , ) be two elements of this set. Their distance can be defined as follows: 3. To prove triangle inequality, we first need to prove the auxiliary implication:
∀ , , ∈ + : ≤ + ⟹ 1+ ≤ 1+ + 1+ . Let , , be three positive real numbers that satisfy the inequality ≤ + . 
Using the auxiliary implication, we get ∀ = 1,2, … , :
( , ) ≤ ( , ) + ( , ).
Note: The Fréchet metric takes on values from the interval 〈0,1〉, because
.
USE OF THE FRÉCHET METRIC IN KOHONEN MAPS
Now we will return to the Kohonen algorithm. Its steps will be as follows: 1. Defining the weight values (by small random numbers), setting the initial average for the surrounding of neuron (0) to maximum, defining the initial learning parameter ( ), 0 < ( ) < 1. 2. Submitting the initial vector ( 0 ( ), 1 ( ), … , −1 ( )).
Calculating the distance
for every = 1, 2, … , .
4. Finding the winning neuron * for which the following holds true * = min =1,…, . 5. Adjusting the weights for neuron * and its neighbours. The new weights are given by the relation
while updating the learning parameter and the average of the surroundings. Values ( ) and * ( ) are reduced in time t to stabilize weights and localize the areas of maximum activity. 6. Testing the end condition. If it is not satisfied, go back to step 2.
The difference is that, in the third step, we replace the most common distance calculation
By breaking down this sum we get
Here we can see the most significant difference between both metrics. In comparison with the Euclidian metric, the difference between the first coordinates is the most significant. The effect difference between each following pair is halved, compared to the one before it. We can use this if we consider some elements of the input signal to be more important than others. In addition, the value of this distance is at most equal to 1.
We will show the modified algorithm on an example from [5] .
Example. To illustrate, we will show a simple example of Kohonen map learning with a one-dimensional arrangement of two neurons (more precisely the first cycle). We have the following vectors (1,1,0,0), (0,0,0,1), (1,0,0,0), (0,0,1,1). We choose initial learning parameter ( ) = 0.6, and learning function ( + 1) = 0.5 • ( ) . The radius around the neuron will be 0 (only one neuron updates its weight values at each step)
We define the weigh matrix The input vector is closer to node 2. We are updating the weight matrix ( 0.2 0.92 0.6 0.64 0.5 0.28 0.9 0.12
).
We continue with the step 3 (calculation ) for the second input vector.
CONCLUSION
The methodology mentioned in the article allows us to put more emphasis on the selected parameters in the input data (for example, to prioritize a factor in image recognition). At the same time, it can simplify finding the minimal distance , because ∈ 〈0,1〉.
