Abstract. For a finite undirected multigraph G = (V, E) and functions f, g : V → N, let N g f (G, j) denote the number of (f, g)-factors of G with exactly j edges. The Heilmann-Lieb Theorem implies that j N 1 0 (G, j)t j is a polynomial with only real (negative) zeros, and hence that the sequence N 1 0 (G, j) is strictly logarithmically concave. Separate generalizations of this theorem were obtained by Ruelle and by the author. We unify, simplify, and generalize these results by means of the Grace-Szegö-Walsh Coincidence Theorem.
g f (G, j) denote the number of (f, g)-factors of G with exactly j edges. The Heilmann-Lieb Theorem implies that j N 1 0 (G, j)t j is a polynomial with only real (negative) zeros, and hence that the sequence N 1 0 (G, j) is strictly logarithmically concave. Separate generalizations of this theorem were obtained by Ruelle and by the author. We unify, simplify, and generalize these results by means of the Grace-Szegö-Walsh Coincidence Theorem.
Introduction.
By a graph G = (V, E) we mean a finite undirected multigraph. We identify spanning subgraphs of G with subsets H ⊆ E of edges, and let deg(H, v) denote the degree of v ∈ V in the subgraph (V, H). The degree vector of H is the function deg(H) : V → N given by deg(H)(v) := deg(H, v) for all v ∈ V . Given functions f, g : V → N, an (f, g)-factor is a spanning subgraph H such that f ≤ deg(H) ≤ g, in which the inequalities represent the coordinatewise partial order on N V . It is convenient to let natural numbers stand for constant functions on V , so that, for example, a (0, 1)-factor of G is a matching in G. Let N g f (G; j) denote the number of (f, g)-factors of G with exactly j edges. We are concerned here with obtaining inequalities among these numbers, and among weighted analogues of them.
This investigation is motivated by the following conjecture. The evidence for this is admittedly meagre. The results reported here -and the amount of "slack" in their derivation -provide at least some heuristic support for the conjecture.
Conjecture 1 extrapolates from several results in the literature. The prototype is the famous (univariate version of a) theorem of Heilmann and Lieb [6] (see also Theorem 10.1 of [3] ).
Theorem 2 (Heilmann-Lieb). For any graph G, the polynomial j N 1 0 (G; j)t j has only real (strictly negative) zeros.
Newton's Inequalities (Proposition 12 below) then imply that the sequence of coefficients is strictly logarithmically concave: if N(j) > 0 then N(j) 2 > N(j − 1)N(j + 1). More generally, we have the following (Theorem 3.3 of [13] ).
Theorem 3. For any graph
Ruelle [10] proves a result which relaxes the hypothesis f ≤ g ≤ f +1. A univariate polynomial for which all zeros have negative real part is said to be Hurwitz stable. This condition implies the inequalities N(j)N(j + 1) ≥ N(j − 1)N(j + 2) among the coefficients (see Proposition 15 below.)
Another theorem of Ruelle [10] involves a weighted version of the numbers N 2 0 (G; j). Fix a sequence of nonnegative real numbers u := {u 0 , u 1 , u 2 , . . .} (called fugacities), and for each H ⊆ E let
For each natural number j let
For example, when u 0 = u 1 = 1 and u k = 0 for k ≥ 2 these are the numbers N 1 0 (G; j). Similarly, when u 0 = u 1 = u 2 = 1 and u k = 0 for k ≥ 3 these are the numbers N 2 0 (G; j). (More generally, if the functions f, g are not constant on V then the numbers N g f (G; j) can be expressed in this way only if the fugacities are anisotropic: that is, they are allowed to vary from one vertex to another. Our main result is anisotropic but for the purposes of this introduction the isotropic case above will suffice.) Theorem 5 (Ruelle) . Let G be a graph with maximum degree ∆ ≥ 1. Then for fugacities u satisfying u 0 = u 2 = 1, u 1 ≥ 2 − 2/∆, and u k = 0 for k ≥ 3, the polynomial j N(G; u, j)t j has only real (strictly negative) zeros.
We prove the following result in Section 3. For a positive integer D and a sequence of fugacities u, define the generating function In fact, Proposition 6 can be generalized in two directions -the fugacities can be replaced by an anisotropic set {u (v) : v ∈ V } of fugacities, and the zeros of each Γ(D(v), u (v) , y) can be permitted to lie in a sector centered on the negative real axis (Corollary 19). The conclusion is then correspondingly weakened, but often allows the deduction of inequalities among the coefficients {N(G; {u (v) }, j)}. Proposition 6 itself implies both Theorems 2 and 5, as is easily verified. As we shall see, Corollary 19 also implies both Theorem 3 and a wide generalization of a slight weakening of Theorem 4. Therefore, Corollary 19 manages to unify all of the results presented in this introduction. Moreover, its proof is quite straightforward. Theorem 26 is an application of Corollary 19 which establishes a weak form of Conjecture 1.
Ruelle has a second paper [11] on this subject. His technique uses not only Grace's theorem but also "Asano contraction" and some intricate geometry of polynomial zeros. He considers isotropic zero/one fugacities such that u k = 1 if and only if k ∈ S, where S is among the following the sets: {0, 1}, {0, 1, 2}, {0, 2}, {0, 2, 4}, {k even}, {k < ∆}, {k ≥ 1}. In these cases Ruelle produces more precise information about the location of zeros of j N(G; u, j)t j than can be obtained by our method. (On the other hand, our method is more easily applied to a wider class of vertex degree restrictions.) Moreover, Ruelle considers factors of directed graphs in which the indegrees and outdegrees are subject to separate restrictions. We indicate briefly at the end how our method can also be extended to the case of directed graphs. Perhaps some elaboration of Ruelle's ideas and our own could lead to further progress towards Conjecture 1.
I thank Alan Sokal for stimulating my interest in the techniques of this paper, and in particular for showing me the usefulness of the Grace-Szegö-Walsh Coincidence Theorem.
Preliminaries.
As indicated in the introduction, we proceed by locating the zeros of polynomials within certain prescribed sectors. In this section we first collect the necessary tools, and then explain the implications for coefficient inequalities.
Let F (z) be a polynomial in complex variables z :
we use the value of the argument in the range −π < arg(z) ≤ π.) If F ≡ 0 then we say that F is strictly θ-sector nonvanishing.
In particular, if F is (π/2)-sector nonvanishing then we also say that F is Hurwitz quasi-stable or has the half-plane property. Notice that if F is π-sector nonvanishing and F (z) = 0 then at least one of the complex numbers z v must be a nonpositive real number. In particular, a univariate polynomial is π-sector nonvanishing if and only if it has only real nonpositive zeros.
The following lemma is obvious, and its proof is omitted.
Lemma 7. Let F (z) be θ-sector nonvanishing, and let S ⊆ V . Let
Lemma 8. Let F ρ (z) be a family of strictly θ-sector nonvanishing polynomials indexed by positive real numbers ρ. Assume that the limit
Proof. Let A be the sector | arg(z)| < θ in C. Each F ρ is analytic and nonvanishing on the domain A V in C V . Since these functions are polynomials, the convergence to F is uniform on compact subsets of C V . By Hurwitz's Theorem, either F is identically zero or F is nonvanishing on A V as well.
Lemma 9. Let F (z) be θ-sector nonvanishing with θ < π, and let w ∈ V . If z w is fixed at a complex value ξ with either ξ = 0 or | arg(ξ)| ≤ θ, then the resulting polynomial in the variables {z v : v ∈ V {w}} is θ-sector nonvanishing.
Proof. If ξ = 0 and | arg(ξ)| < θ then this is obvious. Otherwise, for ρ > 0 make the substitution z w = ξ + 1/ρ and apply Lemma 8 as ρ → ∞.
For a polynomial F (z), a vertex w ∈ V , and an integer D greater than or equal to the maximum degree to which z w occurs in F , the Dth polarization of z w in F is the polynomial P D w F (z) defined as follows. Introduce new variables {z w1 , . . . , z wD } and let e k (z w1 , . . . , z wD ) denote the k-th elementary symmetric function of {z w1 , . . . , z wD }. Then P This follows from the (much more general) Grace-Szegö-Walsh Coincidence Theorem. Theorem 15.4 of Marden [9] provides a proof for the case D = d(w). The theorem also holds for D > d(w) with the additional hypothesis of convexity of the region in which the zeros may be located, as explained in Theorem 2.12 of [3] .
Proposition 11 (Takagi,Weisner) . Let p(y) = n k=0 a k y k and q(y) = n k=0 b k y k be real polynomials of degree at most n. Assume that p(y) is is π-sector nonvanishing, and that q(y) is θ-sector nonvanishing for some θ > π/2. Then each of the following polynomials is θ-sector nonvanishing.
For a proof, see Takagi [12] , Weisner [14] , or the exercises in Section 16 of Marden [9] . Related results can be found in [4] .
Location of zeros of generating functions implies combinatorial inequalities via the following results.
j be a univariate polynomial with real coefficients and only real zeros. Then 
is nonnegative. In particular,
See [1] or Chapter 8 of Karlin [7] for a proof.
Proof. Factor F (t) over the reals, and proceed by induction on the degree of F (t), using the fact that if p(t) and q(t) are polynomials with logarithmically concave sequences of coefficients, then p(t)q(t) also has a logarithmically concave sequence of coefficients. 
See Asner [2] or Kemperman [8] for a proof.
Results.
For a graph G = (V, E), let λ := {λ e : e ∈ E} be positive real constants indexed by the edges of G, and let z := {z v : v ∈ V } be complex variables indexed by the vertices of G. We indicate that the ends of e ∈ E are the vertices v and w by writing vew ∈ E (of course, v = w is possible). Notice that
is a weighted multivariate generating function for all spanning subgraphs of G, in which λ H := e∈H λ e .
Proposition 16. For any graph G = (V, E) and positive constants λ, the polynomial F (G; λ, z) (in the variables z) has the half-plane property.
Proof. This is evident, since each factor 1 + λ e z v z w in the product F (G; λ, z) has the half-plane property.
The main theorem of this paper is as follows. Let G = (V, E) be a graph, and for each vertex v ∈ V fix a sequence of nonnegative fugacities u (v) := {u
Theorem 17. Let G = (V, E) be a graph, and let
Proof. First, we prove the case in which each Γ(D(v), u (v) , y) is (π−α)-sector nonvanishing and also has a nonzero constant term. Afterward, the general case will be obtained by a limiting argument. In this special case we may assume that u 
(1 + ξ vi y), 
is (π/2 − α)-sector nonvanishing, completing the proof in this case. We indicate how the general case is derived from the special case above by relaxing the hypothesis at one vertex w ∈ V . Iteration of this argument for each vertex then yields the theorem as stated. Accordingly, assume that
(1 + ξ wi y)
for some complex constants {ξ wi } with either ξ wi = 0 or | arg(ξ wi )| ≤ α. Fix a positive real number ρ > 0, and replace the fugacities u (w) by those u (w) with generating function
(1 + ξ wi y).
One easily verifies that as ρ → ∞,
The special case above shows that for any finite value of ρ > 0,
follows that H⊆E u deg(H) z deg(H) is also (π/2−α)-sector nonvanishing, as required.
We can specialize Theorem 17 immediately to obtain a multivariate generalization of Theorem 3.
Corollary 18. For any graph G = (V, E) and functions f, g : V → N such that f ≤ g ≤ f + 1, the polynomial
has the half-plane property.
Proof. Apply Theorem 17 by taking D = deg(G), α = 0, and
The case f ≡ 0 and g ≡ 1 of Corollary 18 is the multivariate version of the Heilmann-Lieb theorem [6] .
With the notation of Theorem 17, for j ∈ N let
Corollary 19. Let G = (V, E) be a graph, and let
Proof. By Theorem 17, the polynomial H⊆E u deg(H) z deg(H) is (π/2 − α)-sector nonvanishing. Fully diagonalize this, by making the substitutions z v → z for all v ∈ V . By Lemma 7, the resulting polynomial
Since every complex value t with | arg(t)| < π − 2α has a square root z with | arg(z)| < π/2 − α, it follows that the polynomial j N(G; {u
and to every v ∈ V assign nonnegative fugacities u (v) such that We illustrate these ideas with a simple application of Corollary 19. As grist for the mill we need to locate the zeros of some quadratic and cubic polynomials within certain sectors.
and let
.
Hypothesis (a) implies that T ≥ −β 2 , and it follows that Γ(y) is (3π/4)-sector nonvanishing. Hypothesis (b) implies that T ≥ −β 2 /3, and it follows that Γ(y) is (5π/6)-sector nonvanishing. Hypothesis (c) implies that T ≥ 0, and it follows that Γ(y) is π-sector nonvanishing.
Lemma 22. Let 1 ≤ k ≤ D − 2 be integers, µ ≥ 0, and let
Proof. Let p(y) = (1 + y) D and q(y) = y k−1 (1 + µy + µy 2 + y 3 ). Hypothesis (a) implies that q(y) is (3π/4)-sector nonvanishing, hypothesis (b) implies that q(y) is (5π/6)-sector nonvanishing, and hypothesis (c) implies that q(y) is π-sector nonvanishing. The conclusion now follows from Proposition 11(a).
Lemma 22 ignores some "finite D" effects that can be significant, especially for small D. The general case is quite complicated, but Lemma 23 is indicative of the possible improvement.
Lemma 23. Let p ≥ 1 be an integer, D = 2p + 1, µ ≥ 0, and let
Proof. The polynomial Γ(y) factors as
in which ξ ± := (S ± T 1/2 )/2p and
Hypothesis (a) implies that T ≥ −S 2 , and it follows that Γ(y) is (3π/4)-sector nonvanishing. Hypothesis (b) implies that T ≥ −S 2 /3, and it follows that Γ(y) is (5π/6)-sector nonvanishing. Hypothesis (c) implies that T ≥ 0, and it follows that Γ(y) is π-sector nonvanishing. Of most interest combinatorially is the case in which all fugacities are either zero or one. All we obtain in this direction is the following rather limited result.
Proof. By construction, each q v (y) is (5π/6)-sector nonvanishing. By Proposition 11(a), the same is true for each Γ(D(v), u (v) , y). The result follows immediately from Corollary 19 and Proposition 14.
Replacing the quadratic 1 + √ 3y + y 2 in Theorem 26 by 1 + √ 2y + y 2 gives a sufficient condition for j N(G; {u (v) }, j)t j to have the halfplane property. Using 1 + 2y + y 2 instead gives a sufficient condition for j N(G; {u (v) }, j)t j to be π-sector nonvanishing.
4. Directed Graphs.
We can rework the machinery of the previous section for directed graphs, as follows. Let G = (V, E) be a directed graph. For a spanning directed subgraph H ⊆ E of G, let outdeg(H) and indeg(H) denote the vectors of outdegrees and of indegrees in H, respectively. We use the notation vew ∈ E to denote that e is an edge of G directed out of v and into w. Associate two sets of complex variables z ′ := {z 
