Speech input is frequently claimed to offer great benefits in human-computer interaction, yet experimental comparisons (conducted over many years) of speech and keying as input media have produced ambiguous results. The sources of this ambiguity must include task-related factors -some tasks lend themselves better to one medium than to the other -but also details of the experimental methodology employed. In an attempt to assess the importance of methodological factors and as a contribution to the continued development of techniques for the assessment of speech technology, we have previously experiments modelled on the influential work of Poock in the early 1980s. Poock's work purportedly showed a very significant superiority for speech over keying in a command and control application. It was our contention that these findings were an artifact arising from the methodological flaw of selecting the command vocabulary to suit the requirements of speech input while making little or no concession to the requirements of keying. We removed this putative flaw by using abbreviated rather than full command in the keying condition and the claimed superiority disappeared. The implication drawn was that a fair comparison of input media requires that each is used along with an interface design tailored to the particular capabilities and requirements of that medium.
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Introduction
It is widely assumed that automatic speech recognition (ASR) and speech synthesis offer the key to dramatic improvements in the effectiveness of the human-computer interface since: "For the majority of mankind, speech production and understanding are quite natural and unconsciously acquired processes performed quickly and effectively throughout our daily lives" (Furui, 1995, p. 9) . Such assumptions about the usability of ASR (at least) have been criticised (e.g. Newell, 1985; Damper, 1993) as unscientific and unsupported either by the take-up of available technology or by human factors experimentation. Indeed, the argument that speech is somehow the 'natural' or 'universal' input medium is increasingly seen as flawed. Recent attention has moved to consideration of the optimal deployment of speech in multi-modal interfaces featuring a range of input devices and media (Martin, 1989; Damper, 1993; Sharman, 1993; Furui, 1995) based on rigorous, human-factors investigations.
Unfortunately, however, experimental comparisons of speech and competitor input media such as keying have -taken overall -produced equivocal results. For instance, Karl, Pettey and Shneiderman (1993) write: "Despite advances in speech technology, human factors research since the late 1970s has provided only weak evidence that ASR devices are superior to conventional input devices
early studies taken as a whole are not conclusive." Summarising a comprehensive review of the literature, Martin (1989) states: "As these examples show, the results of formal comparisons between keyboard and speech are often contradictory and ambiguous." Earlier still, Simpson, McCauley, Roland, Ruth and Williges (1985; p. 121) write that experimental comparisons of the relative merits of speech input and conventional means of data entry to computers have often "produced conflicting results, depending upon the unit of input (alphanumerics or functions) and other task-specific variables." In other words, the particular application and specific requirements of the interface design play an important part. While this must undoubtedly be so, another possible reason for such conflict could be the difficulty of deciding what is an appropriate methodology to effect a fair comparison between different input media.
In this paper, we report our latest work comparing speech and keying in the context of a (simulated) command and control application. Earlier work (Damper & Wood, 1995) was modelled on the influential study of Poock (1980; 1982) which is notable for the degree of superiority which it purports to show for speech over keying. It was our contention, however, that Poock's experiments were unfairly biased in favour of speech relative to keying -by unnecessarily requiring subjects to key verbose commands in full rather than in abbreviated form. When we removed this putative flaw by using abbreviated rather than full command in the keying condition, the claimed superiority disappeared. The implication drawn was that a fair comparison of input media requires an interface design that explicitly attempts to minimize the so-called transaction cycle -the number of user actions necessary to elicit a system response -for each medium.
There were, however, other differences between our experiments so that other interpretations of these findings are possible. Perhaps the most notable such difference is that Poock's subjects carried out a concurrent, secondary task while ours did not. Since speech input is generally considered to be advantageous in such situations (North, 1977; Mountford and North, 1980; Wickens, Sandry & Vidulich, 1983; Berman, 1984 , Damper, Lambourne & Guy, 1985 Martin, 1989) by allowing a classical separation of modalities, this is potentially important. Also, we did not replicate Poock's original experimental condition of full command keying, so that no very direct comparison of his results with ours for this condition was possible. The reader is referred to the earlier publication of Damper and Wood (1995) for very full details and discussion of the issues involved.
Our latest experiments are again modelled on those of Poock: speech input, full command keying and abbreviated command keying are compared here under conditions of concurrent tasking. We have tried, in fact, to minimise all avoidable differences but since Poock used a military, classified system, some details of his work (e.g. the precise command vocabulary) are not reported, which limits the degree of repeatability.
In particular, his subjects were familiar with an existing command and control system, whereas ours were not. For this reason, we employed a pre-determined on-screen script to prompt subjects, while Poock's subjects decided for themselves which commands to enter according to a "fixed scenario". In the current work, we have also used a more efficient statistical design, and a more rigorous method of data analysis. Because of the limited information they yielded in our earlier study, no questionnaires were administered.
Again, the hypothesis under test is that the observed superiority of speech over keying in The remainder of this paper is structured as follows. First, we briefly review our previous work aimed at effecting a fair comparison of the two media. Next, we describe new experiments extending the previous study, principally by the addition of concurrent tasking to the experiments. The results are then detailed together with appropriate statistical analyses, before concluding with some discussion of the implications of these results both for the experimental comparison of input media in human-computer interaction and for future applications of speech recognition technology.
Previous Work
The study of Poock (1980; 1982) is notable in the human factors literature for the degree of superiority which emerges for speech over keying. His subjects entered (simulated) military command and control instructions on the ARPANET. Speech was found to be 17.5% faster than keyboard entry while there were 183.2% more errors for keying than for speech. Also, speech input allowed subjects to transcribe 20% more (weather report) information as a secondary, concurrent task than was possible during manual entry. This work has been widely quoted in support of the view that command and control is one of the specific tasks in which ASR holds clear advantages. By contrast, we have questioned aspects of Poock's experimental methodology, arguing that this embodied an implicit bias towards speech and against keying. The putative flaw is that while commands had to be entered character-by-character when keyed, they were spoken as single (whole-phrase)
utterances. There is no sensible reason why keyed commands should be entered in full:
acronyms, key assignment or abbreviation-completion constitute the 'natural' language for a keypress interface. Hence, we set out to test the hypothesis that Poock's experimental scheme was deficient in suiting the requirements of speech input but making little or no concession to the requirements of keying.
Our earlier work (Damper & Wood, 1995) compared speech and keying in a situation similar to that employed by Poock, but using terser (and arguably more reasonable) commands for the speech condition. At that stage, no attempt was made to follow Poock's experiments faithfully in all other respects; we wished principally to explore the impact of command length. Where there were differences, we attempted to make these favour speech so as to provide a maximally stringent test of our hypothesis (that speech input was shown in an unduly favourable light). For instance, we used 28 distinct commands in place of Poock's "about 75": this should favour speech as recogniser error rate is expected to increase with vocabulary size. However, for practical reasons to do with their availability, our subjects had considerably less time for prior familiarisation with the speech recognition equipment (10 or 15 minutes as compared to an average of 3.26 hours). Although we used a comparable speech recogniser (Interstate SYS300) to that used by Poock (Threshold T600), ours was hosted on a stand-alone PC (Amstrad 1512) rather than on a distributed network. Our 12 subjects (c.f. Poock's 24) were prompted by a pre-determined on-screen script of 79 commands, 28 of them being unique (c.f. Poock's "fixed scenario"). In all cases, keyed commands were entered as acronyms. In Experiment 1, subjects also entered spoken commands as acronyms (e.g. gte for " ! # $
). Exceptionally, however, singleword commands (such as
) were spoken as whole words in view of the difficulty of recognising single-letter names reliably. In Experiment 2, the same subjects spoke the commands in full (but keyed acronyms). Experiment 2 in particular was felt to effect a fair comparison of the input media since each medium was employed together with something approaching its 'natural' command language. Subjects repeated entry of the script 4 times (referred to as runs 1 to 4) for speech and for keying, in each of Experiments 1 and 2. The recogniser was trained at the outset of each experiment.
There were no systematic nor statistically significant differences between Experiments 1 and 2, so the results were pooled for further analysis. (Note, however, that results for one subject who was unable to use speech recognition at all effectively were excluded.) Contradicting Poock's results, we found that speech was 10.6% slower (although this difference was not statistically significant) and 360.4% more error-prone than keying () -test, 0 2 1 4 3 5 ¥ 7 6 9 8
). This we interpreted as strong support for the hypothesis that Poock's methodology was flawed: we concluded that a fair comparison of input media requires that the experimenter explicitly attempts to minimise the number of user actions necessary to elicit a system response for each medium, just as one would do in a practical interface design.
There remain, however, alternative explanations of the differences between our experiments and the earlier ones. Poock's subjects were given a secondary task (transcribing weather report information) to perform in system idle time. Since we used a stand-alone PC as host, there were no non-deterministic network delays and so we omitted the secondary task. Thus, it is possible that the absence of concurrent tasking played a part in the observed differences. This is plausible in view of the general agreement that the advantages of speech should come to the fore in situations of concurrent, manual tasking.
To test this possibility, we have performed new experiments featuring a simulated, nondeterministic 'network' delay during which subjects perform a secondary task similar to Poock's.
To summarise, the differences between the new experiments and Poock's (apart from the use of abbreviated keyed commands and the more efficient statistical design) are that our subjects: @ are prompted for data entry by an on-screen script, rather than following a "fixed scenario"; 
Concurrent Tasking Experiments
Our earlier experiments, without concurrent tasking, compared spoken abbreviated commands with keyed abbreviated commands (in Experiment 1) and spoken full commands again with keyed abbreviated commands (in Experiment 2), as shown schematically in Figure 1 (a). This design required subjects to attend the laboratory on two separate occasions, one for each experiment, yet the results were pooled for analysis. Hence, some efficiency was possible -in particular, avoiding the need to repeat the keyed (abbreviated) condition in its entirety -in the design of the new experiments featuring concurrent tasking. Furthermore, the original design did not compare (full) speech input with full keyed input -thus ruling out any more direct comparison with Poock's results.
Again, 12 subjects completed the new experiments, in which entry of a prompted script was repeated 4 times (runs 1 to 4). 8 were male and 4 female with ages ranging from 20 to 46 years, and none were touch typists. 5 subjects were engineering undergraduates, 3 were medical students and 4 were post-doctoral speech scientists (although only 2 of these had any ASR experience). 2 of the 12 subjects had extensive ASR experience.
The experimental equipment was identical to that used earlier. Figure 1 (b) depicts the three conditions studied which now include full keyed commands. In the experimental design, every subject took part in three sessions and experienced all three conditions, so that comparisons can be made within each of the subjects.
The detailed design employed is shown in Table 1 where I, II and III denote the session order. Subjects were allocated at random to the 12 sequences of conditions. The design is of the type proposed by Williams (1949) in that every condition is preceded by each of the other two conditions the same number of times (twice). This property enables the investigator to determine if there is a contribution to the measurements made in one session by the immediately preceding session. Account can be taken of any such 'carry-over' or 'residual' effects in the statistical comparison of the conditions: for further details see Jones and Kenward (1989) . An additional advantage of this design, compared to that used by Damper and Wood, is that each subject was only required to visit the laboratory on one occasion.
As before, experiments were conducted in a sound-deadened, quiet room with speech commands entered using a Shure SM-10 head-mounted microphone. Subjects first trained the recogniser: this was followed by a short familiarisation phase of some 10 or 15 minutes during which they were encouraged to vary their delivery of spoken commands and to errors of other kinds (deletion, insertion and substitution) to achieve an optimal balance.
Also for technical reasons, there was visual feedback for the keying condition but not for the speech condition. We do not believe this difference was important, largely because the high-workload demands of the task were such that subjects paid little attention to the feedback. A consequence of this arrangement is that (unlike Poock's subjects) our subjects did not correct errors entered during the experiment.
Subjects were observed, primarily to distinguish speech errors on the part of the speaker from errors on the part of the recogniser (but also to note any unusual circumstances affecting the results, although there were none). Breaks were given between the three sessions for as long as the subjects wished. This was never more than a few minutes, however, as they were generally keen to complete what was a rather tedious and demanding chore. The complete experiment took approximately 2.5 hours per subject.
Results and Statistical Analyses
The data were analysed using the split-plot-in-time analysis of variance (see Jones and
Kenward, 1989, Chapter 6). The degrees of freedom in the Y -tests were adjusted using the correction factor of Box (1954) to take account of possible correlations between observations on the same subject. Figure 2 shows average input times for the 12 subjects under the three conditions (spoken, keyed abbreviated and keyed full) as a function of the run number. Summary entry time statistics averaged across all runs and all subjects are also given in Table 2 . It is apparent from the figure and the table that spoken entry is essentially indistinguishable from keyed abbreviated entry in terms of entry time. Speech is actually 1.23% faster, compared to 10.6% slower in our earlier work without concurrent tasking, although these figures are not statistically significant. We were slightly surprised that the speech advantage was not greater: it was observed, however, that most subjects chose to reduce the overhead of switching between keying and writing by retaining their pen in hand when keying. Figure 2 and the summary statistics of Table 2 
There are no evident trends for entry time to increase or decrease as a function of run number. The statistical analysis confirmed that there were no significant differences between different runs for the same condition. Figure 3 shows the corresponding average number of errors -see also The increase relative to Damper and Wood is no doubt due to the introduction of concurrent tasking in the present work. The increase relative to Poock (given that a comparable recogniser was used) can be attributed to: @ reduced familiarity of our subjects with the recogniser and with data entry by speech; @ the fact that we could not adjust the rejection threshold so as to balance errors of different kinds (see earlier).
It is clear, however, that speech is enormously more error-prone (1038%) in the present work than abbreviated keying -to an extent which cannot be explained by a mere failure to optimise the recogniser's rejection threshold. On the basis of the Tukey test, this difference is statistically significant at the 1% level (although there is a strong interaction with run number for the different conditions -see below). As expected, full keying has a much higher error rate (349%) than abbreviated keying, but this just fails to reach significance at the 5% level. However, full keying also has a considerably lower error rate (60.5%) than spoken data entry, and this difference is significant (0 f 1 g 6 b 8
). This latter finding is in direct contradiction to Poock's result that speech yielded many fewer errors than full keying. (See below for discussion of this discrepancy.)
There was strong evidence from the statistical analysis for different relationships of error rate with run number for the three conditions (0
in Y -test for the interaction between condition and run). As seen in Figure 3 , error rate increases with run number for speech, but decreases for full keying while remaining effectively constant for abbreviated keying. This is in contrast to Damper and Wood's earlier findings, whereby the error rates for both speech and abbreviated keying were constant across runs. It seems virtually certain that the demands of the concurrent task are causing divergence of the spoken commands from the exemplars supplied during training. That is, the cognitive load during the experiments is such that subjects are unable to allocate sufficient mental resource to maintaining an adequately constant level of pronunciation. On the other hand, task familiarity means that error performance improves with repetition for full keying. The same effect is not seen with abbreviated keying (either here or in Damper and Wood). This is presumably because the scope for such improvement is a function of the number of keypresses and so is reduced if not eliminated in the abbreviated keying condition. Figure 4 shows the average number of characters transcribed as a function of run number under the three conditions: again, these figures are summarised in Table 2 .
As expected, speech allows more of the secondary task to be transcribed than does abbreviated keying. However, the difference (11.3%) is not large. Although there was no questionnaire, a number of subjects volunteered the opinion that speech data entry produced perceptibly less interference with the secondary task. That is, it was noticeably easier to retain context information relating to the secondary task in short-term memory than in the keying conditions. Again, full keying is worse than either of the other two conditions by some margin.
There was very strong evidence that, as a result of practice and familiarity, the amount of transcribed material increases with run number in a similar way across all three con-
in the Y -test for comparing runs; no significant interaction between condition and run).
In general, there was no significant evidence of carry-over effects from the condition in the preceding session. However, there was some indication (see Table 3 ) that abbreviated keying in the preceding session produces a lower entry time for full keying in the current session than does spoken entry in the preceding session. It seems intuitively reasonable that there should be such a 'priming effect': keying the full commands amounts to practice in the immediately preceding session which may carry over to abbreviated keying.
Conclusions and Discussion
We have described experiments modelled on those of Poock in which speech input, full keying and abbreviated keying are compared under conditions of concurrent tasking in a (simulated) command and control situation. As in the earlier study of Damper and Wood, the hypothesis under test is that the observed superiority of speech over keying in Poock's experiments arises from a methodological flaw. In the present work, however, the test is more stringent than previously as an important difference between our experimental conditions and Poock's has been eliminated -namely, the concurrent tasking of the subjects, who were required to transcribe weather information in system idle time.
We find that speech input is no faster and enormously more error-prone (1038%) than abbreviated keying, but allows somewhat more (11.3%) of the secondary task to be completed. Full keying has no advantages whatsoever, confirming the methodological flaw in Poock's work.
It is notable that our subjects performed less well on speech input than did Poock's under equivalent conditions of full keying. We find that full keying produces 60.5% fewer errors than speech, whereas Poock found full keying gave 183.2% more errors. Possible causes for this discrepancy are:
1. the failure to optimise the rejection threshold in our experiments;
2. the generally lower familiarity with speech data entry of our subjects, who had only 10 or 15 min practice as opposed to 3.26 hours for Poock's subjects.
3. the keyed commands for Poock's subjects may, on average, have been considerably longer than ours.
The first two of these have already been cited as possible causes for the difference in the absolute error rate. As stated above, however, it seems unlikely that the mere failure to adjust the rejection threshold (so as to trade optimally the different types of error) could account for the level of disagreement seen here. The lower familiarity of our subjects with ASR is a plausible cause, but Poock himself (1982, pp. 37-38) writes: "¥ ¦ ¥ ¦ ¥ there was no correlation between practice time and the errors entered".
Some light can be shed on this matter by supposing that reasons 1 and 2 did not apply, and we had obtained precisely the same error rate on spoken input as did Poock -instead of an error rate which was actually a factor of 14.11/3.20 (= 4.409) higher. Dividing our average error rate (Table 2) by this factor, speech would then have produced 42.5%
fewer errors than full keying: however, this is still some way short of Poock's 183.2%. It seems, therefore, that we cannot explain the discrepancy on the basis of the performance under the speech condition alone (factors 1 and 2). Rather, it is necessary to invoke differences under the keying conditions. Accordingly, we conclude that the main source of the observed discrepancy must be factor 3. This interpretation is also consistent with speech being relatively faster in these experiments than in Poock's (32.7% c.f. 17.5%).
Damper and Wood argue strongly on several fronts that their work -in spite of focusing on a study from the early 1980's -is relevant to today's technology. Nonetheless, the fact remains that recognisers like the T600 and SYS300 are obsolete. For this reason, we have given some consideration to the following possibilities for future work:
@ repeating the experiments with a modern, state-of-the-art recogniser; @ simulating a high-performance recognition device of the future, using the nowpopular 'wizard of Oz' technique (Fraser & Gilbert, 1991) .
However, the specific details of our experiments (no rejection, subjects not required to correct errors) mean that there is absolutely nothing for a wizard to do. This leads to the idea of a 'virtual wizard', i.e. to simulate a perfect recogniser, we can simply ignore recogniser errors (see also Martin, 1989, p. 369) .
By observation of the subjects, the speaker errors were determined to be 7% of the total (37 out of 530) with the remainder being misrecognitions. Hence, the error rate of 11.15 average errors per run would reduce to 0.7805, somewhat below the abbreviated keying figure of 0.98, if recognition errors are ignored. Thus, a perfect speech recogniser would outperform abbreviated keying, having a lower error rate and allowing more of the secondary task to be performed (although it would not be significantly faster). This indicates that speech input has potential for the future -especially for high workload situations involving concurrent tasks -if the technology can be developed to the point where most errors are attributable to the speaker rather than to the recogniser. 
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