A nonuniform version of the Berry-Esseen bound was proved. The most important feature of the new bound is a monotonically decreasing function C(|t|) instead of the universal constant C = 29.1174: C(|t|) < C if |t| ≥ 3.2 and C(|t|) → 1 + e if |t| → ∞ where t is a coordinate of the point.
Introduction
Much of the importance of the central limit theorem follows from its proven adaptability and utility in many areas of mathematics, probability theory and statistics [4] . The origin of the term "central" is not clear. Some authors allude to the central role of the theorem in probability theory, while others refer to the fact that the theorem concerns a measure of central tendency, namely the mean of a normalized sum of random variables.
Let X, X 1 , X 2 , · · · be a sequence of independent and identically distributed random variables with
The classical Berry-Esseen Theorem ( [2] and [3] ) states that
where A is an absolute constant, F n is the distribution function of 1 √ n n j=1 X j , and Φ is a standard normal distribution function.
[9] and [10] established a nonuniform structure of the Berry-Esseen bound:
H n (t) ≤ C 1 + |t| 3 ∀n ≥ 1.
(1.3) [11] and [12] demonstrated that in fact the constant C in the upper bound (1.3) may be replaced by a decreasing function of |t| ≥ 1:
H n (t) ≤ C(|t|) · |t| −3 ∀n ≥ 1. where constants (1.5) and (1.6) were proved by [13] and [8] .
Main Results
In this section we formulate the algorithm in order to estimate values of the function C(|t|) for an arbitrary value of the argument. Without loss of generality we consider the case t > 0 only, because the estimation procedure is symmetrical against the point of origin.
Theorem 2.1 Under conditions of the Berry-Esseen Theorem (1.1) Tables 1 and 2 represent values for the upper bound
where functions in the right part of the above equation are defined in (3.7) and (3.33a -3.33c ).
Very briefly, the proof structure of the Theorem 2.1 may be formulated as follows.
The target is to estimate sup t≥t 0 {t 3 H n (t)}, and we can exploit exponential rate of decline to zero of the standard normal distribution function 1 − Φ(t) if t → ∞. Respectively, we will split the task into 2 parts:
where ψ(n, t 0 ) is an increasing function of both arguments t 0 and n (to be defined in (3.6)). Firstly, we construct the upper bound B T (t) for √ n ρ t 3 (1 − F n (t)), t ≥ ψ(n, t 0 ). This bound has an essential property:
The second step is a much more complex. Using truncation method and results of the Lemma 2 we construct the upper bound B C (t) for t 3 H n (t), t 0 ≤ t ≤ ψ(n, t 0 ).
Subject to the special conditions, both bounds B T (t) and B C (t) represent decreasing functions of t and independent on n.
Finally, the required value C(t 0 ) will be computed as a maximum of the "tail" and "center" bounds.
The Table 1 demonstrates 1) improvement of the nonuniform bound (1.3) with the constant (1.6) if |t| ≥ 3.2; 2) improvement of the uniform bound (1.2) with the constant (1.5) if |t| ≥ 3.3.
All values in the Tables 1 and 2 were computed using the following Algorithm where τ (t) and b(t) are an important components of the truncation parameter h(t) to be defined in (3.6) and (3.14). Tables 1 and 2) 1: Enter value of the argument t ≥ 3.18; 2: compute
(this step follows from conditions (3.34d) and (3.34e)); 
alternatively, τ 1 = −∞ (this step follows from conditions (3.34b) and (3.34d));
5: compute
(this step follows from condition (3.34c));
6: enter parameters τ (t) and b(t) within the ranges:
7: check conditions (3.31), (3.37) and (3.38);
8: compute upper bounds for the parameters γ(t), µ(t) and β(t) according to (3.13), (3.48) and (3.53);
9: check conditions (3.50) and (3.52a -3.52c);
10: compute low and upper bounds m 2 (t) and m 2 (t) for m 2 (t) according to (3.54) using the "center" condition (3.13);
11: compute low bound for δ(t) according to (3.47) and α k (t), k = 0..3, ∆(t) according to (3.17) and (3.18);
12: compute η(t) := |µ(t)| m 2 (t)(3 m 2 (t) + |µ(t)| β(t)) using upper bounds (3.13), (3.48) and (3.54).
13: Finally, C(t) = max {B T (t), B C (t)} where the bound B T (t) is defined in (3.7), and the bound B C (t) is defined in (3.33a -3.33c). Tables 1 and 2 with both steps equal to 0.001 was less than 1 min. 
Remark 1 The pair of parameters τ (t), b(t) will pass all required conditions if t ≥ 3.18. In order to optimize selection of the parameters we can consider all possible values from the intervals [τ (t), τ (t)] and b(t), b(t) with ordered steps. A Pentium 4, 2.8GHz, 512MB RAM, computer was used for the computations which were conducted according to the special program written in C. The total computation time for all values in the

Proofs
The proposed method is based on the following truncation
where h > 0 is a truncation parameter, and may be regarded as an extension of [7] and [8] .
We will denote by F and Q distribution functions of random variables X and Y .
Lemma 1 (Markov Inequality) Suppose that ℓ is an arbitrary non-decreasing and non-negative function. Then, for any h > 0 :
Lemma 2 (Truncation) The following upper bounds are valid for an arbitrary parameters s ≥ 0 and h > 0:
Proof: Proofs of (3.2a), (3.2b), (3.2c) and (3.2d) are similar and based on the Taylor representation
3)
The following relations are valid according to (3.1)
Combining (3.3) with (3.4a), (3.4b) and (3.4c) we will obtain the bounds (3.2a-3.2d).
The proof of (3.2e) is based on the definitions (3.2a) and (3.2c) and follows from Hölder's inequality.
In order to simplify notations we will omit dependence between parameters τ, b, h, c, s and the coordinate of the point t.
Lemma 3 (Tail approximation) Suppose that
where a > 0, t > 1, b > c ≥ 1 and
Proof: According to (3.1),
where Q n is a distribution function of
The following relations are valid as a consequence of the condition (3.5)
Combining (3.8) and (3.10) we obtain
On the other hand,
where the last formula was obtained using condition (3.5), t ≥ 1, and
As far as above estimator of 1 − Φ(t) is smaller comparing with (3.11) we can ignore it: Taking into account that aρ √ nt 3 < 1 we conclude that the upper bound of H n is a decreasing function of c. We obtain required result if c = 1.
Center approximation
13)
It will be more convenient for us to redefine here some of the variables of the Lemma 3:
It is easy to verify that
Assuming that random variable Z obeys distribution function G, the following relations are valid
The following notations will be used below The required bound may be deduced as a consequence of (3.15) and (3.23) plus (3.2d) and (3.2e).
Lemma 4 The following bound is valid
√ n ρ |G n (xδ + √ nµ) − Φ(x)| ≤ 0.
Lemma 5 Suppose that
Proof: Based on the definition of normal distribution we have
As far as β ≥ 1, the following relation is valid according to (3.2b)
The inequality
follows from x exp {sx} ≥ x(1 + sx + 0.5(sx) 2 ) ∀x ∈ R, and from the low bounds:
Therefore,
subject to the condition (3.24). Next, we use the property ρ ≥ 1, which follows from Hölder's inequality applied to the Berry-Esseen condition EX 2 = 1. In accordance with (3.2a) and (3.13)
Combining (3.24) and (3.30) we obtain stronger condition
Lemma 6 The following upper bound is valid
Proof: The required inequality follows from convexity of the exponential function.
Lemma 7 (Center approximation) The following upper bound is valid
under conditions (3.13) , (3.31 ) and
where 0 < τ < 1 and b > c ≥ 1.
Proof: Using (3.9) and (3.13) we obtain the upper bound
Suppose that 5ε ≤ r 2 ; (3.36a)
Inequality (3.36a) follows from stronger condition
under (3.34a): condition that the left part of (3.37) is a non-increasing function of t 0 (means, the inequality will be valid ∀t ≥ t 0 ). Inequality (3.36b) follows from stronger condition
under (3.34d): condition that the left part of (3.38) is a non-increasing function of
where ε ≤ log ∆ as an equivalent of (3.13), and ∆ is defined in (3.18). The inequality (3.40) is similar to (3.8) . Then, we use representation (3.16) and bound (3.39)
Consider the last term in (3.41)
Using (3.25) we deduce that
under (3.34e): condition which ensure that α 2 is a non-increasing function of t 0 . Based on the general inequality
and result of the Lemma 6 we can conclude that
subject to the conditions
We have
where left inequality is valid according to e sx ≥ 1 + sx ∀x, and (3.28). The right inequality is valid according to (3.2c) . It follows from (3.46) and
Furthermore, by (3.27) and (3.29),
under (3.34e): condition which ensure that that α 1 is a non-increasing function of t 0 .
The following inequality was derived using (3.13) and (3.47) and corresponds to the condition δ 2 ≥ 0.25 of (3.45)
under (3.34d): this condition (combined with condition (3.34a)) will ensure that the left part of (3.50) is a non-increasing. Note that we can use weaker condition
in order to ensure that the left part of (3.50) is a non-increasing as a function of t 0 . But, we used already stronger (according to (3.34a)) condition (3.34d), which is an essential for (3.38). Respectively, we will leave in above and further cases only condition, which is stronger. Next inequality corresponds to δ 2 ≥ 1 − 0.5 · ζ of (3.45) and was obtained using (3.47)
Then, we apply (3.30) and (3.48) to the right side of (3.51)
under condition (3.34d), which ensure that (3.52c) is a non-decreasing; plus (3.34c): condition that the left part represented by (3.52a) and (3.52b) is a non-increasing. The condition δ 2 ≤ 1 + ζ of (3.44) is always valid according to (3.2c). We can re-write estimators (3.30) and (3.46) in a more detailed form using "center" condition (3.13)
under (3.34a) and (3.34d): conditions, which ensure that the upper estimator (3.53) is a non-increasing; Proof We need to consider (3.11) only if sample size n is fixed and t is large enough.
Clearly, we can construct the functions c(t) and b(t): 1 < c(t) < b(t) −→ 1 if t → ∞, under "tail" condition (3.5)
such that the upper bound for t 3 H n (t) obtained from (3.12) will tend to 1 if t → ∞.
Concluding Remarks
According to [5] , the probability literature contains a large body of very elegant mathematical theory which describes the rate of convergence in the central limit theorem. These results often involve a uniform measure of the rate of convergence. Statisticians are sometimes rather skeptical of such theory, pointing out that it is disjoint from the more practical problems, which they encounter. Frequently, they are only interested in the rate of convergence in isolated points. For example, using the nonuniform bound (1.4) we can construct in analytical form the upper bound for the confidence interval based on the sample mean as an estimator of the location parameter ( [1] and [6] ):
where √ nε ≥ 1. The Table 1 demonstrates advantage of the bound (1.4) if √ nε ≥ 3.3.
