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ON A DOUBLE-VARIABLE INEQUALITY AND ELLIPTIC SYSTEMS
INVOLVING CRITICAL HARDY-SOBOLEV EXPONENTS
X. ZHONG ANDW. ZOU
ABSTRACT. LetΩ ⊂ RN (N ≥ 3) be an open domain which is not necessarily bounded.
The sharp constant and extremal functions to the following kind of double-variable in-
equalities
Sα,β,λ,µ(Ω)
( ∫
Ω
(
λ
|u|2
∗(s)
|x|s
+ µ
|v|2
∗(s)
|x|s
+ 2∗(s)κ
|u|α|v|β
|x|s
)
dx
) 2
2∗(s)
≤
∫
Ω
(
|∇u|2 + |∇v|2
)
dx
for (u, v) ∈ D := D1,20 (Ω)×D
1,2
0 (Ω) will be explored. Further results about the sharp
constant Sα,β,λ,µ(Ω) with its extremal functions when Ω is a general open domain will
be involved. For this goal, we consider the following elliptic systems involving multiple
Hardy-Sobolev critical exponents:

−∆u− λ
|u|2
∗(s1)−2u
|x|s1
= κα 1
|x|s2
|u|α−2u|v|β in Ω,
−∆v − µ
|v|2
∗(s1)−2v
|x|s1
= κβ 1
|x|s2
|u|α|v|β−2v in Ω,
(u, v) ∈ D := D1,20 (Ω) ×D
1,2
0 (Ω),
where s1, s2 ∈ (0, 2), α > 1, β > 1, λ > 0, µ > 0, κ 6= 0, α + β ≤ 2∗(s2). Here,
2∗(s) := 2(N−s)
N−2
is the critical Hardy-Sobolev exponent. We mainly study the critical
case (i.e., α+ β = 2∗(s2)) when Ω is a cone (in particular, Ω = RN+ or Ω = R
N ). We
will establish a sequence of fundamental results including regularity, symmetry, existence
and multiplicity, uniqueness and nonexistence, etc.
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1. INTRODUCTION
Let Ω ⊂ RN (N ≥ 3) be an open domain which is not necessarily bounded. We study
the following nonlinear elliptic systems
(1.1)

−∆u− λ |u|2
∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|α−2u|v|β in Ω,
−∆v − µ |v|2
∗(s1)−2v
|x|s1 = κβ
1
|x|s2 |u|α|v|β−2v in Ω,
(u, v) ∈ D := D1,20 (Ω)×D1,20 (Ω),
where s1, s2 ∈ (0, 2), α > 1, β > 1, λ > 0, µ > 0, κ 6= 0, α+ β ≤ 2∗(s2) := 2(N−s2)N−2 .
The interest in studying the nonlinear Schro¨dinger systems is motivated by real prob-
lems in nonlinear optics, plasma physics, condensed matter physics, etc. For example, the
coupled nonlinear Schro¨dinger systems arise in the description of several physical phe-
nomena such as the propagation of pulses in birefringent optical fibers and Kerr-like pho-
torefractive media, see [2, 11, 16, 23, 24, 28], etc. The problem comes from the physical
phenomenon with a clear practical significance. The researches on solutions under dif-
ferent situations not only corresponds to different physical interpretation, but also has a
pure mathematical theoretical significance. Hence, the coupled nonlinear Schro¨dinger sys-
tems are widely studied in recently years, we refer the readers to [1, 3, 20, 22, 25] and the
references therein.
For any s ∈ [0, 2], we define the measure dµs := 1|x|s dx and |u|pp,s :=
∫
Ω
|u|pdµs.We
also use the notation |u|p := |u|p,0. The Hardy-Sobolev inequality[5, 7, 14] asserts that
D1,20 (R
N ) →֒ L2∗(s)(RN , dµs) is a continuous embedding for s ∈ [0, 2]. For a general
open domain Ω, there exists a positive constant C(s,Ω) such that∫
Ω
|∇u|2dx ≥ C(s,Ω)|u|22∗(s),s, u ∈ D1,20 (Ω).
Define µs1(Ω) as
(1.2) µs1(Ω) := inf

∫
Ω |∇u|2dx(∫
Ω
|u|2∗(s1)
|x|s1
) 2
2∗(s1)
: u ∈ D1,20 (Ω)\{0}

Consider the case of Ω = RN+ , it is well known that the extremal function of µs1(R
N
+ ) is
parallel to the ground state solution of the following problem:
(1.3)
{
−∆u = |u|2
∗(s1)−2u
|x|s1 in R
N
+ ,
u = 0 on ∂RN+ .
We note that the existence of ground state solution of (1.3) for 0 < s1 < 2 is solved by
Ghoussoub and Robert [13]. They also gave some properties about the regularity, symme-
try and decay estimates. The instanton U(x) := C
(
κ + |x|2−s2)− N−22−s2 for 0 ≤ s2 < 2 is
a ground state solution to (1.4) below (see [18] and [27]):
(1.4)
{
∆u+ u
2∗(s2)−1
|x|s2 = 0 in R
N ,
u > 0 in RN and u→ 0 as |x| → +∞.
The case that 0 ∈ ∂Ω has become an interesting topic in recent years since the curvature of
∂Ω at 0 plays an important role, see [9, 12, 13, 15], etc. A lot of sufficient conditions are
given in order to ensure that µs1(Ω) < µs1(R
N
+ ) in those papers. It is standard to apply the
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blow-up analysis to show that µs1(Ω) can be achieved by some positive u ∈ H10 (Ω) (e.g.,
see [12, Corollary 3.2]), which is a ground state solution of{
−∆u = |u|2
∗(s1)−2u
|x|s1 in Ω,
u = 0 on ∂Ω,
and the least energy equals (12 − 12∗(s1) )µs1(Ω)
N−s1
2−s1 .
However, it seems there is no article before involving the system case like (1.1) with
Hardy-Sobolev critical exponents, which we are going to deal with in the current paper. It
is well known that the main difficulty is the lack of compactness inherent in these prob-
lems involving Hardy-Sobolev critical exponents. The compactness concentration argu-
ment (see [21], etc.) is a powerful tool to handle with these critical problems. It is also
well known that the compactness concentration argument depends heavily on the limit
problem. Consider a bounded domain Ω, if 0 6∈ Ω¯, we see that 1|x|si , i = 1, 2 are regular.
We are interested in the case of that 0 ∈ Ω¯. It is easy to see that when 0 ∈ Ω, the limit
domain is RN , and when 0 ∈ ∂Ω, the limit domain is usually a cone. Especially, when
∂Ω possesses a suitable regularity (e.g. ∂Ω ∈ C2 at x = 0), the limit domain is RN+ after
a suitable rotation. Hence, in present paper, we mainly study the critical elliptic systems
(1.1) with α+ β = 2∗(s2) and Ω is a cone.
Definition 1.1. A cone in RN is an open domain Ω with Lipschitz boundary and such that
tx ∈ Ω for every t > 0 and x ∈ Ω.
We will establish a sequence of fundamental results to the system (1.1) including regu-
larity, symmetry, existence and multiplicity, and nonexistence, etc. Since there are a large
number of conclusions in the current paper, we do not intend to list them here. This paper
is organized as follows:
In Section 2, we will establish by a direct method a type of interpolation inequalities,
which are essentially the variant Caffarelli-Kohn-Nirenberg (CKN) inequalities, see [5].
In Section 3, we will study the regularity, symmetry and decay estimation about the non-
negative solutions of (1.1). Taking RN+ as a specific example, we will study the regularity
based on the technique of Moser’s iteration (see Proposition 2). By the method of moving
planes, we obtain the symmetry result (see Proposition 4). Due to the Kelvin transforma-
tion, we get the decay estimation (see Proposition 3).
In Section 4, we shall study the basic properties of the corresponding Nehari manifold.
In Section 5, we will give a nonexistence of nontrivial ground state solution of (1.1) for
the case s2 ≥ s1, see Theorem 1.
In Section 6, we will give an existence result of positive solution result for a special case
: λ = µ(βα )
2∗(s1)−2
2 , see Corollary 3. Further, we prepare a sequence of preliminaries for
the existence result which are not only useful for us to study the case of s1 = s2 in Section
7, but also the case of s1 6= s2 in Section 8.
In Section 7, we will focus on the case of s1 = s2 = s ∈ (0, 2) when Ω is a cone. In this
case, the nonlinearities are homogeneous which enable us to define the following constant
(1.5) Sα,β,λ,µ(Ω) := inf
(u,v)∈D˜
∫
Ω
(|∇u|2 + |∇v|2)dx( ∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx
) 2
2∗(s)
,
where
(1.6) D˜ :=
{
(u, v) ∈ D :
∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx > 0
}
.
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In particular, we shall see that D˜ = D\{(0, 0)} if and only if
κ > −
(
λ
α
) α
2∗(s)
(
µ
β
) β
2∗(s)
,
see Lemma 6. When κ < 0, we will prove that Sα,β,λ,µ(Ω) has no nontrivial extremals
(see Lemma 13). Hence, we will mainly focus on the case of κ > 0 and show that the
system (1.1) possesses a least energy solution and that Sα,β,λ,µ(Ω) is achieved. These
conclusions will produce the sharp constant and extremal functions to the following kind
of inequalities with double-variable
Sα,β,λ,µ(Ω)
( ∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx
) 2
2∗(s)
≤
∫
Ω
(|∇u|2 + |∇v|2)dx
for (u, v) ∈ D . For this purpose, a kind of Pohozaev identity will be established. Then
the existence, regularity, uniqueness and nonexistence results of the positive ground state
solution to the system (1.1) can be seen in this section. Under some proper hypotheses, we
will show that the positive ground state solution must be of the form
(
C(t0)U, t0C(t0)U
)
,
where t0 > 0 and C(t0) can be formulated explicitly and U is the ground state solution of{
−∆u = µs(Ω)u2
∗(s)−1
|x|s in Ω,
u = 0 on ∂Ω.
Taking a special case N = 3, s = 1, α = β = 2, λ = µ = 2κ in consideration, we
will find out all the positive ground state solutions to (1.1) . Based on these conclusions,
we may prove the existence of infinitely many sign-changing solutions of the system (1.1)
on a cone Ω by gluing together suitable signed solutions corresponding to each sub-cone.
Further, if Ω is a general open domain, the sharp constant Sα,β,λ,µ(Ω) and its extremal
functions will be investigated. We will find a way to compute Sα,β,λ,µ(Ω) and to judge
when Sα,β,λ,µ(Ω) can be achieved if Ω is a general open domain.
In Section 8, the system (1.1) satisfying s1 6= s2 ∈ (0, 2) will be studied. We shall
consider a new approximation to the original system (1.1). The estimation on the least
energy and the positive ground state alongwith its geometric structure to the approximation
will be established. Finally, the existence of positive ground state solution to the original
system will be given.
2. INTERPOLATION INEQUALITIES
For s1 6= s2, we note that there is no embedding relationship between L2∗(s1)(Ω, dµs1)
andL2
∗(s2)(Ω, dµs2 ) for any domainΩ with 0 ∈ Ω¯. Hence, we are going to establish some
interpolation inequalities in this section.
Proposition 1. Let Ω ⊂ RN (N ≥ 3) be an open set. Assume that 0 ≤ s1 < s2 < s3 ≤ 2,
then there exists θ = (N−s1)(s3−s2)(N−s2)(s3−s1) ∈ (0, 1) such that
(2.1) |u|2∗(s2),s2 ≤ |u|θ2∗(s1),s1 |u|1−θ2∗(s3),s3
for all u ∈ L2∗(s1)(Ω, dx|x|s1 ) ∩ L2
∗(s3)(Ω, dx|x|s3 ).
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Proof. Define ̺ = s3−s2s3−s1 , then 1− ̺ = s2−s1s3−s1 . A direct calculation shows that
(2.2) s2 = ̺s1 + (1 − ̺)s3
and
(2.3) 2∗(s2) = ̺2∗(s1) + (1− ̺)2∗(s3).
It follows from the Ho¨lder inequality that∫
Ω
|u|2∗(s2)
|x|s2 dx =
∫
Ω
( |u|2∗(s1)
|x|s1
)̺( |u|2∗(s3)
|x|s3
)1−̺
dx
≤
(∫
Ω
|u|2∗(s1)
|x|s1 dx
)̺( ∫
Ω
|u|2∗(s3)
|x|s3 dx
)1−̺
.
Let θ := 2
∗(s1)
2∗(s2)
̺, then by (2.3) again, 1− θ = 2∗(s3)2∗(s2) (1 − ̺). Then we obtain that
|u|2∗(s2),s2 ≤ |u|θ2∗(s1),s1 |u|1−θ2∗(s3),s3
for all u ∈ L2∗(s1)(Ω, dx|x|s1 ) ∩ L2
∗(s3)(Ω, dx|x|s3 ), where
θ =
2∗(s1)
2∗(s2)
̺ =
(N − s1)(s3 − s2)
(N − s2)(s3 − s1) ∈ (0, 1)
has the following properties. Firstly, we note that θ > 0 since s1 < s2 < s3 ≤ 2 < N .
Secondly,
θ < 1⇔ (N − s1)(s3 − s2) < (N − s2)(s3 − s1)⇔ (s2 − s1)(N − s3) > 0.

Define
(2.4) ϑ(s1, s2) :=
N(s2 − s1)
s2(N − s1) for 0 ≤ s1 ≤ s2 ≤ 2.
Corollary 1. Let Ω ⊂ RN(N ≥ 3) be an open set. Assume 0 ≤ s1 < 2. Then for any
s2 ∈ [s1, 2] and θ ∈ [ϑ(s1, s2), 1], there exists C(θ) > 0 such that
(2.5) |u|2∗(s1),s1 ≤ C(θ)‖u‖θ|u|1−θ2∗(s2),s2
for all u ∈ D1,20 (Ω), where ‖u‖ :=
( ∫
Ω
|∇u|2dx) 12 .
Proof. If s2 = s1 = s, then ϑ(s1, s2) = 0 and (2.5) is a direct conclusion of Hardy-
Sobolev inequality and the best constant C(θ) = µs(Ω)
− θ2 , ∀ θ ∈ [0, 1], where µs(Ω) is
defined by (1.2). If s1 = 0, then ϑ(s1, s2) = 1, θ = 1 and (2.5) is just the well-known
Sobolev inequality.
Next, we assume that 0 < s1 < s2 ≤ 2. We also note that if θ = 1, (2.5) is just the
well-known Sobolev inequality. Hence, next we always assume that θ < 1. Define
s˜ := s2 − (N − s2)(s2 − s1)
θ(N − s1)− (s2 − s1) .
Note θ ∈ [ϑ(s1, s2), 1), we have that 0 ≤ s˜ < s1 < s2 ≤ 2. Then by Proposition 1, we
have
|u|2∗(s1),s1 ≤ |u|θ2∗(s˜),s˜|u|1−θ2∗(s2),s2 .
Recalling the Hardy-Sobolev inequality, we have
|u|2∗(s˜),s˜ ≤ µs˜(Ω)− 12 ‖u‖.
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Hence, there exists a C(θ) > 0 such that
|u|2∗(s1),s1 ≤ C(θ)‖u‖θ|u|1−θ2∗(s2),s2 .

Define
(2.6) ς(s1, s2) :=
(N − s1)(2 − s2)
(N − s2)(2 − s1) for 0 ≤ s1 ≤ s2 ≤ 2.
Corollary 2. Let Ω ⊂ RN(N ≥ 3) be an open set. Assume 0 < s2 ≤ 2. Then for any
s1 ∈ [0, s2] and σ ∈ [0, ς(s1, s2)], there exists a C(σ) > 0 such that
(2.7) |u|2∗(s2),s2 ≤ C(σ)‖u‖1−σ|u|σ2∗(s1),s1
for all u ∈ D1,20 (Ω).
Proof. We only need to consider that case of s1 < s2 and σ > 0. Define
s¯ := s1 +
(N − s1)(s2 − s1)
(N − s1)− (N − s2)σ .
Recall that σ ∈ (0, ς(s1, s2)], we have 0 ≤ s1 < s2 < s¯ ≤ 2. Then by Proposition 1, we
have
|u|2∗(s2),s2 ≤ |u|σ2∗(s1),s1 |u|1−σ2∗(s¯),s¯.
Recalling the Hardy-Sobolev inequality, we have |u|2∗(s¯),s¯ ≤ µs¯(Ω)− 12 ‖u‖. Hence, there
exists a C(σ) > 0 such that
|u|2∗(s2),s2 ≤ C(σ)‖u‖1−σ|u|σ2∗(s1),s1 .

Remark 2.1. The above Corollary 1 and Corollary 2 are essentially the well known CKN
inequality. However, based on the Proposition 1, our proofs are very concise. Moreover,
the expressions of (2.5) and (2.7) are very convenient in our applications.
3. REGULARITY, SYMMETRY AND DECAY ESTIMATION
In this section, we will study the regularity, symmetry and decay estimation about the
positive solutions.
Lemma 1. Assume that 0 < s1 ≤ s2 < 2, 0 < u ∈ D1,20 (RN+ ) and |u|2
∗(s1)−1/|x|s1 ∈
Lq(B+1 ) for all 1 ≤ q < q1, where B+1 := B1(0) ∩RN+ . Then
|u|2∗(s2)−1/|x|s2 ∈ Lq(B+1 ) for all 1 ≤ q <
N(N + 2− 2s1)q1
N(N + 2− 2s2) + (s2 − s1)q1 .
Further, if |u|2∗(s1)−1/|x|s1 ∈ Lq(B+1 ) for all 1 ≤ q <∞, then we have
|u|2∗(s2)−1/|x|s2 ∈ Lq(B+1 ) for all 1 ≤ q <
N(N + 2− 2s1)
(N + 2)(s2 − s1) .
Proof. When q < N(N+2−2s1)q1N(N+2−2s2)+(N+2)(s2−s1)q1 and 0 < s1 ≤ s2 < 2, we see that
2∗(s2)− 1
2∗(s1)− 1
q
q1
< 1−
s2q − 2
∗(s2)−1
2∗(s1)−1s1q
N
≤ 1.
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Then we can take some θ ∈ (0, 1) such that
2∗(s2)− 1
2∗(s1)− 1
q
q1
< θ < 1−
s2q − 2
∗(s2)−1
2∗(s1)−1s1q
N
.
Let
t =
s2q − 2
∗(s2)−1
2∗(s1)−1qs1
1− θ , q˜ =
1
θ
2∗(s2)− 1
2∗(s1)− 1q.
Then by the choice of θ, we have t < N and q˜ < q1. Hence, by the Ho¨lder inequality, we
have
(3.1)
∫
B+1
u(2
∗(s2)−1)q
|x|s2q dx ≤
(∫
B+1
u(2
∗(s1)−1)q˜
|x|s1 q˜ dx
)θ( ∫
B+1
1
|x|t
)1−θ
< +∞.
It is easy to see that
N(N + 2− 2s1)q1
N(N + 2− 2s2) + (N + 2)(s2 − s1)q1 is increasing by q1 and goes
to
N(N + 2− 2s1)
(N + 2)(s2 − s1) as q1 →∞. 
Lemma 2. Assume that 0 < s2 ≤ s1 < 2, 0 < u ∈ D1,20 (RN+ ) and |u|2
∗(s1)−1/|x|s1 ∈
Lq(B+1 ) for all 1 ≤ q < q1, whereB+1 := B1(0)∩RN+ . Then |u|2
∗(s2)−1/|x|s2 ∈ Lq(B+1 )
for all 1 ≤ q < 2∗(s1)−12∗(s2)−1q1.
Proof. For any 1 ≤ q < 2∗(s1)−12∗(s2)−1q1, we set t =
2∗(s2)−1
2∗(s1)−1s1q − s2q and q˜ =
2∗(s2)−1
2∗(s1)−1q.
Then under the assumptions, it is easy to see that t ≥ 0 and 1 < q˜ < q1. Hence,∫
B+1
u(2
∗(s2)−1)q
|x|s2q dx =
∫
B+1
u(2
∗(s1)−1)q˜
|x|s1 q˜ |x|
tdx ≤
∫
B+1
u(2
∗(s1)−1)q˜
|x|s1 q˜ dx < +∞.(3.2)

We note that for some subset Ω1 and some q ≥ 1 such that
|u|2∗(s2)−1/|x|s2 , |v|2∗(s2)−1/|x|s2 ∈ Lq(Ω1),
then by Ho¨lder inequality, we also have
|u|t1 |v|t2
|x|s2 ∈ Lq(Ω1) provided 0 < t1, t2 <
2∗(s2)− 1 and t1 + t2 = 2∗(s2)− 1. Hence, we can obtain the following result:
Proposition 2. Assume s1, s2 ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s2), then any
positive solution (u, v) of
(3.3)

−∆u− λ |u|2
∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|α−2u|v|β in RN+ ,
−∆v − µ |v|2
∗(s1)−2v
|x|s1 = κβ
1
|x|s2 |u|α|v|β−2v in RN+ ,
(u, v) ∈ D := D1,20 (RN+ )×D1,20 (RN+ ),
satisfying the following properties:
(i) if 0 < max{s1, s2} < N+2N , then u, v ∈ C2(RN+ );
(ii) if max{s1, s2} = N+2N , then u, v ∈ C1,γ(RN+ ) for all 0 < γ < 1;
(iii) if max{s1, s2} > N+2N , then u, v ∈ C1,γ(RN+ ) for all 0 < γ < N(2−max{s1,s2})N−2 .
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Proof. Indeed, it is enough to consider the regularity theorem at 0 ∈ ∂RN+ . By [26, Lemma
B.3], u, v are locally bounded. Let B+1 := B1(0) ∩ RN+ . We see that there exists some
C > 0 such that
|u(x)|2∗(s1)−1/|x|s1 ≤ C|x|−s1 , |v(x)|2∗(s1)−1/|x|s1 ≤ C|x|−s1 ,
|u(x)|2∗(s2)−1/|x|s2 ≤ C|x|−s2 , |v(x)|2∗(s2)−1/|x|s2 ≤ C|x|−s2(3.4)
for x ∈ B+1 . Hence
|u|2∗(s1)−1/|x|s1 , |v|2∗(s1)−1/|x|s1 ∈ Lq(B+1 ) for all 1 ≤ q <
N
s1
and
κα
1
|x|s2 |u|
α−2u|v|β , κβ 1|x|s2 |u|
α|v|β−2v ∈ Lq(B+1 ) for all 1 ≤ q <
N
s2
.
Set smax := max{s1, s2} and smin := min{s1, s2}. Then we have that u, v ∈W 2,q(B+1 )
for all 1 ≤ q < Nsmax . Denote
τu := sup{τ : sup
B+1
(|u(x)|/|x|τ ) <∞, 0 < τ < 1},
τv := sup{τ : sup
B+1
(|v(x)|/|x|τ ) <∞, 0 < τ < 1}
and
τ0 := min{τu, τv}.
Step 1: We prove that τ0 = 1, i.e., τu = τv = 1.
Case 1: smax ≤ 1. By the Sobolev embedding, we have u, v ∈ Cτ (B+1 ) for any 0 < τ <
1. Hence, τ0 = 1 in this case.
Case 2: smax > 1. For this case, we have u, v ∈ Cτ (B+1 ) for all 0 < τ < min{2 −
smax, 1}. Then by the definition, we have 2 − smax ≤ τ0 ≤ 1. For any 0 < τ < τ0, we
have |u(x)| ≤ C|x|τ and |v(x)| ≤ C|x|τ for x ∈ B+1 , then for any x ∈ B+1 , there exists
some C > 0 such that
|u(x)|2∗(si)−1/|x|si , |v(x)|2∗(si)−1/|x|si ≤ C|x|
(
2∗(si)−1
)
τ−si (i = 1, 2).(3.5)
Suppose τ0 < 1, then by (3.5), there must hold
(
2∗(smax)− 1
)
τ0− smax < 0. Otherwise,
|u|2∗(smax)−1/|x|smax ∈ Lq(B+1 ), |v|2
∗(smax)−1/|x|smax ∈ Lq(B+1 )
for all 1 ≤ q < ∞. On the other hand, by Lemma 2 and Ho¨lder inequality, it is easy to
prove that
κα
1
|x|s2 |u|
α−2u|v|β , κβ 1|x|s2 |u|
α|v|β−2v ∈ Lq(B+1 ) for all 1 ≤ q <∞.
It follows that u ∈ W 2,q(B+1/2) for any 1 ≤ q < ∞ and then by the Sobolev embedding
again we have τ0 = 1, a contradiction. Therefore,
(
2∗(smax)−1
)
τ0−smax < 0 is proved
and thus we have
|u|2∗(smax)−1/|x|smax , |v|2∗(smax)−1/|x|smax ∈ Lq(B+1 )
for all 1 ≤ q < N
smax −
(
2∗(smax)− 1
)
τ0
.
Subcase 2.1: If smin ≤ 1 or
(
2∗(smin)− 1
)
τ0 − smin ≥ 0, we have
|u|2∗(smin)−1/|x|smin , |v|2∗(smin)−1/|x|smin ∈ Lq(B+1 )
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for all 1 ≤ q < N . We claim that smax−
(
2∗(smax)− 1
)
τ0 > 1. If not, we see that u, v ∈
W 2,q(B+1 ) for all 1 ≤ q < N , and then by Sobolev embedding, we obtain that τ0 = 1, a
contradiction. Hence, we have u, v ∈ W 2,q(B+1 ) for all 1 ≤ q < N
smax−
(
2∗(smax)−1
)
τ0
,
and by the Sobolev embedding again, we have u, v ∈ Cτ (B+1/2) for all 0 < τ < min{2−[
smax −
(
2∗(smax)− 1
)
τ0
]
, 1}. Then by the definition of τ0, we should have
2− [smax − (2∗(smax)− 1)τ0] ≤ τ0
which implies that
2− smax +
(
2∗(smax)− 2
)
τ0 ≤ 0.
But smax < 2, 2
∗(smax) > 2, τ0 > 0, a contradiction again.
Subcase 2.2: If 1 < smin ≤ smax < 2 and
(
2∗(smin) − 1
)
τ0 − smin < 0, by Lemma 2
again,
|u|2∗(smin)−1/|x|smin , |v|2∗(smin)−1/|x|smin ∈ Lq(B+1 )
for all
1 ≤ q < 2
∗(smax)− 1
2∗(smin)− 1
N
smax −
(
2∗(smax)− 1
)
τ0
.
On the other hand, by the definition of τ0, we have that
|u|2∗(smin)−1/|x|smin , |v|2∗(smin)−1/|x|smin ∈ Lq(B+1 )
for all 1 ≤ q < N
smin −
(
2∗(smin)− 1
)
τ0
. Thus,
|u|2∗(smin)−1/|x|smin , |v|2∗(smin)−1/|x|smin ∈ Lq(B+1 )
for all
1 ≤ q < max
{ N
smin −
(
2∗(smin)− 1
)
τ0
,
2∗(smax)− 1
2∗(smin)− 1
N
smax −
(
2∗(smax)− 1
)
τ0
}
.
Noting that
2∗(smax)− 1
2∗(smin)− 1
N
smax −
(
2∗(smax)− 1
)
τ0
≤ N
smax −
(
2∗(smax)− 1
)
τ0
≤ N
smin −
(
2∗(smin)− 1
)
τ0
,
we have that |u|2∗(smin)−1/|x|smin , |v|2∗(smin)−1/|x|smin ∈ Lq(B+1 ) for all 1 ≤ q <
N
smin−
(
2∗(smin)−1
)
τ0
and it follows that
u, v ∈W 2,q(B+1 ) for 1 ≤ q <
N
smax −
(
2∗(smax)− 1
)
τ0
.
Then apply the similar arguments as that in the subcase 2.1, we can deduce a contradiction.
Hence, τ0 = 1 is proved and then τu = τv = 1, i.e., for any 0 < τ < 1,
|u(x)|2∗(si)−1/|x|si , |v(x)|2∗(si)−1/|x|si ≤ C|x|
(
2∗(si)−1
)
τ−si , (i = 1, 2)(3.6)
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Step 2: We prove that u, v ∈ W 2,q(B+1 ) for all
1 ≤ q <
{
∞ if 2∗(smax)− 1− smax ≥ 0
N
1+smax−2∗(smax) if 2
∗(smax)− 1− smax < 0 .
We divide the proof in two cases.
Case 1: 2∗(smax)− 1− smax ≥ 0, i.e., smax ≤ N+2N . By taking τ close to 1, we see that
|u|2∗(si)−1/|x|si , |v|2∗(si)−1/|x|si ∈ Lq(B+1 ) (i = 1, 2)
for all 1 < q <∞.Meanwhile, by the Ho¨lder inequality,
κα
1
|x|s2 |u|
α−2u|v|β , κβ 1|x|s2 |u|
α|v|β−2v ∈ Lq(B+1 ) for all 1 ≤ q <∞.
Hence, u, v ∈W 2,q(B+1
2
) for all 1 ≤ q <∞.
Case 2: 2∗(smax)− 1− smax < 0, i.e., N+2N < smax < 2. In this case, we have
|u|2∗(smax)−1/|x|smax , |v|2∗(smax)−1/|x|smax ∈ Lq(B+1 )
for all
1 < q <
N
1 + smax − 2∗(smax) .
If 2∗(smin)− 1− smin ≥ 0, then we see that
|u|2∗(smin)−1/|x|smin , |v|2∗(smin)−1/|x|smin ∈ Lq(B+1 ) for all 1 < q <∞.
Hence, u, v ∈W 2,q(B+1 ) for all 1 ≤ q < N1+smax−2∗(smax) . And if 2∗(smin)−1−smin <
0, we must have
|u|2∗(smin)−1/|x|smin , |v|2∗(smin)−1/|x|smin ∈ Lq(B+1 )
for all 1 < q < N1+smin−2∗(smin) . Since
N
1 + smin − 2∗(smin) ≥
N
1 + smax − 2∗(smax) ,
we also obtain that u, v ∈W 2,q(B+1 ) for all 1 ≤ q < N1+smax−2∗(smax) .
Step 3: By the Sobolev embedding theorem,
u, v ∈ C1,γ(B+1/2) for all 0 < γ < 1 if smax ≤
N + 2
N
.
In particular, in the case smax <
N+2
N , there exists q0 > N such that
‖u‖W 3,q0(B+
1/2
)
≤C
(
1 + ‖u
2∗(s1)−2∇u
|x|s1 ‖Lq0(B+1 ) + ‖
u2
∗(s1)−1
|x|s1+1 ‖Lq0(B+1 ) + ‖
uα−2vβ∇u
|x|s2 ‖Lq0(B+1 )
+ ‖u
α−1vβ−1∇v
|x|s2 ‖Lq0(B+1 ) + ‖
uα−1vβ
|x|s2+1 ‖Lq0(B+1 )
)
<∞.
Thus, we obtain that u ∈ C2(B+1/2). Similarly, we can also prove that v ∈ C2(B+1/2). If
smax >
N
N+2 , note that
N
1+smax−2∗(smax) > N , by taking τ close to 1, we have u, v ∈
C1,γ(B+1/2) for all 0 < γ < 1− [1 + smax − 2∗(smax)] = N(2−smax)N−2 . 
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Proposition 3. Assume that s1, s2 ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s2). Let
(u, v) be a positive solution of (3.3), then there exists a constant C such that
|u(x)|, |v(x)| ≤ C(1 + |x|−(N−1)); |∇u(x)|, |∇v(x)| ≤ C|x|−N .
Proof. Recalling the Kelvin transformation:
(3.7) u∗(y) := |y|−(N−2)u( y|y|2 ), v
∗(y) := |y|−(N−2)v( y|y|2 ).
It is well known that
(3.8) ∆u∗(y) =
1
|y|N+2 (∆u)(
y
|y|2 ) and ∆v
∗(y) =
1
|y|N+2 (∆v)(
y
|y|2 ).
Hence, a direct computation shows that
(
u∗, v∗
)
is also a positive solution to the same
equation.
By Proposition 2, we see that u∗, v∗ ∈ C1,γ(RN+ ) for some γ > 0. Then |u∗(y)|, |v∗(y)| ≤
C|y| for y ∈ B+1 . Going back to (u, v), we see that |u(y)|, |v(y)| ≤ C|y|−(N−1) for y ∈
RN+ . Finally, it is standard to apply the gradient estimate, we obtain that |∇u(y)|, |∇v(y)| ≤
C|y|−N for y ∈ RN+ . 
Remark 3.2. Checking the proofs of Lemmas 1-2 and Propositions 2-3, their conclusions
are valid for general cone Ω. A little difference is that whenΩ = RN , the decay estimation
is
|u(x)|, |v(x)| ≤ C(1 + |x|−N ); |∇u(x)|, |∇v(x)| ≤ C|x|−N−1.
Proposition 4. Assume that s1, s2 ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s2). Let
(u, v) be a positive solution of (3.3). Then we have that u◦σ = u, v◦σ = v for all isometry
of RN such that σ(RN+ ) = R
N
+ . In particular,
(
u(x′, xN ), v(x′, xN )
)
is axially symmetric
with respect to the xN−axis, i.e., u(x′, xN ) = u(|x′|, xN ) and v(x′, xN ) = v(|x′|, xN ).
Proof. We prove the result by the well-known method of moving planes. Denote by −→eN
the N th vector of the canonical basis of RN and consider the open ball D := B 1
2
(12
−→eN).
Set
(3.9) ϕ(x) := |x|2−Nu(−−→eN + x|x|2 ), ψ(x) := |x|
2−Nv(−−→eN + x|x|2 )
for all x ∈ D¯\{0} and ϕ(0) = ψ(0) = 0. By Proposition 2, ϕ(x), ψ(x) ∈ C2(D) ∩
C1(D¯\{0}). We note that it is easy to see that ϕ(x) > 0, ψ(x) > 0 in D and ϕ(x) =
ψ(x) = 0 on ∂D\{0}. On the other hand, by Proposition 3, there exists C > 0 such that
(3.10) ϕ(x) ≤ C|x|, ψ(x) ≤ C|x| for all x ∈ D¯\{0}.
Since ϕ(0) = ψ(0) = 0, we have that ϕ(x), ψ(x) ∈ C0(D¯). By a direct computation,(
ϕ(x), ψ(x)
)
satisfies the following eqaution
(3.11)

−∆ϕ− λ ϕ2
∗(s1)−1∣∣x−|x|2−→eN ∣∣s1 = κα ϕα−1ψβ∣∣x−|x|2−→eN ∣∣s2
−∆ψ − µ ψ2
∗(s1)−1∣∣x−|x|2−→eN ∣∣s1 = κβ ϕαψβ−1∣∣x−|x|2−→eN ∣∣s2 in D.
Noting that
(3.12)
∣∣x− |x|2−→eN ∣∣ = ∣∣x∣∣∣∣x−−→eN ∣∣,
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we have
(3.13)

−∆ϕ− λ ϕ2
∗(s1)−1∣∣x∣∣s1 ∣∣x−−→eN ∣∣s1 = κα ϕα−1ψβ∣∣x∣∣s2∣∣x−−→eN ∣∣s2
−∆ψ − µ ψ2
∗(s1)−1∣∣x∣∣s1∣∣x−−→eN ∣∣s1 = κβ ϕαψβ−1∣∣x∣∣s1∣∣x−−→eN ∣∣s1 in D.
Since −→eN ∈ ∂D\{0} and ϕ(x), ψ(x) ∈ C1(D¯\{0}) ∩ C0(D¯), there exists C > 0 such
that
(3.14) ϕ(x) ≤ C|x −−→eN |, ψ(x) ≤ C|x−−→eN | for all x ∈ D¯.
Noting that 2∗(si) − 1 − si > −N for i = 1, 2, then by (3.10), (3.13), (3.14) and the
standard elliptic theory, we obtain that ϕ(x), ψ(x) ∈ C1(D¯). By ϕ(x) > 0, ψ(x) > 0 in
D, we obtain that ∂ϕ∂ν < 0,
∂ψ
∂ν < 0 on ∂D, where ν denotes the outward unit normal toD
at x ∈ ∂D.
For any η ≥ 0 and any x = (x1, x′) ∈ RN , where x′ = (x2, · · · , xN ) ∈ RN−1, we let
(3.15) xη = (2η − x1, x′) and Dη := {x ∈ D
∣∣xη ∈ D}.
We say that (Pη) holds iff
Dη 6= ∅ and ϕ(x) ≥ ϕ(xη), ψ(x) ≥ ψ(xη) for all x ∈ Dη such that x1 ≤ η.
Step 1: We shall prove that (Pη) holds if η <
1
2 and close to
1
2 sufficiently.
Indeed, it is easily to follow the Hopf’s Lemma (see the arguments above) that there exists
ε0 > 0 such that (Pη) holds for η ∈ (12 − ε0, 12 ). Now, we let
(3.16) σ := min{η ≥ 0; (Pδ) holds for all δ ∈ (η, 1
2
)}.
Step 2: We shall prove that σ = 0.
We prove it by way of negation. Assume that σ > 0, then we see that Dσ 6= ∅ and that
(Pσ) holds. Now, we set
(3.17) ϕˆ(x) := ϕ(x)− ϕ(xσ) and ψˆ(x) := ψ(x) − ψ(xσ).
Then we have
−∆ϕˆ =[−∆ϕ(x)]− [−∆ϕ(xσ)](3.18)
=λ
(
ϕ(x)
)2∗(s1)−1
|x− |x|2−→eN |s1 + κα
(
ϕ(x)
)α−1(
ψ(x)
)β
|x− |x|2−→eN |s2
− λ
(
ϕ(xσ)
)2∗(s1)−1
|xσ − |xσ |2−→eN |s1 − κα
(
ϕ(xσ)
)α−1(
ψ(xσ)
)β
|xσ − |xσ |2−→eN |s2
≥λ(ϕ(xσ))2∗(s1)−1[ 1|x− |x|2−→eN |s1 − 1|xσ − |xσ|2−→eN |s1 ]
+ κα
(
ϕ(xσ)
)α−1(
ψ(x)
)β[ 1
|x− |x|2−→eN |s2 −
1
|xσ − |xσ|2−→eN |s2
]
for all x ∈ Dσ ∩ {x1 < σ}. Noting that∣∣xσ + |xσ |2−→eN ∣∣2 − ∣∣x+ |x|2−→eN ∣∣2 = 4σ(σ − x1)(1 + |xσ|2 + |x|2 + 2xN ),(3.19)
we obtain that
(3.20) −∆ϕˆ(x) > 0 for all x ∈ Dσ ∩ {x1 < σ}.
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Similarly, we also have
(3.21) −∆ψˆ(x) > 0 for all x ∈ Dσ ∩ {x1 < σ}.
Then by the Hopf’s Lemma and the strong comparison principle, we have
(3.22) ϕˆ, ψˆ > 0 in Dσ ∩ {x1 < σ} and ∂ϕˆ
∂ν
,
∂ψˆ
∂ν
< 0 on Dσ ∩ {x1 = σ}.
Here we use the assumption σ > 0. By definition, there exists a subsequence {σi}i∈N ⊂
R+ and a sequence {xi}i∈N ⊂ D such that σi < σ, xi ∈ Dσi , (xi)1 < σi, lim
i→∞
σi = σ
and
(3.23) ϕ(xi) < ϕ((xi)σi) or ψ(x
i) < ψ((xi)σi ).
Up to a subsequence, we may assume that ϕ(xi) < ϕ((xi)σi ) without loss of generality.
Since {xi}i∈N is bounded, going to a subsequence again, we assume that lim
i→∞
xi = x ∈
Dσ ∩ {x1 ≤ σ} due to the choice of {xi}. Then we have ϕ(x) ≤ ϕ(xσ), i.e., ϕˆ(x) ≤ 0.
Combining with (3.23), we obtain that ϕˆ(x) = 0 and then x ∈ ∂(Dσ ∩ {x1 < σ}).
Case 1: If x ∈ ∂D, then ϕ(x) = 0. It follows that ϕ(xσ) = 0. Since xσ ∈ D and
ϕ > 0 in D, we also have xσ ∈ ∂D. We say that x = xσ . If not, x and xσ are symmetric
with respect to the hyperplane x1 = σ. This is impossible since that D is a ball, σ > 0
and x, xσ ∈ ∂D. Now recalling that ϕ ∈ C1, by the mean value theorem, there exists a
sequence τi ∈
(
(xi)1, 2σi − (xi)1
)
such that
(3.24) ϕ(xi)− ϕ((xi)σi) = 2∂1ϕ(τi, (x′)i)
(
(xi)1 − σi
)
.
Using the facts (xi)1 < σi and ϕ(x
i) < ϕ
(
(xi)σi
)
, we let i go to infinity and then obtain
that
(3.25) ∂1ϕ(x) ≥ 0.
On the other hand,
∂1ϕ(x) =
∂ϕ
∂ν
〈ν(x),−→e1〉 = σ|x− 12−→eN |
∂ϕ
∂ν
< 0,(3.26)
a contradiction. Here we use the assumption σ > 0 again and the fact x1 = σ since
x = xσ .
Case 2: If x ∈ D, since ϕ(x) = ϕ(xσ) > 0, we have xσ ∈ D. Since x ∈ ∂
(
Dσ ∩ {x1 <
σ}), we have x ∈ D∩{x1 = σ}. Then apply the similar arguments in Case 1, we can also
obtain that ∂1ϕ(x) ≥ 0. On the other hand, by (3.23), we have 2∂1ϕ(x) = ∂1ϕˆ(x) < 0,
also a contradiction. Hence, σ = 0 is proved.
Step 3: By Step 2, σ = 0. Hence, we have
(3.27) ϕ(x1, x
′) ≥ ϕ(−x1, x′), ψ(x1, x′) ≥ ψ(−x1, x′) for all x ∈ D0 = D.
Apply the same argument one can obtain the reverse inequality. Thus,
(3.28) ϕ(x1, x
′) = ϕ(−x1, x′), ψ(x1, x′) = ψ(−x1, x′) for all x ∈ D.
Hence, ϕ and ψ are symmetric with respect to the hyperplane {x1 = 0}. Noting that the
arguments above are valid for any hyperplane containing −→eN . By going back to (u, v), we
obtain the conclusions of this proposition. 
Remark 3.3. (Open problem) The Proposition 4 is established under the assumption that
Ω = RN+ . But so far we do not know whether the Proposition 4 is true for general cone Ω.
It remains an open problem.
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4. NEHARI MANIFOLD
In this section, we study the Nehari manifold corresponding to the following equation:
(4.1)

−∆u− λ |u|2
∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|α−2u|v|β in RN+ ,
−∆v − µ |v|2
∗(s1)−2v
|x|s1 = κβ
1
|x|s2 |u|α|v|β−2v in RN+ ,
(u, v) ∈ D := D1,20 (RN+ )×D1,20 (RN+ ),
For (u, v) ∈ D , we define the norm
‖(u, v)‖D =
(‖u‖2 + ‖v‖2) 12 ,
where ‖u‖ := ( ∫
RN+
|∇u|2dx) 12 for u ∈ D1,20 (RN+ ). A pair of function (u, v) is said to be
a weak solution of (4.1) if and only if∫
RN+
∇u∇ϕ1 +∇v∇ϕ2dx− λ
∫
RN+
|u|2∗(s1)−2uϕ1
|x|s1 dx− µ
∫
RN+
|v|2∗(s1)−2vϕ2
|x|s1 dx
− κα
∫
RN+
|u|α−2u|v|βϕ1
|x|s2 dx − κβ
∫
RN+
|u|α|v|β−2vϕ2
|x|s2 dx = 0 for all (ϕ1, ϕ2) ∈ D .
The corresponding energy functional of problem (4.1) is defined as Φ(u, v) =
1
2
a(u, v)−
1
2∗(s1)
b(u, v)− κc(u, v) for all (u, v) ∈ D , where
(4.2)

a(u, v) := ‖(u, v)‖2
D
,
b(u, v) := λ
∫
RN+
|u|2∗(s1)
|x|s1 dx+ µ
∫
RN+
|v|2∗(s1)
|x|s1 dx,
c(u, v) :=
∫
R+N
|u|α|v|β
|x|s2 dx.
We consider the corresponding Nehari manifold
N := {(u, v) ∈ D\(0, 0)|J(u, v) = 0}
where
J(u, v) := 〈Φ′(u, v), (u, v)〉 = a(u, v)− b(u, v)− κ(α+ β)c(u, v)
and Φ′(u, v) denotes the Fre´chet derivative of Φ at (u, v) and 〈·, ·〉 is the duality product
between D and its dual space D∗.
Lemma 3. Assume s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), α > 1, β > 1 and α + β = 2∗(s2).
Then for any (u, v) ∈ D\{(0, 0)}, there exists a unique t = t(u,v) > 0 such that t(u, v) =
(tu, tv) ∈ N if one of the following assumptions is satisfied:
(i) κ > 0.
(ii) κ < 0 and s2 > s1.
(iii) s2 = s1 and κ < 0 with |κ| small enough.
Moreover,N is closed and bounded away from 0.
Proof. For any (u, v) ∈ D , we use the notations defined by (4.2) and we will write them
as a, b, c for simplicity. It is easy to see that for any (u, v) 6= (0, 0), we have a > 0, b >
0, c ≥ 0. For any (u, v) ∈ D\{(0, 0)} and t > 0, we have
Φ(tu, tv) =
1
2
at2 − 1
2∗(s1)
bt2
∗(s1) − κct2∗(s2).(4.3)
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Denote
dΦ(tu,tv)
dt := −tg(t), where
g(t) = bt2
∗(s1)−2 + κ2∗(s2)ct2
∗(s2)−2 − a.
For the cases of (i) and (ii), it is easy to see that g(+∞) = +∞ and g(0) = −a < 0. Also
for the case (iii), by the Young inequality, one can prove that there exists someC > 0 such
that c(u, v) ≤ Cb(u, v) for all (u, v) ∈ D . Thus, for the case of s2 = s1, if κ < 0 with |κ|
small enough, we obtain that
(4.4) b(u, v) + 2∗(s2)κc(u, v) > 0 for all (u, v) ∈ D\{(0, 0)}.
Hence, we also have g(+∞) = +∞ and g(0) = −a < 0.
Thus, we obtain that there exists some t > 0 such that g(t) = 0 due to the continuity of
g(t). It follows that tu ∈ N . By the Hardy-Sobolev inequality and the Young inequality,
there exists some C > 0 such that
b(u, v) ≤ C‖(u, v)‖2∗(s1)
D
, c(u, v) ≤ C‖(u, v)‖2∗(s2)
D
.
Let (u, v) ∈ N , by 2∗(si) > 2, i = 1, 2, we have
a = b+ κ(2∗(s2))c ≤ C
(
a
2∗(s1)
2 + a
2∗(s2)
2
)
,
which implies that there exists some δ0 > 0 such that
(4.5) ‖(u, v)‖D = a 12 ≥ δ0 for all (u, v) ∈ N .
Thus,N is bounded away from (0, 0) and obviously,N is closed.
For any (u, v) 6= (0, 0), let t0 := inf{t|g(t) = 0, t > 0}. Then we see that t0 > 0 and
g(t0) = 0. Without loss of generality, we may assume that t0 = 1, that is, g(t) < 0 for
0 < t < 1 and g(1) = 0 = b+ κ2∗(s2)c− a. We note that
g′(t) =
(
2∗(s1)− 2
)
bt2
∗(s1)−3 + κ2∗(s2)
(
2∗(s2)− 2
)
ct2
∗(s2)−3.
(i) If κ > 0, then g′(t) > 0 for all t > 0.
(ii) If κ < 0, s2 > s1, recalling that 0 = b+ κ2
∗(s2)c− a, we have
g′(t) ≡(2∗(s1)− 2)bt2∗(s1)−3 + κ2∗(s2)(2∗(s2)− 2)ct2∗(s2)−3
= : h(t)t2
∗(s2)−3,
with h(t) :=
(
2∗(s1)− 2
)
bt2
∗(s1)−2∗(s2) + κ2∗(s2)
(
2∗(s2)− 2
)
c.When t > 1, we have
h(t) >
(
2∗(s1)− 2
)
b+ κ2∗(s2)
(
2∗(s2)− 2
)
c
=
(
2∗(s1)− 2
)
a− κ2∗(s2)(2∗(s1)− 2∗(s2))c > 0.
Hence, g′(t) > 0 for all t > 1.
(iii) If κ < 0, s2 = s1, similar to the arguments as case (ii) above, we know
h(t) =
(
2∗(s1)− 2
)(
b+ 2∗(s1)κc
)
> 0
when κ is small enough by (4.4).
The arguments above imply that g(t) > 0 for t > 1. Hence, t = 1 is the unique solution
of g(t) = 0. It follows that for any (u, v) 6= (0, 0), there exists a unique t(u,v) > 0 such
that t(u,v)(u, v) ∈ N and
Φ(t(u,v)u, t(u,v)v) = max
t>0
Φ(tu, tv).

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Lemma 4. Under the assumptions of Lemma 3, any (PS)m sequence of Φ(u, v) i.e.,{
Φ(un, vn)→ m
Φ′(un, vn)→ 0 in D∗
is bounded in D .
Proof. Let {(un, vn)} ⊂ D be a (PS)m sequence of Φ(u, v). We tend to use the previous
marks a, b, c and denote a(un, vn), b(un, vn), c(un, vn) by an, bn, cn for the simplicity.
Then we have
(4.6) Φ(un, vn) =
1
2
an − 1
2∗(s1)
bn − κcn = m+ o(1)
and
(4.7) J(un, vn) = an − bn − κ(α+ β)cn = o(1)‖(un, vn)‖D .
(1) If κ > 0, for the case of s2 ≤ s1, we have
m+ o(1)
(
1 + ‖(un, vn)‖D
)
= Φ(un, vn)− 1
2∗(s1)
J(un, vn)
=
(1
2
− 1
2∗(s1)
)
an +
(2∗(s2)
2∗(s1)
− 1)cn ≥ (1
2
− 1
2∗(s1)
)‖(un, vn)‖2D
and for the case of s2 > s1, we have
m+ o(1)
(
1 + ‖(un, vn)‖D
)
= Φ(un, vn)− 1
2∗(s2)
J(un, vn)
=
(1
2
− 1
2∗(s2)
)
an +
( 1
2∗(s2)
− 1
2∗(s1)
)
bn ≥
(1
2
− 1
2∗(s2)
)‖(un, vn)‖2D .
(2) If κ < 0, s2 ≥ s1, similarly we obtain that
m+ o(1)
(
1 + ‖(un, vn)‖D
) ≥ (1
2
− 1
2∗(s2)
)‖(un, vn)‖2D .
Based on the above arguments, we can see that {(un, vn)} is bounded in D . 
Lemma 5. Under the assumptions of Lemma 3, let {(un, vn)} ⊂ N be a (PS)c sequence
for Φ
∣∣
N , i.e., Φ(un, vn) → c and Φ′
∣∣
N (un, vn) → 0 in D∗. Then {(un, vn)} is also a
(PS)c sequence for Φ.
Proof. For any (u, v) ∈ N , we will follow the previous marks a, b, c defined by (4.2).
Then we have a− b−κ2∗(s2)c = 0 and 〈J ′(u, v), (u, v)〉 = 2a− 2∗(s1)b−κ
(
2∗(s2)
)2
c.
(1) If κ > 0,
〈J ′(u, v), (u, v)〉 =2[b+ κ2∗(s2)c]− 2∗(s1)b − k(2∗(s2))2c
=
[
2− 2∗(s1)
]
b+
(
2− 2∗(s2)
)
2∗(s2)κc
<max{2− 2∗(s1), 2− 2∗(s2)}
[
b+ 2∗(s2)κc
]
=max{2− 2∗(s1), 2− 2∗(s2)}a.
(2) If κ < 0, s2 ≥ s1,
〈J ′(u, v), (u, v)〉 =2a− 2∗(s1)
[
a− κ(α+ β)c]− κ(α+ β)2c
=
[
2− 2∗(s1)
]
a+ κ
[
2∗(s1)− α− β
]
(α+ β)c
≤[2− 2∗(s1)]a.
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Hence, by (4.5), we obtain that
(4.8) 〈J ′(u, v), (u, v)〉 ≤ max{2− 2∗(s1), 2 − α− β}δ20 < 0 for all (u, v) ∈ N ,
where δ0 is given by (4.5). By the similar arguments as in Lemma 4, we can prove that
{(un, vn)} is bounded in D . Let {tn} ⊂ R be a sequence of multipliers satisfying
Φ′(un, vn) = Φ′|N (un, vn) + tnJ ′(un, vn).
Testing by (un, vn), we obtain that
tn〈J ′(un, vn), (un, vn)〉 → 0.
Recalling (4.8), we obtain tn → 0. We can also have that J ′(un, vn) is bounded due to the
boundedness of (un, vn). Hence, it follows that Φ
′(un, vn)→ 0 in D∗. 
Define
(4.9) c0 := inf
(u,v)∈N
Φ(u, v)
and η :=
1
2
− 1
2∗(smax)
, where smax := max{s1, s2}. From the arguments in the proof
of Lemma 4, we obtain that
(4.10) c0 ≥ η‖(u, v)‖2D .
Combined with Lemma 3, we have
(4.11) c0 ≥ ηδ20 ,
where δ0 is given by (4.5). Ifm0 is achieved by some (u, v) ∈ N , then (u, v) is a ground
state solution of (3.3).
5. NONEXISTENCE OF NONTRIVIAL GROUND STATE SOLUTION
In this section, we continue to study the equation (4.1).
Definition 5.2. In the sequel, we call (u, v) nontrivial iff u 6= 0 and v 6= 0, and call (u, v)
semi-trivial iff either u = 0 or v = 0 but not all zero.
We obtain the nonexistence of nontrivial ground state solution of (4.1), i.e., the least
energy c0 := inf(u,v)∈N Φ(u, v) defined in (4.9) can only be attained by semi-trivial pairs.
Denote
(5.1) µs(R
N
+ ) := inf

∫
RN+
|∇u|2dx
(
∫
RN+
|u|2∗(s)
|x|s dx)
2
2∗(s)
: u ∈ D1,20 (RN+ )\{0}
 .
By the result of Egnell [10], µs1(R
N
+ ) is achieved and the extremals are parallel to U(x), a
ground state solution of the following problem:
(5.2)
{
−∆u = µs1(RN+ )u
2∗(s1)−1
|x|s1 in R
N
+ ,
u = 0 on ∂RN+ .
Define the functional
(5.3) Ψλ(u) =
1
2
∫
RN+
|∇u|2dx− λ
2∗(s1)
∫
RN+
|u|2∗(s1)
|x|s1 dx.
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Then a direct computation shows that u is a least energy critical point of Ψλ if and only if
(5.4) u = Uλ :=
(
µs1(R
N
+ )
λ
) 1
2∗(s1)−2
U,
where U is a ground state solution of (5.2). And the corresponding ground state value is
denoted by
(5.5) mλ = Ψλ(Uλ) =
[
1
2
− 1
2∗(s1)
] (
µs1(R
N
+ )
) 2∗(s1)
2∗(s1)−2 λ
− 2
2∗(s1)−2 .
Then we see thatmλ is decreasing by λ and
(5.6) c0 ≤ min{mλ,mµ},
where c0 is defined by (4.9).
Theorem 1. Assume that α+ β = 2∗(s2). If one of the following conditions is satisfied:
(i) κ < 0 and s2 ≥ s1;
(ii) min{α, β} (N−s1)(2−s2)(N−s2)(2−s1) > 2, s2 ≥ s1 and κ > 0 small enough,
then we have c0 = min{mλ,mµ}. Moreover, c0 is achieved by and only by semitrivial
solution 
(Uλ, 0) if λ > µ,
(0, Uµ) if λ < µ,
(Uλ, 0) or (0, Uλ) if λ = µ,
where Uλ, Uµ are defined by (5.4).
Remark 5.4. Theorem 1 means that the system (4.1) has only semi-trivial ground state
under the hypotheses of the theorem.
Remark 5.5. If s1 = s2 = s ∈ (0, 2),min{α, β} > 2, we must haveN = 3. In this case,
the assumption that “κ is small enough” can be removed (see Theorem 5).
Proof. Without loss of generality, we only prove the case of λ > µ. By (5.6), we see that
c0 ≤ mλ. By (4.11), we also have c0 > 0. Now,we proceed by contradiction. Assume that
c0 is achieved by some (u, v) ∈ D such that u 6= 0, v 6= 0. Without loss of generality, we
may assume that u ≥ 0, v ≥ 0 since c0 is the least energy.
(i) If κ < 0, we obtain that∫
RN+
|∇u|2 − λ
∫
RN+
|u|2∗(s1)
|x|s1 dx = κα
∫
RN+
|u|α|v|β
|x|s2 dx ≤ 0.
Recalling that
µs1(R
N
+ )
( ∫
RN+
|u|2∗(s1)
|x|s1 dx
) 2
2∗(s1) ≤ ‖u‖2,
if u 6= 0, we obtain that
(5.7)
∫
RN+
|u|2∗(s1)
|x|s1 dx ≥
(µs1(RN+ )
λ
) 2∗(s1)
2∗(s1)−2 .
Then by s2 ≥ s1,(1
2
− 1
2∗(s2)
)‖u‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
λ
∫
RN+
|u|2∗(s1)
|x|s1 dx
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≥ (1
2
− 1
2∗(s2)
)
µs1(R
N
+ )
( ∫
RN+
|u|2∗(s1)
|x|s1 dx
) 2
2∗(s1)+
( 1
2∗(s2)
− 1
2∗(s1)
)
λ
∫
RN+
|u|2∗(s1)
|x|s1 dx
≥ (1
2
− 1
2∗(s2)
)
λ
− 2
2∗(s1)−2
(
µs1(R
N
+ )
) 2∗(s1)
2∗(s1)−2+
( 1
2∗(s2)
− 1
2∗(s1)
)
λ
− 2
2∗(s1)−2
(
µs1(R
N
+ )
) 2∗(s1)
2∗(s1)−2
=
(1
2
− 1
2∗(s1)
)
λ
− 2
2∗(s1)−2
(
µs1(R
N
+ )
) 2∗(s1)
2∗(s1)−2
= mλ.
Similarly, if v 6= 0, we have
(5.8)
∫
RN+
|v|2∗(s1)
|x|s1 dx ≥
(µs1(RN+ )
µ
) 2∗(s1)
2∗(s1)−2
and (1
2
− 1
2∗(s2)
)‖v‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
µ
∫
RN+
|v|2∗(s1)
|x|s1 dx ≥ mµ > mλ.
Then,
c0 =Φ(u, v) =
(1
2
− 1
2∗(s2)
)
a(u, v) +
( 1
2∗(s2)
− 1
2∗(s1)
)
b(u, v)
=
(1
2
− 1
2∗(s2)
)‖u‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
λ
∫
RN+
|u|2∗(s1)
|x|s1 dx
+
(1
2
− 1
2∗(s2)
)‖v‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
µ
∫
RN+
|v|2∗(s1)
|x|s1 dx
≥
{
mλ if v = 0
mλ +mµ if v 6= 0.
Hence, c0 = mλ is proved and we see that v = 0, i.e., (u, v) = (Uλ, 0).
(ii) If κ > 0, we denote σ :=
∫
RN+
|u|2∗(s1)
|x|s1 dx, δ :=
∫
RN+
|v|2∗(s1)
|x|s1 dx. Then we have
σ ≤ (µs1(RN+ )
λ
) 2∗(s1)
2∗(s1)−2 .
If not, apply the above similar arguments, we have
Φ(u, v) ≥ (1
2
− 1
2∗(s2)
)‖u‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
λ
∫
RN+
|u|2∗(s1)
|x|s1 dx > mλ,
a contradiction. Similarly, we also have
δ ≤ (µs1(RN+ )
µ
) 2∗(s1)
2∗(s1)−2 .
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Similar to the arguments of Lemma 3, we have Φ(u, v) ≥ (12 − 12∗(s2) )‖(u, v)‖2D . Hence,
‖u‖2, ‖v‖2 ≤ (12− 12∗(s2) )−1c0. By Corollary 2, under the assumption ofmin{α, β}
(N−s1)(2−s2)
(N−s2)(2−s1) >
2, we can choose some proper η1 ≥ 2, η2 ≥ 2 and C > 0 such that
(5.9)
∫
RN+
|u|α|v|β
|x|s2 dx ≤ C|u|
η1
2∗(s1),s1
= Cσ
η1
2∗(s1)
and
(5.10)
∫
RN+
|u|α|v|β
|x|s2 dx ≤ C|v|
η2
2∗(s1),s1
= Cδ
η2
2∗(s1) .
It follows that there exists some C > 0 such that
(5.11) µs1(R
N
+ )σ
2
2∗(s1) − λσ ≤ κCσ
η1
2∗(s1)
and that
(5.12) µs1(R
N
+ )δ
2
2∗(s1) − µδ ≤ κCδ
η2
2∗(s1) .
Define gi : R+ 7→ R+, i = 1, 2 with
g1(t) := λt
2∗(s1)−2
2∗(s1) + κCt
η1−2
2∗(s1)
and
g2(t) := µt
2∗(s1)−2
2∗(s1) + κCt
η2−2
2∗(s1) .
Since η1, η2 ≥ 2, gi(t) is strictly increasing in terms of t. It is easy to check that there
exists some κ0 > 0 such that when κ < κ0, a direct calculation shows that
g1
(1
2
(µs1(RN+ )
λ
) 2∗(s1)
2∗(s1)−2
)
< µs1(R
N
+ )
and
g2
(1
2
(µs1(RN+ )
µ
) 2∗(s1)
2∗(s1)−2
)
< µs1(R
N
+ ).
Hence, if σ 6= 0, δ 6= 0, by (5.11) and (5.12), we obtain that
σ >
1
2
(µs1(RN+ )
λ
) 2∗(s1)
2∗(s1)−2
and
δ >
1
2
(µs1(RN+ )
µ
) 2∗(s1)
2∗(s1)−2 .
Then (1
2
− 1
2∗(s2)
)‖u‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
λ
∫
RN+
|u|2∗(s1)
|x|s1 dx
≥(1
2
− 1
2∗(s2)
)
µs1(R
N
+ )σ
2
2∗(s1) +
( 1
2∗(s2)
− 1
2∗(s1)
)
λσ
≥(1
2
− 1
2∗(s2)
)
µs1(R
N
+ )
[1
2
(µs1(RN+ )
λ
) 2∗(s1)
2∗(s1)−2
] 2
2∗(s1)
+
( 1
2∗(s2)
− 1
2∗(s1)
)
λ
1
2
(µs1(RN+ )
λ
) 2∗(s1)
2∗(s1)−2
>
1
2
(1
2
− 1
2∗(s1)
)
λ
− 2
2∗(s1)−2µs1(R
N
+ )
2∗(s1)
2∗(s1)−2 =
1
2
mλ.
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Similarly, we have(1
2
− 1
2∗(s2)
)‖v‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
µ
∫
RN+
|v|2∗(s1)
|x|s1 dx >
1
2
mµ >
1
2
mλ.
Thus,
Φ(u, v) =
(1
2
− 1
2∗(s2)
)‖u‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
λ
∫
RN+
|u|2∗(s1)
|x|s1 dx
+
(1
2
− 1
2∗(s2)
)‖v‖2 + ( 1
2∗(s2)
− 1
2∗(s1)
)
µ
∫
RN+
|v|2∗(s1)
|x|s1 dx > mλ,
a contradiction.
The arguments above imply that σ = 0 or δ = 0, i.e., u = 0 or v = 0. If u = 0,
then v 6= 0 is a critical point of Ψµ and then Φ(u, v) = Ψµ(v) ≥ mµ > mλ, also a
contradiction. Thus, we obtain that u 6= 0, v = 0. Hence u is a critical point of Ψλ, and
c0 = Φ(u, v) = Ψλ(u) ≥ mλ. Then, we have c0 = mλ and u = Uλ. 
Remark 5.6. We remark that the Theorem 1 of this section is valid for any cone Ω.
6. PRELIMINARIES FOR THE EXISTENCE RESULTS
Remark 6.7. Without loss of generality, we only consider the case ofΩ = RN+ . We remark
that the results of this section are still valid for any domainΩ as long as µs1(Ω) is attained
(e.g. Ω is a cone).
Since the system (4.1) possesses semitrivial solution (u, v), we are interested in the
nontrivial solutions. Firstly, we recall the following result due to Ghoussoub and Robert
[13, Theorem 1.2] (see also [15, Lemma 2.1], [19, Lemma 2.6]) for the scalar equation.
Lemma 6. ([13, Theorem 1.2]) Let u ∈ D1,20 (RN+ ) be an entire solution to the problem
(6.1)
{
∆u+ u
2∗(s1)−1
|x|s1 = 0 in R
N
+ ,
u > 0 in RN+ and u = 0 on ∂R
N
+ .
Then, the following hold:
(i) 
u ∈ C2(RN+ ) if s1 < 1 + 2N ,
u ∈ C1,β(RN+ ) for all 0 < β < 1 if s1 = 1 + 2N ,
u ∈ C1,β(RN+ ) for all 0 < β < N(2−s1)N−2 if s1 > 1 + 2N .
(ii) There is a constant C such that |u(x)| ≤ C(1 + |x|)1−N and |∇u(x)| ≤ C(1 +
|x|)−N .
(iii) u(x′, xN ) is axially symmetric with respect to the xN -axis, i.e., u(x′, xN ) =
u(|x′|, xN ), where x′ = (x1, · · · , xN−1).
6.1. Existence of positive solution for the case : λ = µ
(
β
α
) 2∗(s1)−2
2
. The following
result is essentially due to [17, Theorem 1.2]:
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Lemma 7. Let N ≥ 3, s1, s2 ∈ (0, 2), λ > 0, α > 1, β > 1 and α + β = 2∗(s2). Then
the following problem
(6.2)
{
−∆w − λw2
∗(s1)−1
|x|s1 − κα(βα )
β
2
w2
∗(s2)−1
|x|s2 = 0 in R
N
+ ,
w(x) ∈ D1,20 (RN+ ), w(x) > 0 in RN+ ,
has a least-energy solution provided further one of the following holds:
(i) 0 < s1 < s2 < 2 and κ ∈ R.
(ii) s1 > s2 and κ ≥ 0.
(iii) s1 = s2 and κ > −λ 1α (αβ )
β
2 .
Remark 6.8. The case of κ = 0 or s1 = s2 with κ > −λ 1α (αβ )
β
2 , (6.2) is essentially the
problem (6.1). And the existence result was firstly given by Egnell [10].
Corollary 3. LetN ≥ 3, s1, s2 ∈ (0, 2), µ > 0, κ 6= 0, α > 1, β > 1 and α+β = 2∗(s2).
If λ = µ(βα )
2∗(s1)
2 , then (w,
√
β
αw) is a positive solution of (3.3) provided further one of
the following holds:
(i) 0 < s1 < s2 < 2 and κ ∈ R\{0}.
(ii) s1 > s2 and κ > 0.
(iii) s1 = s2 and κ > −λ 1α (αβ )
β
2 .
Here w is a least-energy solution of (6.2).
Proof. This proof can be got through via a direct computation. We omit the details. 
Corollary 4. Assume that N ≥ 3, α > 1, β > 1, α + β = 2∗(s2), λ = µ(βα )
2∗(s1)
2 > 0
and one of the following holds
(i) 0 < s1 < s2 < 2, κ < 0,
(ii) s1 = s2 ∈ (0, 2),−λ 1α (αβ )
β
2 < κ < 0,
(iii) min{α, β} (N−s1)(2−s2)(N−s2)(2−s1) > 2, s2 ≥ s1 and κ > 0 small enough.
Then (w,
√
β
αw) is a positive solution to equation (3.3) but problem (3.3) has no nontrivial
ground state solution.
Proof. It is a straightforward consequence of Theorem 1 and Corollary 3. 
6.2. Estimation on the upper bound of c0 := inf
(u,v)∈N
Φ(u, v). In order to prove the ex-
istence of positive ground state solution to the equation (4.1), we have to give an estimation
on the upper bound of c0, including the cases of s1 = s2 and s1 6= s2.
Let 1 < α, 1 < β, α + β = 2∗(s2). Let u := Uλ be a function defined by (5.4). Then
we have u > 0 in RN+ and
c(u, v) :=
∫
RN+
|u|α|v|β
|x|s2 dx > 0, ∀ v ∈ D
1,2
0 (R
N
+ )\{0}.
Assume that the assumptions of Lemma 3 are satisfied, i.e., one of the following holds:
(i) κ > 0,
(ii) κ < 0 and s2 > s1,
(iii) s2 = s1 and κ < 0 small enough,
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then we see that for any ε ∈ R, there exists a unique positive number t(ε) > 0 such that(
t(ε)u, t(ε)εv
) ∈ N . The function t(ε) : R 7→ R+ is implicitly defined by the equation
‖u‖2 + ε2‖v‖2 =
[
λ|u|2∗(s1)2∗(s1),s1 + µ|v|
2∗(s1)
2∗(s1),s1
|ε|2∗(s1)
][
t(ε)
]2∗(s1)−2
(6.3)
+ κ2∗(s2)c(u, v)
[
t(ε)
]2∗(s2)−2|ε|β.
We notice that t(0) = 1. Moreover, from the Implicit Function Theorem, it follows that
t(ε) ∈ C1(R) and t′(ε) = Pv(ε)Qv(ε) , where
Qv(ε) :=
[
2∗(s1)− 2
][
λ|u|2∗(s1)2∗(s1),s1 + µ|v|
2∗(s1)
2∗(s1),s1
|s|2∗(s1)
][
t(ε)
]2∗(s1)−3
+ κ2∗(s2)[2∗(s2)− 2]c(u, v)
[
t(ε)
]2∗(s2)−3|ε|β
and
Pv(ε) :=2‖v‖2ε− 2∗(s1)µ|v|2
∗(s1)
2∗(s1),s1
[
t(ε)
]2∗(s1)−2|ε|2∗(s1)−2ε
− κ2∗(s2)βc(u, v)
[
t(ε)
]2∗(s2)−2|ε|β−2ε.
Lemma 8. (The case of β < 2) Assume that 1 < α, 1 < β < 2, α+ β = 2∗(s2) and one
of the following holds:
(i) κ > 0.
(ii) κ < 0 and s2 > s1.
(iii) s2 = s1 and κ < 0 with |κ| small enough.
Let Uλ :=
(µs1 (RN+ )
λ
) 1
2∗(s1)−2U , where U is a ground state solution of (5.2). Then
(a) if κ < 0, (u, 0) is a local minimum point of Φ in N .
(b) if κ > 0, then
c0 := inf
(φ,ϕ)∈N
Φ(φ, ϕ) < Φ(Uλ, 0) = Ψλ(Uλ) = mλ.
Proof. Let u := Uλ and take any v ∈ D1,20 (RN+ )\{0}.When β < 2, we have
Pv(ε) = −κ2∗(s2)βc(u, v)|ε|β−2ε
(
1 + o(1)
)
as ε→ 0
and
Qv(ε) =
([
2∗(s1)− 2
]
λ|u|2∗(s1)2∗(s1),s1
)(
1 + o(1)
)
as ε→ 0.
Hence,
t′(ε) = −M(v)β|ε|β−2ε(1 + o(1)),
where
M(v) :=
κ2∗(s2)c(u, v)[
2∗(s1)− 2
]
λ|u|2∗(s1)2∗(s1),s1
.
By the Taylor formula, we obtain that
t(ε) = 1−M(v)|ε|β(1 + o(1)),
and [
t(ε)
]2∗(si)
= 1− 2∗(si)M(v)|ε|β
(
1 + o(1)
)
(i = 1, 2).
Noting that for any (φ, ϕ) ∈ N , we have
Φ(φ, ϕ) =
(1
2
− 1
2∗(s1)
)
b(φ, ϕ) +
2∗(s2)− 2
2
κc(φ, ϕ),
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where b(φ, ϕ), c(φ, ϕ) are defined by (4.2). Thus,
Φ
(
t(ε)u, t(ε)εv
)− Φ(u, 0)
=
(1
2
− 1
2∗(s1)
)[
λ|u|2∗(s1)2∗(s1),s1
[
t(ε)
]2∗(s1)
+ µ|v|2∗(s1)2∗(s1),s1
[
t(ε)
]2∗(s1)|ε|2∗(s1)
− λ|u|2∗(s1)2∗(s1),s1
]
+
2∗(s2)− 2
2
κc(u, v)
[
t(ε)
]2∗(s2)|ε|β
=
(1
2
− 1
2∗(s1)
)
λ|u|2∗(s1)2∗(s1),s1
[− 2∗(s1)M(v)]|ε|β(1 + o(1))
+
2∗(s2)− 2
2
κc(u, v)
[
t(ε)
]2∗(s2)|ε|β
=− κ2
∗(s2)
2
c(u, v)|ε|β(1 + o(1))+ 2∗(s2)− 2
2
κc(u, v)
(
1 + o(1)
)|ε|β
=− κ|ε|βc(u, v)(1 + o(1)),
which implies the results since c(u, v) > 0 for any 0 6= v ∈ D1,20 (RN+ ). 
Lemma 9. (the case of β > 2) Assume that 1 < α, 2 < β, α+ β = 2∗(s2) and one of the
following holds:
(i) κ > 0.
(ii) κ < 0 and s2 > s1.
(iii) s2 = s1 and κ < 0 with |κ| small enough.
Let Uλ :=
(µs1 (RN+ )
λ
) 1
2∗(s1)−2U , where U is a ground state solution of (5.2). Then (Uλ, 0)
is a local minimum point of Φ in N .
Proof. Let u := Uλ and take any v ∈ D1,20 (RN+ )\{0}.When β > 2, we have
Pv(ε) = 2‖v‖2ε
(
1 + o(1)
)
, Qv(ε) =
([
2∗(s1)− 2
]
λ|u|2∗(s1)2∗(s1),s1
)(
1 + o(1)
)
.
Hence,
t′(ε) = 2M˜(v)ε
(
1 + o(1)
)
,
where
M˜(v) :=
‖v‖2[
2∗(s1)− 2
]
λ|u|2∗(s1)2∗(s1),s1
.
By the Taylor formula, we obtain that
t(ε) = 1 + M˜(v)|ε|2(1 + o(1))
and [
t(ε)
]2∗(si)
= 1 + 2∗(si)M˜(v)|ε|2
(
1 + o(1)
)
(i = 1, 2).
Hence a direct computation shows that
Φ
(
t(ε)u, t(ε)εv
)− Φ(u, 0)
=
(1
2
− 1
2∗(s1)
)
λ|u|2∗(s1)2∗(s1),s1
[
2∗(s1)M˜(v)
]|ε|2(1 + o(1))+ o(|ε|2)
=
1
2
‖v‖2|ε|2(1 + o(1)) > 0 when ε is small enough.

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Define η1 := inf
v∈Ξ
‖v‖2, where
Ξ := {v ∈ D1,20 (RN+ ) :
∫
RN+
|Uλ|α|v|2
|x|s2 dx = 1}.
We note that by the Hardy-Sobolev inequality, Uλ ∈ L2∗(s2)(RN+ , dx|x|s2 ), then by the
Ho¨lder inequality,
∫
RN+
|Uλ|α|v|2
|x|s2 dx is well defined for all v ∈ D1,20 (RN+ ) when α =
2∗(s2)− 2.
Define 〈φ, ψ〉 := ∫Ω |Uλ|αφψ|x|s2 dx, then it is easy to check that 〈·, ·〉 is an inner product.
We say that φ and ψ are orthogonal if and only if 〈φ, ψ〉 = 0. Then we have the following
result:
Lemma 10. Assume that 1 < α = 2∗(s2) − 2, β = 2, then there exists η1 > 0 and some
0 < v ∈ D1,20 (RN+ ) such that
(6.4) −∆v = η1 |Uλ|
α
|x|s2 v in R
N
+ , v = 0 on ∂R
N
+ .
Furthermore, the eigenvalue η1 is simple and satisfying
(6.5)
∫
RN+
|Uλ|α|v|2
|x|s2 dx ≤
1
η1
‖v‖2 for all v ∈ D1,20 (RN+ ).
In particular, if s1 = s2 = s, we have
(6.6) η1 = λ,
and it is only attained by v = Uλ.
Proof. It is easy to see that η1 ≥ 0 under our assumptions. Let {vn} ⊂ Ξ be such that
‖vn‖2 → η1. Then {vn} is bounded in D1,20 (RN+ ). Going to a subsequence if necessary,
we may assume that vn ⇀ v0 inD
1,2
0 (R
N
+ ) and vn → v0 a.e. inRN+ . By Ho¨lder inequality,
we have∣∣∣ ∫
Λ
uαv2n − uαv20
|x|s2 dx
∣∣∣ ≤ (∫
Λ
uα+2
|x|s2 dx
) α
α+2
(∫
Λ
|v2n − v2|
α+2
2
|x|s2
) 2
α+2 → 0
as |Λ| → 0 due to the absolute continuity of the integral and the boundness of vn. Similarly,
we also have that {uαv2n|x|s2 } is a tight sequence, i.e., for ε > 0, there exists some Rε > 0
such that
(6.7)
∣∣∣ ∫
RN+∩BcRε
uαv2n
|x|s2 dx
∣∣∣ ≤ ε uniformly for all n ∈ N.
Combine with the Egoroff Theorem, it is easy to prove that
(6.8)
∫
RN+
uαv2n
|x|s2 dx→
∫
RN+
uαv20
|x|s2 dx.
Hence, we prove that
D1,20 (R
N
+ ) 7→ R with χ(v) =
∫
RN+
|u|α|v|2
|x|s2 dx
is weak continuous, which implies that Ξ is weak closed. Hence, v0 ∈ Ξ and we have
‖v0‖2 ≤ lim inf
n→∞ ‖vn‖
2 = η1.
26 X. ZHONG AND W. ZOU
On the other hand, by the definition of η1 and v0 ∈ Ξ, we have ‖v0‖2 ≥ η1. Thus, v0 is a
minimizer of ‖v‖2 constraint on Ξ. It is easy to see that |v0| is also a minimizer. Hence, we
may assume that v0 ≥ 0 without loss of generality. We see that there exists some Lagrange
multiplier η ∈ R such that
−∆v0 = η |u|
αv0
|x|s2 .
It follows that η = η1. Since v0 ∈ Ξ, we get that v0 6= 0 and η1 > 0.
Let a(x) := η1
|u|α
|x|s2 , it is easy to see that a(x) ∈ L
N
2
loc(R
N
+ ). Then the Bre´zis-Kato
theorem in [4] implies that v ∈ Lrloc(RN+ ) for all 1 ≤ r < ∞. Then v0 ∈ W 2,rloc (RN+ )
for all 1 ≤ r < ∞. By the elliptic regularity theory, v0 ∈ C2(RN+ ). Finally, by the
maximum principle, we obtain that v0 is positive. Finally, (6.5) is an easy conclusion from
the definition of η1.
It is standard to prove that η1 is simple, we omit the details. Next, we will compute the
value of η1 when s1 = s2 = s. A direct computation shows that
(6.9) −∆Uλ = λU
2∗(s)−1
λ
|x|s .
Testing (6.4) by Uλ, we have
(6.10)
∫
RN+
(∇v · ∇Uλ)dx = η1
∫
RN+
Uαλ
|x|s vUλdx.
Testing (6.9) by v, we also have
(6.11)
∫
RN+
(∇Uλ · ∇v)dx = λ
∫
RN+
Uαλ
|x|sUλvdx.
Hence,
(6.12) (η1 − λ)
∫
RN+
Uαλ
|x|sUλvdx = 0.
Since v and Uλ are positive, we obtain that η1 = λ. 
Lemma 11. (the case of β = 2) Assume that 1 < α = 2∗(s2) − 2, β = 2 and one of the
following holds:
(i) κ > 0.
(ii) κ < 0 and s2 > s1.
(iii) s2 = s1 and κ < 0 with |κ| small enough.
Let Uλ :=
(µs1 (RN+ )
λ
) 1
2∗(s1)−2U , where U is a ground state solution of (5.2). Then there
exists a positive k0 =
η1
2∗(s2)
such that
(a) if κ < 0, (Uλ, 0) is a local minimum point of Φ in N .
(b) if 0 < κ < k0, then (Uλ, 0) is a local minimum point of Φ in N .
(c) if κ > k0, then
c0 := inf
(φ,ϕ)∈N
Φ(φ, ϕ) < Φ(Uλ, 0) = Ψλ(Uλ) = mλ,
where η1 := inf
v∈Ξ
‖v‖2, with
Ξ := {v ∈ D1,20 (RN+ ) :
∫
RN+
|Uλ|α|v|2
|x|s2 dx = 1}.
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Proof. Let u := Uλ and take any v ∈ D1,20 (RN+ )\{0}. In this case, we have
Pv(ε) = 2
(
‖v‖2−κ2∗(s2)c(u, v)
)
ε
(
1+o(1)
)
, Qv(ε) =
([
2∗(s1)−2
]
λ|u|2∗(s1)2∗(s1),s1
)(
1+o(1)
)
.
Hence, t′(ε) = 2M¯(v)ε
(
1+ o(1)
)
, where M¯(v) :=
‖v‖2 − κ2∗(s2)c(u, v)[
2∗(s1)− 2
]
λ|u|2∗(s1)2∗(s1),s1
. Similar to
the arguments above, we obtain that
Φ
(
t(s)u, t(s)sv
)− Φ(u, 0) = 1
2
(‖v‖2 − κ2∗(s2)c(u, v))|s|2(1 + o(1)).
If κ < 0, we obtain the result of (a).
Since u > 0 is given, by Lemma 10, we have
(6.13) c(u, v) =
∫
RN+
|u|α|v|2
|x|s2 dx ≤
1
η1
‖v‖2 for all v ∈ D1,20 (RN+ ).
Define k0 :=
η1
2∗(s2)
. Hence, when κ < k0, we have
‖v‖2 − 2∗(s2)κc(u, v) > 0 for all v ∈ D1,20 (RN+ )\{0},
which implies (b). For κ > k0 =
η1
2∗(s2)
, by the definition of η1, there exists some v ∈
D1,20 (R
N
+ )\{0} such that ‖v‖2 − κ2∗(s2)c(u, v) < 0, and then it follows (c). 
Summarize the above conclusions, we obtain the following result:
Corollary 5. Assume that 1 < α, 1 < β, α+ β ≤ 2∗(s2) and one of the following holds:
(i) κ > 0.
(ii) κ < 0 and s2 > s1.
(iii) s2 = s1 and κ < 0 with |κ| small enough.
Let Uλ :=
(µs1 (RN+ )
λ
) 1
2∗(s1)−2U , where U is a ground state solution of (5.2).
(1) Assume that either κ < 0 or β > 2 or β = 2 but with κ < η12∗(s2) , then (Uλ, 0) is
a local minimum point of Φ in N .
(2) Assume that either β < 2 and κ > 0 or β = 2 but with κ > η12∗(s2) , then
c0 := inf
(φ,ϕ)∈N
Φ(φ, ϕ) < Φ(Uλ, 0) = Ψλ(Uλ) = mλ,
where η1 is defined as that in Lemma 10. In particular, η1 = λ if s1 = s2 = s.
Apply the similar arguments, we can obtain the following result:
Corollary 6. Assume that 1 < α, 1 < β, α+ β ≤ 2∗(s2) and one of the following holds:
(i) κ > 0.
(ii) κ < 0 and s2 > s1.
(iii) s2 = s1 and κ < 0 with |κ| small enough.
Let Uµ :=
(µs1 (RN+ )
µ
) 1
2∗(s1)−2U , where U is a ground state solution of (5.2). Then
(1) if either κ < 0 or α > 2 or α = 2 but with κ < η22∗(s2) , then (0, Uµ) is a local
minimum point of Φ in N ;
(2) if α < 2 and κ > 0 or α = 2 but with κ > η22∗(s2) , then
c0 = inf
(φ,ϕ)∈N
Φ(φ, ϕ) < Φ(0, Uµ) = Ψµ(Uµ) = mµ,
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where η2 := inf
u∈Θ
‖u‖2, and Θ :=
{
u ∈ D1,20 (RN+ ) :
∫
RN+
|u|2|Uµ|β
|x|s2 dx = 1
}
. In
particular η2 = µ whenever s1 = s2 = s.
7. THE CASE OF s1 = s2 = s ∈ (0, 2): NONTRIVIAL GROUND STATE AND
UNIQUENESS; SHARP CONSTANT Sα,β,λ,µ(Ω); EXISTENCE OF INFINITELY MANY
SIGN-CHANGING SOLUTIONS
In this section, we focus on the case of s1 = s2 := s ∈ (0, 2); the case s1 6= s2 will be
studied in the forthcoming paper (Part II). That is, we study the following problem
(7.1)

−∆u− λ |u|2
∗(s)−2u
|x|s = κα
1
|x|s |u|α−2u|v|β in Ω,
−∆v − µ |v|2
∗(s)−2v
|x|s = κβ
1
|x|s |u|α|v|β−2v in Ω,
(u, v) ∈ D := D1,20 (Ω)×D1,20 (Ω),
where Ω is a cone in RN (especially, Ω = RN or Ω = RN+ ) or Ω ⊂ RN is an open domain
but 0 6∈ Ω¯. In this section, we are aim to study the existence of nontrivial ground state
solution to the system 7.1. Thanks to the fact of that s1 = s2, we shall obtain further
results: the uniqueness of the nontrivial ground state solution; the relationship between
the sharp constant Sα,β,λ,µ(Ω) and the domain Ω; the existence of infinitely many sign-
changing solutions to system 7.1. Finally, we will explore some approaches for studying
the sharp constant Sα,β,λ,µ(Ω) when Ω is not necessarily a cone.
Noting that for the special case s1 = s2 = s ∈ (0, 2) and α + β = 2∗(s), the nonlin-
earities are homogeneous which enable us to define the following constant
(7.2) Sα,β,λ,µ(Ω) := inf
(u,v)∈D˜
∫
Ω
(|∇u|2 + |∇v|2)dx( ∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx
) 2
2∗(s)
,
where
(7.3) D˜ :=
{
(u, v) ∈ D :
∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx > 0
}
.
The above constant determines the following kind of inequalities:
Sα,β,λ,µ(Ω)
( ∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx
) 2
2∗(s)
(7.4)
≤
∫
Ω
(|∇u|2 + |∇v|2)dx
for (u, v) ∈ D or D˜ , which can be viewed as the double-variable CKN inequality. To
the best of our knowledge, such kind of inequality and its sharp constant with extremal
functions have not been studied before.
Denote
(7.5) µs(Ω) := inf
{∫
Ω
|∇u|2dx :
∫
Ω
|u|2∗(s)
|x|s dx = 1
}
,
then µs(Ω) can be attained when Ω is a cone in R
N and 0 < s < 2 (see [10]). Noting that(
D1,20 (Ω)\{0}
)× {0} ⊂ D˜ and {0} × (D1,20 (Ω)\{0}) ⊂ D˜ , by the definition, we have
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that
(7.6) Sα,β,λ,µ(Ω) ≤
(
max{λ, µ})− 22∗(s)µs(Ω).
By Young’s inequality, it is easy to see that Sα,β,λ,µ(Ω) > 0. The following statement is
obvious.
Proposition 5. Assume that (u, v) is an extremal of Sα,β,λ,µ(Ω) such that∫
Ω
1
|x|s
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx = 1
and ∫
Ω
(|∇u|2 + |∇v|2)dx = Sα,β,λ,µ(Ω).
Then
(φ, ψ) :=
(
(Sα,β,λ,µ(Ω))
1
2∗(s)−2 u, (Sα,β,λ,µ(Ω))
1
2∗(s)−2 v
)
is a ground state solution to problem (7.1) and the corresponding energy
c0 = Φ(φ, ψ) =
(1
2
− 1
2∗(s)
)[
Sα,β,λ,µ(Ω)
] 2∗(s)
2∗(s)−2 .
Lemma 12. Assume that α > 0, β > 0, λ > 0, µ > 0, then there exists a best constant
(7.7) κ(α, β, λ, µ) = (α+ β)
(
λ
α
) α
α+β
(
µ
β
)
β
α+β
such that
κ(α, β, λ, µ)
∫
Ω
|u|α|v|βdν ≤ λ
∫
Ω
|u|α+βdν + µ
∫
Ω
|v|α+βdν
for all (u, v) ∈ Lα+β(Ω, dν)× Lα+β(Ω, dν).
Proof. By Young’s inequality with ε,
(7.8) xy ≤ εxp + C(ε)yq (x, y > 0, ε > 0)
where 1p +
1
q = 1, C(ε) = (εp)
−q/pq−1. Take p = α+βα , q =
α+β
β and x = |u|α, y =
|v|β , ε = 1
α+ β
(
λ
µ
)
β
α+βα
α
α+β β
β
α+β , then we obtain that
(7.9) |u|α|v|β ≤ 1
κ(α, β, λ, µ)
(
λ|u|α+β + µ|v|α+β).
Hence, for all (u, v) ∈ Lα+β(Ω, dν)× Lα+β(Ω, dν), we have
(7.10) κ(α, β, λ, µ)
∫
Ω
|u|α|v|βdν ≤ λ
∫
Ω
|u|α+βdν + µ
∫
Ω
|v|α+βdν.
And we note that when (u, tu) with t = (
λβ
µα
)
1
α+β , the constant κ(α, β, λ, µ) is attained.
Hence, κ(α, β, λ, µ) is the best constant. 
Lemma 13. Assume κ ≤ 0. Then
Sα,β,λ,µ(Ω) =
(
max{λ, µ})− 22∗(s)µs(Ω).
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In particular, in this case Sα,β,λ,µ(Ω) can only be attained by the semi-trivial pairs:
(U, 0) if λ > µ;
(0, U) if λ < µ;
(U, 0) or (0, U) if λ = µ;
where U is an extremal function of µs(Ω). Hence, the ground state to problem (7.1) can
only be attained by semi-trivial pairs.
Proof. By (7.6), we only need to prove the reverse inequality. Indeed, for any (u, v) ∈ D˜ ,
we have ∫
Ω
(|∇u|2 + |∇v|2)dx( ∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx
) 2
2∗(s)
(7.11)
≥
∫
Ω
(|∇u|2 + |∇v|2)dx( ∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s
) 2
2∗(s)
≥(max{λ, µ})− 22∗(s) ∫Ω (|∇u|2 + |∇v|2)dx( ∫
Ω
( |u|2∗(s)
|x|s +
|v|2∗(s)
|x|s
)
dx
) 2
2∗(s)
≥(max{λ, µ})− 22∗(s)µs(Ω)
( ∫
Ω
|u|2∗(s)
|x|s dx
) 2
2∗(s) +
( ∫
Ω
|v|2∗(s)
|x|s dx
) 2
2∗(s)( ∫
Ω
|u|2∗(s)
|x|s +
|v|2∗(s)
|x|s dx
) 2
2∗(s)
≥(max{λ, µ})− 22∗(s)µs(Ω).
By taking the infimum over D˜ , we obtain that Sα,β,λ,µ(Ω) ≥
(
max{λ, µ})− 22∗(s)µs(Ω).
Moreover, by the processes of (7.11), we see that Sα,β,λ,µ(Ω) is only achieved by (U, 0) if
λ > µ (resp. (0, U) if λ < µ; (U, 0) or (0, U) if λ = µ), where U is an extremal function
of µs(Ω). 
Proposition 6. D˜ = D\{(0, 0)} when κ > −(λ
α
)
α
2∗(s) (
µ
β
)
β
2∗(s) .
Proof. By Lemma 12, if κ > −(λ
α
)
α
2∗(s) (
µ
β
)
β
2∗(s) , then there exists some C > 0 such that
(7.12)∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx ≥ C
( ∫
Ω
(λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s
)
dx
)
.
Thereby this proposition is proved. 
Remark 7.9. By the Lemma 13 and Proposition 6, we know that, when 0 > κ > −(λα )
α
2∗(s) (µβ )
β
2∗(s) ,
then the inequality (7.4) is meaningful but the sharp constant Sα,β,λ,µ(Ω) can be reached
only by semi-trivial extremals.
Note: In view of Lemma 13, Proposition 6 and Remark 7.9, we have to consider the case
that κ > 0. Therefore, throughout the remaining part of the current paper, we assume
κ > 0.
We obtain the following result:
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Theorem 2. Assume Ω is a cone in RN (especially, Ω = RN or Ω = RN+ ) or Ω is an
open domain with 0 6∈ Ω¯. If 0 < s < 2, α > 1, β > 1, α + β = 2∗(s) and κ > 0, then
Sα,β,λ,µ(Ω) is always achieved by some nonnegative function (u, v).
Remark 7.10. Theorem 2 asserts that the constant Sα,β,λ,µ(Ω) can be attained by a non-
negative extremal function. But at this moment, we can not exclude the possibility of the
semi-triviality of the extremal function. Fortunately, we will see further results in Theorem
3 below for the nontrivial extremal function.
When we study the critical problem of a scalar equation, say (P ), blow-up analysis is
one of the classical method. Its ideas usually are as follows: Consider a modified sub-
critical problem define on a convex domain, say (Pε), which approximates the problem
(P ). Then study the existence of positive solution uε to the modified problem (Pε) and the
regularity of the positive solutions. By the standard Pohozaev identity, uε must blow-up as
ε→ 0. Apply the standard blow-up arguments to obtain the existence of positive solution
of (P ). It follows that the set of solutions is nonempty. Therefore, one may take a minimiz-
ing sequence to approach the ground state. In this process, the approximation involves the
domains and the format of the nonlinearities. However, for the system 7.1, the customary
skills can not be applied directly. Since we want to get rid of the semi-trivial solution, the
main obstacles lies in that we can not get the precise estimate about the limit of the least
energy of the approximate problem. Therefore, in the current paper, we introduce a new
approximation system where we just modify the singularity.
7.1. Approximating the problems. For any ε ≥ 0, set
(7.13) aε(x) :=
{
1
|x|s−ε for |x| < 1,
1
|x|s+ε for |x| ≥ 1.
Lemma 14. Let ε > 0. Then for any u ∈ D1,20 (Ω),
∫
Ω
aε(x)|u|2∗(s)dx is well defined and
decreasing by ε.
Proof. Let ε1 > ε2 ≥ 0. By the definition of aε(x), it is easy to obtain the result by noting
that aε1(x) < aε2(x) ≤ a0(x). 
We also note that for any compact set Ω1 ⊂ Ω such that 0 6∈ Ω¯1, aε(x) → a0(x)
uniformly on Ω1 as ε → 0. For any fixed ε > 0, we consider the ground state solution to
the following problem:
(7.14)

−∆u− λaε(x)|u|2∗(s)−2u = καaε(x)|u|α−2u|v|β in Ω,
−∆v − µaε(x)|v|2∗(s)−2v = κβaε(x)|u|α|v|β−2v in Ω,
κ > 0, (u, v) ∈ D := D1,20 (Ω)×D1,20 (Ω),
Consider the following variational problem
(7.15) min
∫
Ω
(|∇u|2 + |∇v|2)dx
(7.16) s.t.
∫
Ω
aε(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx = 1.
Let Sεα,β,λ,µ(Ω) be the minimize value of (7.15), then we have:
Lemma 15. The constant Sεα,β,λ,µ(Ω) is increasing with respect to ε and
lim
ε→0+
Sεα,β,λ,µ(Ω) = Sα,β,λ,µ(Ω).
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Proof. By the definition of Sεα,β,λ,µ(Ω) and aε(x), it is easy to see that
Sε1α,β,λ,µ(Ω) ≥ Sε2α,β,λ,µ(Ω) for any ε1 > ε2 ≥ 0.
Hence, we have
(7.17) lim inf
ε→0+
Sεα,β,λ,µ(Ω) ≥ Sα,β,λ,µ(Ω).
On the other hand, for any η > 0, there exists (u, v) ∈ C∞c (Ω)× C∞c (Ω) such that∫
Ω
a0(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx = 1
and ∫
Ω
(|∇u|2 + |∇v|2)dx < Sα,β,λ,µ(Ω) + η.
Since aε(x)→ a0(x) in L∞(supp(u)) as ε→ 0, we obtain that
lim sup
ε→0+
Sεα,β,λ,µ(Ω)
= lim sup
ε→0+
∫
Ω
(|∇u|2 + |∇v|2)dx( ∫
Ω aε(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx) 22∗(s)
=
∫
Ω
(|∇u|2 + |∇v|2)dx( ∫
Ω
a0(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx) 22∗(s)
=
∫
Ω
(|∇u|2 + |∇v|2)dx < Sα,β,λ,µ(Ω) + η.
By the arbitrariness of η, we have
(7.18) lim sup
ε→0+
Sεα,β,λ,µ(Ω) ≤ Sα,β,λ,µ(Ω).
Thus the proof is completed by (7.17) and (7.18). 
Let Lp(Ω, aε(x)dx) denote the space of L
p-integrable functions with respect to the
measure aε(x)dx and the corresponding norm is indicated by
|u|p,ε :=
( ∫
Ω
aε(x)|u|pdx
) 1
p , p > 1.
Then we have the following compact embedding result:
Lemma 16. For any ε ∈ (0, s), the embedding D1,20 (Ω) →֒ L2
∗(s)(Ω, aε(x)dx) is com-
pact.
Proof. Let {un} ⊂ D1,20 (Ω) be a bounded sequence. Up to a subsequence, we may assume
that un ⇀ u inD
1,2
0 (Ω) and un → u a.e. in Ω. Then for any R > 1, we have
(7.19)
∫
Ω∩BcR
aε(x)|un|2∗(s)dx ≤ 1
Rε
∫
Ω∩BcR
a0|un|2∗(s)dx→ 0,
uniformly for all n as R→ +∞.
Noting that 2∗(s) < 2∗(s − ε), 2∗(s) < 2∗ := 2NN−2 , by Rellich-Kondrachov compact
theorem, we have
(7.20) lim
n→∞
∫
Ω∩BR
aε(x)|un − u|2∗(s)dx = 0.
By (7.19) and (7.20), we prove this Lemma. 
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Lemma 17. For any ε ∈ (0, s), Sεα,β,λ,µ(Ω) is attained by some extremal (uε, vε), i.e.,∫
Ω
aε(x)
[
λ|uε|2∗(s) + µ|vε|2∗(s) + 2∗(s)κ|uε|α|vε|β
]
dx = 1
and ∫
Ω
(|∇uε|2 + |∇vε|2)dx = Sεα,β,λ,µ(Ω).
Moreover, (uε, vε) satisfies the following equation:
(7.21)

−∆u = Sεα,β,λ,µ(Ω)
(
λaε(x)|u|2∗(s)−2u+ καaε(x)|u|α−2u|v|β
)
in Ω,
−∆v = Sεα,β,λ,µ(Ω)
(
µaε(x)|v|2∗(s)−2v + κβaε(x)|u|α|v|β−2v
)
in Ω,
u ≥ 0, v ≥ 0, (u, v) ∈ D := D1,20 (Ω)×D1,20 (Ω),
Proof. Let {un,ε} ⊂ D be a minimizing sequence, i.e.,∫
Ω
aε(x)
[
λ|un,ε|2∗(s) + µ|vn,ε|2∗(s) + 2∗(s)κ|un,ε|α|vn,ε|β
]
dx = 1
and ∫
Ω
(|∇un,ε|2 + |∇un,ε|2)dx→ Sεα,β,λ,µ(Ω) as n→ +∞.
Then we see that {un,ε} and {vn,ε} are bounded in D1,20 (Ω). By Lemma 16, we see that
up to a subsequence un,ε → uε and vn,ε → vε in L2∗(s)(Ω, aε(x)dx). Hence∫
Ω
aε(x)
[
λ|uε|2∗(s) + µ|vε|2∗(s) + 2∗(s)κ|uε|α|vε|β
]
dx = 1.
Then by the definition of Sεα,β,λ,µ(Ω), we have∫
Ω
(|∇uε|2 + |∇vε|2)dx ≥ Sεα,β,λ,µ(Ω).
On the other hand, by the weak semi-continuous of a norm (or Fatou’s Lemma), we have∫
Ω
(|∇uε|2 + |∇vε|2)dx ≤ lim inf
n→∞
∫
Ω
(|∇un,ε|2 + |∇un,ε|2)dx = Sεα,β,λ,µ(Ω).
Hence, (uε, vε) is a minimizer of S
ε
α,β,λ,µ(Ω). Without loss of generality, we may assume
that un,ε ≥ 0 and vn,ε ≥ 0 for all n. Then since un,ε → uε, vn,ε → vε a.e. inΩ, we obtain
that uε ≥ 0, vε ≥ 0 a.e. in Ω. There exists some Lagrange multiplier Λ ∈ R such that−∆uε = Λ
(
λaε(x)|uε|2∗(s)−2uε + καaε(x)|uε|α−2uε|vε|β
)
in Ω,
−∆vε = Λ
(
µaε(x)|vε|2∗(s)−2vε + κβaε(x)|uε|α|vε|β−2vε
)
in Ω.
Testing by (uε, vε), we obtain that Λ = S
ε
α,β,λ,µ(Ω). 
Lemma 18. For ε ∈ (0, s), assume (uε, vε) is a solution to (7.21) given by Lemma 17.
Then:
(i) The family (uε, vε) is bounded in D;
(ii) Up to a subsequence, we have uε ⇀ u, vε ⇀ v in D
1,2
0 (Ω) and uε → u, vε → v
a.e. in Ω as ε→ 0.
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(iii) (u, v) given in (ii) weakly solves
(7.22)

−∆u = Sα,β,λ,µ(Ω)
(
λa0(x)|u|2∗(s)−2u+ καa0(x)|u|α−2u|v|β
)
in Ω,
−∆v = Sα,β,λ,µ(Ω)
(
µa0(x)|v|2∗(s)−2v + κβa0(x)|u|α|v|β−2v
)
in Ω,
u ≥ 0, v ≥ 0, (u, v) ∈ D ,
(iv) If (u, v) 6= (0, 0), then
∫
Ω
a0(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx = 1
and uε → u and vε → v strongly in D1,20 (Ω). Moreover, (u, v) is an extremal
function of Sα,β,λ,µ(Ω).
Proof. (i) follows by Lemma 15 and (ii) is trivial;
(iii) Without loss of generality, we assume that εk ↓ 0 as k → ∞. For any φ ∈
C∞c (Ω), ψ ∈ C∞c (Ω), since (uεk , vεk) is a solution of (7.21) with ε = εk, we have∫
Ω
(∇uεk · ∇φ+∇vεk · ∇ψ)dx(7.23)
= Sεkα,β,λ,µ(Ω)
∫
Ω
(
λaε(x)|uε|2∗(s)−2uεφ+ καaε(x)|uε|α−2uεφ|vε|β
)
dx
+ Sεkα,β,λ,µ(Ω)
∫
Ω
(
µaε(x)|vε|2∗(s)−2vεψ + κβaε(x)|uε|α|vε|β−2vεψ
)
dx.
Recalling that aεk(x)→ a0(x) inL∞(sppt(φ)∪sppt(ψ)) and Sεkα,β,λ,µ(Ω)→ Sα,β,λ,µ(Ω)
as k→∞, we obtain that∫
Ω
(∇u · ∇φ+∇v · ∇ψ)dx(7.24)
= Sα,β,λ,µ(Ω)
∫
Ω
(
λa0(x)|u|2∗(s)−2uφ+ καa0(x)|u|α−2uφ|v|β
)
dx
+ Sα,β,λ,µ(Ω)
∫
Ω
(
µa0(x)|v|2∗(s)−2vψ + κβa0(x)|u|α|v|β−2vψ
)
dx.
Since (φ, ψ) is arbitrary, we see that (u, v) weakly solve (7.22).
(iv) By Fatou’s lemma, we have∫
Ω
a0(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx(7.25)
≤ lim inf
k→∞
∫
Ω
aεk(x)
[
λ|uεk |2
∗(s) + µ|vεk |2
∗(s) + 2∗(s)κ|uεk |α|vεk |β
]
dx = 1.
If
∫
Ω a0(x)
[
λ|u|2∗(s)+µ|v|2∗(s)+2∗(s)κ|u|α|v|β]dx 6= 1, since (u, v) 6= (0, 0), we have
0 <
∫
Ω
a0(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx < 1.
Hence, by (iii) and the definition of Sα,β,λ,µ(Ω), we have
Sα,β,λ,µ(Ω) =
∫
Ω
(|∇u|2 + |∇v|2)dx∫
Ω
a0(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx(7.26)
>
∫
Ω
(|∇u|2 + |∇v|2)dx( ∫
Ω
a0(x)
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx) 22∗(s)
≥Sα,β,λ,µ(Ω),
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a contradiction. Hence,
∫
Ω
a0(x)
[
λ|u|2∗(s)+µ|v|2∗(s)+2∗(s)κ|u|α|v|β]dx = 1. It follows
that
(7.27)
∫
Ω
(|∇uεk |2 + |∇vεk |2)→ ∫
Ω
(|∇u|2 + |∇v|2)dx,
which implies that uεk → u, vεk → v inD1,20 (Ω). 
7.2. Pohozaev Identity and the Proof of Theorem 2.
Proposition 7. Let (u, v) ∈ D1,20 (Ω)×D1,20 (Ω) be a solution of the system{
−∆u = Gu(x, u, v),
−∆v = Gv(x, u, v),
where G(x, u, v) =
∫ u
0
Gs(x, s, v)ds + G(x, 0, v) =
∫ v
0
Gt(x, u, t)dt + G(x, u, 0) is
such that G(x, 0, 0) ≡ 0, G(·, u(·), v(·)) and that xiGxi(·, u(·), v(·)) are in L1(Ω). Then
(u, v) satisfies:∫
∂Ω
|∇(u, v)|2x · νdσ(7.28)
=2N
∫
Ω
G(x, u, v)dx + 2
N∑
i=1
∫
Ω
xiGxi(x, u, v)dx − (N − 2)
∫
Ω
|∇(u, v)|2dx,
where Ω is a regular domain in RN , ν denotes the unitary exterior normal vector to ∂Ω
and |∇(u, v)|2 := |∇u|2 + |∇v|2. Moreover, if Ω = RN or a cone, then
(7.29) 2N
∫
Ω
G(x, u, v)dx+ 2
N∑
i=1
∫
Ω
xiGxi(x, u, v)dx = (N − 2)
∫
Ω
|∇(u, v)|2dx.
Proof. Since (u, v) is a solution, then we have
(7.30) 0 =
(−∆u+Gu(x, u, v))x · ∇u = (−∆v +Gv(x, u, v))x · ∇v.
It is clear that
−∆wx · ∇w = −div(∇wx · ∇w − x |∇w|
2
2
)− N − 2
2
|∇w|2, (w = u, v)
Gu(x, u, v)x · ∇u+Gv(x, u, v)x · ∇v
=div(xG(x, u, v)) −NG(x, u, v)−
N∑
i=1
xiGxi(x, u, v).
Integrating by parts, we obtain∫
∂Ω
(
σG(σ, u, v) + (∇uσ · ∇u − σ |∇u|
2
2
) + (∇vσ · ∇v − σ |∇v|
2
2
)
) · νdσ(7.31)
=
∫
Ω
(
NG(x, u, v)− N − 2
2
|∇(u, v)|2 +
N∑
i=1
xiGxi(x, u, v)
)
dx.
When u = v = 0 on ∂Ω, we have
(7.32) ∇u = ∇u · νν,∇v = ∇v · νν.
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Then by (7.31), it follows that∫
∂Ω
(
G(σ, u, v) +
1
2
|∇(u, v)|2)σ · νdσ(7.33)
=
∫
Ω
(
NG(x, u, v)− N − 2
2
|∇(u, v)|2 +
N∑
i=1
xiGxi(x, u, v)
)
dx.
Moreover, since G(x, 0, 0) ≡ 0, if u = v = 0 on ∂Ω, we have G(σ, u, v) ≡ 0 on ∂Ω, then
we obtain that
(7.34)
1
2
∫
∂Ω
|∇(u, v)|2σ ·νdσ =
∫
Ω
(
NG(x, u, v)−N − 2
2
|∇(u, v)|2+
N∑
i=1
xiGxi(x, u, v)
)
dx,
which is equivalent to (7.28). Using polar coordinate transformation, since |∇(u, v)| ∈
L2(RN ), we have∫
RN
|∇(u, v)|2dx =
∫
RN
|∇u|2 + |∇v|2dx
=
∫ ∞
0
∫
∂Br(0)
|∇u(r, θ)|2 + |∇v(r, θ)|2dθrN−1dr =
∫ ∞
0
ζ(r)dr <∞,
where ζ(r) :=
∫
∂Br(0)
|∇u(r, θ)|2 + |∇v(r, θ)|2dθrN−1 ≥ 0, then by the absolute conti-
nuity, there exists rn →∞ such that ζ(rn)→ 0. Since N ≥ 3, we have∫
∂Brn (0)
(|∇u(rn, θ)|2 + |∇v(rn, θ)|2)rndθ → 0,
which implies that
(7.35)
∫
∂BR(0)
|∇(u, v)|2σ · νdσ → 0 as R→∞.
Since |G(x, u., v)| ∈ L1(RN ), then by the the similar arguments, we obtain that
(7.36)
∫
∂BR(0)
G(σ, u, v)σ · νdσ → 0 as R→∞.
When considering Ω = BR(0) in (7.31), it follows that ν =
x
|x| , σ · ν = |x|, 0 ≤
(∇uσ · ∇u) · ν ≤ |∇u|2σ · ν. Hence by (7.35), we have
(7.37)
∫
∂BR(0)
(∇uσ · ∇u− σ |∇u|
2
2
) · νdσ → 0 as R→ +∞.
Similarly, we also have
(7.38)
∫
∂BR(0)
(∇vσ · ∇v − σ |∇v|
2
2
) · νdσ → 0 as R→ +∞.
Finally, by the Lebesgue dominated convergence theorem, when R→∞, we have that∫
BR(0)
|∇(u, v)|2dx→
∫
RN
|∇(u, v)|2dx,
∫
BR(0)
G(x, u, v)dx→
∫
RN
G(x, u, v)dx,
and
N∑
i=1
∫
BR(0)
xiGxi(x, u, v)dx→
N∑
i=1
∫
RN
xiGxi(x, u, v)dx.
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Combining with these results and (7.31), (7.36), (7.37), (7.38) we obtain (7.29). The case
of that Ω is a cone, we have x · ν ≡ 0 for x ∈ ∂Ω, then (7.29) follows by (7.28) easily. 
Corollary 7. Let 0 < ε < s < 2 and aε(x) be defined by (7.13). Suppose that α > 1, β >
1, α+ β = 2∗(s) and Ω is a cone. Then any solution (u, v) of
(7.39)

−∆u = Sεα,β,λ,µ(Ω)
(
λaε(x)|u|2∗(s)−2u+ καaε(x)|u|α−2u|v|β
)
in Ω,
−∆v = Sεα,β,λ,µ(Ω)
(
µaε(x)|v|2∗(s)−2v + κβaε(x)|u|α|v|β−2v
)
in Ω,
u ≥ 0, v ≥ 0, (u, v) ∈ D := D1,20 (Ω)×D1,20 (Ω),
satisfies ∫
Ω∩B1
[ λ
2∗(s)
aε(x)|u|2∗(s) + µ
2∗(s)
aε(x)|v|2∗(s) + 2∗(s)κaε(x)|u|α|v|β
]
dx(7.40)
=
∫
Ω∩Bc1
[ λ
2∗(s)
aε(x)|u|2∗(s) + µ
2∗(s)
aε(x)|v|2∗(s) + 2∗(s)κaε(x)|u|α|v|β
]
dx.
Proof. Let
(7.41)
G(x, u, v) := Sεα,β,λ,µ(Ω)
[ λ
2∗(s)
aε(x)|u|2∗(s) + µ
2∗(s)
aε(x)|v|2∗(s) + κaε(x)|u|α|v|β
]
.
Noting that
(7.42)
∂
∂xi
aε(x) =
{
−(s− ε) 1|x|s+2−εxi for |x| < 1,
−(s+ ε) 1|x|s+2+εxi for |x| > 1,
we have
xi ·Gxi(x, u, v)(7.43)
=Sεα,β,λ,µ(Ω)
[ λ
2∗(s)
|u|2∗(s) + µ
2∗(s)
|v|2∗(s) + κ|u|α|v|β]xi ∂
∂xi
aε(x)
=

−(s− ε)Sεα,β,λ,µ(Ω)
[
λ
2∗(s) |u|2
∗(s) + µ2∗(s) |v|2
∗(s) + κ|u|α|v|β] 1|x|s+2−εx2i
if |x| < 1,
−(s+ ε)Sεα,β,λ,µ(Ω)
[
λ
2∗(s) |u|2
∗(s) + µ2∗(s) |v|2
∗(s) + κ|u|α|v|β] 1|x|s+2+εx2i
if |x| > 1.
Hence, by Proposition 7, we have
− 2(N − s)
∫
Ω
Sεα,β,λ,µ(Ω)
[ λ
2∗(s)
aε(x)|u|2∗(s) + µ
2∗(s)
aε(x)|v|2∗(s) + κaε(x)|u|α|v|β
]
dx
(7.44)
+ (N − 2)
∫
Ω
(|∇u|2 + |∇v|2)dx
=2ε
∫
Ω∩B1
Sεα,β,λ,µ(Ω)
[ λ
2∗(s)
aε(x)|u|2∗(s) + µ
2∗(s)
aε(x)|v|2∗(s) + κaε(x)|u|α|v|β
]
dx
− 2ε
∫
Ω∩Bc1
Sεα,β,λ,µ(Ω)
[ λ
2∗(s)
aε(x)|u|2∗(s) + µ
2∗(s)
aε(x)|v|2∗(s) + κaε(x)|u|α|v|β
]
dx.
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On the other hand, since (u, v) is a solution, we have∫
Ω
(|∇u|2 + |∇v|2)dx(7.45)
= Sεα,β,λ,µ(Ω)
∫
Ω
[
λaε(x)|u|2∗(s) + µaε(x)|v|2∗(s) + 2∗(s)κaε(x)|u|α|v|β
]
dx.
Recalling that Sεα,β,λ,µ(Ω) > 0, ε > 0, by (7.44) and (7.45), we obtain (7.40). 
Corollary 8. Let 0 < ε < s < 2 and aε(x) be defined by (7.13). Suppose that α > 1, β >
1, α + β = 2∗(s) and Ω is a cone. Let (uε, vε) be a solution to (7.21) given by Lemma
17. Then up to a subsequence, there exists some (u, v) ∈ D such that uε → u, vε → v
strongly inD1,20 (Ω) as ε→ 0.
Proof. By Lemma 18, we only need to prove that (u, v) 6= (0, 0). Now,we proceed by
contradiction. We assume that u = v = 0. Let χ(x) ∈ C∞c (Ω) be a cut-off function such
that χ(x) ≡ 1 in B r
2
∩ Ω, χ(x) ≡ 0 in Ω\Br, recalling the Rellich-Kondrachov compact
theorem and 2 < 2∗(s) < 2∗ := 2NN−2 , we have uε → 0 in Lt(Ω1) for all 1 < t < 2∗ if
0 6∈ Ω¯1. Hence, it is easy to see that
∫
Ω
[
λaε(x)|χuε|2∗(s) + µaε(x)|χvε|2∗(s) + 2∗(s)κaε(x)|χuε|α|χvε|β
]
dx
(7.46)
=
∫
Ω∩Br
[
λaε(x)|uε|2∗(s) + µaε(x)|vε|2∗(s) + 2∗(s)κaε(x)|uε|α|vε|β
]
dx+ o(1)
=: ηr + o(1).
On the other hand, by the triangle inequality, we have
∫
Ω
(|∇(χuε)|2 + |∇(χvε)|2)dx = ∫
Ω
(|(∇χ)uε + χ∇uε|2 + |(∇χ)uε + χ∇vε|2)dx
(7.47)
≤
((∫
Ω
|(∇χ)|2u2εdx
) 1
2 +
( ∫
Ω
|χ|2|∇uε|2dx
) 1
2 +
( ∫
Ω
|(∇χ)|2v2εdx
) 1
2 +
( ∫
Ω
|χ|2|∇vε|2dx
) 1
2
)2
=
∫
Ω∩Br
(|∇uε|2 + |∇vε|2)dx+ o(1) := σr + o(1).
By (7.46) and (7.47), we obtain that
(7.48) Sεα,β,λ,µ(Ω)
(
ηr + o(1)
) 2
2∗(s) ≤ σr + o(1).
Similarly, we take χ˜(x) ∈ C∞(Ω) such that χ˜(x) ≡ 0 in Br ∩ Ω and χ˜ ≡ 1 in Ω\B2r.
Then by repeating the above steps, we obtain that
(7.49) Sεα,β,λ,µ(Ω)
(
1− ηr + o(1)
) 2
2∗(s) ≤ Sεα,β,λ,µ − σr + o(1).
By (7.48) and (7.49), we deduce that
(7.50)
(
ηr + o(1)
) 2
2∗(s) +
(
1− ηr + o(1)
) 2
2∗(s) ≤ 1.
Notice that h(t) := t
2
2∗(s) + (1 − t) 22∗(s) satisfying that mint∈[0,1] h(t) = 1 and only
achieved by t = 0 or t = 1. Hence, we obtain that ηr ≡ 0 or ηr ≡ 1 for any r > 0.
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But by Corollary 7, for any ε ∈ (0, s), we have∫
Ω∩B1
[
λaε(x)|uε|2∗(s) + µaε(x)|vε|2∗(s) + 2∗(s)κaε(x)|uε|α|vε|β
]
dx
=
∫
Ω∩Bc1
[
λaε(x)|uε|2∗(s) + µaε(x)|vε|2∗(s) + 2∗(s)κaε(x)|uε|α|vε|β
]
dx.
Combined with the fact of that∫
Ω∩B1
[
λaε(x)|uε|2∗(s) + µaε(x)|vε|2∗(s) + 2∗(s)κaε(x)|uε|α|vε|β
]
dx
+
∫
Ω∩Bc1
[
λaε(x)|uε|2∗(s) + µaε(x)|vε|2∗(s) + 2∗(s)κaε(x)|uε|α|vε|β
]
dx = 1,
we obtain that
1
2
=
∫
Ω∩B1
[
λaε(x)|uε|2∗(s) + µaε(x)|vε|2∗(s) + 2∗(s)κaε(x)|uε|α|vε|β
]
dx(7.51)
=
∫
Ω∩Bc1
[
λaε(x)|uε|2∗(s) + µaε(x)|vε|2∗(s) + 2∗(s)κaε(x)|uε|α|vε|β
]
dx.
Hence, we have ηr ≡ 12 for any r > 0, a contradiction. 
Proof of Theorem 2: Let (uεk , vεk) be a solution to (7.21) with ε = εk given by Lemma
17 and εk → 0 as k → +∞. Up to a subsequence, we may assume that uεk ⇀ u, vεk ⇀ v
in D1,20 (Ω) and uε → u, vε → v a.e. in Ω (see Lemma 18). Then if 0 6∈ Ω¯, by Rellich-
Kondrachov compact theorem, it is easy to see that uε → u, vεk → v strongly inD1,20 (Ω).
When Ω is a cone, by Corollary 8, we also obtain that uε → u, vεk → v strongly in
D1,20 (Ω). By (iv) of Lemma 18, we obtain that (u, v) is an extremal of Sα,β,λ,µ(Ω), the
proof is completed. ✷
Remark 7.11. When Ω is a cone, let (u, v) be the extremal obtained as limit of (uεk , vεk),
the solution to (7.21) with ε = εk given by Lemma 17. Then by Lemma 18, Corollary 8
and the formula (7.51), we see that (u, v) satisfies
1
2
=
∫
Ω∩B1
[
λa0(x)|u|2∗(s) + µa0(x)|v|2∗(s) + 2∗(s)κa0(x)|u|α|v|β
]
dx
=
∫
Ω∩Bc1
[
λa0(x)|u|2∗(s) + µa0(x)|v|2∗(s) + 2∗(s)κa0(x)|u|α|v|β
]
dx.
Such a property has been observed for the scalar equation.
7.3. Existence of positive ground state solutions. By (7.6), we always haveSα,β,λ,µ(Ω) ≤(
max{λ, µ})− 22∗(s)µs(Ω). WhenΩ is a cone and s ∈ (0, 2), α > 1, β > 1, α+β = 2∗(s),
by Theorem 2, Sα,β,λ,µ(Ω) is always attained (although the extremals may be semi-trivial).
Indeed, if Sα,β,λ,µ(Ω) =
(
max{λ, µ})− 22∗(s)µs(Ω), then Sα,β,λ,µ(Ω) can be achieved by
semi-trivial function. To see this, we just need to plug in the pairs (U, 0) or (0, U), where
U is an extremal function of µs(Ω). But, under some special conditions, Sα,β,λ,µ(Ω) can
also be achieved by nontrivial function even Sα,β,λ,µ(Ω) =
(
max{λ, µ})− 22∗(s)µs(Ω),
see Theorem 5 below. However, if
(7.52) Sα,β,λ,µ(Ω) <
(
max{λ, µ})− 22∗(s)µs(Ω),
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then the extremal functions (hence the positive ground state of the system (7.1)) of Sα,β,λ,µ(Ω)
must be nontrivial. Therefore, next we need to search some sufficient conditions to ensure
the above strict inequality (7.52). We obtain the following theorem on the existence, regu-
larity and decay estimate.
Theorem 3. Let Ω be a cone in RN (especially, Ω = RN or Ω = RN+ ) or Ω be an open
domain but 0 6∈ Ω¯. Assume s ∈ (0, 2), κ > 0, α > 1, β > 1, α+ β = 2∗(s). Then system
(7.1) possesses a positive ground state solution (φ, ψ) (i.e., φ > 0, ψ > 0) provided that
one of the following conditions holds:
(a1) λ > µ and either 1 < β < 2 or
{
β = 2
κ > λ2∗(s)
;
(a2) λ = µ and eithermin{α, β} < 2 or
{
min{α, β} = 2,
κ > λ2∗(s)
;
(a3) λ < µ and either 1 < α < 2 or
{
α = 2
κ > µ2∗(s)
.
Moreover, when Ω is a cone, we have the following regularity and decay properties:
(b1) if 0 < s <
N+2
N , φ, ψ ∈ C2(Ω);
(b2) if s =
N+2
N , φ, ψ ∈ C1,γ(Ω) for all 0 < γ < 1;
(b3) if s >
N+2
N , φ, ψ ∈ C1,γ(Ω) for all 0 < γ < N(2−s)N−2 .
When Ω is a cone with 0 ∈ ∂Ω (e.g., Ω = RN+ ), then there exists a constant C such that
|φ(x)|, |ψ(x)| ≤ C(1 + |x|−(N−1)), |∇φ(x)|, |∇ψ(x)| ≤ C|x|−N .
When Ω = RN ,
|φ(x)|, |ψ(x)| ≤ C(1 + |x|−N ), |∇φ(x)|, |∇ψ(x)| ≤ C|x|−N−1
In particular, if Ω = RN+ , then (φ(x), ψ(x)) is axially symmetric with respect to the xN -
axis, i.e., (
φ(x), ψ(x)
)
=
(
φ(x′, xN ), ψ(x′, xN )
)
=
(
φ(|x′|, xN ), ψ(|x′|, xN )
)
.
Remark 7.12. The conditions (a1)− (a3) imposed in Theorem 3 are some sufficient con-
ditions to ensure the inequality (7.52) (see Lemma 20 below). But they are not neces-
sary conditions. For example, when λ > µ and 1 < α < 2, we can not exclude that
Sα,β,λ,µ(Ω) < λ
− 2
2∗(s)µs(Ω), i.e., (7.52) may be true.
Define the functional
Φ(u, v) =
1
2
∫
Ω
(|∇u|2 + |∇v|2)dx(7.53)
− 1
2∗(s)
∫
Ω
1
|x|s
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx
and the corresponding Nehari manifold
(7.54) N := {(u, v) ∈ D\{0, 0} : J(u, v) = 0}
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where
J(u, v) := 〈Φ′(u, v), (u, v)〉
(7.55)
=
∫
Ω
(|∇u|2 + |∇v|2)dx− ∫
Ω
1
|x|s
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx.
By Lemma 3, N is well defined. Define
(7.56) c0 := inf
(u,v)∈N
Φ(u, v),
then basing on the results of Section 4 and Section 6, we see that
(7.57) 0 < c0 ≤ [ 1
2
− 1
2∗(s)
]
[
µs(Ω)
] 2∗(s)
2∗(s)−2
(
max{λ, µ})− 22∗(s)−2 .
Moreover, we have the following result.
Lemma 19. Let Ω be a cone of RN or Ω be an open domain but 0 6∈ Ω¯. Assume that
κ > 0, s ∈ (0, 2), α > 1, β > 1, α + β = 2∗(s) and let c0 be defined by (7.56), then we
have
(7.58) c0 <
[
1
2
− 1
2∗(s)
] (
µs(Ω)
) 2∗(s)
2∗(s)−2
(
max{λ, µ})− 22∗(s)−2
if and only if
(7.59) Sα,β,λ,µ(Ω) <
(
max{λ, µ})− 22∗(s)µs(Ω).
Proof. A direct computation shows that
(7.60) c0 =
[
1
2
− 1
2∗(s)
] (
Sα,β,λ,µ(Ω)
) 2∗(s)
2∗(s)−2 .

Then combining with the conclusions of Section 6, we have the following result:
Lemma 20. Let Ω be a cone in RN (especially, Ω = RN and Ω = RN+ ) or Ω be an open
domain but 0 6∈ Ω¯. Suppose s ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s). Then
Sα,β,λ,µ(Ω) <
(
max{λ, µ})− 22∗(s)µs(Ω) if one of the following holds:
(i) λ > µ and either 1 < β < 2 or
{
β = 2
κ > λ2∗(s)
;
(ii) λ = µ and eithermin{α, β} < 2 or
{
min{α, β} = 2,
κ > λ2∗(s)
;
(iii) λ < µ and either 1 < α < 2 or
{
α = 2
κ > µ2∗(s)
.
Proof. It follows by Corollary 5, Corollary 6, Lemma 10 and Lemma 19. 
Proof of Theorem 3: Under the assumptions of Theorem 3, firstly by Theorem 2, Sα,β,λ,µ(Ω)
is attained by some nonnegative pair (u, v) such that (u, v) 6= (0, 0). On the other hand,
by Lemma 20, we have Sα,β,λ,µ(Ω) <
(
max{λ, µ})− 22∗(s)µs(Ω). Hence, we see that
u 6= 0, v 6= 0. Hence, by Proposition 5,
(φ, ψ) :=
(
(Sα,β,λ,µ(Ω))
1
2∗(s)−2 u, (Sα,β,λ,µ(Ω))
1
2∗(s)−2 v
)
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is a ground state solution of system (7.1). Then by the strong maximum principle, it is
easy to see that φ > 0, , ψ > 0 in Ω. We note that the arguments in Proposition 2 and
Proposition 3 are valid for general cone. Combining with Proposition 4, we complete the
proof. ✷
7.4. Uniqueness and Nonexistence of positive ground state solutions. In the previous
subsection, in Theorem 3, we have established the existence of the positive ground state
solution to the system (7.1). Now, in the current subsection, we obtain the uniqueness of
the positive ground state solution to the system (7.1). Define
(7.61)
G(u, v) :=
∫
Ω
(|∇u|2 + |∇v|2)dx( ∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx
) 2
2∗(s)
, (u, v) 6= (0, 0)
then we have
(7.62) Sα,β,λ,µ(Ω) = inf
(u,v)∈D\{(0,0)}
G(u, v).
For any u 6= 0, v 6= 0 and t ≥ 0, we have
(7.63) G(u, tv) =
∫
Ω
(|∇u|2 + |∇v|2t2)dx( ∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s t
2∗(s) + 2∗(s)κ |u|
α|v|β
|x|s t
β
)
dx
) 2
2∗(s)
.
In particular,
G(u, tu) =
1 + t2[
λ+ µt2∗(s) + 2∗(s)κtβ
] 2
2∗(s)
∫
Ω |∇u|2dx(∫
Ω
|u|2∗(s)
|x|s dx
) 2
2∗(s)
:=g(t)
∫
Ω
|∇u|2dx(∫
Ω
|u|2∗(s)
|x|s dx
) 2
2∗(s)
.(7.64)
We define g(+∞) = lim
t→+∞ g(t) = µ
− 2
2∗(s) , then we see that
G(0, v) = lim
t→+∞G(v, tv) = g(+∞)
∫
Ω
|∇v|2dx(∫
Ω
|v|2∗(s)
|x|s dx
) 2
2∗(s)
.
Hence, we have
Sα,β,λ,µ(Ω) = inf
(u,v)∈D\{(0,0)}
G(u, v)(7.65)
≤ inf
u∈D1,20 (Ω)
inf
t∈[0,+∞)
G(u, tu)
= inf
t∈[0,+∞)
g(t) inf
u∈D1,20 (Ω)\{0}
∫
Ω |∇u|2dx(∫
Ω
|u|2∗(s)
|x|s dx
) 2
2∗(s)
= inf
t∈[0,+∞)
g(t)µs(Ω).
Moreover, we can obtain the follow precise result:
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Lemma 21. Sα,β,λ,µ(Ω) = inf
t∈[0,+∞)
g(t)µs(Ω), where
(7.66) g(t) :=
1 + t2[
λ+ µt2∗(s) + 2∗(s)κtβ
] 2
2∗(s)
.
Proof. By (7.65), we only need to prove the reverse inequality. Now, let {(un, vn)} be a
minimizing sequence of Sα,β,λ,µ(Ω). Since G(u, v) = G(tu, tv) for all t > 0, without
loss of generality, we may assume that
∫
Ω
( |un|2∗(s)
|x|s +
|vn|2∗(s)
|x|s
) ≡ 1 and G(un, vn) =
Sα,β,λ,µ(Ω) + o(1).
Case 1: lim inf
n→+∞
∫
Ω
|un|2∗(s)
|x|s dx = 0. Since {vn} is bounded in L
2∗(s)(Ω, dx|x|s ), by Ho¨lder
inequality, up to a subseqeunce, we see that∫
Ω
(
λ
|un|2∗(s)
|x|s +µ
|vn|2∗(s)
|x|s +2
∗(s)κ
|un|α|vn|β
|x|s
)
dx = µ
∫
Ω
|vn|2∗(s)
|x|s dx+o(1) = µ+o(1).
Hence lim
n→∞G(u, vn) ≥ limn→∞G(0, vn). We see that (0, vn) is also a minimizing sequence
of Sα,β,λ,µ(Ω). Hence, it is easy to see that
Sα,β,λ,µ(Ω) = µ
− 2
2∗(s)µs(Ω) = g(+∞)µs(Ω) ≥ inf
t∈(0,+∞)
g(t)µs(Ω).(7.67)
Case 2: lim inf
n→+∞
∫
Ω
|vn|2∗(s)
|x|s dx = 0. Similarly to Case 1, we can obtain that
Sα,β,λ,µ(Ω) = λ
− 2
2∗(s)µs(Ω) = g(0)µs(Ω) ≥ inf
t∈[0,+∞)
g(t)µs(Ω).(7.68)
Case 3: Up to a subseqeuce if necessary, we may assume that lim
n→+∞
∫
Ω
|un|2∗(s)
|x|s dx =
δ > 0 and lim
n→+∞
∫
Ω
|vn|2∗(s)
|x|s dx = 1− δ > 0. Let tn > 0 such that∫
Ω
|vn|2∗(s)
|x|s dx =
∫
Ω
|tnun|2∗(s)
|x|s dx,
then we see that {tn} is bounded and away from 0. Up to a subsequence, we may assume
that tn → t0 =
(
δ
1−δ
) 1
2∗(s)
. Now let wn =
1
tn
vn, then we have
(7.69)
∫
Ω
|un|2∗(s)
|x|s dx =
∫
Ω
|wn|2∗(s)
|x|s dx
and by Young’s inequality, we have∫
Ω
|un|α|wn|β
|x|s dx ≤
α
2∗(s)
∫
Ω
|un|2∗(s)
|x|s dx+
β
2∗(s)
∫
Ω
|wn|2∗(s)
|x|s dx(7.70)
=
∫
Ω
|un|2∗(s)
|x|s dx =
∫
Ω
|wn|2∗(s)
|x|s dx.
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Hence,
G(un, vn) = G(un, tnwn)(7.71)
=
∫
Ω |∇un|2dx( ∫
Ω
(
λ |un|
2∗(s)
|x|s + µt
2∗(s)
n
|wn|2∗(s)
|x|s + 2
∗(s)κtβn |un|
α|wn|β
|x|s
)
dx
) 2
2∗(s)
+
∫
Ω
t2n|∇wn|2dx( ∫
Ω
(
λ |un|
2∗(s)
|x|s + µt
2∗(s)
n
|wn|2∗(s)
|x|s + 2
∗(s)κtβn |un|
α|wn|β
|x|s
)
dx
) 2
2∗(s)
≥ 1[
λ+ µt
2∗(s)
n + 2∗(s)κtβn
] 2
2∗(s)
∫
Ω |∇un|2dx(∫
Ω
|un|2∗(s)
|x|s dx
) 2
2∗(s)
+
t2n[
λ+ µt
2∗(s)
n + 2∗(s)κtβn
] 2
2∗(s)
∫
Ω
|∇wn|2dx(∫
Ω
|wn|2∗(s)
|x|s dx
) 2
2∗(s)
≥ 1[
λ+ µt
2∗(s)
n + 2∗(s)κtβn
] 2
2∗(s)
µs(Ω) +
t2n[
λ+ µt
2∗(s)
n + 2∗(s)κtβn
] 2
2∗(s)
µs(Ω)
=g(tn)µs(Ω).
Let n→ +∞, we obtain that
Sα,β,λ,µ(Ω) ≥ g(t0)µs(Ω) ≥ inf
t∈(0,+∞)
g(t)µs(Ω).
Thereby Sα,β,λ,µ(Ω) = inf
t∈(0,+∞)
g(t)µs(Ω) is proved. 
Basing on Lemma 21, we can propose the “uniqueness” type result as following:
Theorem 4. Let Ω either be a cone in RN (in particular, Ω = RN and Ω = RN+ ) or Ω be
an open domain but 0 6∈ Ω¯. Assume s ∈ (0, 2), κ > 0, α > 1, β > 1, α+ β = 2∗(s). Let
(φ, ψ) be a positive ground state solution to problem (7.1), then
φ = C(t0)U, ψ = t0C(t0)U,
where U is the ground state solution of
(7.72)
{
−∆u = µs(Ω)u2
∗(s)−1
|x|s in Ω,
u = 0 on ∂Ω,
while t0 > 0 satisfies that
(7.73) g(t0) = inf
t∈(0,+∞)
g(t)
and
(7.74) C(t0) := [Sα,β,λ,µ(Ω)]
1
2∗(s)−2
(
λ+ µt
2∗(s)
0 + 2
∗(s)κtβ0
)− 1
2∗(s)
,
where g(t) is defined in (7.66).
Proof. By the processes of Case 3 in the proof of Lemma 21, if Sα,β,λ,µ(Ω) is attained by
some nontrivial function (u, v), i.e., u 6= 0, v 6= 0, then there exists some t0 > 0 such that
v = t0u, where u is a minimizer of µs(Ω) and t0 satisfies g(t0) = inf
t∈(0,+∞)
g(t).
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Now assume that u = CU, v = t0CU , then a direct computation shows that∫
Ω
1
|x|s
[
λ|u|2∗(s) + µ|v|2∗(s) + 2∗(s)κ|u|α|v|β]dx = 1
if and only if
C =
(
λ+ µt
2∗(s)
0 + 2
∗(s)κtβ0
)− 1
2∗(s)
.
Finally, we see that φ = [Sα,β,λ,µ(Ω)]
1
2∗(s)−2 u, ψ = [Sα,β,λ,µ(Ω)]
1
2∗(s)−2 v, we complete
the proof. 
Remark 7.13. Under the assumption that
Sα,β,λ,µ(Ω) <
(
max{λ, µ})− 22∗(s)µs(Ω),
we have seen that the problem (7.1) possesses a positive ground state solution. But the con-
verse usually is not true. Next, we construct an example where Sα,β,λ,µ(Ω) =
(
max{λ, µ})− 22∗(s)µs(Ω)
but the system (7.1) still has (multiple) positive ground state solutions.
Theorem 5. Let Ω be a cone in R3 or Ω be an open domain but 0 6∈ Ω¯. Assume the
following conditions hold:
(a) 0 < s < 2,
(b) either α > 2 or
{
α = 2
µ ≥ 2κ ,
(c) either β > 2 or
{
β = 2
λ ≥ 2κ ,
(d) α+ β = 2∗(s).
Then we have one of the following conclusion:
(1) If s = 1, α = β = 2, λ = µ = 2κ > 0, then the set of all extremal functions of
Sα,β,λ,µ(Ω) is given by
(7.75)
A := {(t1U, t2U) : t1 ≥ 0, t2 ≥ 0, (t1, t2) 6= (0, 0) and U is an extremal of µs(Ω) } .
(2) Except for the item (1) above, Sα,β,λ,µ(Ω) has no nontrivial extremal function.
Remark 7.14. Under the hypotheses (a)-(d), the dimension of the space RN has to be
three. Therefore, we can only establish the above theorem in R3.
Proof. We proceed by contradiction. Assume that Sα,β,λ,µ(Ω) has a nontrivial extremal
(u, v), then by Lemma 21 (see case 3 of the proof), we see that there exists some t0 > 0
such that v = t0u and u is an extremal of µs(Ω). Moreover, t0 attains the minimum of
g(t), where g(t) is introduced in (7.66). By conditions (b) and (c), we see that g′′(0) ≥ 0
and g′(t) < 0 for t large enough. Hence, {t > 0 : g′(t) = 0} has at least 3 solutions
{t1, t2, t3} such that 0 < t1 < t2 = t0 < t3 <∞. A direct computation shows that
g′(t) =
−2t[
λ+ µt2∗(s) + 2∗(s)κtβ
] 2
2∗(s)
+1
(
µt2
∗(s)−2 − καtβ + κβtβ−2 − λ).(7.76)
Define
(7.77) h(t) := µt2
∗(s)−2 − καtβ + κβtβ−2 − λ,
then we obtain that {t > 0 : h(t) = 0} has at least 3 solutions {t1, t2, t3} such that
0 < t1 < t2 = t0 < t3 <∞.
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Case 1:β = 2 and 2κ − λ ≤ 0. For this case, h(t) = µt2∗(s)−2 − καt2 + 2κ − λ. By
Rolle’s mean value theorem, {t > 0 : h′(t) = 0} has at least two solutions t˜1, t˜2 such that
t1 < t˜1 < t2 = t0 < t˜2 < t3.
Note that
{t > 0 : h′(t) = 0} = {t > 0 : µ[2∗(s)− 2]t2∗(s)−4 − 2κα = 0}.
In particular, the set {t > 0 : µ[2∗(s) − 2]t2∗(s)−4 − 2κα = 0} has a unique solution
if 2∗(s) 6= 4, a contradiction. Hence, 2∗(s) = 4 and µ = 2κ. Recalling that 2∗(s) =
2(N−s)
N−2 , s ∈ (0, 2), we obtain that s = 1, α = 2∗(s)− β = 2. Then
(7.78) g(t0) =
1 + t20
[λ+ 2κt40 + 4κt
2
0]
1
2
=
1√
λ
,
which implies that λ = µ = 2κ. It follows that g(t) ≡ 1√
λ
. Hence, when N = 3, s =
1, α = β = 2, λ = µ = 2κ, the extremals of Sα,β,λ,µ(Ω) are given by (7.75). In particular,
{(φ, ψ) =
√
µs(Ω)
2κ(1 + t2)
(U, tU) : t > 0}
are all the ground state solutions of
(7.79)

−∆u− 2κ |u|2u|x| = 2κuv
2
|x| in Ω,
−∆v − 2κ |v|2v|x| = 2κu
2v
|x| in Ω,
κ > 0, u, v ∈ D1,20 (Ω),
where U is the ground state solution of (7.72).
Case 2: β > 2. For this case, h(t) = µt2
∗(s)−2 − καtβ + κβtβ−2 − λ, similarly we see
that the equation h(t) = 0 (t > 0) has at least three roots t1 < t2 = t0 < t3. It follows
that {h′(t), t > 0} has at least two roots t˜1 and t˜2, which implies that p(t) = 0 (t > 0) has
at least two solutions. Where p(t) is defined by
(7.80) p(t) := µ[2∗(s)− 2]t2∗(s)−β − καβt2 + κβ(β − 2).
A direct computation shows that p′′(t) > 0 when α > 2. Hence p(t) = 0 (t > 0)
could not have more than one solution, a contradiction. If β > 2, α = 2, we have p(t) =[
µ[2∗(s)−2]−καβ]t2+κβ(β−2), which also has at most one positive root, a contradiction
too.
We note that for the case of µ > λ, we will take
g˜(t) := g(
1
t
) =
1 + t2[
µ+ λt2∗(s) + 2∗(s)κtα
] 2
2∗(s)
and the arguments above can repeated (β is replaced by α now). We complete the proof.

Corollary 9. Under the assumptions of Theorem 5, there must hold
Sα,β,λ,µ(Ω) =
(
max{λ, µ})− 22∗(s)µs(Ω).
Proof. For the special case N = 3, s = 1, α = β = 2, λ = µ = 2κ, a direct computation
can deduce it. For the other cases, if Sα,β,λ,µ(Ω) 6=
(
max{λ, µ})− 22∗(s)µs(Ω), then
there must hold that Sα,β,λ,µ(Ω) <
(
max{λ, µ})− 22∗(s)µs(Ω). By Theorem 2 and Lemma
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19, Sα,β,λ,µ(Ω) can be achieved by some nontrivial extremal (u, v), a contradiction to
Theorem 5. 
7.5. Further results about cones. Assume that 0 < s < 2, α > 1, β > 1, α+β = 2∗(s).
Based on the results of Theorem 2, we see that when Ω is a cone, Sα,β,λ,µ(Ω) is always
achieved. In this subsection, we always assume that Ω is a cone. We shall investigate
more properties about Sα,β,λ,µ(Ω) in terms of Ω such as monotonicity, continuity and
intermediate value theorem. Let us begin with a remark.
Remark 7.15. Assume that Ω1,Ω2 are domains of R
N and Ω1 ⊆ Ω2, then it is easy to see
that D1,20 (Ω1) ⊆ D1,20 (Ω2). Then by the definition of Sα,β,λ,µ(Ω) (see the formula (7.2)),
we see that Sα,β,λ,µ(Ω1) ≥ Sα,β,λ,µ(Ω2).
Lemma 22. Let {Ωn} be a sequence of cones.
(i) Assume {Ωn} is an increasing sequence, i.e., Ωn ⊆ Ωn+1, then
lim
n→∞Sα,β,λ,µ(Ωn) = Sα,β,λ,µ( limn→∞Ωn) = Sα,β,λ,µ(Ω),
where
Ω = lim
n→∞Ωn = ∪
∞
n=1Ωn.
(ii) Assume {Ωn} is a decreasing sequence, i.e., Ωn ⊇ Ωn+1, then
lim
n→∞Sα,β,λ,µ(Ωn) = Sα,β,λ,µ( limn→∞Ωn) = Sα,β,λ,µ(Ω),
where
Ω = ∩∞n=1Ωn,
and we denote that Sα,β,λ,µ(Ω) = +∞ ifmeas(Ω) = 0.
Proof. (i) By Remark 7.15, we see that {Sα,β,λ,µ(Ωn)} is a decreasing nonnegative se-
quence. Hence limn→∞ Sα,β,λ,µ(Ωn) exists. Also by Remark 7.15 and Ω = ∪∞i=1Ωi ⊇
Ωn, ∀ n, we have
(7.81) Sα,β,λ,µ(Ω) ≤ lim
n→∞Sα,β,λ,µ(Ωn).
On the other hand, for any ε > 0, ∃ (uε, vε) ∈ C∞c (Ω)× C∞c (Ω) such that
(7.82)
∫
Ω
[|∇uε|2 + |∇vε|2]dx < Sα,β,λ,µ(Ω) + ε
and
(7.83)
∫
Ω
(
λ
|uε|2∗(s)
|x|s + µ
|vε|2∗(s)
|x|s + 2
∗(s)κ
|uε|α|vε|β
|x|s
)
dx = 1.
Then there exists some N0 large enough such that
(7.84) uε, vε ∈ C∞c (Ωn) for all n ≥ N0.
Hence, by the definition of Sα,β,λ,µ(Ωn) again, we have
(7.85) Sα,β,λ,µ(Ωn) < Sα,β,λ,µ(Ω) + ε for all n ≥ N0.
Let n go to infinity, we have
(7.86) lim
n→∞Sα,β,λ,µ(Ωn) ≤ Sα,β,λ,µ(Ω) + ε.
By the arbitrariness of ε, we have
(7.87) lim
n→∞Sα,β,λ,µ(Ωn) ≤ Sα,β,λ,µ(Ω).
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Now, (7.81) and (7.87) say that
(7.88) lim
n→∞Sα,β,λ,µ(Ωn) = Sα,β,λ,µ( limn→∞Ωn) = Sα,β,λ,µ(Ω).
(ii) By Remark 7.15, we see that {Sα,β,λ,µ(Ωn)} is an increasing sequence. Let us denote
S¯ := lim
n→∞Sα,β,λ,µ(Ωn). For any n, let (un, vn) be the extremal function to Sα,β,λ,µ(Ω)
by Theorem 2. We can extend un and vn by 0 out side Ωn. By Remark 7.11, we have∫
Ω1
(
λ |un|
2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ |un|
α|vn|β
|x|s
)
dx ≡ 1 and
1
2
=
∫
Ω1∩B1
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx(7.89)
=
∫
Ω1\B1
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx
Case 1–meas(Ω) = 0: In this case, we shall prove that S¯ = ∞. Now,we proceed by
contradiction. If S¯ < ∞, {un}, {vn} are bounded sequences in D1,20 (Ω1). Then up to a
subsequence, we may assume that un ⇀ u, vn ⇀ v inD
1,2
0 (Ω1) and un → u, vn → v a.e.
in Ω1. Since meas(∩∞n=1Ωn) = 0, we get u = 0, v = 0. On the other hand, by applying
the same argument as Corollary 8, we can obtain that un → u, vn → v in L2∗(s)(Ω1, dx|x|s ).
Then we have
(7.90)
∫
RN
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx = 1,
a contradiction. Hence S¯ =∞.
Case 2–Ω is a cone: In this case, by Theorem 2, Sα,β,λ,µ(Ω) is well defined and can
be achieved. Notice that for any n, we have Ω ⊆ Ωn, by Remark 7.15 again, we have
Sα,β,λ,µ(Ωn) ≤ Sα,β,λ,µ(Ω). Hence
(7.91) S¯ ≤ Sα,β,λ,µ(Ω).
Thus, {un}, {vn} are bounded in D1,20 (Ω1) for this case. Arguing as before, it is easy to
see the weak limit u 6= 0, v 6= 0 and
(7.92) 0 <
∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx ≤ 1.
We claim that (u, v) weakly solves
(7.93)

−∆u = S¯
(
λ 1|x|s |u|2
∗(s)−2u+ κα 1|x|s |u|α−2u|v|β
)
in Ω,
−∆v = S¯
(
µ 1|x|s |v|2
∗(s)−2v + κβ 1|x|s |u|α|v|β−2v
)
in Ω,
u ≥ 0, v ≥ 0, (u, v) ∈ D := D1,20 (Ω)×D1,20 (Ω),
Since C∞c (Ω) is dense in D
1,2
0 (Ω), we only need to prove that for all (φ, ψ) ∈ C∞c (Ω) ×
C∞c (Ω), there holds
∫
Ω
∇u · ∇φ+∇v · ∇ψ
(7.94)
=S¯
∫
Ω
(
λ
|u|2∗(s)−1φ
|x|s + µ
|v|2∗(s)−1ψ
|x|s + κα
|u|α−2uφ|v|β
|x|s + κβ
|u|α|v|β−2vψ
|x|s
)
dx.
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Now, let (φ, ψ) ∈ C∞c (Ω) × C∞c (Ω) be fixed. Notice that Ω ⊆ Ωn, we have φ, ψ ∈
D1,20 (Ωn), ∀ n. Then∫
Ωn
∇un · ∇φ+∇vn · ∇ψ(7.95)
=Sα,β,λ,µ(Ωn)
∫
Ωn
(
λ
|un|2∗(s)−1φ
|x|s + µ
|vn|2∗(s)−1ψ
|x|s
+ κα
|un|α−2unφ|vn|β
|x|s + κβ
|un|α|vn|β−2vnψ
|x|s
)
dx.
Since supp(φ), supp(ψ) ⊆ Ω, we have∫
Ωn
∇un · ∇φ+∇vn · ∇ψ(7.96)
=Sα,β,λ,µ(Ωn)
∫
Ωn
(
λ
|un|2∗(s)−1φ
|x|s + µ
|vn|2∗(s)−1ψ
|x|s
+ κα
|un|α−2unφ|vn|β
|x|s + κβ
|un|α|vn|β−2vnψ
|x|s
)
dx for all n.
Then apply the similar arguments as Corollary 8, we have
∫
Ω
∇u · ∇φ+∇v · ∇ψ
(7.97)
=S¯
∫
Ω
(
λ
|u|2∗(s)−1φ
|x|s + µ
|v|2∗(s)−1ψ
|x|s + κα
|u|α−2uφ|v|β
|x|s + κβ
|u|α|v|β−2vψ
|x|s
)
dx.
Thereby the claim is proved. By (7.92) and 2 < 2∗(s), we have
Sα,β,λ,µ(Ω) ≤
∫
Ω[|∇u|2 + |∇v|2]dx( ∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx
) 2
2∗(s)
(7.98)
≤
∫
Ω[|∇u|2 + |∇v|2]dx∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx
= S¯.
It follows from (7.91) and (7.98) that
Sα,β,λ,µ(Ω) = S¯ = lim
n→∞Sα,β,λ,µ(Ωn)
and ∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx = 1.
Hence, (u, v) is an extremal function of Sα,β,λ,µ(Ω). The proof is completed. 
Define
(7.99) Sα,β,λ,µ := inf
{
Sα,β,λ,µ(Ω) : Ω is a cone properly contained in R
N\{0}}.
For any given unit versor ν in RN , let
(7.100) Ωθ := {x ∈ RN : x · ν > |x| cos θ}, θ ∈ (0, π].
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Definition 7.3. Assume 1 < p < N,−∞ < t < N − p, we denote by D1,pt (Ω) the
completion of C∞0 (Ω) with respect to the norm
(7.101) ‖u‖ := ( ∫
Ω
|∇u|p
|x|t dx
) 1
p
Then we have the following result:
Proposition 8. If F is a closed subset of a k−dimensional subspace of RN with k <
N − t − p, then D1,pt (Ω) = D1,pt (Ω\F ). In particular, D1,pt (RN ) = D1,pt (RN\{0})
providedN − t− p > 0.
Proof. Without loss of generality, we assume that Ω = RN . Notice that C∞c (RN\F ) ⊆
C∞c (R
N ), by the definition, it is easy to see that D1,pt (R
N\F ) ⊆ D1,pt (RN ).
On the other hand, for any u ∈ D1,pt (Ω), there exists a sequence {ϕn} ⊂ C∞c (RN )
such that
(7.102) ‖ϕn − u‖p =
∫
RN
|∇(ϕn − u)|p
|x|t dx→ 0 as n→∞.
If there exists a subsequence of {ϕnk} such that supp(ϕnk) ∩ F = ∅, then {ϕnk} ⊆
C∞c (RN\F ), and it follows that u ∈ D1,pt (RN\F ) and the proof is completed. Hence, we
may assume that supp(ϕn) ∩ F 6= ∅ for any n without loss of generality. Now, for any
fixed n, we may choose a suitable cutoff function χδ such that χδ = 0 in Fδ, χδ = 0 in
RN\F2δ, χδ ∈ (0, 1) in (RN\Fδ) ∩ F2δ, |∇χδ| ≤ 2δ , where F ⊂ RN and Fδ := {x ∈
RN : dist(x, F ) < δ}.We note that χδϕn ∈ C∞c (RN\F ) for all δ > 0.
Now, we estimate ‖χδϕn − ϕn‖p.∫
RN
|∇(χδϕn − ϕn)|p
|x|t dx
=
∫
RN
[|∇(χδ − 1)2ϕ2n|+ 2∇(χδ − 1) · ∇ϕn(χδ − 1)ϕn + (χδ − 1)2|∇ϕn|2] p2
|x|t dx
≤
∫
RN
[
2
(|∇(χδ − 1)2ϕ2n|+ (χδ − 1)2|∇ϕn|2)] p2
|x|t dx
≤2p
∫
supp(ϕn)∩F2δ
|∇χδ|p
|x|t |ϕ
p
n|dx + 2p
∫
supp(ϕn)
|χδ − 1|p |∇ϕn|
p
|x|t dx := I + II.
By the Lebesgue’s dominated convergence theorem, it is easy to see that
(7.103) II = 2p
∫
supp(ϕn)
|χδ − 1|p |∇ϕn|
p
|x|t dx→ 0 as δ → 0.
Recalling that |∇χδ| ≤ 2δ , there exists some cn > 0 independent of δ such that
(7.104) I = 2p
∫
supp(ϕn)∩F2δ
|∇χδ|p
|x|µ |ϕ
p
n|dx ≤ cn(
2
δ
)pδN−k−µ.
Hence, when k < N − t− p, we also have
(7.105) I → 0 as δ → 0.
Hence, we can take some δn small enough such that
(7.106) ‖χδnϕn − ϕn‖p ≤
1
n
.
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Now, we let un := χδnϕn ∈ C∞c (RN\F ), we see that ‖un−u‖p → 0 as n→∞. Hence,
u ∈ D1,pt (RN\F ). Thus, D1,pt (RN ) ⊆ D1,pt (RN\F ). Especially, when N − t − p > 0,
take k = 0, we see thatD1,pt (R
N ) = D1,pt (R
N\{0}) and the proof is completed. 
Lemma 23. Sα,β,λ,µ(Ωπ) = Sα,β,λ,µ(R
N ) for N ≥ 4.
Proof. Take F = RN\Ωπ, Fn := F ∩ Bn(0). We note that Fn is a closed subset of a
1−dimensional subspace ofRN and lim
n→∞Fn = F . Then by Proposition 8,D
1,2
0 (R
N\Fn) =
D1,20 (R
N ) for anyn. Then it follows thatD1,20 (R
N\F ) = D1,20 (RN ). That is,D1,20 (Ωπ) =
D1,20 (R
N ). Hence, Sp,a,b(Ωπ) = Sp,a,b(R
N ). 
Theorem 6. For every τ ≥ Sα,β,λ,µ, there exists a cone Ω in RN such that Sα,β,λ,µ(Ω) =
τ . Moreover, when N ≥ 4, we have Sα,β,λ,µ = Sα,β,λ,µ(RN ).
Proof. Define a mapping τ : (0, π] 7→ R+ ∪ {0} with τ(θ) = Sα,β,λ,µ(Ωθ). Then by
Remark 7.15, we see that the mapping τ is decreasing with related to θ. Evidently, τ(θ) is
continuous for a.e. θ ∈ (0, π]. Furthermore, we can strengthen the conclusion. Indeed, let
θ ∈ (0, π) be fixed. For any θn ↑ θ, by (i) of Lemma 22, we have
(7.107) lim
n→∞ τ(θn) = τ(θ).
On the other hand, for any θn ↓ θ, by (ii) of Lemma 22, we also obtain (7.107). Hence,
τ is continuous in (0, π). In addition, τ(θn) ↓ Sα,β,λ,µ(Ωπ) = Sα,β,λ,µ as θn ↑ π and
τ(θn) ↑ +∞ as θn ↓ 0. Especially, whenN ≥ 4, by Lemma 23, we have that
Sα,β,λ,µ = Sα,β,λ,µ(Ωπ) = Sα,β,λ,µ(R
N ).

7.6. Existsence of infinitely many sign-changing solutions. In this subsection, we will
study the existence of infinitely many sign-changing solutions as an application of Theorem
3.
Theorem 7. Assume s ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s). Let Ωθ be defined
by (7.100) for some fixed θ ∈ (0, π]. Suppose that one of the following conditions holds:
(a1) λ > µ and either 1 < β < 2 or
{
β = 2
κ > λ2∗(s)
;
(a2) λ = µ and eithermin{α, β} < 2 or
{
min{α, β} = 2,
κ > λ2∗(s)
;
(a3) λ < µ and either 1 < α < 2 or
{
α = 2
κ > µ2∗(s)
.
Then the problem
(7.108)

−∆u− λ 1|x|s |u|2
∗(s)−2u = κα 1|x|s |u|α−2u|v|β in Ωθ,
−∆v − µ 1|x|s |v|2
∗(s)−2v = κβ 1|x|s |u|α|v|β−2v in Ωθ,
(u, v) ∈ D := D1,20 (Ωθ)×D1,20 (Ωθ),
possesses a sequence of sign changing solutions {(uk, vk)} which are distinct under the
modulo rotations around ν. Moreover, their energies ck satisfies
ck
2k(N−1)
→ +∞ as
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k →∞, where
ck :=
1
2
∫
Ωθ
[|∇uk|2 + |∇vk|2]dx(7.109)
− 1
2∗(s)
∫
Ωθ
(
λ
|uk|2∗(s)
|x|s + µ
|vk|2∗(s)
|x|s + 2
∗(s)κ
|uk|α|vk|β
|x|s
)
dx.
Proof. The idea is inspired by [6]. We will construct a solution on Ωθ by gluing together
suitable signed solutions corresponding to each sub-cone. Using the spherical coordinates,
we write Sn−1 = {θ1, · · · , θN−1 : θi ∈ S1, i = 1, · · · , N − 1}. For any fixed k ∈ N, we
set
Σ
(k)
j = (
j
2k−1
θ − θ, j + 1
2k−1
θ − θ) j = 0, 1, · · · , 2k − 1
and for every choice of (j1, j2, · · · , jN−1) ∈ {0, 1, 2, · · · , 2k − 1}N−1,
Ω
(k)
j1,··· ,jN−1 := {x ∈ Ωθ :
x
|x| ∈ Σ
(k)
j1
× · · · × Σ(k)j1,··· ,jN−1}.
Due to Theorem 3, we can take
(
u
(k)
j1,··· ,jN−1 , v
(k)
j1,··· ,jN−1
) ∈ D1,20 (Ω(k)j1,··· ,jN−1)×D1,20 (Ω(k)j1,··· ,jN−1)
as the positive ground state solution to−∆u = Sα,β,λ,β(Ω
(k)
j1,··· ,jN−1)
(
λ 1|x|s |u|2
∗(s)−2u+ κα 1|x|s |u|α−2u|v|β
)
−∆v = Sα,β,λ,β(Ω(k)j1,··· ,jN−1)
(
µ 1|x|s |v|2
∗(s)−2v + κβ 1|x|s |u|α|v|β−2v
) in Ω(k)j1,··· ,jN−1
where (u, v) ∈ D := D1,20 (Ω(k)j1,··· ,jN−1) × D1,20 (Ω
(k)
j1,··· ,jN−1). We can extend every
u
(k)
j1,··· ,jN−1 and v
(k)
j1,··· ,jN−1 outside Ω
(k)
j1,··· ,jN−1 by 0 and now we set
u(k) :=
2k−1∑
j1=0
· · ·
2k−1∑
jN−1=0
(−1)j1+···+jN−1u(k)j1,··· ,jN−1 ∈ D1,20 (Ωθ)
and
v(k) :=
2k−1∑
j1=0
· · ·
2k−1∑
jN−1=0
(−1)j1+···+jN−1v(k)j1,··· ,jN−1 ∈ D1,20 (Ωθ).
Notice that for any two different choices (j1, j2, · · · , jN−1) 6= (j˜1, j˜2, · · · , j˜N−1), there
exists some rotation R ∈ O(RN ), the orthogonal transformation, such that
Ω
(k)
j˜1,··· ,j˜N−1 = R
(
Ω
(k)
j1,··· ,jN−1
)
.
Hence, we have
Sα,β,λ,β(Ω
(k)
j1,··· ,jN−1) = Sα,β,λ,β(Ω
(k)
j˜1,··· ,j˜N−1).
Then it follows that (u(k), v(k)) weakly solves
−∆u = Sα,β,λ,β(Ω(k)j1,··· ,jN−1)
(
λ 1|x|s |u|2
∗(s)−2u+ κα 1|x|s |u|α−2u|v|β
)
in Ωθ,
−∆v = Sα,β,λ,β(Ω(k)j1,··· ,jN−1)
(
µ 1|x|s |v|2
∗(s)−2v + κβ 1|x|s |u|α|v|β−2v
)
in Ωθ,
(u, v) ∈ D := D1,20 (Ωθ)×D1,20 (Ωθ).
Noting that 2∗(s) > 2, after a scaling, let
uk :=
(
Sα,β,λ,β(Ω
(k)
j1,··· ,jN−1)
) 1
2∗(s)−2
u(k), vk :=
(
Sα,β,λ,β(Ω
(k)
j1,··· ,jN−1)
) 1
2∗(s)−2
v(k)
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then (uk, vk) weakly solves (7.108). By the construction of uk and vk, it is easy to see
that (uk, vk) is a sign changing solution and {(uk, vk)} are distinct under modulo rotations
around ν. Moveover, we have
ck :=
1
2
∫
Ωθ
[|∇uk|2 + |∇vk|2]dx
− 1
2∗(s)
∫
Ωθ
(
λ
|uk|2∗(s)
|x|s + µ
|vk|2∗(s)
|x|s + 2
∗(s)κ
|uk|α|vk|β
|x|s
)
dx
=
(1
2
− 1
2∗(s)
) ∫
Ωθ
[|∇uk|2 + |∇vk|2]dx
=
(1
2
− 1
2∗(s)
)(
Sα,β,λ,µ(Ω
(k)
j1,··· ,jN−1)
) 2
2∗(s)−2
∫
Ωθ
[|∇u(k)|2 + |∇v(k)|2]dx
=
(1
2
− 1
2∗(s)
)(
Sα,β,λ,µ(Ω
(k)
j1,··· ,jN−1)
) 2
2∗(s)−2
2k−1∑
j1=0
· · ·
2k−1∑
jN−1=0
∫
Ω
(k)
j1 ,··· ,jN−1
[|∇u(k)j1,··· ,jN−1 |2 + |∇v
(k)
j1,··· ,jN−1 |2]dx
=
(1
2
− 1
2∗(s)
)(
Sα,β,λ,µ(Ω
(k)
j1,··· ,jN−1)
) 2
2∗(s)−2
2k(N−1)
·
∫
Ω0,··· ,0
[|∇u(k)0,··· ,0|2 + |∇v(k)0,··· ,0|2]dx
=
(1
2
− 1
2∗(s)
)(
Sα,β,λ,µ(Ω
(k)
j1,··· ,jN−1)
) 2
2∗(s)−2
2k(N−1).
By Lemma 22, Sα,β,λ,µ(Ω
(k)
j1,··· ,jN−1)→ +∞ as k →∞. Recalling that 2∗(s) > 2 again,
we obtain that
ck
2k(N−1)
→ +∞. 
Apply the same argument as in the proof of Theorem 7, we can obtain the following
result for the system defined on RN :
Theorem 8. Assume s ∈ (0, 2), N ≥ 4, κ > 0, α > 1, β > 1, α + β = 2∗(s). Suppose
that one of the following conditions holds:
(a1) λ > µ and either 1 < β < 2 or
{
β = 2
κ > λ2∗(s)
;
(a2) λ = µ and eithermin{α, β} < 2 or
{
min{α, β} = 2,
κ > λ2∗(s)
;
(a3) λ < µ and either 1 < α < 2 or
{
α = 2
κ > µ2∗(s)
.
Then the problem
(7.110)

−∆u− λ 1|x|s |u|2
∗(s)−2u = κα 1|x|s |u|α−2u|v|β in RN ,
−∆v − µ 1|x|s |v|2
∗(s)−2v = κβ 1|x|s |u|α|v|β−2v in RN ,
(u, v) ∈ D := D1,20 (RN )×D1,20 (RN ),
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possesses a sequence of sign changing solutions {(uk, vk)} whose energies ck
2k(N−1)
→
+∞ as k→∞, where
ck :=
1
2
∫
RN
[|∇uk|2 + |∇vk|2]dx
− 1
2∗(s)
∫
RN
(
λ
|uk|2∗(s)
|x|s + µ
|vk|2∗(s)
|x|s + 2
∗(s)κ
|uk|α|vk|β
|x|s
)
dx.
Proof. It is a straightforward consequence of Theorems 7 and 6. We just keep in mind that
whenN ≥ 4, we have that Sα,β,λ,µ(Ωπ) = Sα,β,λ,µ(RN ). 
Remark 7.16. It is clear that this kind arguments used in the proof of Theorem 7 can be
adapted to other cones with suitable symmetry.
7.7. Further results onmore general domainΩ and on the sharp constantSα,β,λ,µ(Ω).
Remark 7.17. Given a general open domainΩ (not necessarily a cone), we letSα,β,λ,µ(Ω)
be defined by (7.2) if Ω 6= ∅ and Sα,β,λ,µ(∅) = +∞. In this subsection, we are concerned
with whether Sα,β,λ,µ(Ω) can be achieved or not and we give some operational way to
compute the value of Sα,β,λ,µ(Ω).
We note that Ω can be written as a union of a sequence of domains, Ω =
⋃∞
n=1Ωn.
Lemma 24. Assume Ωi∩Ωj = ∅ ∀ i 6= j, then we have Sα,β,λ,µ(Ω) = inf
n≥1
Sα,β,λ,µ(Ωn).
Proof. For any n, since Ωn ⊆ Ω, we have Sα,β,λ,µ(Ωn) ≥ Sα,β,λ,µ(Ω) for all n. Hence,
(7.111) inf
n≥1
Sα,β,λ,µ(Ωn) ≥ Sα,β,λ,µ(Ω).
On the other hand, for any ε > 0, there exists a pair (u, v) such that
(7.112)
∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx = 1
and
(7.113)
∫
Ω
[|∇u|2 + |∇v|2]dx < Sα,β,λ,µ(Ω) + ε.
Set un = u
∣∣
Ωn
, vn = v
∣∣
Ωn
, since Ωi ∩ Ωj = ∅ for all i 6= j, we have (un, vn) ∈
D1,20 (Ωn)×D1,20 (Ωn) and u =
∑∞
n=1 un, v =
∑∞
n=1 vn. Then∫
Ωn
[|∇un|2 + |∇vn|2]dx
≥Sα,β,λ,µ(Ωn)
( ∫
Ωn
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx
) 2
2∗(s)
≥( inf
n≥1
Sα,β,λ,µ(Ωn)
)( ∫
Ωn
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx
) 2
2∗(s)
≥( inf
n≥1
Sα,β,λ,µ(Ωn)
) ∫
Ωn
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx,
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here we use 22∗(s) < 1 and
∫
Ωn
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx ≤ 1.
It follows that∫
Ω
[|∇u|2 + |∇v|2]dx =
∞∑
n=1
∫
Ωn
[|∇un|2 + |∇vn|2]dx
≥( inf
n≥1
Sα,β,λ,µ(Ωn)
) ∞∑
n=1
∫
Ωn
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx
=
(
inf
n≥1
Sα,β,λ,µ(Ωn)
) ∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx
= inf
n≥1
Sα,β,λ,µ(Ωn).
Hence, infn≥1 Sα,β,λ,µ(Ωn) ≤ Sα,β,λ,µ(Ω) + ε. Therefore,
(7.114) inf
n≥1
Sα,β,λ,µ(Ωn) ≤ Sα,β,λ,µ(Ω).
By (7.111) and (7.114), we complete the proof. 
Next, for r > 0, we set
(7.115) Ωr := Ω ∩Br, Ωr := Ω\Br.
By Remark 7.15, we see that the mapping r 7→ Sα,β,λ,µ(Ωr) is non increasing and the
mapping r 7→ Sα,β,λ,µ(Ωr) is non decreasing. Hence, we can define S0α,β,λ,µ(Ω) :=
lim
r→0
Sα,β,λ,µ(Ωr) and S
∞
α,β,λ,µ(Ω) := limr→∞Sα,β,λ,µ(Ω
r).
Remark 7.18. It is easy to see that S0α,β,λ,µ(Ω) and S
∞
α,β,λ,µ(Ω) still have the monotonic-
ity property. Precisely, if Ω1 ⊆ Ω2, then we have
S0α,β,λ,µ(Ω1) ≥ S0α,β,λ,µ(Ω2), S∞α,β,λ,µ(Ω1) ≥ S∞α,β,λ,µ(Ω2).
Theorem 9. Assume that s ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s) and Ω is an
open domain of RN . Let {(un, vn)} be a minimizing sequence, i.e.,∫
Ω
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx ≡ 1
and ∫
Ω
[|∇un|2 + |∇vn|2]dx→ Sα,β,λ,µ(Ω) as n→∞.
Then one of the following cases happens:
(a) There exists some (u, v) ∈ D1,20 (Ω)×D1,20 (Ω) such that un → u, vn → v strongly
inD1,20 (Ω) and (u, v) 6= (0, 0) is an extremal function of Sα,β,λ,µ(Ω);
(b) Going to a subsequence if necessary, we set
η := lim
r→0
lim
n→∞
∫
Ωr
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx.
Then
(7.116) S0α,β,λ,µ(Ω)η
2
2∗(s) + S∞α,β,λ,µ(Ω)(1 − η)
2
2∗(s) ≤ Sα,β,λ,µ(Ω).
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Proof. It is easy to see that (u, v) is an extremal function of Sα,β,λ,µ(Ω) if and only if
(u, v) is a ground state solution of
(7.117)

−∆u = Sα,β,λ,β(Ω)
(
λ 1|x|s |u|2
∗(s)−2u+ κα 1|x|s |u|α−2u|v|β
)
in Ω,
−∆v = Sα,β,λ,β(Ω)
(
µ 1|x|s |v|2
∗(s)−2v + κβ 1|x|s |u|α|v|β−2v
)
in Ω,
u ≥ 0, v ≥ 0, (u, v) ∈ D := D1,20 (Ω)×D1,20 (Ω),
Since {(un, vn)} is a minimizing sequence, we have that {(un, vn)} is a bounded (PS)d
sequence with d = (12 − 12∗(s) )Sα,β,λ,β(Ω). Without loss of generality, we assume that
un ⇀ u, vn ⇀ v in D
1,2
0 (Ω) and un → u, vn → v a.e. in Ω. Then it is easy to see that
(u, v) is a weak solution to (7.117) and
0 ≤
∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx ≤ 1,
∫
Ω
[|∇u|2 + |∇v|2]dx ≤ Sα,β,λ,µ(Ω).
Case 1: If (u, v) 6= (0, 0), we shall prove that (a) happens. In this case, (u, v) is a
nontrivial solution or semi-trivial solution of (7.117). We claim∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx = 1.
If not, 0 <
∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx < 1. Then
Sα,β,λ,µ(Ω) =
∫
Ω
[|∇u|2 + |∇v|2]dx∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx
>
∫
Ω[|∇u|2 + |∇v|2]dx( ∫
Ω
(
λ |u|
2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ |u|
α|v|β
|x|s
)
dx
) 2
2∗(s)
≥ Sα,β,λ,µ(Ω),
a contradiction. Hence,∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx = 1,
∫
Ω
[|∇u|2 + |∇v|2]dx = Sα,β,λ,µ(Ω).
That is, (u, v) is an extremal function of Sα,β,λ,µ(Ω). Note that ‖un−u‖ = ‖un‖−‖u‖+
o(1), ‖vn − v‖ = ‖vn‖ − ‖v‖+ o(1), we see that un → u, vn → v inD1,20 (Ω).
Case 2: If (u, v) = (0, 0), we shall prove that (b) happens. The idea is similar to the proof
of Lemma 18 and Corollary 8. Going to a subsequence if necessary, we set
Λ0 := lim
r→0
lim
n→∞
∫
Ωr
[|∇un|2 + |∇vn|2]dx
and
Λ∞ := lim
r→∞ limn→∞
∫
Ωr
[|∇un|2 + |∇vn|2]dx.
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Recalling the Rellich-Kondrachov compact theorem and 2 < 2∗(s) < 2∗ := 2NN−2 , we
have (un, vn)→ (0, 0) in Ltloc(Ω)× Ltloc(Ω) for all 1 < t < 2∗. Hence,
(7.118)
∫
Ω˜
|un|2∗(s)
|x|s dx = o(1),
∫
Ω˜
|vn|2∗(s)
|x|s dx = o(1)
for any bounded domain Ω˜ ⊂ Ω such that 0 6∈ Ω˜. Hence, we obtain that
(7.119) lim
r→∞ limn→∞
∫
Ωr
(
λ
|un|2∗(s)
|x|s + µ
|vn|2∗(s)
|x|s + 2
∗(s)κ
|un|α|vn|β
|x|s
)
dx = 1− η.
Similar to the formula (7.48), we have
(7.120) S0α,β,λ,µ(Ω)η
2
2∗(s) ≤ Λ0.
and similar to the formula (7.49), we have
(7.121) S∞α,β,λ,µ(Ω)
(
1− η) 22∗(s) ≤ Λ∞.
Then by (7.120) and (7.121), we have
(7.122) S0α,β,λ,µ(Ω)η
2
2∗(s) + S∞α,β,λ,µ(Ω)
(
1− η) 22∗(s) ≤ Λ0 + Λ∞ ≤ Sα,β,λ,µ(Ω).

Theorem 9 is a kind of concentration compactness principle, original spirit we refer to
[21]. Basing on Theorem 9, we have the following using result:
Corollary 10. Assume that s ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s) and Ω is an
open domain of RN . Then we always have
(7.123) Sα,β,λ,µ(Ω) ≤ min
{
S0α,β,λ,µ(Ω), S
∞
α,β,λ,µ(Ω)
}
.
Moreover, if Sα,β,λ,µ(Ω) < min{S0α,β,λ,µ(Ω), S∞α,β,λ,µ(Ω)}, then Sα,β,λ,µ(Ω) can be
achieved.
Proof. We note that Ωr ⊆ Ω,Ωr ⊆ Ω, by the monotonicity property, for any r > 0, we
have
Sα,β,λ,µ(Ω) ≤ Sα,β,λ,µ(Ωr), Sα,β,λ,µ(Ω) ≤ Sα,β,λ,µ(Ωr)
which deduce (7.123). Moreover, if Sα,β,λ,µ(Ω) < min{S0α,β,λ,µ(Ω), S∞α,β,λ,µ(Ω)}, then
(7.116) will never meet. Hence, only case (a) of Theorem9 happens. Thus, Sα,β,λ,µ(Ω) is
achieved. 
Furthermore, we have the following result:
Corollary 11. Assume that s ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s) and Ω is an
open domain of RN . If Sα,β,λ,µ(Ω) can not be achieved, then at least one of the following
holds:
(i) Sα,β,λ,µ(Ω) = Sα,β,λ,µ(Ωr) for ∀ r > 0.
(ii) Sα,β,λ,µ(Ω) = Sα,β,λ,µ(Ω
r) for ∀ r > 0.
Proof. When Sα,β,λ,µ(Ω) is not attained, by Corollary 10, we have
Sα,β,λ,µ(Ω) = min{S0α,β,λ,µ(Ω), S∞α,β,λ,µ(Ω)}.
Without loss of generality, we assume that S0α,β,λ,µ(Ω) ≤ S∞α,β,λ,µ(Ω), then we have
Sα,β,λ,µ(Ω) = S
0
α,β,λ,µ(Ω).
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Next, we shall prove that case (i) holds. If not, assume that there exists some r0 > 0
such that Sα,β,λ,µ(Ω) 6= Sα,β,λ,µ(Ωr0), then by the monotonicity property, we have
Sα,β,λ,µ(Ω) < Sα,β,λ,µ(Ωr0) ≤ S0α,β,λ,µ(Ωr0) = S0α,β,λ,µ(Ω), a contradiction. 
Remark 7.19. We note that the inverse statement of Corollary 11 is not true. For example,
by Theorem 2, when Ω is a cone, Sα,β,λ,µ(Ω) is attained provided 1 < α, 1 < β, α+ β =
2∗(s), s ∈ (0, 2), κ > 0. However, we still have the following result.
Lemma 25. Assume that s ∈ (0, 2), κ > 0, α > 1, β > 1, α+ β = 2∗(s), then
Sα,β,λ,µ(Ω) = Sα,β,λ,µ(Ωr) = Sα,β,λ,µ(Ω
r) for any r > 0 if Ω is a cone of RN .
In particular,
Sα,β,λ,µ(R
N ) = Sα,β,λ,µ(Br) = Sα,β,λ,µ(R
N\Br) for any r > 0.
Further, Sα,β,λ,µ(Ω) = Sα,β,λ,µ(R
N ) provided that either Ω is a general open domain
with 0 ∈ Ω orΩ is an exterior domain. Furthermore, letA be a cone ofRN , andΩ = A\F ,
where F is a closed subset of A such that 0 6∈ F or F is bounded. Then
Sα,β,λ,µ(Ω) = Sα,β,λ,µ(A).
Proof. We only prove Sα,β,λ,µ(Ω) = Sα,β,λ,µ(Ωr) and the others are similar. By the
monotonicity property, we see that Sα,β,λ,µ(Ω) ≤ Sα,β,λ,µ(Ωr). Next, we shall prove the
opposite inequality. By Theorem 2, Sα,β,λ,µ(Ω) is attained. Now, let (u, v) ∈ D1,20 (Ω) ×
D1,20 (Ω) be an extremal function of Sα,β,λ,µ(Ω). We also let χρ(x) ∈ C∞c (RN ) be a cut-
off function such that χρ(x) ≡ 1 in B ρ
2
, χρ(x) ≡ 0 in RN\Bρ, |∇χρ(x)| ≤ 4ρ and define
φρ := χρ(x)u(x), ψρ := χρ(x)v(x) ∈ C∞c (Ωρ). It is easy to see that∫
Ω
[|∇φρ|2 + |∇ψρ|2]dx→
∫
Ω
[|∇u|2 + |∇v|2]dx = Sα,β,λ,µ(Ω)
and ∫
Ω
(
λ
|φρ|2∗(s)
|x|s + µ
|ψρ|2∗(s)
|x|s + 2
∗(s)κ
|φρ|α|ψρ|β
|x|s
)
dx
ρ→+∞−−−−−→
∫
Ω
(
λ
|u|2∗(s)
|x|s + µ
|v|2∗(s)
|x|s + 2
∗(s)κ
|u|α|v|β
|x|s
)
dx = 1.
Then ∀ ε > 0, there exists some ρ0 > 0 such that∫
Ω[|∇φρ0 |2 + |∇ψρ0 |2]dx( ∫
Ω
(
λ
|φρ0 |2∗(s)
|x|s + µ
|ψρ0 |2∗(s)
|x|s + 2
∗(s)κ |φρ0 |
α|ψρ0 |β
|x|s
)
dx
) 2
2∗(s)
≤ Sα,β,λ,µ(Ω) + ε.
Now, consider u˜r(x) := φρ0 (
ρ0
r x), v˜r(x) := ψρ0(
ρ0
r x) ∈ C∞c (Ωr) and
Sp,a,b(Ωr) ≤
∫
Ωr
[|∇u˜r(x)|2 + |∇v˜r(x)|2]dx( ∫
Ωr
(
λ |u˜r(x)|
2∗(s)
|x|s + µ
|v˜r(x)|2∗(s)
|x|s + 2
∗(s)κ |u˜r(x)|
α|v˜r(x)|β
|x|s
)
dx
) 2
2∗(s)
=
∫
Ω[|∇φρ0 |2 + |∇ψρ0 |2]dx( ∫
Ω
(
λ
|φρ0 |2∗(s)
|x|s + µ
|ψρ0 |2∗(s)
|x|s + 2
∗(s)κ |φρ0 |
α|ψρ0 |β
|x|s
)
dx
) 2
2∗(s)
≤ Sα,β,λ,µ(Ω) + ε.
Hence,
Sα,β,λ,µ(Ωr) ≤ Sα,β,λ,µ(Ω).
ON A DOUBLE-VARIABLE INEQUALITY AND ELLIPTIC SYSTEMS 59
Especially, take Ω = RN , we see that
Sα,β,λ,µ(R
N ) = Sα,β,λ,µ(Br) = Sα,β,λ,µ(R
N\Br) for any r > 0.
Hence, when 0 ∈ Ω, then there exists some r > 0 such that Br ⊂ Ω, then
Sα,β,λ,µ(Br) ≥ Sα,β,λ,µ(Ω) ≥ Sα,β,λ,µ(RN ) = Sα,β,λ,µ(Br).
If Ω is an exterior domain, there exists some r > 0 such that (RN\Br) ⊂ Ω, by the
monotonicity property again, we have
Sα,β,λ,µ(R
N\Br) ≥ Sα,β,λ,µ(Ω) ≥ Sα,β,λ,µ(RN ) = Sα,β,λ,µ(RN\Br).
Furthermore, A is a cone and Ω = A\F ⊂ A, then we have Sα,β,λ,µ(Ω) ≥ Sα,β,λ,µ(A).
If 0 6∈ F , then there exists some r > 0 such that Ωr = Ar, then
Sα,β,λ,µ(Ω) ≤ Sα,β,λ,µ(Ωr) = Sα,β,λ,µ(Ar) = Sα,β,λ,µ(A).
Hence, we have Sα,β,λ,µ(Ω) = Sα,β,λ,µ(A). If F is bounded, then there exists some r > 0
such that Ωr = Ar, then
Sα,β,λ,µ(Ω) ≤ Sα,β,λ,µ(Ωr) = Sα,β,λ,µ(Ar) = Sα,β,λ,µ(A),
it follows that Sα,β,λ,µ(Ω) = Sα,β,λ,µ(A). 
To search the results on general domains, we introduce the following marks:
A0(Ω) := {A : A is a cone and there exists some r > 0 such that Ωr ⊆ A}
and
A∞(Ω) := {A : A is a cone and there exists some r > 0 such that Ωr ⊆ A}.
Notice that RN ∈ A0(Ω) ∩ A∞(Ω), A0(Ω) 6= ∅,A∞(Ω) 6= ∅. Then we can define
S˜0α,β,λ,µ(Ω) := sup{Sα,β,λ,µ(A) : A ∈ A0(Ω)}
and
S˜∞α,β,λ,µ(Ω) := sup{Sα,β,λ,µ(A) : A ∈ A∞(Ω)}.
Lemma 26. S˜0α,β,λ,µ(Ω) ≤ S0α,β,λ,µ(Ω), S˜∞α,β,λ,µ(Ω) ≤ S∞α,β,λ,µ(Ω).
Proof. We only prove S˜0α,β,λ,µ(Ω) ≤ S0α,β,λ,µ(Ω). For any ε > 0, there exists some
A ∈ A0(Ω) such that
(7.124) S˜0α,β,λ,µ(Ω)− ε < Sα,β,λ,µ(A).
By the definition of A0(Ω), there exists some r > 0 such that Ωr ⊂ A. Then by the
monotonicity property, we have
(7.125) Sα,β,λ,µ(A) ≤ Sα,β,λ,µ(Ωr) ≤ S0α,β,λ,µ(Ω).
By (7.124), (7.125) and the arbitrariness of ε, we obtain that S˜0α,β,λ,µ(Ω) ≤ S0α,β,λ,µ(Ω).

Remark 7.20. By Corollary 10, if we can prove that
Sα,β,λ,µ(Ω) < min{S0α,β,λ,µ(Ω), S∞α,β,λ,µ(Ω)},
thenSα,β,λ,µ(Ω) is attained. Since a lot of properties about cones have been studied in Sec-
tion 7 (subsections 7.1-7.6), Lemma 26 supplies a useful way to computemin{S0α,β,λ,µ(Ω), S∞α,β,λ,µ(Ω)}.
Here, we prefer to give some examples.
60 X. ZHONG AND W. ZOU
Example 1: If Ω is bounded with 0 6∈ Ω¯, then by Sα,β,λ,µ(∅) = +∞, we see that
S0α,β,λ,µ(Ω) = S
∞
α,β,λ,µ(Ω) = +∞. Hence,
Sα,β,λ,µ(Ω) < min{S0α,β,λ,µ(Ω), S∞α,β,λ,µ(Ω)}
and Sα,β,λ,µ(Ω) is attained which can also deduce by Theorem 2.
The following examples are also given by Caldiroli, Paolo and Musina, Roberta [6],
when they study the case of p = 2, b = 0, a ∈ (−1, 0). What interesting is that the similar
results still hold for our case (a slight modification on Example 3).
Example 2: Assume 0 ∈ Ω is a cusp point, i.e., there exists a unit versor ν such that
∀θ ∈ (0, π), ∃ rθ > 0 such that Ωrθ ⊆ Ωθ . Notice that
S0α,β,λ,µ(Ω) = S
0
α,β,λ,µ(Ωrθ ) ≥ Sα,β,λ,µ(Ωrθ ).
On the other hand,
Sα,β,λ,µ(Ωrθ ) ≥ Sα,β,λ,µ(Ωθ)→ +∞ as θ → 0.
Hence, S0α,β,λ,µ(Ω) = +∞.
Example 3: Let Ω = Λ×RN−k, 1 ≤ k < N , where Λ is an open bounded domain of Rk.
Then there exists some r > 0 such that Λ ⊂ Bkr , the ball in Rk with radial r. Now, we let
An :=
{
(tx′, tx′′) ∈ Rk × RN−k : t > 0, x′ ∈ Bkr , |x′′|N−k ≥ n
}
,
then it is easy to see that {An} are cones such thatAn ⊇ An+1, ∀ n and ∩∞n=1An ⊂ {0}×
RN−k. Thus, meas(
⋂∞
n=1An) = 0. By (ii) of Lemma 22, limn→∞Sα,β,λ,µ(An) = +∞.
Define Ω˜ = Bkr×RN−k, then it is easy to see thatΩ ⊂ Ω˜. Moreover, for any n, there exists
some rn >
√
r2 + n2 > 0 such that Ω˜rn ⊂ An, where Ω˜rn is defined by (7.115). Indeed,
for any x = (x1, x2) ∈ Ω˜\An, we have |x1|k < r and |x2|N−k|x1|k ≤ nr , thus |x2|N−k ≤
n. Then it follows that |x|N ≤
√
r2 + n2. Hence, Ωrn ⊂ Ω˜rn ⊂ An. Then by the
monotonicity property we have Sα,β,λ,µ(Ω
rn) ≥ Sα,β,λ,µ(Ω˜rn) ≥ Sα,β,λ,µ(An) → +∞
as n→ +∞. Hence S+∞α,β,λ,µ(Ω) =∞.
Lemma 27. Assume that s ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s), and Ω =
Λ × RN−k, 1 ≤ k < N , where Λ is an open bounded domain of Rk with 0 6∈ Λ¯. Then
Sα,β,λ,µ(Ω) is attained.
Proof. By Example 3, we see that S∞α,β,λ,µ(Ω) = +∞. By 0 6∈ Λ¯, we have S0α,β,λ,µ(Ω) =
+∞. Then by Corollary 10, we obtain the conclusion. 
Based on the result of Lemma 25 and the maximum principle, we can obtain the fol-
lowing interesting results.
Corollary 12. Assume that N ≥ 3, s ∈ (0, 2), κ > 0, α > 1, β > 1, α+ β = 2∗(s), and
let Ω be a general open domain of RN .
(i) If 0 ∈ Ω, then Sα,β,λ,µ(Ω) is not attained unless Ω = RN ;
(ii) If Ω is an exterior domain, then Sα,β,λ,µ(Ω) is not attained unless Ω = R
N ;
(iii) If Ω = A ∪ U , where U is an open bounded set with 0 6∈ U¯ and A is a cone of
RN , then
Sα,β,λ,µ(Ω) < Sα,β,λ,µ(A) = S
0
α,β,λ,µ(Ω) = S
∞
α,β,λ,µ(Ω)
and Sα,β,λ,µ(Ω) is attained.
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Proof. For the case of (i) and (ii), by Lemma 25, we see that
Sα,β,λ,µ(Ω) = Sα,β,λ,µ(R
N ).
Then by the maximum principle, it is easy to see that Sα,β,λ,µ(Ω) is not attained unless
Ω = RN . For the case of (iii), since U is bounded and 0 6∈ U¯ , there exists r1, r2 > 0
such that Ωr1 = Ar1 ,Ω
r2 = Ar2 . Hence S0α,β,λ,µ(Ω) = S
∞
α,β,λ,µ(Ω) = Sα,β,λ,µ(A).
If Sα,β,λ,µ(Ω) < min{S0α,β,λ,µ(Ω), S∞α,β,λ,µ(Ω)}, then by Corollary 10, Sα,β,λ,µ(Ω)
is attained and the proof is completed. If not, by Corollary 10 again, Sα,β,λ,µ(Ω) =
min{S0α,β,λ,µ(Ω), S∞α,β,λ,µ(Ω)}, Hence, Sα,β,λ,µ(Ω) = Sα,β,λ,µ(A). By maximum prin-
ciple again, Sα,β,λ,µ(A) is not attained, a contradiction with Theorem 2. 
Theorem 10. Assume that N ≥ 3, s ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s) and
Ω ⊂ RN is an open bounded domain. If 0 ∈ Ω, then Sα,β,λ,µ(Ω) is not attained.
Proof. Since Ω is bounded, there exists some r > 0 such that Ω ⊂ Br(0). When 0 ∈ Ω,
by Lemma 25, we have
Sα,β,λ,µ(Ω) = Sα,β,λ,µ(Br(0)) = Sα,β,λ,µ(R
N ).
By way of negation, assume that Sα,β,λ,µ(Ω) is attained and let (u, v) ∈ D1,20 (Ω) ×
D1,20 (Ω) be an extremal function. We may assume that u ≥ 0, v ≥ 0. By extending u and
v outside Ω by 0, then we see that (u, v) is also an extremal function of Sα,β,λ,µ(Br(0).
Hence, (u, v) 6= (0, 0) is a nonnegative weak solution to the following problem:
(7.126)
−∆u = Sα,β,a,b(Br(0))
(
λ 1|x|s |u|2
∗(s)−2u+ κα 1|x|s |u|α−2u|v|β
)
in Br(0),
−∆v = Sα,β,a,b(Br(0))
(
µ 1|x|s |v|2
∗(s)−2v + κβ 1|x|s |u|α|v|β−2v
)
in Br(0),
u ≥ 0, v ≥ 0, (u, v) ∈ D := D1,20 (Br(0))×D1,20 (Br(0)).
On the other hand, since Br(0) is a star-shaped domain, by Proposition 7 (see the formula
(7.28)), problem(7.126) has no nontrivial solution even semi-trivial solution, a contradic-
tion. Hence, we know that Sα,β,λ,µ(Ω) is not attained. 
Corollary 13. Assume that N ≥ 3, s ∈ (0, 2), κ > 0, α > 1, β > 1, α + β = 2∗(s), if
there exist some r1, r2 > 0 and θ ∈ (0, π] such that(
Ωθ ∩Br1(0)
)
( Ω (
(
Ωθ ∩Br2(0)
)
,
then Sα,β,λ,µ(Ω) = Sα,β,λ,µ(Ωθ) and is not attained.
Proof. The proof is similar to that of Theorem 10, we omit the details. 
8. THE CASE OF s1 6= s2 ∈ (0, 2)
In this section, we study the case of s1 6= s2 ∈ (0, 2). By constructing a new approxi-
mation, the existence of positive ground state solution to the system (1.1) will be obtained,
including the regularity and decay estimation.
Assume Ω is cone. Define Uλ :=
(µs1(Ω)
λ
) 1
2∗(s1)−2U, where U is a ground state
solution to the following problem:
(8.1)
{
−∆u = µs1(Ω)u
2∗(s1)−1
|x|s1 in Ω,
u = 0 on ∂Ω.
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Set
(8.2) η1,0 := inf
v∈Ξ0
‖v‖2, η2,0 := inf
u∈Θ0
‖u‖2,
where
(8.3) Ξ0 :=
{
v ∈ D1,20 (Ω) :
∫
Ω
1
|x|s2 |Uλ|
2∗(s2)−2|v|2dx = 1
}
,
(8.4) Θ0 :=
{
u ∈ D1,20 (Ω) :
∫
Ω
1
|x|s2 |Uµ|
2∗(s2)−2|u|2dx = 1
}
.
The corresponding energy functional of the problem (1.1) is defined as
Φ0(u, v) =
1
2
a(u, v)− 1
2∗(s1)
b(u, v)− κc(u, v)(8.5)
for all (u, v) ∈ D , where
(8.6)

a(u, v) := ‖(u, v)‖2
D
,
b(u, v) := λ
∫
Ω
|u|2∗(s1)
|x|s1 dx+ µ
∫
Ω
|v|2∗(s1)
|x|s1 dx,
c(u, v) :=
∫
Ω
1
|x|s2 |u|α|v|βdx.
Here comes our main result in this section:
Theorem 11. Assume that s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), κ > 0, α > 1, β > 1, α+ β =
2∗(s2). Suppose that one of the following holds:
(a1) λ > µ and either 1 < β < 2 or
{
β = 2
κ >
η1,0
2∗(s2)
;
(a2) λ = µ and eithermin{α, β} < 2 or
{
min{α, β} = 2,
κ >
η1,0
2∗(s2)
=
η2,0
2∗(s2)
;
(a3) λ < µ and either 1 < α < 2 or
{
α = 2
κ >
η2,0
2∗(s2)
.
Then problem (1.1) possesses a positive ground state solution (u0, v0) such that
Φ0(u0, v0) <
[1
2
− 1
2∗(s1)
](
µs1(Ω)
) 2∗(s1)
2∗(s1)−2
(
max{λ, µ})− 22∗(s1)−2 .
Moreover, we have the following regularity and decay propositions:
(b1) if 0 < max{s1, s2} < N+2N , then u0, v0 ∈ C2(Ω);
(b2) if max{s1, s2} = N+2N , then u0, v0 ∈ C1,γ(Ω) for all 0 < γ < 1;
(b3) if max{s1, s2} > N+2N , then u0, v0 ∈ C1,γ(Ω) for all 0 < γ < N(2−max{s1,s2})N−2 .
When Ω is a cone with 0 ∈ ∂Ω (e.g., Ω = RN+ ), then there exists a constant C such that
|u0(x)|, |v0(x)| ≤ C(1 + |x|−(N−1)), |∇u0(x)|, |∇v0(x)| ≤ C|x|−N .
When Ω = RN ,
|u0(x)|, |v0(x)| ≤ C(1 + |x|−N ), |∇u0(x)|, |∇v0(x)| ≤ C|x|−N−1.
In particular, if Ω = RN+ , then (u0(x), v0(x)) is axially symmetric with respect to the
xN -axis, i.e.,(
u0(x), v0(x)
)
=
(
u0(x
′, xN ), v0(x′, xN )
)
=
(
u0(|x′|, xN ), v0(|x′|, xN )
)
.
ON A DOUBLE-VARIABLE INEQUALITY AND ELLIPTIC SYSTEMS 63
Remark 8.21. The regularity, symmetry results and the decay estimation we have estab-
lished in Section 3 of the present paper. Therefore, in the current section we only need to
focus on the existence of the positive ground state solution.
8.1. Approximation. When s1 6= s2, the nonlinearities are not homogeneous any more
which make the problem much tough. Here we have to choose a different approximation
to the original problem in the same domain, i.e., we consider the following problem:
(8.7)

−∆u− λ 1|x|s1 |u|2
∗(s1)−2u = καaε(x)|u|α−2u|v|β in Ω,
−∆v − µ 1|x|s1 |v|2
∗(s1)−2v = κβaε(x)|u|α|v|β−2v in Ω,
κ > 0, (u, v) ∈ D := D1,20 (Ω)×D1,20 (Ω),
where
(8.8) aε(x) :=
{
1
|x|s2−ε for |x| < 1
1
|x|s2+ε for |x| ≥ 1
for ε ∈ [0, s2).
Under some proper assumptions on α, β, λ, µ and κ > 0, we shall prove the existence
of the positive ground state solution (uε, vε) to (8.7) with a well-dominated energy (see
Theorem 12 below). Finally, we can approach an existence result of (1.1).
The corresponding energy functional of problem (8.7) is defined as
Φε(u, v) =
1
2
a(u, v)− 1
2∗(s1)
b(u, v)− κcε(u, v)(8.9)
for all (u, v) ∈ D , where a(u, v) and b(u, v) are defined in (8.6) and
(8.10) cε(u, v) :=
∫
Ω
aε(x)|u|α|v|βdx,
which is decreasing by ε. Consider the corresponding Nehari manifold Nε := {(u, v) ∈
D\(0, 0) : Jε(u, v) = 0}, where
Jε(u, v) :=〈Φ′ε(u, v), (u, v)〉 = a(u, v)− b(u, v)− κ(α+ β)cε(u, v).(8.11)
Lemma 28. Assume s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), κ > 0, α > 1, β > 1 and α +
β = 2∗(s2). Let ε ∈ [0, s2), then for any (u, v) ∈ D\{(0, 0)}, there exists a unique
t = t(ε,u,v) > 0 such that (tu, tv) ∈ Nε. Moreover, Nε is closed and bounded away from
(0, 0). Further, t = t(ε,u,v) is increasing by ε.
Proof. The existence and uniqueness of t = t(ε,u,v) and that Nε is closed and bounded
away from 0, we refer to Lemma 3. Now, we prove that t = t(ε,u,v) is increasing by ε.
Assume that 0 ≤ ε1 < ε2 < s2, then we see that there exists a unique t1 and t2 such that
(8.12) Jε1(t1u, t1v) = Jε2(t2u, t2v) = 0.
Recalling that cε(u, v) is decreasing by ε, we see that Jε(u, v) is increasing by ε. Hence,
(8.13) Jε2(t1u, t1v) ≥ Jε1(t1u, t1v) = 0.
If Jε2(t1u, t1v) = 0, by the uniqueness, we obtain that t2 = t1. If Jε2(t1u, t1v) >
0, noting that Jε2(tu, tv) → −∞ as t → +∞, there exists some t∗ > t1 such that
Jε2(t∗u, t∗v) = 0. Then by the uniqueness again, we see that t2 = t∗ > t1. Hence, we
always have t2 ≥ t1 and we note that t2 > t1 when uv 6≡ 0. 
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Define
(8.14) cε := inf
(u,v)∈Nε
Φε(u, v), δε := inf
(u,v)∈Nε
√
‖u‖2 + ‖v‖2.
We have the following results:
Lemma 29. δε is increasing by ε ∈ [0, s2), i.e., δ0 ≤ δε1 ≤ δε2 provided 0 ≤ ε1 < ε2 <
s2.
Proof. For any (u, v) 6= (0, 0), set φ = u√‖u‖2+‖v‖2 , ψ =
v√
‖u‖2+‖v‖2 . By Lemma 28,
there exists 0 < t1 ≤ t2 such that (t1φ, t1ψ) ∈ Nε1 and (t2φ, t2ψ) ∈ Nε2 . Hence, we
obtain that δε is increasing by ε ∈ [0, s2). 
Remark 8.22. Set smax := max{s1, s2}, it is easy to prove that for any (u, v) ∈ Nε, we
have
(8.15) Φε(u, v) ≥
(1
2
− 1
2∗(smax)
)(‖u‖2 + ‖v‖2)
and it follows that
(8.16) cε ≥
(1
2
− 1
2∗(smax)
)
δ2ε .
Lemma 30. cε is increasing by ε in [0, s2).
Proof. Let (φ, ψ) 6= (0, 0) be fixed. By Lemma 28, for any ε ∈ [0, s2), there exists a
unique tε > 0 such that tε(φ, ψ) ∈ Nε. In fact, tε is implicitly defined by the equation
(8.17) a(φ, ψ)− b(φ, ψ)t2∗(s1)−2ε − 2∗(s2)κcε(φ, ψ)t2
∗(s2)−2
ε = 0.
It then follows that
Φε
(
t(ε)φ, t(ε)ψ
)
(8.18) =
[1
2
− 1
2∗(s2)
]
a(φ, ψ)[t(ε)]2 +
[ 1
2∗(s2)
− 1
2∗(s1)
]
b(φ, ψ)[t(ε)]2
∗(s1).
Case 1: s2 > s1. For this case, we see that
1
2∗(s2)
− 12∗(s1) > 0. Noting that a(φ, ψ) >
0, b(φ, ψ) > 0 and Lemma 28, we obtain that
(8.19) Φε
(
t(ε)φ, t(ε)ψ
)
is increasing by ε in [0, s2).
Hence, we get that cε is increasing by ε in [0, s2).
Case 2: s2 < s1. By the Implicit Function Theorem, we see that t(ε) ∈ C1(R) and
d
dεt(ε) ≥ 0 by Lemma 28. Hence,
d
dε
Φε
(
t(ε)φ, t(ε)ψ
)
=2[
1
2
− 1
2∗(s2)
]a(φ, ψ)t(ε)t′(ε) + 2∗(s1)[
1
2∗(s2)
− 1
2∗(s1)
]b(φ, ψ)[t(ε)]2
∗(s1)−1t′(ε)
=
t′(ε)
t(ε)
[
[1− 2
2∗(s2)
]a(φ, ψ)[t(ε)]2 + [
2∗(s1)
2∗(s2)
− 1]b(φ, ψ)[t(ε)]2∗(s1)
]
=
t′(ε)
t(ε)
[
[1− 2
2∗(s2)
]a(φ, ψ)[t(ε)]2 + [
2∗(s1)
2∗(s2)
− 1][a(φ, ψ)[t(ε)]2 − 2∗(s2)κcε(φ, ψ)[t(ε)]2∗(s2)]]
=
t′(ε)
t(ε)
[2∗(s1)− 2
2∗(s2)
a(φ, ψ)[t(ε)]2 + [2∗(s2)− 2∗(s1)]κcε(φ, ψ)[t(ε)]2∗(s2)
]
≥ 0.
(8.20)
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Hence, we also obtain the conclusion of (8.19) for the case of s2 < s1 and the proof is
completed. 
8.2. Estimation on the least energy of the approximation. RecallUλ :=
(µs1(Ω)
λ
) 1
2∗(s1)−2U ,
where U is a ground state solution of the following problem:
(8.21) −∆u = µs1(Ω)
u2
∗(s1)−1
|x|s1 in Ω, u = 0 on ∂Ω.
Define the function
(8.22) Ψλ(u) =
1
2
∫
Ω
|∇u|2dx− λ
2∗(s1)
∫
Ω
|u|2∗(s1)
|x|s1 dx.
Then
(8.23) mλ = Ψλ(Uλ) = [
1
2
− 1
2∗(s1)
]
(
µs1(Ω)
) 2∗(s1)
2∗(s1)−2 λ
− 2
2∗(s1)−2
is the least energy.
Remark 8.23. Evidently, for any ε ∈ [0, s2), we have that cε ≤ mλ and cε ≤ mµ. Hence,
(8.24) cε ≤ [ 1
2
− 1
2∗(s1)
]
(
µs1(Ω)
) 2∗(s1)
2∗(s1)−2
(
max{λ, µ})− 22∗(s1)−2 .
✷
Define
(8.25) η1,ε := inf
v∈Ξε
‖v‖2
where
(8.26) Ξε := {v ∈ D1,20 (Ω) :
∫
Ω
aε(x)|Uλ|2∗(s2)−2|v|2dx = 1}.
Since aε(x) is decreasing by ε, it is easy to see that η1,ε is increasing by ε.
Lemma 31. Assume s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), κ > 0, α > 1, β > 1 and α + β =
2∗(s2). Let ε ∈ [0, s2).
(1) If β < 2, then cε < mλ.
(2) If β > 2, then (Uλ, 0) is a local minimum point of Φε in Nε.
(3) If β = 2 and κ >
η1,ε
2∗(s2)
, then cε < mλ.
(4) If β = 2 and 0 < κ <
η1,ε
2∗(s2)
, then (Uλ, 0) is a local minimum point of Φε in Nε.
Proof. The proofs are similar to those in Section 6.2. 
Lemma 32. η1,ε is continuous with respect to ε ∈ [0, s2).
Proof. For any ε0 ∈ [0, s2), we shall prove that η1,ε is continuous at ε = ε0. Apply the
argument of Lemma 10, there exists some 0 < v0 ∈ D1,20 (Ω) such that
(8.27) ‖v0‖2 = η1,ε0 and
∫
Ω
aε0(x)|Uλ|2
∗(s2)−2v20dx = 1.
Take a sequence {εn} ⊂ [0, s2) with εn ↓ ε0 as n → +∞. Recall that η1,ε is increasing
by ε, then lim
n→+∞ η1,εn exists and satisfies
(8.28) lim
n→+∞ η1,εn ≥ η1,ε0 .
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On the other hand, since aεn(x) → a0(x) a.e. in Ω, recalling the decay property of Uλ
(see [13, Theorem 1.2], [15, Lemma 2.1], [19, Lemma 2.6]), it is easy to prove that
(8.29) lim
n→∞
∫
Ω
aεn(x)|Uλ|2
∗(s2)−2v20dx =
∫
Ω
aε0(x)|Uλ|2
∗(s2)−2v20dx = 1.
Hence,
(8.30) lim
n→+∞
‖v0‖2∫
Ω aεn(x)|Uλ|2∗(s2)−2v20dx
= η1,ε0 .
Then by the definition of η1,ε, we see that
(8.31) lim
n→+∞ η1,εn ≤ limn→+∞
‖v0‖2∫
Ω aεn(x)|Uλ|2∗(s2)−2v20dx
= η1,ε0 .
By (8.28) and (8.31), we obtain that η1,ε is right-continuous.
Secondly, we take a sequence {εn} ⊂ [0, s2) such that εn ↑ ε0 as n → +∞. By
Lemma Lemma 10 again, we may assume that {vn} ⊂ D1,20 (Ω) such that
(8.32) ‖vn‖2 = η1,εn and
∫
Ω
aεn(x)|Uλ|2
∗(s2)−2v2ndx ≡ 1.
Up to a subsequence, we may assume that vn ⇀ v0 in D
1,2
0 (Ω) and vn → v0 a.e. in Ω.
Similarly, we can prove that
(8.33)
∫
Ω
aε0(x)|Uλ|2
∗(s2)−2v20dx = limn→+∞
∫
Ω
aεn(x)|Uλ|2
∗(s2)−2v2ndx = 1.
It follows that
(8.34) ‖v0‖2 ≤ lim inf
n→+∞ ‖vn‖
2 = lim
n→+∞ η1,εn .
Therefore,
(8.35) η1,ε0 ≤
‖v0‖2∫
Ω aε0(x)|Uλ|2∗(s2)−2v20dx
≤ lim
n→+∞ η1,εn .
On the other hand, by the monotonicity, we can obtain that reverse inequality. Hence,
η1,ε0 ≤
‖v0‖2∫
Ω aε0(x)|Uλ|2∗(s2)−2v20dx
= lim
n→+∞ η1,εn , i.e., η1,ε is left-continuous. The
proof is completed. 
Similarly, we define
(8.36) η2,ε := inf
u∈Θε
‖u‖2
where
(8.37) Θε :=
{
u ∈ D1,20 (Ω) :
∫
Ω
aε(x)|Uµ|2∗(s2)−2|u|2dx = 1
}
.
We also have that η2,ε is increasing by ε ∈ [0, s2) and continuous. Furthermore, we can
propose the following results without proof.
Lemma 33. Assume s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), κ > 0, α > 1, β > 1 and α + β =
2∗(s2). Let ε ∈ [0, s2).
(1) If α < 2, then cε < mµ.
(2) If α > 2, then (0, Uµ) is a local minimum point of Φε in Nε.
(3) If α = 2, κ >
η2,ε
2∗(s2)
, then cε < mµ.
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(4) If α = 2, 0 < κ <
η2,ε
2∗(s2)
, then (0, Uµ) is a local minimum point of Φε in Nε.
Now we can obtain the following estimation on cε:
Lemma 34. Assume s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), κ > 0, α > 1, β > 1 and α + β =
2∗(s2). Let ε ∈ [0, s2), then we have
cε < min{mλ,mµ} =
[
1
2
− 1
2∗(s1)
] (
µs1(Ω)
) 2∗(s1)
2∗(s1)−2
(
max{λ, µ}
)− 2
2∗(s1)−2
if one of the following holds:
(a) λ > µ and either 1 < β < 2 or
{
β = 2
κ >
η1,ε
2∗(s2)
;
(b) λ = µ and eithermin{α, β} < 2 or
{
min{α, β} = 2,
κ >
η1,ε
2∗(s2)
=
η2,ε
2∗(s2)
;
(c) λ < µ and either 1 < α < 2 or
{
α = 2
κ >
η2,ε
2∗(s2)
.
Proof. It is a direct conclusion following by Lemma 31 and Lemma 33. 
8.3. Positive ground state to the approximation problem (8.7). In this subsection, we
assume that ε ∈ (0, s2) is fixed. Then we can obtain the following result.
Theorem 12. Assume s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), κ > 0, α > 1, β > 1 and α+ β =
2∗(s2). Then problem (8.7) possesses a positive ground state solution (φε, ψε) provided
further one of the following conditions holds:
(1) λ > µ and either 1 < β < 2 or
{
β = 2
κ >
η1,ε
2∗(s)
;
(2) λ = µ and eithermin{α, β} < 2 or
{
min{α, β} = 2,
κ >
η1,ε
2∗(s) =
η2,ε
2∗(s)
;
(3) λ < µ and either 1 < α < 2 or
{
α = 2
κ >
η2,ε
2∗(s)
.
Proposition 9. Assume that ε ∈ (0, s2) and {(un, vn)} is a bounded (PS)c sequence of
Φε. Up to a subsequence, we assume that (un, vn) ⇀ (φ, ψ) weakly in D . Set u˜n :=
un − φ, v˜n := vn − ψ, then we have that
(8.38) Ψ′λ(u˜n)→ 0 and Ψ′µ(v˜n)→ 0 in H−1(Ω),
where Ψλ is defined in (8.22).
Proof. Under the assumptions, we see that
(8.39)
〈
Φ′ε(un, vn), (h, 0)
〉
= o(1)‖h‖
Since (un, vn) ⇀ (φ, ψ), it is easy to see that Φ
′
ε(φ, ψ) = 0. Then we have
(8.40)
〈
Φ′ε(φ, ψ), (h, 0)
〉
= 0.
By Lemma 16 and Ho¨lder inequality, it is easy to see that
(8.41)
∫
Ω
aε(x)|un|α−2un|vn|βhdx−
∫
Ω
aε(x)|φ|α−2φ|ψ|βhdx = o(1)‖h‖.
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It follows from (8.39),(8.40) and (8.41) that
(8.42)
∫
Ω
∇(un − φ)∇hdx − λ
∫
Ω
( |un|2∗(s1)−2un
|x|s1 −
|φ|2∗(s1)−2φ
|x|s1
)
hdx = o(1)‖h‖.
By [12, Lemma 3.3] or [8, Lemma 3.2], we see that
(8.43)
|un|2∗(s1)−2un
|x|s1 −
|un − φ|2∗(s1)−2(un − φ)
|x|s1 →
|φ|2∗(s1)−2φ
|x|s1 in H
−1(Ω).
Hence, by (8.42) and (8.43), we obtain that
(8.44) Ψ′λ(u˜n)→ 0 in H−1(Ω).
Apply the similar arguments, we can prove that Ψ′µ(v˜n)→ 0 in H−1(Ω). 
Corollary 14. Under the assumptions of Proposition 9 and furthermore we assume that
c < min{mλ,mµ} =
[
1
2
− 1
2∗(s1)
] (
µs1(Ω)
) 2∗(s1)
2∗(s1)−2
(
max{λ, µ})− 22∗(s1)−2 .
Then up to a subsequence, (un, vn)→ (φ, ψ) strongly inD and (φ, ψ) satisfiesΦε(φ, ψ) =
c and Φ′ε(φ, ψ) = 0 in D
∗.
Proof. We prove it by way of negation. Assume that (un, vn) 6→ (φ, ψ), then at least one
of the following holds:
(i)un 6→ φ in D1,20 (Ω), (ii)vn 6→ ψ in D1,20 (Ω).
Without loss of generality, we assume (i). By Proposition 9, we see that Ψ′λ(u˜n) → 0 in
H−1(Ω). Since u˜n = un − φ 6→ 0 in D1,20 (Ω), it is easy to see that
(8.45) lim inf
n→+∞Ψλ(u˜n) ≥ mλ.
On the other hand, by the Bre´zis-Lieb type lemma (see [12, Lemma 3.3]), we have
(8.46) Φε(un, vn) = Φε(u˜n, v˜n) + Φε(φ, ψ) + o(1).
By Lemma 16 again, we see that
(8.47) Φε(u˜n, v˜n) = Ψλ(u˜n) + Ψµ(v˜n) + o(1).
Since Ψ′µ(v˜n) → 0 in H−1(Ω), it is easy to prove that lim infn→+∞Ψµ(v˜n) ≥ 0. We also note
that Φε(φ, ψ) ≥ 0. Then by (8.46), (8.47) and (8.45), we have
(8.48) c = lim
n→+∞Φε(un, vn) ≥ limn→+∞Ψλ(u˜n) ≥ mλ,
a contradiction. 
Proof of Theorem 12: Let {(un, vn)} ⊂ Nε be a minimizing sequence. Then it is easy
to see that Φε(un, vn) → cε and Φ′ε
∣∣
Nε(un, vn) → 0 in D
∗. It is standard to prove that
(un, vn) is bounded in D and is also a (PS)cε sequence of Φε. By Lemma 34, we have
(8.49) cε < min{mλ,mµ} = [1
2
− 1
2∗(s1)
]
(
µs1(Ω)
) 2∗(s1)
2∗(s1)−2
(
max{λ, µ})− 22∗(s1)−2 .
Hence, by Corollary 14, there exists some (φ, ψ) ∈ D and up to a subsequence, (un, vn)→
(φ, ψ) strongly in D . Moreover, we have Φε(φ, ψ) = cε and Φ
′
ε(φ, ψ) = 0. Thus, (φ, ψ)
is a minimizer of cε. It is easy to see that (|φ|, |ψ|) is also a minimizer. Hence, without loss
of generality, we may assume that φ ≥ 0, ψ ≥ 0 and it follows that (φ, ψ) is a nonnegative
solution of (8.7). Recalling (8.49), it is easy to see that φ 6= 0, ψ 6= 0. Finally, by the
strong maximum principle, we can obtain that φ > 0, ψ > 0. That is, we obtain that (φ, ψ)
is a positive ground state solution of (8.7). ✷
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8.4. Geometric structure of positive ground state to (8.7). Now, let us define the moun-
tain pass value
(8.50) c˜ε := inf
γ∈Γε
max
t∈[0,1]
Φε(γ(t)),
where Γε := {γ(t) ∈ C([0, 1],D) : γ(0) = (0, 0),Φε(γ(1)) < 0}. We have the following
result.
Theorem 13. Assume s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), κ > 0, α > 1, β > 1 and α+ β =
2∗(s2). Let ε ∈ (0, s2) and one of the following hold:
(i) λ > µ and either 1 < β < 2 or
{
β = 2
κ > η1,ε
;
(ii) λ = µ and eithermin{α, β} < 2 or
{
min{α, β} = 2,
κ > η1,ε = η2,ε
;
(iii) λ < µ and either 1 < α < 2 or
{
α = 2
κ > η2,ε
.
Then cε = c˜ε and any positive ground state solution of system (8.7) is a mountain pass
solution.
Proof. It is easy to check thatΦε satisfies the mountain pass geometric structure. Recalling
the existence result of Theorem 12, let (φ, ψ) be a positive ground state solution of (8.7).
Define γ0(t) := tT (φ, ψ) for some T > 0 large enough such that Φε(Tφ, Tψ) < 0. Then
it is easy to see that γ0 ∈ Γε. By Lemma 28, we have
(8.51) Φε(φ, ψ) = max
t>0
Φε(tφ, tψ).
Hence,
(8.52) c˜ε ≤ max
t∈[0,1]
Φε(γ0(t)) = Φε(φ, ψ) = cε.
Under the assumptions, it is standard to prove that c˜ε is also a critical value and there
exists a solution (φ˜, ψ˜) such that Φε(φ˜, ψ˜) = c˜ε and Φ
′
ε(φ˜, ψ˜) = 0 in D
∗. Then we see
that (φ˜, ψ˜) ∈ Nε. Hence, by the definition of cε we see that
(8.53) cε := inf
(u,v)∈Nε
Φε(u, v) ≤ Φε(φ˜, ψ˜) = c˜ε.
By (8.52) and (8.53), we obtain that cε = c˜ε. For any positive ground state solution, by
the arguments as above, we have the mountain path γ0 ∈ Γε and thus, the positive ground
state is indeed a mountain pass solution. 
Remark 8.24.
(i) Recalling that for ε ∈ [0, s2), both η1,ε and η2,ε are increasing by ε and continu-
ous with respect to ε. When κ >
ηi,0
2∗(s2)
, i ∈ {1, 2}, then by the continuity, we see
that κ >
ηi,ε
2∗(s2)
when ε is small enough.
(ii) Note that the proof of c˜ε = cε for ε ∈ (0, s2) depends heavily on the existence of
the ground state solution. When ε = 0, the existence of ground state solution is
still unknown. However, we will prove that the result c˜0 = c0 is also satisfied (see
Corollary 15 below).
Lemma 35. c˜ε ≥ c˜0 and lim
ε→0+
c˜ε = c˜0
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Proof. By the monotonicity of aε(x), it is easy to see that c˜ε ≥ c˜0. Hence,
(8.54) lim
ε→0+
c˜ε ≥ c˜0.
Next, we only need to prove the inverse inequality. For any δ > 0, there exists γ0 ∈ Γ0
such that
(8.55) max
t∈[0,1]
Φ0(γ0(t)) < c˜0 + δ.
Denote γ0(1) := (φ, ψ), since γ0 ∈ Γ0, we have Φ0(φ, ψ) < 0.
Case 1: If |φ|α|ψ|β ≡ 0, it is easy to see that Φε(φ, ψ) = Φ0(φ, ψ) < 0. Hence, γ0 ∈ Γε
for all ε ∈ [0, s2) for this case.
Case 2:If |φ|α|ψ|β 6≡ 0, then by the Lebesgue’s dominated convergence theorem, we have
(8.56) lim
ε→0+
∫
Ω
aε(x)|φ|α|ψ|βdx =
∫
Ω
a0(x)|φ|α|ψ|βdx.
Hence, we have Φε(φ, ψ) < 0 when ε is small enough. Thus, we also obtain that γ0 ∈ Γε
when ε is small enough. Now, we take an arbitrary sequence εn ↓ 0 as n→ +∞. Choose
tn ∈ [0, 1] such that
(8.57) Φεn(γ0(tn)) = max
t∈[0,1]
Φεn(γ0(t)).
Up to a subsequence, we assume that tn → t∗ ∈ [0, 1] and denote that
(8.58) γ0(tn) := (un, vn), γ0(t
∗) := (u∗, v∗).
Since γ0 ∈ C([0, 1],D), we obtain that (un, vn)→ (u∗, v∗) and it follows that
(8.59) Φεn(un, vn) = Φεn(u
∗, v∗) + o(1).
By the Lebesgue’s dominated convergence theorem again, we have
(8.60) Φεn(u
∗, v∗) = Φ0(u∗, v∗) + o(1).
Hence, by (8.59) and (8.60), we have Φεn(un, vn) = Φ0(u
∗, v∗) + o(1). Then
c˜εn ≤Φεn(γ0(tn)) = Φεn(un, vn) = Φ0(u∗, v∗) + o(1) = Φ0(γ0(t∗)) + o(1)
≤ max
t∈[0,1]
Φ0(γ0(t)) + o(1) = Φ0(φ, ψ) + o(1) ≤ c˜0 + δ + o(1).(8.61)
Let n→ +∞, we obtain that lim
n→+∞ c˜εn ≤ c˜0+ δ. Hence, limε→0+ c˜ε ≤ c˜0. Insert (8.54),
we complete the proof. 
Corollary 15. c0 = c˜0 and lim
ε→0+
cε = c0.
Proof. For any (u, v) 6= (0, 0), define γ(t) = t(u, v), then we see that γ ∈ Γ0. Hence, it
is easy to see that c˜0 ≤ c0. On the other hand, by Theorem 13 and Lemma 35, we have
c˜0 = limε→0+ c˜ε = limε→0+ cε. By Lemma 30, we have limε→0+ cε ≥ c0. Hence, we
obtain that c˜0 = c0 and lim
ε→0+
cε = c0. 
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8.5. The existence of the positive ground state to the original system. Take {εn} ⊂
(0, s2) such that εn ↓ 0 as n → +∞. By Theorem 12, the system (8.7) possesses a
positive ground state solution (un, vn). By Remark 8.22, we have
(8.62) cεn = Φεn(u, v) ≥
(1
2
− 1
2∗(smax)
)(‖un‖2 + ‖vn‖2).
By Corollary 15, we have cεn → c0. Hence, {(un, vn)} is bounded in D . Up to a subse-
quence, we may assume that (un, vn)⇀ (u0, v0)weakly in D and un → u0, vn → v0 a.e.
in Ω. We shall establish the following results which are useful to prove our main theorem.
Lemma 36. (u0, v0) satisfies Φ
′
0(u0, v0) = 0 in D
∗.
Proof. We claim that for any φ ∈ D1,20 (Ω), we have
(8.63) lim
n→+∞
∫
Ω
aεn(x)|un|α−2un|vn|βφdx =
∫
Ω
a0(x)|u0|α−2u0|v0|βφdx.
Without loss of generality, we may also assume that φ ≥ 0. If not, we view φ = φ+ − φ−,
and we discuss φ+ and φ− respectively. Firstly, by Fatou’s Lemma, we have
(8.64)
∫
Ω
a0(x)|u0|α−2u0|v0|βφdx ≤ lim inf
n→+∞
∫
Ω
aεn(x)|un|α−2un|vn|βφdx.
On the other hand, since aεn(x) ≤ a0(x), we have
(8.65)
∫
Ω
aεn(x)|un|α−2un|vn|βφdx ≤
∫
Ω
a0(x)|un|α−2un|vn|βφdx.
Further, since (un, vn)⇀ (u0, v0) in D , it is easy to see that
|un|α−2un|vn|β ⇀ |u0|α−2u0|v0|β in L
2∗(s2)
2∗(s2)−1 (Ω, a0(x)dx),
then we have
(8.66) lim
n→+∞
∫
Ω
a0(x)|un|α−2un|vn|βφdx =
∫
Ω
a0(x)|u0|α−2u0|v0|βφdx.
By (8.65) and (8.66), we have
(8.67) lim sup
n→+∞
∫
Ω
aεn(x)|un|α−2un|vn|βφdx ≤
∫
Ω
a0(x)|u0|α−2u0|v0|βφdx.
Hence, from (8.64) and (8.67), we prove (8.63). Similarly, we can prove that for any
ψ ∈ D1,20 (Ω), we have
(8.68) lim
n→+∞
∫
Ω
aεn(x)|un|α|vn|β−2vnψdx =
∫
Ω
a0(x)|u0|α|v0|β−2v0ψdx.
Recalling that (un, vn) are critical point of Φεn , for any (φ, ψ) ∈ D , we have
(8.69)
〈
Φ′εn(un, vn), (φ, ψ)
〉 ≡ 0.
Then by (8.63), (8.68) and (un, vn)⇀ (u0, v0) weakly in D , we obtain that
(8.70)
〈
Φ′0(u0, v0), (φ, ψ)
〉
= 0.
Hence, Φ′0(u0, v0) = 0 in D
∗. 
Lemma 37. If (u0, v0) 6= (0, 0), then Φ0(u0, v0) = c0 > 0.
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Proof. Since (un, vn) is a positive ground state solution of (Pεn), it is easy to prove that
(8.71) cεn = Φεn(un, vn) =
[1
2
− 1
2∗(s1)
]
b(un, vn) +
[2∗(s2)
2
− 1
]
κcεn(un, vn).
By Lemma 36, we also have
(8.72) Φ0(u0, v0) =
[1
2
− 1
2∗(s1)
]
b(u0, v0) +
[2∗(s2)
2
− 1
]
κc0(u0, v0).
Noting that by Fatou’s Lemma, we have
(8.73) b(u0, v0) ≤ lim inf
n→+∞ b(un, vn)
and
(8.74) c0(u0, v0) ≤ lim inf
n→+∞ cεn(un, vn).
Hence, Φ0(u0, v0) ≤ lim
n→+∞ cεn and Φ0(u0, v0) ≥ 0 follows by (8.72). By Corollary 15,
we have lim
n→+∞ cεn = c0, hence
(8.75) Φ0(u0, v0) ≤ c0.
On the other hand, when (u0, v0) 6= (0, 0), it is trivial thatΦ0(u0, v0) ≥ c0 > 0 by Lemma
36 and the definition of c0. Hence, we obtain thatΦ0(u0, v0) = c0 if (u0, v0) 6= (0, 0). 
Lemma 38.
Φ0(u0, v0) < min{mλ,mµ} =
[
1
2
− 1
2∗(s1)
] (
µs1(Ω)
) 2∗(s1)
2∗(s1)−2
(
max{λ, µ}
)− 2
2∗(s1)−2
.
Proof. It is a direct conclusion by Lemma 34 and Lemma 37. 
Corollary 16. If (u0, v0) 6= (0, 0), then (u0, v0) is a positive ground solution of (1.1).
Proof. Since (un, vn) are positive and un → u0, vn → v0 a.e. in Ω. We see that u0 ≥
0, v0 ≥ 0. If v0 = 0, then we see that Ψ′λ(u0) = 0 and u0 6= 0. Hence, Φ0(u0, v0) =
Ψλ(u0) ≥ mλ, a contradiction to Lemma 38. Similarly, if u0 = 0, v0 6= 0, we see
that Φ0(u0, v0) ≥ mµ, also a contradiction to Lemma 38. Hence, u0 6= 0, v0 6= 0 and
Φ0(u0, v0) = c0 by Lemma 37. That is, (u0, v0) is a nontrivial and nonnegative ground
state solution of (1.1). Finally, by the strongmaximumprinciple, we can prove that (u0, v0)
is a positive solution. 
Lemma 39. Assume that lim inf
n→+∞
∫
Ω
aεn |un|α|vn|β = 0, then Ψ′λ(un) → 0,Ψ′µ(vn) → 0
inH−1(Ω).
Proof. Under the assumptions, we claim that up to a subsequence,
(8.76)
∫
Ω
∣∣aεn(x)|un|α−2un|vn|βh∣∣dx = o(1)‖h‖.
For any h ∈ D1,20 (Ω), since aεn(x) ≤ a0(x), we have
∫
Ω
aεn |h|2
∗(s2)dx ≤
∫
Ω
a0|h|2∗(s2)dx.
Then by the Hardy-Sobolev inequality, we obtain that there exists someC > 0 independent
of n such that
(8.77)
(∫
Ω
aεn |h|2
∗(s2)dx
) 1
2∗(s2) ≤ C‖h‖.
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Noting that α−1α +
β
2∗(s2)α
+ 12∗(s2) = 1, by Ho¨lder inequality and (8.77), we have∫
Ω
∣∣aεn(x)|un|α−2un|vn|βh∣∣dx
≤
( ∫
Ω
aεn |un|α|vn|βdx
)α−1
α
( ∫
Ω
aεn(x)|vn|2
∗(s2)dx
) β
2∗(s2)α
(∫
Ω
aεn |h|2
∗(s2)dx
) 1
2∗(s2)
= o(1)‖h‖,
(8.78)
which means that (8.76) is proved. Since (un, vn) is a positive ground state solution of the
system (8.7), we have
(8.79)
〈
Φ′εn(un, vn), (h, 0)
〉 ≡ 0.
That is,
(8.80)
∫
Ω
[
∇un∇h− λ |un|
2∗(s1)−1un
|x|s1 h− κα
∫
Ω
aεn(x)|un|α−2un|vn|βh
]
dx ≡ 0
for all n and h ∈ D1,20 (Ω). Then by (8.76) and (8.80), we obtain that
(8.81)
∫
Ω
[
∇un∇h− λ |un|
2∗(s1)−1un
|x|s1 h
]
dx = o(1)‖h‖.
Hence, Ψ′λ(un) → 0 in H−1(Ω). Similarly, we can prove that Ψ′µ(vn) → 0 in H−1(Ω).

Corollary 17. lim inf
n→+∞
∫
Ω
aεn |un|α|vn|β > 0.
Proof. By Lemma 29, we see that
(8.82) ‖un‖2 + ‖vn‖2 ≥ δ2εn ≥ δ20 > 0.
Hence, we obtain that
(8.83) (un, vn) 6→ (0, 0) in D .
If lim inf
n→+∞
∫
Ω
aεn |un|α|vn|β = 0, by Lemma 39, we obtain thatΨ′λ(un)→ 0,Ψ′µ(vn)→ 0
inH−1(Ω). Since either un 6→ 0 or vn 6→ 0, it is easy to see that either lim
n→+∞Ψλ(un) ≥
mλ or lim
n→+∞Ψµ(vn) ≥ mµ. By the assumption of lim infn→+∞
∫
Ω
aεn |un|α|vn|β = 0 again,
we have
(8.84) lim
n→+∞Φεn(un, vn) = limn→+∞Ψλ(un) + Ψµ(vn) ≥ min{mλ,mµ},
a contradiction to Lemma 38. Thereby this corollary is proved. 
Lemma 40. Assume that {(φn, ψn)} is a bounded sequence of D such that
(8.85) lim
n→+∞ Jεn(φn, ψn) = 0
and
(8.86) lim inf
n→+∞ cεn(φn, ψn) > 0,
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where the functionals Jε(u, v) and cε(u, v) are defined in (8.11) and (8.10), respectively.
Then
(8.87) lim inf
n→+∞Φεn(φn, ψn) ≥ c0.
Proof. Since lim inf
n→+∞ cεn(φn, ψn) > 0, we see that (φn, ψn) 6→ (0, 0) in D . Without
loss of generality, we may assume that (φn, ψn) 6= (0, 0) for all n. Combining with the
boundedness of {(φn, ψn)}, we obtain that there exists some d0, d1 > 0 such that
(8.88) 0 < d0 ≤ a(φn, ψn) := ‖φn‖2 + ‖ψn‖2 ≤ d1 for all n.
We also claim that b(φn, ψn) is bounded and away from 0, i.e., there exists d3, d4 > 0 such
that
(8.89) 0 < d3 ≤ b(φn, ψn) := λ|φn|2
∗(s1)
2∗(s1),s1
+ µ|ψn|2
∗(s1)
2∗(s1),s1
≤ d4.
The right-hand inequality in (8.89) is trivial due to the Hardy-Sobolev inequality. Now, we
only need to prove the existence of d3. We proceed by contradiction. If b(φn, ψn) → 0
up to a subsequence, then φn → 0, ψn → 0 strongly in L2∗(s1)(Ω, dx|x|s1 ). Recalling
the boundedness of {(φn, ψn)} again, by Proposition 1 and Proposition 2, we obtain that
φn → 0, ψn → 0 strongly in L2∗(s2)(Ω, a0(x)dx). Noting that aεn(x) ≤ a0(x), then by
the Ho¨lder inequality, it is easy to prove that
(8.90) cεn(φn, ψn) ≤ c0(φn, ψn)→ 0,
a contradiction to (8.86) and thereby (8.89) is proved. We also note that cεn(φn, ψn) is
bounded. Hence, up to a subsequence, we may assume that
(8.91) a(φn, ψn)→ a∗ > 0, b(φn, ψn)→ b∗ > 0, cεn(φn, ψn)→ c∗ > 0.
Then by (8.85), we see that
(8.92) a∗ − b∗ − 2∗(s2)κc∗ = 0.
On the other hand, for any n, by Lemma 28, there exists a unique tn > 0 such that
Jεn(tnφn, tnψn) = 0 and tn is implicity given by the following equation
(8.93) a(φn, ψn)− b(φn, ψn)t2∗(s1)−2n − 2∗(s2)κcεn(φn, ψn)t2
∗(s2)−2
n = 0.
Since a(φn, ψn) is bounded and lim inf
n→+∞ cεn(φn, ψn) > 0, it is easy to see that tn is
bounded. On the other hand, by the Hardy-Sobolev inequality again, we obtain that
(8.94) a(φn, ψn) ≤ C1
(
a(φn, ψn)
) 2∗(s1)
2 t2
∗(s1)−2
n + C2
(
a(φn, ψn)
) 2∗(s2)
2 t2
∗(s2)−2
n ,
for some positive constantsC1, C2 independent of n. Then it is easy to see that at least one
of the following holds:
(i) 12a(φn, ψn) ≤ C1
(
a(φn, ψn)
) 2∗(s1)
2 t
2∗(s1)−2
n ;
(ii) 12a(φn, ψn) ≤ C2
(
a(φn, ψn)
) 2∗(s2)
2 t
2∗(s2)−2
n .
Hence, we see that tn is bounded away from 0. Up to a subsequence if necessary, we
assume that tn → t∗ > 0. Then we have that
Jεn(tnφn, tnψn) ≡ 0,
{(φn, ψn)} is bounded in D ,
tn → t∗ > 0,
⇒ limn→+∞ Jεn(t∗φn, t∗ψn) = 0.
ON A DOUBLE-VARIABLE INEQUALITY AND ELLIPTIC SYSTEMS 75
By (8.91), we obtain that
(8.95) a∗(t∗)2 − b∗(t∗)2∗(s1) − 2∗(s2)κc∗(t∗)2∗(s2) = 0, (t∗ > 0).
It is easy to see that the algebraic equation a∗ = b∗t2
∗(s1)−2 + c∗t2
∗(s2)−2 has a unique
positive solution. Hence, by (8.92) and (8.95), we obtain that t∗ = 1. Then recalling the
boundedness of {(φn, ψn)} again, we see that
(8.96) lim
n→+∞Φεn(φn, ψn) = limn→+∞Φεn(tnφn, tnψn).
By the definition of tn, we see that (tnφn, tnψn) ∈ Nεn . Hence, Φεn(tnφn, tnψn) ≥ cεn .
Then by (8.96) and Corollary 15, we obtain that
(8.97) lim
n→+∞Φεn(φn, ψn) ≥ limn→+∞ cεn = c0.

Lemma 41. Assume s1, s2 ∈ (0, 2), λ, µ ∈ (0,+∞), κ > 0, α > 1, β > 1 and α + β =
2∗(s2). Let ε ∈ (0, s2), then any solution (u, v) of the system (8.7) satisfies
(8.98)
∫
Ω∩B1
κaε(x)|u|α|v|βdx =
∫
Ω∩Bc1
κaε(x)|u|α|v|βdx,
where B1 is the unit ball of R
N entered at zero.
Proof. Let
(8.99) G(x, u, v) =
λ
2∗(s1)
|u|2∗(s1)
|x|s1 +
µ
2∗(s1)
|v|2∗(s1)
|x|s1 + κaε(x)|u|
α|v|β .
Noting that
(8.100)
∂
∂xi
aε(x) =
{
−(s2 − ε) 1|x|s2+2−εxi for |x| < 1,
−(s2 + ε) 1|x|s2+2+εxi for |x| > 1,
we have
xi ·Gxi(x, u, v)
(8.101)
=
−s1
[
λ
2∗(s1)
|u|2∗(s1)
|x|s1 +
µ
2∗(s1)
|v|2∗(s1)
|x|s1
]
x2i
|x|2 − (s2 − ε) κ|u|
α|v|β
|x|s2+2−εx
2
i if |x| < 1,
−s1
[
λ
2∗(s1)
|u|2∗(s1)
|x|s1 +
µ
2∗(s1)
|v|2∗(s1)
|x|s1
]
x2i
|x|2 − (s2 + ε) κ|u|
α|v|β
|x|s2+2+εx
2
i if |x| > 1.
Hence, by (7.29), we have
− 2(N − s1)
∫
Ω
[ λ
2∗(s1)
|u|2∗(s1)
|x|s1 +
µ
2∗(s1)
|v|2∗(s1)
|x|s1
]
dx
− 2(N − s2)
∫
Ω
κaε(x)|u|α|v|βdx+ (N − 2)
∫
Ω
(|∇u|2 + |∇v|2)dx(8.102)
=2ε
∫
Ω∩B1
κaε(x)|u|α|v|βdx− 2ε
∫
Ω∩Bc1
κaε(x)|u|α|v|βdx.
On the other hand, since (u, v) is a solution of the system (8.7), we have
∫
Ω
(|∇u|2 + |∇v|2)dx = ∫
Ω
(
λ
|u|2∗(s1)
|x|s1 + µ
|v|2∗(s1)
|x|s1 + 2
∗(s2)κaε(x)|u|α|v|β
)
dx.
(8.103)
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Since ε > 0, by (8.102) and (8.103), we obtain the result of (8.98). 
Proof of Theorem 11: By Corollary 16, we only need to prove that (u0, v0) 6= (0, 0).
Now,we proceed by contradiction. We assume that (u0, v0) = (0, 0). By Corollary 17, we
have, up to a subsequence if necessary, that
(8.104) lim
n→+∞
∫
Ω
aεn(x)|un|α|vn|βdx := τ > 0.
On the other hand, by Corollary 41, we have
(8.105)
∫
Ω∩B1
aεn(x)|un|α|vn|βdx =
∫
Ω∩Bc1
aεn(x)|un|α|vn|βdx for all n.
Hence,
(8.106)
lim
n→+∞
∫
Ω∩B1
aεn(x)|un|α|vn|βdx = lim
n→+∞
∫
Ω∩Bc1
aεn(x)|un|α|vn|βdx =
τ
2
> 0.
Let χ(x) ∈ C∞c (RN ) be a cut-off function such that χ(x) ≡ 1 in B 12 , χ(x) ≡ 0 in
RN\B1 and take χ˜(x) ∈ C∞(RN ) such that χ˜(x) ≡ 0 in B1 and χ˜ ≡ 1 in RN\B2.
Denote
(8.107)
{
φ1,n(x) := χ(x)un(x), φ2,n(x) := χ˜(x)un(x),
ψ1,n(x) := χ(x)vn(x), ψ2,n(x) := χ˜(x)vn(x).
Recalling that (un, vn) is a positive ground state solution of the system (8.7) with ε = εn,
then
(8.108)
〈
Φ′εn(un, vn), (un − φ1,n − φ2,n, vn − ψ1,n − ψ2,n)
〉 ≡ 0 for all n.
when (u0, v0) = (0, 0), by Rellich-Kondrachov compactness theorem, if 0 6∈ Ω˜, we have
that un → 0, vn → 0 strongly in L2∗(s1)(Ω˜, dx|x|s1 ) and L2
∗(s2)(Ω˜, aεndx) uniformly for
all n. Hence, it is easy to prove that
(8.109) (un − φ1,n − φ2,n, vn − ψ1,n − ψ2,n)→ (0, 0) strongly in D .
We also have that
(8.110)
〈
Φ′εn(un, vn), (φ1,n, ψ1,n)
〉 ≡ 0 for all n.
Then by (u0, v0) = (0, 0) and Rellich-Kondrachov compactness theorem again, it is easy
to see that
(8.111) lim
n→+∞ Jεn(φ1,n, ψ1,n) = 0.
We also obtain that
(8.112) lim inf
n→+∞ cεn(φ1,n, ψ1,n) = limn→+∞
∫
Ω∩B1
aεn(x)|un|α|vn|βdx =
τ
2
> 0.
Hence, by Lemma 40, we have
(8.113) lim
n→+∞Φεn(φ1,n, ψ1,n) ≥ c0.
Similarly, we can prove that
(8.114) lim
n→+∞Φεn(φ2,n, ψ2,n) ≥ c0.
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By (u0, v0) = (0, 0) and the Rellich-Kondrachov compact theorem again, we have that
(8.115) cεn = lim
n→+∞Φεn(un, vn) = limn→+∞
[
Φεn(φ1,n, ψ1,n) + Φεn(φ2,n, ψ2,n)
]
.
Then by (8.113),(8.114) and Corollary 15, we obtain that
(8.116) c0 ≥ 2c0,
a contradict to the fact of that c0 > 0. Hence, (u0, v0) 6= (0, 0) and the proof is completed.
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