Abstract
Introduction
Several researchers have demonstrated the use of visual speech information of the speaker's face, mainly the lip movements, for automatic speech recognition (see for example [l , 2 , 3 , 4 1). However, robust and accurate visual feature analysis is a difficult object recognition problem, because of the large variation between subjects and the changing appearance of a specific subject due to pose, lighting, specularity, makeup and mouth opening. Most previous approaches have constrained or circumvented the feature extraction problem by marking the subject's lips with colour or a reflective marker, by recording the lip movements with a head mounted camera, by using one subject only, by hand segmenting the lip region, by tracking only the outer lip contour or by using very controlled lighting conditions.
We are interested in developing a system which is 
Active Shape Models
Our approach for modelling the lip contours is based on active shape models. These are flexible models which represent an object by a set of labelled points. The points describe the boundary or other significant locations of an object. The principal modes of shape variation are learned from a training set which is labelled by hand.
The training examples need to be labelled in a consistent manner in order to be able to compare equivalent points from different shapes. We choose to use the two m e r points of the lips as reference points. Their distance is used as scale, their orientation to the horizontal as the angle and the centre between them as the origin. The other points are placed at equal horizontal distance. This definition enables us to map different examples of lip shapes to each other in a consistent manner. We built two different models of the lips: Model 1 describes the outer lip contour and Model 2 describes the outer and inner lip contour.
Shape Modelling
By using active shape models, we try to avoid the use of heuristic assumptions about legal shape deformation.
Instead, a priori knowledge about shape deformation is obtained by examining a representative training set. This leads to a compact description of local and global deformation with a small set of parameters. The ith shape in the training set (i = 1 .. h9 is described by a vector x, with where P=(p1,p2, ... pt) is the matrix of the first t (t < n)
column eigenvectors corresponding to the largest eigenvalues and b a vector containing the weights for each eigenvector. This approach assumes that the principal modes are linearly independent although there might be non-linear dependencies present. Figure 2 shows the mean shape of Model 2 and the first three modes of variation by +/-2 standard deviation (s.d.).
Subsequent shape modes seem to a m t for pose and finer contour details.
Intensity Model'ling
In order to use Active: Shape Models for image search, we would like to have a cost function which measures the fit between the model and the image. We therefore need to find a way of representing dominant image features of the lip conltaurs. The most common approach for representing contours is to use edges or gradients. However, the lip contour can appear in many different ways. The gradient has different values along the contour and is also dependent on speaker, illumination, lighting direction, specularity, facial hair. visibility of teeth and mouth opening. The gradient can also change within an utterance, particularly far the inner contour. Figure 1 shows an example image and its gradient image after Gaussian smoothing. Figure 4. 
Cost Function
The Gost for the model at a particular location and shape is calculated as the mean square error (MSE) between the image profile and the aligned model profile. The mean profile f; is aligned to the image profile h as closely as possible by calculating the elements of the weight vector b, Since the eigenvectors in P, are orthogonal, the weight vector is found using
b, =PgT(h--'i;).
( 5) The cost E can then be obtained using
E=(h-f;)T(h-f;)-b,Tb,.

(6)
During image search, each shape mode is constrained to lie within +/-3 s.d. of the training set which accounts for about 99% of variation. We assume equal prior probability for each shape mode within these limits and therefore do not include a term for shape deformation in the cost function. 
Good
Locating and Tracking Lips
For locating lips we assume that a rough estimate of the region of interest (ROO containing the lips is known from another image processing algorithm. The model is initialised with the mean shape and placed at a random location in the ROI. We use the Downhill Simplex Method (DSM) 113 J to find a minimum during image search. The algorithm uses the translation parameters, scale, rotation and the first few shape parameters as variables for the multidimensional optimisation process.
The algorithm is initialised with the initial estimate of the model parameters and starts the search by perturbing each parameter by 2 s.d..
For tracking lips over an image sequence. the lips are located as described above for the first frame. For consecutive frames the previous frame is used as the initial estimate of the lip position and the search is performed by DSM. Although constraints could be introduced to limit the search to stay within certain limits during tracking, for simplicity we used the same constraints as for locating the lips. Figure 3 shows tracking examples using Model 2.
Experiments
We used the Tulips 1 database [14 ] for OUT experiments. It consists of 96 grey level image sequences of 12 speakers (9 male, 3 female) each saying the first four digits in English twice (later described as set 1 and set 2). The use of this particular database makes our experiments very challenging because it contains images of a variety of speakers with different ethnic background.
different lip shape, make-up, facial hair and illumination.
The shape and profile models were built using a representative sample of frames of each sequences of set 1. This larger and more balanced training set has lead to higher perfmance levels then the ones reported in [7] .
where only the first image of each training sequence was used. Model 1 was represented by 22 points, Model 2 by 38 points and the dimension of the grey level profiles 
Feature Extraction and Applications
The parameters describing the shape of the lips can be extracted at each time frame from the tracking results and used as feature vector for a speechreading system [15 1. 
Conclusions
An approach for locating and tracking facial speech features has been described which uses a learned profile model to enable robust lip tracking for different subjects.
High performance for locating and tracking was achieved without the need of high-lighting the lips with lipstick or a reflective marker. The model enables the extraction of shape and intensity information embedded in a low dimensional space which can be used for speechreading and person identification.
The assumptions of linear independence and unimodal distribution seem to be appropriate for shape modelling but are likely to be inadequate for profile modelling. This is particularly the case for the profiles at the inner contour, which can take on intensity values of the teeth, tongue, lips and oral cavity. Future work will therefore concentrate on improved intensity modelling and on discriminating speaker dependent information from speech dependent information.
