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in thin-walled long tube conﬁgurations during stress-induced elastic phase transition under displace-
ment-controlled quasi-static isothermal stretching. A nonconvex and nonlocal continuum model is
developed and implemented into a ﬁnite element code to simulate the domain formation and evolution
during the phase transition. The morphology and evolution of the macro-domains in different tube geom-
etries are investigated by both analytical (energy analysis) and numerical (nonlocal ﬁnite element) meth-
ods. Energy minimization is used as the principle to explain the experimentally observed macroscopic
domain patterns in a NiTi polycrystal tube. It is found that the domain pattern, as the minimizer of
the system energy, is governed by the relative values of the material length scale g, tube-wall thickness
h and tube radius R through two nondimensional factors: h/R and g/R. Physically, h/R and g/R serve as the
weighting factors of bending energy and domain-wall energy over the membrane energy in the minimi-
zation of the total energy of the tube system. Theoretical predictions of the effects of these length scales
on the domain pattern are quantiﬁed and conﬁrmed by the computational parametric study. They all
agree qualitatively well with the available experimental observations.
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Recent experiments on stress-induced austenite?martensite
phase transition process of superelastic NiTi polycrystalline tubes
(Li and Sun, 2002; Sun and Li, 2002; Feng and Sun, 2006; Favier
et al., 2007) revealed some interesting macroscopic domain pat-
terns and their evolution (see summary of the experiment in
Fig. 1). During displacement-controlled quasi-static tensile load-
ing, macroscopic deformation instability took place with the fast
formation of a helix-shaped high-strain (6%) domain (consisting
of almost fully transformed grains) from a homogeneously de-
formed low-strain (1%, i.e., austenite) polycrystal (the matrix).
Under continued loading, this helical domain grew via the propa-
gation of its domain wall (macroscopic interface or domain front),
and eventually merged into a cylindrical domain. Careful inspec-
tion found that the front of the cylindrical domain was not
smooth but branched with several essentially identical saw-like
sharp spikes. With further loading the cylindrical domain grew
via the convoluted propagation of the branching front and even-
tually reached a growing mode of steady state in the long tube
specimen. When the tube was unloaded to the lower force pla-
teau, the cylindrical domain shrank with convoluted propagationll rights reserved.
+852 23581543.of the branching front in the reverse direction. When the size of
the cylindrical domain was reduced to a certain value, its branch-
ing front gradually switched to an inclined smooth front so the
cylindrical domain became an inclined-ring domain instead of a
helical domain. Upon further unloading, the ring-domain van-
ished quickly in an unstable manner, after which the original
homogeneous elastic deformation of the austenite phase was
recovered. The above reported experimental phenomena brought
up several fundamental issues in the theoretical modeling and
understanding of the macroscopic domain patterns in NiTi poly-
crystals, and motivated the work in the present paper. One of
the main issues is how the domain patterns are controlled by
the geometrical and material length scales in a shape memory al-
loy tube structure (length L, tube-wall thickness h and mean ra-
dius R). Although the competition between bulk and surface
energy was proposed in many of the literatures as the paradigm
to understand near-equilibrium domain patterns, predictive mod-
eling on how these length scales (and the associated energy
terms) inﬂuence the domain and lead to size-dependence of do-
main patterns are still not available.
From a theoretical point of view, phase transitions in NiTi poly-
crystals under mechanical loading are dissipative processes con-
sisting of huge number of heterogeneous discrete microscopic
events (such as nucleation of micro-domains) at grain size lev-
els. For a very ﬁne-grained polycrystal under quasi-static tensile
Fig. 1. Macroscopic domain formation and evolution under displacement-controlled quasi-static isothermal tensile loading and unloading (nominal strain rate of 3  105/s,
(Feng and Sun, 2006)).
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collectively up to the macroscopic level and lead to macroscopic
domain formation/evolution as shown in Fig. 1. For the macro-do-
mains in strip and wire samples, readers can refer to the experi-
mental works by Miyazaki et al. (1981), Leo et al. (1993), Shaw
and Kyriakides (1995), Shaw and Kyriakides (1997), Shield et al.
(1997), Brinson et al. (2004) and Sittner et al. (2005) among many
others. Up until now, different approaches have been used to de-
velop constitutive models for the description of phase transition
and the resulted domain patterns. These approaches can be classi-
ﬁed into two major categories: (1) the multi-scale modeling ap-
proach and (2) the phenomenological modeling approach.
In multi-scale modeling of the behaviors of a polycrystal, the
material is treated as a multi-scaled structure and some macro-
scopic properties can be derived from the hypothetical laws
describing the properties at the lower scales. This type of modeling
aims at providing explicit relationships between the macroscopic
response and fundamental properties of the material at the micro-
scopic scale. Several important results of the dissipative phase
transition behavior of the material have been obtained (Abey-
aratne et al., 1996; Bhattacharya, 1999; Puglisi and Truskinovsky,
2000; Puglisi and Truskinovsky, 2002; Puglisi and Truskinovsky,
2005; Sun and He, 2008). Though this approach contributed to a
fundamental understanding of the material behavior, it is still in
its early stage of development (Gollub and Langer, 1999). At the
moment, modeling the pattern formation in shape memory alloy
polycrystals by the multi-scale approach has not been seen in
the literature.
In the phenomenological modeling approach, the effects of
events at smaller scales are treated through a few phenomeno-
logical parameters in the continuum framework. Several model-
ing schemes and simulation techniques for the deformation
instability and patterns due to phase transition have been devel-
oped by mechanics, physics and materials science communities(see Falk, 1980; Johnson and Cahn, 1984; Barsch and Krumhansl,
1984; Barsch and Krumhansl, 1988; James, 1986; Abeyaratne and
Knowles, 1991; Abeyaratne and Knowles, 1993; Sun and Hwang,
1993; Abeyaratne et al., 2002; Shaw and Kyriakides, 1998; Shaw,
2000; Shaw, 2002; Curnoe and Jacobs, 2001; Rasmussen et al.,
2001; among many others). These continuum models can be
roughly divided into two types: Sharp Interface Models (SIM)
and Diffuse Interface Models (DIM). In SIM, the domain walls
(fronts) are taken as mathematically sharp surfaces, the motion
of which is controlled by kinetic relations. Usually, ad hoc meth-
ods are needed to handle the singularities in domain nucleation,
merging and vanishing. In DIM, the strain is used as the order
parameter and bulk strain energy is nonconvex in order to de-
scribe both the high- and low-strain phases of the material
(see Fig. 2). The energy of the domain wall is described by the
nonconvex part of the strain energy and a strain gradient term,
the coefﬁcient of the latter contains a material length (denoted
as g in the present paper) that scales with the interface thickness
(Cahn and Hilliard, 1958; Falk, 1980; Falk, 1982; Falk, 1983;
Barsch and Krumhansl, 1984; Barsch and Krumhansl, 1988; Tri-
antafyllidis and Aifantis, 1986; Triantafyllidis and Bardenhagen,
1993; Charlotte and Truskinovky, 2008). With the proper kinetic
law accounting for dissipative processes, a macro-domain pattern
evolution can be computationally modeled as an evolving strain
ﬁeld (or phase ﬁeld), the energy minimization of which deter-
mines the equilibrium patterns (Emmerich, 2003; Jacobs et al.,
2003). Furthermore, dramatic topology changes in domain pat-
tern evolution such as domain nucleation, merging and vanishing
can be handled by DIM. Therefore, with computational advanta-
ges (e.g. no singularity and no mesh-dependence), DIM has be-
come a more preferred tool to describe complex domain
patterns.
In this paper, we develop a Diffuse Interface Model to study the
effects of the structural lengths (L, R and h) and the material length
Fig. 2. Multi-scale hierarchy of the domain and domain wall (interfacial zone) in a real polycrystalline material and the macroscopic continuum idealization.
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In Section 2, we model the polycrystal as a nonconvex and nonlocal
elastic continuum capable of elastic phase transition under stress.
With the proposed model, a phase-ﬁeld type nonlocal Finite Ele-
ment Method (FEM) code is developed to simulate the domain pat-
terns under real boundary conditions. In Section 3, the validity of
the developed model is checked by comparing the simulated do-
main patterns with the experimental observations. Further, we will
perform an energetic analysis and parametric simulations to dem-
onstrate the effects of the length scales (L, R, h and g) on the do-
main patterns. Finally, the nondimensional governing factors
consisting of the length scales are identiﬁed. We give a summary
and conclusions in Section 4.
Before moving to the next section, we would like to emphasize
that the nonlocal nonconvex elastic model framework of the pres-
ent paper is an idealization and simpliﬁcation of the real situations.
The macroscopic responses of the real polycrystals are intrinsically
multi-scale phenomena involving physical events of instability,
acoustic wave propagation, viscosity and heat exchange at differ-
ent time and length scales. Various interactions and couplings
among these events can strongly inﬂuence the material’s behavior
and lead to the external loading time dependence of the response
and grain size dependence of the stress hysteresis. For the purpose
of simplicity, we have ignored the detailed microscopic processes
and the effects of the rate-independent stress hysteresis and the
thermo-mechanical coupling on the macro-pattern evolution. So
the developed model and its predictions can only provide a preli-
minary understanding for the difﬁcult problem of the complicated
macro-domain pattern evolution in NiTi polycrystal tubes. Further
incorporation of the hysteresis, thermo-mechanical coupling and
multi-scale aspects in the description of domain evolution is left
for the future study.2. Nonlocal nonconvex elastic material model and FEM
formulation
2.1. Nonconvex strain energy density function
Here the nano-grained NiTi polycrystal is taken as an elastic
double-welled continuum so that the two macroscopic states can
be described by the strains (i.e., order parameters). The effective
strain energy density function is constructed by a Taylor expansion
in terms of the macroscopic strains with the restraints of symmet-
rical requirements to reﬂect the anisotropy of the continuum
(Murnaghan, 1951; Liakos and Saunders, 1982; He and Sun,
2006). The macroscopic anisotropy of the polycrystals is assumed
to have cubic symmetry for simplicity so that the superelastic
polycrystal under uniaxial stretching would mainly deform like cu-
bic to tetragonal phase transition. When the material orientation is
aligned with the tube (Figs. 3 and 4), the strain energy density
function can be expressed as:
W ¼ a  g21 þ g22
 þ b  g1  g21  3g22 þ c  g21 þ g22 2 þ s  g23
where
g1 ¼ ð2eyy  ezz  exxÞ=
ﬃﬃﬃ
3
p
¼
ﬃﬃﬃ
3
p
eyy
g2 ¼ exx  ezz ¼ 2exx þ eyy
g3 ¼ 12 ðexy þ eyxÞ
8><>: ð1Þ
x, y and z are the coordinates along the circumference, length and
wall-thickness directions of the tube, respectively. Moreover,
incompressibility (g0 = exx + eyy + ezz = 0) is usually assumed for
martensitic phase transition in shape memory alloys. The material
constants in the simulations are set as: a = 6.88 
103,b = 8.67  104, c=3.50  105, s = 1.86  104 (unit: MPa). If a
material element is only subject to uniaxial stretching (g2 = 0 and
g3 = 0), its energy function in Eq. (1) is simpliﬁed to the 1D form as:
Fig. 3. Finite element mesh for a tube in an expanded view.
Fig. 4. Gibb’s potential (U =W  r  e) of a material element under cubic–tetragonal stretching.
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ﬃﬃﬃ
3
p
b  e322 þ 9c  e422
 3a  e2 þ 3
ﬃﬃﬃ
3
p
b  e3 þ 9c  e4 ð2Þ
The Gibbs potential (U =W  r  e) of the material (Fig. 4) has one
low-strain well and one high-strain well. The two wells (phases)
have the same potential U under the Maxwell stress
(rM = 316.35 MPa) so that they can coexist. Under other stresses,
one of the phases will become metastable or unstable.2.2. Nonlocal gradient energy density function
The general expression of the strain gradient energy has been
well formulated in continuum mechanics (Mindlin, 1965; Mindlin
and Eshel, 1968) as:G ¼ a1kiimkmjj þ a2kijjkimm þ a3kiimkjjm þ a4kijmkijm þ a5kijmkmji; ð3Þ
Fig. 5. Displacement-controlled stretching during loading and unloading with a
nominal strain rate of ±3  105/s.
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out losing the essential features of the nonlocal model, we assume
a1 = a2 = a3 = a4 = a5 = ag2 so that Eq. (3) becomes
G ¼ a  g2  4g23;x þ 4g23;y þ
2
3
g21;x þ
7
6
g21;y þ
1
2
g22;y þ g22;x þ g2;yg3;x

þg2;xg3;y þ
g1;xg3;y þ g1;yg3;x  g1;xg2;xﬃﬃﬃ
3
p

ð4Þ
where a is the material constant in Eq. (1) and g is a material length.
The subscript comma denotes a differentiation, e.g. g1;y ¼ @g1@y . Here g
scales with the thickness of the domain fronts (Cahn and Hilliard,
1958).
2.3. Dissipation function for viscous solid
Here, we introduce the viscosity of the material to improve the
stability of computations. The energy dissipation per unit volume
due to the viscosity of the solid is characterized by the Rayleigh
dissipation function as:
Rð _gÞ ¼ tr  a  _g21 þ _g22
 þ s  _g23 ; ð5Þ
where tr is a material relaxation time, a and s are material constants
in Eq. (1).
2.4. Equation of motion and FEM formulation
The Lagrange formulation for nonconservative systems is gener-
ally expressed as:
dL
du
¼ dD
d _u
; ð6Þ
where L ¼ T  V ; T ¼ R 12qð _uÞ2dv; V ¼ R ðW þ GÞdv; D ¼ R Rdv , and
u is the displacement and q is the density. The equation of motion
can be derived from Eq. (6) as:
q€ui  @W
@ui;j
 @G
dui;jk
	 

;k
þ @R
@ _ui;j
" #
;j
¼ 0; ð7Þ
where ui (i, j,k = 1, 2 and 3) are the three displacement components
of the tube (see Eq. A1 in Appendix A). For 1D cases, the above equa-
tion reduces to the capillarity-viscosity model (see Abeyaratne and
Knowles, 1991; Truskinovsky, 1994; Vainchtein, 2001). To avoid
complicated inertia dissipative dynamics (Bales and Gooding,
1991; Reid and Gooding, 1997), an overdamped relaxation model
is adopted here. Therefore, after dropping the kinetic energy, T,
Eq. (6) is simpliﬁed as
dV
du
þ dD
d _u
¼ 0: ð8Þ
The tube is taken as a thin shell (Fig. 3). With Kirchhoff’s assump-
tions of the thin shell theory (Ugural, 1999; Le, 1999; Reddy,
2007), the deformation of the tube can be described by the displace-
ments of the tube’s mid-surface, u0, v0 and w0 (see Eqs. (A1) and
(A7) in Appendix A). The mid-surface is uniformly divided into a
two-dimensional (2D) ﬁnite element mesh consisting of 50  500
semi-C1 elements to describe the continuous strain ﬁelds. The ele-
ment size is small enough to describe the diffusive domain wall
(interface), whose thickness is proportional to material length g
(Cahn and Hilliard, 1958; Sun and He, 2008). With all the elements
assembled, the displacements (u,v,w) and the strain ﬁelds (eij) of
the tube can be described by the discrete nodal freedoms qi of the
FEM mesh (see details in Appendix A). As qi are the generalized
coordinates in Lagrange mechanics, Eq. (8) becomes (Biot, 1956):
@VðqÞ
@qi
þ @Dð _qÞ
@ _qi
¼ 0: ð9ÞThen, the equation of motion in terms of the generalized coordi-
nates is derived as:
Kij  qj þ Cij  _qj ¼ 0; ð10Þ
where K and C are the matrixes of rigidity and damping, respec-
tively (Appendix A).
The boundary conditions at the two ends of the tube under the
displacement-controlled stretching are set as (Fig. 3):
u ¼ 0; v ¼ V specified; w ¼ 0; u;x ¼ 0; v ;x ¼ 0;
w;x ¼ 0; and w;y ¼ 0 at boundary AA0 ð11aÞ
u ¼ 0; v ¼ 0; w ¼ 0; u;x ¼ 0; v ;x ¼ 0; w;x ¼ 0;
and w;y ¼ 0 at boundary BB0 ð11bÞ
No restrictions on u;y and v ;y at boundaries AA0 and BB0 ð11cÞ
Eq. (11c) means that the high-order forces conjugated with the
gradient terms (u,y and v,y) at these boundaries will be zero from
the energy variation principle in FEM (Mindlin and Eshel, 1968;
Mindlin, 1965; Begley and Hutchinson, 1998; Reddy, 2007). Vspec-
iﬁed in Eq. (11a) is the stretching displacement controlled at a con-
stant elongation rate (e.g. 3  105/s) during loading and
unloading. As shown in Fig. 5, the duration tl of the loading pro-
cess (up to the nominal strain of 6%) is 2  103 s (very low loading
rate), which is much longer than the material relaxation time tr
(=0.1 s in the simulation) so that the system can relax to reach
an equilibrium state within a short time. In other words, the sys-
tem stays in equilibrium most of the time during the quasi-static
domain evolution.
3. Computational results and theoretical analysis
3.1. Simulation of domain formation and evolutions (effects of the
applied nominal strain e)
The simulated nominal tensile stress–strain curve and the asso-
ciated domain patterns during a complete loading–unloading cycle
(the material and structural lengths used are: g = 0.01, h = 0.16,
R = 0.815 and L = 51.2 mm) are summarized in Fig. 6. The deforma-
tions of the tube in the loading process are characterized by the fol-
lowing stages:
(1) The tube deforms uniformly according to the nonlinear and
stable branch of the constitutive r–e curve until the spinodal
point is reached (nominal tensile strain e ¼ 2:0%) where the
homogeneous deformation of the tube becomes unstable
and a high-strain (martensite) domain nucleates from the
low-strain (austenite) matrix (see patterns ‘‘b”–‘‘h” in
Fig. 6(a)). The domain grows rapidly into a helical shape
and ﬁnally reaches the equilibrium and coexists with the
austenite at the stress plateau. The tensile strains of these
two equilibrium phases are: eM = 6.0% for the helix-shaped
domain and eM = 1.2% for the parent matrix.
Fig. 6. (a) Tensile stress-deformation curve and associated domain pattern evolution under displacement-controlled stretching; (b) typical strain distributions and necking
(radial deﬂection w0) proﬁles of the mid-surface of the tube for uniform deformation, helical domain and branched cylindrical domain during loading; (c) typical strain
distributions and necking proﬁles for a branched cylindrical domain, inclined ring domain and uniform deformation during unloading.
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decreases to the stress plateau because the appearance of
the high-strain domain relaxes the elastically stretched
low-strain phase (austenite) under the displacement-con-
trolled boundary condition. The helical domain front is ori-
ented with an angle of around 55 to the loading axis
(pattern ‘‘g” in Fig. 6(a)). Such an orientation is to minimize
the elastic mismatch between the martensite domain andthe austenite matrix, this is the same as the habit-plane type
interfaces observed in both single crystal (Sun et al., 1999)
and polycrystal strip samples.
(3) Upon further loading, both the length and width of the heli-
cal domain grow via the interface propagation. The two
neighboring interfaces of the helical domain move closer
to each other while the tensile force remains almost
unchanged. When the two interfaces are close enough to
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leading to the self-merging of the helical domain into the
cylindrical domain (see patterns ‘‘j”–‘‘p” in Fig. 6(a)). Similar
to the nucleation, the merging is an instability event, as
reﬂected not only by the small stress drop but also by the
formation of two branching fronts of the cylindrical domain.
Each front has 7 tips (pattern ‘‘q” in Fig. 6(a)). Similar to the
helical domain front, the branching spikes are oriented with
an angle of around 55 to the loading axis (see magniﬁed
views of patterns ‘‘q” and ‘‘r” in Fig. 6(a)) so as to reduce
the deformation mismatch across the fronts of the cylindri-
cal domain and the misﬁt strain energy as well, but at the
expense of the increased domain-wall area (i.e., increase in
total domain-wall energy).
(4) With further loading, the high-strain cylindrical domain
grows via a near steady-state propagation of its branching
fronts until they reach the clamping end of the tube. All
the key features of the domain evolution shown in these four
stages of the simulation agree well with the experimental
observations (Feng and Sun, 2006). In the unloading process,
after a small amount of elastic unloading, the reverse phase
transition takes place at the lower stress plateau and con-
sists of the following stages:
(5) The cylindrical domain shrinks via the reverse propagation
of its branched fronts in a convoluted way as observed
experimentally (Feng and Sun, 2006). The tensile stress pla-
teau is a little lower than that for the loading process due to
the viscous damping force. Such a dissipative force would
vanish when the material relaxation time or the external
loading rate approaches zero.
(6) When the length of the cylindrical domain is reduced to a
certain value, the domain gradually changes into an inclined
ring domain (see cases ‘‘5”–‘‘8” in Fig. 6(a)). During the
change, the number of branching spikes reduces. Eventually,
the front of the inclined ring-domain becomes smooth (noFig. 7. Reversible evolution of helicspikes). The reason for the annihilation of the spikes might
be that the domian front energy becomes dominant when
domain size is reduced and the smooth inclined ring-domain
has less domain-front energy than the branched one.
(7) The inclined ring-domain vanishes with a small stress jump
when its size is further reduced (see patterns ‘‘10” and ‘‘11”
in Fig. 6(a)). Thus, the tube recovers to the homogeneous
elastic deformation of austenite.
By comparison with the experimental data, it is seen that the
above simulation almost reproduced the observed deformation
patterns in both loading and unloading. It also identiﬁed the load-
ing path dependence of the domain patterns. It is shown that the
domain evolution in unloading (cylindrical domain? inclined
branching/smooth ring? uniform deformation) is not a simple
reversal of that in loading (uniform deformation? helical
domain? branching cylindrical domain). This is because two
deformation instabilities occurred (nucleation plus merging) with
the domain-topology change (helix? cylinder) during loading. If
the tube is unloaded before the helix? cylinder merging, the heli-
cal domain would simply shrink and then vanish as shown in Fig. 7.
Such loading-path dependency in domain evolutions agrees well
with the experimental observations (Li and Sun, 2002; Feng and
Sun, 2006). Therefore, both the deformation instability and the
path-dependent domain patterns are demonstrated in the
simulation.
From the above simulation results and the comparison with
the experiment, it can be seen that the idea of energy competi-
tion and total energy minimization principle could be used to
interpret the experimentally observed domain evolution under
quasi-static isothermal loading conditions. The total elastic
stored energy of the tube consists of three parts: interfacial (or
domain wall) energy, mid-surface strain energy (or membrane
strain energy) and bending strain energy. The bending strain en-
ergy is due to the out-of-plane necking deﬂection w0 of the tubeal domains in a stretched tube.
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with the structural and material length scales: the material
length g (domain-wall energy / g), the tube-wall thickness h
(bending energy / h3) and the tube radius R. In order to have
a better understanding of the observed and simulated patterns,
we need to quantify the roles of these lengths in determining
the equilibrium domain patterns.
3.2. Energetic analysis of domain patterns in tube conﬁgurations
3.2.1. Parameters in nonlocal model of tubes
The nonlocal FEM simulation of tube conﬁgurations under uni-
axial stretching includes the following input parameters:
[1] Material properties: (1) material constants in the strain
energy density function, a, b, c and s; (2) material length g
and (3) material relaxation time tr.
[2] Tube geometry: tube length L, radius R and wall-thickness h.
[3] Boundary condition or loading condition (see Fig. 5): con-
trolled end-displacement Vspeciﬁed, and loading time tl.
In the following analysis of the isothermal domain pattern evo-
lution at a given temperature, the modulus-constants (a, b, c and s)
are ﬁxed (i.e., we did not consider the temperature effect in this pa-
per). Also tr/tl is very small (tr/tl = 5  105? 0), which means the
domain evolution is quasi-static. There are four lengths involved in
the tube system: L, R, h and g. In both experiments and our simu-
lations, L is very large compared with R so that the effect of the
clamping boundaries on the domain patterns can be ignored. In
other words, L is not a characteristic length in governing the do-
main pattern even though the combination of L and the nominal
strain e determines the volume of the high-strain domain. So, the
relevant characteristic lengths are g, h and R, which will be re-
ﬂected in the following analysis.
3.2.2. Energetic analysis
For a thin-walled tube, the kinematical relations (Kirchhoff
assumptions) are:
exx
eyy
exy
264
375¼ e0xxe0yy
e0xy
264
375þz 
@2w0
@x2
@2w0
@y2
2@2w0
@x@y
26664
37775; where
e0xx
e0yy
e0xy
264
375¼
@u0
@x þw0=R
@v0
@y
1
2  @u0@y þ 12  @v0@x
2664
3775
ð12Þ
where x, y and z are the coordinates in the directions along the cir-
cumference, length and thickness of the tube, respectively (see
Fig. 3). In Eq. (12), each strain component can be decomposed into
two parts: a membrane strain and a bending strain, the latter is
caused by the bending curvature of the deﬂection w0 and linearly
depends on the z-coordinate.
Since we focus on the length-effects on the equilibrium domain
morphology under quasi-static loading, the domain pattern and
the associated displacement ﬁelds are treated as the minimizer
of the energy functional (V in Eq. (6)):
dV ¼ d
Z 2pR
0
Z L
0
Z 1
2h
12h
ðW þ GÞdzdydx
( )
¼ 0; ð13aÞ
under the given boundary condition (given nominal strain eÞ.
Substituting Eqs. (1), (4) and (12) into Eq. (13a) and taking the inte-
gral with respect to z coordinate, we obtain:
dV ¼ 0 with V ¼ V
h
¼ ðAm þ h2  Ch þ g2  CgÞ ð13bÞ
whereAm¼
R 2pR
0
R L
0 a g201þg202
 þbg01  g2013g202 þc g201þg202 2þsg203h idydx
Ch¼
R 2pR
0
R L
0
1
12 a 3w20;yyþð2w0;xxþw0;yyÞ2
h i
þ4sw20;xyþ3b 3g01w20;yyg01ð2w0;xxþw0;yyÞ2
hn
2
ﬃﬃﬃ
3
p
g02 w0;yy ð2w0;xxþw0;yyÞ
i
þc 2 g201þg202
 
3w20;yyþð2w0;xxþw0;yyÞ2
 h
þ4
ﬃﬃﬃ
3
p
g01 w0;yyþg02 ð2w0;xxþw0;yyÞ
 2
dydx
Cg¼
R 2pR
0
R L
0 a 4g203;xþ4g203;yþ23g201;xþ76g201;yþ12g202;yþg202;xþg02;yg03;xþg02;xg03;y

þg01;xg03;yþg01;yg03;xg01;xg02;xﬃﬃ
3
p

dydx
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In Eq. (13b), the higher-order terms (h5 and g2h3) are ignored be-
cause g and h are small quantities compared with R. Am is the total
membrane strain energy per unit thickness of the tube; Ch and Cg
are the measures of the bending curvature (bending energy per unit
thickness h2Ch) and the strain gradient (strain gradient energy per
unit thickness g2Cg), all over the integral area of 2pR  L.
It can be observed that, as the minimizer of the system energy,
the equilibrium domain pattern has to minimize the sum of the
membrane strain energy (Am), bending strain energy (h2  Ch) and
strain gradient energy (g2  Cg), the latter two explicitly depend
on the length scales h and g, respectively. Using the variational
analysis, it is easy to prove that an increase in h will lead to a de-
crease in the functional Ch of the energy-minimized (equilibrium)
state (see Appendix B for a detailed proof). Similarly, an increase
in g will lead to a decrease in Cg of the energy minimized state.
Mathematically, h2 and g2 serve as the weighting coefﬁcients
which penalize respectively the bending curvature (Ch) and the
strain gradients (Cg). In other words, with the increase in h or g,
the domain pattern has to change to decrease the bending curva-
ture or the strain gradients of the associated deformation ﬁelds
in order to reach a new equilibrium state (new energy minimizer
of the tube system). When both h and g approach zero, the bending
and strain gradient energies of the tube become ignorable as com-
pared with the membrane strain energy, and the equilibrium pat-
tern is only the minimizer of the membrane strain energy (though
Ch and Cg might be large when h? 0, g? 0, their contributions to
the total energy are ignorable and the tube becomes a membrane).
The above analysis focuses on the effects of h and g in the tubes
of given R and L. To reveal the roles of all length scales (R,L,h,g), we
use the radius R as the reference length to normalize all the lengths
and the coordinates, then Eq. (13b) becomes:
0 ¼ dV ¼ dðR2  Am þ h2  Ch þ g2  CgÞ
¼ d Am þ hR
	 
2
 Ch þ gR
 2
 Cg
" #
ð14Þ
Am¼
R 2p
0
R L
R
0 a g201þg202
 þbg01  g2013g202 þc  g201þg202 2þsg203h idydx
Ch¼
R 2p
0
R L
R
0
1
12 a½3 w20;yyþð2 w0;xxþ w0;yyÞ2 þ4s w20;xyþ3b½3g01 w20;yyg01ð2 w0;xxþ w0;yyÞ2
n
2
ﬃﬃﬃ
3
p
g02  w0;yy ð2 w0;xxþ w0;yyÞþc  2 g201þg202
 ð3 w20;yyþð2w0;xxþ w0;yyÞ2Þh
þ4
ﬃﬃﬃ
3
p
g01  w0;yyþg02 ð2 w0;xxþ w0;yyÞ
 2
dydx
Cg¼
R 2p
0
R L
R
0 a 4g203;xþ4g203;yþ23g201;xþ76g201;yþ12g202;yþg202;xþg02;yg03;xþg02;xg03;y

þg01;xg03;yþg01;yg03;xg01;xg02;xﬃﬃ
3
p

dydx
8>>>>>>>>>><>>>>>>>>>:
where x ¼ xR ; y ¼ yR ; u0 ¼ u0R ; v0 ¼ v0R and w0 ¼ w0R
In the above normalized formulation, the range of the integral
for both x and y are ﬁxed since we only consider long tubes of ﬁxed
L/R, i.e., patterns in long tubes where the boundary effect is ignor-
able. Am;Ch and Cg are still measures of the membrane strain en-
ergy, bending curvature and the strain gradients in such a
rescaled tube conﬁguration, respectively. It is clear that (h/R)2
and (g/R)2 are now the coefﬁcients determining the relative weigh-
tings of the bending strain energy and the strain gradient energy
with respect to the membrane strain energy. Applying the results
of Appendix B to the above rescaled conﬁguration, we immediately
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vature ﬁelds is large), Ch will decrease. As shown in Section 3.3, this
corresponds to a longer helical domain with a smaller bending cur-
vature. Similarly when g/R becomes large (i.e. the energy penalty
for the strain gradient ﬁelds is large), Cg will decrease and so a
short helical or cylindrical domain with a smaller interfacial area
will be preferred. For the opposite case of R?1 (i.e. h/R? 0
and g/R? 0), both bending strain energy and interfacial energy
are ignorable as compared with the membrane strain energy, theFig. 8. Effect of interfacial energy (material length g) on the equilibrium domain pattern
shear strain e0xy; (c) cylindrical domain with branching fronts? cylindrical domain witthin-walled tube degenerates to a membrane, the energy minimi-
zation of which leads to the domain shape of a habit-plane type (an
inclined ring domain), see the detailed parametric study in Section
3.3.
If the tube-wall thickness is large, the theory of moderately
thick shells considering the energy contribution of the transverse
shear strains (exz and eyz) should be used to improve the calculation
accuracy (Ciarlet, 1997; Fung and Tong, 2001; Reddy, 2007). In fact,
the Reissner–Mindlin theory for moderately thick wall tubes has as: (a) helical domain? cylindrical domain; (b) typical proﬁles of deﬂection w0 and
h smooth fronts.
Fig. 8 (continued)
3054 Y.J. He, Q.P. Sun / International Journal of Solids and Structures 46 (2009) 3045–3060similar energy variational form as Eq. (13b) (Appendix C). So the
above discussions of the length-effects on the domain patterns
are still valid for thick-walled tubes.
3.3. Computational parametric study
In the above section the nondimensional factors h/R and g/R are
found to weight the relative importance of bending strain energy
and interfacial energy over membrane strain energy. Their compe-
tition in the total-energy minimization determines the equilibrium
domain pattern. To conﬁrm the above analysis and to provide con-
crete examples, the effects of each characteristic length on the do-
main patterns are quantiﬁed by FEM computation in this section.
3.3.1. Effect of interfacial energy (material length g) on equilibrium
domain pattern
The effect of g on the helical domain pattern is shown in
Fig. 8(a) where the initial shape of the domain is a long helix (pat-
tern ‘‘a”). It evolves with g while all the other input parameters are
ﬁxed. It is seen that the length of the equilibrium helical domain
decreases with the increase in g (note: the interfacial energy den-
sity is characterized by g) in order to reduce the area of the inter-
face (domain wall). From the above energetic analysis, the increase
in g/R means an increasing energy penalty to the large strain gra-
dient in the diffuse interfacial zone. In other words, among the
three energy parts, the weighting of the interfacial energy is in-
creased in the total energy minimization so that the domain will
evolve to reduce its interfacial area (i.e., towards a shorter helical
domain, and eventually to a cylindrical domain). It must be noted
that the width of the helical domain increases when the length of
the helical domain decreases because of the ﬁxed nominal strain e
(=1.912%). So, eventually the mutual ‘‘attraction” of the neighbor-
ing interfaces of the domain leads to the annihilation of the neigh-
boring interfaces, which is a kind of instability event that changes
the topology of the domain from helix to cylinder and signiﬁcantly
reduces the domain wall area and the system energy.The variation of the system energy with the increase in g is also
shown in Fig. 8(a). At the beginning, the system energy increases
with g becausemore energy is needed to form thewall of the helical
domain due to the increase in the interfacial energy density (see
cases ‘‘a”–‘‘o” in Fig. 8(a)). However, during the domain-topology
change (helix? cylinder), the system energy is rapidly decreased
because the area of the domain walls is signiﬁcantly reduced (see
cases ‘‘p”–‘‘r” in Fig. 8(a)). After the merging of the domain
(g > 50 lm), a further increase in g leads to a monotonic increase
in the system energy and a thickening of the fronts, while the do-
main shape remains nearly unchanged. From the proﬁles of the
mid-surface deﬂection w0 of the typical patterns ‘‘a”, ‘‘o” and ‘‘q”
shown in Fig. 8(b), it is seen that the increase in g causes the equilib-
rium domain to choose the pattern with smaller interface area and
larger necking deﬂection since the interfacial energy gradually be-
comes dominant. The other case we considered was the cylindrical
domain with branching fronts observed in unloading at e ¼ 1:86%
(see pattern ‘‘3” in Fig. 6(a)). The simulated dependence of the front
morphology (branching spikes) on g is shown in Fig. 8(c). It is seen
that with the increase in g (from 5 to 18 lm), the magnitude of
the branching spikes decreases and ﬁnally the branching spikes dis-
appear (a branching front becomes a smooth front) because the in-
crease in gmakes the equilibrium domain choose the patterns with
a smaller interfacial area. It should be noticed that with the increase
in g (i.e., interfacial energy density), the total energy of the corre-
sponding equilibrium domain pattern still increases although the
interfacial area is reduced (see mathematical arguments of the en-
ergy variation in Appendix B). Therefore, a larger g leads to a domain
with a smaller interfacial area even at the expense of a larger neck-
ing deﬂection and larger mid-surface mismatch deformation.
3.3.2. Effects of tube-wall thickness h on equilibrium domain pattern
The effect of the tube-wall thickness h on the helical domain
evolution is shown in Fig. 9. For the tube with h = 1 lm, the equi-
librium domain is a short fat helix (pattern ‘‘a”). When h increases,
the equilibrium helical domain becomes longer and slimmer (see,
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Fig. 9. Effect of the tube wall-thickness h on the helical domain and the associated ﬁelds of tensile strain, shear strain and bending curvature.
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is signiﬁcantly reduced even though the membrane shear (e0xy)
due to the mismatch between the asymmetric helical domain
and the parent matrix is increased (see the typical strain proﬁles
in Fig. 9). These computational results agree with the above ener-
getic analysis: when h increases (i.e., h/R increases), the weighting
of the energy penalty for necking (bending curvatures) increases in
the total energy minimization. Therefore, the corresponding en-
ergy-minimized equilibrium domain (see pattern ‘‘e”) prefers a
widely spread domain pattern in order to reduce the necking
(bending curvature) even at the expense of an increase in interface
energy and membrane shear strain energy.
3.3.3. Effects of tube radius R on equilibrium domain pattern
The results of the effects of tube radius R on the domain pat-
terns are shown in Fig. 10. As implied by the two governing factors
(g/R and h/R), the effects of R is opposite to those of g and h. When R
is large (i.e., small g/R and h/R), the weighting of both the interfa-
cial energy and the bending energy will be small and the equilib-
rium domain will take the pattern that mainly minimizes the
membrane strain energy even at the expense of large necking
and/or large interfacial area. It should be noticed that the mem-
brane strain energy has two main portions related to the domain
morphology: one is due to the elastic mismatch of the two phases
at the interfaces, the other is due to the twisting mismatch (shearFig. 10. Effect of tube radius R onstrain e0xy) caused by the asymmetric high-strain helical domain.
The latter is best demonstrated by the typical shear strain proﬁles
e0xy shown in Fig. 8(b). The long (slim) asymmetric helical domain
(i.e., the widely spread high-strain phase) causes much more mid-
surface twist (shear strain energy) than the cylindrical domain (see
the comparisons between the patterns ‘‘a”, ‘‘o” and ‘‘q” in Fig. 8(a)
and (b)). Such a shear deformation is best experimentally demon-
strated in a NiTi strip under tension where a kink (with kink angle
of 1–2) always accompanies the asymmetric high-strain domain
(Shaw and Kyriakides, 1997). Now we can easily understand the
computational results of the effects of R on the domain patterns
shown in Fig. 10. When R increases (i.e. g/R and h/R decrease),
the energy-minimized equilibrium pattern is adjusted accordingly
to reduce the membrane strain energy, i.e., to reduce the elastic
mismatch at the interfaces and the twist shear. The helical domain
is shortened to approach a more symmetrical domain to reduce the
twist shear while at the same time small branching tips (with 55
orientation) are generated at the non-habit-plane domain fronts to
reduce the elastic mismatch (see cases ‘‘c”–‘‘n” in Fig. 10). When R
is large enough (see cases ‘‘o”, ‘‘p”, and ‘‘q” in Fig. 10), these small
branching tips evolved collectively into a smooth inclined habit-
plane type front. This smooth inclined ring-domain is the optimal
domain in the membrane tube with a minimized membrane en-
ergy. Such an inclined ring-domain in the membrane tube can be
viewed as the two parallelogram-shaped domains (connected viaequilibrium domain patterns.
3056 Y.J. He, Q.P. Sun / International Journal of Solids and Structures 46 (2009) 3045–3060the periodic boundary condition) observed in NiTi thin strips under
tension (Shaw and Kyriakides, 1997).
In summary, the above three parametric studies have consis-
tently demonstrated that the two nondimensional factors (h/R
and g/R), out of the three length scales (g, h and R), govern the do-
main patterns. h/R and g/R are, respectively, the weighting factors
of the bending strain energy and interfacial energy over the mem-
brane strain energy in determining the equilibrium domain pattern
as the minimizer of the system energy.
4. Summary and conclusions
The recent experimental observation on the phase transforma-
tion process of a statically stretched NiTi polycrystalline tube re-
vealed a variety of domain patterns (helix, branched cylinder and
inclined ring) and their topology changes during deformation. In
this paper, we adopted a nonlocal nonlinear elastic continuum ap-
proach to describe and quantify such a domain evolution in a com-
plete loading–unloading cycle and to identify the roles of geometric
and material length scales of the tube (and associated energy
terms) in governing the domain patterns. Total energy minimiza-
tion is the core idea used in this paper to understand and interpret
the experimentally observed domain patterns and their evolution
in quasi-static isothermal stretching. The effects of geometric and
material length scales on the patterns were quantiﬁed by both the-
oretical analysis and computational parametric study. The main
conclusions of the paper are summarized in the following.
 The nonlocal nonconvex elastic continuum model and the non-
local ﬁnite element code developed in this paper were successful
in describing themacroscopic domain formation and their evolu-
tion in tube conﬁguration during a complete loading–unloading
cycle. All the key features of the patterns such as helix, branching
cylinder and inclined ring as well as the domain topology change
(i.e., morphology instability such as in helix? cylinder merging)
were reproduced in the simulation. The simulated domain pat-
terns qualitatively agree well with those observed in recent
experiments of NiTi polycrystalline tubes. The developed diffuse
interface ﬁnite element code showed a satisfactory performance
in handling complex domain pattern evolutions.
 The displacement ﬁeld of the equilibrium domain in long tube
conﬁgurations is taken as the minimizer of the total energy
(i.e., functional of the displacement ﬁeld) which includes bend-
ing strain energy, membrane strain energy and strain gradient
energy (domain wall energy or interfacial energy). It is proved
that the relative weightings of the bending and strain gradient
energies over the membrane energy in the minimization of the
overall energy are characterized by the two nondimensional
governing factors (h/R and g/R), respectively. The change of a
length scale (or the two ratios) would lead to a change of the
energy minimizer, therefore the deformation patterns. The two
ratios h/R and g/R dictate the size-dependence of the domain
patterns in long tube conﬁgurations.Fig. A1. A semi-C1 element. The theoretical predictions of the size effects by variational anal-
ysis of the system energy are further quantiﬁed through compu-
tational parametric study. Signiﬁcant effects of the structural
and material lengths on the domain patterns are demonstrated.
For the typical and most frequently observed helical domains in
tubes, an increase in h/Rwould make the domain widely distrib-
uted (i.e., to become a longer and slimmer helix); an increase in
g/R would cause the helical domain to shrink (i.e., to become a
stumpy helix or cylinder).Acknowledgment
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Appendix A. Nonlocal FEM formulation for stretched thin-
walled tubes
For computational simplicity, the simulated tube is taken as a
thin shell satisfying Kirchhoff’s assumptions (Ugural, 1999; Le,
1999; Fung and Tong, 2001; Zienkiewicz and Taylor, 2000; Reddy,
2007) which provide the form of the displacement ﬁelds
uðx; y; zÞ ¼ u0ðx; yÞ  z  @w0ðx; yÞ
@x
;
vðx; y; zÞ ¼ v0ðx; yÞ  z  @w0ðx; yÞ
@y
;wðx; y; zÞ ¼ w0ðx; yÞ ðA1Þ
and ignores the out-of-plane shear strains
eyzðx; y; zÞ ¼ 0; exzðx; y; zÞ ¼ 0 ðA2Þ
x, y and z are the coordinates along the circumferential, axial and
radial directions, respectively (see Fig. 3, where h is the tube thick-
ness and z 2  h2 ; h2
 Þ; and u, v andw are the corresponding displace-
ment ﬁelds (note x is a curvilinear coordinate). The following
nonlocal FEM formulation for the modeling on the stretched tube
mainly includes: (1) selecting suitable element to represent the
continuous strain ﬁelds, (2) deriving element (stiffness and damp-
ing) matrixes by the formulation of energy variation, (3) assembling
element matrixes into global matrixes, (4) discrete approximation
for time by backward difference, (5) solving nonlinear equations
by the Newton–Raphson iteration method, and (6) providing appro-
priate boundary conditions.
A.1. Semi-C1 element
In order to describe the strain gradient energy, penalizing the
varying strain ﬁelds in domain formation during phase transitions,
the mid-surface is uniformly meshed into semi-C1 ‘‘rectangle” ele-
ments (Fig. 3). Each element has four nodes at its corners and each
node has nine degrees of freedoms (u,v,w,u,x,v,x,w,x,u,y,v,y,w,y) as
shown in Fig. A1. The continuous displacement components of
the mid-surface in an element are governed by the nodal freedoms
of the four nodes at corners through the shape functions Ni (also
called interpolation functions):
u¼ bN  u^; v ¼ bN  v^; w¼ bN  w^
where
bN ¼ ½N1 N2 :::: N12 
u^¼ ½uð1Þ u;ð1Þx u;ð1Þy :: :: :: uð4Þ u;ð4Þx u;ð4Þy T
v^ ¼ ½v ð1Þ v ;ð1Þx v ;ð1Þy :: :: :: v ð4Þ v ;ð4Þx v;ð4Þy T
w^¼ ½wð1Þ w;ð1Þx w;ð1Þy :: :: :: wð4Þ w;ð4Þx w;ð4Þy T
8>>>><>>>:
ðA3Þ
where uðiÞ; uðiÞ;x ; u
ðiÞ
;y ; v ðiÞ; v ðiÞ;x ; v ðiÞ;y and wðiÞ; wðiÞ;x ; wðiÞ;y are nodal free-
doms, denoting the components of displacement and displacement
gradients at the ith node of the element (whose width and height
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Tong, 2001, pp. 799–802):
N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
26666666666666666666666664
37777777777777777777777775
¼ 1
8

ð2 n g n2  g2Þðn 1Þðg 1Þ
ðn2  1Þðn 1Þðg 1Þ w
ðg2  1Þðn 1Þðg 1Þh
ð2þ n g n2  g2Þðnþ 1Þðg 1Þ
ðn2  1Þðnþ 1Þðg 1Þ w
ðg2  1Þðnþ 1Þðg 1Þh
ð2þ nþ g n2  g2Þðnþ 1Þðgþ 1Þ
ðn2  1Þðnþ 1Þðgþ 1Þ w
ðg2  1Þðnþ 1Þðgþ 1Þh
ð2 nþ g n2  g2Þðn 1Þðgþ 1Þ
ðn2  1Þðn 1Þðgþ 1Þ w
ðg2  1Þðn 1Þðgþ 1Þh
26666666666666666666666664
37777777777777777777777775
where n ¼ x
w
; g ¼ yh ðA4Þ
The displacements in an element can be described in the matrix
form as:
~u¼
u0
v0
w0
264
375¼eS ~qe
with
~qe¼½uð1Þ v ð1Þ wð1Þ uð1Þ;x v ð1Þ;x wð1Þ;x .. . uð4Þ;x v ð4Þ;x wð4Þ;x uð4Þ;y v ð4Þ;y wð4Þ;y T
eS¼ N1 N2 . .. N11 N12N1 N2 . .. N11 N12
N1 N2 . .. N11 N12
264
375
8>><>>: ðA5Þ
~qe is the matrix (vector) containing all the nodal freedoms of the
element. Because of material incompressibility (g0 = exx + eyy
+ ezz = 0) and Eq. (A2), only three strain components are indepen-
dent, deﬁned by the displacement components Eq. (A1) as:
eðzÞxx ¼
@uðzÞ
@x
þw
R
; eðzÞyy ¼
@v ðzÞ
@y
; eðzÞxy ¼
1
2
@v ðzÞ
@x
þ @u
ðzÞ
@y
	 

ðA6Þ
These strain components are expressed in terms of the mid-surface
displacement ﬁeld as (see Ugural, 1999, p. 441):
eE ¼ exxeyy
exy
264
375 ¼
@
@x 0 z  @
2
@x2 þ 1=R
0 @
@y z  @
2
@y2
1
2  @@y 12  @@x 2z  @
2
@x@y
26664
37775 
u0
v0
w0
264
375 ðA7Þ
Substituting Eq. (A5) into Eq. (A7), the matrix form of the strain
components can be obtained:
eE ¼ exxeyy
exy
264
375 ¼ eB  ~qe
where eB  eB1eB2eB3
264
375 ¼
@
@x 0 z  @
2
@x2 þ 1=R
0 @
@y z  @
2
@y2
1
2  @@y 12  @@x 2z  @
2
@x@y
26664
37775  eS ðA8Þ
i:e: exx ¼ eB1  ~qe; eyy ¼ eB2  ~qe; exy ¼ eB3  ~qe
Then the strain gradient ﬁelds can be calculated as:
eF ¼
exx;x
eyy;x
exy;x
exx;y
eyy;y
exy;y
2666666664
3777777775
¼ eA  ~qe ;where eA 
eA1eA2eA3eA4eA5eA6
26666666664
37777777775
¼
@
@x 0 0
0 @
@x 0
0 0 @
@x
@
@y 0 0
0 @
@y 0
0 0 @
@y
26666666664
37777777775
 eB
ðA9Þi:e: exx;x ¼ eA1  ~qe; eyy;x ¼ eA2  ~qe; exy;x ¼ eA3  ~qe;
exx;y ¼ eA4  ~qe; eyy;y ¼ eA5  ~qe; exy;y ¼ eA6  ~qe;
The symmetry-related strain and strain gradients are (see Eq. (1)):
g1 ¼
ﬃﬃﬃ
3
p
eyy ¼
ﬃﬃﬃ
3
p eB2  ~qe
g2 ¼ 2exx þ eyy ¼ 2eB1  ~qe þ eB2  ~qe
g3 ¼ exy ¼ eB3  ~qe
8>><>:
g1;1 ¼
ﬃﬃﬃ
3
p
eyy;x ¼
ﬃﬃﬃ
3
p eA2  ~qe
g1;1 ¼
ﬃﬃﬃ
3
p
eyy;y ¼
ﬃﬃﬃ
3
p eA5  ~qe
g2;1 ¼ 2exx;x þ eyy;x ¼ 2eA1  ~qe þ eA2  ~qe
g2;2 ¼ 2exx;y þ eyy;y ¼ 2eA4  ~qe þ eA5  ~qe
g3;1 ¼ exy;x ¼ eA3  ~qe
g3;2 ¼ exy;y ¼ eA6  ~qe
8>>>>>>><>>>>>>>:
ðA10ÞA.2. Determination of element matrixes
Substituting Eq. (A10) into Eqs. (1), (4) and (5), the variations in
the strain energy, strain gradient energy and dissipation in the ele-
ment are:
d
Z Z Z
Element Ve
W dxdydz ¼ d~qTe~keW~qe;
d
Z Z Z
Element Ve
Gdxdydz ¼ d~qTe~keG~qe;
d
Z Z Z
Element Ve
Rdxdydz ¼ d~_qTe~ce~_qe
where
~keW ¼
Z Z Z
Ve
2a 3eBT2eB2 þ 2eB1 þ eB2 T 2eB1 þ eB2  
þ 3
ﬃﬃﬃ
3
p
b 3eBT2ðeB2  ~qeÞeB2  eBT2ð2eB1 þ eB2Þ~qeð2eB1 þ eB2Þh
ð2eB1 þ eB2ÞTð2eB1 þ eB2Þ~qeeB2ð2eB1 þ eB2ÞTðeB2  ~qeÞð2eB1 þ eB2Þi
þ4c 3eBT2eB2 þ ð2eB1 þ eB2ÞTð2eB1 þ eB2Þh i ﬃﬃﬃ3p eB2  ~qe 2
þð2eB1  ~qe þ eB2  ~qeÞ2iþ 2seBT3eB3odxdydz
~keG¼
Z Z Z
Ve
a g2  8eAT3eA3þ8eAT6eA6þ4eAT2eA2þ7eAT5eA5n
þð2eA4þ eA5ÞTð2eA4þ eA5Þþ2ð2eA1þ eA2ÞTð2eA1þ eA2Þ
þð2eA4þ eA5ÞT eA3þ eAT3ð2eA4þ eA5Þþð2eA1þ eA2ÞT eA6þ eAT6ð2eA1þ eA2Þ
þeAT2eA6þ eAT6eA2þ eAT5eA3þ eAT3eA5 eAT2ð2eA1þ eA2Þ
ð2eA1þ eA2ÞT eA2odxdydz
~ce ¼ tr 
Z Z Z
Ve
2a 3eBT2eB2 þ ð2eB1 þ eB2ÞTð2eB1 þ eB2Þh in
þ 3
ﬃﬃﬃ
3
p
b 3eBT2ðeB2  ~qeÞ~_qeeB2  eBT2ð2eB1 þ eB2Þ~_qeð2eB1 þ eB2Þh
ð2eB1 þ eB2ÞTð2eB1 þ eB2Þ~_qe~B2ð2eB1 þ eB2ÞTðeB2  ~_qeÞð2eB1 þ eB2Þi
þ 4c 3eBT2eB2 þ ð2eB1 þ eB2ÞTð2eB1 þ eB2Þh i ﬃﬃﬃ3p eB2  ~_qe 2
þð2eB1  ~_qe þ eB2  ~_qeÞ2þ 2seBT3eB3dxdydz ðA11Þ
~ke ¼ ~keW þ ~keG is the element stiffness matrix while ~ce is the element
viscous (damping) matrix. These matrixes involving integrals can be
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and Tong, 2001, pp. 726–728). It is indicated from the above formu-
lation that both matrixes are symmetric, facilitating numerical
implementation. While the damping matrix is a constant matrix,
the stiffness matrix depends on the nodal freedoms because the
material (strain energy) is nonlinear elastic.
A.3. Global system (assembly of the element matrixes)
With the results of the elements, we can obtain the variations in
the system energy and dissipation of the tube (which is divided
into a FEM mesh consisting of n elements).
dV ¼dR R RTube volumeðWþGÞdxdydz¼dPn
e¼1
R R R
Element VeðWþGÞdxdydz
¼Pn
e¼1
d~qTe ð~keW þ~keGÞ~qe¼
Pn
e¼1
d~qTe
~ke~qed~qT ~K~q
dD¼dR R RTube volume Rdxdydz¼dPn
e¼1
R R R
Element Ve Rdxdydz
¼Pn
e¼1
d~_qTe~ce
~_qed~_qT ~C~_q
ðA12Þ
The global stiffness matrix eK and the viscous (damping) matrix eC
are obtained by the numerical summing (assembly) process while
~q is a vector containing all the nodal freedoms in the mesh of the
tube. Then, the equilibrium equation (Eq. (9)) can be expressed as:eK  ~qþ eC  ~_q ¼ 0 ðA13Þ
A.4. Discrete approximation in time dimension
Discrete approximation in time dimension is used to solve Eq.
(A13). When the state ð~qtÞ at time t is given, the state ð~qtþDtÞ at time
t + Dt can be obtained by solving:
eKtþDt~qtþDt þ eCtþDt ð~qtþDt  ~qtÞDt ¼ 0 ðA14Þ
where ð~qtþDt~qt ÞDt takes the place of
~_qtþDt for approximation. Such an
approximation (also called Backward difference) is unconditionally
stable in numerical calculation (Zienkiewicz and Taylor, 2000, pp.
493–503). Eq. (A14) can be rearranged as:
eKtþDt þ eCtþDtDt
 !
~qtþDt 
eCtþDt
Dt
~qt ¼ 0 ðA15Þ
Since the element stiffness depends on nodal freedoms (see Eq.
(A11)), the global stiffness eK is not a constant matrix, but depends
on themagnitudesof thenodal freedoms.Therefore, Eq. (A15) is a sys-
tem of nonlinear equations and needs an iteration scheme to solve.
The Newton–Raphson iteration method (Fung and Tong, 2001, pp.
855–856) is a common method to solve such nonlinear equations.
A.5. Newton–Raphson iteration method
The Newton–Raphson iteration method is widely used to solve
a nonlinear equation like:
U ¼ u k ¼ 0 ðA16Þ
where / is a nonlinear function of the unknown q while k is a con-
stant. If an approximation (initial) value of the unknown is given,
q(i), an improved solution, q(i+1), can be obtained through a Taylor
expansion of Eq. (A16) for the ﬁrst order approximation:
let Uðqðiþ1ÞÞ ¼UðqðiÞÞþ @UðqðiÞÞ@q DqðiÞ ¼0
)DqðiÞ ¼ @U@q
 1
UðqðiÞÞ ¼ @ðukÞ@q
 1
UðqðiÞÞ ¼ @u@q
 1
UðqðiÞÞ
) qðiþ1Þ ¼ qðiÞ þDqðiÞ
ðA17ÞThat means the approximation value in the (i + 1)th iteration step,
q(i+1), can be obtained by that in the (i)th iteration step, q(i), through
Eq. (A17). The iteration process repeats until the following conver-
gent criterion is reached:
ðUðqðiþ1ÞÞÞ2 < a small value ðA18Þ
In our simulation on a stretching plate, the convergent criterion is:
average ðunbalanced nodal forceÞ2
average ðtensile forceÞ2
< 105 ðA19ÞA.6. Boundary conditions
The conditions for the freedom of the nodes, u, v, w, u,x, v,x, w,x,
u,y, v,y, and w,y, at the boundaries (the circumference AA0 and BB0 in
Fig. 3) should be speciﬁed before solving the above equations. For
the displacement-controlled stretching at the two ends AA0 and BB0,
the boundary conditions are given as:
u¼0; v¼V specified;w¼0; u;x¼0; v ;x¼0;w;x¼0;
andw;y¼0 atboundaryAA0 ðA20aÞ
u¼0; v¼0;w¼0; u;x¼0; v ;x¼0;w;x¼0; andw;y¼0 atboundaryBB0 ðA20bÞ
Norestrictionson u;y andv ;y atboundariesAA0 andBB0 ðA20cÞAppendix B. The roles of weighting coefﬁcients in energy
variation
Energy minimization requires the vanishing of the ﬁrst order
energy variation in Eq. (13b):
0 ¼ dðAm þ h2  Ch þ g2  CgÞ ðB1Þ
where Am, Ch and Cg are the functionals of the displacement ﬁeld u
(under a given R, L and eÞ:
u ¼ ½u0ðx; yÞ v0ðx; yÞ w0ðx; yÞ T ðB2Þ
Here g is temporarily taken as zero, so Eq. (B1) has two terms
(denoting h2 as d(P0)):
0 ¼ dðAm þ h2  ChÞ ¼ dðAm þ d  ChÞ ðB3Þ
For any given d = d	, Eq. (B3) corresponds to an optimal displace-
ment ﬁeld u	, i.e.,
0 ¼ dðAm þ d	  ChÞ ! u	 ðB4aÞ
when d = d	 + Dd, the energy minimization (B3) leads to another
optimal ﬁeld u		:
0 ¼ d½Am þ ðd	 þ DdÞ  Ch ! u		 ðB4bÞ
If the domain pattern is stable (i.e., local energy minimizer of the
total energy), the small change Dd > 0 leads to small change
Du		 = u		  u	 of the optimal displacement ﬁeld, i.e., no instability
or displacement jump occurs. If we denote the functional
(Am + d	Ch) of displacement ﬁeld u as B, Eqs. (B4a) and (B4b) can
be expressed as:
0 ¼ dðBÞ ! u	 and 0 ¼ d½Bþ Dd  Ch ! u		 ðB5Þ
Since u		 is the optimal ﬁeld for d = d	 + Dd as shown in Eq. (B5),
there exist a relation between B and Ch during the small variation
Du		 = u		  u	:
½Bðu		Þ  Bðu	Þ þ Dd  ½Chðu		Þ  Chðu	Þ < 0: ðB6Þ
Since u	 is the minimizer of B (see Eq. (B5), we have
DB ¼ Bðu		Þ  Bðu	Þ > 0 ðB7Þ
From (B6) and (B7), it is seen that an increase in d (i.e.,Dd >0) would
necessarily lead to a decrease in Ch, i.e.,
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Therefore, d(=h2) is like the weighting factor, energetically penaliz-
ing the bending deformation (Ch). In other words, with increasing h,
the pattern will evolve toward the direction along which the aver-
age magnitude of the bending (bending curvatures of the deﬂec-
tion) will decrease in order to minimize the total energy. The
change of the system energy caused byDd (>0) can be calculated as:
DV ¼½Bðu		Þ þ Dd  Chðu		Þ  Bðu	Þ > 0*Bðu		Þ  Bðu	Þ > 0 and
Dd  Chðu		Þ > 0 ðB9Þ
That means, with increasing d (i.e. increasing tube thickness h), the
system energy of the equilibrium domain will increase although Ch
reduces. Similarly, by deﬁning Bm = Am + h2Ch, Eq. (B3) is expressed
as:
0 ¼ dðBm þ g2  CgÞ ðB10Þ
Since Eq. (B10) has the same form as Eq. (B3), the above discussions
on the effects of thickness h are also valid for the material length g.
That is, with the increase in g, the average magnitude of the strain
gradients will decrease in order to minimize the total energy; and
the increasing gwill increase the total system energy of the equilib-
rium domain (see Fig. 8(a) and (c)).dV ¼0 withV ¼A	mþh2 C	hþg2 C	g ðC4Þ
where
A	m¼
R 2pR
0
R L
0 a  g201þg202
 þb g01  g2013g202 þc  g201þg202 2þ s  g203þg204þg205 h idydx
C	h¼
R 2pR
0
R L
0
1
12  a  3u2y;yþð2ux;xþuy;yÞ2
h i
þ s  ðux;yþuy;xÞ2þ3b  3g01u2y;yg01ð2ux;xþuy;yÞ22
ﬃﬃﬃ
3
p
g02 uy;y  ð2ux;xþuy;yÞ
h in
þc  2 g201þg202
 
3u2y;yþð2ux;xþuy;yÞ2
 
þ4
ﬃﬃﬃ
3
p
g01 uy;yþg02  ð2ux;xþuy;yÞ
 2 
dydx
C	g ¼
R 2pR
0
R L
0 a  4g203;xþ4g203;yþ 23g201;xþ 76g201;yþ 12g202;yþg202;xþg02;yg03;xþg02;xg03;yþ
g01;xg03;yþg01;yg03;xg01;xg02;xﬃﬃ
3
p
 
dydx
8>>>>><>>>>>>:Appendix C. Energetic analysis for moderately thick wall tubes
In Reissner–Mindlin’s theory for a moderately thick shell, the
shell’s deformation is described not only by the mid-surface dis-
placements (u0, v0 and w0) but also by the rotations of the trans-
verse normals (/x and /y) so as to include the energy
contribution of the transverse shear strains (exz and eyz) (Ciarlet,
1997; Fung and Tong, 2001; Reddy, 2007).
In our modeling, if the tube wall is moderately thick, the strain
energy and the kinematics relation should be reﬁned. First, to ac-
count for the energy contributions of the transverse shear strains
(exz and eyz), the strain energy density should be reﬁned as:
W¼a  g21þg22
 þb g1  g213g22 þc  g21þg22 2þs  g23þg24þg25 
with
g1¼ð2eyyezzexxÞ=
ﬃﬃﬃ
3
p
¼
ﬃﬃﬃ
3
p
eyy
g2¼exxezz¼2exxþeyy
g3¼ 12cxy¼ 12ðexyþeyxÞ
g4¼ 12cxz¼ 12ðexzþezxÞ
g5¼ 12cyz¼ 12ðezyþeyzÞ
8>>>><>>>>:
ðC1Þ
Second, variables /x and /y denoting the rotations of the transverse
normals about the y- and x-axes are introduced, respectively.
ux ¼
@u
@z
; uy ¼
@v
@z
ðC2Þ
Then the symmetry-strains of the moderately thick wall tube are:g1
g2
g3
g4
g5
26666664
37777775 ¼
g01
g02
g03
g04
g05
26666664
37777775þ z 
ﬃﬃﬃ
3
p @uy
@y
2 @ux
@x þ
@uy
@y
 
@ux
@y þ
@uy
@x
 
0
0
26666666664
37777777775
where
g01
g02
g03
g04
g05
26666664
37777775 ¼
ﬃﬃﬃ
3
p
e0yy
ð2e0xx þ e0yyÞ
e0xy
@w0
@x þux
@w0
@y þuy
266666664
377777775 ðC3Þ
Similar to Eq. (12), the strains in Eq. (C3) are divided into two parts:
membrane strains independent of the z coordinate, and bending
strains linearly depending on the z coordinate. It is noted that the
shear transverse strains (cxz and cyz) contribute to the membrane
strains, but not to the bending strains (Fung and Tong, 2001; Reddy,
2007). Following the same mathematical manipulations in Eqs. 12,
13a, 13b, the energy variation based on the kinematic Eq. (C3) can
be expressed as:where the membrane strain energy A	m now includes not only in-
plane stretching (g01, g02 and g03) but also the transverse shear
strain (g04, and g05). Compared with Eq. (13b), although the differ-
ent basic quantities/freedoms (u0, v0, w0, /x and /y) used in Eq. (C4),
C	h and C
	
g still physically represent the measures of the bending cur-
vature and the strain gradients, respectively. Therefore, the effects
of lengths h and g on the domain patterns in the thin-walled tube
discussed in Section 3.2 are still valid for the moderately thick wall
tubes.
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