Stemming or suffix stripping is the problem of removing suffixes from words to get the root word. Word endings can be removed by developing stripping rules dependent on the morphological knowledge of a specific language; obviously such approach cannot flourish in multilingual environment. Statistical approaches survive in multilingual environment but they require significant amount of computing. We define stemming as an optimization problem for the very first time in the literature. An Integer Program is being developed for the stemming problem. We exhibit our approach by applying it to clusters of English and Spanish words; moreover, the proposed method is also being compared with an established technique in the field for English language. An AMPL program of the proposed method has also been given in Appendix (A.2).
Introduction
Suffix stripping is an important tool in the toolbox of Information Retrieval (IR) systems. In simple words, the problem can be expressed as: given a word say TALKLESS, we have to remove word endings to get the stem word, TALK. This stem must be the root of all the inflected or variant forms of TALK such as TALKS, TALKING and TALKED. In this example TALK is the stem as it is the root of above inflected forms. A general fact is that words with similar meaning may share the same root or stem. Stemming is the process of reducing an inflected or derived word into its base forma written word form. Applied in IR systems, stemming conflates different words that might share same meaning. Thus, the process of stemming allows those documents to be retrieved as a response to a user query, that do not contain the exact query terms, but have word stems that matches with stems of query words.
The ability of an IR system to conflate words enhances the recall (Kraaij and Pohlmann 1996) . This process also conforms to the end user's intuition, because they will not be rendered to care about the exact morphological form of words in a query. Often called as conflation, stemming is used in search engines, a pre processing step in Text Mining, indexing and many other natural language processing tasks. Word stemming was adopted by Google search in 2003. Examples of products using stemming algorithms are search engines such as Lycos and Google, and also thesauruses and other products using Natural Language Processing (NLP) for the purpose of IR. Stemming is also used to determine domain vocabularies in domain analysis (Frakes et al. 1998) . Many commercial companies have been using stemming since the 1980s and have produced lexical and algorithmic stemmers in many languages. The Snowball stemmers (Porter 2001) have also been compared with such commercial lexical stemmers with varying results (Tomlinson 2003) . Thus, being an active tool in IR, study of stemming algorithms is vital.
There is a rich literature of stemming algorithms. The generation of an automatic stemming algorithm (stemmer) either depends on a pure linguistic approach or employs statistical techniques. In a pure linguistic approach, prior morphological knowledge of a particular language is needed. Whereas the statistical techniques are based on some statistical principles that may infer word formation rules for a targeted language. The linguistic techniques generally apply a set of transformation rules and endeavor to cut off known affixes. It is evident that these rules have to be carried out by the linguistic experts in a particular language, which incurs manual labor. Some highlighted language dependent stemming algorithms are Lovin's algorithm (Lovins 1968 ), Dawson's algorithm (Dawson 1974 ), Porter algorithm (Porter 1980 , Paise/Husk algorithm (Paice 1990), Harmans's "S" stemmer (Harman 1991) etc. Some recent trends can also be seen towards rule based stemming Araujo et al. (2010) , English Joshua (2005), Pande and Dhami (2011) . Another limitation of linguistic techniques is their inability to work in a multilingual environment.
A lexicon can also play an important role in the development of a stemmer. Dictionary based approaches can be put somewhere between rule based and statistical techniques. Krovetz algorithm (Krovetz 1993) and work by Xerox linguists (Hull David and Grefenstette 1996) are examples of this category.
The impact of linguistic techniques, either rule based or lexicon based or both, clearly depends on linguistic experts and resources. Developing word formation rules is a difficult manual task especially for a language with complex morphology. This difficulty is enhanced in multilingual environment. Another, crucial factor is time; the challenge is to develop a stemmer quickly where resources are limited.
Statistical techniques endeavor to cope up with such limitations. These techniques work in a language neutral way. They allow dealing with new languages in the system even if little or no linguistic knowledge is available. For example, overlapping sequences of n characters (N-gram) are entirely language neutral; no knowledge of a language is required to apply N-gram tokenization technique (Mayfield and McNamee 2003) . This can be a crucial advantage especially for IR purpose where search is triggered for documents written in different languages. Successor variety word segmentation by Hafer and Weiss (1974) , Corpus based stemming by Xu and Croft (1998) , N-gram stemming by Mayfield and McNamee (2003) , hidden markov model (HMM) based automatic stemmer by Melucci and Orio (2007) , YASS stemmer by Majumder et al. (2007) , Context sensitive stemming by Peng et al. (2007) , A simple algorithm for the problem of suffix stripping by Pande et al. (2014a) , A Devanagari Script based Stemmer by Pande et al. (2014b) are some of the important literature articles under statistical domain of stemming.
Statistical techniques although capable to target multilingual environment, are complex and also require heavy computations. Statistical techniques based on some simple concepts are easy to implement, but results produced by them are not up to the mark. For example, N-gram tokenization technique (Mayfield and McNamee 2003) is elegant but it underperformed many stems: the Pseudo-4 stem for the word currency is rren (referred to table 2 of Mayfield and McNamee (2003: 415) ). That is, selected pseudo stem may starts with intermediate characters of a word, rather than initial ones.
So, the principal urge is the development of the algorithms to tighten the gap between two categories mentioned above. We aim to develop a language neutral stemmer, whose results would be closer to any language dependent technique. For sake of simplicity, we also take care that the proposed stemmer will exploit some simple statistical property. In this paper, the suffix stripping is being represented as an optimization problem. We address the problem as a maximization problem and formulate an Integer Programming solution for it.
In Section 2, basic definitions are being given. Section 3 covers the method with the development of the IP for suffix stripping. In Section 4, application of our technique is being shown over a set of word clusters. Section 5 highlights the experimental results and Section 6 discusses the conclusion. In Appendix A.1, Table 4 gives a comparison of outputs of our technique and Porter's Snowball stems (Porter 2001 ) and in Appendix A.2, an AMPL code for the proposed IP is given. One particular advantage of AMPL is the similarity of its syntax to the mathematical notation of optimization problems. A very concise and readable definition of problems in the domain of optimization can be modeled with it easily. AMPL has some additional capabilities that include: (1) imposing conditions on the elements of a set, (2) use of if then else to represent conditional values, (3) use of computed parameters, and (4) use of a simple print statement to retrieve output (Taha 2008) .
Preliminaries and definitions
The process of stemming doesn't guarantee an output stem to be correct from linguistic point of view. Let us hypothesize a variable N-gram model where next character or symbol of a word is predicted using preceding symbols (2 N word length). We are interested in forming bins of variable lengths where each bin contains symbol sequences scanned most recent. More particularly, we denote a given word W of length N as
Where w i is any character, i.e. w i 2 A, set of alphabets. We define the frequency f(w 1 w 2 … w i ) as number of times a character sequence w 1 w 2 … w i appears in a corpus. We are interested in relative frequencies i.e. how many times a particular symbol w j follows the string w 1 w 2 … w i . These can be exploited as a probability estimate, maximum likelihood estimate (MLE). Mathematically, we define it as:
We've observed that a word in an inflectional language is composed of an essential stem and two components: prefix and suffix. So, given a word, if we move ahead starting from the first character, we are supposed to cross a sequence of prefix, followed by stem and suffix. Thus, we can have three states, prefix, stem and suffix and there is/are transition(s) from one state to another in a word formation process. This assumption gives the idea of two split points in a given word: one between prefix and stem, the other between stem and suffix. We calculate the MLE score for each next symbol in an input word, starting from the symbol at 2 nd position. MLE score of any character is calculated by considering the character sequence preceded by it. For instance, consider the word AGREEMENT. MLE scores of characters G, R and E depends on character sequences A, AG and AGR respectively and so on. Symbol at 1 st position is 1-gram which is preceded by none or space, therefore we can exclude 1-gram. We infer if there is any relation between this estimate and partial word length (N-gram)? From the test data, we observe that there is continuous increase in the value of probability estimate unless the split point occurs.
Formulation of the algorithm
We emphasize to mention two objectives which an efficient algorithm must fulfill. First, the output obtained must be the root of all inflected words. Second, the algorithm must be language independent. A meaningful stem can be obtained by taking MLE scores of sequential character sequences into account. Before modeling the Integer Program for the problem, we discuss the following observations from the sample data: 1. In most of the cases, the highest MLE score is not unique across N-grams of a word. 2. Generally, the MLE scores increase with the increase in the word length, a sudden decrease is subject to the transition from one state to another. 3. A continuous increase in MLE scores identifies the whole word as a stem. 4. MLE scores equal to 1 at last three or more positions may be associated with a common suffix, like ing. 5. Constant MLE scores at the end for more than three positions may also indicate whole word as stem. 6. A continuous increasing sequence of MLE scores at the end is associated with a consolidated ending, which can be removed to get a stem.
A general insight says to take an N-gram of a word as the stem which has the highest MLE score. But, as mentioned above, it is not unique. Moreover, sample results have shown that this method has yielded only 23 acceptable stems from a sample of 100 words. We therefore hypothesize how to incorporate all such observations in a single algorithm? While incorporating all these observations, we encounter randomness as the biggest problem. By considering all observations and objectives, we propose an Integer Program for suffix stripping problem. The strength of the algorithm lies in its capability to address all observations and to fulfill the objectives 
Development of the integer program
For a given word W of length n, let C i (i ¼ 2 … n) be the MLE score of an N-gram, where C 2 corresponds to 2-gram, C 3 corresponds to 3-gram … and C n corresponds to n-gram. Let γ e be the binary variable associated with C e , (e ¼ 2 … n-1) and let γ n is the binary variable associated with C n We define variable γ e , e ¼ 2 … (n-1) corresponding to the N-grams of a given word as:
We define variable γ n for the last character of a given word as:
We have defined in eq. [3] a separate γ variable for the last character of the given word. By this idea we are able to remove the suffix of length one also. The concept is being illustrated in Section 4. The integer program is given by
Subject to constraints Constraint [5] has been set to incorporate all six points observed above. It allows only those two consecutive characters as the part of a stem for which we have an increasing sequence of MLE scores. The objective function considers the sequence of maximum length. By this idea, as a solution to the integer program, we get the sequence of γ variables having value 1 and another sequence of γ variables having value 0. Thus we get the sequence of zero and non zero variables by this Integer Program. We pick that sequence which is larger (either of 0s or 1s) and the partial word string (N-gram) corresponding to the last entry of this sequence is taken as the stem. In case of ties, we prefer to take the latter sequence, i.e. longer word string or N-gram.
Development of the algorithm
In this section we propose an algorithm based on the integer programming solution in Section 3.1 for suffix stripping problem. The procedure is given under. Procedure Stemming 1. Find the zero and nonzero sequences of γ variables; say G 0 and G 1 by solving integer program (eqs [2 to 6]) 2. If LengthOf (G 1 ) ! LengthOf (G 0 ) identify the last member of sequence G 1 Else identify the last member of sequence G 0 3. Find the N-gram associated with the γ variable identified in step 2.
Illustrations
To test our approach empirically, we first need sequential frequencies of N-grams from a rich corpus. For English language, we relied on COCA (Corpus of Contemporary American English). This corpus has two benefits; first it has a rich collection of English words and second, it's easy to calculate the N-gram frequencies using wild card [*]. Let's comprehend the working of our approach with the manifestation of the proposed IP. We consider the English word Parsons as a testing candidate. The sequential frequencies from COCA and MLE scores are being tabled as under (Table 1) : Max Z ¼ 0:288γ 2 þ 0:466γ 3 þ 0:009γ 4 þ 0:265γ 5 þ γ 6 þ 0:894γ 7
Subject to the constraints 0:466γ 3 À 0:288γ 2 ! 0 0:009γ 4 À 0:466γ 3 ! 0 0:265γ 5 À 0:009γ 4 ! 0 γ 6 À 0:265γ 5 ! 0
As we can see, C 7 < C 6 here, so by eq.
[3] we have taken γ 7 ¼ 0. On solving this IP, we get the values of the variables as:
Sequence of non-zero variables i.e. 1s is longer than that of 0s, therefore the last variable is identified as γ 6 . The stem is the word sequence (N-gram) associated with γ 6, which is Parson.
Let's apply the IP technique over some other language instance, consider the word Dificilmente (Portuguese). The sequential frequencies, taken from the corpus Corpus Do Português, are given as under (Table 2) :
Here γ 12 ¼ 1 and on solving the IP, we get
Again, sequence of 0s is longer than that of 1s, the last variable is identified as γ 7 and the N-gram corresponding to γ 7 is taken as stem viz. Dificil. Underneath we are giving a table (Table 3) exhibiting the stems resulted with our IP based stemming technique. Five different clusters are being taken into consideration. First five clusters are of English words, and the sixth is of Spanish words. For latter set of words, the sequential frequencies are taken from the corpus Corpus Del Español.
Experimental design and results
The effectiveness of current work is being concluded on the basis of the outputs obtained for 100 randomly 1 chosen English words, and comparing them with outputs of Porter's Snowball stemmer (Porter 2001 ) (Appendix A.1). We are comparing our outputs with that of Porter's for two reasons: First, for English language, Porter's stemmer is in wide use and has become the de facto standard algorithm in the domain of language dependent stemmers. Second, it would be of interest to compare a linguistically independent technique (IP based stemmer) with a dependent one (Porter's) . We employed direct evaluation method (Paice 1994) to compare the stemming results of our IP based stemmer and Porter (Levenshtein 1966) as a base measure. The distance is the number of insertions, deletions or substitutions required to transform the source string into the target string. The LD therefore, represents by how many units a word has been stripped by a stemmer. For our sample of the 100 words, these distances are shown in Table 4 , as LD IP and LD Porter corresponding to our IP based stems and Porter stems respectively. We infer that if our stemmer is as efficient as that of Porter's, then the distributions of Levenshtein distances between a word and its stem tends to be same. For a given word, we therefore have two treatments in hand: IP based stemmer and Porter stemmer. Thus for testing both of our hypothesis, we have a pair of LDs. For comparison, we set the null hypotheses as:
H 0 : There exists no difference between IP based stemmer and Porter stemmer.
The two sets of LD can be considered as two measures associated with the same sample, so statistical tests for paired sample should be employed. In particular, a nonparametric statistical test, the Wilcoxon signed-rank test was employed, since there was no evidence about of the distribution of these distances (Mood et al. 1974 ).
On conducting the Wilcoxon test over our sample data, we get the p value of 0.0802. As p > 0.05, we cannot reject the null hypothesis H 0 . So, we have strong evidence that our IP based stemmer is not inferior to Porter's stemmer. Thus, we can say that our language independent stemmer is as efficient as Porter's linguistic stemmer.
Conclusions
We endeavored to develop a novel stemmer which would be language independent and came out with one which is dependent on mere character frequencies rather than dense morphological knowledge. Moreover, our results are as efficient as a language dependent treatment. This equips our technique to survive in a multilingual environment where need of specific morphological knowledge has been lessened. The notion of sequential MLE scores has been coined and for the first time in literature, the stemming problem is redefined as an optimization problem.
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