Multi-user detection is a technique proposed for mobile radio systems based on the CDMA principle, such as the upcoming UMTS. While offering an elegant solution to problems such as intra-cell interference, it demands very significant computational resources.
Introduction
The next generation of mobile radio systems, UMTS, has a very high demand for signal processing hardware, both in the base station as well as in the mobile terminal. This is due to the amount of computations needed to combat the negative effects in a CDMA system. One particularly elegant approach is the employment of multi-user detection at the receiver [14] . With this technique, the data symbols of one user are estimated using knowledge of all other users that are transmitting at the same time but on different codes.
While the basic formulation of a linear multi-user detector is quite simple, the resulting raw amount of computing power required for its real-time realization is formidable [5] . However, for the specific case of the TDD mode of UMTS [4] with its burst-structured transmission and relatively few simultaneously active users, there exist algorithms and implementation strategies that can signifi-cantly reduce the computational requirements [17] .
In this paper, we concentrate on the Schur algorithm [12, 13] . It leads to a fine-grained, parallel formulation of its computations which should prove beneficial for a dedicated hardware implementation.
One key characteristic of the Schur algorithm is that it exploits the inherent mathematical structure of the specific problem, such as the periodicity of the spreading code and the (assumed) time-invariance of the radio channel during one burst. Another important insight is that limited intersymbol-interference of the system allows for far reaching approximations. The approximations can be chosen such that they directly lead to less consumed resources (area, clock frequency, power).
In the sequel, we will shortly present the mathematical formulation of our specific linear multi-user detector in section 2. In section 3, we explain its displacement representation and the corresponding Schur algorithm, together with approximations that work on the algorithmic level. Section 4 shows the parallel and pipelined formulation of this algorithm, using approximating hyperbolic CORDIC cells for complex valued signals. Simulation results are shown in section 5. Figure 1 depicts a simple CDMA system with K users. Each user transmits N symbols per burst, represented as a vector d (k) 
The data symbols are spread with a user-specific code c (k) ∈ C Q and transmitted over a channel that is modeled as an FIR filter with impulse response h (k) ∈ C W . To yield the vector of the received chips x ∈ C L where L = N Q + W − 1 is the length of the received burst in chips, the distorted chip sequences are superimposed and corrupted by additive white Gaussian noise. The receiver estimates the channel impulse responses and uses this information together with the known spreading codes to arrive at an estimated
Channel xĥ (k) h (1) (1) c (1) Since the spreading at the transmitter can be modeled as zero-inserting upsampling with a factor Q followed by the convolution with c (k) , we can combine it in our model with the following convolution for the channel into a single convolution with the vector b (k) ∈ C (Q+W −1) . It is then easy to see that the system in Figure 1 can be expressed as
where B (k) is the matrix describing the upsampling by Q and convolution with b (k) :
The sum of matrix vector products in equation (1) can be merged into a single matrix vector product that gives us the final formulation of our data model:
where the system matrix T is defined as (2) b (K) (2) and where d ∈ C NK collects all transmitted symbols of all users. The internal structure of T is a "Block-Toeplitz" structure. Additionally, T is strongly band structured. A linear multi-user detection criterion can now be defined by requesting that the 'best' solutiond is the one that has the least square error
(We can find the user specific estimated data symbolsd (k) easily ind.) This is a standard optimization problem that leads to the pseudo-inverse T + of T [9] which is used to computed = T + x.
In our case, T + can be expressed as
Computing T + in general is expensive. However, for the pronounced structure of T as shown in equation (2), there exist quite effective methods to findd [17] .
Displacement Representation and Schur Algorithm
Instead of computingd via equation (3), one can also compute the QR factorization of T such that T = QR and
The matrix Q ∈ C L×KN satisfies Q H Q = I and R ∈ C KN×KN is upper triangular. The matrix R is also known as the Cholesky factor of T H T . The Schur algorithm is a way to compute R and z = Q H x while exploiting the Block-Toeplitz structure of T . It starts by computing a displacement representation for T and x and then continues to gradually transform them into R and z by applying local unitary and hyperbolic transformations [1, 8] .
The displacement representation starts from the Gramian matrix S = T H T . This is a band-structured, hermitian, positive-semidefinite Block-Toeplitz matrix. In the following, we assume that it is actually positive-definite instead of only semidefinite. The first step is to split S into a sum of rank-two matrices Γ i , one for each 'hook' of S. By 'hook i', we refer to the hook-shaped region of a matrix that consists of all elements below and to the right of the ith diagonal element. See Figure 2 . Each hook, in turn, is expressed as the difference of two outer products.
More precisely,
where α i and β i are suitable row vectors. They can be computed simply as
To summarize, we now have
The next step is to collect all α i and β i vectors into two matrices A and B, respectively,
to get rid of the explicit sum in equation (5):
We can further reduce this expression to
The task of the Schur algorithm is now to find a transformation Θ such that
where R is an upper triangular matrix. When Θ has been chosen to be J -orthogonal, that is, when it satisfies
then R is the desired Cholesky factor of S. Analogous to the more well-known QR decomposition with unitary rotations [2] , the transformation Θ itself is composed of individual elementary transformations that each eliminate one element in the B-part of X. Such a elementary transformation is either an unitary or a hyperbolic rotation, depending on whether it affects only the B-part of X, or both the A-and B-part.
An elementary hyperbolic rotation H ∈ C 2×2 is defined by the conditions
Similar to a unitary rotation, it can be computed (for real valued a and b) as
or more directly (and also for complex valued a and b) as
Hyperbolic rotations are only defined for |b| < |a|. Figure 3 shows a possible sequence of hyperbolic rotations to eliminate the upper-left and lower-right blocks of the B-part for K = 2 and N = 2. It should be easy to see how to eliminate the remaining upper-right block. (The reason why we include two seemingly unnecessary rotations will become apparent shortly.)
This complicated way of arriving at R does not seem to gain anything compared to a more straightforward QR decomposition of T . The trick is to observe that A and B inherit the Block-Toeplitz structure of S and that this structure is preserved to a large degree while B is transformed to zero and A to R. For example, the lower-right block in Figure 3 can be eliminated with the same sequence of rotations as the upper left block, only placed differently. Therefore, we don't need to explicitely carry out these computations and can just copy their result from their previous applications. Applying this to Figure 3 lets us skip the second batch of transformations below the dotted line.
Looking more closely at the process, as for example done in [16] , we can see that B remains Block-Toeplitz throughout, and it therefore suffices to store only the first K rows. Additionally, A can be partitioned into two parts: an upper one which is not Block-Toeplitz, and a lower one, which is. The border between these two parts moves downwards during the transformation and it can be seen that the elements in the upper part will not be touched again. This is depicted in Figure 3 the second batch of transformations. Effectively, the upper part of A contains the first rows of R. Figure 4 shows how to exploit these insights by only working with non-redundant data.
The right hand side x can be included in this process so that Q H x becomes available at the same time as R, see [16] for details. Also, it is of course possible (and straightforward) to exploit the band structure that is present in T and S by avoiding operations that are known to process only zeros.
In addition to exploiting the structure of T , we can also introduce approximations into the solution process. The limited inter-symbol-interference of the system leads to the fact that B converges to zero quite rapidly and thus the transformations can be stopped early. In other words, the later transformations will find B to be already quite close to zero, and can be omitted entirely. are stopped and the remaining rows of R are produced by continuing to shift A and copying it into the appropriate parts of R. The figure also shows the effects of the band structure of T and S.
Parallel Processor Array for the Schur Algorithm
The algorithm laid out in the previous section can be implemented on a processor array that is very similar to the familiar QR array [6] . Instead of orthogonal or unitary rotations, however, it uses hyperbolic ones.
A hyperbolic rotation for complex values can be build from three real-valued rotations: two orthogonal ones and one hyperbolic. The orthogonal rotations are used to extinguish the imaginary parts of a and b, the hyperbolic rotation eliminates the remaining real part of b. This can be reduced to just one orthogonal rotation and one hyperbolic one when care is taken to produce only real-valued elements on the diagonal of A. Figure 7 shows this graphically, using the cells defined in Figure 6 .
The complete array for eliminating one block of B can then be composed from these complex-valued, hyperbolic vector and rotation cells as shown in Figure 8 for K = 2 and N = 2. It also includes the registers that store A and indicates their initial values. After the K rows of B have been put through this array, their new contents can be re- The real-valued cells in Figure 6 can be implemented using CORDIC devices [15, 7] . Each CORDIC operation consists of a number of micro rotations [3] that are chosen to be practical for hardware implementations.
Such a CORDIC device implements the complete transformation H by approximating it by a sequence of micro rotations of the form
The parameter µ i determines the direction of rotation and i determines the angle. The function s(i) specifies the shift sequence and can, for hyperbolic rotations, be taken as [18] 
a 24 a 23 a 22 
Simulation Results
To verify the effectiveness of the described approximation method, simulations of a linear multi-user detector were performed. The simulated system consisted of a CDMA mobile radio model as depicted in Figure 1 for K = 2 users, N = 60 symbols per data block, a spreading factor of Q = 2 and a channel of length W = 3. The amplitude of the channel coefficients were choosen to be
Their phase was varied from sample to sample to be uniformly distributed over time. The parameter M influences the amount of distortion caused by the channel. Larger values of M lead to a worse condition of T . The second user was amplified by 20dB compared to the first user to model a severe near/far scenario. The channel coefficients were assumed to be perfectly known at the receiver. The CORDIC cells in the receiver were simulated with double precision floating point numbers. Figure 10 shows the bit error ratio of the first (weak) user when no approximations are applied in the Schur algorithm. The following results use a channel with M = 2.9. Figure 11 shows results for a decreasing number of computed rows in R. The legend "depth=5" indicates that 5K rows have been computed before stopping the transformation, for example. It can be seen that already 3K rows might suffice (out of 60K) for this simulation scenario. Figure 12 shows the results for a decreasing number of micro rotations when 4K rows of R are computed. It can be seen that 8 iterations already suffice to attain the performance of double precision floating point.
Summary
We have presented a hardware oriented, systolic architecture for implementing a complex valued, linear multiuser detector for a burst structured system described by a Block-Toeplitz structured system matrix. The architecture is able to exploit this inherent structure of the matrix.
The presented algorithmic modifications directly lead to less power consumption. As always, a parallel and pipelined implementation is the first step in reducing the power/time consumption [10] . Refinement structures [11] are then introduced on different levels. First the original algorithm is modified by re-interpreting it as a iterative method and introducing a "depth" parameter that controls the number of iterations. This is justified by the observation that the algorithm converges quickly towards a steady state due to the band structure of the system matrix.
At the architectural level, the complex rotations (realized by two or three real CORDIC devices) are approximated by reducing their number of micro rotations.
Future work will compare the switching activity of the realizations at different incremental refinement steps in order to explicitely show the possible reduction of power consumption by the presented methodology. 
