Hybrid schemes which incorporate the best featuresof both structuredand unstructured have already appeared t_n and will likelybecome more important in treating flow about complex geometries.
In this paper a new approach is presented which uses non-structuredmesh to replace the overset region for Chimera embedded grids.
This approach not only eliminates the above criticisms but also preseves the advantages of the Chimera grid scheme. The extension of the present method to three dimensions is obviously straightforward.
II. Structured and Unstructured Grid Schemes

Chimera
Grid Scheme -Structured Grid System
The Chimera scheme is a grid embedding technique which provides a conceptually simple method for domain decomposition. For instance, a major grid is generated about a main body clement and minor grids are then overset on the major grid so as to resolve interesting features of the configuration. Usually, the minor grids are overset on top of the major grid without requiring the mesh boundaries to join in any special way. However, a common or overlap region is always required to provide the means of matching the solutions across boundary interfaces.
To increase the flexibility in the selection of subdomains, the Chimera scheme also allows an implementation to remove regions of a mesh containing an embedded grid from that mesh. That is, an embedded mesh introduces a "hole" into the mesh in which it is embedded. A flow solver must be modified to account for the use of multiple meshes and the "hole" in the grids. These hole points must be blanked or excluded from the flow field solution.
The main change in the flow algorithm itself is the treatment of the hole boundaries. The hole information from the Chimera grid package is stored in an array, IBLANK, which is defined for each point on each grid as IBLANK = { 11 ifapointisnotblanked;
(1) 0, if a point is blanked.
In the flow solver, each element in the correcter step is multiplied by the appropriate IBLANK value before the solutions axe updated:
The blanked solutions are updated in the interpolation routine. With this approach, no special routine or logic tests are required to exclude the blanked points from the flow field solution. 
DRAGON
Grid -Hybrid Grid System
The application of the Chimera scheme involves two steps: (1) data communication between two embedded grids, and (2) execution of a flow solver that uses the communication information generated in step 1. The PEGSUS code is used to determine the interpolation coefficients between compositegrids. It is now modified to persue the DRAGON grid technique. The approach of the DRAGON grid is accomplished by using non-structured mesh in the vicinity of the interface boundaries to replace the arbitrarily overlapped structured regions. Descriptions regarding the procedures to adopt the DRAGON grid method are summerized as follows: (1) The entire domain of a minor grid is used to form the hole creation boundary.
(2) Grid points inside of the hole creation boundary are blanked out in the major grid.
(3) Overset grid meshes are no longer exist. Instead, a new generated gap region is defined by the hole creation boundary as well as the hole boundary points. In result, interpolations of numerical fluxes or primitive quantities are no longer performed. (Fig. 3(a) (1) Boundary nodes provided by the PEGSUS code are reordered according to their geometric coordinates. (a) Chimera grid method, (b) DRAGON grid method
(2) Delaunaytriangulationmethodis thenperformedto connectthe boundarynodesbased on the Bowyer algorithm.14 (3) Trianglesinterior to bodiesor exteriorto the domainaredeleted.
(4) Interior nodesare insertedin the eircumcenterof triangleswhich are deemedto be too largebasedon the boundaryspacing and a clustering parameter (which governs the rate of change of triangle area). This step completes the specification of the initial grid. (Fig. 3(b) )
At present, no further grid inserting or deleting methods have been performed. Mesh improvement techniques, such as grid smoothing, aspect ratio control, equal length sides, etc., earl be used to achieve better grid quality. An example of a coarse grid system about the multi-body domain by using the Delaunay triangulation method is shown in Fig. 4 . 
and the equation of state for ideal gas p = (7-1)pc (6) Here e represents the internal energy. The vector quantities, expressed in terms of Cartesian coordinates, are denoted with an overhead arrow, and the tensor with an overhead tilde or a dyadic notationsuch as _la.
Flux Splitting
Based on the finite volume method, the governing equation The passive scalar variables • -(p, p_, pH) is transported by a common convective velocity cl/2 that is constructed in a similar fashion as P1/2" Then the upwind idea is used to select the state, i.e., "L" or "R", of the variables to be convected. As such, the interface flux can be recast in the following form:
where A1/2 ( ) = ( ) R -( ) L" Here the first term on the fight hand side is clearly not a simple average of the "L" and"R" fluxes, but rather a weighted average via the convective velocity. 
Time Integration
where V is the cell volume, a is the local speed of sound, and S is the projected area in _, 1"!,and directions.
Data Communication Through Grid Interface
For multi-block grid system, the flow field is usually decomposed into separated regions according to different body geometry or flow features. However, the success of the overlaid grid or patched grid techniques relies on correct communication among grid Mocks through boundary interfaces.
Since the interface treatment methods are not necessarily satisfying any form of a conservative constraint, the solutions on overlaid grids are often mismatched with each other. This may result in instability or oscillations, especially when a shock wave passes through boundaries of overlaid grids. In the eun'ent work, both the structured and unstructured flow solvers were based on a cell center scheme.
The rectangles and triangles are the control volumes used in the finite volume formulation. Figure 5 illustrates the space discretizations of the volume cells for both structured and unstructured meshes. In the finite volume formulation (Eqn. 3), numerical fluxes will be evaluated at the cell interface based on the conditions of neighboring cells (L and R cells in Fig. 5 ). For unstructured grid, the edge flux ,fk, of the interface will be evaluated using the stuctured cell value as the right and the unstructured cell value as the left. On the other hand, for structured grid, the interface fluxes which have been evaluated in the unstructured process are applied directly in computation of the cell volume residuals, i.e. J_-lr_j = f,: It is noted that no flux interpolation has been performed at any interface over the entire multi-block domain.
Obviously, the present DRAGON grid approach automatically preserves both the local and global conservation law, and further implementation into three dimensions would be straightforward.
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IV. Tested Results and Discussion
Computational results are presented in this section for two-dimensional, inviscid, steady and unsteady problems. Test eases include supersonic flow past a circular cylinder and the shock tube problem. Numerical solutions have been obtained based on the following grid systems: (1) single grid, (2) Chimera grid, and (3) DRAGON grid. Integration of the equations of motion uses a firstorder-accurate version of the flux splitting scheme in both structured and unstructured regions.
Case 1. Supersonic Flow over a Circular Cylinder
The first problem solved was that of a circular cylinder in a supersonic free stream (M.= 2.5) with the associated bow shock. Three different mesh systems are employed. A single grid ( Fig.   6(a) ) with 61 × 51 points is first used to provide an analytic solution.
The flow field is also resolved using Chimera overset grid scheme while the major grid (41 × 101) covers entire domain and the minor grid (61 × 31) wraps around the cylinder body. Figure 6(b) shows the overlaid meshes with hole points being blanked in the major grid. Noneonservative bi-linear interpolation method is used at the grid interface which allows fluid proporties to communicate between the major and minor grids. With the DRAGON grid approach, the blanked hole is extended beyond the outer boundary of the minor grid, as shown in Fig. 6(c) , and a new gap region is formed between two embedded grids. Delaunay triangulation method is then performed which generates triangular meshes to fill in this region ( Fig. 6(d) ). The new generated unstructured mesh includes 390 nodes and 616 triangular cells. showing a comparable shock location to that predicted with the single grid system. The captured shock wave in Figs. 7(b) and 7(c) are seen to a slighter extent simply due to a coarser grid density.
As noted in Fig. 7(b) , both mismatched countour lines and pressure oscillations are observed in the vicinity of the grid interfaces. For the DRAGON grid approach, both structured and unstructured results can be displayed on the same plot using the Flow Analysis Software Toolkit ui (FAST) visualization package on an IRIS workstation.
As plotted in Fig. 7(c 
Case 2. Shock Tube Problem
It is of great concern that inaccurate shock speed and strength may be captured if the numerical scheme is not fully conserved. An attempt is to test the time-dependent, plane moving shock problem on the embedded grid system. The shock wave is moving into a quiescent region in a constant-area channel with a designed shock speed M s = 4. Like the first test case, the computational domain is composed using the single grid, the Chimera grid as well as the DRAGON grid schemes. As shown in Fig. 9(a) , the single grid system containing a grid dimension of g01 x 21 is used to provide an analytic solution for shock location. Figure 9 (b) illustrates the Chimera grid system which includes a major grid (upstream region) of size 41 x 21, and a minor grid (downstream region) of dimension 781 x 21. The grid lines between two overlaid grids are embedded in any arbitrary orientation. Upon the replacement of grid-overlapping by non-structured grid, the DRAGON grid for the moving shock problem is shown in Fig. 9(c) . Note that all three grid systems apply equivalent grid densities in the overall regions, except for that near the interface boundaries.
It is designed that the initial shock position is marked in the upstream region. (Fig. 9 Figure   10 displays the pressure contours with various grid systems at a downstream location after the shock wave passing through the interface boundaries.
It is hardly to identify any difference on the contour lines between three grid systems. However, a critical comparison of the pressure distributions along the centerline of the channel, as plotted in Fig. 11 , shows that the Chimera scheme predicts a faster moving shock in the tube. As a result, the present DRAGON grid approach accurately captures the shock speed which ensures the numerical solution is preserved in a fully conservative nature.
V. Conclusion
In this paper we presented a new approach, termed the DRAGON grid, that uses non-structured mesh to replace the arbitrarily overlapped structured regions of embedded grids. It is designed to further enhance the flexibility for Chimera overlapping grid technique and to enforce conservative grid communication between embedded grids. Numerical results obtained for steady and unsteady problems indicated that the fluid proporties have been accm'ately carried through the interface boundaries.
Future plans include unstructured grid improving and 3D implementation of the DRAGON grid are now ongoing and will soon be reported.
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