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Abstract 
An angle graph is a graph with a fixed cyclic order of the edges around each vertex and an angle specified 
for every pair of consecutive edges incident on a vertex. We study the problem of constructing a drawing of an 
angle graph that preserves its angles, and present several new results. 
• We disprove the conjectures of Vijayan (1986) about the relationship between the planarity of an angle graph 
and the planarity of its biconnected components. 
• We show that testing an angle graph for planarity is NP-hard. 
• Using our NP-hardness result, we show that given a triconnected planar graph and an angle c~, the problem of 
determining whether it admits a planar straight-line drawing in which the angle between any two consecutive 
edges incident on the same vertex is at least a, is NP-hard. 
• A multilayered angle graph is one whose edges are assigned to a given set of layers. A multilayered angle 
graph is multiplanar if it admits a drawing in which edges assigned to the same layer do not cross. We 
prove that testing a multilayered angle graph for multiplanarity is NP-hard even if we restrict he angles to 
be multiples of 90 ° and the number of layers to two. 
• We give a simple linear time algorithm for testing whether a series-parallel angle graph admits a (nonplanar) 
drawing that preserves its angles. 
© 1998 Elsevier Science B.V. 
Keywords: Graph drawing; Layout; Angle; Constraints; Resolution area; Series-parallel graphs 
1. Introduction 
A graph drawing algorithm takes a graph as its input and constructs a drawing of the graph in 
a plane such that every vertex is represented as a point and every edge is represented as a set of 
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(a) (b) 
Fig. 1. An angle graph (a) that is not consistent, (b) that is consistent. 
connected line-segments--meeting at points called the bends of the edge--joining its two end points. 
A planar graph is one that admits a drawing with no edge-crossing. To quantify the aesthetic appeal of a 
drawing, several aesthetic criteria have been proposed in literature [11]. These include small number of 
bends, small total edge-length, small area, small number of edge-crossing, and large angular separation 
between edges incident on a vertex. Graph drawing algorithms typically aim for constructing drawings 
that satisfy one or more of these criteria, and use a variety of approaches to achieve their goals (for 
some example approaches, ee [2,10,19,33]). An extensive survey of the area of graph drawing is 
given in [11]. Graph drawing finds extensive applications in areas such as software ngineering, VLSI 
design, and project management. 
An angle graph is a graph with a fixed cyclic order of edges around each vertex and an angle 
(between 0° and 360 °) specified for every pair of consecutive edges incident on each vertex such that 
the sum of angles around every vertex is 360 °. Fig. 1 shows two angle graphs, with angles 15 °, 30 °, 
45 °, 120 ° and 300 ° between consecutive dges incident on a vertex. A rectilinear angle graph is an 
angle graph in which each angle is a multiple of 90 °. 
An orthogonal drawing is one in which the angles between any two line-segments is a multiple of 
90 °. Orthogonal drawings are very widely used for drawing graphs and for constructing VLSI-layouts 
because of their aesthetic appeal, visual-simplicity and interesting combinatorial properties, and several 
algorithms (see, for example, [4,12,21,32,34,35,37]) have been designed for constructing them. Some of 
these algorithms use rectilinear angle graphs as intermediate stage-products. For example, Tamassia's 
bend-minimization algorithm [35] constructs a planar (no edge-crossings) orthogonal drawing of a 
planar degree-4 (each vertex has at most 4 edges incident on it) graph in two stages. In the first stage, 
it constructs a rectilinear angle graph called an orthogonal representation f the input graph. In the 
second stage, it constructs a drawing of this angle graph. Similarly, the algorithm by Tamassia nd 
Tollis [37] that converts a visibility representation f a planar degree-4 graph into a planar orthogonal 
drawing also uses an orthogonal representation f the graph in an intermediate stage. Drawings of 
rectilinear angle graphs are also used for a variety of applications uch as VLSI-design [29,38], 
architectural floor planning [30] and data base system design [1]. In fact, experimental studies [22,23] 
have reported that Tamassia's bend-minimization algorithm gives more aesthetic drawings in practice 
than some other well-known algorithms [6,7,10,41]. 
The success of rectilinear angle graphs for constructing planar drawings of planar degree-4 graphs 
raises the natural question whether it is possible to use angle graphs for constructing aesthetic planar 
drawings of general planar graphs, not just planar degree-4 graphs. Given a planar graph, Tamassia's 
bend-minimization algorithm can be used directly to construct angle graphs whose angles are multiples 
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of a predefined angle. Hence, a good characterization f planar angle graphs will enable us to use this 
algorithm to construct aesthetic drawings of any planar graph, not just planar degree-4 graphs. 
A recent rend in the area of graph drawing is towards developing systems which allow the user to 
specify arbitrary constraints on the positioning of vertices and edges in the drawings. See, for example, 
[8,9,16,25]. Since the user may specify angle constraints, a study of angle graphs is important for such 
systems. 
In a straight-line drawing (edges drawn as straight lines) of a graph, it is difficult to distinguish 
between two edges incident on the same vertex, if the angle between them is very small. Hence, 
it is very important in a straight-line drawing of a graph, that the angles between the consecutive 
edges incident on each vertex be large. Maximizing angles is also important in other applications, 
such as optical communication where it is very difficult to transmit and receive signal at a very tight 
angle [17]. The notion of large angles between consecutive dges incident on a vertex is formalized 
by defining the angular resolution of a graph [17,20,31]. The angular resolution of a straight line 
drawing of a graph is the smallest angle in the drawing between any two consecutive dges incident 
on the same vertex. For example, the angular esolution of the drawing shown in Fig. 1 (b) is 30 °. The 
angular resolution of a graph is the maximum angular esolution over all the straight-line drawings 
of the graph. 
Studying angle graphs can provide important clues in constructing drawings with large angular 
resolution. For example we use our result that testing an angle graph for planarity is NP-hard, to show 
that, given a triconnected planar graph G and an angle c~, determining whether G admits a planar 
straight line drawing with angular esolution at least oL is NP-hard. Also see [28] for related results 
on drawing graphs on a hexagonal grid. Angles have been found to be useful in characterizing planar 
graphs. In a recent paper [14], Di Battista and Vismara characterize many important constructions such 
as Delauny drawing, disc packing, etc. of a triangulated graph using its angles. The study of angle 
graphs is also of theoretical interest in itself because they require an extensive use of plane geometry 
in their analysis. Most of the known graph drawing algorithms use graph theoretic oncepts uch as 
orientation, coloring, flow, etc. Recent results [20] however show that plane geometry is a useful tool 
by successfully applying geometric techniques in deriving a number of results on planar drawings 
with large angular esolution. A study of angle graphs can provide an invaluable insight into the use 
of plane geometry for graph drawing algorithms and stimulate research in this relatively unexplored 
area. 
1.1. Some definitions 
Let A be an angle graph. The graph isomorphic to A if we drop the angle constraints is called 
the underlying raph of A. Let H be the underlying raph of A. Two edges incident on a vertex 
v are called neighboring edges if they appear consecutively in the cyclic order of edges incident 
on v. A is called a rectilinear angle graph if each vertex of A has at most four neighbors and each 
angle is a multiple of 90 °. A is an angle-cycle (outerplanar angle graph, series-parallel angle graph, 
respectively) if H is a simple cycle (outerplanar graph, series-parallel graph, respectively). We break 
an edge (u, v) of A by introducing a new vertex w and replacing (u, v) by two edges (u, w) and 
(w, v). The angle between the edges incident on w is 180 °. A subdivision of A is an angle graph that 
we get by breaking some edges of A. 
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A drawing of A is a mapping of its vertices to points in the plane and its edges to straight-lines 
(of non-zero lengths) joining their end-points o that the angles in the drawing between any two 
neighboring edges of A is equal to the angle specified for that pair in A. A planar drawing of A is a 
drawing without any edge crossings. It is possible that an angle graph may not admit a drawing at all. 
Fig. 1 (a) shows such an angle graph. Fig. 1 (b), on the other hand, shows an angle graph that admits a 
drawing. A is called a consistent angle graph if it admits a drawing. A is called a planar angle graph 
if it admits a planar drawing. 
Let D be a drawing of A We denote the x- and y-coordinate of a vertex v of A in D by x(v) 
and y(v), respectively. Let u and v be two vertices of A. We denote by d(u, v) the (metric) distance 
between two vertices u and v in D. The horizontal distance between u and v is equal to Ix(u) -x(v) l .  
The vertical distance between u and v is equal to [y(u) - y(u) l. AB denotes the line-segment joining 
A and B, and also its magnitude. AB denotes the directed line-segment from A to B. /ABC denotes 
the angle between the line-segments AB and BC, and also its magnitude. In this paper, in each figure 
showing an angle graph, we label the angles by their magnitudes but drop the prefix °. Sometimes 
in a figure, to reduce visual complexity, we do not label all the angles. The unlabeled angles can be 
deduced easily either from the context or from the labeled angles by using the fact that the sum of 
angles around each vertex is 360 ° . 
Let G be a graph. A vertex u of G is an articulation vertex if removing u and its incident edges 
divides G into two or more graphs G1, G2, . . . ,  Gin, that do not have any vertex in common. Each 
Gi is a component of G. G is biconnected if it does not have any articulation vertex. Two vertices u 
and v of G form a separating pair if removing u and v and their incident edges divides G into two 
or more graphs that do not have any vertex in common. G is triconnected if it does not have any 
separating pair. 
1.2. Previous work 
The pioneering work in the area of angle graphs was done by Vijayan in [39]. Vijayan gave a 
characterization f consistent angle graphs, using a set of linear equalities and inequalities. The ensuing 
linear program gives a high degree polynomial time algorithm for constructing drawing of an angle 
graph. Some necessary conditions for an angle graph to be planar, as well as necessary and sufficient 
conditions for some special angle graphs such as angle cycles, angle graphs with convex faces, outer 
planar angle graphs and rectilinear angle graphs have also been described in [39]. Vijayan also gave 
some conjectures that relate the planarity of an angle graphs with the planarity of its biconnected 
components ( ee Conjectures 1 and 2 of Section 2). 
A characterization f planar angle graphs with triangular faces by a set of non-linear equalities is 
given by Di Battista and Vismara in [14]. Vijayan and Wigderson [40] give an O(n) time algorithm 
for testing a rectilinear angle graph for planarity, and an O(n 2) time algorithm for constructing a 
planar drawing of a planar angle graph. Given a planar graph G and an angle a, Tamassia has given 
in [35] a method to construct an angle graph with angles multiples of a such that a planar drawing 
of this angle graph gives a planar drawing of G with minimum number of bends over all the possible 
planar drawings of G in which each the angles between any two connected line-segments is a multiple 
of a. 
The area of a drawing is defined as the area of the smallest rectangle with sides parallel to the 
axes, covering the entire drawing. It has been shown independently b  Malitz and Papakostas [31] 
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and Garg and Tamassia [20] that given an angle o~, for every n ~> 1, there is a planar graphs Gn with 
n vertices such that each and every planar straight-line drawing of Gn with angular esolution ~ has 
area that is exponential in n. This result implies that for every n /> 1, there is a planar angle graph 
An with n vertices that requires for any drawing, a region with area that is exponential in n. 
1.3. Our results 
We give several new results concerning drawing of angle graphs. We first study the planarity of 
angle graphs. We disprove the conjectures of [39] by providing counter examples to them. We then 
show that the problem of testing a consistent angle graph for planarity is NP-hard and hence unlikely 
to have an efficient algorithm. 
Using our NP-hardness result, we then show that given a triconnected planar graph and an angle c~, 
determining whether it admits a planar straight-line drawing with angular esolution at least o~ is NP- 
hard. Kant has shown earlier in [26] that determining whether a biconnected planar graph has a planar 
straight-line drawing with angular resolution at least ~ is NP-hard. However, Kant's NP-hardness 
proof is based on the fact that a biconnected and not triconnected graph has exponential number of 
embeddings, and, therefore, his result holds only for graphs that are strictly biconnected and not of 
any higher connectivity. Our result, therefore, strengthens Kant's result. 
We study the problem of testing whether an angle graph whose underlying raph is a series-parallel 
graph is consistent or not, and provide a linear testing-algorithm. 
Finally we consider the multiplanarity problem of angle graphs. A multilayered angle graph is an 
angle graph in which each edge is assigned to one of several ayers. Notice that, by the definition of 
a drawing of an angle graph (see Section 1.1), a drawing of a multilayered angle graph is always in 
a plane, and is therefore always two-dimensional. A multiplanar angle graph is a multilayered angle 
graph that admits a drawing in which edges assigned to the same layer do not cross. We show that, 
very surprisingly, even if we are given a bilayered rectilinear angle graph (edges assigned to only two 
layers and all the angles are multiples of 90°), it is NP-hard to test it for multiplanarity. This is in 
sharp contrast o the linear time complexity of testing a single-layered rectilinear graph for planarity 
[40]. Also interesting is the fact that the corresponding problem for general graphs is very simple: a 
graph is multiplanar if and only if each subgraph induced by the edges assigned to the same layer is 
planar. In a VLSI circuit, even though typically many layers are available, different layers may have 
different electric properties [15], and hence we may like to assign each wire of a circuit to a layer 
that is compatible with it. Our NP-hardness result is important for this scenario. 
2. Planarity testing of angle graphs 
Vijayan made two conjectures in [39] that express the planarity of an angle graph in terms of the 
planarity and arrangement (with respect o each other) of its biconnected components. In this section, 
we first disprove these conjectures by providing counter-examples to them. Then, we show that testing 
an angle graph for planarity is NP-hard. 
Some definitions first, most of which are from [39]. Let A be an angle graph with underlying 
graph G. An articulation vertex of A is an articulation vertex of G. A biconnected component of A 
is a biconnected component of G with angles specified. Suppose, B1 and B2 are two biconnected 
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Fig. 2. (a) Interlacing biconnected components Bj and/32. (b)/31 directly forced inside/32 and B2 directly forced inside Bt. 
(c) B forced inside C'. These figures are taken from [39]. 
components of A with a common vertex u. We say that/~1 and/32 interlace at u if the edges joining 
u to the vertices of B1 and B2 alternate between B1 and/32 at least four time (Fig. 2(a) shows an 
example). We say that Bl is directly forced inside B2 if the edges joining u to the vertices of B1 are 
inside an internal face of/32 containing u. (Fig. 2(b) shows an example. /32 is also directly forced 
inside /31 in this example.) We say that a biconnected component/3 of A is forced inside another 
biconnected component C' of A if either/3 is directly forced inside C or there is another biconnected 
component D of A such that D is forced inside C and/3 is attached to D (Fig. 2(c) shows an example). 
Notice that from the definition of a subdivision (see Section 1.1), the subdivision of a triangle is a 
polygon whose all but three angles are 180 ° . 
Vijayan has made the following conjectures in [39]. 
Conjecture 1 (Vijayan [39]). An angle graph A that does not contain any angle cycle which is a 
subdivision of a triangle is planar if and only if 
(1) A is consistent, 
(2) the faces of each biconnected component of A are planar angle cycles, 
(3) no two biconnected components of A interlace at an articulation vertex of A, and 
(4) the forced-inside r lation among the biconnected components of A is a partial order. 
Conjecture 2 (Vijayan [39]). The conditions tated in the Conjecture 1 are necessary and sufficient 
for angle graphs that do not contain subdivisions of triangles and whose biconnected components have 
convex internal faces. 
Theorem 1 disproves Conjecture 2 by giving a counter example to it. This in turn disproves Con- 
jecture 1. 
Theorem 1. There exists an angle graph A such that 
(1) A is consistent, 
(2) A does not contain any angle-cycle that is a subdivision of a triangle, 
(3) the faces of each biconnected component of A are planar angle cycles, 
(4) no two biconnected components of A interlace at an articulation vertex of A, 
(5) the forced-inside relation among the biconnected components of A is a partial order, 
(6) the biconnected components ofA have convex interior faces, and 
(7) A is not planar. 
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Fig. 3. Proof of Theorem I. (a) Angle graph A with biconnected components Bl and /32, and articulation vertex u. The 
edges of Bi are shown as thick lines, and the edges of/32 are shown as thin lines. (b) A drawing D of A. The dotted lines 
are not part of D, and are used for the proof. 
Proof. Consider the angle graph A shown in Fig. 3(a). u is an articulation vertex of A. A has two 
biconnected components B1 and B2, with u as the articulation vertex. The angles of A are as shown in 
the figure. Both B1 and B2 have convex interior face. B1 and B2 do not interlace at u. B1 is directly 
forced inside Be. A does not contain any angle cycle that is a subdivision of a triangle. 
We show that A does not admit any planar drawing. The intuition behind our proof is the following: 
we show that in a drawing of A, if the line-segment ad has a "small" length, then the line-segment 
fg crosses the line-segment uj, otherwise if ad has a "non-small" length, then the line-segment cd 
crosses the line-segment uj. 
We now present our proof formally. We prove that each and every drawing of A is non-planar. Let 
D be a drawing of A (see Fig. 3(b)). Let a = /dua,/3 =-/gud and 7 = Zdfg. Our proof uses the 
following rule, which is used extensively in geometry. 
Sine-rule: in a triangle AABC, 
AB BC AC 
sin(ZACB) sin ZBAC sin(ZABC) 
From zEudg, and from the sine-rule, we have 
dg ug 
sin/3 sin( Zudg) 
Again, from z~udg, /udg = 180 ° - /ugd  -/3. Since Zugd = 30 °, we have 
dg ug 
- (1 )  
sin/3 sin(150 ° - /3)"  
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From Adfg, and from the sine-rule, we have 
dg fg  
sin7 sin( Z f dg) " 
Again, from Afdg,  Z fdg  = 180 ° - Zfgd  - 7. Since Zfgd  = 30 °, we have 
dg fg  
sin 7 = sin(150 ° - 7)" (2) 
From Eqs. (1) and (2), we have 
ug sin 7 sin(150 ° - /3 )  
- -  = (3 )  
fg  sin( 150° - 7) sin/3 
Because polygons uadg and defg are convex and each of their sides has a non-zero length, we 
have that/3 < 45 ° and 7 < 15°- Therefore, 150 ° - /3  > 90 ° and 150 ° - 7 > 90°. Since sin0 is a 
monotonically increasing function of 0 for 0 ° ~< 0 ~< 90 ° and is a monotonically decreasing function 
of 0 for 90 ° < 0 ~< 180 °, from Eq. (3), it follows that ug is greater than or equal to gf  if and only if 
7~>/3. 
If ug < g f ,  then because gd is perpendicular to u j, and Zugd = Zdgf,  it follows from basic 
geometry that fg  crosses u j, and therefore D is non-planar. 
Now assume that ug >~ gf. Hence, as shown earlier, "7 ~> /3. Since 7 < 15°, we have that 
/3 < 15 °. Therefore, a = 45 ° - /3  > 30 °. Because Zuad = 135 °, from Auad we have that Zuda = 
180 ° - Zuad - a = 45 ° - a < 15 °. Therefore, Zuda < a. Since, in a triangle, the side opposite to 
the larger angle has the larger length, from Auad we have that ad > ua. 
Now consider the trapezoid abcd. Let p be a point on cd such that Zapd = 90 °. Because Zadc = 30 °, 
pd = adcos 30 °. Let q be a point such that Zbqc = 90 °. Because polygon abcd is a trapezoid, 
aq = pc ) pd = adcos30 °. Since ad > ua, we have aq > uacos30  ° > uas in l5  °. Because aq 
is perpendicular to uj, and Zauj  = 15 °, it follows from basic geometry that aq, and therefore dc, 
crosses uj. Hence, D is non-planar. 
Therefore, A does not admit any planar drawing. [] 
2.1. NP-hardness of planarity testing 
In this section, we show that the problem of testing whether a given consistent angle graph admits 
a planar drawing or not, is NP-hard. 
We reduce a well-known NP-hard problem, namely, the 3-SAT problem [18] given below, to the 
planarity testing problem. 
Given a set X = {xl, x2 , . . . ,  Xn} of variables and a set C = {O, c2 , . . . ,  cm} of clauses over X 
such that every clause has exactly three literals, is there a satisfying truth assignment for C? 
Given an instance T of the 3-SAT problem, with n variables and m clauses, we construct a consistent 
angle graph A(T), called the associated angle graph of T, such that T admits a satisfying truth 
assignment if and only if A(T) is planar. In Section 2.1.1, we describe some gadgets that are used for 
constructing A(T). In Sections 2.1.2-2.1.4 we describe three important subgraphs of A(T), namely, 
the variable subgraph, the connection subgraph and the clause subgraph. We give the full description 
of A(T) in Section 2.1.5. 
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Fig. 4. (a) A horse shoe H with size r~ × r2. (b) A drawing of H when it is left-heavy. (c) A drawing of H when it is 
right-heavy. 
2.1.1. Some gadgets 
We need the following gadgets (which are angle graphs) for our construction. 
• Horse shoe. We use the horse shoe to represent the variables. A horse shoe H with size rl × r2, 
is shown in Fig. 4(a). The vertices {x0, x l , . . .  ,xr~} and {y0,Yl,.. .  ,Yr2+l} are called the output 
vertices of the faces Fz and F u, respectively. Vertices xi and Xi+l (Yi and Yi+l) for odd values of i 
are siblings of each other. Edges ez, e u and et are called the left attachment, right attachment and 
top edge, respectively, of the horse shoe. Because each triangle of H is an equilateral triangle and 
F,x and F u are parallelograms, 
Observation 1: in any drawing of H, the attachments of H have same length as its top edge, and 
Observation 2: in any planar drawing D of H, if the top edge of H has unit length then at most one 
of d(xo, xr~) and d(yl, Yr2+l) has length one unit or more. H is left-heavy in D if d(x0, x~) >/ 1 
(Fig. 4(b)) and is right-heavy in D if d(yl, Yr2+l) ~> 1 (Fig. 4(c)), and is balanced otherwise. 
• Crown. We use the crown to represent the clauses. Fig. 5 shows a crown C. Edges el and e~ are 
called the left attachment and right attachment, respectively, of C. Edge e is the base of C. 
Observation 3: in any drawing of C, if the base has unit length then ~0<~i~<2 d( C2i, c2i+1) = 5. 
• Beam. A beam B is shown in Fig. 6. B consists of 66m + 1 equilateral triangles. Edges et and 
er are called the left attachment and right attachment, respectively, of the beam. Vertices u and v 
are called the endpoints of B. The length of B is equal to the distance between u and v. In any 
drawing of B, 
Observation 4: all its edges are of equal length, and 
Observation 5: the length of B is 33m if the length of an attachment is one unit. 
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Fig. 7. A wiggle. 
• Wiggle. A wiggle W is shown in Fig. 7(b). Vertices ul and U2 (Vl and V2) are called the input 
(output) vertices of the wiggle. In a drawing of W, the width of W is the horizontal distance 
between vl and v2. In any drawing of W, 
Observation 6: the horizontal distance between its output vertices equals the vertical distance be- 
tween its input vertices, and 
Observation 7: because dges el and e2 can be assigned any arbitrary length, vl and v2 can be 
assigned any x-coordinates, independent of the x-coordinates of u~ and u2. 
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• Connector A connector Z is a subdivision of the angle graph shown in Fig. 8. Vertices ul and u2 
(Vl and v2) are called the input (output) vertices of Z. Vertices wl and w2 are called the first turn 
vertex and second turn vertex of Z. In a drawing of Z, the width of Z is the horizontal distance 
between vl and v2. 
Observation 8: in any drawing of Z, the horizontal distance between its output vertices equals the 
horizontal distance between its input vertices. 
• Holder A holder H is shown in Fig. 9. Edges el, e2 and e3 are called its upper clamp, lower clamp 
and shaft, respectively. 
Observation 9: in any drawing of H, the upper and lower clamps of H are of same length. 
Fig. 10(a) gives a high level view of A(T). We can identify three subgraph of A(T), namely variable 
subgraph Vn, connection subgraph K and clause subgraph Cm. A(T) also has a holder R and some 
wiggles and connectors, that "connect" these three subgraphs. 
2.1.2. The variable subgraph 
Denote by occur(li), where 1 -- x or l = :~, the number of clauses in which li occurs. The variable 
subgraph Vn of A(T) (recall that n is the number of variables in T) is constructed recursively as 
follows: 
• V1 is a horse shoe X1 with size 2occur(x1) × 2occur(~l). 
• V/is constructed from Vi-1 by identifying the right attachment of the horse shoe Xi-1 (present in 
V~_l) with the left attachment of a beam B and identifying the right attachment of /3  with the left 
attachment of a horse shoe Xi with size 2occur(xi) × 2occur(Y~i) (see Fig. 11). 
We say that horse shoe Xi represents variable xi. 
2.1.3. The clause subgraph 
The clause subgraph Sm of A(T) (recall that m is the number of clauses in T) is constructed 
recursively as follows. 
• Wl is a crown CI. 
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Fig. 10. (a) A high level view of angle graph A(T). (b) Constructing A(T). 
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Fig. 11. Constructing variable subgraph V/ from variable subgraph V~_ ~. 
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Fig. 12. Constructing clause subgraph Sj from clause subgraph Sj-I. 
• Wj is constructed from Wj-1 (see Fig. 12) by joining an endpoint u of a beam B with an endpoint 
of the crown Cj_ 1 using an edge e I, and joining the other endpoint v of B with an endpoint of a 
crown Cj using an edge e". 
We say that crown Cj represents clause cj. 
2.1.4. The connection subgraph 
The connection subgraph K of A(T) is constructed in the following steps. 
1. Let H be a bipartite graph whose vertices can be partitioned into two sets P and Q. There is a 
vertex xi,j in P if and only if literal xi occurs in clause cj. There is a vertex yi,j in P if and only 
if literal xi occurs in clause cj. xi,j (y~,j) is called an image of the literal xi (xi). Q has a vertex 
cj,2~-1 if literal xi occurs in clause cj. Q has a vertex cj,2i if literal Y~i occurs in clause cj. cj,k, 
where 1 <~ k ~ 2n, is an image of clause cj. There is an edge in H between xi,j and cj,2i-1 (this 
can be so if and only if x~ occurs in clause cj). There is an edge in H between Yi,j and cj,2i (this 
can be so if and only if Y~i occurs in clause cj). 
Construct a drawing D of H as shown in Fig. 13(a) in which the vertices of P are placed on the 
same horizontal level and so are the vertices of Q. D is constructed as follows. Place vertex cj,k at 
coordinates (4n(j  - 1) + 2k, 0). Place vertex xi,j at coordinates (4m(i - 1) + 2j - 1,2ran + 1) and 
vertex Yi,j at coordinates (4m(i - 1) + 2m + 2j - 1,2ran + 1). Each edge (li,j, cj,k), where I = x 
or y and k is 2i - 1 if l = x and is 2i if l = y, is drawn as three l ine-segments--one horizontal 
line-segment h(l, i, j) and two vertical ine-segments (1, i, j) and b(1,i,j) (see Fig. 13(a), where 
1 = x). If 1 = x, then b(l, i, j) is drawn at the x-coordinate 4n(j - 1) + 2(2i - 1), t(l, i, j) is drawn 
at the x-coordinate 4m(i - 1) +2 j  - 1, and h(1, i , j )  is drawn at the y-coordinate 2m(i - 1) + j .  If 
l = y, then b(1, i, j) is drawn at the x-coordinate 4n( j -  1)+ 4i, t (l, i, j )  is drawn at the x-coordinate 
4m(i - 1) + 2m + 2j - 1 and h(l , i , j )  is drawn at the y-coordinate 2m(i - 1) + m +j .  Notice 
that because ach cj,i is placed at an even x-coordinate, and each xi,j and y~,j is placed at an odd 
x-coordinate, h(l, i, j) has non-zero length. 
2. From D, construct a new drawing D ~, by replacing the drawing of each edge (li,j,cj,k) where 
l = x or y, and k is 2i - 1 if 1 = x and is 2i if l = y, by the drawing of a connector N(1, i, j ) ,  
with width c, where 0 < ~ < 0.5, as shown in Fig. 13(b) (this also includes replacing li,j and cj,k 
by the input and output vertices, respectively, of N(1, i, j)). The first turn vertex of N(l, i, j) is 
placed at coordinates (4m(i - 1) + 2j - 1,2m(i  - 1) + j)  if 1 = x, and is placed at coordinates 
(4m(i - 1) + 2m + 2j - 1,2m(i  - 1) + m +j )  if l = y. The second turn vertex of N(1, i , j )  is 
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Fig. 13. Bipartite graph H. (a) A drawing D of H. (b) Drawing D'. (c) Planar drawing D". 
placed at coordinates (4n(j  - 1) + 2(2i - 1), 2m(i - 1) + j)  if I = x, and is placed at coordinates 
(4n(j  - 1) + 4i,2m(i - 1) + m +j )  if 1 = y. 
3. Construct a planar drawing D"  by replacing the crossings in D ~ by new vertices (see Fig. 13(c)). 
The connection subgraph K of A(T) is such that 
• there is a one-to-one correspondence b tween the vertices of D and the vertices of D",  
• there is a one-to-one correspondence b tween the edges of D and the line-segments of D", and 
• the angle between any two consecutive dges incident on the same vertex of D is the same as 
the one between the corresponding line-segments in D". 
2.1.5. Angle graph A(T) 
We have already described the construction of three subgraphs of A(T), namely, the variable sub- 
graph Vn, the clause subgraph Cm and the connection subgraph K.  The rest of A(T) is constructed 
as follows. 
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• Suppose literal li where I = x or 1 = y = Y: occurs in clauses cj~, cj2,... , cjr, where 1 ~< jk < 
jk+l <~ m. "Connect" siblings Ik and lk+l in horse shoe Xi (recall that X~ represents variable xi) 
with connector N(l, i, jk), using a wiggle W(l, i, jk) (see Fig. 10(b) which shows the connection of 
xk and xk+l with N(x, i , jk)  using W(x,i , jk)).  Edge (vk,vk+l), where v = x if 1 = x and v = y 
if 1 = :~, is the image associated with literal li, of clause cjk in horse shoe Xi. 
• Suppose clause cj consists of literals l°0 , Ip l , and lp22, where, for q equal to 0 or 1, pq <~ Pq+l, 
and lq = x or 1 q = ~ (if pq = Pq+l, then lq = x and l q+l = ~). "Connect" vertices C2q and 
C2q+1 of crown C~ with connector N(lq,pq, j) using a connector T(lq,pq, j) (Fig. 10(b) shows the 
connection of N(x, i,jk) with the vertices co and cl of crown Cjk using a connector T(x, i, jk)). 
Edge (C2q, C2q+1) is the image of the literal Ipq in the crown Cj. 
• Now choose any horse shoe Xi and crown Cj, and "connect" Xi with Cj by identifying the upper 
clamp of a holder R with the top edge of Xi and the lower clamp of R with the base of Cj (see 
Fig. lO(b)). 
Fig. 14 shows an example. 
Lemma 1. Let T be an instance of the 3-SAT problem with n variables, where n ~ 1, and m clauses. 
Its associated angle graph A(T) has O(n2m 2) edges and vertices, and can be constructed in O(n2m 2) 
time. 
Proof. From its recursive construction, it is easy to see that the variable subgraph of A(T) has O(n) 
edges and can be constructed in O(n) time. Similarly, the clause subgraph of A(T) has O(m) edges 
and vertices, and can be constructed in O(m) time. 
As for the connection subgraph of A(T), consider the approach given in Section 2.1.4 for con- 
structing it. Graph H has exactly 3rn = O(nm) edges. The drawing D, and hence the drawing D ~, 
has O(n2m 2) crossings. Therefore, the connection subgraph of A(T) has O(n2m 2) edges and vertices, 
and can be constructed in O(n2m 2) time. 
The rest of A(T) can easily be constructed in O(3m) = O(nm) time, by adding O(3m) = O(nm) 
edges and vertices. [] 
Lemma 2. Let T be an instance of the 3-SAT problem with n variables and m clauses, where 
n, m >~ 1. There is a satisfying truth-assignment of T if and only if its associated angle graph A(T) 
is planar. 
Proof. Suppose T has n variables and m clauses. 
If. Suppose A(T) is planar. Let D be a planar drawing of A(T) (see Fig. 14 for an example). Let 
the clamps of R have unit lengths each in D. Every Xi is either left-heavy or right-heavy or balanced 
in D (Observation 2). Set variable xi to t rue  if Xi is left-heavy, and to fa3_se otherwise. We show 
that this is a truth-assignment. That is, for every clause cj in T, at least one of the literals occurring 
in cj is t rue .  Suppose literal l~, where I = x or l = ~, occurs in cj. From Observations 6 and 8, the 
length of the image of li in crown Cj is equal to x/3/2 times the length of the image associated with 
li, of cj in Xi. Therefore, the image of xi in Cj has at least x/3/2 units length only if literal li is 
t rue .  From Observation 3, at least one of the images in Cj, of the literals occurring in cj has length 
at least v/3/2 units. Therefore, at least one of the literals occurring in cj is t rue .  
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Fig. 14. A planar drawing D of the associated angle graph A(T) of an instance T of the 3-SAT problem, where T consists of 
the variables zl ,  z2 and z3, and the clauses (zl, x2, z3), (zl, x2, ~3) and (~l, z2, Y:3). D corresponds to the truth-assignment 
z, = t rue ,  x2 = fa l se  and z3 = fa l se .  This figure is not to scale. Also, to reduce the visual complexity, we have not 
shown all the vertices and edges of A(T), and have filled some regions of the drawing with shading. In the planar drawing 
of A(T) described in the only @part of the proof of Lemma 2, C~, C2 and C3 are drawn at x-coordinates that are to the 
left of the z-coordinates at which X, is drawn. 
Only if. Let ~ be a satisfying truth-assignment of T. From ¢, we can construct a planar drawing 
D of A(T) (see Fig. 14 for an example). A horse shoe Xi is left-heavy in D if variable xi is t rue ,  
and is right-heavy in D if variable xi is fa l se .  
The following considerations provide the basis for the construction of D (assume that the clamps 
of R are of unit length). 
• Recall that, in Section 2.1.4, the connection subgraph K of A(T) was constructed from a planar 
drawing D". K has a similar drawing in D. 
• The holder, wiggles, variable subgraph and clause subgraph of A(T), each admit a planar drawing. 
• In any drawing of A(T), because of Observations 6 and 8, if the image of a literal li, where I = x 
or l = :~, in crown Cj have unit length, then the image associated with li, of clause cj in horse 
shoe Xi has length 2/v/- i  
• In any drawing of A(T), because of Observations 3, 6 and 8, the width of any connector and of any 
wiggle is at most 5 units. We show now that the connectors and wiggles can be drawn in a total 
width and height of 33m and 69m, respectively, such that they have width at most 5 and there is 
a horizontal (vertical) separation of at least one unit between two connectors or wiggles whenever 
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they pass through the same y-coordinate (x-coordinate). Suppose each connector and wiggle has 
width at most 5. Each connector has three parts--one middle part that is drawn "horizontally" 
and two parts on the either side of this middle part that are drawn "vertically". Because there 
are exactly 3m connectors in the connection subgraph K, the cumulative width of the connectors 
of K is at most 2 • 3m • 5 = 30m. Similarly, the cumulative widths of the wiggles and of the 
remaining connectors are at most 30m each. Therefore, all the connectors and wiggles can be 
drawn in a total width of 30m ÷ 3m = 33m such that there is a horizontal separation of at least 
one unit between two connectors or wiggles whenever they pass through the same y-coordinate. 
A similar reasoning shows that the cumulative heights of the wiggles and the connectors are at 
most 30m each. Therefore, all the wiggles and connectors can be drawn together in a total height 
of 30m + 3m + 30m + 2 • 3m = 69m such that there is a vertical separation of at least one unit 
between two connectors or wiggles whenever they pass through the same x-coordinate. 
• From Observation 3, the image of a literal in a crown has length at most 5 units. Therefore, from 
Observations 6 and 8, the image of a clause in a horse shoe Xi has length at most 10/v/3. Hence, 
X~ can be drawn with height at most 5m + 1 units and a width at most 5m + 1 units such that for 
each clause cj in which literal li (1 = x or 1 = ~) occurs, the image of cj in Xi, associated with li, 
has length 2/x/3 times the length of the image of l~ in crown Cj. 
• Each crown can be drawn such that it has height 4 units and width less than 6 units. 
• Recall that the length of a beam is 33m (Observation 5). 
We now describe D. Let e be a constant, such that 0 < e < x/~/(2m). In D: 
• The clamps of the holder R of A(T) have unit length each. 
• The shaft of R is drawn vertically such that its left side has x-coordinate 33m 2 + 36ran. 
• The base of the crown Cj is drawn horizontally at the y-coordinate 0 and between x-coordinates 
(33m + 4)(j  - 1) + 5/2 and (33m + 4)(j  - 1) + 7/2. Therefore, all the crowns are drawn in a 
region of width less than (33m + 4)(m - 1) + 6 ~< 33m 2 - 12. 
• The top edge of the horse shoe Xi is drawn horizontally at the y-coordinate 4 + 69m + 5m + 1 = 
74m + 5, and between x-coordinates 33m 2 + (33m + 3)(i - 1) and 33m 2 + (33m + 3)(i - 1) + 1. 
Therefore, all the horse shoes are drawn in a region with width less than 36ran. Also, notice that 
the horse shoe X1 is drawn to the right of the crown Cm. 
• If k literals appearing in a clause cj are t rue ,  then the images in the crown Cj, of each of these 
t rue  literals have lengths (5 - e)/k units. 
• If k literals appearing in a clause cj are fa l se ,  then the images in the crown Cj, of each of these 
fa l se  literals have lengths elk units. Notice that because of our choice of e, if a literal li, where 
1 = x or l = ~i, is fa l se ,  then in horse shoe Xi, the sum of the images associated with li, of the 
clauses of T in which li occurs, is less than one unit. 
• The wiggles and connectors are drawn without crossings in the empty region with height 69m 
and width 36ran, that is to the left of the shaft of R and is bounded from above and below by 
the drawings of the variable subgraph and the clause subgraph of A(T), respectively. Furthermore, 
they are drawn such that there is a vertical (horizontal) separation of at least one unit between two 
connectors or wiggles, whenever they pass through the same x-coordinate (y-coordinate). As shown 
earlier, because drawing them in this manner equires a total width of at most 33m and a height of 
at most 69m, they can be drawn in this manner in the aforementioned region. [] 
This yields the main theorem of this section. 
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Theorem 2. The problem of testing whether a given consistent angle graph is planar is NP-hard. 
Proofi Let T be an instance of the 3-SAT problem. From Lemmas 1 and 2, we can construct the 
associated angle graph A(T) of T in O(n2m 2) time, such that A(T) is planar if and only if T admits 
a satisfying truth-assignment. Hence, given a consistent angle graph, testing whether it is planar or 
not, is NP-hard. [] 
All the angles of A(T) are multiples of 15 °. Therefore, we have the following corollary. 
Corollary 1. The problem of testing whether a consistent angle graph is planar is NP-hard even if 
all the angles are multiples of some non-negative integer. 
A bounded egree angle graph is one in which each vertex has a bounded number (i.e., independent 
of the number of edges and vertices in the graph) of edges incident on it. Each vertex of A(T) has at 
most seven edges incident on it. Therefore, we have the following corollary. 
Corollary 2. The problem of testing whether a consistent bounded egree angle graph is planar is 
NP-hard. 
3. Testing triconnected planar graphs for high angular resolution 
In this section we consider the problem of constructing planar straight line drawings of planar 
graphs with high angular esolution and show that the following problem, called the angular esolution 
problem for triconnected planar graphs, is NP-hard. 
Given a triconnected planar graph G and an angle a, determine whether G has a planar straight-line 
drawing with angular esolution at least a. 
We show that the angular esolution problem for triconnected planar graphs is NP-hard by reducing 
the 3-SAT problem to it. Let T be an instance of the 3-SAT problem. We first construct the associated 
angle graph A(T) of T. Let H(T) be the underlying planar graph of A(T). We construct an associated 
triconnected planar graph G(T) of T, by adding new vertices and edges to H(T) such that (a) G(T) 
is constructed in polynomial time from H(T), and (b) A(T) is planar (and hence, from Lemma 2, 
T is satisfiable) if and only if G(T) admits a planar straight-line drawing with angular esolution 5°. 
G(T) is constructed from H(T) by adding graphs called fans to it. Fans are described by 
Kant [26,27]. Fan F6 consisting of 6 vertices is shown in Fig. 15(a). Edges el and e2 are called 
the connectors of the fan and are used to connect he fan to other vertices of the graph to which the 
fan is added (in our case, to make G(T) triconnected). Vertex v is called the hub of the fan. In general, 
a fan .Ti has i vertices. 
The purpose of using fans is to "fix" the angles between the edges of H(T) to desired magnitudes, 
in a planar straight-line drawing of G(T) with angular esolution 5° (notice that H(T) is a subgraph of 
G(T)). For example, as shown in Fig. 15(b), if a vertex v of H(T) has three edges incident on it, then 
we can guarantee that the angle between its three incident edges is 45 °, 90 ° and 225 °, respectively, in
any planar straight-line drawing of G(T) with angular esolution 5°, by adding three fans .Tg, .TIs and 
.T45 to it by identifying their hubs with v. The angles will be so because after adding the fans, v has 
72 edges incident on it and in any planar straight-line drawing of G(T) with angular esolution 5°, the 
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Fig. 15. Constructing raph G from A(T). (a) Fan F6. (b) Attaching fans f9, .f~8 and .T'45 to "fix" the angle between the 
edges (shown as thick lines) incident on v to 45 °, 90 ° and 225 °, respectively. (c) Connecting fans introduced in the same 
face. The connectors are shown as thick lines. 
angle between each pair of consecutive edges incident on v has the same magnitude (equal to 5°). In 
general, if a vertex v of H(T) has d edges incident on it, we can "fix" the angles between its edges to 
desired magnitudes, by adding d appropriate fans--one for each angle--to H(T) by identifying their 
hubs with v. 
We now describe construction of G(T) from A(T). Let H(T) be the underlying raph of A(T). 
Denote by a(el, e2), the angle in A(T) between two consecutive edges el and e2 of H(T) incident 
on the same vertex. Constructing G(T) from A(T) is a two-step rocess. 
1. First, for every pair of consecutive edges el and e2 of H(T) incident on the same vertex v, add a 
fan 5ca(e,,e2)/5 to H(T) by identifying the hub of the fan with v. Notice that each angle of A(T) 
is a multiple of 5 °. 
2. Next, for every face f of H(T), join the fans introduced in f ,  using their connectors, in a cyclic 
order as shown in Fig. 15(c). 
For proving that G(T) is triconnected we use the following result of [36]. Two vertices u and v of 
G(T) are adjacent if here is an edge (u, v) in G(T). 
62 A. Garg / Computational Geometry 9 (1998) 43-82 
Theorem 3 (Tamassia [36]). Let G be a biconnected planar graph. Vertices u and v form a separating 
pair of G if and only if 
(1) u and v are adjacent and there are at least three faces that contain u and v; or 
(2) u and v are not adjacent and there are at least two faces that contain ~ and v. 
Now we are ready to present he main lemma of this section. 
Lemma 3. Given an instance T of the 3-SAT problem with n variables and ra clauses, its associated 
triconnected planar graph G(T) can be constructed in O(n2m 2) time. Moreover, G(T) admits a planar 
straight-line drawing with angular resolution 5 ° if and only if T admits a satisfying truth-assignment. 
Proof. Using Lemma 1, first construct the associated angle graph A(T) of T in O(n2m 2) time. Let 
H(T) be the underlying raph of A(T). Constructing G(T) from H(T) requires adding O(n2m 2) fans, 
each with at most 300/5 = 60 vertices (because the largest angle in A(T) is 300°). This construction 
can be carried out very easily in constant time per fan. Therefore, G(T) can be constructed from T 
in O(n2m 2) time. 
Now we show that G(T) is triconnected. From the construction of A(T) it is easy to see that A(T) 
and, therefore, G(T) is biconnected. Because of the introduction of fans and connecting them in a 
cyclic order in each face, using their connectors (see Fig. 15(c)), the following holds. (a) If f ,  9 
and h are three faces of G(T), then f ,  9 and h have at most one vertex in common. This satisfies 
condition (1) of Theorem 3. (b) If f and 9 are two faces of G(T), then f and 9 have at most two 
vertices in common, and if u and v are common vertices of f and 9, then u and v are adjacent. This 
satisfies condition (2) of Theorem 3. Therefore, from Theorem 3, G(T) is triconnected. 
We now show that G(T) admits a planar straight-line drawing with angular esolution 5° if and 
only if A(T) is planar. Let the edges of G(T) that are also edges of H(T) be called its primary edges. 
Given a planar drawing of A(T) it is easy to get a planar straight-line drawing of G(T) with angular 
resolution 5° , by simply placing the edges of each fan incident on its hub, at an angular separation 
of 5 ° from each other and from the primary edges of G(T). The remaining edges of G(T) (such as 
connector edges of the fans, etc.) can easily be placed at an angle at least 5 ° from their neighboring 
edges. 
Now suppose that G(T) has a planar straight-line drawing D with angular esolution 5°. Because 
of the use of fans, in D, the angles between the primary edges of G(T) is equal to the angle specified 
between them in A(T). We can get a planar drawing of A(T) from D by simply removing the fans 
of G(T) from D. [] 
Theorem 4. Given a triconnected planar graph and an angle ~, determining whether or not, it admits 
a planar straight-line drawing with angular resolution at least tx, is NP-hard. 
Proof. Let T be an instance of the 3-SAT problem. From Lemma 3, we can construct the associated 
triconnected planar graph G(T) of T in O(n2m 2) time, such that G(T) admits a planar straight-line 
drawing with angular esolution at least 5 °, if and only if T admits a satisfying truth-assignment. 
Hence, given a triconnected planar graph and an angle c~, determining whether or not it admits a 
planar straight-line drawing with angular esolution at least c~, is NP-hard. [] 
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Fig. 16. A series-parallel graph G (a) as a single dge (s, t), (b) as a series composition f Gt and G2, and (c) as a parallel 
composition fGi and G2. 
4. Testing a series-parallel angle graph for consistency 
In this section we give a linear-time algorithm for testing whether a series-parallel angle graph with 
non-zero angles is consistent or not, i.e., whether it admits a drawing or not. 
A series-parallel graph G with source s and sink t is defined recursively as follows: G is either a 
single edge (s, t) (see Fig. 16(a)), or a series composition (see Fig. 16(b)), or a parallel composition 
(see Fig. 16(c)) of two series-parallel graph G1 and G2. Let sl and tl be the source and sink, 
respectively, of Gl. Let s2 and t2 be the source and sink, respectively, of G2. A series composition of 
Gl and G2 is done by identifying vertices Sl and t2 (see Fig. 16(b)). For G in this case, s = s2 and 
t = tl. A parallel composition of G1 and G2 is done by identifying vertices t2 and tl, and the vertices 
82 and sl (see Fig. 16(c)). For G in this case, s : sl = 82 and t - t 1 = t 2. G1 and G2 are called the 
constituents of G. A series-parallel subgraph of G is either G, or a series-parallel subgraph of G1 
or G2. 
A series-parallel angle graph is an angle graph with a series-parallel graph as its underlying raph. 
We now describe how to test in linear time, whether a given series-parallel angle graph G with 
non-zero angles admits a drawing or not. We assume a polar coordinate system, with an origin o and a _____> -...+ 
reference axis. We denote the angle made by a line segment ab with the reference axis by angle(ab). 
l(O) denotes a line drawn from o at an angle 0 with the reference axis. 
In a preprocessing phase, we align the reference axis with an arbitrary edge of G and using this 
alignment compute the angles made by each edge of G with the reference axis. 
Let A be a series-parallel subgraph of G. Let s and t be the source and sink, respectively, of A. 
The testing of A for consistency is done recursively. Let A1 and A2 be the two constituents of A. 
We define a tuple sector(A) = (lowerboundtype, upperboundtype, lowerboundangle, upperboundangle) 
that represents he smallest (geometric) sector (see Fig. 17(a)) that contains all the possible drawings 
of A, assuming that s is always placed at the origin of the sector. Notice that sector(A) is bounded 
only by its boundary angles lowerboundangle and upperboundangle. It has infinite radius. Let a and 
/3 be two angles such that 0 ° ~< a ~</3 ~< 720 °. sector(A) is a completely characterized as follows: 
(1) 0 ° <~ lowerboundangle ~< 360 °, 0 ° <~ upperboundangle ~<720 °, and lowerboundangle ~< upper- 
boundangle. 
(2) lowerboundtype and upperboundtype are each either NONE, CLOSED or OPEN. 
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Fig. 17. Illustration of the concepts of: (a) a sector, (b) lies inside and reverse included, and (c) opposite sectors. 
(3) lowerboundtype = upperboundtype -- NONE if and only if A does not admit any drawing. 
(4) lowerboundtype and upperboundtype are not NONE, lowerboundangle = o~, and upperbound- 
angle =/3 if and only if all of the following conditions hold: 
(a) A admits at least one drawing, 
(b) in no drawing of A, line st ts at an angle less than c~ or more than/3 with the reference axis, 
and 
(c) if c~ #/3, then for each 0, such that c~ < 0 </3, there exists a drawing of A in which line st 
is at an angle/9 with the reference axis. 
(5) lowerboundt_~ype is CLOSED and lowerboundangle = c~ if and only if there is a drawing of A in 
which line st is at an angle a with the reference axis, but there is no drawing of A in which line 
...-+ 
st is at an angle less than c~ with the reference axis. 
(6) upperbound~pe is CLOSED and upperboundangle --/3 if and only if there is a drawing of A in 
which line st is at an angle/'3 with the reference axis, but there is no drawing of A in which line 
-.__+ 
st is at an angle greater than/3 with the reference axis. 
(7) lowerboundtype is OPEN and lowerboundangle = t~ if and only if there is no drawing of A 
in which line s-~ is at an angle a with the reference axis, but for any e, such that 0 ° < e < 
upperboundtype - c~, there is a drawing of A in which line ~ is at an angle equal to c~ + e with 
the reference axis. 
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Fig. 18. (a) A series-parallel angle graph G. (b) sector(G), assuming that su is aligned with the reference axis. 
(8) upperboundtype is OPEN and upperboundangle = /3 if and only if there is no drawing of A 
in which line ~-~ is at an angle /3 with the reference axis, but for any ~, such that 0 ° < e < 
_____+ 
/3 - lowerboundangle, there is a drawing of A in which line st is at an angle equal to/3 - c with 
the reference axis. 
For example, each drawing of the series-parallel graph G shown in Fig. 18(a), is contained in the 
sector R shown in Fig. 18(b), assuming that the edge (s, u) is aligned with the reference axis. sector(G), 
which represents R, is equal to (OPEN, OPEN, 0 °, 90°). The upperboundtype and lowerboundtype for 
sector(G) are both OPEN because both su and tu have non-zero lengths in every drawing of G. 
Let sector(A) = (lb, ub, c~,/3). Width of sector(A) is equal to/3 - c~. Therefore, sector(A) is a disk 
if it has width 360 ° and lb = ub = CLOSED. sector(A) is simple if sector(A) is either a disk, or has 
width at most 180 °. We say that a line l(O) lies inside sector(A) if the following holds: (a) 0 > a if 
lb = OPEN and 0 >~ c~ if lb = CLOSED, and (b) 0 </3 if ub = OPEN and 0 ~</3 if ub = CLOSED. 
We say that a line l(O) lies properly inside sector(A) if c~ < 0 < /3. Notice that if c~ --- /3, then 
no line can lie properly inside sector(A). We say that a line l(O) is reverse included in sector(A) 
if line l(O + 180 °) lies properly inside sector(A). For example, in Fig. 17(b), line a lies properly 
inside sector(A), line b lies inside sector(A), line d is reverse included in sector(A), and line c neither 
lies inside nor is reverse included in sector(A), sector(A1) and sector(A2) are opposite if there is a 
line l, such that, either l lies inside sector(A1) and is reverse included in sector(A2), or 1 lies inside 
sector(A2) and is reverse included in sector(A1) (see Fig. 17(c)). 
Sector(A), such that it is a simple sector, is determined recursively as follows. 
(1) (Recursively) determine sector(A1). 
(2) (Recursively) determine sector(A2). 
(3) Determine sector(A) from sector(Al) and sector(A2). 
sector(A) can be determined from sector(Al) and sector(A2) by considering the following three 
cases. 
(1) A is a single edge e = (s,t). Then sector(A) = (CLOSED, CLOSED, c~, ct), where c~ is the 
angle (between 0° and 360 °) made by e with the reference axis. Geometrically, sector(A) is a 
straight-line at an angle c~ with the reference axis. 
(2) A is a series-composition f A1 and A2. Let sector(At) = (lbt,ubl,~l,/31) and sector(A2) = 
(lb2, ub2, c~2,/32). Set sector(A) to (lb, ub, c~,/3), where lb, ub, ~ and/3 are determined as follows. 
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Fig. 19. sector(A), shown as darkly shaded region, when the series-parallel angle graph A is a series-composition f
series-parallel angle graphs Al and Az (sector(A1) and sector(Az) are shown as lightly shaded regions). (a) sector(A1) and 
sector(A2) are opposite. (b) sector(A1 ) and sector(A2) are not opposite, and c~2 -/31 ~< 180 °. (c) sector(A1 ) and sector(A2) 
are not opposite, and o~2 - /~1 • 180 °. 
Case 1. sector(A1) and sector(A2) are opposite. This is illustrated in Fig. 19(a). In this case, 
sector(A) = (CLOSED, CLOSED,0 °, 360°). Geometrically, sector(A) is a disk. Hence, in this 
case for every point p in the plane, there is drawing of A with s at origin and t at p. 
Case 2. sector(A1) and sector(A2) are not opposite. Geometrically sector(A) is the sector with 
smallest width that contains both the sectors sector(A1) and sector(A2) (see Fig. 19(b, c)). Notice 
that sector(A) in this case has width less than or equal to 180 ° (because otherwise sector(A1) and 
sector(A2) are opposite, and Case 1 applies). Assume without loss of generality that oq ~< a2. 
Now we show how to compute sector(A) numerically, c~ and/3 can be determined by considering 
two cases. 
• ~2- /31  ~< 180 °. This case is illustrated in Fig. 19(b). In this case, ot = ~1 and/3 = max(/31,/32). 
• a2 - /31  > 180 °. This case is illustrated in Fig. 19(c). In this case, ce ---- ce2 and/3 = max(/31 + 
360 ° ,/32). 
lb and ub can be determined as follows. 
• If lbl = OPEN, or lb2 = OPEN, or cq ¢ c~2, then lb : OPEN, otherwise, lb = CLOSED. 
• If ubl : OPEN, or ub2 = OPEN, or/31 ¢/32, then ub = OPEN, otherwise, ub = CLOSED. 
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Fig. 20. sector(A), shown as darkly shaded region, when the series-parallel angle graph A is a parallel-composition of 
series-parallel angle graphs Ai and A2 (sector(A1) and sector(A2) are shown as lightly shaded regions). (a) sector(Al ) is a 
disk. (b) ~l < a2 and /~2 < O~1 ~- 360 °. (c)/31 < a2 and/32 /> at + 360 °. (d)/31 >/a2. 
(3) A is a parallel-composition of A1 and A2. Let sector(A1) = (lbl, ubl, oq,/31) and sector(A2) = 
(lb2, ub2, a2,/32). Geometrically, sector(A) is the sector with largest width, that is contained in 
both sector(A1 ) and sector(A2) (see Fig. 20). Therefore, A does not admit a drawing if sector(A1) 
and sector(A2) are non-overlapping. Assume without loss of generality that Ol 1 ~ O~ 2. Also assume 
that if o~ 1 = OQ and lbl is OPEN, then lb2 is also OPEN. By • we denote a value that can be 
arbitrary chosen because the choice is not important to us. Because sector(A1) and sector(A2) are 
simple sectors, to compute sector(A) numerically, we consider the following four cases: 
• sector(A1) is a disk. This is illustrated in Fig. 20(a). In this case, sector(A) = sector(A2). 
• /31 < Ol 2 and /32 < al  + 360 °. This is illustrated in Fig. 20(b). In this case, sector(A) is empty. 
Hence, sector(A) = (NONE, NONE, . ,  ,). 
• /31 < a2 and /32 >/a l  + 360 °. We have four cases. 
- /32 = am + 360 °. Then, if lbl = CLOSED and lb2 = CLOSED, then sector(A) = 
(CLOSED, CLOSED, a l ,  a l ) ,  otherwise, sector(A) = (NONE, NONE, . ,  .).  
- /31 + 360 ° > /32 > al  + 360 °. This is illustrated in Fig. 20(c). In this case, sector(A) = 
(lbl, lb2, OL1,/32 -- 360°)- 
- al + 360 ° </31 + 360 ° =/32. Then, if ubl = CLOSED, then sector(A) = (lbl, ub2, oq,/31), 
otherwise, sector(A) = (lbl, OPEN, al,/31). 
- /31 + 360 ° </32. In this case, sector(A) = (lbl,ubl, al,/31). 
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• /31 ~ Ol2. Because sector(Al) and sector(A2) are both simple, we have that/32 ~</31 q" 180 ° ~< 
al + 360 °. We have five cases. 
- a2 = /31. Then, if ubl = CLOSED and lb2 = CLOSED, then sector(A) = (CLOSED, 
CLOSED, 012, a2), sector(A) = (CLOSED, CLOSED, 012, a2), otherwise, sector(A) = 
(NONE, NONE, ,, ,). 
- /32 >/31 > a2. This is illustrated in Fig. 20(d). In this case, sector(A) = (lb2, ubl, a2,/31). 
-- /32 = /31 > 012. Then, if ubl  = OPEN, then sector(A) = (lb2, Ubl,  012,/31), otherwise, 
sector(A) = (lb2, ub2, 012, /32)- 
- /31 >/32 > 011. Then, sector(A) = (lb2, ub2, 012, /32). 
- /32 = 012 = 011. Then, if lbl = CLOSED, then sector(A) = (CLOSED, CLOSED, al,  011), 
otherwise, sector(A) = (NONE, NONE, ,, ,). 
Theorem 5. Given a series-parallel angle graph G with non-zero angles and with n vertices, we 
can test whether G admits a drawing or not, as well as compute sector(A) for each series-parallel 
subgraph A of G, in O(n) time. 
Proofi First, we decompose G such that, for each series-parallel subgraph of G, we determine its 
constituents. This information can be determined in O(n) time and stored in O(n) space using a special 
data structure, called the decomposition tree of G [2]. For testing whether G admits a drawing or not, 
first align the reference axis with an arbitrary edge of G and using this alignment, for each edge 
e of G, compute the angle between e and the reference axis. This takes O(n) time. Next, compute 
sector(G) using the recursive procedure given above. Each step of this recursive procedure takes 
constant time. Since there are O(n) recursive step, one for each series-parallel subgraph of G, the 
total time-complexity is O(n). 
Now we prove the correctness of the above algorithm. Let sector(G) = (lbG, ubG, aG,/3G), as 
computed by the algorithm. We prove that G admits a drawing if and only if neither lbG nor ubG is 
equal to NONE. Let A be a series-parallel subgraph of G. Let sector(A) = (lb, ub, a,/3), as computed 
by the algorithm. We show that sector(A) is computed correctly and A admits a drawing if and only 
if neither lb nor ub is equal to NONE. Since G is a series-parallel subgraph of itself, this will prove 
the claim for G. 
For proving the correctness, we also show that sector(A) has the upper boundary and lower boundary 
inheritance properties given below (recall that in the preprocessing phase, we compute the angles 
between the edges of G and the reference axis). 
• Lower boundary inheritance property. If sector(A) is not a disk and lb = CLOSED, then there are 
vertices u and v in A, such that angle between edge su and the reference axis is a, and the angle 
between edge vt and the reference axis is a. 
• Upper boundary inheritance property. If sector(A) is not a disk and ub ----- CLOSED, then there 
are vertices u ~ and v p in A, such that angle between edge su ~ and the reference axis is either fl or 
/3 - 360 °, and the angle between edge vPt and the reference axis is either/3 or/3 - 360 °. 
If A consists of one and only one edge, then clearly sector(A) is computed correctly. A admits at 
least one drawing and correspondingly neither lb nor ub is equal to NONE. Also sector(A) trivially 
has the upper and lower boundary inheritance properties. 
Now suppose A consists of at least two edges. Then, A is a series or parallel composition 
of two series-parallel graphs A1 and A2. Let sector(A1) -- (lbl,Ubl,al,/31) and sector(A2) -- 
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(lb2, ub2, Oz2, /32) ,  as computed by the algorithm. Let sl and tl be the source and sink, respectively, 
of A1. Let s2 and t 2 be the source and sink, respectively, of A2. Let s and t be the source and sink, 
respectively, of A. There are two cases. 
(1) A is a series-composition of A1 and A2. Assume without loss of generality that sl = t2, s = s2 
and t = ~1 (see Fig. 16(b)). We consider two cases• 
Case 1. sector(A1) and sector(A2) are opposite (see Fig. 19(a)). sector(A1) and sector(A2) can 
be opposite under two situations (recall the definition of opposite given earlier). We give the proof 
for the situation when sector(A1) and sector(A2) are opposite because there is a line l' such that 
l' lies inside sector(Al ) and is reverse included in sector(A2); the proof for the other situation is 
similar. Suppose l ~ is at an angle 0 with the reference axis. Let l" be a line that passes through o, 
and is at angle 0 + 180 ° with the reference axis (see Fig. 21(a, b)). Our claim is that sector(A) 
is a disk, i.e., for every point p in the plane, there is a drawing of A in which s is placed at the 
origin o and t is placed at p. Because l" lies properly inside sector(A2), there exists an angle # 
such that line l(#) lies inside sector(A2), and the smaller angle between line l(O) and line l(lz) is 
less than 180 °. Let q be a point on line l(#) such that line qp is at angle 0 with the reference axis. 
Let rl = qp and I" 2 = oq. Let D1 be a drawing of A1 in which angle(sltl) = 0 and sltl = rl. 
Let D2 be a drawing of A2 in which angle(s2t2) = # and szt2 = r2. We can construct a drawing 
of A in which s is at 0 and t is at p by placing Dl and D2 such that sl and t2 are placed at q, s2 
is placed at o, and tl is placed at p (see Fig. 21(b)). Because sector(A) is a disk, it trivially has 
the upper and lower boundary inheritance properties. 
Case 2. sector(A1) and sector(A2) are not opposite (see Fig. 19(b, c)). This is illustrated in 
Fig. 21(c, d). Let p be a point that lies inside sector A. Because sector(A) has width at most 
180 °, basic geometric onsiderations show that, except for the case when oz 1 = /31 = 0<2 - -  180°  = 
/52 - 180 °, there exist angles #1 and #2, such that line l(#l) lies inside sector(A1), line l(#2) 
lies inside sector(A2), the smaller angle between I(#1) and ~ is less than 180 ° and the smaller 
angle between/(#2) and ~ is also less than 180 °. Let q be a point on/(#2) such that line qp is 
at an angle ]~1 with the reference axis. Let rl = qp and r2 ---= oq. Let D1 be a drawing of A1 in 
which angle(sit1) = #1 and slt l  = rl. Let D2 be a drawing of A2 in which angle(s2t2) = #2 
and s2t2 = r2. We can construct a drawing of A in which s is at o and t is at p by placing D1 and 
D2 such that sl and t2 are placed at q, s2 is placed at o, and tl is placed at p (see Fig. 21(d)). It 
therefore, remains to be shown that the case c~1 =/31 = c~2 - 180 ° =/32 - 180 ° can not happen. 
Suppose for contradiction that it happens. Since 51 = /31, we have that lbl = Ubl = CLOSED. 
Since sector(A1) has the lower boundary property, there is a vertex/L 1 in A1, such that edge SlUl 
is at angle al with the reference axis. Since c~2 =/32, we have that lb2 = ub2 = CLOSED. Since 
sector(A2) has the upper boundary property, there is a vertex u2 in A2, such that edge uzt2 is at 
angle c~2 with the reference axis. Since c~2 = c~1 + 180 °, and sl = t2 (see Fig. 21(d)), Sl has two 
edges incident on it, namely, U2Sl and 81ul, that have zero angle between them, contradicting the 
fact that G has non-zero angles only. Hence, the case c~ 1 = /31 = 0 :2  - -  180°  ~-  /32 - -  180° can not 
happen. If p is a point that does not lie inside sector(A), then simple geometric onsiderations 
show that there do not exist any angles ]~1 and #2, as described above. Therefore, A does not 
have any drawing in which t is placed at p and s is placed at o. Therefore, sector(A) is computed 
correctly. We now show that sector(A) has the upper and lower boundary inheritance properties. 
We give the proof for the lower boundary inheritance property; the proof for the upper inheritance 
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Fig. 21. Proof of Theorem 5. Series-parallel graph A is a series-composition of series-parallel graphs A~ and A2. (a) Case 1: 
sector(Aj) and sector(A2) are opposite. (b) Constructing a drawing of A for Case 1. (c) Case 1: sector(A1) and sector(A2) 
are not opposite, (d) Constructing a drawing of A for Case 2. 
property is similar, lb is CLOSED only if both lbl and lb2 are CLOSED, and c~ = OL 1 = Ce 2. 
By inductive hypothesis, sector(A1) and sector(A2) both have the lower boundary inheritance 
properties. Therefore, there are vertices ul and u2 such that edges Ul t l  and s2u2 are at an angle a 
with the reference axis. Since s -= s2 and t = tl, sector(A) also has the lower boundary inheritance 
property. The proof for the upper boundary inheritance property is similar. 
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(2) A is a parallel-composition f A1 and A2. Denote by N(sector(A1),sector(A2)), the sec- 
tor with greatest width that is contained in both sector(A1) and sector(A2). We prove that 
sector(A) = Cq(sector(A1), sector(A2)). Because s = sl = 82 and t = tl = t2, in every drawing of 
A, angle(sltl) = angle(s2t2) = angle( st ). Therefore, line/(angle( st )) lies inside both sector(A1) 
and sector(A2). Hence, sector(A) c_ N(sector(Al), sector(A2)). Let l' = l(0) b__~e a line lying inside 
C3(sector(A1), sector(A2)). There exists a drawing D1 of Al in which angle(sltl) = 0. Also, there 
exists a drawing D2 of A2 in which angle~2t2 ) = 0. Therefore, there exists a drawing of A, con- 
structed from Dl and D2 in which angle(st) = 0. Hence, fq(sector(A1), sector(A2)) c sector(A). 
Therefore, sector(A) = N(sector(A1), sector(A2)). Hence, sector(A) is computed correctly by the 
algorithm. As for lower and upper boundary properties, when lb ¢ NONE and ub ¢ NONE, lb is 
either lbl or lb2, ub is either ubl or ub2, c~ is either ctl or c~2,/3 is either/31 or/32 or/31 - 360 ° 
or/32 - 360 °. Since s = Sl = s2 and t = tl = t2, and sector(A1) and sector(A2) have the lower 
and upper boundary properties, it follows that sector(A) also has the lower and upper boundary 
properties. [] 
5. Multilayered angle graphs 
We restate the definitions of multilayered and multiplanar angle graphs given in Section 1.3. 
A multilayered angle graph is an angle graph in which each edge is assigned to one of the sev- 
eral layers available. A bilayered angle graph is one whose edges are assigned to two layers only. 
Recall from Section 1.3 that, by definition, a drawing of a multilayered angle graph is always two- 
dimensional. A multilayered angle graph is multiplanar if it admits a drawing in which edges as- 
signed to the same layer do not cross each other. The multiplanarity testing problem is stated as 
follows. 
Given a consistent multilayered angle graph G, test whether G is multiplanar or not, i.e., whether 
G admits a drawing in which there is no crossing between the edges assigned to the same layer. 
In this section, we show that the multiplanarity testing problem is NP-hard. In fact, we show some- 
thing stronger, that testing even bilayered rectilinear angle graphs for multiplanarity is NP-hard. For 
proving our NP-hardness result, we use a reduction from the well-known NP-hard problem, 3-SAT 
problem [18], which we give below. 
Given a set X = {Xl, x2 , . . .  , Xn} of variables and a set C = {el ,  e2 , . . . ,  Cm} of clauses over X 
such that every clause has exactly three literals, is there a satisfying truth assignment for C? 
Let T be an instance of the 3-SAT problem, with n variables and m clauses. We construct a bilayered 
rectilinear angle graph A(T), called the associated angle graph of T, in polynomial time such that 
T admits a satisfying truth-assignment if and only if A(T) is multiplanar. The edges of A(T) are 
assigned to two layers, namely, red and blue. Those assigned to the red layers are called the red edges, 
and those assigned to the blue layers are called the blue edges. 
The rest of this section is organized as follows. In Section 5.1, we describe some gadgets (which 
are consistent bilayered rectilinear angle graphs) that are used for the construction of A(T). In Sec- 
tion 5.2, we describe a consistent bilayered rectilinear angle graph called a completed course. This 
graph consists of some of these gadgets, and is used to construct A(T). Finally, in Section 5.3, we 
completely describe A(T). 
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Fig. 22. (a) A subcourse S. (b) A right-heavy subcourse. (c) A left-heavy subcourse. In the figure, except for the reference, 
value, inner and separation edges, an edge is shown as a thick line if it is a red edge, and is shown as a thin line if it is a 
blue edge. 
5.1. Some gadgets 
We now describe some consistent bilayered rectilinear angle graphs that are used for constructing 
A(T). 
• Subcourse. A subcourse S is shown in Fig. 22(a). Vertex uj, where 0 ~< j ~< 2m + 2, is called 
the 3th input vertex of S. Vertex vj, where 0 <~ j ~< 2m + 2, is called the jth output vertex of S. 
Edge (tj, tj+l), where 1 ~< j ~< m, is called the jth reference dge of S. Edge (sj, sj+l), where 
1 ~< j ~< m is called the jth value edge of S. Edge (a2j-l, a2j), where 1 ~< j ~< m, is called the 
jth inner edge of S. Edges (u2j, Sj+l), (sj+j, a2j) and (a2j, v2j), where 1 ~< j ~< m, are the jth 
value-separation edges of S. Edges (u2j-1, tj), (tj, a2j-l) and (a2j-l,v2j-1), where 1 ~< j ~< m, 
are the jth reference-separation edges. Each reference, value, inner and separation edge is either 
blue or red (as will be described later in Section 5.3). Edge (v2j-1, v2j), where 1 ~< j ~< m, is called 
the jth output edge of S and is red. Edge (u2j-l, u2j), where 1 ~< j ~< m, is called the jth input 
edge of S and is red. Edges (to, tl) and (tm+l,tm+2) are both red. Edge (Sm+l,Sm+2) is red. All 
the remaining edges of S are blue. 
Let D be a drawing of S. Assume without loss of generality that the reference and value edges of 
A(T) are drawn vertically in D (see Fig. 22(a)). The line-segment lv = sl Sm+l is called the value 
line-segment of S in D. The line-segment Ir = tltm+t in D is called the reference line-segment of
S in D. In D, either Iv is to the fight of lr (Fig. 22(b)), or Iv is to the left of lr (see Fig. 22(c)), or 
both lv and Ir overlap. S is left-heavy (right-heavy, balanced, respectively) if Iv is left of Ir (right 
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Fig. 23. (a) A starting location. (b) An ending location. (c) A hurdle. (d) A runner. Blue edges are shown as thin lines and 
red edges are shown as thick lines. 
of lr, overlapping with lr, respectively). As we will see later, each subcourse S corresponds to a 
variable x, and the left-heavy (right-heavy) "state" of S corresponds to x being t rue  ( fa l se )  in 
a satisfying truth-assignment of T. 
• Starting and ending location. A starting location L is shown in Fig. 23(a) and an ending location L' 
is shown in Fig. 23(b). Vertex CA (e~), where 1 <<. j <<, m, is called the jth starting (ending) vertex 
of L (L'). Vertex wj (w~), where 0 <~ j ~< 2m + 2, is called the jth separation vertex of L (L'). 
All the edges of both L and L' are blue. 
• Hurdle. A hurdle H is shown in Fig. 23(c). Vertex 93, where 0 <~ j ~< 2m + 2, is the jth input 
vertex of H. Vertex by, where 0 ~< j ~< 2m + 2, is called the jth output vertex of H. Each edge 
(h A, hi+l), where 0 ~< j ~< 2m + 2, is red. The other edges of H are all blue. 
• Runner. A runner R (see Fig. 23(d)) is simply a connected sequence of 13 edges that alternates 
between red and blue. The angle between consecutive edges is 180 °. Vertex a is the first end-point 
of R and vertex a' is its last end-point. The edges of R incident on a and a' are called the first 
and last edges of R, respectively. The first edge of R is blue. As we will see later, each runner 
corresponds to a clause. 
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Fig. 24. A high-level view of (a) completed course Gn, (b) angle graph A(T). 
5.2. Completed course 
We now describe a consistent bilayered rectilinear angle graph called completed course. A course 
Ki is constructed recursively as follows. 
1. K1 is the subcourse Sl. $1 is called the first subcourse of Kl. 
2. tfi is constructed from Ki-1 by joining the kth output vertex of the (i - 1)st subcourse Si-1 of 
Ki-1 with the kth input vertex of subcourse Si, using a blue edge. Si is called the ith subcourse 
of Ki. For each j, such that 1 ~< j ~< i - 1, the jth subcourse of Ki-l is also called the jth 
subcourse of Ki. 
A completed course Gn consists of course/(n,  a hurdle H, a starting location L and an ending 
location U. In G,~, the jth separation vertex of L is connected with the jth input vertex of the 
first subcourse of Kn, with a blue edge. Also, the jth output vertex of the nth subcourse of Kn 
is connected with the jth input vertex of H, with a blue edge, and the jth output vertex of H is 
connected with the jth separation vertex of L', also with a blue edge. Fig. 24(a) shows a high-level 
view of Gn. 
5.3. Angle graph A(T) 
We are now in a position to describe A(T). As shown in Fig. 24(b), A(T) consists of m runners 
R~,R2,... ,Rm (one for each clause of T), and a completed course G consisting of a hurdle H, 
starting and ending locations L and L ~, respectively, and a course Kn consisting of n subcourses 
S I ,  $2 , .  • • , Sn  (one for each variable of T). Runner Rj is called the representative of the clause ej in 
A(T). For each Rj, its first end-point coincides with jth starting vertex of L, and its last end-point 
coincides with jth ending vertex of U. Subcourse Si is called the representative of the variable xi in 
A(T). 
The value, reference, inner and separation edges of subcourse Si are assigned to the red and blue 
layers as follows. If variable xi does not occur in clause cj or occurs both negated and un-negated, then 
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Table 1 
The color of the jth reference, value, inner and separation edges of subcourse Si 
Color in Si of its 
jth reference jth value jth inner jth value jth reference 
edge edge edge separation edges separation edges 
x~ ~ cj and ~ ~ cj red red red blue blue 
xi E cj and ~i E cj red red red blue blue 
.~ C cj and x~ ~ cj red blue blue blue red 
xi E cj and :ri ~ cj blue red blue red blue 
( 
( lib • 
R3 1 
L S 1 S 2 S 3 H L' 
Fig. 25. A multiplanar drawing D of the associated angle graph A(T) of an instance T of the 3-SAT problem, where T 
consists of the variables Xl, x2 and x3, and the clauses (xl,5:E,X3), (Xl,X2,:~3) and (~1,x2,:~3). D corresponds to the 
troth-assignment x~ = true,  x2 ---- fa l se  and x3 = fa l se .  The red edges are shown as thick lines, and the blue edges 
are shown as thin lines. 
the 3th reference dge, the j th value edge and the j th  inner edges are all red, and all the j th  separation 
edges are blue. If variable xi occurs in clause cj either as negated or un-negated but not as both, then 
the j th  inner edge is blue. If variable x~ occurs negated in cj then the j th reference dge is red, j th 
value edge is blue, all the j th value-separation edges are blue, and all the j th  reference-separation 
edges are red. If variable xi occurs un-negated in cj then the j th reference dge is blue, j th value 
edge is red, all the j th value-separation edges are red, and all the j th reference-separation edges are 
blue. This coloring scheme is summarized in Table 1. 
Fig. 25 shows an example. 
Lemma 4. Let T be an instance of the 3-SAT problem, with n variables and m clauses. Its associated 
angle graph A(T)  has O(nm) vertices and edges. A(T)  can be constructed in O(nm) time. 
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Proof. A(T) has n subcourses, one for each variable, m runners, one for each clause, a starting 
location L, an ending location U and a hurdle H. Graph L, U and H, each have O(m) vertices 
and edges. Each subcourse has O(m) vertices and edges. Each runner has O(n) vertices and edges. 
Therefore A(T) has a total of O(nm) vertices and edges. A(T) can easily be constructed in O(nm) 
time. [] 
Lemma 6 shows that T admits a satisfying truth-assignment if and only if A(T) is multiplanar. 
It uses the following correspondence b tween a multiplanar drawing D of A(T) and a satisfying 
truth-assignment ~P of T: variable x~ is t rue  in ~ if and only if subcourse Si is left-heavy in D. 
We need to do some groundwork before we prove Lemma 6. First some definitions. We assume a 
right-handed three-dimensional Cartesian coordinate system. We denote by x(p), y(p) and z(p), the 
x-, y- and z-coordinates of a point p. A point p is to the left (right) of another point q if x(p) < x(q) 
(x(p) > x(q)). A vertical line l is to the left (right) of another vertical line l' if l is drawn at an 
x-coordinate less than (greater than) the x-coordinate at which l ~ is drawn. Let D be a multiplanar 
drawing of A(T). Assume without loss of generality, that the runners of A(T) are drawn horizontally 
in D and the starting location L is drawn to the left of the ending location U. Let R be a runner of 
A(T). Let e = (u, v) be an edge of R. Notice that e is drawn horizontally in D. In D, the right (left) 
end-point of e is the one that is placed to the right (left) of its other end-point. Assume without loss 
of generality that u is the left end-point of e in D. Edge e spans a vertically drawn edge e ~ = (u ~, v ~) 
if x(u) <<, x(u') <~ x(v) and either y(u') <~ y(u) <~ y(v') or y(v') <~ y(u) <<. y(u'), e is the incoming 
(outgoing) edge of R in subcourse Si if it spans the jth input (output) edge of Si. R spends d edges 
to span subcourse Si if d consecutive vertices vl, v2,. . . ,  Vd of R are placed such that for each vk, 
the following holds: (a) vk is placed to the left of the output vertices of Si, and (b) Vk is placed to 
the fight of the output vertices of Si-1 if i >~ 2. R spends d edges to span hurdle H if d consecutive 
vertices vl, v2,. . . ,  Vd of R are placed such that for each vk, the following holds: (a) vk is placed to 
the left of the output vertices of H, and (b) vk is placed to the fight of the output vertices of Sn. 
Subcourse Si is said to be neutral to runner Rj in D if variable x~ either does not occur in clause 
ej, or occurs both negated and un-negated in clause cj. If variable xi occurs either only negated or 
only un-negated in clause cA, then subcourse Si is said to be compatible (not compatible, otherwise) 
to runner Rj in D if: 
(1) variable xi occurs only negated in clause cj and Si is fight-heavy in D, or 
(2) variable xi occurs only un-negated in clause cj and Si is left-heavy in D. 
Lemma 5. Let D be a multiplanar drawing of A(T). Each subcourse of A(T) is either left-heavy or 
right-heavy in D. 
Proofi Assume for contradiction, that there is a subcourse Si of A(T) that is balanced in D, i.e., 
the reference line-segment and the value line-segment of Si overlap in D. Consider a runner Rj of 
A(T) such that variable xi occurs in clause cj. Rj consists of a sequence of alternating red and blue 
edges. Let e be the edge of Rj that spans the 3th reference as well as the jth value edge of Si (notice 
that these two edges are overlapping, therefore  spans both of them). Since the jth reference and 
3th value edge of Si edges have different colors, it follows that one of them has the same color as e, 
contradicting the assumption that D is a multiplanar drawing. Therefore, Si is either left-heavy or 
right-heavy in D. [] 
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Fig. 26. Runner Rj spends two edges to span hurdle H in any multiplanar drawing, e is the jth output edge of S,~. Notice 
that the outgoing edge of Rj in Sn is blue in any multiplanar drawing. The red edges are shown as thick lines and the blue 
edges are shown as thin lines. 
Lemma 6. A(T) is multiplanar if and only if T admits a satisfying truth-assignment. 
Proof. If. Suppose T admits a satisfying truth-assignment if'. We construct a multiplanar drawing of 
D of A(T) (see Fig. 25 for an example). In D, subcourse Si is left-heavy if variable xj is t rue  and 
is right-heavy if variable xj is fa l se .  The runners of A(T) are drawn such that, for every subcourse 
Si, and runner R 5, the following holds. 
(1) If Si is neutral to Rj, then Rj spends exactly 0 edges to span Si. 
(2) If S~ is compatible to Rj, then Rj spends exactly 2 edges to span S~. 
(3) If Si is not compatible to Rj, then Rj spends exactly 4 edges to span S~. 
(4) R 5 spends exactly 2 edges to span hurdle H. 
(5) The first edge of Rj is the incoming edge of Rj in SI. 
(6) The outgoing edge of Rj in Si is also the incoming edge of Rj in Si+l. 
Because ~ is a satisfying truth-assignment, for each runner Rj, there exists a subcourse S~, such 
that Si is compatible with Rj. Hence, in D, each runner spends a maximum of 12 edges for spanning 
all the subcourses and the hurdle H (see Fig. 25). 
We now show that each runner Rj can be drawn as described above. Because D is multiplanar, and 
the input and output edges of Sn are red, the outgoing edge Rj in Sn is blue. Therefore, as shown in 
Fig. 26, Rj can be drawn such that it spends exactly 2 edges to span hurdle H. 
Now we prove our claim about he number of edges pent by the runners for spanning the subcourses 
of A(T). Again, because D is multiplanar, the incoming edge of Rj in Si is blue. R 5 spans the jth 
input, jth value, jth reference, jth inner and jth output edges of Si, in that order from left to right, if 
Si is left-heavy. On the other hand, Rj spans the jth input, jth reference, jth value, jth inner and jth 
output edges of Si, in that order from left to right, if Si is right-heavy. We consider the following cases: 
(1) Si is neutral to Rj. Since the jth reference, jth value, jth input, jth output and jth inner edges 
of Si are all red, Rj can easily be drawn without any crossing between same colored edges such 
that it spends 0 edges for spanning Si (see Fig. 27(a)). 
(2) Si is compatible with Rj. In both the cases when S~ is left-heavy or right-heavy, Rj spans in 
Si, two red, two blue and one red edge, in that order from left to right. Rj can easily be drawn 
without any crossings between same colored edges such that it spends only 2 edges for spanning 
Si (see Fig. 27(b), where only ~ occurs in ej and Si is right-heavy). 
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Fig. 27. Subcourse S~ spanned by a runner Rj in a multiplanar drawing. 9 is the jth output edge of S~-1. b, c, d, e and f 
are the jth input, reference, value, inner and outer edges, respectively, of S~. The red edges are shown as thick lines and the 
blue edges are shown as thin lines. (a) Si is neutral to/~j: Rj spends 0 edges. (b) S~ is compatible with/~j: Rj spends 2 
edges. An example is when variable x~ occurs only negated in cj and S~ is right-heavy, (c) S~ is not compatible with Rj: 
R3 spends 4 edges. An example is when variable z~ occurs only negated in ej and S~ is left-heavy. 
(3) Si is not compatible with Rj. In both the cases when Si is left-heavy or right-heavy, Rj spans 
in Si, one red, one blue, one red, one blue and one red edge, in that order from left to right. Rj 
can easily be drawn without any crossings between same colored edges such that it spends only 
4 edges for spanning S~ (see Fig. 27(c), where only ~ occurs in cj and Si is left-heavy). 
Only if. Let D be a multiplanar drawing of A(T) (see Fig. 25 for an example). From D, we construct 
a truth-assignment g' of T. From Lemma 5, each subcourse Si is either left-heavy or right-heavy. In 
q~, a variable x~ is t rue  if and only if subcourse Si is left-heavy. 
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We claim that ~o is a satisfying truth-assignment of T. A clause is trivially satisfiable if a variable 
occurs in it both negated and un-negated. Therefore, from the definition of compatibility, this is 
equivalent to claiming that for each runner Rj of A(T), such that no variable occurs both negated and 
un-negated in clause cj, there exists a subcourse of A(T) that is compatible with Rj in D. Suppose for 
contradiction, there is a runner Rj of A(T) such that no variable occurs both negated and un-negated 
in clause cj and R 5 has no compatible subcourse in D. We show that in D, Rj spends a total of at least 
14 edges to span all the subcourses and the hurdle of A(T). Suppose a variable xi occurs in clause 
cj. Consider subcourse Si. From Lemma 5, Si is either left-heavy or right-heavy in D. Therefore, in 
D, Rj either spans the jth input, jth value, jth reference, jth inner and jth output edges of Si, in that 
order from left to right (when Si is left-heavy), or Rj spans the jth input, jth reference, jth value, 
jth inner and jth output edges of S~, in that order from left to right (when Si is right-heavy). In both 
the cases, since Si is not compatible with Rj, Rj spans in Si, one red, one blue, one red, one blue 
and one red edge, in that order from left to right. Since D is multiplanar, the incoming edge of Rj 
in S~ is blue. Rj, therefore, needs to spend at least 4 edges to span Si (see Fig. 27(c), where only Y~i 
occurs in cj and Si is left-heavy). Because clause cj has exactly three literals, Rj spends at least 12 
edges to span all the subcourses of A(T). Because D is multiplanar, Rj spends at least 2 more edges 
to span H (see Fig. 26). Hence, in D, Rj spends a total of at least 14 edges to span all the subcourses 
and the hurdle of A(T). This is not possible since Rj has only 13 edges. Therefore, Rj has at least 
one compatible subcourse in D. [] 
We are now ready to present he main theorem of this section. 
Theorem 6. The problem of testing whether a consistent bilayered angle graph is multiplanar is
NP-hard. 
Proof. Let T be an instance of the 3-SAT problem. From Lemmas 4 and 6, we can construct he 
associated angle graph A(T) of T in O(nm) time, such that A(T) is multiplanar if and only if T 
admits a satisfying truth-assignment. Hence, given a consistent bilayered angle graph, testing whether 
it is multiplanar or not, is NP-hard. [] 
The following corollary is immediate. 
Corollary 3. The problem of testing whether a multilayered angle graph is multiplanar isNP-hard. 
6. Discussion 
A (general) graph can be tested for planarity in linear time [5,24]. Similarly, the equivalent mul- 
tiplanarity problem for general graphs is also solvable in linear time: a multilayered (general) graph 
is multiplanar if and only if each subgraph consisting of the edges assigned to the same layer is 
planar [39]. We have however shown both of these problems to be NP-hard for angle graphs. Also 
every graph can be drawn in quadratic area [38], whereas we have shown that certain angle graphs 
require exponential rea. Thus angle graphs are more "difficult" than general graphs in some sense, at 
least for the problems that we have studied. It may be interesting to do a further comparative study 
of angle graphs and general graphs. 
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One important open problem is to give an improved characterization f a consistent angle graph 
so that testing an angle graph for consistency can be done faster. A possible approach could be to 
express the consistency of an angle graph in terms of the consistency of its cycles. The following 
characterization f a consistent cycle may be useful. Let C -- {v0, vl , . . . ,  Vm, V0} be a cycle. Introduce 
variables Xi,(i+l)mod(m+l ) and YL(i+l)mod(m+l) for every edge (vi, V(i+l)mod(m+l)) of C. Intuitively 
Xi,j (Yi,j) corresponds to the difference in the :r-coordinates (y-coordinates) of the vertices vi and 
vj. Let si,j be the slope of the edge (vi, vj). We have that C is consistent if and only if there is an 
assignment of Xi,j's such that 
E O~i,(i+l)m°d(m+l)Xi,(i+l)m°d(re+l) = O, E ~i,(i+l)m°d(m+l)~i,(i+l)m°d(re+l) = O, 
O~i~m O~i~m 
and for every edge (vi, vj), Yi,j = [si,jlXi,j. Here, c%j is 1 if the edge (vi, Vj) is at an angle between 
-90  ° and 90 ° with the positive :r-axis and is -1  otherwise, and/3i,j is 1 if the edge (vi, vj) is at an 
angle between 0° and 180 ° with the positive :r-axis and is -1  otherwise. 
Another open problem of great theoretical and practical importance is applying the techniques of 
Tamassia's bend-minimization algorithm [35] to construct planar drawings of general planar graphs, 
not just orthogonal planar graphs. 
Finally, although we have shown NP-hardness of the planarity testing problem for general angle 
graphs, it is useful to characterize angle graphs for which this problem can be solved in polynomial 
time. 
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