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ABSTRACT
Aims. The goal of this work is to test the ability of Schwarzschild’s orbit superposition method in measuring the mass content, scale
radius and shape of a flattened dwarf spheroidal galaxy. Until now, most dynamical model efforts have assumed that dwarf spheroidal
galaxies and their host halos are spherical.
Methods. We use an Evans model (1993) to construct an isothermal mock galaxy whose properties somewhat resemble those of
the Sculptor dwarf spheroidal galaxy. This mock galaxy contains flattened luminous and dark matter components, resulting in a
logarithmic profile for the global potential. We have tested how well our Schwarzschild method could constrain the characteristic
parameters of the system for different sample sizes, and also if the functional form of the potential was unknown.
Results. When assuming the true functional form of the potential, the Schwarzschild modelling technique is able to provide an
accurate and precise measurement of the characteristic mass parameter of the system and reproduces well the light distribution and
the stellar kinematics of our mock galaxy. When assuming a different functional form for the potential, such as a flattened NFW
profile, we also constrain the mass and scale radius to their expected values. However in both cases, we find that the flattening
parameter remains largely unconstrained. This is likely because the information content of the velocity dispersion on the geometric
shape of the potential is too small, since σ is constant across our mock dSph.
Conclusions. Our results using Schwarzschild’s method indicate that the mass enclosed can be derived reliably, even if the flattening
parameter is unknown, and already for samples containing 2000 line-of-sight radial velocities, such as those currently available.
Further applications of the method to more general distribution functions of flattened systems are needed to establish how well the
flattening of dSph dark halos can be determined.
Key words. dark matter – Galaxies: dwarf – Galaxies: kinematics and dynamics
1. Introduction
In the current cosmological ΛCDM model most of the mass is
believed to be in the form of (cold) dark matter. While successful
on large scales, on the scales of dwarf galaxies, the model suffers
a number of challenges, including the missing satellites problem
(Klypin et al. 1999; Moore et al. 1999), the cusp-core conundrum
(Hui 2001), and the too big to fail problem (Boylan-Kolchin et al.
2011), although all may be solved one way or another by con-
sidering the effects of baryonic physics (e.g. Zolotov et al. 2012;
Brooks et al. 2013; Wetzel et al. 2016; Kim et al. 2018). The
dwarf spheroidal satellite galaxies (dSph’s or dSph galaxies) of
our Milky Way can provide particularly strong constraints on
the nature of dark matter, since their high mass-to-light ratios
suggest that they are fully dark matter dominated (Strigari et al.
2008; Walker et al. 2007; Wolf et al. 2010).
Various methods have been used to develop dynamical mod-
els of dSph galaxies using line-of-sight velocity measurements
for large samples of individual stars in these systems (e.g.
Battaglia et al. 2006, 2008a,b, 2011; Walker et al. 2009a, 2015).
Modelling via the Jeans Equations, distribution functions, and
orbit superposition methods like Schwarzschild modelling are
amongst those most often used (Battaglia et al. 2013). All these
methods have in common that they assume that the systems are
in dynamical equilibrium.
The Jeans Equations are derived by taking moments of the
Collisionless Boltzmann Equation, which itself describes the
conservation of probability in phase-space (Binney & Tremaine
2008). Not every solution of the Jeans equations has an associ-
ated distribution function that is physical (i.e. positive) every-
where. Furthermore finding a solution requires additional as-
sumptions, for example on the functional form of the density
profile and on the velocity anisotropy (because this is gener-
ally not known, although see the work by Massari et al. 2018,
who determined directly the anisotropy of a sample of stars in
the Sculptor dSph using proper motions derived from Gaia and
HST). Because Jeans modelling is very flexible and fast it has
become the most widely used tool to model dSph galaxies, par-
ticularly in the spherical limit. It has, for example, allowed for
a robust (independent of the velocity anisotropy) measurement
of the mass enclosed within approximately the half light radii of
the dSph galaxies (Walker et al. 2009b; Wolf et al. 2010), and
the determination that the masses of the classical dSph’s are in
the range ∼ (108 − 109)M (e.g. Walker et al. 2007). On the
other hand, it has not been possible to rule out cusped or cored
profiles on the basis of these types of models (e.g. Evans et al.
2009; Strigari et al. 2017).
The Schwarzschild (1979) modelling technique relies on the
idea that a system can be seen as a superposition of stellar orbits.
In Schwarzschild modelling one only needs to assume a specific
gravitational potential form. The method does require a signifi-
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cant amount of computing power and therefore a smaller set of
gravitational potentials can be explored in comparison to Jeans
modelling. Breddels & Helmi (2013) have applied this method
to 4 dwarf spheroidal galaxies and by modelling both the second
and fourth line-of-sight velocity moments and assuming spheri-
cal symmetry they find that, independently of the particular form
assumed for the potential, it is possible to constrain not only the
mass at around the half-light radius (more precisely at r−3 where
the logarithmic slope of the luminous density is −3) but also the
logarithmic slope of the dark matter density.
Most work thus far has assumed that dwarf spheroidal galax-
ies and their host halos are spherical, despite the fact that their
light distribution is typically not round (Irwin & Hatzidimitriou
1995; McConnachie 2012). Furthermore, dark matter halos are
predicted to be triaxial (Jing & Suto 2002) when no baryonic ef-
fects are taken into account, although subhalos in cold dark mat-
ter simulations that could host dSph’s are only mildly triaxial,
and almost axisymmetric (Vera-Ciro et al. 2014). This implies
that it is important to establish how many and which of the pre-
viously mentioned results still stand when taking into account
deviations from spherical symmetry.
Kowalczyk et al. (2017, 2018) have in fact studied the abil-
ity of recovering the mass profile and anisotropy of the remnants
of the mergers of dwarf disky galaxies (one postulated channel
for the formation of dSph) when using spherical Schwarzschild
models. These authors have shown that for spherical remnants
the method can break the mass-anisotropy degeneracy, whereas
for non-spherical (prolate) remnants the anisotropy will always
be underestimated, although the total mass profile will be recov-
ered well for data along the minor axis (although not if the data
are along the major axis).
On the other hand, Hayashi & Chiba (2012, 2015) used ax-
isymmetric Jeans modelling to infer the axis ratio of the dark
matter density distribution (Q) in several dSph’s assuming a con-
stant velocity anisotropy βz. They report rather low axis ratios
(Q = [0.3 − 0.5]) compared to the observed projected flattening
in the light (q′∗ ∼ 0.7). These low values are somewhat coun-
terintuitive, though the results may be affected by degeneracies
between Q, the velocity anisotropy profile, the viewing angle of
the dSph, and the inner slope of the dark matter density profile.
In Hayashi et al. (2016), a very similar technique was applied to
unbinned data, and for e.g. Scl dSph, the authors found that the
flattening parameter is largely unconstrained.
In this work we explore the performance of the
Schwarzschild modelling technique in the axisymmetric
regime, to free ourselves from the assumptions inherent to Jeans
models. We test the method on a mock Sculptor-like dSph and
consider axisymmetric mass distributions for both the light
and the dark matter component and establish how well the
characteristic parameters of the potential can be recovered, for
different sample sizes.
The paper is organised as follows. In Sect. 2, we set up a
mock galaxy and simulate a realistic dataset. In Sect. 3 we de-
scribe the Schwarzschild method and its implementation in this
work. Then, in Sect. 4.1, we apply the Schwarzschild method
and show that we can recover the characteristic mass parameter
of the mock galaxy potential, irrespective of the potential flat-
tening assumed. In Sect. 4.2 we model our mock galaxy with
an axisymmetric NFW potential form and show that, even in this
case, the Schwarzschild method is able to constrain the mass and
scale radius to the expected values for datasets containing a re-
alistic number of stars. We present our conclusions in Sect. 5
where we also discuss our findings.
2. The mock galaxy
2.1. Potential, luminous density and characteristic
parameters
We have built a mock galaxy inspired in the Sculptor dSph. We
have assumed a flattened stellar density profile (q∗ = 0.8), no
net rotation and a line-of-sight velocity dispersion of ∼ 10 km/s
(Mateo 1998; Battaglia et al. 2008a; Walker et al. 2009b). For
simplicity, we have set up the mock galaxy following Evans
(1993), who uses an elementary distribution function to describe
a composite axisymmetric system. This distribution function is
ergodic, i.e. it leads to a velocity ellipsoid that is isotropic and
has a constant amplitude and thus is not generic1.
The gravitational potential of the composite system as a
whole follows the form
ΦE(R, z) =
1
2
v20 ln
(
R2c + R
2 +
z2
q2
)
+ Φ0 , (1)
where (R, φ, z) denote the cylindrical coordinates. Here v02 re-
lates to the mass of the system and Rc is the core radius. The
parameter q is the axial ratio, and has to satisfy 1/
√
2 = 0.707 ≤
q ≤ 1.08 where the lower limit is set by the condition that the
spatial density is positive everywhere (Binney & Tremaine 2008)
and the upper limit yields a composite distribution function of
the form used by Evans (1993) that is positive everywhere. The
zero point of the potential is set by Φ0.
The density profile of the stellar component is described by
ρlum(R, z) =
ρ0R
p
c(
R2c + R2 + z2/q
2∗
)p/2 , (2)
where ρ0 is the central density, p denotes a slope parameter, and
q∗ is the flattening of the stellar density. The associated stellar
distribution function is given by
flum(E) ∝ exp[−pE/v20] = exp[−pΦE/v20] exp[−pv2/2v20] , (3)
where E is the sum of the gravitational potential and kinetic en-
ergies of a star.
In the Evans model q∗ = q and therefore the density flat-
tening of the luminous component is the same as the potential
(not the density) flattening of the composite system. The surface
brightness profile of the mock galaxy can be found by integrating
the luminous density along the line-of-sight.
The line-of-sight velocity profile is exactly Gaussian with a
velocity dispersion that is isotropic and constant everywhere:
σE =
v0√
p
, (4)
and independent of the inclination, scale radius and flattening.
We choose here v0 = 20 km/s, Rc = 1 kpc, q = 0.8, and
p = 3.5 for our mock galaxy. These values result in a velocity
dispersion of roughly 10.7 km/s. For these values of p and q,
the central total density should be at least 1.13 times the central
stellar density to yield positive phase-space densities for both the
stellar and dark components everywhere.
In Fig. 1 we show the 2D surface brightness profile of the
mock galaxy for an edge-on view. Since the galaxy is axisym-
metric, we only show the positive quadrant. Contours of constant
1 nor is this distribution function ideal as we shall see later in the pa-
per, because it provides very little information on the symmetries of the
system.
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Fig. 1. The surface brightness profile of our mock galaxy in an edge-on
view. The black horizontal and vertical lines show the boundaries of the
kinematic-bins. We only show the positive quadrant of our FOV (x′ >
0 kpc, y′ > 0 kpc). The yellow contours correspond to the isophotes of
the system (q∗ = q = 0.8). In the top panel we have plotted the surface
brightness normalised to its central value as function of x′, i.e. along the
(projected) major axis of the galaxy.
surface brightness follow ellipses with axial ratios q′∗, which be-
cause of the edge-on view are identical to the intrinsic density
flattening (i.e. q′∗ = q∗ = 0.8). The 1D surface brightness profile
along the major axis is plotted in the top panel of this figure. The
surface brightness decreases a factor two with respect to its cen-
tral value at a projected ellipsoidal radius of 0.86 kpc, however,
the projected half light radius is much larger (3.87 kpc).
2.2. Observing the mock galaxy
We generate the mock galaxy by drawing positions following
the luminous density distribution (see Eq. 2) and velocities from
the Gaussian distribution function (see Eq. 3). We thus assume
that the dataset of the stars with line-of-sight velocities follows
the same distribution as the light. We place the mock galaxy at a
distance of 80 kpc, and “observe” it with a square field of view
(FOV), centred on the mock galaxy, with a size of 7832
′′ ×7832′′
(which then corresponds to roughly 3 × 3 kpc). Throughout this
work we assume an edge-on view.
The typical line-of-sight velocity measurements of individ-
ual stars have errors of order dv = 2 km/s (Battaglia et al. 2008b;
Walker et al. 2009a). Therefore, to simulate a realistic dataset we
convolve the line-of-sight velocities with a Gaussian distribution
having a standard deviation of 2 km/s. We compute velocity mo-
ments by combining the velocities of all available stars in a cer-
tain spatial bin on the sky (in what follows a kinematic-bin) in
our FOV. The velocity moments are estimated by correcting for
the measurement errors (see Appendix A), similarly to Breddels
et al. (2013). We assume that the surface brightness profile can
be measured without error in much smaller spatial bins on the
sky (which we refer to as light-bins). To produce a reasonable
galaxy, we also assume that the three-dimensional light distri-
bution is known to much larger radii, but for many fewer bins
(more details can be found in Sect. 3.1).
3. The Schwarzschild orbit superposition method
In Schwarzschild modelling, orbits are used as building blocks
of a dynamical system. Given a potential Φ, a complete set of
orbits are integrated numerically and for each orbit the predicted
observables are stored in a so-called orbit library. Varying the
parameters of the potential (or varying the potential form as a
whole), will result in different libraries. The library which pro-
vides a combination of weighted orbits that matches the obser-
vations (light profile + kinematics) best, will be said to yield the
best-fit parameters of the potential. The orbital weights them-
selves provide the corresponding distribution function. Since
the orbital weights are positive by construction, the distribution
function will be non-negative everywhere.
3.1. Generating orbit libraries
In this paper we use a slightly modified version of the
Schwarzschild code from van den Bosch et al. (2008), who mod-
elled the elliptical galaxy NGC4365. In what follows, we shortly
describe how we generated the orbit libraries, how the orbital in-
tegration has been done and how the libraries are stored. For
more information we refer the reader to van den Bosch et al.
(2008)2.
Given an energy Ei, initial positions x0 and z0 are sampled
on a open polar grid, which is defined by NI2 polar angles and
NI3 radii in between a thin orbit and the equipotential. The polar
angles are sampled linearly, but to obtain a better sampling of
orbits near the major axis of the system, 50% of the polar angles
are sampled from the z-axis towards 10◦ above the midplane, and
the remaining 50% from 10◦ down to the z = 0 plane. The initial
y-coordinates and initial velocities in the x- and z-directions are
set to zero. The initial velocities in the y-direction, vy,0, are de-
termined by Ei − Φ(x0, 0, z0) = 0.5vy,02. This is done for all Nener
energies, which are defined by Ei = Φ(x = xi, y = 0, z = 0). The
locations xi that fix the energy grid are logarithmically sampled
between 25 pc and 50 kpc from the centre. This ‘orbit library’
thus consists of Norb = Nener × NI2 × NI3 orbits (z-tubes in our
axisymmetric potential).
To account for slowly precessing orbits in the library we also
compute 17 copies of each orbit, where each copied orbit is sub-
sequently rotated by 10◦ in the xy-plane. These 18 copies are
summed into a single orbit and replace the non-rotated orbit,
such that each orbit now follows the axisymmetric requirements.
Besides ensuring axisymmetric behaviour of our models, adding
rotations also increases the sampling of an orbit. Note as well
that each orbit has a counter-rotating sibling, obtained by appro-
priately changing the sign of the velocity vector.
2 Note that the Schwarzschild code by van den Bosch et al. (2008)
was developed to model triaxial systems, and therefore also generates
initial conditions for box orbits, which have zero time-averaged angular
momentum and which can cross the centre (Schwarzschild 1979, 1993).
In an axisymmetric potential Lz is conserved and such box orbits will
therefore never attain velocities in the azimuthal direction. As this could
cause non-axisymmetries in our model we do not specifically generate
box orbits.
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We further improve the accuracy of the model by ‘dithering’:
every orbit is split into N3dither suborbits by replacing each of its
three nonzero initial coordinates by Ndither slightly different coor-
dinates. In fact, the initial conditions of all suborbits are found by
increasing Nener, NI2 , and NI3 by a factor of Ndither. The observ-
ables of each set of adjacent N3dither suborbits are combined and
stored as being the observables of the (bundled) orbit. Choosing
an odd number for Ndither ensures that the original orbit is the
central suborbit of the bundle. In all our Schwarzschild models
we use Ndither = 5. Every main orbit is thus made from a bundle
of 53 = 125 neighbouring suborbits.
We use a Runge Kutta integrator to compute the stellar tra-
jectories over roughly 200 orbital time scales. We require that the
energy of each suborbit is always conserved better than 1% by
increasing the accuracy of the integrator if necessary. For each
orbit the kinematic information is stored in a velocity grid, which
consists of a line-of-sight velocity axis (Nv velocity bins) and an
axis associated to the location on the sky (Nkin kinematic-bins).
On equally spaced time intervals, a count is added to the ele-
ment of the grid associated to the velocity and location at the
given time. The sky projected path of the orbit is determined
in a similar way and stored in the surface brightness grid con-
taining N2D light light-bins. In an additional 3D grid containing
N3D light = 800 bins (40 radial, 5 azimuthal and 4 polar bins in
the positive octant) the 3-dimensional path of an orbit is stored.
This 3D grid reaches radii well beyond the FOV (in contrast to
the velocity and surface brightness grid), and is used to control
the system at such radii.
In this work we set N2D light equal to 99 × 99 = 9801 and
Nkin to 9 × 9 = 81, unless stated otherwise. The velocity axis of
the velocity grid contains Nv = 41 bins and has a total velocity
width of 80 km/s, such that we cover velocities up to ±4σE. The
central velocity bin is centred on 0 km/s. To be able to track how
long an orbit spends in a given kinematic-bin, counts will also
be added to the first or last velocity bin if velocities are beyond
the limits of the velocity grid3.
3.2. Fitting orbital weights
Once the orbit libraries are in place, we find the orbital
weights such that the total luminous mass, the surface bright-
ness profile and the kinematics within the FOV, and the 3D light
profile of the system are reproduced.
The 2D light profile is fitted using the surface brightness grid,
where we define:
mlightj =
Norb∑
i=1
wi m
light
i j , (5)
where we sum over all orbits i. Here, mlighti j is the fraction of
time orbit i spent in light-bin j and mlightj is the fractional surface
brightness in light-bin j. The orbital weights are denoted by wi
3 When taking too few (i.e. too wide) velocity bins for the velocity
grid, the velocity moments might not be recovered correctly. We have
also checked that if we bin the true Gaussian line-of-sight velocity pro-
file of our mock galaxy as described above, thus discarding the contri-
bution of velocities that are outside the range of the grid, the velocity
moments are recovered well, i.e. the first and third moments are not
affected, while the second and fourth velocity moments might result in
relative errors of order 0.1% and 2% given the choices made for binning
the velocity data.
and add to unity by construction. The 3D light profile is fitted
similarly using the 3D grid.
At the same time as we fit the light, we also fit the kinematics.
In every kinematic-bin k we compute the first 4 mass-weighted
velocity moments 〈vnk〉 by defining:
mkink 〈vnk〉 =
Norb∑
i=1
wi mkinik 〈vnik〉 , (6)
where again we sum over all orbits i. This time mkinik is the frac-
tion of time orbit i spent in kinematic-bin k and mkink is the frac-
tional surface brightness in kinematic-bin k. The nth moment of
orbit i in kinematic-bin k is given by 〈vnik〉:
〈vnik〉 =
Nv−1∑
l=2
hikl vncen,l 4v
Nv−1∑
l=2
hikl 4v
, (7)
where, 4v is the size of the velocity bin and hikl is the fraction
of time that orbit i spent in kinematic-bin k and velocity bin l.
Velocity bin l has velocity range [vcen,l− 124v, vcen,l+ 124v], where
vcen,l denotes its central velocity. We sum over the Nv velocity
bins, although we discard the contributions of the first and last
velocity bin. This is done since we did not set a stringent outer
velocity boundary in these velocity bins: as described before,
counts will be added here even if a star has a velocity outside the
range of the grid and therefore the typical velocities of these bins
are not known. Note that mkinik =
Nv∑
l=1
hikl with this choice.
Now that we have defined the relation between the observ-
ables and the quantities in our model, we can describe how we
fit the orbital weights. The fit is based on minimising χ2tot:
χ2tot =
Nobs∑
u=1
[
Model[u] − Data[u]
Error[u]
]2
, (8)
where u runs over all Nobs observables. The number of observ-
ables is given by:
Nobs = 1 + N2D light + N3D light + 4Nkin, (9)
which includes the contribution of the total light of the system,
the fractional light for each 2D and 3D light-bin, and the four ve-
locity moments for each kinematic-bin, respectively. Since using
higher order moments might reduce the degeneracy between the
velocity anisotropy and the mass profile (e.g. Merrifield & Kent
1990; Richardson & Fairbairn 2013) we choose to use four ve-
locity moments. We do not use higher moments since these are
observationally harder to constrain.
We use a non-negative least square solver to ensure that all
orbital weights are positive. The light is weighted by assigning
an error of 2% to each of the 2D and 3D light-bins.
We note that we can investigate the individual contribution
to the total χ2tot by decomposing it, e.g:
χ2tot = χ
2
total light + χ
2
2D light + χ
2
3D light + χ
2
kin. (10)
We stress that χ2tot is being minimised. We do not minimise the
terms on the right-hand side individually. The term associated to
the total light of the system turns out to be negligible, since it is
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Fig. 2. ∆χ2-distribution of the characteristic parameters q and v0 of the
Evans models obtained after applying the Schwarzschild method. In this
case our mock data consist of 105 stars inside the FOV (3 × 3 kpc). We
use 9x9 kinematic-bins and assume the potential functional form and
inclination are known. The black circles show the locations where the
Schwarzschild models were evaluated. The green circle indicates the
input parameters of the mock system. The best-fit model is indicated
by the white cross and recovers the mock galaxy mass parameter. In
white, grey and black we show the ∆χ2 = [2.3, 6.18, 11.8]-contours
respectively. The coloured landscape shows interpolated ∆χ2-values,
and goes up to a maximum of ∆χ2 = 10. On the right we show the
∆χ2-landscapes when only considering χ22D light (top), χ
2
kin (middle), or
χ23D light (bottom).
always recovered very well. The same holds for χ23D light. These
terms are only added to Eq. 8 to ensure that the model returns a
realistic galaxy (in the sense that the luminous component might
resemble a galaxy). Most of the constraining power thus comes
from the surface brightness profile and the kinematics.
4. Results
In this section we show that the Schwarzschild method can
recover some of the characteristic parameters of the mock
Sculptor-like dwarf spheroidal galaxy. We first show in Sect. 4.1
that if the true potential functional form of the system is known,
we can constrain the characteristic mass parameter of the mock
galaxy. In reality however, the true potential functional form is
not known. Therefore, in Sect. 4.2 we demonstrate how well we
can constrain the characteristic parameters when assuming an
axisymmetric form of a Navarro-Frenk-White (NFW, Navarro
et al. 1996) potential.
4.1. Two parameter Evans models: recovering the mock
galaxy parameters
Here we assume the true form of the potential is known, i.e. we
use it to build the orbit libraries for the Schwarzschild models.
Our aim is to establish whether we can recover the correct values
of the characteristic input parameters with this method. To this
end we make a grid of models in which we vary the values of
the characteristic parameters q and v0 (see Eq. 1). We thus fix
the core radius to Rc = 1 kpc, i.e. to its true value. We sample q
from 0.72 to 0.96, and v0 from 11 km/s to 29 km/s, with higher
sampling (decided iteratively) having steps in q of 0.02 and in v0
of 1 km/s. We name the models by the values of their parameters:
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Fig. 3. The difference of the best fit and the observed velocity dispersion
in terms of the observed error, for all 9x9 kinematic-bins. The figure is
obtained after fitting the q94v21 library to our mock data consisting
of 105 stars in our FOV, assuming an edge-on view. The top and the
right panels show the fit (red full line) obtained along the major and
minor axis respectively. The data points with 68% error bars are shown
in black. Black dashed lines indicate the true velocity dispersions from
theory (Eq. 4).
qXXvYY in which XX = 100q and YY = v0 in km/s. For the
orbit sampling, we set Nener = 32, NI2 = 32 and NI3 = 16 such
that a total of 32×32×16×53 = 2048000 suborbits are integrated
(see Sect. 3.1) and 2 × 32 × 32 × 16 = 32768 orbital weights are
determined (see Sect. 3.2).
4.1.1. Results for a large sample
We start with an idealised case in which the data consist of 105
stars. For 9x9 kinematic-bins on the sky, the typical error of the
velocity dispersion in a kinematic-bin is ∼ 0.25 km/s.
The large panel of Fig. 2 shows the results obtained by fitting
the Schwarzschild models to the data. The small black circles
show the grid of tested values for q and v0, the green circle the
true input values, and the white cross indicates the values of the
parameters corresponding to the maximum likelihood estimator
(MLE). For the best-fit model q94v21 we find χ2tot = 207.7. The
contribution of the kinematics (see Eq. 8) to this value is 205.6.
Using 81 kinematic-bins to fit 4 velocity moments, this corre-
sponds to 0.64 per kinematic constraint.
We have computed ∆χ2(q, v0) = χ2tot(q, v0) − min[χ2tot]
for each of these models and define 68%, 95% and 99.7% -
confidence intervals (white, grey and black contours, respec-
tively) at ∆χ2 = [2.3, 6.18, 11.8] (Press et al. 1992)4. The
coloured background shows the ∆χ2-landscape and is truncated
at ∆χ2 = 10. The smaller panels on the right show the ∆χ2-
landscapes when only considering χ22D light (top), χ
2
kin (middle),
or χ23D light (bottom). The ∆χ
2-landscape based on χ2tot is thus
slightly dominated by the differences in χ22D light, although the
kinematics provide similar constraints.
To estimate the error on the mass parameter we first
marginalize over the flattening parameter by selecting for each
4 We used the scipy.interpolate.LinearNDInterpolator to interpolate
the ∆χ2.
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v0 the minimum ∆χ2 along q. We define the 68% error at those
values where ∆χ2 = 1.0 (Press et al. 1992). For this experiment
we find v0 = 21+1.33−2.11 km/s. We therefore conclude that we can re-
cover the input mass parameter of our mock galaxy well, but as
Figure 2 shows we do not constrain well the flattening q.
In Fig. 3 we show how well the velocity dispersion is fitted
in the best-fit q94v21 model. For each kinematic-bin, we show
how much the model deviates from the data expressed in units
of the error on the data. On top we show the fit along the major
axis while the subpanel on the right shows the fit along the minor
axis. These figures show that the fit is very good (and in fact, it
is almost indistinguishable from the fit obtained for what would
be the input parameters model, i.e. q80v20).
4.1.2. Downsampling and folding data
We now consider the more realistic case of a sample of 104 stars.
To reduce the observed uncertainties on the kinematics we de-
cided to fold the kinematic data (but not the light). Since the sys-
tem is axisymmetric, we fold our data into the kinematic-bins lo-
cated in the first quadrant. We can simply move each star towards
its corresponding kinematic-bin without changing its velocity,
because our system has an identical Gaussian line-of-sight pro-
file everywhere (see Sect. 2.1). In general, however, one should
change the velocities following the assumed symmetry.
Since we fold the data from 9x9 bins of our FOV into the first
quadrant, we effectively have 104 stars located in the resulting
5x5 kinematic-bins. A typical kinematic-bin now contains 400
stars on average, and the typical error on the velocity dispersion
is ∼ 0.45 km/s.
We fit the folded data with the Schwarzschild orbit super-
position method and find the MLE for model q90v22 (see Fig.
4). As in the case of 105 stars, and thus as expected, the flatten-
ing parameter remains fairly unconstrained. We find a slightly
larger mass parameter v0 = 22+1.02−1.44 km/s, but v0 = 20 km/s is still
within the 95%-confidence region.
For the best-fit model q90v22 we find χ2tot = 16.5. The con-
tribution of the kinematics (see Eq. 8) to this value is 13.2. Both
values are much lower than in the case of 105 stars, and this can
be explained by the decrease in the number of kinematic con-
straints and the fact that the data have now been folded.
It is encouraging that a more realistic number of stars still
gives such tight constraints. Comparing the 104 stars folded case
to the case of 105 stars, the 2D 68%-probability contours are
shifted towards just slightly larger masses. Note that the uncer-
tainty on the mass parameter did not increase.
To further test how the results depend on the number of
stars observed, we decreased even further the number of stars
to a sample of 2000 stars. This is the typical size of currently
available datasets used to put constraints on the mass of dSph
galaxies (e.g. Walker et al. 2009b; Breddels & Helmi 2013;
Hayashi & Chiba 2015). We again fold the data from 9x9 into
5x5 kinematic-bins. The resulting typical error on the velocity
dispersion in a kinematic-bin is then ∼ 0.9 km/s. In this case we
find a best-fit model q92v23 (χ2tot = 38.9, χ
2
kin = 32.6). The ∆χ
2-
distribution is shown in Fig. 5. The best models are again repro-
duced by the most round models, although statistically the flat-
tening parameter remains unconstrained. The region spanned by
the contour drawn at ∆χ2 = 11.8 is of similar size, but is shifted
towards slightly higher masses (∆v0 ∼ 1 km/s) in comparison to
the case of 104 stars. The true q80v20 model is nevertheless still
within the inferred 99.7%-confidence interval.
The weak trend found for smaller samples to prefer slightly
higher values of v0 may be due to the fact that, for small radii
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Fig. 4. Similar to Fig. 2, but now using 104 stars and using the approach
of folding the data from 9x9 into 5x5 kinematic-bins. The parameter
inferences are similar, though slightly larger masses are preferred.
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Fig. 5. Similar to Fig. 4, now using 2000 stars. The parameter inferences
are similar, though slightly larger masses are inferred (∆v0 ∼ 1 km/s).
(compared to Rc), the potential (see Eq. 1) is proportional to
v20[lnR
2
c + (R/Rc)
2] + (v0/q)2(z/Rc)2. Therefore, there is a weak
degeneracy in the term v0/q, that may manifest itself more when
the sampling is sparse, and thus lead to a small shift in preferred
values of v0 for larger q.
From the tests performed in this Section we conclude that, with
a kinematic sampling that follows the light, we can not aim to
constrain the flattening of an isothermal dSph galaxy5, even if
the true functional form of the potential is known. This is likely
because the information content in a velocity dispersion regard-
ing the geometric shape of the potential is too small (since σ is
constant across the whole system). We can however still reliably
constrain the mass parameter of such a system, i.e. even though
the true flattening remains unknown. This can already be done
for a realistic number of stars.
5 Slightly better results can be obtained by sampling uniformly with
distance, see Appendix B.
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4.2. Axisymmetric NFW models
We have shown that the Schwarzschild method can constrain
correctly the mass parameter when the true functional form of
the potential is known. Now, we will tackle the problem more
realistically by allowing a different functional form for the po-
tential. We consider an axisymmetric NFW-profile, and follow
the parametrization of Vogelsberger et al. (2008):
ΦV(r˜) = −4piGρ0R3s
[
ln(1 + r˜/Rs)
r˜
]
, (11)
where Rs is the scale radius and ρ0 a characteristic density pa-
rameter. In comparison to the spherical NFW-profile, the radius
r =
√
R2 + z2 is replaced by a newly defined radius:
r˜ =
(ra + r)rE
ra + rE
, (12)
where, for the axisymmetric case, rE =
√(
R
a
)2
+
(
z
c
)2
is the el-
lipsoidal radius with a and c specifying the relative lengths of
the major and minor axes, and where ra is a transition radius. In
addition, we require that 2a2 + c2 = 3, such that when a = c = 1,
this results in the spherical NFW profile. For r >> ra, r˜ → r,
whereas for r << ra, r˜ → rE . Therefore, the gravitational poten-
tial is axisymmetric in the central regions and becomes spherical
in the outer regions. We set the transition radius to ra = 10 kpc.
In all our Vogelsberger models we keep the transition radius ra
fixed.
To additionally guarantee that the total mass density is posi-
tive up to at least the orbits possessing the highest energies in
our library (∼ 50 kpc), the flattening parameter must satisfy
c/a & 0.7 for a case with Rs = 1 kpc. For smaller scale radii,
larger lower limit values of c/a are needed to satisfy the positive
density criterion.
For convenience, we define a characteristic mass parameter,
M1kpc expressed in units of M, which corresponds to the total
enclosed mass within 1 kpc from the centre for a spherical NFW
profile with scale radius Rs, i.e.
MNFW(r = 1kpc |Rs) = 4piρ0Rs3
[
ln
(
Rs + r
Rs
)
−
(
r
Rs + r
)]
1kpc
.
(13)
From this equation we determine the value of ρ0, and it is this
value of ρ0 that we use for the axisymmetric Volgelsberger po-
tential in Eq. 11.
4.2.1. The ‘true’ (equivalent) Vogelsberger system
Before we can test the Schwarzschild orbit superposition method
while assuming Vogelsberger mass models, we need to know
when a result can be considered satisfactory. Since we could not
constrain the flattening for the case when the true potential form
is known we will not aim to constrain the flattening for the Vo-
gelsberger models. Nevertheless, the expected best-fit scale ra-
dius Rs and mass M1kpc of our system will depend on the c/a-
value assumed. In this section we therefore establish what are
good parameters for the mass M1kpc, scale radius Rs, and flatten-
ing c/a, such that the properties of the Evans mock galaxy are
reproduced the best.
Because most stars of our mock galaxy will have projected
radii in between 0.5 and 2.0 kpc from the centre, we require that
the flattening of the Vogelsberger potential should be comparable
to that of the mock galaxy over this region. At a given position
we define the Vogelsberger potential flattening qV as the axis
ratio of the equipotential contour that goes through that point.
For a position (R, z), we thus define qV(R, z) = zΦ/RΦ, where
Φ(R = 0, zΦ) ≡ Φ(RΦ, z = 0) ≡ Φ(R, z). On such equipotential,
it must hold that r˜(R = 0, zΦ) = r˜(RΦ, z = 0), and since r˜ only
depends on c/a, qV(R, z) is independent of our mass parameter
and scale radius6. We take values for zΦ from 0.5 to 2.0 kpc in
steps of 0.05 kpc along the minor axis and compute the corre-
sponding RΦ-values (i.e. the radii where the equipotential con-
tours that belong to zΦ cross the major axis). For a given c/a we
then compute the mean of the absolute differences between the
Evans mock galaxy potential flattening (q = 0.8) and the Vogels-
berger potential flattening along the defined range for zΦ, i.e. we
compute: mean(|q−qV(R = 0, zΦ)|). We find that for c/a ' 0.776
this average difference is smallest (see left panel of Fig. 6). For
our range of zΦ and c/a = 0.776, the Vogelsberger potential flat-
tening increases almost linearly with zΦ, though the gradient is
small (0.018 kpc−1).
Given this value for the flattening, we proceed to obtain the
best equivalent values for the mass and scale radius of the mock
galaxy now described by the Vogelsberger profile. We do this by
comparing |RFR| ≡
√
R
∣∣∣ ∂
∂RΦ(R, z = 0)
∣∣∣ along the major axis and
|zFz| ≡
√∣∣∣ z ∂
∂zΦ(R = 0, z)
∣∣∣ along the minor axis with respect to
their values for the mock Galaxy. We investigate their trends for
R- and z-values identical to those used for zΦ previously.
We vary the scale radius and the mass parameter
log10(M1kpc[M]) and compute the mean of the absolute dif-
ferences with respect to the mock galaxy obtained along the
major and minor axis for c/a = 0.776. We denote this by
〈4v〉 := mean[0.5{abs(∆|RFR|) + abs(∆|zFz|)}]. From the right
panel of Fig. 6 we infer that 〈4v〉 is minimum for mass param-
eter log10(M1kpc[M]) ' 7.69 and scale radius Rs = 4.9 kpc
(green circle), although any value with Rs ≥ 2 kpc works well,
as 〈4v〉 does not vary strongly. To be able to compare these find-
ings to the results from our Schwarzschild models (see Sect.
4.2.2), we estimate the error on these ‘true’ parameters by con-
sidering those locations where 〈4v〉 changes by a factor 2 with
respect to its minimum value (green contour). The mass param-
eter is then within the range [7.63, 7.73], the scale radius larger
than 2.4 kpc. For the smaller scale radii (Rs < 2 kpc) slightly
higher values for the characteristic mass parameter would be
preferred, but 〈4v〉 is also larger in such cases. Note that the
NFW mass value that we just estimated corresponds well to the
mass enclosed within 1 kpc of a spherical Evans model with
Rc = 1 kpc and v0 = 20 km/s (as assumed in Sect. 2), since then
log10(M1kpc,Evans[M]) ' 7.67.
Although we will not constrain the flattening of the system,
we can investigate how the expected best-fit parameters change
if different values for c/a are taken. Setting c/a = 0.70 results in
〈4v〉 = 0.32 km/s for its minimum at log10(M1kpc[M]) ' 7.69
and Rs = 4.4 kpc, and setting c/a = 0.85 results in 〈4v〉 =
0.37 km/s for log10(M1kpc[M]) ' 7.69 and Rs = 5.1 kpc.
The expected best-fit mass parameter is thus not affected by the
choice of c/a. The expected best-fit scale radius only increases
slightly for larger values for the flattening parameter (i.e. rounder
shapes), though the effect7 is rather small. In addition, the grey
6 More precisely, r˜ depends on ra and rE(c/a), but we have chosen to
fix the value of ra (and make it independent of Rs).
7 Even for a spherical potential, i.e. c/a = 1.0, we find the minimum
〈4v〉 = 0.62 km/s to be located at log10(M1kpc[M]) ' 7.68 and Rs =
6.1 kpc.
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Fig. 6. Estimating the ‘true’ parameters of the Vogelsberger system by comparing the differences in potential flattening on the left and the
differences in the gradients of the potentials on the right. The comparisons are based on the distance interval from 0.5 up to 2.0 kpc (with
steps of 0.05 kpc) from the centre of the galaxy. Left: The mean absolute difference of the Vogelsberger potential flattening and the true potential
flattening of the mock galaxy as a function of the flattening parameter c/a of the Vogelsberger potential (black line). The grey horizontal line
marks the positions where this difference has doubled, with respect to the minimum 0.007 at c/a ' 0.776. Right: We minimise the mean of the
absolute differences in the gradients of the potential along the major and minor axis (compared to the mock galaxy) by varying the Vogelsberger
model parameters M1kpc and Rs. The figure is obtained after setting the flattening parameter to c/a = 0.776. The colour bar is truncated at 5.0 km/s.
The green circle indicates the location at log10(M1kpc[M]) ' 7.69 and Rs = 4.9 kpc where the differences are minimum (〈4v〉min = 0.31 km/s).
Grey lines indicate the contours of constant mean absolute differences and are spaced by 1 km/s. As a proxy for the error on the Vogelsberger
parameters, a green contour is drawn where the differences are doubled with respect to the minimum difference.
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Fig. 7. Left: The major (full lines) and minor (dashed lines) axis gradients of the potential as function of R and z respectively for the true Evans
model (red) and for the “equivalent” Vogelsberger potential with c/a ' 0.776, Rs ' 4.9 kpc and log10(M1kpc[M]) ' 7.69 (blue). Right: Comparison
of the isopotential contours for the true Evans (red) and the equivalent Vogelsberger models (blue). For the purpose of this figure the zero-point of
the potential is chosen here such that ΦE = ΦV at (R, z) = (1, 0) kpc. For each potential, contours are drawn at the positions where Φ has changed
in steps of 50 km2/s2. In the region from 0.7 up to 2 kpc the equivalent Vogelsberger model follows well the true Evans potential. For more inner
radii the (cusped) Vogelsberger models can not reproduce the (less steep) cored behaviour of the Evans potential.
contours, which are drawn at fixed 〈4v〉, span very similar re-
gions for different values for c/a.
In Fig. 7 we compare the Vogelsberger equivalent potential
to the true Evans potential of our galaxy. In the left panel we
show the gradients of the potentials along the major and minor
axis. Note that the Evans model seems to have lower |RFR| and
|zFz| for R . 1 kpc and z . 0.75 kpc, respectively, than the
NFW ‘equivalent’ model. In the panel on the right we confirm
that the potential flattening is matched quite well by showing
isopotential contours. Both panels reveal that only in the centre
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Fig. 8. Difference between the best fit Vogelsberger model
(M772Rs250, blue line in the subpanels) and the observed velocity dis-
persion when applying the Schwarzschild method in 9x9 kinematic-bins
to our mock dataset consisting of 105 stars in the FOV (see Fig. 3 for a
comparison).
(< 0.7 kpc) and at the distances larger than 3 kpc, the gradients
of both potentials start to deviate from each other.
In summary, the equivalent Vogelsberger system can be de-
scribed by log10(M1kpc[M]) ' 7.69+0.04−0.06 and by Rs & 2.4 kpc
(with its most likely value at Rs = 4.9 kpc) for c/a = 0.776.
4.2.2. Fitting Vogelsberger models with the Schwarzschild
method: exploring different sample sizes
Since we could not constrain the flattening parameter when the
potential functional form was known (see Sect 4.1), we can not
expect to constrain the flattening if we examine a different func-
tional form. We set c/a = 0.80, equal the observed flattening in
the light, and subsequently find the inferences on the mass and
scale radius. We initially make a grid in (log10(M1kpc), Rs)-space,
where Rs ranges from 1 to 8 kpc with steps of ∆Rs = 1 kpc, while
for the characteristic mass we take steps of 0.05 for values from
log10(M1kpc[M]) = 7.55 to log10(M1kpc[M]) = 7.85, i.e. just
spanning a factor of 2 in mass. Later, we also decided to sample
log10(M1kpc[M]) = [7.68, 7.72] for Rs ∈ [1.5, 7.5] kpc with a
similar ∆Rs step.
To be more efficient we decrease the number of orbits com-
pared to Sect. 4.1 and set Nener = 24, NI2 = 24 and NI3 = 8, such
that a total of 24× 24× 8× 53 = 576000 suborbits are integrated
and 2 × 24 × 24 × 8 = 9216 orbital weights are determined. We
have found this gives good results in terms of recovery of the
light profile and kinematics. In addition we also add regularisa-
tion terms to the fit in this more realistic experiment: by applying
regularisation we set additional constraints such that the orbital
weights are more smoothly distributed, i.e. in a more physical
way (as the weights relate to the distribution function, which it-
self is expected to be smooth). More details on the concept of
regularisation and its effects can be found in Appendix C.
We present the results following the same structure of Sect.
4.1 and name the Vogelsberger models by MxxxRsyyy, where
xxx = 100 log10(M1kpc[M]) and yyy = 100Rs (in kpc). We dis-
cuss how well we can recover the characteristic parameters of
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Fig. 9. Confidence intervals for the axisymmetric Vogelsberger model
in (log10(M1kpc), Rs) (after fixing c/a = 0.8) for the dataset with 10
5
stars and 9x9 kinematic-bins. The ∆χ2 = [2.3, 6.18, 11.8]-contours are
in white, grey and black respectively. The best-fit model is indicated by
the white cross, while the expectations are given by the green contour
(identical to that shown in Fig. 6). The mass parameter is well con-
strained and models with Rs ≤ 2.0 kpc are strongly disfavoured, con-
sistent with our expectations. The small panels on the right show the
∆χ2-landscapes when only considering χ22D light (top), χ
2
kin (top-middle),
χ23D light (bottom-middle), or χ
2
reg (bottom).
the Vogelsberger potential for mock datasets containing 105, 104
and 2000 stars.
We start with the case of 105 stars for which we use 9x9
kinematic-bins and no folding. For this case, we find that model
M772Rs250 provides the best fit (χ2tot = 275.1). Fig. 8 shows
that this model reproduces well the mock velocity dispersions
in all kinematic-bins (since χ2kin = 220.9, which results in 0.68
per kinematic constraint). The fit is of comparable quality to the
best-fit Evans model (for the same case) although the light is re-
covered slightly less well, which may be driven by the smaller
number of orbits being used now.
Fig. 9 shows the resulting ∆χ2-distribution in (log10(M1kpc),
Rs)-parameter space. The scale radius of the Vogelsberger po-
tential is constrained to Rs = 2.5+0.6−0.1 kpc and the mass parameter
to log10(M1kpc[M]) = 7.72+0.01−0.01. The Schwarzschild model thus
prefers values towards the lower end for the scale radius and a
mass parameter that agrees well with of our expectations. The
panels on the right show the ∆χ2-landscapes when only consid-
ering χ22D light (top), χ
2
kin (top-middle), χ
2
3D light (bottom-middle),
or χ2reg (bottom). The total ∆χ
2-landscape is dominated by the
kinematics and 2D light.
Similar best-fit parameters are obtained for a smaller mock
dataset with 104 stars when folding the data into 5x5 kinematic-
bins, as shown in Fig. 10. The mass and scale parameters
are constrained to Rs = 3.0+0.7−0.4 kpc and log10(M1kpc[M]) =
7.75+0.05−0.03. For the best-fit model M775Rs300, χ
2
tot = 78.0 and
χ2kin = 33.9, or 0.339 per kinematic constraint on average. This
χ2tot is lower than for the case of 10
5 stars, likely because we
folded the data. In comparison to the best-fit Evans model, the
quality of the fit of the kinematics is slightly worse but still very
good.
When decreasing the sample size even further to 2000
stars, we find that models with low values for Rs and larger
log10(M1kpc[M]), are now preferred as shown in Fig. 11, al-
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Fig. 10. Similar to Fig. 9, but now after fitting mock data consisting of
104 stars and folding into 5x5 kinematic-bins. The decrease in sample
size (by a factor 10) has led to a slight increase by the area spanned by
the probability contours, although the inference on the mass parameter
is still very good and only changed to slightly higher masses.
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Fig. 11. As in Fig. 10, but now for a dataset with 2000 stars. Note how
the confidence contours follow the shape of the green contour (derived
in Fig. 6).
though the 95%-confidence region still overlaps with the ex-
pected values for the parameters. We obtain best-fit values of
Rs = 1.0+0.2−0.0 kpc and log10(M1kpc[M]) = 7.80
+0.02
−0.01.
It is interesting to note that the shape of the confidence con-
tours obtained from the Schwarzschild method for all sample
sizes, follows very closely the shape of the contours of 〈∆v〉 de-
picted in Fig. 7. Recall that the quantity 〈∆v〉 is a proxy for the
difference in enclosed mass between the Evans and Vogelsberger
model. This implies that Schwarzschild’s method is actually very
sensitive to enclosed mass, and it is identifying the set of Vogels-
berger models that best follow the true underlying mass distribu-
tion. Also interesting is that the trend favouring larger values of
the mass parameter when decreasing sample size, is present both
for the Evans as well as for the Vogelsberger models.
We compare the Evans and Vogelsberger best-fit models to
the observed velocity dispersions in Fig. 12. The left and right
panels compare the behaviour on the major and minor axes re-
spectively, for different sample sizes: 105, 104 and 2000 stars (in
the top, middle and bottom rows respectively). The shaded areas
enclose the minimum and maximum velocity dispersions for the
evaluated models within the ∆χ2 = [2.3, 6.18, 11.8]-contours.
These comparisons show that the Evans models fit the kinemat-
ics slightly better but that nearly equally good fits are provided
by the Vogelsberger models (except in along the minor axis for
the smallest dataset, bottom right panel).
From the analyses presented in this section we may thus con-
clude that the Schwarzschild modelling technique is sensitive to
the mass enclosed and that it is successful in constraining well
the mass parameter of the models, even if the functional form of
the potential is not known.
5. Discussion and Conclusions
We explored the ability of the Schwarzschild’s orbit superposi-
tion method to characterise the intrinsic properties of an axisym-
metric dSph galaxy, such as its mass, scale radius and flatten-
ing. We did this by setting up an isothermal Sculptor-like mock
galaxy that is flattened in both the luminous and dark compo-
nents. We have shown that Schwarzschild’s method applied to
mock datasets with a realistic number of stars with measured
radial velocities distributed following the luminosity profile of
the system, is successful in recovering the characteristic mass
parameter of the underlying (true) logarithmic potential, even if
the potential flattening is not known. On the other hand, we find
that we can not put constraints on the flattening parameter.
Most likely, our inability to constrain the flattening is the
consequence of our choice of the specific Evans model for our
mock galaxy. In this model with a distribution function that is
ergodic, the line-of-sight velocity profile is exactly the same ev-
erywhere and depends on the mass parameter only. This means
that the kinematics are independent of the inclination and flat-
tening, and the light alone does not contain enough information
to constrain the flattening parameter.
One might also argue that it might not be optimal for a spec-
troscopic survey to sample stars according to the light profile of
the system. In fact, slightly better results were obtained when the
dataset with radial velocities provided an equal number of stars
to each kinematic-bin. All these factors, in combination with the
fact that for our specific Evans model just ∼30% of the system’s
light is within our FOV, are likely playing a role. It might be pos-
sible however that better results could be obtained with a more
realistic and general distribution function (i.e. non-ergodic), ap-
plied to a galaxy for which the kinematic tracers cover well the
full system and sample more the outskirts.
Since in reality the potential functional form is not known,
we also explored the case in which we assume an axisymmetric
NFW model. We first determined the values of the characteris-
tic parameters of the NFW model that mimic the mock galaxy
best by comparing some basic properties (potential flattening
and gradients in the potential). We found that even in this case,
i.e. the orbits that form the building blocks of Schwarzschild’s
method are integrated in the wrong potential, we can retrieve the
correct characteristic mass and scale parameters.
We have explored the dependencies of our results on the sizes
of the data samples used, and find that a decrease in the number
of stars with line-of-sight velocities, only slightly affects the de-
termination of the characteristic parameters of the model. For
the smallest sample considered, with 2000 stars, the inference
on the mass of the NFW “equivalent” model is somewhat poorer
but the true value differs by only 20% from the best-fit and also
lies within the 95% confidence interval.
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Fig. 12. Comparison of the results from the Schwarzschild modelling fits to the observed velocity dispersion along the major (left column) and
minor (right column) axis. From top to bottom we show the best-fit Evans (red line) and Vogelsberger (blue line) models for datasets containing
N = 105, N = 104, and 2000 stars, respectively. The shaded regions denote the error bands computed as described in the text. Black dotted lines
indicate the input (theoretical, Eq. 4) velocity dispersions.
We have checked that our results are not strongly dependent
on the choices of e.g. the number of orbits in the orbit libraries,
number of kinematic- or light-bins, and the number of velocity
bins. Furthermore we have also briefly investigated the distribu-
tion functions for the the best-fit models, and found that, partic-
ularly when regularisation is included, they are quite similar to
the distribution function of the mock dwarf spheroidal galaxy.
In conclusion, it is promising that the mass of our flattened
system can be recovered so well even if the flattening parameter
is unknown. This is also aligned with the results of Kowalczyk
et al. (2018), who applied their spherical Schwarzschild models
on non-spherical objects. To some extent, this provides us with
more confidence regarding previously reported estimates of the
mass of dSph galaxies obtained assuming spherical symmetry.
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Appendix A:
Generating a mock dataset with realistic errors
Like in Breddels et al. (2013), we define vi as the true line-of-
sight velocity of star i and i as the (true and unknown) measure-
ment error on that star. Therefore vi + i is the observed velocity
of star i. We note that the expectation values for the moments of
the measurement errors, which are drawn from a Gaussian dis-
tribution with σ = 2 km/s, are given by: E
[
〈ni 〉
]
= E
[
ni
]
= 0
for odd n and sn ≡ E
[
〈ni 〉
]
= E
[
ni
]
= (n − 1)!!σn for even
n. In our terminology, µˆn = E[〈vni 〉] = E[vni ] denotes the true
nth moment, µn is its estimator and the observed nth moment is
mn = 1N
N∑
i=1
(vi + i)n for a sample of N stars in a given positional
bin on the sky (i.e. kinematic-bin).
Since we want to know the true value of the moments, i.e.
without measurement errors, we will compute the estimators of
the true moments. We will also use raw moments (i.e. not taken
about the mean velocities), and in what follows, we thus refer to
‘moments’ to denote ‘raw moments’. Since we can only in prac-
tise compute the estimators of the true moments, we replaced µˆn
by µn in the right-hand side of the following equations. The first
four moment estimators are then given by:
µ1 =
1
N
N∑
i=1
(vi + i) , (A.1)
µ2 =
1
N
N∑
i=1
(vi + i)2 − s2 , (A.2)
µ3 =
1
N
N∑
i=1
(vi + i)3 − 3µ1s2 , (A.3)
and
µ4 =
1
N
N∑
i=1
(vi + i)4 − 6µ2s2 − 3s22 . (A.4)
To compute the error on these moments, we compute
the square root of the variance of the moments; Var(µˆn) ≈
Var(µn) ≈ Var(mn) = E[mn2] − (E[mn])2:
Var(µ1) =
µ2 + s2 − µ21
N
=
1
N
 1N
N∑
i=1
(vi + i)2 −
 1N
N∑
i=1
(vi + i)
2
 , (A.5)
Var(µ2) =
1
N
[
µ4 − µ22 + 4µ2s2 + 2s22
]
=
1
N
 1N
N∑
i=1
(vi + i)4 −
 1N
N∑
i=1
(vi + i)2
2
 , (A.6)
Var(µ3) =
1
N
[
µ6 + 15µ4s2 + 45µ2s22 + 15s
3
2 − µ23
−6µ3µ1s2 − 9µ21s22
]
=
1
N
 1N
N∑
i=1
(vi + i)6 −
 1N
N∑
i=1
(vi + i)3
2
 , (A.7)
and
Var(µ4) =
1
N
[
µ8 + 28µ6s2 − µ24 − 12µ4µ2s2 + 204µ4s22
−36µ22s22 + 384µ2s32 + 96s42
]
=
1
N
 1N
N∑
i=1
(vi + i)8 −
 1N
N∑
i=1
(vi + i)4
2
 . (A.8)
where the errors on the third and fourth moment estimators also
depend on:
µ6 =
1
N
N∑
i=1
(vi + i)6 − 15µ4s2 − 45µ2s22 − 15s32 , (A.9)
and
µ8 =
1
N
N∑
i=1
(vi+i)8−28µ6s2−210µ4s22−420µ2s32−105s42 . (A.10)
Obviously the errors on the moments decrease when the number
of stars in a kinematic-bin increases.
Appendix B: The effect of the sampling of
line-of-sight velocities
In the main paper we have drawn samples of line-of-sight veloci-
ties that follow the light distribution of the mock galaxy. Here we
show the results of applying the Schwarzschild modelling tech-
nique to a dataset consisting of 105 stars, but this time distributed
such that each kinematic-bin has an equal number of stars.
Fig. B.1 presents the inference on the mass and flattening pa-
rameter and should be compared to Fig. 2 and 3. As can be ob-
served, we have very similar inferences with the best-fit flatten-
ing parameter slightly moved into the direction of the input/true
flattening value. Nonetheless, this remains fairly unconstrained.
Appendix C: Regularisation
The solution of our minimisation problem may result in a distri-
bution of orbital weights that is rapidly varying or shows sharp
discontinuities. Such a distribution would not be physical. There-
fore we make the distribution of the orbital weights smoother by
adding extra terms to the χ2-fitting algorithm such that a new
quantity χ˜2tot is minimised:
χ˜2tot = χ
2
tot + χ
2
reg . (C.1)
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Fig. B.1. Left: The confidence intervals after fitting the Evans models to a new realization of the dataset containing 105 stars. This time we ensure an
equal number of stars per kinematic-bin. The inference on the mass parameter remains the same. The flattening parameter remains unconstrained
but has slightly shifted into the direction of the correct flattening parameter. Right: The velocity dispersion profile for the best-fit model q86v21.
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Fig. C.1. Orbital distributions of angular momentum around the symmetry axis, i.e. Lz for fixed energy slices corresponding to circular orbits at
x = 0.4 (left), x = 1.0 (middle), and x = 1.8 kpc (right). Note the different axes ranges for the panels of each column. In the top row we show the
distributions for the true Evans model q80v20 (blue) obtained for a dataset of 105 stars (see Sect. 4.1) and for a realization of the mock galaxy (red,
here containing 4 × 105 stars in total). The effect of adding regularisation to the fit is shown in the bottom panels. Adding regularisation makes the
recovered distribution smoother and more similar to the true distribution.
This procedure is called regularisation. The regularisation
strength is chosen such that the orbital weights are forced to
change smoothly from one neighbouring orbit to the next, while
finding similar values for the best-fit characteristic parameters.
In addition, the confidence contours should not be significantly
shaped by the χ2reg-term. We refer the reader to van den Bosch
et al. (2008) for more information about the exact implementa-
tion, in particular to Eqs. 28 and 29 of that paper. These equa-
tions require the 3-dimensional stellar density profile. For this
work we assumed to know ρlum (see Eq. 2). In reality one needs
the inclination angle to transform the observed surface bright-
ness profile into the stellar density profile.
In the bottom panels of Fig. C.1, we show the effect of
adding regularisation for the Evans q80v20 model (i.e. this is
the true model) on the distribution of angular momentum around
the symmetry axis (Lz). The distributions can be compared to
those of the q80v20 model without regularisation (top rows). We
here show the example with 105 stars with line-of-sight veloc-
ities. The modelled distribution functions (blue) are generally
smoother when regularisation is used. As a reference we also in-
clude the distributions for a realization of the mock galaxy (red).
The model reproduces the mock distribution reasonably well,
though some differences exist. The fact that only ∼ 30% of the
total number stars of the mock galaxy end up in our FOV might
play a role here, in addition to the fact that we have discretized
the data (by using kinematic-bins, and by modelling only the first
four velocity moments).
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