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abstract: The recent description of potentially generic early warn-
ing signals is a promising development that may help conservationists
to anticipate a population’s collapse prior to its occurrence. So far, the
majority of such warning signals documented have been in highly
controlled laboratory systems or in theoretical models. Data from
wild populations, however, are typically restricted both temporally
and spatially due to limited monitoring resources and intrinsic eco-
logical heterogeneity—limitations that may affect the detectability of
generic early warning signals, as they add additional stochasticity to
population abundance estimates. Consequently, spatial and temporal
subsampling may serve to either mufﬂe or magnify early warning sig-
nals. Using a combination of theoretical models and analysis of ex-
perimental data, we evaluate the extent to which statistical warning
signs are robust to data corruption.
Keywords: conservation, critical slowing down, observation error,
search effort, subsampling, wild populations.
Introduction
Populations approaching certain kinds of thresholds have
been shown to exhibit generic early warning signals—lead-
ing indicators—prior to a transition, a function of a pop-
ulation’s diminishing ability to return to its prior state af-
ter environmental perturbation, known as critical slowing
down (Contamin and Ellison 2009; Drake and Griffen
2010a; Carpenter et al. 2011; Dakos et al. 2011, 2012b). Such
early warning signals include an increase in the standard
deviation of a population’s size, a decrease in the return rate
of a population to its mean after a perturbation, and an in-
crease in the autocorrelation of a population’s demographic
ﬂuctuations (Dakos et al. 2012a). These generic leading in-
dicators arise from mathematical properties of stochastic
dynamical systems as they approach a tipping point and ap-
pear to be present in vastly different systems, including stock
markets, global climatic change, and populations (for a re-
view, see Scheffer et al. 2009). The development and test-
ing of these statistical early warning signals suggests that
a predictive framework for population risk might be de-
veloped that requires only a relatively limited amount of
demographic data (Heﬂey et al. 2013; Krkošek and Drake
2014). From a conservation perspective, such a framework
could provide an important tool for prioritizing conserva-
tion efforts and funding to target those species approach-
ing a critical transition. However, while there is a large body
of work dedicated to collecting abundance data from wild
populations (see, e.g., Collen et al. 2009; NERC Centre for
Population Biology 2010), it remains unclear whether crit-
ical slowing down may be detected in such data. If not,
future work should concentrate on developing metrics of
population risk that are tailored to the data available.
Tests of the detectability of statistical early warning sig-
nals have typically used simulated data or laboratory ex-
periments. Drake and Griffen (2010a) used a long-term
experiment (approximately 60 generations; Ebert 2005) in
small-scale aquatic microcosms to show that leading in-
dicators of population collapse could be identiﬁed several
generations before populations became extinct. Field tests
of such signals have been provided by, among others, Car-
penter et al. (2011), whose whole-lake manipulation dem-
onstrated that statistical signals of a regime shift were de-
tectable more than a year before the shift occurred. Both
of these experimental manipulations highlight the chal-
lenges faced when collecting data for detecting critical slow-
ing down; in Drake and Griffen (2010a), populations were
sampled in triplicate once per week (approximately once
per generation; Ebert 2005) for over a year, while Carpen-
ter et al. (2011) collected data on three trophic levels daily
during the summer sampling period for 3 years. These and
other studies (e.g., Dakos et al. 2008) suggest that detecting
early warning signals may require high-resolution, high-
quality data—potentially unavailable in conservation prac-
tice. Because early warning signals are derived from statis-
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tical signals of time series, the quality of the data available
is critical to the utility of these metrics of population risk.
Consequently, factors that affect signal-to-noise ratio could
signiﬁcantly affect the usefulness of leading indicators. In-
deed, previous work has shown that, for example, the age
structure of a population may obscure statistical early warn-
ing signals (Krkošek and Drake 2014).
Data on the demography of an increasing number of
wild populations are becoming available for terrestrial, ma-
rine, and freshwater environments (Loh et al. 2005; Collen
et al. 2009; NERC Centre for Population Biology 2010).
Indeed, the analysis of global data sets of the change in
population abundance through time is one of the methods
used to analyze the current state of global biodiversity (e.g.,
the Living Planet Index; Collen et al. 2009). However, such
data sets highlight some of the limitations of the available
data: data are often limited both spatially and temporally
because of the inherent problems of sampling wild popula-
tions.
Spatial limitations on the sampling of wild populations
result from the impossibility of sampling 100% of a spe-
cies’ habitat. Typically, a subset of the population is counted
(say, along a transact or within a deﬁned area), with this
subset being assumed to reﬂect the true (total) population
abundance (e.g., Franzetti et al. 2012; but see Heﬂey et al.
2013). However, in itself, this subsampling generates uncer-
tainty, as chance events such as the movement of organisms,
the heterogeneous distribution of individuals, and the skill
of the observers inﬂuence recorded population abundance
(Muhlfeld et al. 2006). While there are a variety of sophisti-
cated methods that seek to address the problems raised by
spatial subsampling (e.g., Wright et al. 2009; Ford et al.
2012), the uncertainty generated at the sampling stage can
never be fully resolved.
Similarly, temporal limitations on data are imposed by
infrequent sampling of a population’s abundance through
time caused by, for example, limited funding or limited
available personnel (ter Braak et al. 1994; Clark and Bjørn-
stad 2004; Birkhead 2014). This may take the form of time
series that cover a short period with relatively frequent sam-
pling, time series that cover a longer period of time with
more infrequent sampling, or irregular sampling through
time. Irregular temporal sampling is of particular concern,
as many statistical leading indicators require data that are
sampled at regular intervals (Dakos et al. 2012a). Irregularly
sampled data must therefore be interpolated to create evenly
spaced data, which may introduce artiﬁcial autocorrela-
tion (Boettiger and Hastings 2012).
Given the commonality of these limitations, it would be
useful to determine how the subsampling that is employed
while monitoring wild populations affects both the preva-
lence and the strength of early warning signals. Previous
work has suggested that generic statistical indicators will
perform poorly when observational errors are large (Dai
et al. 2012; Ives and Dakos 2012; but see Heﬂey et al.
2013). One method that may be used to ameliorate some
of these issues would be the use of state-space models
(which allow the data collection process to be incorporated
into dynamic population models of a species, where the
model can pass through a critical transition), which could
explicitly account for observational errors (Heﬂey et al.
2013). Previous work has used this approach to detect po-
tential transcritical bifurcations in wild populations (Hef-
ley et al. 2013). However, this approach is signiﬁcantly more
complicated to implement and more problem speciﬁc than
the methods of, say, Dakos et al. (2008) and Scheffer et al.
(2009). Moreover, Heﬂey et al. (2013) found that even with
signiﬁcant observational error generated by spatial sub-
sampling, statistical leading indicators may still perform
reasonably well. Given this additional complexity and the
apparent robustness of statistical approaches, state-space
model approaches are not considered further here. How-
ever, identifying whether generic statistical leading indica-
tors are suitable for use with spatially and temporally lim-
ited wild population data is a key issue.
We used a combination of simulation modeling and
analysis of experimental data to investigate how the per-
centage of the habitat searched to assess population abun-
dances and the temporal frequency of sampling alter the
presence and strength of generic early warning signals. To
address this, we ﬁrst simulated data using a model previ-
ously shown to exhibit early warning signals prior to a re-
gime shift (Dakos et al. 2012a) and then corrupted this
perfect data by simulating search regimes and search fre-
quencies. We identiﬁed which early warning signals are
most robust to subsampling of the data and what portion
of the habitat must be searched (or frequency of sampling
must be employed) before trends in early warning signals
were reliably identiﬁed. We then duplicated this analysis
using data from an experiment where early warning signals
had previously been identiﬁed prior to population collapse
(Drake and Griffen 2010b). Finally, based on these results,
we made recommendations as to which early warning sig-
nals should be considered applicable for data collected on
wild population abundances.
Methods
Simulated Time Series
Following Dakos et al. (2012a), we simulated a time series
in which a critical transition is known to have occurred,
driven by a slow forcing, using the stochastic differential
equation
dxp

rx

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K

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
dt1 jxdW
Detectability of Early Warning Signals 51
This content downloaded from 130.060.047.086 on January 18, 2016 08:56:16 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
that uses the Euler approximation with an Euler time step
size (dt) of 0.025 (see zip ﬁle, available online, where code
to implement this is provided). The population’s growth
rate is r, K is the carrying capacity, h is the half-saturation
constant, c is the harvesting rate, and dW is a normally dis-
tributed (white Gaussian noise process) stochastic pertur-
bation that was applied at each time step with expectation
m(xt , t) and noise intensity j(xt , t)
2. Thus, at each Euler
time step, population rates of change were calculated based
on the above model and were used to forecast the expected
abundance at time t1 dt. Process variation was then added
to the prediction by allowing the realized Nt1 dt to be
sampled from a normal distribution with a mean equal to
the expected value and a standard deviation of
ﬃﬃﬃ
j
p
.
This model produces a similar, although not identical, re-
gime shift to the experimental data described below—the
model exhibits a fold catastrophe (where a system transi-
tions discontinuously from one state to another), whereas
the experimental data exhibit a transcritical bifurcation
(where a population changes continuously to extinction
at a cusp). Both critical transitions can generate leading in-
dicators of collapse (Drake and Griffen 2010a; Dakos et al.
2012a).
Unlike Dakos et al. (2012a), we simulated the popula-
tion abundance at each time step (i.e., the number of in-
dividuals of a population rounded to the nearest whole
number, rather than biomass, which changes on a contin-
uous scale) to enable resampling to reﬂect a real observa-
tion process and more naturally represent the experimen-
tal data of Drake and Griffen (2010a; see below). In this
model, c can be regarded as a rate of harvesting; for exam-
ple, the removal of individuals while ﬁshing. As in Dakos
et al. (2012a), we simulated data for 1,000 time steps. The
speed at which a population approaches a critical transi-
tion is inﬂuenced by the rate of change of the system from
a steady state. In our case, this is largely governed by the
parameter c. As this approach speed could alter the preva-
lence of early warning signals (Brock and Carpenter 2010;
Krkošek and Drake 2014), we simulated 10 time series
where the value of c increased linearly (from 1) at different
rates (0.025, 0.03, 0.035, . . . , 0.07 c per time step; ﬁg. 1a).
Five replicates were simulated for each rate of change of
c (ﬁg. 1a).
Experimental Data
In addition to the simulated data, we analyzed an experi-
mental data set where signals of critical slowing down
have previously been shown to occur (Drake and Griffen
2010a). Drake and Griffen (2010a) used replicate popula-
tions of the freshwater cladoceran Daphnia magna to gen-
erate long-term (413 days, ∼60 generations; Ebert 2005)
population abundance data, sampling populations for abun-
dance once per week. The original study had one treatment
group, in which environmental conditions deteriorated (de-
clining resource input), causing extinction, and one control
group, in which environmental conditions were constant.
Our study used data from the deteriorating environment
treatment only (where early warning signals would be ex-
pected to occur). Each population’s time series was treated
independently, with a total of 30 replicates where habitat
quality had been degraded through time. All 30 popula-
tions fell to extinction during the experimental period, with
the fastest collapse occurring by day 259 and the slowest
by day 416. As in Drake and Griffen (2010a), we excluded
the transient dynamics between days 0 and 105 and ana-
lyzed the variation in population abundances from day
100 to the sampling date immediately preceding extinction
(1 week, or approximately one generation [Ebert 2005],
prior to extinction).
Resampling the Data
Based on Clements et al. (2014), the simulated and exper-
imental data were then resampled as follows: to simulate
the effects of imperfect spatial sampling of a population, a
process of constant search effort was applied to each re-
cord of population abundance through time. Search effort
(the proportion of a habitat searched) was simulated from
0.01 to 1 in increments of 0.01 for the simulated data. Be-
cause of the generally lower abundances of the experimen-
tal data, search efforts from 0.1 to 1 in increments of 0.01
were implemented. The number of observed individuals
at each time step was then calculated by drawing a binomial
random variate with size equal to the total abundance and
probability set to the search effort, and thus populations
were assumed to be randomly distributed across space. It
should be noted that such subsampling represents not only
imperfect spatial sampling but also the imperfect detection
of individuals—for example, searching 100% of a habitat
and observing 10% of the individuals (a detection proba-
bility of 0.1) is approximately equivalent to searching 10%
of a habitat but observing 100% of the individuals within
that area (a detection probability of 1), assuming those in-
dividuals are homogeneously or randomly distributed. Thus,
our results can be interpreted as the effects of either less than
perfect spatial sampling or imperfect detection or a combi-
nation of both. Simulations were run 10 times for each level
of search effort for each replicate of the model and experi-
mental population.
To simulate infrequent temporal sampling, we manipu-
lated the number of time points in each time series by ran-
domly selecting a subset of each perfect time series (i.e.,
without any spatial sampling) to be used in the calculation
of early warning signals. Proportions of 0.1 to 1 (in 0.01
increments) of the original data set were used, and again
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simulations were run 10 times for each replicate model
and experimental population.
Calculation of Early Warning Signals
We used the package “earlywarnings” for the statistical
software R (R Development Core Team 2014) to calculate
the change in ﬁve generic early warning signals through
time: autocorrelation at the ﬁrst lag (similarity of value
at time t to the value at t2 1), density ratio (ratio of low
frequencies to high frequencies within a rolling window),
ﬁrst-order autoregressive coefﬁcient (ar(1)), return rate (rate
of return to equilibrium after a perturbation), and standard
deviation of the data. Coefﬁcient of variation was not cal-
culated, as the data from the model simulation and ex-
periment were detrended using Gaussian detrending, while
kurtosis and skewness were not included, as kurtosis is
expected to be present in data where population ﬂicker be-
tween two stable states and skewness provides much less
reliable indications of an approaching transition (Dakos
et al. 2012a). A rolling window size of 50% of the data sets
was used for all the analyses, with a default bandwidth es-
timated using Silverman’s rule (0.9 times the minimum of
the standard deviation and the interquartile range, divided
by 1.34 times the sample size to the negative one-ﬁfth power;
see earlywarnings help ﬁles). In addition, where the tempo-
ral frequency of samples was manipulated (and therefore
abundance counts were not uniformly distributed through
time), the data were linearly interpolated (using the inter-
polate function in the earlywarnings package). These early
warning signals were calculated on a subset of the experi-
mental and simulated data: up until ﬁve time points be-
fore a population’s collapse for the simulated data and to
the sample point prior to extinction for the experimental
0
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Figure 1: a, Simulated time series that experiences a critical transition from an underexploited state to an overexploited state. The rate of
change of the parameter c (the harvesting parameter) was determined when this critical transition occurred. b, Population data from Drake
and Griffen (2010b) that were shown to exhibit early warning signals of population collapse.
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data (1 week prior to extinction). Following Dakos et al.
(2008), we used Kendall’s t to assess trends in leading indi-
cators prior to population collapse. We then analyzed the
signiﬁcance and strength of these correlations to evaluate
the relative performance of different potential early warn-
ing signals in the data. This approach to forecasting critical
transitions has been criticized for being statistically inefﬁ-
cient (Boettiger and Hastings 2012). We note that our goal
was not to obtain the most efﬁcient statistical estimator but
rather to measure the effect of data corruption on the esti-
mators currently enjoying the widest use. Accordingly, we
report our results in terms of trends—for instance, whether
or not there is a correlation between a candidate leading in-
dicator and time and whether this trend is in the theoreti-
cally expected direction. Thus, for example, if there was a
positive correlation between time and standard deviation,
this is described as a positive trend, as the standard devia-
tion of a population is expected to increase prior to a bifur-
cation. Conversely, for return rate—which is expected to
decrease as a population approaches a bifurcation—a neg-
ative correlation is described as a positive trend in the lead-
ing indicator. The strength of these trends was recorded as
the Kendall t value. For the experimental data, results pre-
sented are for the subset that showed trends in the uncor-
rupted data sets. For simulated time series, results for the
scenario where the parameter c increased 0.025 per time
step are presented in themain text, with results for the other
nine simulated data sets reported in appendix B (apps. A
and B available online).
Results
Effects of Search Effort
We show that the correlation between a candidate leading
indicator and the time remaining before a critical transi-
tion is breached is signiﬁcantly and substantially affected
by the fraction of the habitat searched (ﬁg. 2a). For the ﬁve
early warning statistics (autocorrelation at ﬁrst lag, auto-
regressive coefﬁcient ar(1), density ratio, return rate, and
standard deviation), the strength of positive trends in lead-
ing indicators increased signiﬁcantly as the fraction of the
habitat searched was increased, with a subsequent decrease
in the variation in Kendall t values (ﬁg. 2a). The precise re-
lationship between search effort and strength of trends in
leading indicators varied among metrics, with some (auto-
correlation at ﬁrst lag, autoregressive coefﬁcient ar(1), and
density ratio) tending to produce a high proportion of strong
positive trends, even at low search efforts, whereas others
(standard deviation, return rate) exhibited this only when
search efforts were greater than ∼50% (ﬁg. 2a). These results
appear to hold even when the starting population size of the
modeled population is altered by two orders of magnitude
(app. A). The rate of forcing of the system (rate of change
of the parameter c) had relatively little impact on the rela-
tionship between search effort and trends in leading indi-
cators, with all leading indicators showing approximately
the same relationship across the different rates of forcing
(app. B).
Results for the experimental data were similar. We found
strong positive correlations in leading indicators to be more
prevalent with higher search efforts. However, search effort
appeared to have less of an effect on the strength of these
signals compared with simulated data (ﬁg. 2b). Of the ﬁve
leading indicators tested, return rate produced the least
reliable indications of an approaching transition, with only
39% of simulations producing a trend in the direction ex-
pected by theory. The other four indicators all showed pos-
itive correlations in a large number of simulations (184%;
ﬁg. 2b).
Effects of the Frequency of Sampling
Increasing the mean frequency of sampling increased the
strength and number of positive trends in leading indica-
tors (ﬁg. 2c). When there was infrequent sampling (be-
tween 0.1 and 0.25 samples per time step), there was con-
siderable variation in the strength of these trends, with a
high rate of type II error (failure to detect an approach-
ing critical transition) in all early warning metrics barring
standard deviation (ﬁg. 2c). Again, these results appear to
hold even when the starting population size of the mod-
eled population is altered dramatically (app. A).
There was weak evidence for an interaction between the
rate of change of c and the mean frequency of sampling
(app. B). In general, the strength and direction of leading
indicators showed a similar pattern across the different
rates of forcing, with small differences between the popu-
lations with different rates of change of c—those with slow
rates of change (e.g., 0.03 per time step) tended to have
slightly stronger trends in leading indicators than those
with fast rates of change of c (app. B).
Unlike search effort, altering the frequency of sampling
of the experimental data did not produce similar results to
the model data (ﬁg. 2c, 2d)—the experimental data showed
much less frequent positive correlation in leading indica-
tors (trend lines; ﬁg. 2c, 2d), often with large type II er-
ror. This was especially prevalent with standard deviation,
where 84% of simulations showed a decrease in the stan-
dard deviation through time rather than (as expected by the-
ory) an increase (ﬁg. 2d).
Discussion
The detection of early warning signals prior to population
collapse is a potentially powerful tool for prioritizing con-
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servation effort and funding. Generic early warning signals
may be of particular interest, as they require relatively sim-
ple data (population abundance through time) and have
been shown to be exhibited, theoretically, by many differ-
ent kinds of dynamical systems. Here, we show that data
limitations imposed by imperfect sampling, an omnipres-
ent factor in wild population surveys, can alter the detect-
ability and reliability of these signals.
The ubiquitous subsampling, both spatial and temporal,
associated with the monitoring of wild populations creates
unique obstacles to understanding their dynamics (Clark
and Bjørnstad 2004; Clements et al. 2013). Such problems
Figure 2: Effects of spatial and temporal subsampling on the strength of early warning signals, measured as the correlation between each
leading indicator and time (Kendall t value), using data from a simulated population (with a rate of change of the parameter c of 0.025; ﬁg. 1)
and from Drake and Griffen (2010b). Intensity of the shading shows the distribution of points produced by the simulations in two-
dimensional space. Theory suggests that all leading indicators should show positive correlations with time (positive Kendall t values), with
the exception of return rate, which should show a negative correlation (negative Kendall t value). Numbers in the upper and lower half of
each panel indicate the portion of simulations with a positive or negative trend in Kendall’s t correlation coefﬁcient. Lines on each panel
show the trends in the values of Kendall t values with search effort and frequency (loess regression); black shaded areas indicate 95% CI.
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must be overcome, however, as it is impractical to perfectly
monitor any population in space and time. Such issues are
particularly relevant to the detection of early warning sig-
nals of population collapse, as limited spatial sampling and
limited temporal sampling can mask the population ﬂuctu-
ations on which generic early warning signals are based.
The results presented here suggest that spatial subsam-
pling signiﬁcantly alters the detectability of early warning
signals and that at low search efforts such early warning
signals are liable to be masked by demographic noise. Of
the ﬁve leading indicators tested here, autocorrelation at
ﬁrst lag, ﬁrst-order autoregressive coefﬁcient, and density
ratio are the most robust to varying search efforts (ﬁg. 2).
This supports previous work that has suggested that auto-
correlation provides more reliable and robust early warn-
ing signals than other metrics (Dakos et al. 2012b; Krkošek
and Drake 2014). While it is encouraging that such meth-
ods may be robust to what can be considered a large
amount of uncertainty, high search efforts to assess a pop-
ulation’s abundance may in many instances be unrealistic
(Green and Young 1993). Given the prevalence of type II
error (erroneously assuming a population is not approach-
ing a critical transition) at low search efforts, explicitly in-
cluding search effort among leading indicators could prove
particularly useful. Previously, something similar had been
achieved using state-space models (Heﬂey et al. 2013), but
future work could also seek to include imperfect sampling
in the calculation of statistical leading indicators. Alterna-
tively, more powerful model selection approaches (pro-
posed by Boettiger and Hastings [2012]) may be employed,
which could prove less susceptible to degraded data. Such
an approach could not be implemented here, as it is com-
putationally intensive, and it would be impossible to ana-
lyze the large number of simulated and experimental data
sets generated here.
The results of spatial subsampling generated using the
experimental data typically mirrored those of the simulated
data, although a higher fraction of experimental time series
exhibited early warning signals compared to the simulated
data (ﬁg. 2a, 2b). Possibly, this derives from the two dif-
ferent critical transitions (a fold bifurcation in the simu-
lated data and a transcritical bifurcation in the experimen-
tal data). Alternatively, it may result from the inherently
more noisy and short length of experimental time series,
and thus the trends observed in the simulated data, where
low search efforts produce a large variation in signiﬁcant
Kendall t values (ﬁg. 2), are not seen in the experimental re-
sults.
Additionally, we show that temporal subsampling can
inﬂuence the frequency with which early warning signals
are detected (ﬁg. 2c, 2d). This is unsurprising given that
many leading indicators of population collapse are based
on the temporal ﬂuctuations of a population approaching
a transition (Dakos et al. 2012a). When the simulated pop-
ulation data was subsampled, all ﬁve leading indicators per-
formed relatively well, even when sampling occurred on
average only once every four time steps, so that data had
to be interpolated (mean frequency of sampling ∼0.25;
ﬁg. 2c). This relatively infrequent sampling may give hope
that currently available long-term data sets could prove
useful in detecting early warning signals, even when sam-
pling has been sporadic through time. We note, however,
that even with very low temporal sampling (e.g., 0.1 sam-
ples per time step), the length of the time series generated
by our simulation study would be ∼80 data points long,
potentially longer than most data available to conservation
practitioners. When the shorter time series from Drake and
Grifﬁn (2010a) were used, it became apparent that even
with frequent sampling (approaching 1), type II errors were
often present, likely a function of the noisy and (relatively)
short nature of the data. This suggests that temporal sub-
sampling of wild populations is likely in many cases to be
more detrimental than spatial subsampling.
Here we have demonstrated how two common sam-
pling issues associated with wild populations (search ef-
forts and the temporal frequency of sampling) affect the
prevalence and strength of early warning signals. How-
ever, there are numerous other factors that can inﬂuence
estimates of population abundances through time. For ex-
ample, imperfect detection of individuals can have impor-
tant consequences for the identiﬁcation of population dy-
namics and the estimation of species distributions (e.g.,
Lahoz-Monfort et al. 2014); misidentiﬁcation when closely
related species co-occur may exacerbate the problem (Scott
and Hallam 2003), while the experience of the surveyors
employed to make population counts can alter abundance
estimates (Alldredge et al. 2007). At larger spatial scales,
migration and immigration are known to signiﬁcantly al-
ter the persistence of populations (Schaub et al. 2010),
and while the autocorrelation of movement between pop-
ulations has been recognized as a potential early warning
signal of collapse (Dakos et al. 2011), it remains unclear
how these fundamental processes may affect the detect-
ability of early warning signals in single population time
series such as those presented here.
A related problem is the spatial distribution of individ-
uals, assumed to be random in the work presented here
(hence the use of a binomial distribution for the genera-
tion of sighting events)—clearly a simpliﬁcation of the com-
plexities of real-world scenarios. Where populations are
highly aggregated, targeted sampling of small spatial areas
could allow for a higher proportion of the total popula-
tion to be sampled than expected if individuals were ran-
domly distributed. This would then be equivalent to higher
levels of spatial sampling in the simulations presented here.
Search effort could thus also be considered as equivalent
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to the approximate proportion of a population sampled
and not simply the spatial area searched.
In conclusion, we show in this article that when long
time series data are available, leading indicators of popu-
lation collapse can be robust to observation error, includ-
ing relatively infrequent surveys and poor search efforts.
Of the ﬁve leading indicators we test here, autocorrela-
tion at the ﬁrst lag, ﬁrst-order autoregressive coefﬁcient,
and density ratio were the most robust to varying search
efforts and temporal sampling. However, when search ef-
forts are low and sampling is infrequent, these statistical
early warning signals are often unreliable. Thus, we addi-
tionally suggest that future analysis should seek to implic-
itly or explicitly include observational uncertainty or ap-
proach these issues in alternate ways (e.g., Boettiger and
Hastings 2012).
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“The Great Auk [. . .] fed on ﬁshes and marine plants, and laid either in the clefts of the rocks or in deep burrows a solitary egg [. . .]. The
only noise it was known to utter was a gurgling sound. Once very abundant on both shores of the North Atlantic, it is now believed to be
entirely extinct, none having been seen or heard of alive since 1844, when two were taken near Iceland.” From “The Great Auk” by James
Orton (The American Naturalist, 1869, 3:539–542).
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