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Summary  This  paper  analyses  the  botnet  trafﬁc  using  Ensemble  of  classiﬁer  algorithm  to  ﬁnd
out bot  evidence.  We  used  ISCX  dataset  for  training  and  testing  purpose.  We  extracted  the
features of  both  training  and  testing  datasets.  After  extracting  the  features  of  this  dataset,
we bifurcated  these  features  into  two  classes,  normal  trafﬁc  and  botnet  trafﬁc  and  provide
labelling. Thereafter  using  modern  data  mining  tool,  we  have  applied  ensemble  of  classiﬁer
algorithm.  Our  experimental  results  show  that  the  performance  for  ﬁnding  bot  evidence  using
ensemble  of  classiﬁers  is  better  than  single  classiﬁer.  Ensemble  based  classiﬁers  perform  better
than single  classiﬁer  by  either  combining  powers  of  multiple  algorithms  or  introducing  diver-
siﬁcation to  the  same  classiﬁer  by  varying  input  in  bot  analysis.  Our  results  are  showing  that
by using  voting  method  of  ensemble  based  classiﬁer  accuracy  is  increased  up  to  96.41%  from
93.37%.
© 2016  Published  by  Elsevier  GmbH.  This  is  an  open  access  article  under  the  CC  BY-NC-ND  license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
antroductionotnet  has  become  a  common  phenomena  on  Internet.  It  is
 collection  of  infected  machine.  In  other  word  it  is  kind  of
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icenses/by-nc-nd/4.0/).rmy  of  infected  bots  targeted  at  spreading  malicious  activ-
ty  and  expansion  of  bot  army.  The  Botmaster  controls  and
ommunicates  through  C&C  channels.  IRC  is  most  commonly
nd  widely  utilized  channel.
It  is  very  difﬁcult  to  observe  the  user,  who  is  becoming  the
art  of  Botnet  or  about  to  be  infected  by  stealthy  malware.
ot  can  forward  secret  information  to  the  adversaries.  Bot
erder  can  command  the  bot  to  spread  Denial  of  Services
ttack  (DoS),  phishing  activity,  key  logging,  forwarding  the
pam  and  click  fraud  etc.  In  order  to  combat  from  these
inds  of  attacks  researchers  needs  to  focus  on  the  features
f  the  Botnet.
icle under the CC BY-NC-ND license (http://creativecommons.org/
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It  is  necessary  to  analyse  the  Botnet  trafﬁc  for  this  pur-
pose,  which  is  used  to  analyse  and  record.
Botnet  has  become  a  common  phenomena  on  Internet.  It
is  a  collection  of  infected  machine.  In  other  word  it  is  kind  of
army  of  infected  bots  targeted  at  spreading  malicious  activ-
ity  and  expansion  of  bot  army.  The  Botmaster  controls  and
communicates  through  C&C  channels.  IRC  is  most  commonly
and  widely  utilized  channel.
In  this  paper  we  have  taken  ISCX  training  dataset  and
testing  dataset  to  analyse  the  Botnet  trafﬁc  using  Ensemble
of  classiﬁer  algorithm  to  ﬁnd  out  evidence  about  Bot.  We
extract  the  features  of  both  training  and  testing  dataset.
After  extracting  the  features  of  this  dataset,  we  bifurcate
this  feature  into  two  classes  i.e.  on  normal  trafﬁc  &  Botnet
trafﬁc  and  provide  labelling.  Thereafter  using  data  mining
tool,  we  applied  ensemble  of  classiﬁer  algorithm.
Our  experimental  analysis  result  shows  the  performance
for  ﬁndings  bot  evidence  using  ensemble  of  classiﬁer  is  bet-
ter  than  single  classiﬁer.
Ensemble  based  classiﬁers  perform  better  than  single
classiﬁer  by  combining  multiple  algorithms  in  bot  analysis.
This  paper  categorizes  as  ‘Review  of  literature’  section
shows  the  review  of  literature  of  previous  work  on  machine
learning  technique  for  the  Botnet  analysis.  ‘Ensembler  clas-
siﬁer  framework’ section  deﬁnes  the  ensemble  classiﬁer
framework  ‘Experiments  and  results’ section  exhibits  the
experiments  and  result  and  ﬁnally  concludes  the  paper  in
‘Conclusion’ section.
Review of literature
Livadas  et  al.  (2006)  identiﬁed  the  Botnet  trafﬁc  using
machine  learning  technique.  For  this  purpose  he  segregated
the  whole  trafﬁc  into  IRC  and  non-IRC  trafﬁc.  After  seg-
regation  he  differentiated  the  IRC  trafﬁc  and  real  trafﬁc
and  compare  this  analysis  with  J48,  naïve  Bayes  &  Bayesian
network  classiﬁers.
Beigi  et  al.  (2014)  focuses  on  statistical  network  ﬂow
features  rather  than  packet  content  is  unable  to  differenti-
ate  between  botnet  IRC  trafﬁc  and  benign  trafﬁc.  Author
shows  the  loophole  on  previous  methods  such  as  princi-
ple  component  analysis  (PCA),  correlation  feature  selection
(CFS),  minimum  redundancy  maximum  relevance  (mRMR)
and  improper  evaluation  of  features  set  on  testbed  datasets.
He  built  a  dataset  which  incorporate  different  variety  of
botnet  of  different  protocol  in  realistic  environment.
Saad  et  al.  (2011)  proposed  a  new  approach  (detecting
P2P  Bot  before  launch  the  attack)  to  characterize  and  detect
through  network  trafﬁc  behaviour.  Using  machine  learning
technique  he  extracted,  analysed  the  set  of  C&C  trafﬁc
behaviour  and  its  characteristics.  He  differentiated  among
ﬁve-machine  learning  technique  i.e.  Super  vector  machine
(SVM),  artiﬁcial  neural  network  (ANN),  Nearest  neighbours
classiﬁer  (NNC),  Gaussian  based  classiﬁer  (GBC)  and  Naïve
bayes  classiﬁer  (NBC).
Rokach  (2010)  divided  ensemble  model  into  dependent
and  independent  method.  In  dependent  method  the  most
well  versed  model  instance  is  Boosting  which  is  known  as
resampling  and  combining.  It  is  used  to  improve  the  perfor-
mance  of  week  classiﬁcation  on  distributed  training  data.
Through  iterative  process  AdaBoost  is  well  known  ensemble
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9Figure  1  Ensemble  classiﬁer  methods.
lgorithm  to  improve  simple  boosting  algorithm.  In  indepen-
ent  well  known  method  is  Bagging  and  Wagging.
nsembler classiﬁer framework
nitially  authors  used  bagging  method  for  Ensembler  learn-
ng.  Meta  algorithm  of  model  averaging  was  built  for
lassiﬁcation  initially.  It  used  the  multiple  training  set  by
tilizing  bootstrap,  it  used  many  version  of  training  set.  It  is
nsemble  meta  algorithm  of  machine  learning  which  is  made
or  improving  the  accuracy  of  machine  learning  algorithm
or  both  regression  and  classiﬁcation.  Each  version  of  data
et  utilizes  for  training  of  different  model.  Through  aver-
ging  and  voting  output  of  the  model  combined  and  then
reate  a single  output  in  case  of  regression  and  classiﬁca-
ion.  KNN  is  a  simple  classiﬁer  for  basic  recognition  problem.
t  is  slow  for  real  time  prediction  but  good  for  basic  prob-
em,  use  training  data  itself  for  classiﬁcation.  Decision  tree
earning  is  a  predictive  modelling  maps  observation  for  a
ata.  This  approach  uses  in  various  data  mining  and  machine
earning.  It  describes  the  classiﬁcation  tree  which  shows  the
rees  structure,  leaves,  class  labels  and  branches.  ADABoost
s  powerful  classiﬁers  work  effectively  both  in  basic  and
omplex  recognition  problem.  It  combines  all  weak  and  inac-
urate  classiﬁer  and  make  one  ensemble  classiﬁer.  AdaBoost
lassiﬁer  is  train  by  classiﬁcation  data  structure.  Fig.  1  is
escribing  about  the  ﬂow  diagram  of  ensemble  based  clas-
iﬁer.
xperiments and results
n  our  experiments,  we  have  used  ISCX  Botnet  dataset  (Beigi
t  al.,  2014) from  which  we  have  extracted  42  attributes,
rovided  labels  to  every  instances  and  splitted  it  into
raining  and  testing  datasets.  After  that  using  Scikit-Learn
a  python  library)  we  have  applied  machine  learning  and
nsemble  algorithms  to  this  dataset.  We  have  used  bagging,
daBoost,  soft-voting  method  of  ensemble  based  classiﬁer.
e  have  compared  the  performance  of  each  classiﬁer  based
n  their  accuracy  to  predict  classes  of  unknown  instances.
able  1 is  describing  the  comparison  of  different  classiﬁers.
s  observed  from  Table  1  performance  of  bagging  KNN  i.e.
5.69%  is  better  than  KNN  i.e.  93.87%  because  it  reduces
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Table  1  Performance  comparison  table  of  classiﬁers.
Classiﬁer  Accuracy
KNN  93.87%
Decision  tree  93.37%
Bagging  with  KNN  95.69%
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J., Hakimian, P., 2011. Detecting P2P botnets through network
behavior analysis and machine learning. In: Ninth Annual Inter-
national Conference on Privacy, Security and Trust (PST), pp.Ada-Boost  with  decision  tree  94.78%
Soft voting  of  KNN  &  decision  tree  96.41%
ariance  in  input  data  and  avoids  overﬁtting  based  clas-
iﬁer  is  better  than  single  classiﬁer  and  highest  accuracy
.e.  96.41%.  AdaBoost  decision  tree  also  increases  accuracy
rom  93.37%  to  94.78%  improving  learning  process  of  decision
ree.  And  highest  accuracy  is  achieved  by  using  soft-voting
ule  because  it  merges  the  power  of  two  algorithms  and  give
ore  weightage  to  the  decision  of  better  performing  algo-
ithm.  The  output  of  single  classiﬁer  does  not  give  perfect
ot  ﬁndings.  This  paper  shows  the  performance  of  Bot  evi-
ence  using  Ensemble  of  classiﬁer  is  better  than  the  single
lassiﬁer.onclusion
his  ensemble  based  classiﬁer  always  performs  better  per-
ormance  because  it  is  made  up  by  combining  multipleA.  Bijalwan  et  al.
lgorithm  in  Bot  analysis.  This  paper  extracts  the  features
f  both  training  and  testing  dataset.  It  segregated  this  fea-
ure  into  classes  i.e.  on  normal  trafﬁc  &  botnet  trafﬁc  and
rovides  labelling.  Thereafter  using  data  mining  tool,  we
pplied  ensemble  of  classiﬁer  algorithm.  We  analyse  the  Bot-
et  trafﬁc  Using  ISCX  training  dataset  and  testing  dataset
o.
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