Simultaneous Optical Transmission Spectroscopy of a Terrestrial,
  Habitable-Zone Exoplanet with Two Ground-Based Multi-Object Spectrographs by Diamond-Lowe, Hannah et al.
Draft version June 4, 2020
Typeset using LATEX twocolumn style in AASTeX62
Simultaneous Optical Transmission Spectroscopy of a Terrestrial, Habitable-zone Exoplanet
with Two Ground-Based Multiobject Spectrographs
Hannah Diamond-Lowe,1 Zachory Berta-Thompson,2 David Charbonneau,1 Jason Dittmann,3 and
Eliza M.-R. Kempton4
1Center for Astrophysics | Harvard & Smithsonian, 60 Garden St., Cambridge, MA 02138, USA
2Department of Astrophysical and Planetary Sciences, University of Colorado, 2000 Colorado Ave., Boulder, CO 80305, USA
3Department of Earth, Atmospheric and Planetary Sciences, Massachusetts Institute of Technology, 77 Massachusetts Ave., 54-918,
Cambridge, MA 02139, USA
4Department of Astronomy, University of Maryland, College Park, MD 20742, USA
(Received August 24, 2019; Revised May 12, 2020; Accepted May 15, 2020)
Submitted to AJ
ABSTRACT
Investigating the atmospheres of rocky exoplanets is key to performing comparative planetology
between these worlds and the terrestrial planets that reside in the inner solar system. Terrestrial
exoplanet atmospheres exhibit weak signals, and attempting to detect them pushes at the boundaries
of what is possible for current instrumentation. We focus on the habitable-zone terrestrial exoplanet
LHS 1140b. Given its 25-day orbital period and 2 hr transit duration, capturing transits of LHS
1140b is challenging. We observed two transits of this object, approximately 1 yr apart, which yielded
four data sets thanks to our simultaneous use of the IMACS and LDSS3C multiobject spectrographs
mounted on the twin Magellan telescopes at Las Campanas Observatory. We present a jointly fit
white light curve, as well as jointly fit 20 nm wavelength-binned light curves from which we construct
a transmission spectrum. Binning the joint white light-curve residuals to 3-minute time bins gives an
rms of 145 ppm; binning down to 10-minute time bins gives an rms of 77 ppm. Our median uncertainty
in R2p/R
2
s in the 20 nm wavelength bins is 260 ppm, and we achieve an average precision of 1.3× the
photon noise when fitting the wavelength-binned light curves with a Gaussian process regression. Our
precision on R2p/R
2
s is a factor of four larger than the feature amplitudes of a clear, hydrogen-dominated
atmosphere, meaning that we are not able to test realistic models of LHS 1140b’s atmosphere. The
techniques and caveats presented here are applicable to the growing sample of terrestrial worlds in the
Transiting Exoplanet Survey Satellite era, as well as to the upcoming generation of ground-based giant
segmented mirror telescopes.
Keywords: planets and satellites: atmospheres – planets and satellites: terrestrial planets – planets
and satellites: individual: LHS 1140b
1. INTRODUCTION
Planetary atmospheres hold clues about surface pro-
cesses, formation histories, and the potential for habit-
ability for the planets they surround. Under the right
circumstances, they can also reveal the presence of life
on other worlds via biomarker gases (e.g., Domagal-
Goldman et al. 2011; Meadows 2017, and references
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therein). In the solar system we see a great diversity of
atmospheres, from the puffy hydrogen and helium en-
velopes around Jupiter and Saturn to the heavy carbon
dioxide layer around Venus and the nitrogen-rich sky of
Titan.
The terrestrial bodies of the solar system boast a wide
variety of atmospheric compositions and masses, but all
are secondary, high mean molecular weight atmospheres.
Results from the Kepler mission, combined with statis-
tical and empirical follow-up, reveal that such worlds
also exist in abundance outside the solar system, along
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2with a completely new kind of terrestrial planet that has
retained a hydrogen- and helium-dominated envelope
(Fressin et al. 2013). For planets with radii < 10R⊕,
those with radii > 1.6R⊕ have low bulk densities and
likely host puffy hydrogen and helium envelopes cap-
tured from the stellar nebula, while those with radii
< 1.6R⊕ are rocky in nature and likely host high mean
molecular weight secondary atmospheres (Owen & Wu
2013; Lopez & Fortney 2013; Rogers 2015; Fulton et al.
2017; Fulton & Petigura 2018; Van Eylen et al. 2018),
though given the difficulties in detecting secondary at-
mospheres around small planets, we have not yet spec-
troscopically characterized any. The 1.6R⊕ mark is not
a hard cutoff. Another way to look at this is that plan-
ets with bulk densities less than that of rock (2.5 − 3.0
g/cm3) must have significantly large envelopes of hy-
drogen and helium in order to explain their low masses
relative to their radii, whereas planets with bulk densi-
ties at or above that of rock are likely compositionally
similar to the terrestrial objects found in the solar sys-
tem.
To understand the rocky exoplanets, we must probe
their atmospheres and determine their compositions. In
this paper we focus on the technique of transmission
spectroscopy, whereby observations of a planet’s tran-
sit across its star, taken over a range of wavelengths,
can reveal the planet’s atmospheric composition, since
different molecules absorb stellar light at different wave-
lengths. Within the limits of current instrumentation,
we begin the exploration of small-planet atmospheres by
looking for small planets that orbit the small stars clos-
est to us. This is a simple function of the planet-to-star
radius ratioRp/Rs (the larger the ratio, the easier it is to
detect the planet) and the need for high signal-to-noise
ratio measurements to differentiate the planet radius at
one wavelength from another (the closer the star, the
more photons can be collected per observation).
Before the launch of the Transiting Exoplanet Sur-
vey Satellite (TESS; Ricker et al. 2015), the ground-
based transit surveys MEarth and TRAPPIST (Nutz-
man & Charbonneau 2008; Gillon et al. 2013; Irwin
et al. 2015) discovered a handful of small planets around
three small, nearby stars: GJ 1132, TRAPPIST-1,
and LHS 1140, which follow-up observations by the
Spitzer Space Telescope and K2 confirmed and, for the
TRAPPIST-1 and LHS 1140 systems, bolstered with ad-
ditional planet discoveries (Berta-Thompson et al. 2015;
Gillon et al. 2017a; Dittmann et al. 2017b,a; Ment et al.
2019). Follow-up by radial velocity instruments such
as the High Accuracy Radial-velocity Planet Searcher
(HARPS; Pepe et al. 2004) provided masses for planets
in the GJ 1132 and LHS 1140 systems, thereby con-
firming their rocky natures. HARPS also discovered an
additional, nontransiting planet in the GJ 1132 system
(Bonfils et al. 2018). In the case of the two nearest ter-
restrial planets HD 219134b,c (Gillon et al. 2017b), their
presence was detected via radial velocities from HARPS-
North (Cosentino et al. 2012) and were later found to
transit by Spitzer. The dimness of TRAPPIST-1 makes
radial velocity measurements challenging, so masses for
the TRAPPIST-1 planets are instead estimated using
transit timing variations (TTVs; Grimm et al. 2018),
revealing that some of the TRAPPIST-1 planets may
have bulk densities comparable to that of water. Now
in the era of TESS the sample of terrestrial exoplanets
orbiting small (< 0.3 R), nearby (< 15 pc) stars is
growing, with LHS 3844b and LTT 1445Ab added re-
cently (Vanderspek et al. 2019; Winters et al. 2019).
Though the presence of these terrestrial planets pro-
vides a tantalizing opportunity for atmospheric follow-
up, the most we are able to do with current instrumenta-
tion is rule out the lowest mean molecular weight atmo-
spheres dominated by hydrogen and helium, which con-
firms the aforementioned work on Kepler planets with
radii < 10 R⊕. So far cloud-free low mean molecu-
lar weight atmospheres are ruled out for TRAPPIST-
1b,c,d,e,f and for GJ 1132b (de Wit et al. 2016, 2018;
Diamond-Lowe et al. 2018).
With the goal of eventually detecting atmospheric
biomarkers on habitable-zone worlds, we designed a
project to characterize the atmosphere of LHS 1140b
(Dittmann et al. 2017b), a habitable-zone terrestrial
exoplanet orbiting a nearby mid-M dwarf. Since the
planet’s discovery, and our subsequent observing pro-
gram, Data Release 2 of the Gaia mission (Gaia Col-
laboration et al. 2016, 2018) moved LHS 1140 farther
away than was initially thought, to its current distance
of 14.993± 0.015 pc. This means that the stellar radius
of LHS 1140 is larger than initially thought, which in
turn increases the derived planet radius. With this new
information, we find that LHS 1140b has a radius of
1.727±0.032 R⊕ and a mass of 6.98±0.89 M⊕, making
its density of 7.5±1.0 g/cm3 consistent with a terrestrial
composition (Ment et al. 2019). The planet’s surface
gravity is 23.7 ± 2.7 m/s2 with an estimated effective
temperature Teff = 235 ± 5 K, assuming an albedo of
zero. The atmospheric scale height of a planet is directly
proportional to the planet’s temperature and inversely
proportional to its surface gravity. In the case of LHS
1140b, its atmospheric scale height and therefore the
amplitudes of its atmospheric features are below what
is detectable with our observations.
We note that when we began this project we assumed
a lower surface gravity for the planet. This came about
3because the initial mass and radius estimates of LHS
1140b gave a bulk density consistent with a composi-
tion of more than 50% iron, which is implausible and in
stark defiance of conventional planetary formation sce-
narios (Zeng et al. 2016; Dittmann et al. 2017b). As
such, it seemed likely that the mass of LHS 1140b would
be refined and lowered in a subsequent season of radial
velocity measurements (Figure 2 of Morley et al. (2017)
provides an illustration of this thinking). At the start
of this project we adopted values for the stellar distance
and planet radius from Dittmann et al. (2017b). In pre-
dicting the atmospheric signal we assumed a terrestrial
core-mass fraction, which implied a surface gravity of
17.5 m/s2. With Gaia DR2 it became apparent that the
initial measured mass of LHS 1140b was actually cor-
rect, and it was the initial radius measurement that was
wrong. The revised parameters imply a terrestrial com-
position and yield a surface gravity of 23.7 m/s2. While
many parallaxes of nearby stars were refined by the Gaia
mission, LHS 1140 was a particularly pathological case
owing to how sparse its field is. For a relatively bright
star like LHS 1140, pre-Gaia parallaxes are generally re-
liable, but if there are too few additional stars in the
observing field against which to compare the position,
the derived distance is unreliable.
Despite the difficulty involved in detecting the atmo-
sphere of LHS 1140b, it is one of the few terrestrial
planets orbiting a nearby M star for which liquid water
could potentially exist on the planet surface. However,
equilibrium temperature is not the sole determinant for
habitability. M stars like LHS 1140 spend more time in
the pre-main-sequence phase than G stars like the Sun
before settling onto the main-sequence branch (Baraffe
et al. 2002, 2015). This means that M stars have longer
periods of high-energy activity that can strip the atmo-
spheres of the planets orbiting them (Luger & Barnes
2015). However, some high-energy flux, particularly in
the near-ultraviolet (NUV), may be necessary to jump-
start life (Ranjan et al. 2017).
Spinelli et al. (2019) use the UV and X-ray capabilities
of the space-based Swift observatory to investigate the
high-energy nature of LHS 1140. They find that while
LHS 1140 exhibits low levels of UV activity, its rela-
tively high ratio of far-ultraviolet (FUV) to NUV flux
could produce O2 and H2O abiotically through the dis-
sociation of CO2. The low amounts of NUV received by
LHS 1140b (2% of the amount that Earth receives) may
not provide enough of a spark for abiogenesis. How-
ever, these current measurements of LHS 1140 do not
represent its past levels of UV radiation. Detecting the
atmosphere around LHS 1140b would provide a clue to
past behavior of LHS 1140, and vice versa.
In this work, we are not ultimately able to investi-
gate the atmosphere of LHS 1140b, illustrating the need
for more observationally accessible habitable-zone ter-
restrial planet targets. LHS 1140b has an orbital period
of 24.736959 ± 0.000080 days and a transit duration of
2.1 hr (Ment et al. 2019), making transits of this object
rare and difficult to observe owing to the 6 hr of ob-
serving time necessary to capture both the transit and
adequate baseline on either side from which to measure
the depth. Spitzer observed transits of LHS 1140b in
its 4.5 µm broadband photometric bandpass (DDT Pro-
gram 13174, PI Dittmann; Ment et al. 2019); this in-
frared point complements the optical observations we
undertake here.
In this paper we present our observing program in
Section 2. We detail our data extraction process, along
with an illustrative diagram, in Section 3. We then de-
tail the analysis of our extracted spectra in Section 4.
The results of this work, along with a discussion of their
implications, are presented in Section 5, followed by our
conclusions in Section 6.
2. OBSERVATIONS
Given the period (24.7 days) and transit duration (2.1
hr) of LHS 1140b, opportunities to observe a complete
transit of this object from Las Campanas Observatory
in Chile, where we could also capture data before and
after transit, were rare. However, the 2 hr transit dura-
tion offers the advantage that a single transit observa-
tion yields a high signal-to-noise ratio measurement of
the transit depth. In 2017 and 2018, there was one op-
portunity per year to observe a complete transit of LHS
1140b, along with baseline before and after transit.
We were awarded two nights on the Magellan I
(Baade) and Magellan II (Clay) telescopes through the
Center for Astrophysics | Harvard & Smithsonian (PI
Diamond-Lowe) to simultaneously observe the 2017 and
2018 transits of LHS 1140b with both telescopes. We
used the IMACS (Dressler et al. 2011) and LDSS3C
(Stevenson et al. 2016) multiobject spectrographs on
Baade and Clay, respectively, to observe the transit
across the optical and near infrared spectrum. We were
able to capture both transits, yielding a total of four
data sets (two with IMACS and two with LDSS3C)
for our project. The details of these observations are
presented in Table 1.
When designing these observations, we wanted to keep
as many aspects in common as possible between the
LDSS3C and IMACS instruments so as to minimize the
systematic differences between the two. The field of view
of LDSS3C is 8.3′, while the f/2 camera on IMACS has
a field of view of 30′. The field of LHS 1140 is relatively
4Table 1. Observations with Magellan I (Baade) and Magellan II (Clay)
Data Set Date Exposure Time Duty Cycle Number of Minimum Seeing
(Instrument, Year) (UTC) (s) (%) Exposures Air Mass (arcsec)
IMACS 2017* 2017 Oct 27, 00:37:10 – 07:09:02 15 32.3 510 1.029 0.60
LDSS3C 2017 2017 Oct 27, 00:28:15 – 07:14:14 15 46.9 766 1.029 0.80
IMACS 2018 2018 Nov 02, 00:34:47 – 07:15:41 15 32.3 508 1.029 0.50
LDSS3C 2018 2018 Nov 02, 01:10:51 – 07:11:45 15 46.9 686 1.029 0.40
* Due to instrument systematics discussed in Section 3.2, we do no include this data set in the analysis.
Table 2. Stars Used in This Work
Target Comparison
Name LHS 1140 2MASS J00450309–1518437
RA 00:44:59.33 00:45:03.09
Dec -15:16:17.54 -15:18:43.87
V mag 14.15 11.01
T mag* 11.2219 10.5629
J mag 9.612 9.975
Spectral type M4.5 G3
*The TESS bandpass ranges from 600 - 1000 nm, which
is the range over which our observations are made with
Magellan Baade/IMACS and Magellan Clay/LDSS3C.
sparse. Fortunately, there is a comparison star, 2MASS
J00450309–1518437, located 145.34′′ away (Figure 1, Ta-
ble 2). This main-sequence G-type star is nonvariable
in the MEarth photometry down to the 1 mmag level
(J. Irwin, private communication), and is brighter than
LHS 1140. To compare, T = 11.2991 for LHS 1140,
while T = 10.5629 for the comparison star, where T
stands for TESS magnitude (Stassun et al. 2019). Be-
cause the comparison star is brighter, we are limited by
the photon noise of LHS 1140, not the comparison.
To get the same wavelength coverage for LHS 1140
and the comparison star, we ideally want to orient our
mask such that the two stars are aligned in the cross-
dispersion (spatial) direction. However, there is a back-
ground star that was 16.5′′ away from LHS 1140 during
the observations. Lining up LHS 1140 with the compar-
ison star would have placed this background star within
a few arcseconds of the edge of the slit. To ensure that
this background star did not contaminate the LHS 1140
spectrum by peaking in and out of the slit during ob-
servations, we oriented the LDSS3C and IMACS masks
such that the spectra of LHS 1140 and the background
star are dispersed parallel to each other, with the com-
parison star almost aligned in the cross-dispersion di-
rection (Figure 1). Because LHS 1140 is a high-proper-
motion star it will be necessary to check its position with
respect to any background stars in future observations.
2.1. Magellan I (Baade) IMACS Observations
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Figure 1. On-sky projection of the LHS 1140 field from
the Digitized Sky Survey, which is available in SAOImageDS9
(Joye & Mandel 2003). The solid gray circle and square out-
lines are the mask and detector footprint, respectively, of
the IMACS instrument. The dashed gray circle and rect-
angle outlines are the mask and detector footprint, respec-
tively, of the LDSS3C instrument. Light-blue rectangles are
the IMACS science slits; the LHS 1140 and comparison star
2MASS J00450309–1518437 slits are marked. LHS 1140 is a
high-proper-motion star. The yellow circle in the LHS 1140
slit shows the position of LHS 1140 at the time of the 2018 ob-
servations (Table 1). We observe four other comparison stars
with IMACS but do not use them in the analysis in order
to minimize the difference between the IMACS and LDSS3C
observations. Orange squares indicate the IMACS alignment
holes. There is at least 50′′ separation in the cross-dispersion
direction between the IMACS alignment holes and the sci-
ence slits in case we needed to model out-of-slit flux (see
Section 4). For LDSS3C, the sizes of the LHS 1140 and com-
parison star slits are slightly shorter in the cross-dispersion
direction than shown (see Section 2.2). For clarity, we do not
show the alignment star holes for LDSS3C. The gray-filled
strip on the LDSS3C detector indicates a region of bad pixels
where slits should not be placed.
5The Inamori-Magellan Areal Camera and Spectro-
graph (IMACS) can perform both imaging and spec-
troscopy. Its detector is made up of eight CCDs that
produce an 8192×8192 pixel mosaic, or 27.5′ × 27.5′
(IMACS User Manual). We use the f/2 camera, which
has a 30′ field-of-view diameter. With this field of view
we are able to capture five comparison stars, but we only
use 2MASS J00450309–1518437 (Table 2) in the analysis
in order to be consistent with the LDSS3C observations.
Between the 2017 and 2018 observations we discovered
large instrument systematics that led us to redesign our
2018 mask. These systematics and potential solutions
are discussed in detail in Section 3.2, but we present
this new mask in Figure 1. The key improvements to
the 2018 mask are (1) slits that are 70′′ long in the
cross-dispersion direction in order to estimate the sky
background outside of the extended point-spread func-
tion of the stellar spectra and (2) ensuring that the area
on either side (in the cross-dispersion direction) of the
slits has no alignment holes in case we need to model
and remove out-of-slit flux. The slit widths in the dis-
persion direction are 10′′ to avoid light losses. We rec-
ommend that future users of IMACS for similar observa-
tions adopt these features when designing their masks.
We also cut a calibration mask that is identical to the
science mask except with slit widths in the dispersion
direction of 0.5′′.
For our detector settings we use 2×2 binning and a
Fast readout speed. These settings allow for a readout
time of 31.4 s, making the duty cycle for these observa-
tions 32.3%. Gains and readout noise levels for each of
the eight IMACS chips can be found in the IMACS user
manual. During the afternoon prior to observations, we
use the science mask to take biases, darks, and quartz
flats, and we use the 0.5′′-slit calibration mask to take
helium, neon, and argon arcs. During nighttime obser-
vations, we take a nondispersed reference image of the
LHS 1140 field with the science mask before and after
the science observations. After the nighttime observa-
tions we take another set of biases and darks. The 16-bit
analog-to-digital converter (ADC) has a saturation limit
of 65,535 analog-to-digital units (ADUs), which we do
not surpass for all pixels used in the data analysis. We
note that with IMACS, the overscan region is sufficient
for bias-level subtraction and dark current adds only a
few e− per hour. While biases and darks do not greatly
affect our data reduction, taking enough flats is crucial.
We were careful to collect at least as many photons in
our quartz flats as we do in-transit photons of LHS 1140
in order to not be noise limited by the flats.
For all observations requiring a disperser (i.e., flats,
arcs, and science spectra), we use the Gri-300-26.7 grism
(300 lines mm−1 with a blaze angle of 26.7◦). This grism
has a wavelength range of 500-900 nm and a central
wavelength of 800 nm. This gives a dispersion of 0.125
nm pixel−1. With this grism we use the WBP 5694-9819
order-blocking filter to mitigate any blue light that could
cause second-order contamination in our spectra.
2.2. Magellan II (Clay) LSDD3C Observations
The Low Dispersion Survey Spectrograph (LDSS3C)
has gone through several upgrades to make it more sensi-
tive at redder wavelengths. The instrument has a single
CCD detector made up of 2048×4096 pixels or 6.4′×13′
(LDSS3C User Manual). The 8.3′-diameter field-of-
view radius of LDSS3C means that 2MASS J00450309–
1518437 (Table 2) is the only comparison star we are
able to observe simultaneously with LHS 1140. We cut
our slits 10′′ wide in the dispersion direction to avoid
light losses as seeing and air mass change throughout
the night. We cut the comparison star slit 20′′ long in
the cross-dispersion direction in order to capture enough
photons to remove the sky background. We cut the LHS
1140 slit 30′′ longer on one side to account for the back-
ground star near LHS 1140. We also cut a mask for
wavelength calibrations, which is identical to the science
mask except with slit widths of 0.5′′ in the dispersion di-
rection.
We present the alignment of our science mask on the
sky in Figure 1. The LDSS3C detector suffers from some
hot pixels, which can saturate and ruin a spectrum. We
mark these pixels with a gray-filled rectangle over the
LDSS3C detector.
Our detector settings are as follows: 2×2 detector bin-
ning, Fast readout speed, and Low gain. We find that
this allows for a 15.6 s readout time, bringing the duty
cycle to 46.9%. Gains and readout noise can be found
in the LDSS3C user manual. Note that the Low gain
setting actually refers to the inverse gain and therefore
allows for longer exposure times than the High gain set-
ting. The full well depth of the detector is 200,000 e−,
with a linear pixel response up to 177,000 e− (Stevenson
et al. 2016). Like IMACS, the 16-bit analog-to-digital
converter (ADC) of LDSS3C has a saturation limit of
65,535 analog-to-digital units (ADUs), which we do not
surpass for all pixels used in the data analysis.
Using the science mask, we take biases, darks, and
quartz flats during the afternoon prior to observations.
We also take helium, neon, and argon arcs using the
0.5′′ calibration mask. During nighttime observations,
we take a nondispersed reference image of the LHS 1140
field with the science mask before and after the science
observations. After the nighttime observations, we take
another set of biases and darks.
6For all observations that require a disperser (i.e., flats,
arcs, and science spectra) we use the VPH-Red grism,
which provides a wavelength coverage of 640-1040 nm
(see Stevenson et al. (2016) for details). The VPH-
Red grism has a high throughput at redder wavelengths
where LHS 1140, an M star, is brightest. We use the
OG590 order-blocking filter to mitigate order contami-
nation introduced to the spectra by the VPH-Red grism.
3. DATA EXTRACTION
In this section we discuss how we turn the raw IMACS
and LDSS3C data—a time series of FITS files containing
2D stellar spectra—into a time series of 1D stellar spec-
tra, for both LHS 1140 and the comparison star. This
final product of the extraction will be the starting point
of the data analysis (Section 4), where we investigate the
planet radius of LHS 1140b at different wavelengths.
The process for extracting the IMACS and LDSS3C
spectra of LHS 1140 and the comparison star is identi-
cal. We use the custom pipeline mosasaurus to perform
the extraction. This pipeline has evolved from earlier
versions (e.g., Diamond-Lowe et al. 2018) and is now
generalized for IMACS and LDSS3C. Though still spe-
cialized, this code is modular and may be useful to oth-
ers performing multiobject transmission spectroscopy of
exoplanets.
3.1. mosasaurus extraction steps
Turning raw images into a time series of wavelength-
calibrated 1D spectra is a long process. Here we outline
the steps of our pipeline. A visual representation of the
steps can be see in Figure 2.
1. Setup. We read in the FITS files we need for the
extraction. These are the darks, biases, quartz
flats, arcs (helium, neon, and argon), undispersed
reference images, and science images. Following
the prescription of Eastman et al. (2010), we con-
vert the UTC time stamps recorded in the headers
of these images into a single BJDTDB time stamp
marking the middle of the exposure.
2. Master images. For each type of image we stitch
the raw FITS files together to create a coherent
image for each of the input files. For IMACS,
this results in a 4096×4096 pixel image, and for
LDSS3C, a 1024×2048 pixel image (recall that we
used 2×2 binning on each instrument). In the pro-
cess of stitching, we trim the bias overscan regions
from each CCD chip (eight for IMACS, two for
LDSS3C) and subtract their median in the cross-
dispersion direction from the rest of the image. We
then take an average of each image type to cre-
ate the master images. We do this by comparing
all of the images of a type and rejecting outliers
that deviate by 5× the median absolute deviation
(MAD), and then taking the mean of the images.
We refer to this rejection of outliers and averag-
ing of the images as “stacking.” Depending on the
image type, we perform extra calibrations:
(a) Biases We simply stitch and stack all bias
images to make the master bias image.
(b) Darks We stitch each dark image and then
subtract the master bias. Then, we stack the
dark images to create the master dark image.
(c) Flats, arcs, reference images, science images
In the process of stitching these files together,
we multiply each CCD chip by the appropri-
ate gain listed in the IMACS and LDSS3C
user manuals. After stitching, we subtract
the master bias and master dark from each
image and then stack each image type to cre-
ate the master flat, arc, reference, and science
images. In Figure 2 we show a master refer-
ence image, with red crosses marking LHS
1140 and the comparison star in their slits.
From the master flat we also create a bad
pixel mask.
3. Extraction rectangles. Using an interactive plot-
ting tool developed for mosasaurus, we indicate
which stars on the master reference image we wish
to extract. mosasaurus then cuts out a rectangle
around each of the desired spectra on the master
science image and a corresponding rectangle from
the master flat and arc. The extraction rectan-
gle for the LHS 1140 spectrum is shown in red in
Figure 2.
4. Stellar spectra and sky-background. Using the rect-
angle cut from the master science image, we use
an interactive plotting tool to indicate the spectral
traces of LHS 1140 (purple line, Figure 2) and the
comparison star. An extraction region is defined
as a set number of pixels away from the center of
the stellar trace (purple band). We also indicate
portions of sky background on either side of the
spectral trace (light-blue bands). These are used
to fit and remove the sky-background flux from
the stellar flux during extraction.
5. Normalized flat for each star. We use the extrac-
tion rectangles cut from the master flat to create
a normalized flat for each star (flat for LHS 1140
shown in Figure 2). The normalized flat is made
by dividing each column of pixels in the cross-
dispersion direction by the median value of that
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Figure 2. Steps of the extraction process performed with the custom mosasaurus pipeline. For a full description of each step,
see Section 3.1. These data products are from the 2018 LDSS3C data set.
column. When making the median filter, we only
use portions of the flat extraction rectangle that
correspond to pixels that are included in the spec-
tral extraction, i.e., the stellar extraction region,
the sky-background regions, and any intervening
regions. We divide the extraction rectangles for
each science exposure by the corresponding nor-
malized flat.
6. Extract spectra. We cycle through the science ex-
posures and extract spectra of LHS 1140 and the
comparison star in the following steps:
(a) Sky background. For each column of pixels in
the cross-dispersion direction of an extraction
rectangle we use the sky-background regions
(designated in Step 4) to make a second-order
8polynomial fit to the pixel column. This
makes a 2D, polynomial-smoothed estimate
of the sky background in the extraction rect-
angles of each exposure (Figure 2). We note
that a median of the sky-background pixels
can also be used, with similar results.
(b) Sky in stellar extraction region. We take the
portion of the 2D sky background that cov-
ers the stellar extraction region designated
in Step 4 (purple) and sum in the cross-
dispersion direction, creating a 1D estimate
of the sky background (light-blue spectrum
in Figure 2).
(c) Extracted spectrum. We divide the extrac-
tion rectangle (Step 4) by the normalized flat
(Step 5) and sum the stellar extraction region
in the cross-dispersion direction (purple spec-
trum in Figure 2). We then subtract the 1D
sky-background estimate (blue spectrum) to
get the extracted spectrum (red spectrum).
7. Rough wavelength calibration. We need to cre-
ate a wavelength solution to convert the extracted
spectra from flux versus pixel to flux versus wave-
length. Using another interactive plotting tool,
we take the arc extraction rectangles for each star
and mark the helium, neon, and argon lines. We
then compare where our marked wavelengths are
in pixel space to a template of lines for the grisms
we used with the LDSS3C and IMACS detectors.
We fit the marked arc lines to the template lines
using Legendre polynomials and apply this wave-
length solution to each of the extracted spectra.
Finally, we resample each spectrum so that they
are on a common, uniform wavelength grid; we
ensure that flux is conserved in this process. We
enforce flux conservation by performing the inter-
polation on the cumulative distribution function
of the flux, thereby ensuring that an integration
of the flux over any wavelength range returns the
same value as it would have had we not resam-
pled the spectrum. The result works reasonably
well, but there are visible mismatches in spectral
features between LHS 1140 and the comparison
star, and also between exposures taken at different
times throughout the night (zoomed-in inset, Fig-
ure 2). This rough wavelength calibration aligns
the spectra to within 0.5 nm for IMACS spectra
and 1.0 nm for LDSS3C spectra (0.2 and 0.4 pixels,
respectively). We will eventually bin these spectra
into 20 nm wavelength bins, and this slight mis-
alignment can introduce additional noise.
8. Fine wavelength calibration. For a single spec-
trum we isolate prominent telluric and stellar spec-
tral features—the O2 doublet (760.5 nm), the Ca
triplet (849.8, 854.2, and 866.2 nm), and the water
line forest (930-980 nm)—and cross-correlate them
with the same features in all other spectra in a
data set. Our stars are close enough (in the Sun’s
local moving group) and our spectral resolution
low enough (upper limits of 250 km s−1 pixel−1 for
IMACS and 165 km s−1 pixel−1 for LDSS3C) that
comparing telluric O2 and H2O features to stellar
Ca features is not introducing errors into our wave-
length calibration. After the cross-correlation, we
rerun the flux-conserving resampling routine to re-
flect the new wavelength grid for each spectrum.
With this technique we align our spectra to within
0.25 nm (or 0.10 pixels; zoomed-in inset, Figure 2).
We use multiple data sets for this work, so we also
wavelength-calibrate between the data sets.
We note that one improvement to our pipeline would
be to change the extraction region around the stellar
spectra such that it evolves over the time series. This
would entail retracing the stellar spectra in every ex-
posure (Jorda´n et al. 2013; Rackham et al. 2017; May
et al. 2018) or utilizing an optimal extraction routine
(Stevenson et al. 2016; Bixel et al. 2019). Systematics
introduced by using a fixed aperture are decorrelated
against during analysis (Section 4) and do not alter the
results of this work.
3.2. Issues with Magellan I (Baade) IMACS data
The 2017 IMACS data set exhibited anomalies that
led us to perform a deep exploration of this data set
and ultimately decide not to include it in our analy-
sis. The ACCESS Collaboration (Lopez-Morales et al.
2014) noticed similar systematics, which are thoroughly
outlined in Espinoza (2017)1.
We find that the source of these anomalies is an ex-
cess of light scattered by the IMACS instrument that
occurs when the disperser is in place (Espinoza 2017,
Chapter 3). Figure 3 shows that this excess light adds
nonnegligible flux in portions of the detector that should
be masked. We call this excess flux, unimaginatively,
“mask flux.” We also see an excess of flux in the wings
of the stellar profile in the cross-dispersion direction. In
Figure 3 we show the extraction rectangle of the compar-
ison star from the 2017 IMACS data set, as well as a cut
across the extraction rectangle in the cross-dispersion di-
rection, to demonstrate the excess flux that we see. We
1 repositorio.uc.cl/handle/11534/21313
9
20
17
 IM
A
C
S 
ex
tr
ac
tio
n
(c
om
pa
ris
on
 s
ta
r)
20
18
 IM
A
C
S 
ex
tr
ac
tio
n
(c
om
pa
ris
on
 s
ta
r)
Mask
flux
Mask
flux
Alignment 
star
No alignment 
star
No mask
flux
Excess 
profile flux
No excess 
profile flux
Figure 3. Right: comparison star extraction rectangles for exposures from the 2017 and 2018 IMACS and data sets (similar
to Step 4 in Section 3.1), as well as a cut in the cross-dispersion direction (white dashed line). Exposure times are 15 s for both
observations. Left: cut of flux profiles in the cross-dispersion direction. The 2017 IMACS profile exhibits excess “mask flux,”
as well as excess flux in the wings of the stellar profile. Light-blue and purple bands correspond to the bands in the extraction
rectangles; they indicate which points in the profile are used to estimate the sky background (light blue) and which points are
summed to extract the stellar spectrum (light purple).
compare these to the same figures for the 2018 IMACS
data set, which does not exhibit excess flux.
Espinoza (2017) outlines a process to model and re-
move the mask flux. We were able to remove the mask
flux from the comparison star spectra; however due to
the alignment star holes near the LHS 1140 slits and
the closeness of LHS 1140 to the edge of the slit, the
flux profile in the cross-dispersion direction is difficult
to model for this star. We therefore do not include the
2017 IMACS data set in our analysis.
For the 2018 IMACS data set we made significant
changes to our mask (see Section 2.1) to ensure that
we captured the full PSF of LHS 1140 and the compar-
ison star and were able to model and remove the mask
flux. The 2018 observations occurred on a dark night (no
moon), and we did not see the same excess mask flux in
these data. The extralong slits in the cross-dispersion
direction did help us to capture the full PSF of LHS
1140 and the comparison star, along with enough sky
background to do the extraction.
4. DATA ANALYSIS
In Section 3 we turned the raw FITS files that we
collected during our observations into time series of
1D wavelength-calibrated spectra of LHS 1140 and the
comparison star. These time series spectra exhibit two
types of systematic trends that we address before con-
structing a transmission spectrum: (1) instrument sys-
tematics from the Magellan telescopes and the IMACS
and LDSS3C spectrographs, and (2) telluric systematics
from Earth’s atmosphere, which we peer through as we
observe. So as not to tamper with the transit informa-
tion buried in the time series, we model the systematics
at the same time as we model the transit properties of
LHS 1140b. We ultimately want to simultaneously ana-
lyze the spectra from each data set in order to construct
the transmission spectrum.
We built a custom data analysis pipeline that picks
up where mosasaurus left off. The pipeline, named
decorrasaurus,2 is built to take in IMACS and
2 This pipeline is the new and improved cousin of the
detrendersaurus pipeline, which is no longer used.
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LDSS3C data cubes from mosasaurus and return
systematic-removed light curves that can be turned
into transmission spectra. The decorrasaurus pipeline
supports two methods of treating these effects in the
light curves: (1) with a linear fit, and (2) with a Gaus-
sian process (GP) regression. Where the methods differ
in the analysis, we split the steps into a part A and a
part B, respectively.
4.1. decorrasaurus decorrelation steps
Turning time series of wavelength-calibrated 1D spec-
tra into decorrelated light curves and a transmission
spectrum is also a lengthy process. Here we outline the
steps of our pipeline.
1. Setup. We read in the mosasaurus data cubes that
we wish to analyze. decorrasaurus can work with
a single data set, or multiple data sets simultane-
ously if parameters are to be jointly fit across mul-
tiple data sets. We also specify which parameters
should be fixed or varied and how to bin the light
curves in wavelength space. At this stage we spec-
ify which transit parameters and which systematic
parameters we will fit. The input vectors, associ-
ated with the systematic parameters, are normal-
ized by subtracting the mean and dividing by the
standard deviation for each vector.
2. Make light curves. Here we transform a time series
of wavelength-calibrated 1D spectra of LHS 1140
and the comparison star into a time series of nor-
malized fluxes, or a light curve. This requires sum-
ming up each of the spectra in a given wavelength
bin. We chop the spectra in wavelength space
(recall that all spectra were interpolated onto a
common wavelength grid in Step 8 of Section 3.1)
in order to make the wavelength bins. If neces-
sary, we take fractions of pixels in order to meet
the chosen wavelength cutoffs. We normalize each
wavelength-binned time series of fluxes by the me-
dian flux for that time series. We then divide the
LHS 1140 time series by the comparison star time
series to make the light curve.
3A. Model the data: linear. The linear model assumes
that the noise in the light curves is Gaussian. We
construct a model to the data that has two com-
ponents:
(a) Systematics. The systematics component of
the model S(t) is composed of a Legendre
polynomial specified during setup and the in-
put vectors recorded from the data extrac-
tion. Table 3 lists the input vectors used in
the systematics model, along with explana-
tions. In the linear model, we decorrelate the
light curves against these input vectors. This
model component can be described as
S(t) = 1+
Npoly∑
n=1
cnPn−1(t)+
Mphys∑
m=1
cmRm(t,
∗λ)
(1)
where t is the time array covered by the light
curve, Pn−1 are the set of Legendre polyno-
mials, Rm(t,
∗λ) are the input vectors derived
from the extraction (they are all functions of
time t but some also have a wavelength λ de-
pendency), and cn, cm are the coefficients we
fit for.
(b) Transit. The transit component of the model
T (t) is made with the batman package (Krei-
dberg 2015). Table 4 explains which transit
parameters we fix or vary for each fit we per-
form.
The complete model M(t) that we fit to the light
curve is
M(t) = S(t)T (t) (2)
In Steps 5 and 6 we fit for the systematics coeffi-
cients and the transit parameters simultaneously
to achieve the best fit to the light-curve data.
3B. Model the data: GP. Using the open-source pack-
age george (Foreman-Mackey 2015), we imple-
ment a GP regression to model the data. Now,
we assume that noise in the data can be corre-
lated as well as Gaussian. Again, there are two
components that go into the model:
(a) Noise. Following a long line of work using
a GP regression to model light curves (e.g.,
Gibson et al. 2012; Gibson 2014; Evans et al.
2017; Kirk et al. 2019), we use a covariance
function, or kernel, to model the data. We
do this by computing the covariance matrix
using the input vectors. Here, we do not di-
rectly decorrelate the light curves against the
input vectors; rather, we use these vectors to
construct a covariance matrix that is used to
predict the noise in the light curves. We use
a Mate´rn 3/2 kernel of the form
k(r2) = A2
(
1 +
√
3
r2
L2
)
e
−
√
3 r
2
L2 (3)
where A2 is the amplitude, L is the length
scale, and r is the distance between two
11
Table 3. Systematic Model Vectors
Input Is a Use in Data Setsb
Vector Input Vector Definition Function L17 I18 L18
Name ofa A B A B A B
Time From the header files, the average time from the start of the exposure to
the end of the CCD readout for that exposure.
t ... X ... X ... X
Air mass From the header files, the average air mass of the field recorded at each
exposure during observation.
t X X X X X X
Rotation angle From the header files, rotation angle of the instrument recorded at each
exposure. This can be correlated with changes in illumination or flexure
during observation.
t X X X X X X
Centroid Derived during extraction, the stellar centroid measured in the cross-
dispersion direction. This is the median of the centroids across all wave-
lengths for each star in each exposure.
t, s
Width Derived during extraction, the width of the spectral trace in the cross-
dispersion direction. This is the median of the measured widths across all
wavelengths for each star in each exposure.
t, s X X X
Peak Derived during extraction, the brightness of the brightest pixel in the cross-
dispersion direction measured at every wavelength for each star in each
exposure. This is summed in wavelength space for each wavelength bin.
t, s, λ X X
Shift Derived during extraction, the linear change in the dispersion direction
needed to align the spectra with each other. This is calculated for each
star in each exposure.
t, s X X X
Stretch Derived during extraction, the multiplicative change in the dispersion di-
rection needed to align the spectra with each other. This is calculated for
each star in each exposure.
t, s
Polynomial Specified during analysis, the degree of the Legendre polynomial compo-
nent of the model.
t 3 ... 2 ... 3 ...
aVectors can be functions of time t, star s, and wavelength λ
bData sets: L17 = LDSS3C 2017, I18 = IMACS 2018, L18 = LDSS3C 2018; Modeling method: A = linear, B = Gaussian
process
The time parameter is only available for the GP method, while the Legendre polynomial set is only available in the linear
method
points in the light curve. In practice, the am-
plitude A2 multiplies a summation of Mate´rn
3/2 kernels, each of which corresponds to an
input vector. A2 itself is a constant ker-
nel in the george framework. We set the
length scale L as the hyperparameter of each
kernel, which describes how correlated the
light-curve points are, given the input vector.
The hyperparameter of a kernel has a phys-
ical meaning in that it determines how close
points in the input vectors have to be in or-
der to be correlated with each other. If the
length scale is too small, the GP will try to
fit every single point, thereby overfitting the
data. We choose to use Mate´rn 3/2 kernels
with the assumption that in the light curves,
points closer together in time are more likely
to be correlated than those farther away. In
this regard the functional form of a Mate´rn
3/2 kernel is similar to that of a squared ex-
ponential kernel. We also include a white-
noise component, which is an optional input
in the george implementation of the GP, and
is an additive parameter that accounts for the
Gaussian and independent nature of the un-
certainties associated with counting photons.
(b) Transit. As in the linear method, we use
the batman package (Kreidberg 2015) to con-
struct the transit. Table 4 explains which
transit parameters we fix or vary for each fi-
nal fit we perform. This transit model is set
as the mean, around which the data deviates,
in the george Gaussian process object.
In Step 5B we fit for the kernel hyperparameters
but keep the transit parameters (the mean of the
GP) fixed. In Step 6B we fit for the kernel hy-
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perparameters and the transit parameters simul-
taneously to achieve the best fit to the light-curve
data.
4. Limb-darkening coefficients. The parameters
that describe the opacity at the stellar limb
are crucial for constructing an accurate transit
model. Following the conclusions of Espinoza
& Jorda´n (2016) regarding the optimal limb-
darkening model for stars with effective tempera-
tures Teff < 4000 K, we employ a logarithmic limb-
darkening law, which is supported by batman. We
use the Limb Darkening ToolKit (LDTk; Parvi-
ainen & Aigrain 2015) to interpolate stellar models
from the PHOENIX library (Husser et al. 2013) and
calculate the logarithmic limb-darkening coeffi-
cients for the wavelength range of interest. (The
ldtk package does not include the logarithmic
law, but it is simple to add additional laws to
the package; it is the interpolation of the stellar
models that is important.) In order to decorrelate
the limb-darkening coefficients, we reparameterize
l0 and l1 returned by LDTk to q0 = (1 − l1)2 and
q1 = (1 − l0)/(1 − l1) (Equations 2-5, Espinoza
& Jorda´n 2016). With this reparameterization we
can sample the space of physically plausible loga-
rithmic limb-darkening coefficients by sampling q0
and q1 uniformly between (0, 1) when we do a full
sampling of the parameter space in Step 6. This
is the most conservative choice we could make
for the priors when fitting for the limb-darkening
parameters and likely degraded our precision on
Rp/Rs.
5A. Simple minimization: Linear. We perform three
iterations of a Levenberg–Marquardt least-squares
fitting routine using the lmfit package (Newville
et al. 2016). The advantage of this fit is that it is
fast, which means that we can test different sys-
tematic parameters and choose the best ones to
marginalize over.
(a) Iteration 1. We use the calculated photon
noise for each data set to weight the residuals
in the least-squares minimization.
(b) Iteration 2. We clip any points that are 5×
the median absolute deviation of the residu-
als. We again use the calculated photon noise
to weight the residuals.
(c) Iteration 3. We calculate the standard devi-
ation of the residuals for each data set in the
fit. We use this calculated error to weight the
residuals in the least-squares minimization.
After the three iterations, we use the best-fit val-
ues to compare different models to each other, em-
ploying both the Bayesian information criterion
(BIC; Schwarz 1978) and the Akaike information
criterion (AIC; Akaike 1998), which penalize ex-
cessive model parameters. When we have found
the best input vectors to decorrelate against (Ta-
ble 3), we continue to the next step, where we
more fully sample the parameter space in order to
estimate the uncertainties of the free parameters.
5B. Simple minimzation: GP. We perform two itera-
tions of a minimizing routine using scipy.optimize
and the L-BFGS-B method, which allows for the
computation of a gradient vector, as well as
bounds on the input variables.
(a) Iteration 1. We construct the GP object us-
ing george. When pre-computing the GP ob-
ject, it is necessary to provide uncertainties in
the data. We use the calculated photon noise
to create the GP object. We then compute
the conditional predictive distribution of the
GP model on the light curve. This does not
yield an optimal fit but does allow us to clip
any data points 5× the median absolute de-
viation of the residuals. We then perform the
minimization.
(b) Iteration 2. We calculate the standard devi-
ation of the residuals for each data set and
then reconstruct the GP object using these
calculated uncertainties to pre-compute the
GP object. We then perform the minimiza-
tion.
We do not allow the transit parameters to vary at
this stage, making the minimization computation-
ally efficient. The hyperparameters we find from
this minimization are used as the starting values
for the hyperparameters in the full exploration of
the parameter space (Step 6). The task of which
input vectors to include in computing the covari-
ance matrix is left until Step 6.
6. Dynamic nested sampling. To estimate the uncer-
tainties in our free parameters, we need to per-
form a more complete exploration of the param-
eter space. This has frequently been done with
a Markov Chain Monte Carlo algorithm, such as
the one provided in the emcee package (Foreman-
Mackey et al. 2013). Here we employ dynesty
(Speagle 2020), an open-source dynamic nested
sampling routine. dynesty samples all parame-
ters between (0, 1) and requires a prior transform
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function to translate these values into the real pa-
rameter space. It is therefore necessary to provide
priors for all parameters in the fit.
6A. Dynamic nested sampling: linear. We use the
1σ uncertainties derived from the Levenberg–
Marquardt fits (Step 5A) to set the priors for
dynesty. For all free parameters we use flat pri-
ors bounded at 10× the Levenberg–Marquardt
uncertainties, except for the limb-darkening pa-
rameters, where we use a Gaussian prior with the
standard deviation equal to 1× the uncertainty
calculated by LDTk (Step 4). We assume that our
data are drawn from an uncorrelated Gaussian
distribution, but we multiply the standard devi-
ation σ by a scaling parameter s to account for
excess noise that our model does not capture (see
Berta et al. 2012, for a detailed explanation). Our
modified log-likelihood function is
lnL = N lns− 1
2s2
χ2 + constant (4)
where
χ2 =
N∑
i=0
(
di −mi
σi
)2
(5)
where N is the number of data points, d is the
data, and m is the model.
6B. Dynamic nested sampling: GP. With dynesty we
can sample both the posterior distribution and the
Bayesian evidence, which we use for model com-
parison to determine the best input vectors to use
to compute the covariance matrix (Table 3). For
the transit parameters we set uniform priors. We
fit the amplitude, kernel hyperparameters, and the
white noise with log-uniform priors. We set the
priors as follows
(a) Amplitude. The amplitude is described by
a constant kernel which multiplies all of the
kernels associated with the noise parameters.
We set the lower and upper bounds as
U(ln(0.01σ2), ln(100σ2))
where σ2 is the variance of the light curve.
(b) Kernel hyperparameters. We fit for the hy-
perparameter in each of the kernels associ-
ated with the input vectors. We set the lower
and upper bounds as
U(ln(δd), ln(∆d))
where δd is the absolute value of the average
difference between consecutive points in the
input vector and ∆d is 3× the total range
of the input vector (i.e., the maximum value
minus the minimum value). Recall that the
input vectors were normalized in Step 1.
(c) White noise. The white-noise parameter ac-
counts for the Poisson statistics associated
with measuring stellar flux. We set the lower
and upper bounds of this additive parameter
as
U(ln((250 ppm)2), ln((2500 ppm)2))
where some guess-and-check work went into
choosing this range such that it was broad
enough to not bias the fit, but narrow enough
to explore the parameter space efficiently.
4.2. Two data analyses
In order to marginalize over the appropriate parame-
ters, we build up to the transmission spectrum by first
analyzing our data sets separately and then analyzing
them jointly. Each analysis involves constructing both
a white light curve and a set of wavelength-binned light
curves. Table 4 lists the transit parameters and whether
they are free or fixed in each fit. The breakdown of the
white light curves into wavelength-binned light curves
(20 nm bins) is shown in Figure 4. For all analyses we
assume a circular orbit for LHS 1140b.
4.2.1. Data sets fit independently
We first treat our data sets independently. The main
purpose of this step is to decide which input vectors
should be used in the modeling of each light curve. Ta-
ble 3 lists all possible input vectors along with an expla-
nation of how they are constructed, and which are used
in the analysis of each light curve in both the linear and
GP modeling methods. We use the white light curves to
determine the best input vectors to use for each data set.
We use the same input vectors in the wavelength bins
of a given data set as we do for the white light curve.
We ultimately focus on the results from the GP method,
and we provide the derived parameters from the simple
minimization and full sampling of the parameter space
(Steps 5B and 6B of Section 4.1), along with the priors
for the white light curves. We use the same priors for
the wavelength bins.
4.2.2. Data sets fit jointly
Once the input vectors associated with each data set
are determined by analyzing them separately, we then
use those input vectors to perform a joint fit across all
three data sets. To construct this white light curve,
we only use those data that correspond to wavelengths
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Table 4. Transit Model Parameters Used in Final Analyses
Parameter Name
Data Sets Fit Independently Data Sets Fit Jointly
White Light Curve λ-binned Light Curves White Light Curve λ-binned Light Curves
Midtransit time difference, ∆t0 Free Fixed Free Fixed
Planet-to-star radius ratio, Rp/Rs Free Free Free, joined Free, joined
Limb darkening, [q0, q1] Free Free Free, joined Free, joined
Note. We assume a circular orbit for all fits.
Free = parameter is allowed to vary.
Fixed = parameter is fixed.
Free, joined = parameter is allowed to vary, but must be the same for all data sets.
Fixed, joined = parameter is fixed and the same for all data sets.
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Figure 4. Representative spectra of LHS 1140 (solid lines)
and the comparison star (dotted lines) from the three data
sets we analyze in this work. Gray vertical lines indicate the
20 nm wavelength bins that we use to construct the trans-
mission spectrum.
common to all data sets. In the case of the LHS 1140b
white light curve we use data from 610 to 950 nm, where
all three data sets have measured fluxes (as can be seen
in Figure 4. The raw, decorrelated, and time-binned
white light curves are shown in Figure 5. We achieve
an rms of 145 ppm when binning the fitted joint white
light curves to 3-minute time bins and an rms of 77 ppm
when binning to 10-minute time bins. The parameters
we use or derive from the joint white light-curve fit are
presented in Table 5, along with their priors.
We note that it is not technically correct to assume the
same limb-darkening values for the LDSS3C and IMACS
data sets, since these two instruments do not produce
the same spectral energy distribution. However, this
difference is not likely to affect the times of midtransit
derived from the white light-curve fit, which is the only
parameter we take from the white light-curve fit and use
in the wavelength-binned fits.
The Ment et al. (2019) analysis included high-cadence
(2 s integrations) Spitzer data. We adopt the period
P , inclination i, and semi-major axis a/Rs derived from
that work as fixed parameters in the white-light and
wavelength-binned light-curve analysis.
We then bin the light curves into 20 nm bins. We
analyze the three data sets jointly in each wavelength
bin, but the wavelength bins are independently analyzed
from each other. We fix the orbital parameters that are
common to all wavelength bins to their fitted values or
literature values. In Figure 6 we compare independently
fit wavelength-binned transit depths to those that are
jointly fit. We also compare GP versus linear fitting
methods. It is apparent that the GP fit produces larger
error bars, as it should, but also more scatter in transit
depths. This could be due to the fact that we used a
minimal number of input vectors in the GP fit in order
to reduce computation time.
In Figure 7 we graphically present the final parameter
values from the joint fit GP regression in each wave-
length bin. We present the wavelength-binned data
along with the best light-curve fits from the GP regres-
sion in Figure 8. Table 6 provides the measured values
of R2p/R
2
s for the GP and linear fitting methods, as well
as a further breakdown to the independently and jointly
fit transit depths. We also provide the rms of each set of
transit depths in the table, as compared to the inverse-
variance-weighted mean of each transmission spectrum.
At the end we provide light-curve rms for each wave-
length bin in the GP joint fit, along with how close we
were able to get to the photon noise limit in that bin.
Across all 20 wavelength bins we achieve an average un-
certainty in R2p/R
2
s of 0.026% (260 ppm) and an average
rms value of 1.3× the photon noise.
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Table 5. Transit and Systematic Model Parameters for the Jointly Fit White Light Curve, Gaussian Process Regression
Parameter Name
Initial Value Fitted Value Priors for Fitted Value
for Step 5 from Step 5 Steps 5 and 6 from Step 6
∆t0
1
, L17 (days) 0.0 ... U(-0.005, 0.005) -0.0027 ± 0.00024
∆t0
1
, I18 (days) 0.0 ... U(-0.005, 0.005) 0.0022 ± 0.00020
∆t0
1
, L18 (days) 0.0 ... U(-0.005, 0.005) 0.0023 ± 0.00022
Rp/Rs 0.074 ... U(0.055, 0.085) 0.073 ± 0.0023
q0 0.36 ... U(0, 1) 0.47 ± 0.26
q1 0.39 ... U(0, 1) 0.65 ± 0.13
ln(amplitude), L17 -11.7 -15.7 U(-17.0, -7.0) −15.6+0.57−0.42
ln(time), L17 2.05 2.05 U(-5.39, 2.34) −3.95+0.78−0.60
ln(airmass), L17 2.25 2.53 U(-6.91, 2.54) 2.01+0.39−0.87
ln(rotation angle), L17 1.76 -6.10 U(-6.10, 2.05) 1.40+0.48−1.1
ln(white noise), L17 -15.2 -16.9 U(-16.6, -12.0) −16.5+0.10−0.053
ln(amplitude), I18 11.8 -14.8 U(-17.1, -7.15) −12.6+0.84−0.82
ln(time), I18 2.05 -3.53 U(-5.00, 2.34) 0.37+1.4−0.95
ln(airmass), I18 2.22 2.51 U(-5.70, 2.51) 2.17+0.26−0.54
ln(rotation angle), I18 1.80 2.09 U(-5.61, 2.09) 1.55+0.36−0.65
ln(white noise), I18 -15.2 -15.1 U(-16.2, -11.3) −16.1+0.059−0.029
ln(amplitude), L18 -11.8 -14.8 U(-17.1, -7.2) −11.3+0.87−1.2
ln(time), L18 2.05 -3.87 U(-5.28, 2.34) 1.4+0.72−1.3
ln(airmass), L18 2.19 0.80 U(-5.70, 2.47) 1.62+0.62−0.92
ln(rotation angle), L18 1.88 2.17 U(-5.74, 2.17) 1.58+0.46−0.96
ln(white noise), L18 -15.2 -16.9 U(-16.6, -11.0) −16.5+0.11−0.61
L17 = LDSS3C 2017; I18 = IMACS 2018; L18 = LDSS3C 2018
Note. The steps referenced in the columns refer to those in Section 4.1. For the purpose of
this study, we assume a circular orbit for LHS 1140b.
1
The measured transit midpoint time for each data set can be calculated as t0 = T0 +nP +
∆t0, where ephemeris T0 = 2456915.71154 ± 0.00004 days and period P = 24.736959 ±
0.000080 (Ment et al. 2019). For the LDSS3C 2017 data set n = 46, and for the IMACS and
LDSS3C 2018 data sets n = 61.
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Figure 5. (a) Raw white light curves from the three data
sets used in this work. Overplotted gray lines are the fitted
models to each data set using the GP regression method. (b)
Light curves with the noise component of the model divided
out, leaving just the transit data and model. (c) All of the
data are combined and binned into 3-minute time bins. The
transit model is sampled at high cadence and smoothed with
a 3-minute boxcar kernel. (d) Residuals of panel (c). The
rms of the 3-minute time-binned white light curve (panel (c))
is 145 ppm; binning down to 10 minutes gives an rms of 77
ppm. Data in all three data sets are summed from 610 to
950 nm, where the wavelength range in common to all three
data sets.
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5. RESULTS AND DISCUSSION
From our observations we produce a transmission
spectrum and compare it to models. In doing so, we
demonstrate the limits of the ground-based transmission
spectroscopy technique employed here to investigate the
atmosphere of LHS 1140b.
5.1. Planetary atmospheric detection
For the purposes of transmission spectroscopy, we are
interested in the scale height H of a planet’s atmosphere,
or how extended the atmosphere is, and what kinds of
features it produces. The scale height is calculated by
H =
kBT
µg
(6)
where kB is the Boltzmann constant, T is the planet’s
mean atmospheric temperature, µ is the mean molecular
weight of the planet’s atmosphere, and g is the planet’s
surface gravity. We do not know the mean tempera-
ture of LHS 1140b’s atmosphere, but because the trans-
mission spectrum is an integration of light paths across
multiple atmospheric layers, it is not sensitive to vary-
ing temperature gradients throughout the atmosphere
(Kempton et al. 2017). We can therefore estimate a
temperature–pressure profile for the transmission spec-
trum using the planet’s equilibrium temperature.
An estimate of the amplitude of features in the trans-
mission spectrum of an atmosphere is given by
∆δ =
(
Rp +NH
Rs
)2
−
(
Rp
Rs
)2
≈ 2RpNH
R2s
(7)
where N is the number of scale heights we can observe
before the atmosphere becomes optically thick (when
optical depth τ  1).
5.2. Model transmission spectrum
The relative feature amplitudes of a planetary atmo-
sphere observed over a range of wavelengths can be com-
pared to models in order to reveal the presence of an
atmosphere and its composition. We construct a model
transmission spectrum for LHS 1140b using the open-
source code Exo-Transmit (Miller-Ricci Kempton et al.
2012; Kempton et al. 2017). The code inputs are a
temperature–pressure profile, an equation of state spe-
cific to the atmospheric composition, the 1-bar planet
radius and surface gravity, and the stellar radius.
Following the same procedures outlined in Miller-Ricci
et al. (2009) and Miller-Ricci & Fortney (2010), we use
custom double-gray temperature–pressure profiles for
the LHS 1140b atmosphere. (The default temperature–
pressure profiles that comes with Exo-Transmit are
isothermal.) The equation-of-state files corresponding
to the atmospheres we test in this work are readily avail-
able in Exo-Transmit. Since we do not know the 1-bar
planet radius exactly, we adjust it until the model trans-
mission atmosphere best fits the data. This adjustment
changes both the absolute depth of the model and the
amplitude of the features.
5.3. Observed transmission spectrum
From the wavelength-binned jointly fitted Rp/Rs val-
ues, we construct a transmission spectrum. In Figure 9
we present the final transmission spectrum and com-
pare it to model transmission spectra calculated for the
LHS 1140b system using Exo-Transmit (Kempton et al.
2017).
Given the small atmospheric features of the LHS
1140b atmosphere, we are not able to rule out even the
lowest mean molecular weight cases. We therefore only
present these cases – clear 1× and 10× solar metallic-
ity atmospheres – and do not address models of higher
mean molecular weight atmospheres. We do not expect
a terrestrial planet like LHS 1140b to possess such light
atmospheres (Lopez & Fortney 2013; Owen & Wu 2013;
Rogers 2015; Fulton et al. 2017; Van Eylen et al. 2018),
but these end-member compositions are the first atmo-
spheres to rule out.
We note that the points in the range of 890-950 nm
appear systematically high. Indeed, removing these
three points from the GP joint fit transmission spec-
trum yields χ2 = 18 for the flat line fit, as opposed to
χ2 = 41 when the three points are included. Between
890 and 950 nm is a forest of water lines. If there is
water present in starspots on the photosphere of LHS
1140, which is possible given its effective temperature
of 3216 ± 39 (Ment et al. 2019), then this could arti-
ficially deepen the transit depths in the water band if
there are unocculted inhomogeneities on the stellar sur-
face during observations. Alternatively, telluric water
may persist in the transmission spectrum, despite our
use of a comparison star to remove such telluric fea-
tures; recall that we must use a comparison star of a
different spectral type, which would experience different
rates of extinction in the presence of additional water in
the air column through which we observe.
5.4. Atmospheric detection limits
To explore the limits of our observed transmission
spectrum, we can perform simple calculations using
Equations 6 and 7. LHS 1140b’s surface gravity (23.7±
2.7 m/s2) and cool equilibrium temperature (235 ± 5
22
K, assuming a Bond albedo of 0 and a planet-wide en-
ergy distribution; Ment et al. 2019) combine to make the
scale height of this planet’s atmosphere 40.9 ± 4.7 km
for the lowest mean molecular weight case (µ = 2) for
the unrealistic, pure light H2 atmosphere.
For the LHS 1140 system where Rp = 1.727±0.032 R⊕
and Rs = 0.2139 ± 0.0014 R, the amplitude of the
transmission features for the lowest mean molecular
weight case is 65.3 ± 7.7 ppm, assuming that we can
see down 1.6 scale heights. (We estimate N = 1.6 from
the 20 nm wavelength-binned model transmission spec-
trum.) This is a factor of four below the median preci-
sion we are able to achieve in this project. For a more
realistic atmosphere dominated by CH4, H2O, O2, or
CO2, the feature amplitudes are at the level of 8 ppm
or lower, a factor of 35 below our precision.
5.5. Future instruments
The heavily anticipated James Webb Space Telescope
(JWST) will be capable of robust detections of plane-
tary atmospheres with instruments capable of perform-
ing transmission spectroscopy across a broad wavelength
range. Morley et al. (2017) simulated JWST obser-
vations with NIRSpec/G235M and the F170LP filter
for several nearby planets orbiting small stars, assum-
ing equilibrated atmospheres derived from Titan, Earth,
and Venus elemental compositions. The authors con-
clude that it will not be possible to detect an atmosphere
around LHS 1140b with JWST owing to an unrealistic
amount of observing time. This conclusion is still valid,
despite a refinement of some of the LHS 1140 system
parameters (Ment et al. 2019).
The next generation of ground-based optical telescopes—
the Giant Magellan Telescope, the Thirty Meter Tele-
scope, and the European Extremely Large Telescope—
will be larger than any we currently have. All three have
planned multiobject spectrographs as either first-light
or second-generation instruments. Exposure time calcu-
lators are not yet available for these modes, but a simple
scaling to the larger collecting areas of these telescopes
reveals that the low mean molecular weight atmospheres
tested in this study could be ruled out on LHS 1140b
with as few as seven transits with GMT or five tran-
sits with TMT. These ground-based observatories will
still have to contend with LHS 1140b’s infrequent tran-
sits. High-resolution spectroscopy (Snellen et al. 2013;
Birkby 2018) will be possible with the GSMTs, but LHS
1140b will still likely be below the detection thresholds
for this technique.
Perhaps the most promising avenue for detecting the
atmospheres of habitable-zone terrestrial exoplanets is
to find more amenable targets. As TESS continues to
discover new worlds around our closest stellar neigh-
bors, we are likely to find planets with more accessi-
ble atmospheres than that of LHS 1140b. TESS has
already grown the sample of nearby (< 15 pc) terres-
trial exoplanets, including prime targets such as LHS
3844b (Vanderspek et al. 2019) and LTT 1445Ab (Win-
ters et al. 2019), though neither planet resides in the
habitable zone.
6. CONCLUSION
LHS 1140b orbits in the habitable zone of its host
M dwarf. This world is at the upper end of the ra-
dius regime that defines terrestrial planets (Fulton et al.
2017), but we know from radius and mass measurements
that it is rocky in nature (Ment et al. 2019). However,
given the high surface gravity and cool equilibrium tem-
perature of LHS 1140b, its atmosphere is not readily
accessible to transmission spectroscopy.
With this work we set out to capture two transits
of LHS 1140b while also exploring the synergy be-
tween the IMACS and LDSS3C spectrographs. Because
LHS 1140b transits infrequently, ground-based oppor-
tunities for observation are rare. We designed a multi-
year program that employed both Magellan I/IMACS
and II/LDSS3C, though LDSS3C is preferred for M
dwarf observations because its red observing mode col-
lects more than twice as many photons as IMACS at
the wavelengths where M dwarfs emit the bulk of their
photons (Figure 4).
Though we are not able to investigate the atmosphere
of LHS 1140b in this work, we detail our extraction
and analysis pipelines in order to illustrate how we
convert raw spectroscopic information into wavelength-
calibrated time series. We construct both a white light
curve and 20 nm wavelength-binned light curves by
jointly fitting our data sets. In the joint fit white light
curves, we achieve an rms of 145 ppm when binning the
data to 3-minute time bins; we achieve an rms of 77
ppm when binning to 10-minute time bins. The data
bin down predictably with the calculated rms. Large
ground-based telescopes like the Magellans can be used
as high-precision white-light photometers to probe devi-
ations in transit shape that may arise from, for example,
planetary oblateness or moons.
Across all of the wavelength-binned light curves we
achieve an average uncertainty in R2p/R
2
s of 0.028%
and an average precision in the wavelength-binned light
curves of 1.3× the photon noise. We will employ the
techniques laid out in this work for ground-based trans-
mission spectroscopy studies of the recently discovered
terrestrial worlds LHS 3844b and LTT 1445Ab (Vander-
spek et al. 2019; Winters et al. 2019) with Magellan II
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Figure 9. Transmission spectrum of LHS 1140b. Top transmission spectrum constructed using a GP regression to jointly
fit three data sets taken with the IMACS and LDSS3C spectrographs on Magellan I (Baade) and II (Clay), respectively. We
compare the observed transmission spectrum (green points with 1σ error bars) to model transmission spectra with compositions
that are 1× and 10× solar metallicity by volume (orange and red lines, respectively). For the model transmission spectra we
state the mean molecular weight associated with each model in the legend. The gray dashed line is the inverse-variance-weighted
mean of the observed transmission spectrum, while the gray dotted line is a linear fit. We also state the σ-confidence with which
we rule out the fit or model presented. The linear fit is marginally better than the flat fit; however, none of the models or fits
are significantly disfavored to the precision that we report in the figure, so none can be ruled out by the observations. Bottom:
same as the top panel, but using a linear regression to jointly fit the data sets.
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(Clay)/LDSS3C (PI Diamond-Lowe). These worlds do
not reside in the habitable zones of their systems, but
they are more amenable to atmospheric follow-up.
Finally, in the TESS era, we emphasize the need for
robust mass and radius measurements of newly discov-
ered transiting exoplanets. Without knowledge of the
bulk densities of these worlds we will under- or overes-
timate our ability to detect their atmospheres.
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