A Note on Unconditional Subexponential-time Pseudo-deterministic
  Algorithms for BPP Search Problems by Holden, Dhiraj
ar
X
iv
:1
70
7.
05
80
8v
1 
 [c
s.C
C]
  1
8 J
ul 
20
17
A Note on Unconditional Subexponential-Time
Pseudo-deterministic Algorithms for BPP Search Problems
Dhiraj Holden
August 24, 2018
Abstract
We show the first unconditional pseudo-determinism result for all of search-BPP. Specifically,
we show that every BPP search problem can be computed pseudo-deterministically on average
for infinitely many input lengths. In other words, for infinitely many input lengths and for any
polynomial-time samplable distribution our algorithm succeeds in producing a unique answer
(if one exists) with high probability over the distribution and the coins tossed.
1 Introduction
Gat and Goldwasser [1] introduced the notion of pseudo-deterministic algorithms for search prob-
lems; a pseudo-deterministic algorithm A(x, r) has the property that Prr1,r2 [A(x, r1) = A(x, r2)] ≥
1−1/poly(n), which means that the algorithm finds the same output with high probability over the
randomness. The concept of pseudo-deterministic algorithms has been well-studied, giving pseudo-
deterministic algorithms that improve on deterministic algorithms for a wide variety of problems
such as finding non-zero evaluations of multi-variate polynomials, finding primitive roots of primes,
and finding bipartite matchings in parallel [5, 2, 3, 1, 4].
Recently, Oliveira and Santhanam [9] show that for the general question “given length n, find
a string of length n with a pre-specified dense property”, pseudo-deterministic algorithms exist
which for infinitely many lengths n yield a unique string with said property of length n with high
probability. An example of such a dense property is the set of prime numbers.
The major open question is this: does every BPP search problem have a polynomial-time pseu-
dodeterministic algorithm? In this work we will show that every BPP search problem has an algo-
rithm for infinitely many input lengths running in subexponential time that for every polynomial-
time samplable distribution produces a unique answer with high probability on inputs drawn from
the distribution and over the random coins.
This work expands on the work of Oliveira and Santhanam. [9] give a pseudo-deterministic
algorithm for estimating the acceptance probability of a circuit; we extend their work to general
search-BPP problems, where the input is a string over some alphabet and our algorithm outputs
a string that satisfies a relation with the input. We combine this with the algorithm to generate
canonical samples from a polynomial-time samplable distribution given in [9] to achieve an average-
case pseudo-deterministic algorithm for every problem in search-BPP.
1.1 Outline of the proof
The proof of our main theorem uses techniques from [9] and extends them to the case of general
search-BPP problems, in particular the results of [6, 10] on pseudorandomness assuming uniform
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assumptions. There are two cases to the proof; either PSPACE is contained in subexponential-time
BPP, or it is not. In the first case we can use this to get subexponential-size circuit lower bounds
for BPE, which extending an argument of [9] implies a subexponential-time pseudo-deterministic
algorithm for every search-BPP problem on infinitely many input lengths. If PSPACE is not
contained in subexponential-time BPP, [10] gives a construction of a pseudorandom generator which
is not distinguishable uniformly for infinitely many input lengths. This implies that in particular,
the search-BPP algorithm cannot distinguish the output of the PRG from uniform when fed inputs
from any polynomial-time samplable distribution, which we use to construct an algorithm running
in subexponential time that for infinitely many input lengths outputs a unique answer with high
probability over the input distribution and the randomness of the algorithm when the input is
drawn from any polynomial-time samplable distribution.
2 Preliminaries
In this section we will define the notions used in this paper. We will define pseudo-determinism for
BPP search problems and the notion of average-case complexity we will use. First, we will define
a search problem.
Definition 2.1 (Search Problem). A search problem is a relation R consisting of pairs (x, y). We
say that an algorithm A solves a search problem R if (x,A(x)) ∈ R for all x.
With this definition, we can now given the definition of search-BPP.
Definition 2.2 (Search-BPP). A binary relation R is in search-BPP if there exists an algorithm
A running in probabilistic polynomial time that for every x outputs a y such that (x, y) ∈ R with
probability at least 2/3, and there exists a BPP machine B such that if it accepts on input (x, y),
then (x, y) ∈ R and also B accepts (x,A(x, r)) with probability at least 1/2.
A pseudo-deterministic search-BPP problem is a search-BPP problem with a
pseudo-deterministic algorithm, or an algorithm which outputs the same y with high probability.
Definition 2.3 (Pseudo-deterministic search-BPP). A search-BPP relation R is in
pseudo-deterministic search-BPP if there exists an algorithm A such that for every x there exists
a y such that (x, y) ∈ R and Pr[A(x, r) = y] ≥ 1/2.
To obtain the best running time for our pseudo-deterministic algorithm, we will need the iterated
exponential functions first used in complexity theory by [8]. We will be considering functions with
half-exponential growth, i.e. functions f such that f(f(n)) ∈ O(2n
k
) for some k.
Definition 2.4 (Fractional exponentials [8]). The fractional exponential function eα(x) will be
defined as A−1(A(x)+α), where A is the solution to the functional equation A(ex− 1) = A(x)+1.
In addition, we can construct such functions so that eα(eβ(x)) = eα+β(x). It is clear from this
definition that e1(n) = O(2
n) as desired.
In addition, we also need to talk about average-case complexity for search problems. Average-
case complexity is defined over a given distribution, though our results will extend to every
polynomial-time samplable distribution.
Definition 2.5 (Average-case search-BPP). We say that a search problem given by a relation R
is in HeurBPTIME(t(n),δ(n)) for a given distribution D if there is some algorithm A running in
time t(n) such that Prx←D|x|,r[(x,A(x, r)) ∈ R] ≥ 1− δ(n), and there exists a BPP machine B such
that if it accepts on input (x, y), then (x, y) ∈ R and also B accepts (x,A(x, r)) with probability
at least 1/2.
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We can define average-case pseudo-deterministic search-BPP in a similar fashion by requiring
that A(x, r) be unique with high probability.
Definition 2.6 (Average-case pseudo-deterministic search-BPP). We say that a search problem
given by a relation R is in HeurPsdTIME(t(n),δ(n)) for a given distribution D if there is some
algorithm A running in time t(n) such that for every x there exists a y(x) such that (x, y) ∈ R and
Prx←D|x|,r[A(x, r) = y(x)] ≥ 1− δ(n).
The final result that we need is a statement of [10] about a pseudorandom generator based on
hardness for PSPACE.
Theorem 2.7 (Corollary 4.4 of [10]). For every function f ∈ PSPACE, there is a constant d
such that if f /∈ ∪cBPTIME(t(n
d)c), then there is a generator G with stretch t(·) that cannot be
1/t(·)c-distinguished uniformly in time t(·)c for any constant c.
3 Results
In this section we will show that every relation R in search-BPP is contained in
HeurPsdTIME(e1/2+ǫ(n),
1
poly(n)) for infinitely many input lengths for every polynomial-time sam-
plable distribution.
Theorem 3.1. Let R be a relation in search-BPP. Then for every polynomial-time samplable
distribution D, and for every ǫ > 0, R is contained in HeurPsdTIME(e1/2+ǫ(n),
1
poly(n)) for infinitely
many input lengths.
Proof. There are two cases to the proof. Suppose that PSPACE ⊆ BPTIME(e1/2+ǫ(n)). Then,
padding implies that SPACE(e1/2−ǫ(n)) ⊆ BPE, which in turn implies BPE cannot be approxi-
mated by e1/2−ǫ(n)-size circuits. [9] notes that this fact implies that any search-BPP relation can
be solved pseudo-deterministically in time O(e1/2+ǫ(n)) for infinitely many input lengths. Now,
suppose that PSPACE * BPTIME(e1/2+ǫ(n)). Then, by Theorem 2.7, this means that there is a
generator G with stretch e1/2+ǫ(·) that cannot be 1/e1/2+ǫ(·)
c-distinguished in time e1/2+ǫ(·). Then,
we claim that the following algorithm is a HeurPsdTIME(e1/2+ǫ(n),
1
poly(n)) algorithm for infinitely
many input lengths. Let us call the search algorithm of R A and the verification algorithm of R
B. We will use the version of B amplified to a 1 − exp(n) success probability. Iterate through
the e1/2−ǫ(·) outputs of G as the randomness, and output the first A(x, r) such that B accepts
(x,A(x, r)). Suppose that this algorithm is not a HeurPsdTIME(e1/2+ǫ(n),
1
poly(n)) algorithm for
infinitely many input lengths. Then, this means that this algorithm fails for large enough input
lengths, which means that the output of this algorithm is not correct or not unique with high proba-
bility over the distribution and the randomness. SinceB accepts all (x, y) ∈ R with high probability,
this means that with high probability the firstA(x, r) such that B accepts (x,A(x, r)) is also the first
A(x, r) such that (x,A(x, r)) ∈ R. Now, it suffices to show that there exists such an A(x, r). If no
such A(x, r) exists, then Prr←G[B((x,A(x, r)) = 1] ≤ exp(−n), and Prr←U [B(x,A(x, r)) = 1] ≥ c
for some constant c by the correctness guarantees of A and B. Thus, if no such A(x, r) exists,
B(x,A(x, r)) with x drawn from some polynomial-time samplable distribution is a uniform algo-
rithm which distinguishes between the output of G and the uniform distribution, contradicting
the fact that G is indistinguishable. Thus the algorithm is a HeurPsdTIME(e1/2+ǫ(n),
1
poly(n)) for
infinitely many input lengths.
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4 Open Problems
It is open whether this result can be improved further by showing a faster algorithm, making the
algorithm work more than just infinitely often, or by giving a worst-case rather than an average-case
algorithm. We believe that this would require new techniques in the theory of pseudorandomness.
In addition, it is open whether pseudo-deterministic simulation of general search-BPP problems
implies circuit lower bounds, or if a theorem similar to that of [7] showing that derandomization
implies either circuit lower bounds for NEXP or arithmetic circuit lower bounds for computing
the permanent can be proven. If so, this will require substantially different techniques than [7], as
finding a non-zero value of a polynomial is known to be in pseudo-deterministic polynomial time.
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