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Let R = ⊕i≥0Ri be a quadratic standard graded K-algebra. Backelin has shown
that R is Koszul provided dimR2 ≤ 2. One may wonder whether, under the same
assumption, R is dened by a Gro¨bner basis of quadrics. In other words, one may
ask whether an ideal I in a polynomial ring S generated by a space of quadrics of
codimension ≤2 always has a Gro¨bner basis of quadrics. We will prove that this is
indeed the case with, essentially, one exception given by the ideal I = x2; xy; y2 −
xz; yz ⊂ Kx; y; z. We show also that if R is a generic quadratic algebra with
dimR2 < dimR1 then R is dened by a Gro¨bner basis of quadrics. ' 2000 Academic
Press
1. INTRODUCTION
A standard graded K-algebra R is an algebra of the form R =
Kx1; : : : ; xn/I; where Kx1; : : : ; xn is a polynomial ring over the eld
K and I is a homogeneous ideal with respect to the grading degxi = 1.
The algebra R is said to be quadratic if I is generated by quadrics (i.e.,
homogeneous elements of degree 2) and R is said to be Koszul if K ad-
mits a free resolution as an R-module whose maps are given by matrices
of linear forms. For a survey on Koszul algebras and a rich bibliography
we refer the reader to the recent paper of Fro¨berg [9]. We will just recall
a few well-known facts. Koszul algebras are necessarily quadratic:
R is Koszul ⇒ R is quadratic.
We say that an ideal I in a polynomial ring is G-quadratic if I is generated
by a Gro¨bner basis of quadrics with respect to some system of coordinates
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and some term order. We say that an algebra R is G-quadratic if its dening
ideal is G-quadratic. G-quadratic algebras are Koszul:
R is G-quadratic ⇒ R is Koszul.
Neither of these implications can be reversed in general; see the examples
given in [9].
Backelin proved in his thesis [1, Theorem 4.8] that if R = ⊕i≥0Ri is a
quadratic standard graded K-algebra with dimR2 ≤ 2 then R is Koszul.
His approach is based on the study of the Koszul dual of R, which, in this
case, is a non-commutative quadratic algebra with at most two relations.
One may wonder whether any standard graded quadratic K-algebra R with
dimR2 ≤ 2 is also G-quadratic. Our goal is to prove that (under mild
assumptions on the base eld) this is indeed the case unless R has a very
special form:
Theorem 1. Let R = ⊕i≥0Ri be a quadratic standard graded K-algebra
with dimR2 ≤ 2. Assume that K is algebraically closed of characteristic 6=
2. Then R is G-quadratic if and only if R is not isomorphic (as a graded
K-algebra) to
Kx; y; z; t4; : : : ; tn/x2; xy; y2 − xz; yz + x; y; z; t4; : : : ; tnt4; : : : ; tn:
In particular, if R is quadratic and Artinian with dimR2 ≤ 2 then it is
G-quadratic.
In the last section of the paper we show that if R is a generic quadratic
algebra with dimR2 < dimR1 then R is G-quadratic.
We thank Lorenzo Robbiano, Martin Sombra, and Giuseppe Valla for
their helpful comments. Some of the results of this paper have been con-
jectured after (and conrmed by) explicit computations performed with the
computer algebra system CoCoA [3].
2. PRELIMINARY RESULTS
Let R be a standard graded K-algebra. If R is Artinian then it is easy to
see that a necessary condition for R to be G-quadratic is that there exists a
non-zero linear form x in R such that x2 = 0. Extending this observation,
Eisenbud et al. determined in [7, Sect. 6] a much more general obstruction
to the existence of a Gro¨bner basis of quadrics for R in terms of the rank
of the quadrics belonging to the dening ideal of R. They deduced that
certain generic complete intersections of quadrics are not G-quadratic. On
the other hand, a sufcient criterion for R to be G-quadratic is presented
in [5] in terms of the so-called Gro¨bner flags. In its simplest form it says
the following:
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Lemma 2. Let R = ⊕i≥0Ri be a standard graded K-algebra and let x be
a non-zero linear form in R. If x2 = 0 and xR1 = R2 then R is G-quadratic
(and Ri = 0 for i > 2).
Proof. We complete x to a basis of R1 with linear forms x1; x2; : : : ; xn−1
and set xn = x. Then we take a presentation of R = Ky1; : : : ; yn/I; where
the yi’s correspond to the xi’s. By assumption we have that I contains y2n
and also that it contains polynomials of the form yiyj − Lijyn for every
1 ≤ i; j < n; where the Lij ’s are linear forms. Let τ be the degree reverse
lexicographic order on S = Ky1; : : : ; yn with respect to the order of the
variables y1 > y2 > · · · > yn. By construction inyiyj − Lijyn = yiyj and
hence inI ⊇ yi x 1 ≤ i < n2 + y2n. It follows that inI2S1 = S3; where
inI2 denotes the degree 2 component of inI and Si denotes the degree
i component of S. Hence inI does not contain minimal generators in
degree > 2 and R3 = 0.
In order to apply Lemma 2 it is important to know when an algebra R
has a non-zero linear form x with x2 = 0.
Lemma 3. Let R = ⊕i≥0Ri be a standard graded K-algebra over an alge-
braically closed eld K and let W ⊆ R1 be a subspace. If dimW > dimW 2,
then there exists a non-zero x ∈ W such that x2 = 0.
Proof. Let n = dimW and m = dimW 2. We x bases x1; : : : ; xn and
u1; : : : ; um of W and W 2. We have relations xixj =
P
λ
ij
k uk with λ
ij
k ∈ K.
Now let x = P aixi be a non-zero element in W . Using the expressions
above, we may write x2 as a linear combination
P
Qiui of the ui’s, where
the coefcients Qi = Qia1; : : : ; an are quadrics in the ai. It follows that
x ∈ W x x 6= 0 and x2 = 0 is the zero-locus of the quadrics Q1; : : : ;Qm
and hence it is a projective variety of dimension ≥ n− 1 −m ≥ 0.
In the proof of Theorem 1 we will need also the following reduction
argument:
Lemma 4. Let R = ⊕i≥0Ri be a standard graded K-algebra. Let x ∈ R1,
x 6= 0.
(1) Assume that xR1 = 0. Then R is G-quadratic if and only if R/x
is G-quadratic.
(2) Assume that x is not a zero-divisor on R. Then R is G-quadratic
provided R/x is G-quadratic.
Proof. (1) Assume that R is G-quadratic. Then there exist a presenta-
tion of R, say R = Ky1; : : : ; yn/I, and a term order τ on S = Ky1; : : : ; yn
such that inI is generated by monomials of degree 2. We may assume that
y1 > · · · > yn with respect to τ. Let L =
Pn
i=1 λiyi be the linear form of S
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which corresponds to x and let k be the least integer such that λk 6= 0. Then
we take the induced presentation R/x = Ky1; : : : ; yˆk; : : : ; yn/J and con-
sider the polynomial ring S′ = Ky1; : : : ; yˆk; : : : ; yn equipped with the term
order τ′ induced by τ. Since Lyi ∈ I for every i we have ykyi ∈ inI for
every i. Let M be the set of the minimal monomial generators of inI
which are not divisible by yk. For every m ∈ M we may take a quadric
Qm in I such that Qm does not involve yk and inQm = m. By construc-
tion a Gro¨bner basis of I is given by the Qm’s and Lyi’s. It follows that
the quadrics Qm with m ∈ M generate J. One easily sees that they are a
Gro¨bner basis of J either by using the Buchberger algorithm or by using
the fact that the Hilbert functions of R and R/x differ only in degree 1.
Similarly one proves the other implication.
(2) Let Ky1; : : : ; yn−1/J be a presentation of R/x and let
f1; : : : ; ft be a Gro¨bner basis of J with respect to a term order τ.
Let Ky1; : : : ; yn−1; z/I be the induced presentation of R where z goes
to x. Then the fi’s lift to polynomials gi = fi + zhi ∈ I. Let σ be a term
order on Ky1; : : : ; yn−1; z such that inσgi = inτ fi. For instance, one
can take σ to be the deg.rev.lex. product of τ with the term order of kz.
By dimension arguments one proves that the gi’s are a Gro¨bner basis of I
with respect to σ . If the fi’s are quadrics, then the gi’s are quadrics.
Remark 5. With the assumption of Lemma 4, (1) or (2), it is also known
that R is Koszul if and only if R/x is Koszul; see [2, Theorem 4].
3. PROOF OF THEOREM 1
In this section we present the proof of Theorem 1. By virtue of Lemma
4 we can get rid of those linear forms x ∈ R1 such that xR1 = 0. Therefore
it sufces to prove the following two propositions:
Proposition 6. Let R = ⊕i≥0Ri be a quadratic standard graded
K-algebra with dimR2 ≤ 2. Assume that K is algebraically closed of
characteristic 6= 2 and that for every non-zero x ∈ R1 one has xR1 6= 0. If R
is not isomorphic (as a graded K-algebra) to Kx; y; z/x2; xy; y2 − xz; yz
then R is G-quadratic.
Proposition 7. Assume that the characteristic of the eld K is 6= 2. Then
the algebra Kx; y; z/x2; xy; y2 − xz; yz is not G-quadratic.
Let us start by proving Proposition 6:
Proof. Set n = dimR1. We may clearly assume that n > 1. If dimR2 = 0
then the conclusion is trivial. If dimR2 = 1, then by Lemma 3 there exists
a non-zero x ∈ R1 such that x2 = 0 and by assumption xR1 6= 0. Since we
gro¨bner bases of quadrics 115
are assuming dimR2 = 1 it follows that xR1 = R2 and then, by Lemma 2,
R is G-quadratic.
Now assume that dimR2 = 2. The case n = 2 is now obvious since R is
a quadric hypersurface. So we may assume n > 2. Then by Lemma 3 there
exists a non-zero x ∈ R1 such that x2 = 0. If xR1 = R2 then we are done,
by Lemma 2. Otherwise if xR1 6= R2 then dim xR1 = 1. Set V = y ∈ R1 x
xy = 0. By construction V is an n− 1-dimensional subspace of R1 and
x ∈ V . Let z ∈ R1 \ V so that R1 = V ⊕ z and xR1 = xz with xz 6= 0.
Here we have to distinguish three cases:
Case 1: V 2 6⊆ xR1,
Case 2: V 2 ⊆ xR1 and VR1 6⊆ xR1,
Case 3: VR1 ⊆ xR1.
Case 1. Since V 2 6⊆ xR1 and the characteristic of K is not 2 we may
nd y ∈ V such that y2 6∈ xR1. Then by construction R2 = xz; y2. Now
we may complete x; y to a basis of V with elements, say, t3; : : : ; tn−1. By
a slight abuse of notation we denote again by x; y; : : : the variables of the
polynomial ring S = Kx; y; t3; : : : ; tn−1; z that we use to present R. The
equations xV = 0 and R2 = xz; y2 give rise to elements in the dening
ideal I ⊂ S of R,
x2; xy; xt3; : : : ; xtn−1;
yti − aixz − biy2 with i = 3; : : : ; n− 1;
titj − cijxz − dijy2 with 3 ≤ i ≤ j ≤ n− 1;
yz − exz − fy2;
tiz − gixz − hiy2 with i = 3; : : : ; n− 1;
z2 − lxz −my2;
(∗)
where the ai’s, bi’s, cij ’s, : : : ;m are elements in K. These polynomials dene
R since they are in the right number and are linearly independent. Now
our strategy is the following: using the equations ∗ we describe the set
of linear forms w in R1 with w2 = 0 and then check whether wR1 = R2.
If every w fails to have wR1 = R2, then we will prove directly that the
given equations in the given system of coordinates are already a Gro¨bner
basis of I. For our goal it sufces to consider only those w of the form
w = αx+βy +Pn−1i=3 γiti + z, i.e., where z has coefcient 1 in w. Using the
equations ∗ we may write w2 as a linear combination w2 = pxz + qy2 of
xz and y2, where
p = 2α+ 2
n−1X
i=3
γiβai + 2βe+
n−1X
i;j=3
γiγjcij + 2
n−1X
i=3
γigi + l
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q = β2 + 2
n−1X
i=3
γiβbi + 2βf +
n−1X
i;j=3
γiγjdij + 2
n−1X
i=3
γihi +m;
and where we have set cij = cji and dij = dji for i > j. It follows that w2 = 0
in R if and only if p = 0 and q = 0. Note that α appears in the equation
p = 0 with degree 1 and does not appear at all in q = 0. Given any set of
elements γ3; : : : ; γn−1 we may think of q = 0 as an equation of degree 2 in
β. Hence a solution of q = 0 is
β = −
 
n−1X
i=3
γibi + f
!
+
√
1;
where the discriminant is
1 =
 
n−1X
i=3
γibi + f
!2
−
 
n−1X
i;j=3
γiγjdij + 2
n−1X
i=3
γihi +m
!
:
Given β and the γi’s the value of α is determined by the equation p = 0.
Summing up, for every choice of γ3; : : : ; γn−1 we get a solution of the
equations p = 0 and q = 0 of the form w = αx+ βy +Pn−1i=3 γiti + z. Now
we check whether wR1 = R2. Note that wx = xz and wy = µxz+
√
1y2 for
some µ ∈ K. It follows that wR1 = R2 provided 1 6= 0. If, for a choice of
the γi, the corresponding 1 is non-zero, then we may conclude by Lemma 2
that R is G-quadratic. If instead for every choice of the γi the discriminant
1 vanishes, then 1 must be zero as a polynomial in the γi. This yields the
following relations among the coefcients:
dij = bibj for 3 ≤ i; j ≤ n− 1;
hi = bif for 3 ≤ i ≤ n− 1; m = f 2:
These relations imply that the dening ideal I of R is contained in the
ideal x; z − fy; ti − biy x i = 3; : : : ; n− 1 and hence R has positive Krull
dimension. Now let τ be the reverse lexicographic order with respect to the
total order of the variables tn−1 > tn−2 > · · · > t3 > z > y > x. With respect
to τ the initial terms of the polynomials ∗ are the terms on the left hand
side. Then the initial ideal inI of I contains the monomial ideal
J = x2; xy; yz; z2 + x; y; z; t3; : : : ; tn−1t3; : : : ; tn−1:
It is easy to see that the Hilbert series HS/Jz of S/J is 1+ nz+ 2z2 + z3 +
z4 + z5 + · · · = 1+ nz + 2z2 + z3/1− z. Since inI ⊇ J, inI2 = J2; and
S/ inI has positive Krull dimension, we have inI = J; i.e., the quadrics
∗ are a Gro¨bner basis with respect to τ. This concludes the discussion
of Case 1.
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Case 2. Since V 2 ⊆ xR1 and VR1 6⊆ xR1 we may nd y ∈ V such that
R2 = xz; yz. Complete x; y to a basis of V with t3; : : : ; tn−1. We may now
argue as in Case 1 to get the dening relations of R. In this case they are
of the form
x2; xy; xt3; : : : ; xtn−1;
y2 − axz;
yti − bixz with i = 3; : : : ; n− 1;
titj − cijxz with 3 ≤ i ≤ j ≤ n− 1;
tiz − dixz − eiy2 with i = 3; : : : ; n− 1;
z2 − fxz − gy2:
(∗∗)
Note that if we take a linear form w = αx + βy + Pn−1i=3 γiti + z then
wx = xz and wy = µxz + yz with µ ∈ K and hence wR1 = R2. Therefore,
by virtue of Lemma 2, it sufces to show that there exist α;β; γ3; : : : ; γn−1
such that w2 = 0 in R. This is easy; one has just to write down the corre-
sponding equations. This concludes the discussion of Case 2.
Case 3. Since VR1 ⊆ xR1, we have that R2 = xz; z2. The multiplica-
tion by z from V to R2 has rank 1 and hence its kernel W has codimension
1 in V and does not contain x by construction. Let y2; : : : ; yn−1 be a basis
of W ; then x; y2; : : : ; yn−1 is a basis of V . Therefore the dening equations
of R in this case are
x2; xy2; xy3; : : : ; xyn−1;
y2z; y3z; : : : ; yn−1z;
yiyj − aijxz with 2 ≤ i ≤ j ≤ n− 1:
(∗ ∗ ∗)
Note that W 2 ⊆ xz. If n > 3 then by Lemma 3 there exists a non-zero
y ∈ W such that y2 = 0. Set V ′ = w ∈ R1 x wy = 0. By construction
x; z ∈ V ′ and yR1 = xz. Hence V ′2 = R2 6⊆ yR1. This is Case 1 with
y playing the role of x and hence we are done. We are left with the case
n = 3. We have only one yi which we denote simply by y. The dening
equations are x2; xy; yz; y2 − axz. The coefcient a cannot be 0 otherwise
yR1 = 0, a contradiction with the assumption. Hence a 6= 0, and we may
replace x with x/a. In the new coordinate system the dening equations
are x2; xy; yz; y2 − xz. But this is the exceptional case which was excluded
by assumption. This concludes the discussion of Case 3 and the proof of
Proposition 6.
It remains to prove Proposition 7.
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Proof. We have to show that the ideal I = x2; xy; yz; y2 − xz ⊂ S =
Kx; y; z is not generated by a Gro¨bner basis of quadrics, no matter what
the coordinate system and the term order are. We may assume that K is
algebraically closed. Unfortunately the obstruction argument of [7, Sect. 6]
does not apply to this ideal. Hence we have to use another approach. Set
R = S/I. Note that the Hilbert series of R is 1+ 3z+ 2z2 + z3/1− z. The
only quadratic monomial ideal with this Hilbert series is, up to permutation
of the variables, J = x2; y2; zx; zy. We have:
Claim. Let D be an ideal of Kx; y; z whose initial ideal is J. Then D
contains the squares of two independent linear forms.
Let us postpone for a moment the proof of the claim. Note that if I had
a Gro¨bner basis of quadrics (in some coordinate system and with respect
to some term order) then its initial ideal would be equal to J. By virtue
of the claim, then, I would contain the squares of two independent linear
forms. But this is a contradiction because it is easy to see that I contains
(up to scalar) exactly one square of a linear form, namely the square of x.
It remains to prove the claim. To this end, let D be an ideal of Kx; y; z
whose initial ideal with respect to some term order τ is J. Since x and y
play exactly the same role, we may assume without loss of generality that
y < x with respect to τ. Then we have to discuss three cases according to
how τ orders the variables:
Case 1 (y < x < z). The reduced Gro¨bner basis of D must have the
form
y2; x2 − axy; xz − bxy; yz − cxy;
where a; b; c ∈ K. The squares of the linear forms y and x− a/2y are in D.
Case 2 (y < z < x). The reduced Gro¨bner basis of D has the form
y2; x2 − axy − bz2; xz − cxy − dz2; yz;
with a; b; c; d ∈ K. Let w = αx+ βy + γz be a linear form. We have that
w2 is in D if and only if
αaα+ 2β+ 2cγ = 0 and γ2 + 2dαγ + bα2 = 0:
It follows that there are at least two squares of independent linear forms
in D, namely the squares of y and x+ βy + γz; where γ = −d +
√
d2 − b
and β = −a/2 + cγ.
Case 3 (z < y < x). The reduced Gro¨bner basis of D has the form
y2 − az2; x2 − bxy − cz2; xz − dz2; yz − ez2;
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with a; b; c; d; e ∈ K. Let w = αx+βy + γz be a linear form. We have that
w2 is in D if and only if
bα2 + 2αβ = 0 and cα2 + aβ2 + γ2 + 2dαγ + 2eβγ = 0:
Then there are at least two squares of independent linear forms in D, one
with α = 0 and β = 1 and another one with α = 1.
This concludes the proof of Proposition 7.
A description of the possible Hilbert series of quadratic algebras with
dimR2 ≤ 2 has been given by Backelin in [1, Theorem 4.8]. One can get
this description also as a by-product of (the proof of) Theorem 1. One can
obtain also a short of normal form for the algebras of this class. For
instance:
Example 8. Let K be an algebraically closed eld of characteristic 6= 2.
Let R be a quadratic Artinian standard graded K-algebra with dimR2 = 2.
Then the Hilbert series of R is HRz = 1+ nz + 2z2. Moreover the alge-
bra R is dened by an ideal of the form x21; x1x2; : : : ; x1xn−2 + xixj −
aijx1xn−1 − bijx1xn x 2 ≤ i ≤ j ≤ n, where aij; bij ∈ K and the given equa-
tions are a Gro¨bner basis w.r.t. the reverse lexicographic order induced by
xn > xn−1 > · · · > x1.
The algebra R = Kx; y; z/x2; xy; y2 − xz; yz is essentially the only
quadratic algebra with dimR2 = 2 which is not G-quadratic. By virtue of
Backelin’s theorem we know that it is Koszul. Indeed one can even show
that there exists a Koszul ltration for R (see [4] for the denition of Koszul
ltration). The ltration is given by F = 0; y; z; z; x; z; x; y. To
check that F is a Koszul ltration one has to check that
0 x y = x; z; 0 x z = y;
z x x = x; y; z; z; x x y = x; y; z
and this is easy.
An interesting corollary of Theorem 1 is:
Corollary 9. Let R be a quadratic CohenMacaulay standard graded
K-algebra with h-vector 1; h1; h2; h3; : : : ; hs. Assume that K is algebraically
closed of characteristic 6= 2 and that h2 ≤ 2. Then R is G-quadratic and hi = 0
for i > 2.
Proof. This follows immediately from Lemma 4 and Theorem 1.
120 aldo conca
4. THE GENERIC CASE WITH dimR2 < dimR1
Let R be a quadratic K-algebra and assume that dimR2 < dimR1. Then
by Lemma 3 there exists a non-zero x ∈ R1 such that x2 = 0. If xR1 = R2
then by Lemma 2 we may conclude that R is G-quadratic. Since we are
assuming dimR2 < dimR1, there are no dimensional obstructions to the
equality xR1 = R2. Therefore if R is generic enough then one expects
that R is G-quadratic. Let us try to make this precise.
Let S = Kx1; : : : ; xn be a polynomial ring and let m be an integer. For
every space of quadrics V ⊆ S2 of codimension m we get a quadratic alge-
bra R = S/V ; here V  denotes the ideal generated by the elements in
V . The set of the spaces of quadrics of codimension m is a projective va-
riety, the Grassmannian Grassm;S2, which is embedded in the projective
space PN via the Plu¨cker map. Here
N =

dim S2
m

− 1:
Therefore the family of the quadratic algebras with dimR1 = n and
dimR2 = m gets identied with the Grassmannian Grassm;S2 via the
correspondence V → S/V . We then say that a property P holds for a
generic algebra if there exists a non-empty Zariski open U of Grassm;S2
such that for every V ∈ U the algebra R = S/V  has property P .
Theorem 10. Let K be an algebraically closed eld. Then a generic
quadratic K-algebra R with dimR1 > dimR2 is G-quadratic.
Proof. Set n = dimR1 and m = dimR2. By virtue of Lemma 2 it suf-
ces to prove that the property there exists a non-zero x ∈ R1 such
that x2 = 0 and xR1 = R2 holds in a non-empty Zariski open subset
of Grassm;S2. To this end, let us consider the following sets associated
with V ∈ Grassm;S2:
XV = x ∈ S1  x 6= 0; x2 ∈ V ; YV = x ∈ S1  x 6= 0; xS1 + V 6= S2:
We want to show that there exists a non-empty open subset U of
Grassm;S2 such that for every V ∈ U one has XV 6⊆ YV . Fix a ba-
sis x1; : : : ; xn of S1 and consider the induced monomial basis xixj in S2.
Any V ∈ Grassm;S2 is determined by a matrix A whose rows correspond
to a basis of V and whose maximal minors give the Plu¨cker coordinates
of V in PN . Let x = Pαixi ∈ S1. Note that the condition x2 ∈ V can
be translated into the vanishing of the maximal minors of the matrix ob-
tained from A by adding the row of the coefcients of x2. If we take V in
the open subset of the Grassmannian given by the non-vanishing of one
Plu¨cker coordinate, then it sufces to consider only m of the maximal mi-
nors of the extended matrix. Therefore XV is the zero-set of polynomials
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f1; : : : ; fm in the αi’s of degree 2 whose coefcients are the Plu¨cker coor-
dinates of V . Similarly the condition xS1 + V 6= S2 can be translated into
a set of polynomial equations g1; : : : ; gb in the αi whose number and de-
grees do not depend on V and whose coefcients are polynomials in the
Plu¨cker coordinates of V . If XV ⊆ YV then by Hilbert Nullstellensatz one
has g1; : : : ; gb ⊆
pf1; : : : ; fm. By the effective version of the Nullstel-
lensatz (see [11]) there exists an integer k, not depending on V , such that
gki ∈ f1; : : : ; fm for every i. In our case the best known bound for k is
k = 2n+1; it follows from Sombra’s result [14, Theorem 3.19] by applying
the so-called Dube trick. We claim that for a generic V the polynomials
f1; : : : ; fm form a regular sequence. By the semicontinuity of the ber di-
mension (see for instance [6, Corollary 14.19]) it is enough to exhibit a
space V ∈ Grassm;S2 such that the codimension of XV is m. Let us
postpone this for a moment. We may assume that f1; : : : ; fm is a regular
sequence and hence the Hilbert function of the ideal f1; : : : ; fm is the
largest possible. The conditions gki ∈ f1; : : : ; fm can be translated into
polynomial relations among the coefcients of the fi and gi and hence into
polynomial relations among the Plu¨cker coordinates of V . Now it sufces
to show that these polynomial relations are non-trivial. To this end it is
enough to give an example of V such that XV 6⊆ YV and f1; : : : ; fm are a
regular sequence. Here is the example: let V be the space of quadrics of
Kx1; : : : ; xn generated by
xjxn with m < j ≤ n;
xixj with 1 ≤ i < j ≤ n− 1;
x2j − xjxn with 1 ≤ j ≤ n− 1:
By construction one has xn ∈ XV \ YV . The polynomials f1; : : : ; fm are in
this case f1 = α21 + 2α1αn; f2 = α22 + 2α2αn; : : : ; fm = α2m + 2αmαn and they
clearly form a regular sequence.
One may wonder whether one can replace generic with Artinian in
Theorem 10. As we have seen, this is the case if dimR2 = 2. But in general
it is not possible; there exist Artinian quadratic algebras with dimR1 >
dimR2 which are not G-quadratic. Here is an example:
Example 11. Let R = Kx1; : : : ; x4/I; where I is generated by six
generic quadrics. The Hilbert series of R is 1 + 4z + 4z2 and R is not
G-quadratic because its dening ideal does not contain the square of a
linear form. Set A = Rt/tx1; : : : ; x4; t. Then A has Hilbert series
1+ 5z + 4z2 and by Lemma 4 we know that A is not G-quadratic. Explic-
itly, over a eld of characteristic 6= 2, say, one can take I = x21+x2x3; x22−
x3x4; x
2
3 − x4x1; x24 − x1x2; x1x3; x2x4.
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This example is not completely satisfactory because the ring A has a
socle element in degree 1, namely t. One would like to see an example of
a quadratic but not G-quadratic algebra R such that dimR1 > dimR2, R
is Artinian (or even with R3 = 0), and xR1 6= 0 for every non-zero x ∈ R1.
Here is a candidate:
Example/Problem 12. Let R = Kx; y1; y2; z/I; where I is generated
by the following seven quadrics:
x2; xz; y21 ; y1z; y
2
2 ; y2z; z
2 − xy1 − xy2:
The Hilbert series of R is 1+ 4z+ 3z2 and it is easy to check that there are
no socle elements in degree 1. It is not difcult to see that the ideal I does
not have a Gro¨bner basis of quadrics in the given coordinate system. We
have also checked (with CoCoA [3]) that there is no element x ∈ R1 with
x2 = 0 and xR1 = R2 and also that R does not have a Gro¨bner flag (see [5]
for the denition). This is our candidate to be the algebra with the above
mentioned properties. Unfortunately we are not able to show that R is not
G-quadratic but we believe that it is so. Note that, according to Roos’ table
[13], the algebra R is Koszul. One can show this also by checking that
F = 0; y1; y1; z; y1; y2; y1; x; y1; y2; z;
y1; y2; x; y1; z; x; y1; y2; z; x
is a Koszul ltration for R.
A few remarks are in order about the problem above and its generaliza-
tion. Let I be a homogeneous ideal in a polynomial ring S = Kx1; : : : ; xn.
Any invertible matrix g = gij ∈ GLnK acts on S as a graded K-
isomorphism by setting gxj =
P
i xigij (and any graded K-isomorphism
of S is of this type). Consider the set InI of all the initial ideals inτ gI
of the ideal I, as g varies in GLnK and τ varies in the set of the term or-
ders. What can be said about InI? Can one determine it algorithmically?
If we x g and let τ vary, then the Gro¨bner fan of I answers the questions;
see [12; 15, Chap. 2]. If instead we x τ and let g vary, then it is known
that for almost all the g one obtains the same initial ideal, the generic
initial ideal of I w.r.t. τ; see for instance [6, Sect. 15.9]. In general one has
Lemma 13. The set InI is nite.
Proof. The set InI is contained in the set HI of the monomial ideals
whose Hilbert function is equal to that of I. The set HI is nite. This
follows (for instance) from a result of Elias et al. [8] which says that the
degrees of the minimal generators of an ideal I are bounded by a number,
say s, which depends only on the Hilbert function of I.
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The number s can be determined explicitly; it is the highest degree of a
minimal generator of the lex segment ideal with the given Hilbert function.
Therefore, since there are nitely many degrees involved in the process and
hence only nitely many distinct term orders, the problem of determining
InI boils down to:
Problem 14. Given a space V of forms of degree d and a term order τ
determine the set of monomial spaces inτ gV   g ∈ GLnK.
It is in principle clear how to proceed: just reduce the space gV  to the
echelon form with respect to τ. The result of the process depends on the
vanishing or non-vanishing of some polynomial equations in the entries of
g. Hence it gives rise to a stratication of GLnK describing the various
inτ gV . Whether this can be done in an efcient way is another story. A
useful observation is that if x1 > x2 > · · · > xn w.r.t. to τ and b is a lower
triangular invertible matrix then for every f ∈ S one inτ bf  = inτ f  up
to scalar. Hence inτ bgV  = inτ gV  for every g. Therefore only the flag
associated to g counts, not g itself.
Recently Fro¨berg and Lo¨fwall [10] announced that they have shown that a
generic space of quadrics V of S = Kx1; : : : ; xn denes a Koszul algebra if
and only if dim V ≤ n (the complete intersection case) or dim V ≥ dim S2 −
n2/4.
One may ask when a generic space of quadrics V of S = Kx1; : : : ; xn
denes a G-quadratic ideal V . Assume that K is algebraically closed of
characteristic 6= 2. Set d = dim V . The case d = 1 is trivial. If d = 2, then it
follows from Corollary 9 that V  is G-quadratic. Assume from now on that
d ≥ 3. Eisenbud et al. [7, Corollary 20] shown that if d ≤ n (the complete
intersection case) and n < d2 + 3d+ 2/6 then V  is not G-quadratic. On
the other hand, if d ≥ n (the Artinian case) one has that V  is G-quadratic
if and only if d > dim S2 − n: this follows from Theorem 10 and from the
fact that if dim S2 − n ≥ d ≥ n then V does not contain a square of a linear
form. So we are left with the cases d ≥ 3 and d2 + 3d + 2/6 ≤ n. We do
not know what the behavior is in this range. The rst open case is d = 3
and n = 4, i.e., a generic complete intersection of three quadrics in four
variables.
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