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Índice de figuras
2.1. Emociones básicas según Ekman (1992). . . . . . . . . . . . . . . . . 19
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Fernando Manuel Rodŕıguez Aldape.
Candidato para obtener el grado de Doctorado en Ingenieŕıa con Orientación en
Tecnoloǵıas de la Información.
Universidad Autónoma de Nuevo León.
Facultad de Ingenieŕıa Mecánica y Eléctrica.
T́ıtulo del estudio: Predicción de intensidades emocionales en una red
social.
Número de páginas: 144.
Objetivos y método de estudio: Las emociones juegan un papel fundamental
en la toma de decisiones y en el comportamiento humano. Actualmente, es común
ver que los usuarios de redes sociales plasmen en sus publicaciones contenido emo-
cional, el cual puede ser estudiado con diversos fines. En este trabajo, se propone
un modelo para la predicción de emociones en redes sociales. Espećıficamente, este
modelo predice, para un usuario, la proporción de comentarios que publicará con
una emoción en particular para un periodo de tiempo futuro; a esta proporción la
definimos como intensidad emocional. Contrario a otros modelos que se enfocan en
una sola emoción, el modelo propuesto considera un esquema básico de emociones
y utiliza todas las emociones para la predicción de la intensidad de cada emoción.
El modelo, además, utiliza tres fuentes distintas de información: (1) proveniente del
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usuario, (2) proveniente de los contactos del usuario y (3) proveniente del entorno.
La predicción finalmente se hace mediante regresión lineal.
Contribuciones y conlusiones: Encontramos que nuestro modelo, aplicado
sobre un conjunto de datos extráıdo de Twitter, produce mejores resultados (hasta en
un 35%) comparado con modelos como ARIMA y mejores resultados en comparación
con otros 27 modelos base y un método del estado del arte. Entre algunas aplicaciones
que se pueden dar a una herramienta de este tipo, se encuentra la predicción de
cáıdas en el nivel de alegŕıa (o aumento de tristeza) del usuario y, en consecuencia,
la generación de recomendaciones para ayudar al bienestar emocional del usuario
(por ejemplo, de recuerdos alegres). Las emociones positivas contribuyen a un estado
emocional favorable para el bienestar f́ısico y mental, y por lo tanto, a mejorar la
salud Kim et al. (2014).
Las siguientes contribuciones son, además, las principales de esta tesis:
Introducción del concepto de intensidad emocional. Si bien existen trabajos que
predicen estados emocionales para los usuarios en una red social, el modelo que
se propone predice en espećıfico la proporción de comentarios que serán escritos
con una emoción en particular. Hasta donde sabemos, es el primer trabajo que
propone este concepto.
Un modelo de predicción de emociones. Este modelo permite pronosticar emo-
ciones básicas de los usuarios a partir de su información personal, la informa-
ción de sus contactos (“contagio emocional”) e información del medio ambiente.
El modelo en śı mismo considera que una emoción tiene influencia sobre otras.
La utilización de emociones básicas para un modelo predictivo. Se emplean
las emociones de alegŕıa, enojo, miedo y tristeza. Esto permite trabajar con
un mayor nivel de granularidad — contrario a esquemas que solo manejan
etiquetas como “positivo” o “negativo”. La anterior representación numérica
o abstracta (positivo y negativo) pudiera ser suficiente para el área comercial
Resumen xv
o de mercadotecnia, en donde se busca tener una noción de la aceptación de
un producto, por ejemplo, pero pudiera no serlo en un área médica, en donde
se busca analizar patrones de agresividad, depresión, estrés, etcétera.
El considerar interdependencia de emociones para la predicción. Otros traba-
jos utilizan solo datos históricos de una única emoción sin tomar en cuenta
la existencia de otras. En modelos donde se registran las emociones d́ıa con
d́ıa o por intervalos de tiempo, con frecuencia se hace uso de una sola emo-
ción. Proponemos, por tanto, emplear varias emociones y asumimos que estas
interactúan.
La generación de recursos para el idioma español. Se generó un conjunto de
comentarios etiquetados de acuerdo con las emociones que expresan (alegŕıa,
tristeza, miedo y enojo).
Una metodoloǵıa para detectar (reconocer) emociones en texto. Esta meto-
doloǵıa conjunta técnicas de clasificación de sentimiento en español con otras
técnicas de aprendizaje máquina.
Firma de la asesora:
Dra. Sara Elena Garza Villarreal
Caṕıtulo 1
Introducción
Las emociones juegan un papel fundamental en la toma de decisiones. Por
ejemplo, Small y Verrochi (2009) han encontrado, para una campaña de publicidad,
que mostrar un rostro que refleja tristeza tiene un mayor impacto en las donaciones
de caridad que mostrar un rostro que refleja felicidad o uno que no refleja ninguna
emoción. También se han implementado agentes inteligentes cobradores que promue-
ven ansiedad en los deudores (relacionada con la emoción del miedo) para crear un
deseo por pagar y aeromozas que generan un ambiente de buen ánimo en un avión
(Tsai et al., 2011a). Al afectar el organismo, la influencia que ejercen las emociones
puede llevar al ser humano a ejecutar acciones pequeñas, tales como comprar un
producto (Fenton-O’Creevy et al., 2011), o acciones más radicales, como lastimarse
a śı mismo (Desmet y Hoste, 2013; Pisani et al., 2013), o incluso iniciar una guerra
(Shepherd et al., 2013).
A pesar de que las emociones son relevantes para el comportamiento del ser
humano, hasta ahora se ha visto que son dif́ıciles de comprender y de definir. Existen
varias teoŕıas sobre el surgimiento de las mismas y sobre cómo estas nos afectan, pero
actualmente no existe un consenso sobre cómo definir una emoción, e incluso se han
dado diferentes definiciones según la cultura. Asimismo, se han concebido diferentes
oŕıgenes para las emociones y su desarrollo en las personas — por ejemplo, se en-
cuentran la evolución y la selección natural, la sociedad y la cultura, o los est́ımulos
1
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y las reacciones (Johnson, 2009). Se tiene también un debate sobre cuáles son las
emociones que somos capaces de experimentar tanto seres humanos como animales, y
lo que son las emociones básicas o elementales, de las cuales se derivan las emociones
complejas, como los celos o la desesperanza; los autores difieren dependiendo de las
corrientes y de diversos estudios realizados. Por ejemplo, Matsumoto (2007) define
22 emociones básicas, mientras que Ekman (1992) solamente seis, e Izard (2007), a
quien tomamos de base en esta tesis, cuatro: alegŕıa, tristeza, enojo y miedo. Todo lo
anterior nos lleva a que el estudio de las emociones no solamente resulte complicado,
sino retador. En ese sentido, este es actualmente un campo de estudio abierto en las
áreas de psicoloǵıa, ciencias sociales y, recientemente, las ciencias computacionales.
En esta área en particular, las emociones han sido estudiadas a través de disciplinas
como el cómputo afectivo (Cambria, 2016) y la mineŕıa de datos (Tan et al., 2006).
Un medio por excelencia para expresar emociones hoy en d́ıa es el Internet, que
en nuestros tiempos se ha convertido en una herramienta clave para la búsqueda de
información y comunicación. Se ha observado que los usuarios pasan cada vez más
tiempo en sitios como Twitter1, Facebook2 y YouTube3, entre otros (Chmiel et al.,
2011a). La sofisticación también ha ido en aumento y ha permitido la aparición de
espacios en donde los usuarios pueden intercambiar opiniones, información, imáge-
nes, videos y enlaces a otras páginas, además de poder estar conectados con otros
usuarios (Liu, 2010; Rodŕıguez Aldape, 2013). A este tipo de espacios se les conoce
como foros, comunidades o redes sociales en ĺınea (en inglés, social networking sites).
Los microblogs, redes sociales en ĺınea donde los mensajes publicados son cortos, han
sido recientemente objeto de una numerosa cantidad de investigaciones. Por ejemplo,
Pak y Paroubek (2010) fueron los pioneros en realizar análisis de sentimiento sobre
Twitter (es decir, en estudiar texto subjetivo sobre este microblog). Otros microblogs
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y Tumblr7, que al momento de la escritura de esta tesis se encuentran vigentes.
Las redes sociales en ĺınea se han utilizado exitosamente como herramientas de
mercadotecnia (Rodŕıguez Aldape, 2013), principalmente debido a la continua gene-
ración y propagación de contenido por parte de los usuarios. En cuanto al contenido
generado, se ha encontrado evidencia de que, además de opiniones e información, en
las redes sociales en ĺınea se pueden expresar y transmitir emociones de un usuario
a otro (Bao et al., 2012; Bispo y Paiva, 2009; Bliss et al., 2012; Chmiel et al., 2011a;
Hoogendoorn et al., 2011; Kim et al., 2014). A la transmisión de emociones de una
persona a otra se le conoce como contagio emocional. De acuerdo con Hatfield y Ca-
cioppo (1994), el contagio emocional es la tendencia de converger emocionalmente a
través de imitar y sincronizarse automáticamente con los movimientos, posturas y
vocalizaciones de otra persona. Se ha mostrado en ciencias de la administración que,
mediante el contagio emocional, se puede mejorar la cooperación, reducir el conflic-
to e incrementar la productividad percibida en grupos y organizaciones (Barsade,
2002). Este contagio emocional se da en las redes sociales en ĺınea a partir de la
lectura de los comentarios publicados en ellas.
El estudio de las emociones (por ejemplo, del contagio emocional), aunado al
crecimiento del Internet, ha propiciado la investigación relacionada con la represen-
tación, detección, medición, análisis y predicción de emociones en medios sociales.
Aún cuando los trabajos han florecido, como veremos en la sección 1.1, también
existen retos por abordar y áreas de oportunidad. Todo ello ha empujado hacia el
desarrollo de nuevas ideas.
7Disponible en http://www.tumblr.com.
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1.1 Definición del problema
A continuación, se define el problema de investigación, comenzando por descri-
bir el contexto general y los antecedentes más relevantes que enmarcan este contexto.
Más adelante, se definen el objeto, variables de estudio y alcance de la tesis.
Contexto problemático.- Uno de los problemas de investigación modernos
que se busca resolver es la comprensión de fenómenos sociotecnológicos de gran
escala en donde interactúan personas y sistemas conectados a través de una red.
Por ejemplo, se desea comprender el comportamiento de una población ante una
situación como una crisis económica mundial (Bennett y Segerberg, 2011; Bollen et
al., 2011) o durante el proceso de escape en una evacuación (Tsai et al., 2011b).
También se ha investigado el nivel de felicidad en una población (Dodds et al., 2011)
y la propagación de creencias (Acemoglu et al., 2010; Lynch, 1996).
Desde que Picard (1995) propuso el estudio de las emociones humanas en el
área de las ciencias computacionales (llamado computación afectiva), han surgido
numerosos modelos de emociones. Puesto que el objetivo de estos modelos compu-
tacionales es generar una respuesta apropiada a las emociones (Cambria et al., 2012),
el área de cómputo afectivo incluye el estudio y desarrollo de sistemas (aśı como
dispositivos) que puedan reconocer, interpretar, procesar y simular estas. Algunos
dispositivos contemplados en los trabajos alusivos al área abarcan teléfonos móviles
(Maxhuni et al., 2017) e, inclusive, el internet de las cosas (Kajiwara et al., 2017).
Las redes sociales en ĺınea como Twitter y Facebook también han hecho posi-
ble tanto el estudio de usuarios individuales (Qiyao et al., 2016), como el de grandes
poblaciones (Dodds et al., 2011). En ese sentido, se han podido analizar de manera
colectiva, por ejemplo, los cambios emocionales debido al clima en una cierta pobla-
ción (Hannak et al., 2012) o el aumento y disminución de emociones (Nguyen et al.,
2012). Otros trabajos han estudiado las emociones dentro de las redes sociales con
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fines espećıficos, tales como la prevención de estrés en adolescentes (Li et al., 2015;
Zhao et al., 2015), la detección de bipolaridad (Cochran et al., 2017) y la prevención
de la depresión (Moore et al., 2012). Sin embargo, algunos de estos estudios se basan
en conjuntos de emociones limitadas, como la felicidad (Biever, 2010; Bliss et al.,
2012), o emociones etiquetadas simplemente como positivas o negativas (Mogadala
y Varma, 2012), por lo que otros patrones en emociones (como aquellos relacionados
con la tristeza o el enojo) no han sido descubiertos, y esquemas más sofisticados de
emociones no han sido incorporados. Por ejemplo, desde los años 70, Ekman (1992)
encontró evidencia de la existencia de seis emociones básicas: enojo, repulsión, mie-
do, alegŕıa, tristeza y sorpresa. Estudios más recientes han propuesto la existencia
de solo cuatro emociones básicas: alegŕıa, enojo, miedo y tristeza (Izard, 2007). Si se
incorporaran estos esquemas al análisis y predicción de emociones en redes sociales,
podŕıan brindar una mayor información al respecto.
Asimismo, algunos trabajos que predicen el estado emocional de los usuarios
en redes sociales en ĺınea (es decir, que predicen la emoción o emociones presentes en
el usuario) etiquetan al usuario con una sola emoción (Zhang et al., 2010), cuando
esta visión podŕıa generalizarse al considerar el estado emocional como un conjun-
to de emociones con diferentes intensidades. Otros trabajos se enfocan en una sola
emoción, como la alegŕıa (Dodds et al., 2011). Es decir, por una parte predicen sola-
mente una emoción. Por otra parte, al considerar las variables de entrada para hacer
la predicción (pronóstico), utilizan solamente la misma emoción. Lo anterior implica
que se omiten los valores del resto de las emociones (es decir, que el valor futuro de
una emoción depende exclusivamente de los valores anteriores de esta misma emo-
ción y no del resto de las demás emociones del esquema considerado). Sin embargo,
se ha visto que las emociones afectan la percepción y tienden a permanecer un cierto
tiempo en el ser humano, por lo que un evento del presente puede ser mermado o
aumentado dependiendo de las distintas emociones que se hayan experimentado en
el pasado (DeWall et al., 2016; Lerner et al., 2003; Verduyn y Lavrijsen, 2015; Yin
et al., 2013).
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Otra limitante de los trabajos actuales es que la mayoŕıa de estos (nos referimos
a los que trabajan con texto) están confinados al idioma inglés, pues también la
mayoŕıa de los recursos disponibles (diccionarios, lexicones y otras herramientas)
están solamente disponibles en dicho idioma.
Es por lo anterior que proponemos la creación de un modelo de predicción de
emociones — espećıficamente, de intensidad emocional — que incluya información
proveniente (1) del usuario, (2) de sus contactos y (3) del entorno o medio ambiente.
Para comprender este modelo, definimos a continuación el objeto y variables de
estudio.
Objeto de estudio.- El objeto de estudio en esta tesis son las redes sociales en
ĺınea, puesto que se extraen y utilizan los comentarios, relaciones entre usuarios e
información temporal de una de estas redes (de un microblog, espećıficamente) para
hacer la predicción de intensidades emocionales.
Variables de estudio.- Dentro del modelo predictivo propuesto, se contemplan
dos tipos de variables de estudio. La primera de ellas es la intensidad emocional
(extensamente descrita en el caṕıtulo 4), que consiste en la proporción de comentarios
que escribe el usuario con una emoción espećıfica para un periodo de tiempo en
particular (llamado ventana de tiempo). Por ejemplo, si diez de cien comentarios en
un d́ıa contienen alegŕıa, la intensidad emocional del usuario para este d́ıa con la
emoción de alegŕıa se calcula como 10
100
= 0.1.
Note que un usuario tendrá tantas intensidades emocionales como emociones se
contemplen; por ejemplo, en un esquema de cuatro emociones básicas, habrá cuatro
intensidades emocionales por usuario en una ventana de tiempo. En consecuencia,
el estado emocional del usuario estará caracterizado por una serie de intensidades
emocionales, de acuerdo con el esquema de emociones que se esté manejando.
La intensidad emocional es la variable objetivo a predecir. Este mismo tipo de
variable, con diferentes conjuntos de usuarios, conjuntos de emociones y conjuntos
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de ventanas de tiempo, será considerado como entrada para hacer la predicción para
ventanas de tiempo futuras. El segundo tipo de variable es el d́ıa de la semana. Esta
variable también se explica con mayor detalle en el caṕıtulo 4.
En cuanto al alcance de la tesis, la predicción de intensidades emocionales se
hace mediante los siguientes supuestos y restricciones:
1. Utilizamos Twitter como caso de estudio. Se emplea esta red debido a su
popularidad, a que los datos son públicos, a la cantidad de datos que hay
disponibles, a la existencia de datos en español y a la existencia de herramientas
(por ejemplo, el API8 de Twitter) para extraer datos de la red. Se utiliza un
repositorio en particular, descrito en el caṕıtulo 5.
2. Como simplificación al marco psicológico, tal como se explica más adelante
en el caṕıtulo 2, consideramos como sinónimos los términos de emoción, hu-
mor y sentimiento, aunque estos términos tienen diferentes connotaciones en
contextos más especializados.
3. Asumimos que pronóstico es una subtarea de predicción, aunque existen diver-
sas opiniones al respecto en diferentes áreas. Estaremos utilizando estos dos
términos de manera intercambiable.
1.2 Motivación y justificación
Se expone la motivación para el desarrollo de esta tesis en tres áreas principales:
(1) el interés comercial y de aplicaciones prácticas, (2) el interés por parte de la
socioloǵıa de comprender las emociones y (3) el diseño de mejores interfaces humano-
computadora.
En cuanto al interés comercial y de aplicaciones prácticas, se pueden utilizar
modelos de predicción de emociones de una sociedad en sistemas de recomendación
8Disponible en: https://developer.twitter.com/.
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(Garćıa-Cumbreras et al., 2013; Niu et al., 2013), en videojuegos (Cai et al., 2013;
Ng et al., 2012; Popescu, 2012), en productos comerciales (Fung, 2012; Walter, 2012)
y, en general, en dispositivos con interfaces humano-computadora para proporcionar
al usuario una mejor experiencia (Botella et al., 2012; Kim y Kwon, 2010; Kirby
et al., 2010; Riva et al., 2012). Dentro del diseño de interfaces, se puede incluir
también el uso de modelos emocionales en robots para facilitar su inclusión en las
actividades de los seres humanos, ya que luciŕıan más naturales, cálidos o “humanos”
(Kim y Kwon, 2010; Kirby et al., 2010). Lo anterior resulta interesante, pues existe
también un punto a partir del cual se entra en una región de percepción llamada
el valle de extrañeza (en inglés, uncanny valley), en la cual a un humano le resulta
“escalofriante” la semejanza que puede tener un robot con su especie, y este tema
continúa siendo estudiado (Ho y MacDorman, 2017). Por tanto, se podŕıa analizar
si la introducción de las emociones contribuye a expandir esta región (hacerlos más
escalofriantes) o a reducirla (hacer que el robot pueda producir calidez y agrado al
usuario).
En cuanto a la socioloǵıa, esta actualmente busca comprender cómo se mani-
fiestan las emociones en una sociedad y la relación que tienen entre śı (Aknin et al.,
2011; Brown et al., 2011; Casti, 2010; Kagan et al., 2013). Conocer anticipadamente
las emociones de una persona puede crear sistemas que le ayuden a esta persona
en aspectos de su vida — por ejemplo, en momentos en que decae la felicidad; el
sistema generaŕıa una emoción positiva cuando se anticipa este decaimiento (Botella
et al., 2012; Ho y Spence, 2013; Riva et al., 2012).
En cuanto al punto de vista psicológico, la creación de un modelo de predicción
de emociones podŕıa contribuir a diferentes tipos de análisis. Por ejemplo, el modelo
puede aplicarse a grupos de usuarios con el fin de estimar las emociones de una
población y detectar patrones en los cambios de las mismas.
Entre las aplicaciones prácticas de este modelo se pueden mencionar:
La creación de visualizaciones gráficas que indiquen cambios y flujos de las
Caṕıtulo 1. Introducción 9
emociones a nivel de una población desde una perspectiva geográfica (mediante
el uso de mapas).
El análisis matemático y estad́ıstico del comportamiento de las emociones en
los seres humanos.
La observación del efecto que tienen los eventos sociales (por ejemplo, cultu-
rales, económicos) en las emociones.
La creación de interfaces de computadora que puedan anticipar las emociones
de un grupo de personas y se adapten a ellas a través, por ejemplo, de ofrecer
apoyo afectivo.
La detección del surgimiento de emociones negativas en usuarios espećıficos
para identificar actividades de acoso cibernético y mal comportamiento.
La detección de problemas de salud del individuo, como la depresión, o pro-
blemas colectivos, como tensión social.
La detección de usuarios falsos (bots) que no muestran emociones o lo hacen
de forma errante.
La detección de contenido ofensivo a partir de las reacciones de los usuarios
que lo observan.
Predecir las emociones nos permitiŕıa tomar acciones para dar una mejor ex-
periencia al usuario. Mediante los sistemas de recomendación, se le podŕıa sugerir
contenido que pueda ayudarle en alguna depresión o que, incluso, pueda prevenirla.
Recientemente, Facebook realizó un estudio en el que filtraba contenido emocio-
nal a los usuarios, permitiendo para ello pasar un porcentaje mayor de emociones
negativas o positivas y observando los cambios en las emociones de quien los per-
cib́ıa (Kramer et al., 2014). De esta forma se podŕıa, por ejemplo, introducir mayor
cantidad de contenido positivo cuando se anticipa una etapa de estrés o depresión.
Comercialmente hablando, se podŕıan analizar los estados emocionales del usuario
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asociándolos a comportamientos de compra, de manera que un comerciante pueda
esperar el momento adecuado para realizar una oferta de venta. A gran escala, en
una campaña poĺıtica se podŕıa anticipar una mala opinión y tratar de cambiarla
antes de que suceda. Se ha visto que las redes sociales en ĺınea predicen bien la
opinión pública global acerca de los candidatos poĺıticos (O’Connor et al., 2010).
1.3 Protocolo
A continuación se describe el protocolo que se utilizará en la tesis. Este incluye
los objetivos, preguntas de investigación e hipótesis.
1.3.1 Hipótesis
Se describe la hipótesis general a comprobar.
Es posible crear un modelo para predicción de intensidad emocional en una
red social en ĺınea mediante técnicas de procesamiento de texto en español y
aprendizaje máquina.
A partir de esta hipótesis se generan varias preguntas de investigación que
deben ser constestadas con el fin de comprobarla. Es decir, debemos comprobar
primero si podemos trabajar con el idioma Español para detectar emociones,
utilizar mineŕıa de texto y aprendizaje máquina para hacer la predicción de la
intensidad emocional. Estas preguntas se enumeran en la Sección 1.3.2.
1.3.2 Preguntas de investigación
Se describe la pregunta principal en la que se concentra este trabajo, y de esta
se desprende una serie de preguntas que al resolverse contribuirán a su consecución.
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¿Cómo puede crearse un modelo de predicción de intensidad emocional en una
red social en ĺınea utilizando técnicas de procesamiento de texto en español y
aprendizaje máquina?
• ¿Es posible utilizar mineŕıa de texto en español para este propósito?
• ¿Es posible detectar emociones básicas en redes sociales a través del análi-
sis de texto en español?
• ¿Es posible medir la intensidad emocional de los usuarios para cada emo-
ción básica?
• ¿Es posible crear un modelo de predicción de intensidad emocional de los
usuarios utilizando información que procede de ellos, de sus contactos y
del medio ambiente?
• ¿Es posible utilizar el modelo para predecir la intensidad emocional de
los usuarios para cada emoción básica?
1.3.3 Objetivos
Se menciona el objetivo principal y los objetivos secundarios que se derivan de este.
Objetivo principal: Crear un modelo de predicción (pronóstico) de intensidad
emocional de los usuarios utilizando técnicas de procesamiento de texto en español
y aprendizaje máquina.
Objetivos secundarios:
Crear clasificadores automáticos para reconocer las emociones básicas: alegŕıa,
enojo, miedo y tristeza.
Definir el concepto de intensidad emocional.
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Definir un modelo de predicción de intensidad emocional que tome en cuenta
información proveniente del usuario (por ejemplo, comportamiento y datos
personales), de sus contactos y del medio ambiente.
Analizar ventanas de tiempo con diferentes granularidades para la predicción.
Predecir las intensidades emocionales de los usuarios en una red social para
las cuatro emociones básicas.
1.4 Contribuciones
Esta tesis aporta las siguientes contribuciones, que consideramos son las más
importantes:
Un modelo de predicción de emociones. El modelo propuesto permite predecir
emociones básicas futuras de los usuarios a partir de su información personal,
de sus contactos y del medio ambiente. Es el primer modelo de predicción (o
pronóstico) de emociones básicas, dentro de nuestro conocimiento, que además
ha sido probado utilizando comentarios en español, aunque el idioma no re-
presenta una limitación para su aplicación. El modelo en śı mismo considera
que una emoción puede tener influencia sobre otra en el futuro. Parte de infor-
mación obtenida a partir del usuario, sus contatos y del entorno en intervalos
de tiempo o sucesos que denominamos ventanas de tiempo. Estas ventanas de
tiempo pueden representar minutos, horas d́ıas, etc. o eventos en los que algún
suceso tiene lugar como por ejemplo la publicación de un nuevo comentario.
El modelo en śı no esta limitado a una ventana siguiente si no que puede uti-
lizarse para predecir la intensidad emocional en una ventana más distante en
el futuro.
La introducción del concepto de intensidad emocional. Si bien existen trabajos
que predicen estados emocionales para los usuarios en una red social en ĺınea,
Caṕıtulo 1. Introducción 13
el modelo que se propone predice en espećıfico la proporción de comentarios
que serán escritos con una emoción en particular. Hasta donde sabemos, es el
primer trabajo que propone este concepto.
La utilización de emociones básicas. La mayoŕıa de los trabajos actuales uti-
lizan representaciones numéricas que se interpretan según qué tan positivo
o negativo es un comentario. En trabajos más recientes, se utilizan vectores
en los que cada componente representa una caracteŕıstica de las emociones;
la intención de asignar valores numéricos a sus componentes es representar
eficientemente todo el espectro de emociones humanas (Cambria y Hussain,
2012). Nosotros utilizamos las cuatro emociones básicas (alegŕıa, enojo, miedo
y tristeza), lo cual nos permite analizarlas de forma individual y obtener re-
sultados que se interpreten de una forma más intuitiva. Esto difiere de otros
trabajos; por ejemplo, cuando se reportan resultados en los que una opinión se
clasifica como negativa por haberse obtenido un número negativo, en estos tra-
bajos no se está especificando si dicha emoción está relacionada con ansiedad,
estrés, depresión o alguna otra condición de cuidado para la cual se requiera
una acción correctiva. La representación numérica o abstracta generalmente es
suficiente para el área comercial o de mercadotecnia, pero pudiera no serlo —
por ejemplo — en un área médica.
El considerar interdependencia de emociones para la predicción. Otros traba-
jos toman en cuenta datos históricos de una única emoción sin considerar la
existencia de otras. Por ejemplo, en modelos donde se registran las emociones
d́ıa con d́ıa o por cada ventana de tiempo, con frecuencia se emplea una sola
emoción (positivo, negativo o neutro), o alguna emoción básica representada
como vector. Asumimos que las emociones interactúan y que esta interacción,
de conocerse, mejoraŕıa la calidad en la predicción de una emoción futura.
Otras contribuciones relevantes son:
La incorporación de contagio emocional a través del uso de intensidades emo-
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cionales de contactos en la red social.
La creación de clasificadores automáticos de emociones. A través de análisis
de texto, creamos clasificadores para las emociones básicas. Asimismo, es po-
sible establecer un punto de partida para otros clasificadores más sofisticados
de estas emociones en idiomas como el español. Al incorporar métodos más
complejos de clasificación, se podrá tener una referencia con la cual comparar
resultados. Nuestro trabajo seŕıa de los pocos que versan sobre detección de
emociones básicas en español.
Un repositorio de comentarios en español con etiquetas de emociones. Los
comentarios clasificados manualmente durante los experimentos podrán ser
utilizados en otros estudios. Para esta clasificación manual, participaron 141
evaluadores, quienes estuvieron etiquetando los comentarios de forma inde-
pendiente para cada emoción básica — es decir, los comentarios recibieron
una calificación para cada emoción básica estudiada. Este proceso tomó apro-
ximadamente un año.
1.5 Organización del documento
La tesis se organiza de la siguiente forma: en el caṕıtulo 2, se explican los con-
ceptos básicos que deben entenderse para poder obtener una mejor compresión del
modelo propuesto y su validación. Se incluyen conceptos como aprendizaje máqui-
na, regresión lineal y series de tiempo; también se explican de manera básica las
emociones humanas desde los puntos de vista computacional y psicológico. En el
caṕıtulo 3, se expone el estado del arte relacionado con el trabajo; se describen los
métodos actuales para análisis de sentimiento y detección de emociones en diferen-
tes tipos de contenido, como música, voz, video, texto y fotograf́ıas. Asimismo, se
discuten los principales trabajos que se relacionan de forma directa con la predicción
de emociones a futuro o pronóstico de emociones básicas.
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En el caṕıtulo 4, se describe el modelo propuesto: sus caracteŕısticas y aquello
que lo hace diferente con respecto a otros modelos. Se habla de los principales as-
pectos, como la ventana de tiempo, los modelos base y la regresión lineal — que es
utilizada como método principal durante la predicción. En el caṕıtulo 5, se describe
la metodoloǵıa de validación del modelo, se muestran resultados para la detección
de emociones y la predicción de intensidades emocionales, y se provee una discusión
de los hallazgos más relevantes.
En el caṕıtulo 6, se exponen las conclusiones — con base en los resultados
obtenidos — sobre la creación de clasificadores automáticos y el modelo propuesto.
También se discuten los problemas que se presentaron y la forma en que se solucio-
naron, las posibles mejoras que se pueden realizar y aplicaciones prácticas.
Caṕıtulo 2
Marco Teórico
En este caṕıtulo, se describen conceptos y teoŕıa básica para la comprensión
de caṕıtulos subsecuentes. Se cubrirá lo que son las emociones y por qué son impor-
tantes (sección 2.1). También se describirán algunos de los métodos de aprendizaje
máquina que fueron utilizados en la experimentación (sección 2.3), aśı como métricas
de evaluación para clasificación y regresión (sección 2.5), y métodos para etiquetado
de conjuntos de datos (sección 2.6).
2.1 Teoŕıa de emociones
Actualmente, debido a la complejidad de las emociones y a la diversidad cul-
tural que hay en el mundo, no existe una definición globalmente aceptada de qué es
una emoción. Compilaciones relativamente recientes (Johnson, 2009; Lewis et al.,
2010) — basadas en trabajos clásicos (Frijda, 1986; Solomon, 1977) — organizan
las teoŕıas de emociones en tres categoŕıas principales: (1) teoŕıas evolucionistas, (2)
teoŕıas sociales y culturales y (3) teoŕıas sobre el proceso de emoción. Se menciona
que las emociones pueden entenderse de dos formas: como un estado y como un
proceso. Ver las emociones como un estado significa que la persona puede experi-
mentar la emoción y esta puede influir en estados futuros y en el comportamiento
de la persona. En cambio, ver las emociones como un proceso implica que existe un
16
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est́ımulo que se recibe y provoca una reacción f́ısica en la persona. No obstante, esta
última visión de las emociones no toma en cuenta los calificativos subjetivos con
los que identificamos estos procesos, tales como “alegŕıa” o “enojo”; más bien toma
en cuenta reacciones f́ısicas, como gestos faciales, conductancia de la piel y ritmo
cardiaco, entre otras.
Johnson (2009) describe las tres teoŕıas principales sobre las emociones. Resumimos
esta perspectiva:
Las teoŕıas evolucionistas explican la razón por la que las emociones están
presentes en los seres humanos. Se basan principalmente en la historia de la
humanidad, de los animales en general y de la selección natural.
Las teoŕıas sociales y culturales se basan en la idea de que las emociones son una
construcción social, y que son aprendidas durante la infancia de las personas
debido a la interacción social. La idea principal de esta corriente es que las
emociones están tan arraigadas a la cultura social que es mejor estudiarlas
desde este punto de vista.
Las teoŕıas del proceso de emoción se centran en la descripción del proceso
mismo como tal, comenzando con el análisis de un est́ımulo que puede ser
interno o externo en la persona y continuando con la reacción f́ısica que se
presenta. Entre las teoŕıas de este tipo podemos mencionar: teoŕıas cognitivas,
teoŕıas no cognitivas, y teoŕıas de retroalimentación somática.
En la literatura, con frecuencia se utilizan los términos emoción, humor y sen-
timiento (en inglés, emotion, mood y sentiment, respectivamente). En general, es
aceptado que la emoción es de duración corta y puede durar solo unos segundos
(Johnson, 2009). Además, la emoción está dirigida hacia un est́ımulo que la provoca,
por ejemplo, una acción desagradable de una persona. El humor, por otro lado, tiene
una duración más larga y puede ser provocado por factores internos y externos de la
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persona, como factores psicológicos o f́ısicos (Johnson, 2009). El humor no está di-
rigido hacia un objeto en particular. Los sentimientos son mucho más duraderos,
incluso pueden permanecer durante años; se hace referencia, por ejemplo, al amor
que una persona puede sentir por otra. Munezero et al. (2014) hacen distinción en-
tre un conjunto de términos más amplio para definir emociones: afecto, sensaciones,
emociones, sentimientos, y opinión.
En esta tesis, cuando utilizamos la palabra emoción, hacemos referencia tanto a
la emoción, humor o sentimiento que pudieron manifestarse al momento de la publi-
cación de comentarios de los usuarios en la red social. Como se plantea en el caṕıtulo
4, la intensidad emocional es una medida de “qué tanto” se encuentra presente una
emoción particular durante una ventana de tiempo en la persona (usuario).
2.1.1 Emociones básicas
Dentro de las teoŕıas evolucionistas, Plutchik (1984) propone que las emocio-
nes han evolucionado debido a la selección natural y que están presentes en todos
los animales, incluyendo los seres humanos. Su teoŕıa afirma que existen ocho emo-
ciones básicas compartidas por todos: enojo, miedo, tristeza, repulsión, sorpresa,
anticipación, confianza y alegŕıa. Ekman (1992), por otro lado, basado en estudios
de otros investigadores que defienden ideas evolucionistas sobre las emociones, en-
contró evidencia a través de estudios en expresiones faciales de que existen solo seis
emociones básicas: alegŕıa, enojo, miedo, tristeza, repulsión y sorpresa (ver figura
2.1). En un estudio más reciente, sin embargo, se encontró evidencia, a través de
estudios realizados con resonancia magnética en el cerebro, de la existencia de solo
cuatro emociones básicas (Izard, 2007): alegŕıa, tristeza, enojo y miedo. Podemos
notar que, a diferencia del modelo de Ekman, este otro modelo fusiona la sorpre-
sa con el miedo y la repulsión con el enojo. El cuadro 2.1 muestra un resumen de
conjuntos de emociones básicas propuestas por diversos autores. Algunos autores
utilizan el término felicidad para describir una emoción básica mientras que otros
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utilizan alegŕıa tal como se ve en el cuadro 2.1; a lo largo de esta tesis hacemos uso
de ambos términos indistintamente.
Figura 2.1: Emociones básicas de Ekman: (a) enojo, (b) miedo, (c) repulsión, (d) sorpresa,
(e) alegŕıa y (f) tristeza. Imagen original obtenida de https://autorrealizarte.com/
wp-content/uploads/2014/05/emocionesbasicas.png (modificada para esta tesis).
2.2 Redes sociales en ĺınea
El crecimiento del Internet ha permitido la aparición de espacios en donde los
usuarios pueden intercambiar opiniones, información, imágenes, videos y enlaces a
otras páginas con contenidos diversos, permitiéndoles aśı estar en contacto con otros
usuarios (Liu, 2010; Rodŕıguez Aldape, 2013). A estos espacios se les conoce como
redes sociales en ĺınea (en inglés, social networking sites), y los usuarios cada vez
pasan una mayor cantidad de tiempo sumergidos en ellas (Chmiel et al., 2011a).
Algunas de las más populares hoy en d́ıa son Twitter, Facebook, YouTube y Goo-
gle+1. En años recientes, estas redes sociales han sido utilizadas como herramientas
de mercadotecnia con mucho éxito gracias al contenido generado por sus usuarios
(Rodŕıguez Aldape, 2013). Además de opiniones e información, se ha encontrado
1Disponible en https://plus.google.com.
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Cuadro 2.1: Emociones básicas según varios autores.
Autor Emociones Emociones básicas
Tomkins y Mc Carter (1964) 6
deseo, felicidad, interés, sorpresa,
curiosidad, tristeza
Frijda (1988) 6
deseo, felicidad, interés, sorpresa,
curiosidad, tristeza
Ekman (1992) 6
odio, repulsión, miedo, alegŕıa,
tristeza, sorpresa
Parrott (2001) 6
odio, miedo, alegŕıa, amor,
tristeza, sorpresa
Plutchik (2001) 8
aceptación, odio, anticipación, repulsión,
alegŕıa, miedo, tristeza, sorpresa
Matsumoto (2007) 22
alegŕıa, anticipación, odio, repulsión,
tristeza, sorpresa, miedo, aceptación,
timidez, orgullo, aprecio, tranquilidad,
admiración, desprecio, amor, felicidad,
excitación, arrepentimiento, alivio, incomodidad,
respeto, gusto
Izard (2007) 4 alegŕıa, enojo, miedo, tristeza
evidencia de que en estos lugares se pueden expresar y transmitir emociones de un
usuario a otro (Bao et al., 2012; Bispo y Paiva, 2009; Bliss et al., 2012; Chmiel et
al., 2011a; Hoogendoorn et al., 2011; Kim et al., 2014).
En las redes sociales en ĺınea, los usuarios tienen las siguientes capacidades:
1. Publicar comentarios utilizando texto, imágenes y video.
2. Crear y eliminar relaciones de amistad.
3. Navegar entre las publicaciones de sus amigos.
4. Definir parámetros de privacidad.
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5. Navegar entre publicaciones de otras personas, siempre y cuando su privacidad
lo permita.
6. Recibir publicidad de acuerdo a sus intereses a cambio del servicio gratuito.
Existe evidencia de que en las redes sociales se transmiten emociones de una
persona a otra a través de las publicaciones. El fenómeno de transmisión de emocio-
nes se conoce como contagio emocional ; de acuerdo con Hatfield y Cacioppo (1994),
el contagio emocional es la tendencia de imitar y sincronizar automáticamente mo-
vimientos, posturas y vocalizaciones con los de otra persona y, consecuentemente,
converger de manera emocional. Este contagio se da en las redes sociales a partir
de la lectura de los comentarios publicados en ellas. Desde un punto de vista psi-
cológico, Hoffman (2002) propone varios mecanismos por los cuales podŕıa iniciarse
el contagio emocional. Uno de estos es la asociación a través del lenguaje, en donde
descripciones escritas o habladas de una situación provocan que el observador piense
en una situación comparable donde reaccionó de una forma similar. La imaginación
de dicha situación, de esta forma, induce una experiencia emocional congruente en el
observador. Otro mecanismo descrito por Hoffman (2002) propone que el observador
se imagine a śı mismo en dicha situación para experimentar aśı una emoción similar
a la descrita.
Recientemente, ha surgido el concepto de redes sociales afectivas, las cuales
tienen en consideración el estado emocional de sus usuarios con el objetivo de ofre-
cerles un servicio que se adapte mejor a ellos o intentan inducir un estado emocional
más favorable a través, por ejemplo, de recomendaciones de contenidos multimedia
(Kim et al., 2014).
2.2.1 Twitter
Una de las redes sociales en ĺınea más populares hasta el momento es Twitter.
El servicio que esta red provee permite a los usuarios publicar mensajes cortos de 140
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caracteres máximo. A estos mensajes se les conoce como tuits (en inglés, tweets).
Cada usuario está habilitado para seguir a otros usuarios o para ser seguido por
otros usuarios por lo que según el tipo de relación se tienen dos listas asociadas a
cada usuario. A la primer lista se le conoce como siguiendo (el término utilizado
en inglés es followees) y se dice que el usuario sigue a los usuarios de la lista. A la
segunda lista se le conoce como seguidores, el usuario es seguido por aquellos que se
encuentran en esta lista y él se encuentra en la lista siguiendo de ellos. En general,
un usuario es contacto de otro si el primero se encuetra en cualquiera de estas dos
listas del segundo. Los tuits publicados por quienes están en la lista siguiendo del
usuario van apareciendo en su ĺınea de tiempo (en inglés, timeline), la cual puede
verse como la página personal del usuario en Twitter. El usuario también puede ser
mencionado en los tuits de otros usuarios, independientemente de si los sigue o no;
para hacer una mención, se coloca en el tuit el nombre del usuario (que empieza con
“@”, por ejemplo @soyusuario).
2.3 Aprendizaje máquina
A través de las técnicas de aprendizaje máquina, las computadoras adquieren
la capacidad de modificar su propio comportamiento para resolver problemas. En
la mayoŕıa de los casos prácticos, se puede crear un modelo poco preciso y, al per-
mitir que la computadora aprenda, se puede obtener un modelo más general. En la
actualidad, el área de aprendizaje máquina es muy vasta, y se relaciona con otras
áreas como inteligencia artificial, cómputo evolutivo, control adaptativo, estad́ıstica
y otras. En ocasiones, a todo este conjunto de áreas se le llama también aprendizaje
máquina.
Existen dos vertientes principales para el aprendizaje máquina: el aprendizaje
supervisado y el aprendizaje no supervisado. El aprendizaje supervisado se basa en
ejemplos o instancias. En este proceso, las computadoras cuentan con un conjunto
de entrenamiento, el cual consta de vectores de caracteŕısticas que modelan objetos
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de forma abstracta y que están cada uno asociado a un valor o etiqueta (también
conocido como clase o categoŕıa) mediante una función desconocida; cuando se trata
de predecir el valor numérico del vector de caracteŕısticas, a la tarea de aprendizaje
se le llama regresión, y cuando se trata de predecir la clase, se le llama clasifica-
ción o categorización. Por ejemplo, una computadora puede aprender a conducir
un automóvil a partir de ejemplos proporcionados por seres humanos. Pomerleau
(1991), dentro de este contexto, asoció imágenes del camino (tomadas a través de
una cámara) a las decisiones del conductor sobre acelerar, frenar o girar el volante;
de esta manera, la computadora pudo aprender a conducir por śı misma sin que se
le especificaran todas las reglas de manejo posibles.
En el aprendizaje supervisado, es necesario evaluar si el modelo generado ha
aprendido correctamente. Para este fin, se utiliza un conjunto de datos aparte que no
ha sido usado en el entrenamiento, al cual se le denomina conjunto de prueba. Con
los resultados del modelo sobre este conjunto de prueba, se puede saber si el modelo
ha aprendido o, por el contrario, si solo ha memorizado las respuestas correctas. Un
método de validación que se utiliza es el método de k-dobleces o validación cruzada,
en donde los datos se dividen en k conjuntos, eligiendo uno como conjunto de prueba
y los restantes como conjunto de entrenamiento. Este proceso se repite para cada
uno de los k conjuntos y se obtiene un promedio de precisión, exhaustividad u otras
métricas de error de cada conjunto de prueba.
A diferencia del aprendizaje supervisado, el aprendizaje no supervisado no
cuenta con instancias de entrenamiento que tengan una clase o valor determinado
a través de una función. La aplicación principal de estos métodos es la de agrupar
los datos de entrada en subconjuntos que tengan un significado especial y útil. Por
ejemplo, es posible organizar una colección de documentos y agruparlos según los
temas que tratan (Xie y Xing, 2013). Este problema de agrupamiento se conoce en
inglés como clustering (Xu y Wunsch, 2005) y es la principal técnica del aprendizaje
no supervisado.
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En el área de análisis de sentimiento o mineŕıa de opinión, el problema principal
es la clasificación de documentos en clases como positivo, negativo y neutro. La
clasificación se puede llevar a cabo desde una perspectiva de aprendizaje supervisado
(Liu, 2010, 2012; Medhat et al., 2014; Pang et al., 2008), y asimismo existen métodos
de agrupamiento para dividir los documentos en positivos y negativos (Li y Liu,
2012). Sin embargo, el método más común para este tipo de problemas sigue siendo
el aprendizaje supervisado.
2.3.1 Regresión lineal
La regresión lineal es un método estad́ıstico que busca obtener la ĺınea recta que
mejor se adapte a los datos de entrada o conjunto de entrenamiento. Este modelo,
en términos matemáticos, puede expresarse como
y = b0 + b1x1 + b2x2 + . . .+ bnxn + ǫ, (2.1)
donde las xi representan las variables independientes o datos a los que se desea
ajustar el modelo lineal, los parámetros bi son coeficientes que miden la influencia
que ejercen cada una de las variables en el modelo final y ǫ es un error de ajuste del
modelo. En el error se incluyen todos los factores que afectan al modelo de forma
desconocida o que no se pueden controlar. En un modelo de regresión lineal, es
deseable que ǫ sea una variable aleatoria y que el valor esperado E[ǫ] = 0. De esta
forma tenemos que,
E[Y |X1 = x1, . . . , Xn = xn] = l + E[ǫ|X1 = x1, . . . , Xn = xn]
= l
(2.2)
donde l = b0+ b1x1+ . . .+ bnxn. El valor esperado del modelo lineal es igual al valor
real de la variable dependiente y. Además de la hipótesis en la que la media del error
es igual a 0, se establecen también las siguientes hipótesis:
1. La varianza de ǫ es constante: Var(ǫ|X1 = x1, X2 = x2, . . . , Xn = xn) = σ
2.
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2. La distribución de ǫ es normal, media igual a 0 y desviación estándar igual a
σ.
3. Los valores del error son independientes para cada uno de los valores de xi.
La regresión lineal es utilizada para estimar el valor de una variable depen-
diente y cuando no se tiene suficiente información de las variables independientes.
Asimismo, estos modelos con frecuencia se utilizan para predecir valores futuros o
para identificar una tendencia. Por ejemplo, se pueden usar para determinar una
tendencia acerca del sentimiento de una población con el fin de predecir de forma
indirecta los niveles de consumo en el mercado (Koshal et al., 2015).
Uno de los métodos más comunes para estimar los valores de los parámetros bi









(yi − (b0 + b1x1 + b2x2 + . . .+ bnxn))
2, (2.3)
entonces la solución consiste en encontrar los valores de bi que minimicen el valor de
SSE. Podemos notar que los valores de los parámetros bi pueden variar dependiendo
de la muestra particular con la que se está trabajando, por lo que también pueden
considerarse variables aleatorias y con base en esto es posible encontrar un intervalo
de confianza para estos valores.
La regresión lineal se ha utilizado tradicionalmente para predecir valores futu-
ros o tendencias de una variable dependiente, por ejemplo, predecir tendencias de
consumo eléctrico en una ciudad (Bianco et al., 2009), tráfico vehicular (Sun et al.,
2003), la bolsa de valores (Altay y Satman, 2005) y cambios climáticos (Cao et al.,
2015).
2.3.2 Máquinas de soporte vectorial
Las máquinas de soporte vectorial son un método de clasificación, es decir, un
método que asigna automáticamente una categoŕıa dado un vector de caracteŕısti-
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cas, el cual representa un objeto; se pueden usar, por ejemplo, para detectar, en
una muestra de sangre, la existencia de determinada enfermedad. En este tipo de
problemas, las máquinas de soporte vectorial han mostrado tener una precisión com-
petitiva con otras técnicas utilizadas tradicionalmente, como las redes neuronales.
Con frecuencia, en el área de cómputo afectivo o análisis de sentimiento, se utilizan
para clasificar el sentimiento (positivo o negativo) de textos. La técnica en śı consiste
en asociar los vectores de caracteŕısticas a un espacio n-dimensional y encontrar un
hiperplano que pueda separar los objetos en dos categoŕıas, de forma que un paráme-
tro llamado margen (denotado por m) se maximice. El margen es la distancia entre
el hiperplano y los objetos de las clases a diferenciar.
Maximizar el parámetro m es un problema de programación cuadrático que
se puede resolver mediante el uso de multiplicadores de Lagrange. La máquina de
soporte vectorial encuentra el hiperplano óptimo utilizando el producto punto con
funciones en el espacio de caracteŕısticas llamadas núcleos (en inglés, kernels). La
solución del hiperplano óptimo puede ser escrita como la combinación de unos po-
cos puntos de entrada que son llamados vectores de soporte. La figura 2.2 muestra
un ejemplo visual de cómo operan las máquinas de soporte vectorial. Vemos que
el problema principal es encontrar el hiperplano de clasificación, que en la figura
se representa como una ĺınea recta. Se pueden observar dos clases representadas
por puntos circulares y de forma triangular. El parámetro a optimizar m define
los márgenes para la clasificación. Las máquinas de soporte vectorial actualmente
son utilizadas en clasificación de texto, detección de idiomas, mineŕıa de opinión y
pronóstico de sentimiento (Mogadala y Varma, 2012; Moraes et al., 2013).
2.4 Series de tiempo
Cuando se toman mediciones sobre un fenómeno en tiempos regulares como
segundos, minutos y horas, se obtiene una serie de tiempo (Durbin y Koopman,
2012). Las series de tiempo se aplican, por ejemplo, si se necesita predecir cambios
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Figura 2.2: Ejemplo de clasificación con máquinas de soporte vectorial. En la gráfica
se muestra la recta de separación y los ĺımites para el margen denotado como m.
Las clases se representan visualmente a través de ćırculos y triángulos.
climáticos o atmosféricos con el fin de tomar debidas precauciones (Nordhaus y
Moffat, 2017). Se miden también la mortalidad, crecimiento demográfico, tendencias
en la propagación de enfermedades y tendencias de crecimiento económico y poĺıtico
(Granger y Hatanaka, 2015; Granger y Newbold, 2014), entre otros. El principal
objetivo de mantener un registro de mediciones de estos indicadores es precisamente
el de predecir sus valores a futuro. Esta predicción es la que permite tomar decisiones
más acertadas en el presente. Partiendo de una serie de tiempo, es posible aplicar
métodos estad́ısticos para obtener un modelo aproximado de los datos mediante el
cual se realicen inferencias sobre el futuro (Durbin y Koopman, 2012). El método
clásico para el análisis de series de tiempo incluye cuatro componentes básicos:
Tendencia: denotada por T , representa un cambio que se mantiene de forma rela-
tivamente constante — por ejemplo, las ventas de una compañ́ıa pueden ir a
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la baja durante todo el año. La caracteŕıstica principal de la tendencia es que
se consideran plazos largos en donde se observa un crecimiento, disminución,
o mantenimiento constante de los valores observados.
Fluctuación ćıclica: denotada por C, indica la presencia de un ciclo repetitivo
— por ejemplo, el horario de mayor tráfico durante la semana se repite cons-
tantemente semana tras semana. La fluctuación puede ocurrir en diferentes
intervalos de tiempo, como semanas, d́ıas y meses.
Variación estacional: denotada por E, es una fluctuación ćıclica que se repite
con respecto a la tendencia y que también ocurre en plazos de tiempo más
prolongados. Por ejemplo, la venta de hospedaje en hoteles en áreas tuŕısticas
que tienen temporadas altas o bajas durante el año.
Variación irregular: denotada por I, es un evento que sucede y que no se puede
predecir o medir — por ejemplo, desastres naturales como los terremotos que
pueden ocurrir sin que nos demos cuenta de que están a punto de suceder.
Teniendo en cuenta lo anterior, podemos escribir una serie de tiempo Y como la
suma de estas componentes:
Y (t) = T (t) + C(t) + E(t) + I(t), (2.4)
donde t representa el tiempo en que fue tomada la medición. A este modelo se le
conoce como modelo aditivo, debido a que las componentes se suman. De igual forma,
existe el modelo multiplicativo, en el que las componentes se multiplican, y el modelo
mixto, en el que existen tanto multiplicaciones como sumas de las componentes.
Las series de tiempo también se pueden clasificar en dos categoŕıas: (1) esta-
cionarias y (2) no estacionarias. Las series de tiempo estacionarias son series en las
que existe una fluctuación que permanece constante con respecto al tiempo. Estas
series tienen una media y una varianza constantes. Por ejemplo, si midiéramos los
niveles del mar cada hora, podŕıamos notar a lo largo del d́ıa que tenemos una fluc-
tuación constante debido a que sus valores oscilan dentro de un rango definido y, por
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lo tanto, la serie parece ser igual. Las series no estacionarias son series que tienen
una tendencia cambiante con respecto al tiempo, por ejemplo, el ciclo de vida de un
producto que al lanzarse puede tener muchas ventas y, posteriormente, comenzar a
decrecer.
2.4.0.1 Modelos ARIMA
En los años 70, Box et al. (2015) propusieron un método más sencillo para
analizar series de tiempo, el cual utilizaba información solo de la variable dependiente
y el tiempo, dejando de lado las variables explicativas. Esto fue de ayuda para
los investigadores que tuvieron la oportunidad de analizar los datos sin variables
explicativas para crear un modelo. La única información que se utiliza es el pasado
histórico de la variable. Una de las desventajas obvias de este método es que se
excluye información exógena que podŕıa ser de mucha importancia para el modelado.
Por ejemplo, al estudiar la tasa de mortalidad, no se consideran variables como la
aparición de epidemias o de nuevas vacunas.
Las siglas ARIMA significan en inglés AutoRegressive Integrated Moving Ave-
rage, es decir, Modelos Autorregresivos Integrados de Medias Móviles. Un modelo
autorregresivo es aquel en el que la variable dependiente es explicada por las obser-
vaciones de ella misma en periodos anteriores, añadiendo un término que representa
un error. Los modelos autorregresivos se denotan por AR(p), donde p representa
el orden del modelo que indica la cantidad de observaciones pasadas consideradas
dentro del modelo. En términos matemáticos, una serie de tiempo de tipo AR(p)
está dada por:
Y (t) = C0 +C1Y (t− 1) +C2Y (t− 2) +C3Y (t− 2) + . . .+CpY (t− p) + ǫ(t). (2.5)
El término de error para las series de este tipo se denomina ruido blanco, el cual es
una serie de tiempo por śı misma que cumple las siguientes caracteŕısticas:
µ = 0,
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σ2 es una constante,
Cov(X1, X2) = 0 para cualesquiera dos observaciones X1 y X2 de la serie X.
Es común emplear valores bajos para p, como AR(1) o AR(2) o, en caso de que la
serie muestre alguna periodicidad, en ocasiones es conveniente emplear dicho valor
aunque sea mayor. Por ejemplo, se utiliza AR(7) para ciclos que se repiten durante
los 7 d́ıas de una semana.
Los modelos de medias móviles se denotan por MA(q), donde q es la cantidad
de términos de error en el pasado. Estos modelos explican la variable dependiente a
partir de un promedio µ y una sucesión de errores ponderados de estimación en el
pasado. Es decir, MA(q) está dado por
Y (t) = µ+ C1ǫt + C2ǫt−1 + C3ǫt−2 + . . .+ Cqǫt−q, (2.6)
donde las Ci son constantes.
Existe un modelo mixto llamado ARMA(p, q), el cual es una combinación de
los modelos AR(p) y MA(q). El modelo toma en cuenta los valores pasados de la
variable y de los errores que se hayan cometido en su estimación.
Los modelos AR(p) y MA(q) se aplican en situaciones en las que la serie de
tiempo es estacionaria. Sin embargo, existen situaciones en la vida cotidiana en
las que esta caracteŕıstica no se cumple. Cuando es aśı, las series no estacionarias
homogéneas tienen la cualidad de transformarse en series estacionarias a través de
una diferenciación, y posteriormente se pueden aplicar los modelos AR(p) y MA(q).
En términos matemáticos, si la serie Yt no es estacionaria y





corresponde a una serie ARMA(p, q), decimos que la serie Yt sigue un proceso
ARIMA(p, d, q), donde d se conoce como el orden de integración de la serie.
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2.5 Métricas de evaluación
Existen diferentes métricas para evaluar la calidad obtenida por los métodos
que resuelven problemas de clasificación y regresión. Las métricas utilizadas en esta
tesis se describen a continuación.
2.5.1 Clasificación
La manera convencional de evaluar los resultados de la clasificación consiste
en calcular precisión, exhaustividad y valor-F (F1). El objetivo de la precisión, por
un lado, consiste en evaluar la pertenencia de los elementos clasificados (“son todos





donde vp es la cantidad de elementos correctamente clasificados (verdaderos positi-
vos) y fp es la cantidad de elementos que se dijo pertenećıan a la clase y realmente
no pertenećıan (falsos positivos).
El objetivo de la exhaustividad, en contraparte, consiste en evaluar la completez





donde fn es la cantidad de elementos que se dijo no pertenećıan a la clase y realmente
śı pertenećıan (falsos negativos).
Por último, el valor-F (F1) integra ambas caras de la moneda al obtener la me-
dia armónica entre precisión y exhaustividad, dando para ello la misma importancia
a ambas:
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2.5.2 Regresión
Debido a que nuestro problema de predicción se puede abordar con técnicas de
regresión, discutimos métricas de evaluación para esta tarea. Para medir el parecido
de la predicción con la realidad, existen métricas utilizadas frecuentemente en el área
de mineŕıa de datos. Algunas de estas métricas son la correlación y el error absoluto
medio (Chai y Draxler, 2014; Willmott y Matsuura, 2005), que en inglés se conoce
como mean absolute error. Una correlación indica la dependencia lineal que tienen
una o más variables dadas (Crawford, 2006); es decir, si la correlación es igual a uno
podemos afirmar que la variable de salida o dependiente se puede representar como
una combinación lineal de las variables de entrada o independientes.
El error absoluto medio indica qué tan diferentes son los valores predichos por
el modelo con respecto a los reales. El valor ideal para esta métrica es cero, lo cual
quiere decir que el valor real se ha predicho con exactitud. Denotamos la correlación
con las siglas COR y el error absoluto medio como MAE. En términos matemáticos,
si tenemos una colección de n predicciones x1, . . . , xn y n observaciones y1, . . . , yn y
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Cuando MAE = 0, implica que |yi−xi| = 0 y por lor tanto xi = yi. Al sustituir
este valor en la fórmula para la correlación, obtenemos COR = 1. Otras métricas para
comparar modelos de predicción o regresión son la ráız del error cuadrático medio
(RMSE), el error absoluto relativo (RAE) y la ráız del error relativo cuadrático


























i=1 (ȳi − yi)
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. (2.15)
Las métricas anteriormente descritas indican magnitud del error generado por el
modelo. Como en el caso de MAE, el valor ideal es de cero, por lo que a mayor error,
más grande será el valor generado por estas métricas.
2.6 Acuerdo de intercorrelación
Al estar haciendo etiquetado manual para generar instancias de entrenamiento,
existe la dificultad de escoger una etiqueta global que represente coherentemente el
voto colectivo de los evaluadores (por ejemplo, una opción es escoger la etiqueta
votada por la mayoŕıa). Este problema es de especial importancia cuando se desea
emular el etiquetado de un experto. Para abordar este problema, Qing et al. (2014)
proponen un método llamado acuerdo de intercorrelación (en inglés, intercorrelation
agreement) para seleccionar la etiqueta más apropiada para un comentario a partir
de las evaluaciones de los usuarios. La calidad (o confiabilidad) de un evaluador i,
denotada por ωi, está determinada por
ωi = log
(|K| − 1) · ρi
1− ρi
, (2.16)
donde ρi representa la precisión que tiene el evaluador i al elegir la etiqueta correcta
para el comentario y K representa el conjunto de etiquetas que pueden ser asignadas
al comentario. El valor de ρi debe ser estimado para cada evaluador; Qing et al.
(2014), para este fin, proponen
ρi =
|j ∈ J : aij = SPR(A)j|+ 0.5
|j ∈ J : i etiqueta a j|+ 1
, (2.17)
donde j es un comentario del conjunto J que se va a etiquetar, A es el conjunto de
todas las asignaciones realizadas por los evaluadores y aij es la etiqueta seleccionada
por el evaluador i para j. El operador SPR hace referencia a un método llamado
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regla de pluralidad simple (en inglés, simple plurality rule), en el que la etiqueta
elegida es simplemente la más común asignada por los evaluadores. Por lo tanto,
SPR(A)j representa la etiqueta más elegida para el comentario j. De esta forma,
la precisión del evaluador está dada por la razón de etiquetas que asigna a cada
comentario y que es igual a la que fue asignada con mayor frecuencia entre el total
de sus evaluaciones. Es decir, entre más esté de acuerdo con los demás usuarios,
mayor será su confiabilidad y, por lo tanto, sus votos contarán más en la selección
final de la etiqueta. Finalmente, cada evaluador asigna una etiqueta con un peso ωi
y la etiqueta que acumule una mayor puntuación se elige como etiqueta definitiva.
2.7 Resumen
En este caṕıtulo, exploramos brevemente las teoŕıas principales acerca de las
emociones en los seres humanos y cómo estas han pasado a expresarse también en
las redes sociales en ĺınea. Esto ha posibilitado el estudio de las emociones a ni-
vel masivo mediante la extracción de comentarios de usuarios que se encuentran
en ciudades enteras. Asimismo, explicamos brevemente las técnicas de aprendizaje
máquina que se utilizan en el desarrollo de esta tesis, tales como las máquinas de
soporte vectorial, las series de tiempo (ARIMA) y la regresión lineal. Para la crea-
ción de clasificadores automáticos mediante técnicas de aprendizaje supervisado, es
necesario contar con un repositorio de comentarios clasificado (etiquetado) previa-
mente. Con tal fin, hemos recurrido al trabajo de Qing et al. (2014) para obtener las
etiquetas de un comentario a partir de “votos” realizados por usuarios no expertos.
Vimos las métricas más utilizadas para comparar modelos de regresión, siendo uno
de los más importantes el error absoluto medio o MAE.
Caṕıtulo 3
Estado del Arte
En este caṕıtulo se exponen los principales trabajos que se han llevado a cabo
con el fin de predecir emociones. Veremos cómo están agrupados y las principales
tendencias, enfocándonos con mayor detalle en los trabajos que están directamente
relacionados con el modelo propuesto. El caṕıtulo se divide en dos partes principales:
1. Predicción de emociones (sección 3.1). Se explica de forma general el proce-
so que con mayor frecuencia se sigue en la predicción de emociones y tareas
relacionadas.
2. Modelos de predicción relacionados a este trabajo (sección 3.2). Se explican los
trabajos que se relacionan de una forma más directa con el modelo propuesto
y cuáles son las diferencias más importantes con respecto a este modelo.
3.1 Predicción, representación, detección y
medición de emociones
La predicción de emociones se asemeja al proceso de pronóstico o predicción
de series de tiempo, en donde se cuenta con información histórica de una o más
35
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variables relacionadas para predecir el valor futuro de una variable objetivo (Box et
al., 2015; Granger y Newbold, 2014). Se compone de tres procesos importantes: (1)
representación, detección y medición de la emoción, (2) almacenamiento de datos
históricos sobre las mediciones y (3) predicción de la emoción mediante un mode-
lo. En las siguientes subsecciones se describe con mayor detalle cada uno de estos
procesos.
Antes de detectar una emoción, es necesario elegir una forma de representarla,
de manera que una computadora pueda trabajar con ella. Posteriormente, se procede
a detectar la emoción — es decir, a reconocerla dentro del repositorio utilizado. Esto
permitirá, más adelante, llevar a cabo la predicción. A continuación se explican los
procesos de representación y detección.
3.1.1 Representación de emociones
Al trabajar con emociones mediante herramientas computacionales, se nece-
sita una forma de representar las emociones de manera que puedan ser procesadas
mediante alguna técnica de aprendizaje máquina, análisis numérico, método pro-
babilista u otro método. En la actualidad, existen varias representaciones. Estas se
pueden agrupar en dos áreas principales: (1) categoŕıas o etiquetas y (2) vectores
multidimensionales.
En la representación por categoŕıas, la detección se centra en identificar la exis-
tencia o ausencia de ciertas emociones, tales como emociones básicas (por ejemplo,
alegŕıa, enojo y miedo), emociones complejas (por ejemplo, celos, culpa y orgullo)
o emociones abstractas (por ejemplo, positivas, negativas o neutras). Una cantidad
considerable de trabajos utiliza emociones abstractas como parte de un mismo con-
junto continuo o discreto de números, en donde los valores más bajos corresponden
a una emoción negativa, los números que se encuentran al centro de la escala corres-
ponden a una emoción neutra y los valores más altos corresponden a una emoción
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positiva (Nguyen et al., 2012; Zhang et al., 2010). Con frecuencia, dicho conjunto de
números está centrado en el cero con el fin de facilitar operaciones de suma y resta
de emociones (conveniencia matemática). Esta representación es común en trabajos
actuales debido a su simplicidad. Asimismo, las categoŕıas o etiquetas (emociones
básicas o complejas) también pueden tener una representación numérica mediante la
cual se indique su intensidad (es decir, un rango) o pueden representarse mediante
un conjunto de valores discretos que indiquen la presencia (uno) o ausencia (cero)
de dicha emoción.
En el tipo de representación vectorial, cada una de las componentes del vector
tiene una interpretación concreta acerca de la emoción o situación. Se han propuesto
hasta ahora representaciones que utilizan dos, tres o hasta cuatro componentes en
los vectores. WordNet Affect (Strapparava et al., 2004) es un diccionario de palabras
en inglés que asigna vectores con dos componentes: valencia y excitación. La valencia
indica qué tan positiva o negativa es la emoción, mientras que la excitación indica
qué tan tensa o relajada hace sentir a la persona. Mehrabian (1996) propone el uso
de tres componentes: placer, excitación y dominación. La dominación hace referencia
a la sensación de la persona de tener el control e influir a su alrededor.
Cambria et al. (2012) proponen el reloj de arena de las emociones (en inglés,
Hour Glass) en el área de cómputo afectivo y particularmente en el área de interfaces
humano-computadora. Utilizan vectores de números reales de cuatro dimensiones:
placer, atención, sensibilidad y aptitud. El placer indica qué tanto se encuentra la
persona disfrutando el momento, la atención indica qué tanto se muestra interesada
en la actividad o información que se le muestra, la sensibilidad indica qué tan cómoda
se encuentra con la interfaz y la aptitud indica qué tan hábil es con la interfaz.
La figura 3.1 resume y organiza los tipos de representación para las emociones. El
trabajo propuesto, por su parte, se fundamenta en las investigaciones de Plutchik
(2001), quien propone un modelo para representar las emociones basándose en las
similitudes entre ellas.




Positivas, negativas o neutras Polaridad numérica
Figura 3.1: Representación de emociones. Se muestran las representaciones de emociones
que se utilizan con mayor frecuencia actualmente desde un punto de vista computacional.
3.1.2 Detección y medición de emociones
La detección de la emoción es el proceso por el que se reconoce la emoción
que se está observando en un determinado momento. Para que una emoción pueda
ser detectada, debe existir un medio en el cual se transmite; uno de los medios más
estudiados actualmente es el texto, debido a la explosión que han tenido las redes
sociales. Sin embargo, existen áreas de estudio como el análisis de sentimiento y
el cómputo afectivo que estudian otros medios, como fotograf́ıas, música, imágenes
de resonancia magnética, video y voz, por mencionar algunos. También puede ser
la misma persona quien reporte sus cambios de emoción para el análisis. Otros
estudios recientes analizan el tacto como una forma de transmitir emociones (por
ejemplo, mediante el vibrador de un celular). La detección de la emoción como tal
no está limitada a un individuo, sino que puede ser a nivel grupo, ciudad o hasta
páıs. En las siguientes secciones se describen los métodos más comunes de detección
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Figura 3.2: Detección de emociones. Se muestra un resumen de herramientas o méto-
dos utilizados frecuentemente para detectar emociones en diferentes contextos, tales
como texto, música y voz.
3.1.2.1 Texto
Uno de los métodos más simples para detectar emociones en texto es el para-
digma de saco de palabras — en inglés, bag of words (Wilks, 1997) — el cual divide el
texto en unidades simples que pueden ser palabras, n-gramas o frases (Cavnar et al.,
1994; Kennedy y Inkpen, 2006) y agrupaciones de palabras por su ráız etimológica
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(Moral et al., 2014). A cada una de estas unidades le es asignada una valencia o peso
indicando qué tan positiva o negativa es la emoción presente. Los primeros traba-
jos relacionados con análisis de sentimiento en redes sociales utilizaron este método
dividiendo los comentarios en palabras simples (Moreno-Ortiz y Hernández, 2013;
Pang et al., 2002; Taboada et al., 2011; Turney, 2002). SentiWordNet (Baccianella
et al., 2010) y ANEW (Nielsen, 2011) son repositorios de palabras con anotaciones
de emociones que utilizan este enfoque. Al final, el sentimiento (positivo o negativo)
está dado por la suma de todas las valencias o pesos que aparecen en el texto.
Otros trabajos incluyen información relacionada con la estructura del texto,
como las frases y los modificadores de valencia, los cuales sirven para potenciar
o disminuir la valencia de una palabra — por ejemplo “muy bonito” (Kennedy y
Inkpen, 2006; Ortiz et al., 2010a,b; Wilson et al., 2005). Una palabra que existe
dentro de una frase puede tener una valencia (peso) diferente si se encuentra aislada.
Existe un área dentro del análisis de sentimiento dedicada a la detección de emociones
basada en diccionarios de palabras (o lexicones), a los cuales se les ha asignado una
valencia previamente (Bosco et al., 2013; Taboada et al., 2011). Un resumen de los
últimos años en cuanto al análisis de sentimiento se puede encontrar en el trabajo
de Medhat et al. (2014).
Más recientemente, se ha extendido el uso de ontoloǵıas para analizar el sen-
timiento utilizando conocimiento de objetos y sus atributos (Balahur et al., 2011;
Baldoni et al., 2012; Borth et al., 2013; Chen et al., 2016; Fathy et al., 2017; Grassi,
2009; Kontopoulos et al., 2013; Zhang et al., 2013). Por ejemplo, para comparar el
sentimiento público hacia un celular con el de otro, se pueden comparar también
los sentimientos con respecto a las caracteŕısticas de estos (por ejemplo, bateŕıa y
cámara). Uno de los repositorios de conocimiento más amplios en estos momentos
es ConceptNet (Liu y Singh, 2004), el cual fue creado por el proyecto Open Mind
Common Sense (Singh et al., 2002), cuyo objetivo es crear una base de conocimiento
compartida y creada por el público en general a través del Internet. Dicho proyecto
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pertenece al Massachusets Institute of Technology (MIT)1.
Existen trabajos en los que se ha hecho el esfuerzo de combinar información
proveniente de ConceptNet y WordNet Affect (Strapparava et al., 2004), que es un
recurso que agrega información sobre emociones a un conjunto de palabras extráıdas
de WordNet (Miller, 1995). AffectNET (Cambria y Hussain, 2012) es el producto
resultante de combinar estas dos herramientas. Actualmente, SenticNET (Cambria
y Hussain, 2015; Cambria et al., 2016, 2010) es una de las bases de conocimiento más
avanzadas que se ha ido mejorando en los últimos años. Utilizando un conjunto de
resúmenes o comentarios sobre peĺıculas de cine — anotados previamente como posi-
tivos, negativos o neutros por Pang y Lee (2005)—, los trabajos con SenticNET en la
versión más reciente arrojan una precisión de 90.1% considerando solo sentimiento
positivo o negativo.
3.1.2.2 Música
Los trabajos con música se basan en la obtención de caracteŕısticas a partir
de propiedades acústicas como el ritmo, el timbre, niveles de intensiad (volumen) y
otras propiedades que corresponden a un análisis espectral, tales como flujo espectral,
ancho de banda, centroide y los coeficientes cepstrales — los cuales resultan de dividir
la música en fragmentos y aplicar métodos matemáticos como la transformada de
Fourier y la escala de Mel (Kim et al., 2010; Li y Ogihara, 2004; Liu et al., 2003; Lu et
al., 2006; Yang y Chen, 2012). A partir de estas caracteŕısticas, mediante técnicas de
aprendizaje máquina, se puede obtener una emoción representada, ya sea en forma
de categoŕıa o de vector (Han et al., 2010; Yang et al., 2008). También se pueden
utilizar combinaciones de caracteŕısticas de audio y texto para hacer la detección
de emociones, como en el caso de las letras musicales de canciones (Hu y Downie,
2010). Existe un área llamada recuperación de información en música (en inglés,
music information retrieval) que se encarga de estudiar las caracteŕısticas más útiles
1Véase https://www.media.mit.edu/research/groups/5994/open-mind-common-sense.
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para analizar música e incluso poder hacer comparaciones entre diferentes canciones
o sonidos para encontrar similitudes; esto último tiene mucha aplicación para crear
sistemas de recomendación de música (Schedl et al., 2014; Sturm, 2014; Van den
Oord et al., 2013).
3.1.2.3 Fotograf́ıas o Imágenes
El uso de imágenes se ha popularizado en las redes sociales. Existe ahora un
área emergente llamada clasificación de imágenes afectivas (en inglés, affective image
classification), la cual se centra en la extracción de emociones a partir de imágenes
(Wang et al., 2013a,b; Zhao et al., 2014b). Incluso hay trabajos en los que se busca
predecir la respuesta emocional de un usuario ante la percepción de una imagen
emotiva (Chen et al., 2014). Para encontrar emociones en fotograf́ıas, existen dos
modalidades principales: (1) detectar la emoción que expresan las personas que apa-
recen en la misma y (2) detectar la emoción de la imagen como un todo, por ejemplo
paisajes y figuras que evocan emociones (You et al., 2015; Zhao et al., 2016).
Al analizar la imagen para buscar las emociones que expresan las personas que
aparecen en ellas, se siguen comúnmente varios pasos: (1) detectar las caras de los
participantes, (2) detectar los cuerpos de los participantes, (3) obtener caracteŕısticas
de las caras y cuerpos para procesarles por técnicas de aprendizaje máquina y (4)
hacer la clasificación o estimación de la emoción (Mou et al., 2015; Patwardhan y
Knapp, 2016a,b).
El problema de detectar caras en una fotograf́ıa ha sido estudiado desde los
años 60. En el trabajo de Zafeiriou et al. (2015), se explican avances recientes y parte
de su historia. Una vez reconocidas las caras en la imagen, se procede a evaluar sus
caracteŕısticas, como simetŕıa, distancia entre puntos importantes, labios levantados,
posición de la nariz y posición de las cejas — junto con otras caracteŕısticas que
sirven para clasificar la emoción como tal (Sariyanidi et al., 2015). De igual forma,
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existen trabajos en los que se considera la detección de cuerpo, manos, piernas,
brazos, torso y movimiento para reconocer emociones en las personas (Kleinsmith y
Bianchi-Berthouze, 2013; Patwardhan y Knapp, 2016b; Stathopoulou y Tsihrintzis,
2011).
Al considerar la imagen como un todo, se analizan propiedades tales como co-
lor, textura e iluminación, entre otras. Comúnmente se utilizan filtros de Wiccest
(Geusebroek, 2006) y Gabor (Bovik et al., 1990) para obtener propiedades de las
imágenes y utilizarlas como caracteŕısticas durante el entrenamiento con técnicas
de aprendizaje máquina (Yanulevskaya et al., 2008). Los filtros de Wiccest anali-
zan sombras, degradado de colores e iluminación. Los filtros de Gabor se utilizan
para obtener propiedades de las texturas en la imagen y de patrones regulares que
se repiten en determinadas direcciones dentro de una región de la imagen. Otros
trabajos utilizan los principios del arte (en inglés, principles of art), que incluyen
balance, énfasis, armońıa, variedad, graduación y movimiento. En el trabajo de Zhao
et al. (2014a), se explican con más detalle cada una de las caracteŕısticas obtenidas
mediante los filtros de Gabor.
Entre los repositorios de imágenes disponibles para experimentación, se encuen-
tra el Sistema Internacional de Imágenes Afectivas (en inglés, International Affective
Picture System o IAPS) por Lang et al. (1997). Este repositorio cuenta con 1,182
imágenes con información afectiva representada como vector de tres componentes:
placer, excitación y dominación. Otros repositorios importantes son el LFW por sus
siglas en inglés de Labeled Faces in the Wild (Huang et al., 2007) y el AFEW (Dhall
et al., 2011), por sus siglas en inglés de Acted Facial Expressions in the Wild. El
primero contiene imágenes con caras etiquetadas con el nombre de la persona y el
segundo contiene pequeños videos en los que aparecen actores de peĺıculas imitan-
do alguna emoción humana. Cada pequeño video está etiquetado con dicha emoción
utilizando siete emociones básicas: alegŕıa, enojo, miedo, tristeza, repulsión, sorpresa
y neutral.
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El proyecto llamado El Reto de Reconocimiento de Emociones en la Naturaleza
(en inglés, Emotion Recognition in the Wild Challenge)2 (Dhall et al., 2016), se
lleva a cabo anualmente haciendo la invitación a investigadores de todo el mundo
para que mejoren las técnicas de reconocimiento de emociones. Existe también en
la Universidad de Amsterdam otro reto similar llamado AVEC (por sus siglas en
inglés, Audio/Visual Emotion Challenge), el cual es un evento que se lleva a cabo
anualmente y se enfoca en la detección de depresión y emociones contando con dos
subcategoŕıas para cada tipo; al inscribirse, los investigadores reciben un repositorio
de datos con imágenes y clips de video para comenzar sus experimentos (Valstar et
al., 2016). Algunos trabajos han utilizado este repositorio para procesar las imágenes
con el fin de detectar depresión (Pérez Espinosa et al., 2014). Dado que hoy en d́ıa los
usuarios de redes sociales como Facebook e Instagram comparten muchas fotograf́ıas,
una aplicación del trabajo anteriormente citado seŕıa la de encontrar usuarios que
hayan expresado depresión en tiempos prolongados y poder tomar una acción que
los ayude a superar el problema.
ChaLearn3 es una organización que lanza retos en el área de aprendizaje máqui-
na. Los ganadores de los retos pueden obtener premios en efectivo, lo cual hace aún
más atractivos estos retos para diversos competidores. Entre las áreas en las que
se puede competir se encuentran: detección de gestos y posturas, clasificación de
expresiones reales vs. imitadas, diseño de técnicas de aprendizaje máquina que no
necesiten intervención humana para comenzar a aprender, etcétera. Wan et al. (2017)
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3.1.2.4 Voz
La detección de emociones en voz involucra (1) preprocesamiento de señales, (2)
extracción de caracteŕısticas, (3) reconocimiento de patrones y (4) clasificación de la
emoción (Dai et al., 2015). En el preprocesamiento, la señal se transforma de manera
que sea más fácil extraer las caracteŕısticas acústicas. Algunas de las propiedades
de la voz que se procesan al comienzo son: tono, armónicos, tracto vocal y enerǵıa,
entre otras (Ververidis y Kotropoulos, 2006). Otras propiedades que se procesan para
obtener caracteŕısticas son: frecuencia, volumen, coeficientes cepstrales, inestabilidad
(jitter), brillo (shimmer), relación ruido-armońıa (Teixeira et al., 2013), pendiente
espectral y flujo espectral (Ringeval et al., 2014).
Mediante un análisis de estas propiedades de la voz, se extraen las caracteŕısti-
cas para ser procesadas por herramientas de aprendizaje máquina, como k-vecinos
más cercanos, máquinas de soporte vectorial, redes neuronales (Ververidis y Kotro-
poulos, 2006), modelos de Markov (Nwe et al., 2003) y árboles de decisión (Yacoub
et al., 2003), entre otras. El Ayadi et al. (2011) y Ringeval et al. (2014) profundizan
más sobre las diferentes caracteŕısticas y métodos de clasificación de emociones en
voz. El reto de Reconocimiento de Emociones en la Naturaleza (Dhall et al., 2016)
incluye, en la sección de voz y video, un reto que se lleva a cabo anualmente4.
3.1.2.5 Video
El procesamiento de video para la detección de emociones es el más complejo,
ya que utiliza técnicas de detección de emociones para música, imágenes y voz al
mismo tiempo. Por ejemplo, Ringeval et al. (2014) emplean detección de movimiento
en los labios a la vez que analizan la voz. Una de las caracteŕısticas que se tiene que
tomar en cuenta en los videos es el tiempo. Las caras y voces que aparecen en el
video van cambiando y, por lo tanto, hacer un rastreo de estos cambios ayuda en la
4Disponible en: https://sites.google.com/site/emotiwchallenge/.
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predicción de emociones (Cohen et al., 2003; Michel y El Kaliouby, 2003; Noroozi
et al., 2017; Zhalehpour et al., 2016). En trabajos recientes, las redes neuronales
recurrentes están siendo utilizadas con buenos resultados (Ebrahimi Kahou et al.,
2015; Kahou et al., 2013; Khorrami et al., 2016). El reto de Reconocimiento de
Emociones en la Naturaleza (Dhall et al., 2016) incluye también un apartado para
identificar emociones en video. Los videos están etiquetados con emociones y tienen
voz, música e imagen. Asimismo, el ya mencionado reto AVEC (Valstar et al., 2016)
tiene una subcategoŕıa para reconocer emociones en videos.
3.1.3 Datos históricos y ventana de tiempo
El almacenamiento de datos históricos es un proceso en el que se toman me-
diciones relacionadas con la emoción que se desea predecir. Estas mediciones se han
llevado a cabo tradicionalmente en ventanas de tiempo definidas e invariables —
por ejemplo, minutos (Zhao et al., 2015), horas (Nguyen et al., 2012), d́ıas (Hu et
al., 2015) y semanas (Li et al., 2015), entre otras. En algunos trabajos, la ventana
de tiempo utilizada no necesariamente coincide con un intervalo de tiempo definido,
sino que utilizan eventos puntuales o sucesos como ventana para el cambio en las
mediciones. Por ejemplo, en un microblog, cada vez que un usuario publica un co-
mentario puede significar un cambio en la emoción actual y, por lo tanto, requiere de
una nueva medición (Mogadala y Varma, 2012). Estas mediciones secuenciales que
se llevan a cabo son almacenadas para posteriormente ser procesadas en los métodos
de predicción. Las mediciones no se limitan simplemente a datos de la emoción como
tal, sino que pueden incluir otro tipo de variables, como temperatura ambiental, cli-
ma, actividad f́ısica, humedad atmosférica (Hannak et al., 2012), emociones de otros
(por ejemplo, amigos, familiares o ciudades vecinas), contenido publicado en redes
sociales, conversaciones telefónicas y noticias relevantes, por mencionar algunas.
La mayoŕıa de los trabajos actuales se enfocan principalmente en información
endógena de la red social, que incluye las emociones de los amigos, la cantidad de
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amigos y el comportamiento (Hu et al., 2015; Li et al., 2015; Mogadala y Varma, 2012;
Nguyen et al., 2012; Zhao et al., 2015). También se pueden incluir ciertos indicadores
como la edad, sexo, historial cĺınico, consumo de sustancias y d́ıa de la semana
actual. La cantidad de información que se desee almacenar para hacer la predicción
depende del contexto en donde se lleve a cabo dicha actividad. Entre más información
histórica se tenga, mejorarán los resultados, pero solo hasta un cierto punto en donde
el agregar más información no genera ningún beneficio o — al contrario — perjudica
la precisión (Nguyen et al., 2012). Por ejemplo, Nguyen et al. (2012) obtuvieron
en sus experimentos que, a partir de cuatro horas históricas, la precisión comienza
a decaer, y Hu et al. (2015) realizando mediciones semanalmente, obtuvieron los
mejores resultados con dos meses de mediciones. En este último experimento, la
comparación se hizo con hasta tres meses de mediciones históricas.
3.1.4 Predicción de emociones
Finalmente, en la predicción de emociones, se generan modelos a partir de los
valores históricos para estimar el valor de una ventana de tiempo futura, según la
representación utilizada para la emoción. Algunos de los métodos más comunes en
la actualidad para este fin son: (1) métodos de aprendizaje máquina; (2) regresión
lineal, no lineal, univariable o multivariable; (3) series de tiempo y (4) funciones
matemáticas o estad́ısticas. La figura 3.3 muestra un resumen de las etapas en la
predicción y los enfoques principales. En general, los trabajos actuales llevan a cabo
mediciones y predicciones de emociones utilizando dos enfoques: grupal o individual.
A nivel grupo, la medición de la emoción requiere algún tipo de agregación para ser
procesada y la predicción también será llevada a cabo de la misma manera (Nguyen
et al., 2012). La elección depende del problema que se esté atacando. Asimismo,
cuando la predicción es númerica, los trabajos actuales predicen la emoción de dos
maneras: a través de predecir un cambio (aumento o disminución) o predecir el
valor como tal. Cuando predicen un cambio, se enfocan en determinar si el nivel de
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positividad (o negatividad) cambia con el tiempo — es decir, si la emoción se vuelve
más positiva o más negativa (Mogadala y Varma, 2012; Nguyen et al., 2012).
Entre los métodos de aprendizaje máquina, el más común al momento de la
escritura de esta tesis emplea máquinas de soporte vectorial; esto, debido a su espe-
cialidad para hacer clasificaciones basadas en caracteŕısticas. Por lo tanto, la selec-
ción de caracteŕısticas es tan importante como la aplicación del método en śı. Las
series de tiempo son utilizadas con menos frecuencia (hasta ahora) para predecir
emociones. O’Connor et al. (2010), de cara a las elecciones presidenciales del 2009,
usan el método del promedio móvil para pronosticar la emoción con respecto a un
poĺıtico. Determinan la emoción en los comentarios mediante lexicones y agrupan
los valores empleando todos los comentarios publicados en ventanas de tiempo de
un d́ıa. El periodo histórico empleado consta de 30 d́ıas y predicen el d́ıa siguiente
con una correlación de 75%.
Nguyen et al. (2012) utilizan una razón r para determinar la emoción en una





donde P y N representan la cantidad de comentarios positivos o negativos respec-
tivamente en la ventana de tiempo. Los autores aplican la fórmula para todos los
comentarios publicados en dicha ventana de tiempo sin importar los usuarios que los
hayan publicado. También proponen que, para hacer una predicción de emociones,
es necesario considerar tres parámetros importantes: (1) cantidad datos históricos,
(2) tiempo de respuesta en el futuro y (3) duración del efecto en la respuesta. La
cantidad de datos históricos es la cantidad de información utilizada para la predic-
ción; como ya hemos mencionado en la sección anterior, estos datos son necesarios.
El tiempo de respuesta en el futuro hace referencia a que un acontecimiento no ne-
cesariamente impacta en el tiempo inmediato siguiente, sino que puede tardar un
cierto periodo de tiempo antes de comenzar el efecto. La duración del efecto es el
tiempo que un evento en particular continúa generando emociones en el usuario.
Por ejemplo, una discusión puede generar enojo durante varias semanas. Asimismo,
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Nguyen et al. (2012) utilizan máquinas de soporte vectorial para hacer la predicción
de un cambio emocional y las caracteŕısticas empleadas por ellos se muestran en
el cuadro 3.1. Se obtuvo un nivel de precisión de 85% al predecir cambios con la
ecuación 3.1.
Mogadala y Varma (2012), valiéndose de regresión lineal con máquinas de so-
porte vectorial, predicen la transición en las emociones de los usuarios. Las carac-
teŕısticas consideradas son: palabras emotivas (lexicón), emoticones, signos de in-
terrogación y de admiración, retuiteos y menciones. Entre cada comentario miden
la diferencia en la emoción y con los datos resultantes llevan a cabo la regresión.
Reportan un MAE = 1.932 como mejor resultado en sus experimentos. Zhao et al.
(2015) miden el estrés utilizando cuatro niveles: nulo, liviano, moderado y fuerte.
Emplean un método loǵıstico comparándolo con máquinas de soporte vectorial pa-
ra predecir el nivel de estrés de un solo usuario. Las caracteŕısticas consideradas
son similares a las de Nguyen et al. (2012): comentarios de amigos y respuestas del
usuario a los mismos, cantidad de comentarios gustados (en inglés, liked), cantidad
de comentarios reenviados, comentarios que incluyen frases como “no te preocupes”
o “todo estará bien”, medidas de inactividad del usuario ante comentarios de sus
amigos y tasa de contestación a comentarios. Se detecta el estrés de los usuarios
con una precisión de 76% (valor-F = 72%). Kajiwara et al. (2017) utilizaron datos
médicos de la persona como caracteŕısticas; entre estos datos se encuentran: peso,
grasa corporal, edad, masa muscular y presión sanginea máxima, entre otras. En su
trabajo detectan emociones abstractas (positivas y negativas). En sus experimentos
obtuvieron una precisión promedio de 72% (valor-F = 72%).
Li et al. (2015) predicen el estrés de usuarios adolescentes utilizando análisis
de series de tiempo, en concreto el método SVARIMA (promedio móvil integrado
autorregresivo vectorial estacional), el cual considera una serie de tiempo (los niveles
de estrés medidos a lo largo de varias semanas) y varias funciones extráıdas a partir
de los mismos datos, como promedio, mı́nimo, máximo, cantidad de comentarios que
revelan estrés, cantidad total de comentarios y razón de comentarios con estrés sobre
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Cuadro 3.1: Caracteŕısticas empleadas por Nguyen et al. (2012).
Tipo Descripción
Comentarios Sentimiento del comentario
Cantidad de comentarios marcados como favoritos
Cantidad de retuits
Usuario Cantidad de usuarios que sigue
Cantidad de seguidores
Cantidad de comentarios publicados
Cantidad de listas a las que pertenece el usuario
Razón de sentimiento Positivos : negativos
Positivos : (positivos + negativos)
Negativos : (positivos + negativos)
Neutral : (positivos + negativos)
Todos : (positivos + negativos)
Neutral : todos
Dinámica Derivadas de primer y segundo orden
el total. A través de dicho método logran predecir la siguiente ventana de tiempo
con un valor MAE = 0.254. Asimismo, compararon el uso de SARIMA (promedio
móvil integrado autorregresivo estacional) y en todos los casos obtuvieron mejoras
con medidas de errores más bajos.
Al hacer la predicción, es posible proponer otros modelos matemáticos. Zhang
et al. (2010), en su modelo, utilizan tres funciones:
1. Función de correlación temporal: expresa la forma en que las emociones propias
del usuario lo afectan más adelante.
2. Función de correlación social: expresa el efecto que tienen en el usuario las
interacciones pasadas con otros usuarios.
3. Función de correlación de atributos: expresa la forma que los atributos del
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usuario tienen un efecto en sus emociones.
Por ejemplo, la función de correlación temporal empleada por Moodcast (Zhang






















donde Z1 es un factor de normalización, vi representa un usuario, V es el conjunto
de todos los usuarios, xtik representa un cambio en el atributo k del usuario i en
durante el tiempo t, X es el conjunto de todos los cambios que se han dado en los
atributos de los usuarios y αk es el peso o importancia para la función fk. La función
fk utilizada por los autores es una función binaria que evalúa si la presencia del
atributo existe durante el tiempo t para el usuario i. En caso afirmativo, fk = 1; de
lo contrario, fk = 0.
En sus experimentos, Zhang et al. (2010) utilizan dos redes sociales: (1) una
red social móvil (en inglés, mobile social network) de 30 usuarios voluntarios que
compartieron sus mensajes de celular, localización GPS, señal de redes inalámbricas,
calendario, alarmas e información de sus emociones y (2) LiveJournal, que es una red
social en Internet en la que los usuarios pueden compartir sus vivencias. El enfoque
de detección de emociones es semi-automático, pues se hace uso de las etiquetas que
la misma red social proporciona a sus usuarios; estas etiquetas fueron catalogadas
como positivas, negativas o neutras. En el caso de la red social móvil, se utilizaron
cuatro d́ıas de periodo histórico, mientras que para LiveJournal se utilizaron tres
meses. Moodcast obtuvo una precisión de 55.66% (valor-F = 53.31%) para la red
social real, mientras que para LiveJournal obtuvo una precisión de 52.52% (valor-F
= 62.17%).





























Figura 3.3: Predicción de emociones. Se muestran de forma general las diferentes
opciones que se han investigado con más frecuencia a la hora de predecir emociones
en redes sociales.
3.2 Trabajos relacionados
Los cuadros 3.2, 3.3 y 3.4 muestran un resumen comparativo de los principales
trabajos acerca de predicción de emociones que se relacionan directamente con el
modelo propuesto. Con el fin de identificar estos trabajos en dichos cuadros, para
cada uno de ellos (denotado por Ti en el cuadro correspondiente) se lista su t́ıtulo,
autor y año:
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T1.- Predicting Collective Sentiment Dynamics from Time-series Social Media
(Nguyen et al., 2012).
T2.- MoodCast: Emotion Prediction via Dynamic Continuous Factor Graph
Model (Zhang et al., 2010).
T3.- Predicting Teenager’s Future Stress Level from Micro-blog (Li et al., 2015).
T4.- Twitter User Behavior Understanding with Mood Transition Prediction
(Mogadala y Varma, 2012).
T5.- Teenagers’ Stress Detection Based on Time-Sensitive Micro-blog Com-
ment/Response Actions (Zhao et al., 2015).
T6.- A Mood Prediction System for Preventing Diseases Using Biological In-
formation and Weather Information (Kajiwara et al., 2017).
T7.- ULM: A user-level model for emotion prediction in social networks (Qiyao
et al., 2016).
T8.- Joint user-interest and social-influence emotion prediction for individuals
(Rui et al., 2017).
T9.- Predicting Depression of Social Media User on Different Observation Win-
dows (Hu et al., 2015).
El primer punto relevante en cuanto a los cuadros comparativos es situar el mo-
delo propuesto dentro de la taxonomı́a establecida para predicción, representación,
detección y medición de emociones (figuras 3.1, 3.2 y 3.3). El segundo es propiamente
comparar el modelo propuesto con algunos de los trabajos más cercanos dentro del
estado del arte, ahora que se ha presentado una panorámica del mismo.
Posición del modelo propuesto dentro del estado del arte.- En cuan-
to a la representación de una emoción, nuestro trabajo adopta el esquema binario
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Cuadro 3.2: Comparativa de otros trabajos relacionados con el propuesto. La palabra “interde-
pendencia” se refiere a que en el trabajo se considera la posibilidad de expresar varias emociones
al mismo tiempo. La “emoción global” se refiere al uso de un número natural o real que indica el
nivel de emoción sin ser más espećıfico.























Positivo X X X X X
Negativo X X X X X












Peso numérico X X
Etiqueta de intensidad X X
Binario X X X X X
Numérico X
(por ejemplo, el comentario contiene alegŕıa o no la contiene). No obstante, en cuan-
to a la representación del estado emocional de un usuario en una red social en ĺınea,
nuestro trabajo utiliza un esquema vectorial con intensidades; hasta donde tenemos
conocimiento, dicha representación seŕıa nueva, pues las representaciones vectoriales
conciernen emociones individuales, no etiquetas (estados) para usuarios. En cuanto
al tipo de emociones manejadas, como ya se ha mencionado previamente, el trabajo
propuesto utiliza el esquema de cuatro emociones básicas y considera interdepen-
dencia entre ellas. Con respecto a la detección de emociones, el trabajo propuesto
se basa en el uso de lexicones y aprendizaje máquina. Con respecto a la tarea de
predicción, se pueden manejar diferentes granularidades para las ventanas tempora-
les y se predice un valor real (regresión); el nivel manejado es el individual, pues las
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Cuadro 3.3: Comparativa de otros trabajos relacionados con el propuesto. La detección “au-
torreportada” indica que el propio sujeto de estudio reporta con una cierta frecuencia su estado
emocional a los investigadores. En el tipo de predicción, la clasificación “cambio” indica que lo que
se predice en el trabajo es el cambio de emoción con respecto a una medición anterior (puede subir,
bajar o permanecer igual). La categoŕıa “valor real” indica que, efectivamente, lo que se predice en
el trabajo es la emoción del usuario o grupo de usuarios.























































Individual X X X X X X X X
Predicción
Valor continuo X X X X X X X
Cambio X X
predicciones se hacen a nivel usuario.
Diferencias con los trabajos más cercanos.- Trabajos como los de Ngu-
yen et al. (2012), Zhang et al. (2010), Li et al. (2015) y Mogadala y Varma (2012)
utilizan emociones abstractas. En este sentido, nuestro trabajo es de los primeros en
pronosticar emociones básicas. En el caso de Mogadala y Varma (2012), la emoción
es representada por un número real que indica una emoción global del usuario. Aun-
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Cuadro 3.4: Comparativa de otros trabajos relacionados con el propuesto. Los tipos de modelo
indican si se ha utilizado algún método de aprendizaje máquina que emplea información o carac-
teŕısticas (en inglés, features) para predecir la emoción o, si por el contrario, se ha diseñado un
modelo matemático propio. En este último caso, los autores han tenido que diseñar métodos de
ajuste de parámetros para sus modelos a través de algoritmos computacionales y posteriormente
comparar los resultados con otros métodos de aprendizaje máquina tradicionales. MAPE = Error
porcentual absoluto medio (en inglés, mean absolute percentage error).





lo Basado en aprendizaje máquina X X X X X X X
















Máquina de soporte vectorial X X X X X
Regresión loǵıstica X X X
Árbol de decisión X
Regresión lineal X X
Serie de tiempo X



















Precisión X X X X X X
Exhaustividad X X X X X X
Valor-F X X X X X X
Regresión
Correlación X X X X





que esta seŕıa una forma aún más simple de entender y representar las emociones
humanas, ya que no se tiene claro en qué momento una emoción deja de ser positiva
para ser neutra, el esquema de emociones básicas manejado en nuestro trabajo es
todav́ıa más granular y se puede aplicar a otros contextos (como los mencionados en
el caṕıtulo 1).
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Asimismo, ninguno de los trabajos relacionados considera la coexistencia o
interdependencia entre las distintas emociones en el usuario para hacer la predicción,
es decir, no toman todas las emociones al mismo tiempo o se enfocan en una sola. Por
ejemplo, en los trabajos de Li et al. (2015) y Zhao et al. (2015) el principal problema
es detectar el estrés5 en usuarios adolescentes; por tanto, se concentran en una sola
emoción y dejan de lado las demás. Un caso similar es el de Hu et al. (2015), ya
que de igual forma utilizan solo una emoción para detectar depresión6. El no tomar
en cuenta la interdependencia entre emociones es una de las principales diferencias
con respecto al modelo propuesto, pues en este se considera que en un momento
dado el usuario pueda experimentar varias emociones a la vez y esto interviene en
intensidades emocionales futuras.
En cuanto a la detección de emociones, consideramos un esquema binario (la
emoción está presente o ausente). Sin embargo, en otros trabajos se han utilizado
etiquetas — por ejemplo: malo, poco malo, normal, poco bueno y bueno (Kajiwara et
al., 2017; Zhao et al., 2015) y números reales (Mogadala y Varma, 2012). En el caso
de Li et al. (2015), se manejan las etiquetas sin estrés, muy débil, débil, moderado,
severo y muy severo, y se les asigna un peso numérico con el fin de obtener una
serie de tiempo y llevar a cabo una predicción mediante métodos como ARIMA y
SVARIMA.
En todos los trabajos relacionados mencionados se observa una tendencia muy
marcada en la utilización de lexicones y de técnicas de aprendizaje máquina. So-
lamente Zhao et al. (2015) y Kajiwara et al. (2017) se apartan del grupo, ya que
no utilizan un método de detección, sino que obtienen los datos a partir del propio
usuario, quien va informando a lo largo del tiempo su estado emocional. Supone-
mos que esto es debido a la gran facilidad con la que se pueden obtener repositorios
de información grandes en Internet de forma gratuita y los métodos de aprendizaje
máquina que son más sofisticados cada vez. Nuestro trabajo tiene la misma tendencia
5El estrés puede ser considerado como una emoción (Verduyn y Lavrijsen, 2015).
6La depresión puede ser considerada también como una emoción (Spielberger y Reheiser, 2009).
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de aprovechar las herramientas computacionales que se encuentran disponibles.
En cuanto a la granularidad para la ventana de tiempo, el trabajo propuesto —
como se detalla en el caṕıtulo 5 — analiza tres posibilidades: d́ıas, horas y minutos
(con ventanas respectivas de un d́ıa, una hora y 15 minutos), mientras que los traba-
jos relacionados mencionados analizan un solo tipo de ventana de tiempo, ya sea un
mes (Hu et al., 2015), una semana (Li et al., 2015), x cantidad de d́ıas (Kajiwara et
al., 2017; Zhang et al., 2010), x cantidad de horas (Nguyen et al., 2012) o x cantidad
de minutos (Zhao et al., 2015). Asimismo, otros utilizan eventos puntuales, tales
como el momento mismo de la publicación de un comentario (Mogadala y Varma,
2012), o incluso toda la historia disponible (Qiyao et al., 2016; Rui et al., 2017). El
uso de una ventana de tiempo en particular tiene implicaciones importantes que se
deben considerar. Por ejemplo, se ha observado que las personas publican más co-
mentarios y con más emociones positivas en los fines de semana (Dodds et al., 2011).
El tipo de ventana de tiempo a elegir depende de la aplicación que se esté buscando
dar al modelo, por lo tanto no existe un tipo de ventana que sea más adecuado.
En cuanto a los modelos de predicción, también se aprecia una inclinación
hacia utilizar técnicas de aprendizaje máquina a partir de casos previamente etique-
tados; esto es, aprendizaje supervisado (Hu et al., 2015; Kajiwara et al., 2017; Li
et al., 2015; Mogadala y Varma, 2012; Nguyen et al., 2012; Zhao et al., 2015). Sin
embargo, también se utilizan otro tipo de modelos en los que se propone un método
probabiĺıstico o matemático (Qiyao et al., 2016; Rui et al., 2017; Zhang et al., 2010).
Entre los métodos de aprendizaje máquina, se encuentran las máquinas de soporte
vectorial, regresión loǵıstica, árboles de decisión, regresión lineal, series de tiempo,
clasificadores bayesianos, regresión isotónica, proceso gaussiano, bosque aleatorio o
algoritmos computacionales desarrollados por los autores, como en el caso de Zhang
et al. (2010), Qiyao et al. (2016) y Rui et al. (2017).
La predicción final se hace en uno de dos niveles, según los trabajos actuales:
a nivel de grupo — por ejemplo ciudad, estado, comunidad (Hu et al., 2015; Nguyen
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et al., 2012) — o a nivel individual (usuario). En los trabajos a nivel grupo, lo que
se busca predecir es la emoción de una comunidad en conjunto. Por esta razón, debe
existir un método de agregación que permita obtener un solo valor para el grupo.
Por ejemplo, Hannak et al. (2012) evalúan las emociones de una ciudad a través de
analizar los comentarios de todos los usuarios pertenecientes a dicha ciudad y ponde-
rar sus valores. Una vez decidido el nivel de análisis para la predicción, los trabajos
actuales emplean dos formas de medición: (1) el valor real de la emoción o emocio-
nes (como en nuestro trabajo) y (2) el cambio que se ve reflejado numéricamente
(Mogadala y Varma, 2012; Nguyen et al., 2012). Por “cambio”, nos referimos a una
diferecia que se presente entre una medición y otra. El objetivo de estos trabajos es
predecir dicha diferencia.
Como medidas de error, en los trabajos relacionados se utilizan con mayor
frecuencia las métricas estándar relacionadas con aprendizaje máquina: correlación,
error absoluto medio, error absoluto medio cuadrático, error absoluto relativo (Hu
et al., 2015; Li et al., 2015; Mogadala y Varma, 2012) y, en el caso de clasificación
por categoŕıas, se utilizan precisión, exhaustividad y valor-F (Kajiwara et al., 2017;
Nguyen et al., 2012; Qiyao et al., 2016; Rui et al., 2017; Zhang et al., 2010; Zhao et
al., 2015).
3.3 Resumen
En este caṕıtulo, analizamos los trabajos que se relacionan de forma directa
con el nuestro y exploramos las diferentes áreas en las que se aplica teoŕıa sobre
representación, detección y clasificación de emociones: voz, imagen, video y música.
Observamos que la mayoŕıa de los trabajos existentes trabajan una sola emoción,
como la alegŕıa, el estrés o la depresión (Dodds et al., 2011; Li et al., 2015; Zhao
et al., 2015). Nuestro modelo incorpora una mejora en la que se considera la inter-
acción entre varias emociones en un usuario con el fin de aumentar la precisión en
la predicción futura. Los principales métodos hasta ahora están relacionados con el
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aprendizaje máquina y los repositorios existentes en Internet. Vimos que las venta-
nas de tiempo son variadas en los diferentes trabajos relacionados y que su elección
depende más bien de la aplicación práctica que se le vaya a dar al modelo. Co-
mo una de las contribuciones principales de nuestro trabajo podemos mencionar la
utilización de emociones básicas en un modelo de predicción a futuro. Los demás
trabajos se basan por lo general en emociones numéricas o abstractas. Otro tipo
de representación como la vectorial (Cambria y Hussain, 2012) no se ha empleado
para predicción de emociones futuras de usuarios, por lo que eso podŕıa suponer un
problema de investigación. Vimos que la predicción se puede llevar a cabo a nivel de
usuario o a nivel grupo (Hu et al., 2015; Nguyen et al., 2012) a través de un método
de agregación. En nuestro modelo, hacemos la predicción a nivel de usuario.
Caṕıtulo 4
Modelo
En este caṕıtulo se explica el modelo propuesto para predecir la intensidad
emocional de un usuario en una ventana de tiempo futura. La intensidad emocional,
tal como se mencionó en el caṕıtulo 1, consiste en la proporción de comentarios
que escribe el usuario con una emoción en particular para un periodo de tiempo
llamado ventana de tiempo. Se asume que esta intensidad depende de tres tipos
de información o caracteŕısticas: (1) del usuario — por ejemplo, sus emociones —,
(2) de los contactos del usuario dentro de la red social y (3) del ambiente — por
ejemplo, el d́ıa de la semana. Se asume también que la intensidad de una emoción
se puede predecir utilizando tanto intensidades previas de la misma emoción como
intensidades previas de las demás emociones. Para hacer la predicción, se emplea
una función de predicción que tiene como objetivo obtener el valor futuro de la
intensidad emocional a partir de la información histórica. En las secciones siguientes
se describen estas caracteŕısticas con mayor detalle.
En la sección 4.1, se comienza por establecer un marco de referencia (vocabula-
rio) para la tarea que se está abordando. En la sección 4.2, se define y ejemplifica el
concepto de intensidad emocional para dar paso a la descripción formal del modelo
en la sección 4.3 y la función de predicción en la sección 4.4. Por último, en la sec-
ción 4.5 se considera la predicción de intensidades emocionales como un proceso y
se describe cada una de sus fases: detección de emociones en comentarios, medición
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de variables de entrada y, por último, propiamente la predicción de intensidades.
4.1 Tarea de predicción
Nos referimos a predicción en el sentido de pronóstico, es decir, la estimación
de valores futuros para una variable objetivo, dado un conjunto de variables de en-
trada. Cabe destacar que la relación entre los términos “predicción” y “pronóstico”
es, hasta cierto punto, difusa. En algunas disciplinas se consideran sinónimos; en
otras, predecir significa estimar valores futuros sin información (“corazonadas”) y
pronosticar significa hacerlo con información. Otras definiciones sitúan el pronóstico
como una subtarea de la predicción, siendo esta concepción a la que nos apegamos.
Normalmente, los valores de las variables de entrada son históricos, es decir,
abarcan un periodo {t1 . . . tk} de k unidades de tiempo y a cada unidad ti le llamamos
ventana de tiempo. De igual manera, nos referimos a k como el tamaño del periodo
histórico. La ventana de tiempo predecida, como su nombre lo indica, corresponde a
la unidad de tiempo tk+p para la cual se hará la predicción, considerando que tk es
la última ventana para la cual se tienen datos históricos disponibles. Formalmente,
también podemos denotar la ventana de tiempo predecida con el valor de la variable
p, donde p ≥ 1; note que si p > 1, existe holgura entre el periodo histórico y la
predicción.
También es importante mencionar que existen diferentes tipos de granularidad
temporal (minutos, horas, d́ıas, meses, bimestres, . . . ); cabe destacar que la granu-
laridad de la variable objetivo no necesariamente coincide con la de las variables de
entrada. Por ejemplo, la granularidad de estas puede estar expresada en d́ıas, mien-
tras que la variable objetivo puede predecirse para la siguiente hora. Por simplicidad,
la granularidad de todas nuestras variables es la misma.
Los conceptos antes mencionados se resumen en el cuadro 4.1.
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Cuadro 4.1: Resumen de conceptos relevantes en la tarea de predicción
Concepto Definición
Variable objetivo Variable a predecir (dependiente).
Variables de entrada Variables para realizar la predicción (independientes).
Ventana de tiempo Unidad ti de tiempo.
Periodo Secuencia de k ventanas de tiempo.
Tamaño del periodo histórico Cantidad de ventanas de tiempo utilizadas
para predecir.
Ventana de tiempo predecida Considerando que tk es la última venta-
na de tiempo histórica, es la ventana tk+p
para la cual se hará la predicción.
Holgura Cantidad de ventanas de tiempo que pa-
san entre tk+1 y la ventana de tiempo pre-
decida, considerando que tk es la última
ventana de tiempo histórica.
Granularidad Forma de medir el tiempo (segundos, d́ıas, meses, etcétera).
4.2 Intensidad emocional
La variable objetivo es la intensidad emocional de un usuario sobre un conjunto
de emociones básicas. Definimos ξ como el conjunto de emociones consideradas para
realizar la predicción. Dado que trabajos recientes han encontrado evidencia para
sustentar el esquema de cuatro emociones básicas — alegŕıa, enojo, miedo y tristeza
— (Jack et al., 2014), utilizamos este esquema de emociones. Sin embargo, el modelo
tiene la capacidad de ajustarse a otros esquemas.
Asumimos que los usuarios manifiestan emociones a través sus publicaciones
escritas, de forma que estas emociones pueden ser detectadas automáticamente. Te-
niendo esto en cuenta, definimos la intensidad emocional Iu,e de un usuario u para
la emoción e ∈ ξ como la razón de comentarios que contienen e con respecto al total
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donde ζu,e(t) y ζu(t) representan, respectivamente, el conjunto de comentarios de
u que contienen la emoción e y el conjunto de comentarios publicados por u en
la ventana en la que se llevan a cabo las mediciones. Estas ventanas de tiempo
pueden tener diferentes granularidades, tales como un d́ıa, una semana o una hora,
o pueden corresponder a algún tipo de evento puntual, como el momento mismo de
la publicación de un comentario o el surgimiento de alguna noticia o acontecimiento
externo a la red social. En general, la ventana de tiempo t representa los momentos
de particular interés en el estudio. Por lo tanto, la intensidad emocional de un usuario
es una función que depende de los comentarios publicados por el usuario, la emoción
presente en los mismos y la ventana de tiempo. Dado que ζu,e(t) ⊂ ζu(t), y que
∀t |ζu,e(t)| ≥ 0, tenemos que ∀t Iu,e(t) ∈ [0, 1].
Para comprender mejor el concepto de intensidad emocional, supongamos que
Iu,A(t) = 2/5, dondeA representa alegŕıa. Esto significa que el usuario u publicó cinco
comentarios en la ventana t, y dos de estos comentarios expresaron alegŕıa. Por tanto,
la intensidad emocional para u con esta emoción en espećıfico (alegŕıa) es de 0.4 para
la ventana analizada.
Note, asimismo, que la representación del estado emocional de un usuario,
entonces, está dada por un vector de pesos
~Iu(t) =
(
Iu,1(t) . . . Iu,|ξ|(t)
)
, (4.2)
donde cada peso está dado por la intensidad Iu,j(t) y 1 ≤ j ≤ |ξ|. La intensidad
emocional es importante en nuestro modelo ya que, como se mencionó anteriormente,
el objetivo principal del mismo es predecir Iu,e(tk+p) a partir de información conocida
para el periodo histórico t1, t2, ..., tk.
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4.3 Descripción del modelo
Se propone un modelo para la predicción de la intensidad emocional futura
de un usuario1. Como ya hemos mencionado, este modelo toma en cuenta variables
de entrada que comprenden información del usuario y de su entorno para hacer la
predicción. Esta información incluye: (1) datos relevantes acerca del usuario, (2)
datos relevantes acerca de los contactos del usuario y (3) datos relevantes acerca del
entorno, los cuales pueden ser internos o externos a la red social. Para realizar la
predicción, es necesario contar con datos históricos de estas variables y asociar las
variables de entrada con la variable objetivo. Esto último puede hacerse mediante una
función. Por tanto, Iu,e(t) seŕıa el resultado de la función de predicción de intensidad
emocional para la emoción e ∈ ξ. Esto es,
Iu,e(t+ p) = f(U1,U2, . . . ,Um,A1,A2, . . . ,An,E1,E2, ...,Eq), (4.3)
donde U1,U2, ...,Um es una serie de m matrices con la información histórica del
usuario, A1,A2, ...,An es una serie de n matrices con la información histórica de
sus contactos y E1,E2, ...,Eq es una serie de q matrices con la información sobre
el entorno, f es la función de predicción y t + p representa la ventana de tiempo
predecida (recordando que p ≥ 1). Las matrices del usuario Ui son matrices de
tamaño variable cuyo contenido depende del usuario propiamente.
Definimos la matriz I como una matriz de intensidades emocionales de tamaño
k × |ξ|, en la que sus componentes son intensidades emocionales históricas. Cada
columna de la matriz I corresponde a una de las emociones consideradas (alegŕıa,
enojo, miedo y tristeza) y cada fila corresponde a una ventana de tiempo ti de las
mediciones. En términos matemáticos, la matriz I está dada por
1La versión final del modelo que se propone es resultado también de experimentación prelimi-
nar con otros modelos y procesos de selección de variables (feature selection); resultados de estos
procesos no se reportan por cuestiones de espacio y relevancia.


















donde Iu,j(ti) es la intensidad para la emoción con 1 ≤ j ≤ |ξ| y 1 ≤ i ≤ k,
medida a partir de los comentarios publicados en la ventana de tiempo ti. Se podŕıa
considerar otro tipo de información proveniente de los usuarios, por ejemplo, su peso
corporal medido en cada ventana de tiempo, edad, historial cĺınico u otro tipo de
datos similares. Sin embargo, eso está fuera del alcance de esta tesis, ya que por el
momento no se tiene acceso a esa información. El estudio de tales variables quedaŕıa
como una mejora para un trabajo futuro.
Definimos las matrices U,Af y Am como tres tipos de matrices de intensidades
emocionales. En cada una de estas matrices, las intensidades son medidas a partir
de información distinta. Para la matriz U, las intensidades son obtenidas a partir
de comentarios publicados por el usuario. Para la matriz Af , las intensidades se
obtienen a partir de los comentarios publicados por los usuarios que sigue. Para
la matriz Am, las intensidades se obtienen a partir de las menciones (en inglés,
mentions) hacia el usuario. Las menciones tienen la peculiaridad de generar una
notificación de mensaje hacia el usuario, provocando que este les brinde atención.
Por lo tanto, la intensidad emocional se mide tomando en cuenta solo los comentarios
en donde se efectúa una mención.
Las matrices Af y Am son nuestra propuesta para incorporar el contagio emo-
cional (definido en el caṕıtulo 2) en la implementación de nuestro modelo. Dado
el impacto que tiene el contagio emocional en las emociones, consideramos que es
importante tomarlo en cuenta para llevar a cabo una predicción de la intensidad
emocional. Al existir en Twitter estos dos mecanismos de interacción entre usuarios,
tomamos la decisión de incluir una matriz para cada uno, Af y Am.
Las matrices del entorno Ei, son matrices de tamaño variable, cuyo contenido
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depende del entorno del usuario (por ejemplo temperatura, presencia de lluvia, d́ıa
de la semana). Existe amplia evidencia de que estos factores afectan a las emocio-
nes; por ejemplo, Dodds et al. (2011) mostraron que el d́ıa de la semana tiene un
impacto en la expresión de la felicidad (con picos en fines de semana y la menor
expresión de felicidad en el d́ıa martes). Hannak et al. (2012) encontraron que la
humedad atmosférica tiene un efecto negativo en la cantidad de comentarios po-
sitivos publicados en Twitter. Definimos la matriz E como una matriz de tamaño
1× 7 cuyas componentes son todas iguales a cero excepto aquella cuyo número de la
columna sea igual al número del d́ıa de la semana del d́ıa al que pertenece la ventana
de tiempo predecida tk+p (consideramos que la semana empieza en domingo). Por
ejemplo, el d́ıa lunes quedaŕıa representado como (0,1,0,0,0,0,0) y el viernes quedaŕıa
representado como (0,0,0,0,0,1,0).
Partiendo de la información disponible, nuestro modelo propuesto quedaŕıa
expresado como
Iu,e(t+ p) = f(U,Af ,Am,E). (4.5)
Una de las principales aportaciones del modelo propuesto frente a otros es que en
nuestro modelo es posible incluir mediciones históricas de otras emociones; por ejem-
plo, si se desea predecir la alegŕıa del usuario en un d́ıa futuro, nuestro modelo
permite incluir información sobre emociones como enojo o tristeza de ventanas de
tiempo anteriores para hacer la predicción. Otros trabajos actuales han utilizado solo
la misma emoción para la predicción. Por ejemplo, han utilizado datos históricos de
solo la alegŕıa para predecir alegŕıa. El modelo propuesto en śı no está limitado a
datos extráıdos a partir de la red social — por ejemplo, se podŕıan agregar el peso
corporal, la temperatura ambiental, o incluso el historial médico del usuario. Sin
embargo, dado el alcance de la tesis, trabajamos solo con las matrices ya definidas
anteriormente.
Caṕıtulo 4. Modelo 68
4.4 Función de predicción
La función de predicción f tiene la finalidad de obtener un valor de intensidad
emocional futuro a partir de la información que se tiene del usuario, sus contactos
y el entorno. En este sentido, nos estamos enfrentando a un problema de pronósti-
co (en inglés, forecasting). Esta función no es trivial y no se conoce una expresión
directa de la misma; por tal motivo, la única forma de obtener una expresión para
f es a través de la obtención de un modelo de los datos con métodos computacio-
nales apropiados. Como se mencionó en el caṕıtulo 2, algunos de los métodos más
utilizados en la actualidad para este fin son: (1) técnicas de aprendizaje máquina;
(2) regresión lineal, no lineal, univariable o multivariable y (3) análisis de series
de tiempo. Entre los métodos de aprendizaje máquina se encuentran la regresión
lineal2, regresión con máquinas de vectores de soporte, redes neuronales, lógica di-
fusa, método de k-vecinos más cercanos y redes bayesianas, entre otros. Dado que la
intensidad emocional puede ser medida para un usuario en una ventana de tiempo
dada, es posible crear repositorios con datos reales, lo cual habilita el uso de métodos
de aprendizaje máquina supervisados.
Debido a lo exhaustivo de los experimentos realizados en esta tesis, optamos
por utilizar como método de aprendizaje supervisado principal la regresión lineal.
La regresión lineal tiene la ventaja de ser un método muy rápido para obtener un
modelo de los datos y, al utilizar solo coeficientes reales, permite una interpretación
más intuitiva del modelo final. Como se explicó anteriormente, es un método compu-
tacional para la obtención de un modelo de los datos de una población a partir de
una colección limitada de datos llamada muestra.
En el modelo propuesto, cada componente de las matrices de intensidad emo-
cional y las matrices del entorno que se utilizan como parámetros de la función f
2Aunque la regresión lineal es un método propiamente estad́ıstico, debido a sus caracteŕısticas
y su modus operandi, también se le puede considerar dentro de la gama de técnicas supervisadas
de aprendizaje máquina.
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son consideradas variables de entrada. Por lo tanto, al aplicar el modelo de regresión
lineal existe un coeficiente βi para cada componente de las matrices. Definimos el
vector columna νj como la j-ésima columna de la matriz de intensidad emocional I
y, asimismo, νU,j, νf,j y νm,j como las j-ésimas columnas de las matrices U, Af , Am
respectivamente con 1 ≤ j ≤ |ξ| y definimos νE como el vector columna correspon-
diente para E. Definimos los vectores columna βU,j, βm,j, βf,j y βE como vectores
de coeficientes cuyas componentes son parámetros que deben estimarse para obte-
ner el modelo lineal. Aplicando estas definiciones en la ecuación 4.6, nuestro modelo
propuesto quedaŕıa de la siguiente manera:
Iu,e(t+ p) = β0 +
∑
j∈|ξ|
(βU,j · νU,j + βf,j · νf,j + βm,j · νm,j) + βE · νE + ǫ, (4.6)
donde la operación del producto escalar de dos vectores está denotada por “·”. De
esta forma, el problema se reduce a estimar las componentes de los vectores νU,j,
νf,j, νm,j y νE, aśı como los parámetros β0 y ǫ.
4.5 Fases en la predicción de intensidad
emocional
En esta sección se describe el proceso de predicción que se lleva a cabo al apli-
car el modelo propuesto. En él se incluyen como variables de entrada las matrices de
intensidades emocionales del usuario y la de sus contactos (U, Af y Am, respectiva-
mente), y la matriz de variables del entorno E. Comenzamos explicando el proceso
de detección de emociones para generar las matrices de intensidad; posteriormen-
te, describimos la medición de la misma en las ventanas de tiempo, y finalmente
describimos también la predicción.
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4.5.1 Detección de emociones
Para predecir la intensidad emocional en los comentarios futuros del usuario
— es decir, para poder determinar con cuánta alegŕıa, tristeza, enojo y miedo escri-
birá sus próximos comentarios — necesitamos primero poder reconocer emociones
en texto. Para ello, asumimos que los usuarios transmiten sus emociones a través de
los comentarios que publican dentro de la red social. En el área de análisis de senti-
miento, se ha analizado anteriormente el problema de detectar emociones en texto;
por ejemplo, algunos trabajos han intentado detectar emociones básicas (Sidorov et
al., 2012) y otros han definido emociones abstractas positivas, neutras y negativas,
es decir una polaridad (Nguyen et al., 2012; Zhang et al., 2010).
En nuestro modelo, definimos la matriz de intensidad I que se obtiene a partir
de los comentarios publicados. La intensidad emocional está dada por la ecuación 4.1,
donde la cuenta de comentarios se lleva a cabo utilizando algún criterio espećıfico en
una ventana de tiempo t. Por lo tanto, nuestro principal enfoque para la obtención de
datos acerca del usuario y de sus contactos es a través de la categorización de texto
en una o más de las emociones consideradas en ξ. Cabe mencionar que la detección
de emociones normalmente se da por sentada en otros trabajos, es decir, se parte del
problema de predicción; este trabajo, por el contrario, aborda también esta tarea,
pues en el idioma español se carece de métodos espećıficos para la detección de
emociones en texto.
La metodoloǵıa propuesta para detectar emociones en texto se muestra en la
figura 4.1. Se parte de un conjunto C de comentarios candidatos, los cuales se dan co-
mo entrada a un clasificador de sentimiento. Este clasificador tiene como fin detectar
comentarios subjetivos, ya que este tipo de comentarios probablemente contendrán
emociones (contrario a los comentarios objetivos, que suelen contener hechos) y ser-
virán para entrenar clasificadores espećıficos de emoción. Los comentarios subjetivos
encontrados son manualmente etiquetados, es decir, diferentes evaluadores asocian
cada comentario con las diferentes emociones que expresa y estos comentarios etique-
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tados se convierten en instancias o ejemplos de entrenamiento para un conjunto de
clasificadores binarios B1 . . .B|ξ| capaces de detectar, cada uno, una emoción e ∈ ξ.
Con los clasificadores entrenados, es posible construir las matrices de intensidad








Clasificadores binarios de emoción
Figura 4.1: Metodoloǵıa propuesta para la detección de emociones
Formalmente, la categorización de texto en emociones equivale a tener varias
funciones de clasificación que asignan el comentario a una categoŕıa de emoción
(cada función corresponde a una emoción diferente). Definimos la función de clasifi-







1, si c contiene la emoción e,
0, de otra forma,
(4.7)
por lo tanto ζu,e(t) quedaŕıa expresado como,
ζu,e(t) = |{c ∈ ζu(t) : θ(e, c) = 1}|. (4.8)
Para implementar la metodoloǵıa propuesta, utilizamos como clasificador de senti-
miento la herramienta Twitter Opinion Mining, la cual se basa en una estrategia
de ponderación de términos (Kennedy y Inkpen, 2006). Se optó por emplear este
clasificador ya que es espećıfico para el idioma en español (contiene más de 68,000
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palabras y frases) y ha demostrado aventajar otros clasificadores para este mismo
idioma (Rodŕıguez Aldape, 2013); sin embargo, no descartamos el uso de otros cla-
sificadores para otros idiomas como trabajo futuro.
En cuanto al etiquetado manual, consideramos que cada comentario puede ex-
presar varias emociones; por tanto, puede contener varias etiquetas. Para determinar
las etiquetas de cada comentario, nuestra metodoloǵıa combina ideas que han sido
propuestas para, respectivamente, aproximar el criterio de un experto y producir
un puntaje global cuando se tienen diferentes evaluadores. En cuanto a lo primero,
Snow et al. (2008) encontró que a partir de múltiples evaluaciones (siete) por parte
de no expertos, se puede aproximar el criterio de un experto. En cuanto a lo segun-
do, Qing et al. (2014) propone un método llamado acuerdo de intercorrelación (en
inglés, intercorrelation agreement), previamente explicado también en el caṕıtulo 2,
para ponderar los puntajes asignados por diferentes evaluadores.
El acuerdo de intercorrelación, en nuestro caso, se aplicaŕıa de la siguiente
manera. Considerando un conjunto de etiquetas L = {a, p} que indican la ausencia
o presencia de cada emoción e ∈ ξ en un comentario c, la función de etiquetado
consiste en asignar a c, dada e, la etiqueta que obtenga el mayor puntaje:




ωr · δ(lr, l), (4.9)
donde R es el conjunto de evaluadores, ωr es la confiabilidad del evaluador r (ver
ecuación 2.16, página 33) y δ es la delta de Kronecker3. De esta manera, por ejemplo,
si la etiqueta “presente” (p) es la que predomina para la emoción de tristeza en el
comentario i, entonces este comentario será etiquetado como una instancia positiva
(ejemplo positivo) para la emoción de tristeza.
Con los comentarios etiquetados, es posible recolectar instancias para entre-
nar clasificadores binarios de emoción (uno para cada emoción del conjunto ξ). En
este caso, utilizamos máquinas de soporte vectorial — un tipo de clasificador que
3La delta de Kronecker δ(i, j) es una función que da como resultado 1 cuando i = j y 0 en caso
contrario.
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ha demostrado encontrarse bien acoplado para la clasificación de texto (Aggarwal y
Zhai, 2012; Medhat et al., 2014; Ye et al., 2005). Para los vectores de caracteŕısticas,
se usan frecuencias de unigramas; como veremos más adelante, estas caracteŕısticas
dan resultados satisfactorios para la tarea de detección de emociones en la experi-
mentación realizada.
Con los clasificadores entrenados, los comentarios que se utilicen para hacer la
predicción de intensidad emocional ya pueden ser automáticamente clasificados y se
pueden generar las intensidades históricas del usuario y sus contactos.
4.5.2 Medición de variables de entrada
En nuestro modelo, la medición de las variables de entrada (es decir, intensida-
des emocionales y entorno) puede hacerse en intervalos de tiempo regulares (minutos,
horas, d́ıas, semanas) o irregulares (por ejemplo, durante ciertos eventos o cuando
las condiciones necesarias para hacerlo se satisfagan). En nuestro caso, utilizamos
intervalos regulares para poder comparar contra modelos como ARIMA, pues los
intervalos de tiempo irregulares impiden que las series de tiempo puedan obtener
la función de predicción f , ya que se basan en la suposición de que las mediciones
se hacen a intervalos regulares. Como en nuestro modelo hacemos referencia a lo
sucedido dentro del intervalo de tiempo observable en ese momento, lo llamamos
ventana de tiempo t. Por ejemplo, ζ(t) representa el conjunto de comentarios que
fueron publicados dentro de un lapso de tiempo concreto; no se puede obtener su
valor hasta que dicho intervalo de tiempo haya transcurrido. Esto contrasta con el
caso de simplemente tomar el valor del total de comentarios publicados al momento
de la observación, ya que dicho valor continuaŕıa creciendo sin un ĺımite. En términos
matemáticos, la cantidad de comentarios publicados por el usuario u, denotada por
ψu, está dada por
ψu = ζu(t1) + . . .+ ζu(t2) + . . .+ ζu(tk), (4.10)
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donde las ti son las ventanas de tiempo y k es el periodo histórico con 1 ≤ i ≤ k.
En el caso, por ejemplo, del peso corporal, el valor de las variables en cada ventana
de tiempo podŕıa estar dado por alguna función de agregación (promedio, mı́nimo o
máximo) o por el cambio detectado en dicha ventana de tiempo.
En nuestro modelo, asumimos que en las mediciones de estas variables de en-
trada obtenemos números reales y que su valor se encuentra dentro de un rango
cerrado, puesto que buscamos tener un modelo computacional y esto permite el uso
de métodos de aprendizaje máquina. Para las redes neuronales, el teorema de aproxi-
mación universal requiere que las entradas de la red o variables independientes sean
valores reales en rangos cerrados (Csáji, 2001); esto permite que puedan aproximar
funciones continuas como la función de predicción f . En el caso de datos categóricos
como el d́ıa de la semana, es posible utilizar una clasificación numérica como en
el caso de la ecuación 4.7 y la matriz E. Estas mediciones han de almacenarse en
alguna base de datos para posteriormente ser pasadas a la función de predicción.
Actualmente, no se sabe la granularidad adecuada para las ventanas de tiempo; sin
embargo, en algunos trabajos relacionados se ha utilizado el d́ıa o la semana. En
el caṕıtulo 5, se analizarán ventanas de tiempo con diferentes granularidades para
compararlas y observar qué cambios producen en los resultados.
4.5.3 Predicción
El objetivo del modelo es predecir la intensidad emocional futura de los usua-
rios. Para tal propósito, se ha diseñado una función de predicción f que toma como
variables de entrada información del usuario, sus contactos y el entorno. En la ecua-
ción 4.3 se hace referencia, mediante p, al número de ventana futura que se desea
predecir. En el modelo propuesto, cada valor diferente de p requerirá encontrar una
nueva expresión para f . Es decir, f está diseñada para predecir una sola ventana
de tiempo futura y no un intervalo. Como veremos más adelante en el caṕıtulo 5,
la calidad en la predicción es medida a través del error absoluto medio y la corre-
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lación. El primero indica qué tan cercano al valor real se encuentra la predicción y
la segunda indica si la función f tiene un comportamiento creciente o decreciente
similar.
Una de las principales diferencias de nuestro modelo con respecto a otros, es
que nuestro modelo emplea datos históricos de todas las emociones del usuario y sus
contactos para predecir la intensidad emocional de una emoción e ∈ ξ. Por ejemplo,
se considera que la alegŕıa está en función del enojo, la tristeza y otras emociones,
y aśı también para el resto de las emociones. Otros modelos, como hemos visto, se
centran frecuentemente en predecir una sola emoción (como la alegŕıa o el estrés)
usando como variable de entrada solamente la misma emoción (además de otras
variables exógenas o ambientales).
4.6 Resumen
En este caṕıtulo, describimos el modelo propuesto, sus componentes y las fases
que se llevan a cabo en la predicción, las cuales incluyen la recopilación de datos,
la detección de emociones básicas, la definición de una ventana de tiempo y la pre-
dicción. En la etapa de detección de emociones, se analizan los comentarios con
el fin de reconocer la presencia de estas en el texto. En este trabajo, suponemos
que un comentario puede tener o no tener una emoción, por lo que nos referimos a
una clasificación binaria. Una vez clasificados los comentarios, podemos calcular la
intensidad emocional Iu,e(t), cuyos valores históricos son utilizados posteriormente.
La predicción se lleva a cabo a través de una función de predicción f que toma en
cuenta información del usuario, de sus contactos y del entorno. Se puede utilizar
cualquier método de aprendizaje máquina como función f , o incluso algun método
probabiĺıstico. Hemos optado por el método de regresión lineal debido a su velocidad,
lo cual nos permitió realizar experimentos exhaustivos.
Para que los datos puedan ser procesados en la función f , definimos matrices de
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intensidad emocional, que incluyen datos históricos de las intensidades emocionales
para cada emoción básica: alegŕıa, enojo, miedo y tristeza. Asimismo, definimos
una matriz de entorno cuyas componentes reflejan la presencia de eventos externos
que tienen influencia en las emociones del usuario (en nuestro caso, el d́ıa de la
semana). La función f toma en cuenta toda esta información en conjunto para hacer
la predicción de una intensidad emocional futura del usuario.
Caṕıtulo 5
Experimentos y Resultados
En este caṕıtulo, se explican los experimentos realizados para comprobar las
hipótesis planteadas. Primero se describe el repositorio utilizado y las razones por las
cuales fue elegido (sección 5.1); con este repositorio, como se explica más adelante,
se generaron las instancias de entrenamiento para validar la detección de emociones
y se generaron, asimismo, las instancias de prueba para diversos usuarios. Esto se
detalla en la configuración experimental (sección 5.3.1), donde además se describen
otros datos necesarios para la preparación de los experimentos. Por cada tipo de
experimento, se exponen los resultados obtenidos — como precisiones y medidas de
error — y los principales hallazgos (secciones 5.2.2 y 5.3.2). Finalmente, también
por cada tipo de experimento se presentan secciones de discusión (secciones 5.2.3 y
5.3.3), donde se da una interpretación de los resultados y un razonamiento sobre lo
obtenido, aśı como su impacto en la comprobación de las hipótesis.
5.1 Repositorio
Utilizamos Twitter como caso de estudio. Esta red social en ĺınea es una de las
más visitadas actualmente y cuenta con más de 67 millones de usuarios registrados
en Estados Unidos, con lo que se posiciona dentro de los primeros cinco lugares de
uso, según un estudio realizado por Pew Internet (Perrin, 2016). En el estado de
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Nuevo León, México, Twitter es una de las dos redes más utilizadas junto con Fa-
cebook. Dado que existen pocos trabajos en español sobre detección y predicción de
emociones, hemos decidido trabajar con este idioma como parte de nuestra contri-
bución. Por tales motivos, la red social en ĺınea seleccionada para los experimentos
— como ya lo mencionamos — es Twitter. Podŕıan extraerse datos de usuarios se-
leccionados al azar de esta red social en ĺınea con la restricción de que se tratasen de
usuarios hispano-hablantes. Sin embargo, esto podŕıa ocasionar algunos problemas:
(1) que no se cuente con información suficiente de sus contactos, (2) que los usuarios
tengan una ubicación geográfica distante, lo cual incrementa la probabilidad de que
utilicen modismos o expresiones distintas que incluso puedan ser incompatibles y
(3) que expresen sus emociones de maneras distintas en la red social. Con el fin de
minimizar estos problemas, es deseable que los usuarios seleccionados pertenezcan a
una sola ciudad.
Por este motivo, se hizo uso de un conjunto de comentarios extráıdos de Twitter
a partir de usuarios pertenecientes a la ciudad de Monterrey, N.L. Estos comenta-
rios fueron utilizados por Rodŕıguez Aldape (2013) para evaluar el interés de un
usuario en un tema (por ejemplo, en un producto o servicio). El repositorio contiene
40,186,542 comentarios provenientes de 80,954 usuarios. Se decidió utilizar este re-
positorio, además, por las siguientes razones: (1) el repositorio contiene una cantidad
suficientemente grande de usuarios y relaciones de amistad, aśı como de publicacio-
nes, (2) se trata de un repositorio en español, lo cual permite responder algunas de
las hipótesis planteadas sobre este idioma, (3) el repositorio permite que personas
quienes radican en la ciudad de Monterrey entiendan el lenguaje coloquial utilizado
en los comentarios y estén familiarizadas con las formas de expresar las emociones de
los mismos y (4) la relación de amistad de usuarios de una misma ciudad podŕıa ser
más personal, por lo que también podŕıa presentarse con mayor fuerza el fenómeno
de contagio emocional, el cual deseamos observar.
Como veremos más adelante, es necesario crear herramientas automáticas de
detección de emociones en texto, ya que seŕıa imposible etiquetar manualmente todos
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los comentarios del repositorio. En comparación con otras herramientas como Ama-
zon’s Mechanical Turk1, se tiene la ventaja de que personas de la localidad realicen el
etiquetado, con lo cual se espera una mejor calidad y, por ende, una mejor precisión
para los clasificadores automáticos. De igual manera, en general se decidió utilizar
el repositorio mencionado debido a que el lenguaje coloquial utilizado en la ciudad
es compartido por sus habitantes. Por esta razón, no tienen demasiada confusión en
la interpretación de los comentarios — lo que supone una mejor comunicación; gran
parte del trabajo con estos comentarios ha sido realizado por personas que viven
en dicha ciudad, ya que a estas les ha sido más fácil comprender los comentarios y
etiquetarlos adecuadamente.
Dado que la muestra de usuarios en el repositorio no es representativa de la
población mundial ni de las personas hispano-hablantes, los patrones encontrados
representan solo sugerencias de patrones de comportamiento en los seres huma-
nos. Estos patrones han de ser estudiados posteriormente con mayor profundidad
y quizá desde una perspectiva psicológica con el fin de comprobarlos.
5.2 Detección de emociones
A continuación se presentan los experimentos relacionados con la detección de
emociones en los comentarios extráıdos del repositorio previamente mencionado. Se
describen la configuración experimental y los resultados más sobresalientes. De igual
manera, se discute brevemente el impacto de estos resultados en la siguiente fase,
que es la predicción de intensidades emocionales.
1Mechanical Turk de Amazon.com es una herramienta en la que los trabajadores reciben canti-
dades pequeñas de dinero a cambio de realizar actividades que requieren inteligencia humana y que
posiblemente sean repetitivas. Los trabajadores realizan las actividades de forma anónima, por lo
que la plataforma se presta para que ingresen datos falsos o contaminados con tal de hacer las ac-
tividades en menor tiempo y aśı recibir un poco más de dinero. Esto conlleva a que al utilizar estas
plataformas sea necesario realizar operaciones de limpieza y pruebas de confianza a las evaluaciones
y posiblemente rechazar todas las evaluaciones de un usuario o grupos de usuarios.
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5.2.1 Configuración
Para implementar el modelo, es necesario detectar las emociones que contie-
nen los comentarios. Este proceso es indispensable para poder obtener un valor de
intensidad emocional según la ecuación 4.1. Considerando lo anterior, se etiquetó ma-
nualmente un conjunto pequeño de comentarios para entrenar clasificadores de cada
emoción básica.
Para reducir el esfuerzo realizado por los evaluadores, como previamente se
mencionó en el caṕıtulo 4, se utilizó el clasificador de sentimiento Twitter Opinion
Mining, también conocido como TOM (Rodŕıguez Aldape, 2013). Este clasificador
considera tres categoŕıas: positivo, negativo y neutro. Al hacer una evaluación previa
con esta herramienta y excluir los comentarios neutros, se esperó obtener aquellos
comentarios que con mayor probabilidad teńıan una emoción presente. También para
facilitar el etiquetado, solo se seleccionaron usuarios del repositorio que cumplieran
las siguientes condiciones:
1. Provenir del área metropolitana. Se eligieron aquellos usuarios que en su loca-
ción publicada tuvieran alguna ciudad del área metropolitana de Monterrey,
N.L. Esta caracteŕıstica ya está diferenciada en el repositorio, lo cual facilitó el
proceso de selección.
2. Tener como mı́nimo 30 contactos (followees). Lo anterior fue con el fin de
obtener una muestra estad́ısticamente significativa.
3. Haber publicado, tanto el usuario como sus contactos, 400 comentarios como
mı́nimo. Lo anterior fue con el fin de obtener una muestra estad́ısticamente
significativa de comentarios, lo cual permite que se apliquen las fórmulas para
obtener la intensidad emocional.
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5.2.1.1 Etiquetado del conjunto de comentarios
Durante un periodo de un año, se les asignó la tarea de etiquetar comentarios
a varios grupos de alumnos de licenciatura de la Facultad de Ingenieŕıa Mecánica
y Eléctrica de la UANL. Cada comentario fue evaluado para las emociones bási-
cas indicando el nivel de intensidad de cada emoción (sin emoción, poca, presente
y mucha). Se utilizó el prototipo en ĺınea mostrado en la figura 5.1. Los alumnos
recibieron puntos extras en sus calificaciones como recompensa por llevar a cabo la
evaluación. En general, se les pidió etiquetar por lo menos 400 comentarios. Cada
comentario a etiquetar fue elegido de forma aleatoria y se permitieron hasta doce
evaluaciones por comentario. Si un comentario alcanzaba las doce evaluaciones, se
daba por concluido y se continuaba con el comentario siguiente. En el cuadro 5.1,
se puede observar un resumen de los comentarios etiquetados y la cantidad de eva-
luadores que participaron; en 2015 y 2016, los grupos de alumnos que participaron
etiquetaron 4,090 comentarios.
Participaron 141 evaluadores diferentes. El proceso de selección de comenta-
rios a etiquetar fue el siguiente: si un comentario era detectado por lo menos por
un evaluador con una emoción, se le daba prioridad para que otros evaluadores lo
etiquetaran, y si en su primera evaluación el comentario resultaba no tener nin-
guna emoción, se le daba menos prioridad en la selección aleatoria de comentarios
siguiente. Este mecanismo permitió ahorrar trabajo para encontrar comentarios con
emoción, ya que el primer evaluador actuaba como filtro. Si todos los comentarios del
conjunto de datos ya contaban con una evaluación y en ninguno se hab́ıa detectado
emoción, se pod́ıa elegir entre hacer una segunda ronda de todos los comentarios (por
si otro evaluador detectaba alguna emoción) o terminar el proceso de evaluación.
Para elegir el nivel de emoción presente en cada comentario y posteriormente
decidir si una emoción estaba presente en el mismo, utilizamos el acuerdo de inter-
correlación de Qing et al. (2014), visto en la sección 2.6, por lo que solo tomamos
en cuenta aquellos comentarios que recibieron por lo menos siete evaluaciones de
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Figura 5.1: Prototipo utilizado para el etiquetado manual de emociones en comen-
tarios de Twitter.
personas diferentes; estos comentarios fueron en total 1,895. El acuerdo de interco-
rrelación tiene la ventaja de que no necesita un proceso de limpieza de evaluaciones
debido a que asigna automáticamente pesos menores a los evaluadores con una ca-
lificación más pobre en las evaluaciones. Es decir, las etiquetas con mayor calidad
de los evaluadores tienen más importancia en la selección de la etiqueta final. Para
obtener la confiabilidad de cada evaluador (ecuación 2.16, página 33), empleamos
primero |K| = 4 niveles de presencia (sin emoción, poca, presente y mucha). Sin
embargo, después de obtener los resultados preliminares mostrados en el cuadro 5.2,
se vio un desbalance en comparación con la clase sin emoción, por lo que se deci-
dió utilizar solamente las etiquetas de ausente o presente (|K| = 2) para entrenar
los clasificadores binarios, tal como se menciona en el caṕıtulo 4. Utilizando estas
etiquetas, los comentarios por cada emoción quedan distribuidos como se muestra
en el cuadro 5.3.
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Cuadro 5.1: Cantidad de evaluaciones y evaluadores que participaron.
Año Mes Evaluaciones Evaluadores
2015 Abril 1349 10
2015 Mayo 8386 49
2015 Junio 449 2
2015 Agosto 12091 68
2015 Noviembre 380 1
2016 Abril 4 1
2016 Mayo 3853 19
Total 27712 150
Cuadro 5.2: Resumen de clasificaciones de comentarios (preliminar).
Emoción Sin emoción Poca Presente Mucha
Alegŕıa 1167 134 499 95
Enojo 1698 64 107 26
Miedo 1867 14 13 1
Tristeza 1713 104 63 15
Total 6445 316 682 137
Se puede observar que en el caso del miedo, existen solamente 28 casos con esta
emoción presente. Esta situación nos obligó a excluir el miedo del análisis, ya que se
requiere una mayor cantidad de instancias para entrenar un clasificador. Este resul-
tado indica que las personas tienden a escribir pocos comentarios expresando miedo
en esta red social, sin embargo, esto necesitaŕıa una investigación más profunda.
5.2.1.2 Creación de los clasificadores
En la creación de los clasificadores se utilizó un enfoque llamado saco de pala-
bras (en inglés, bag of words), el cual considera a los comentarios como un cojunto
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de palabras sin un orden aparente. Este método es uno de los más simples — aun-
que comúnmente utilizados — en el área de clasificación de sentimiento o mineŕıa
de opinión; en ese sentido, existen otros enfoques que utilizan conocimiento (Wu et
al., 2015), aśı como reglas sintácticas y semánticas (Cambria et al., 2014; Ren et
al., 2016). Sin embargo, debido a que en nuestro caso solo es necesario tener una
precisión aceptable en la clasificación y no es el problema principal a resolver, hemos
elegido utilizar este enfoque. La creación de los clasificadores se puede ver como un
proceso de tres etapas:
1. Selección de comentarios con sus etiquetas de emoción.
2. Limpieza del texto en los comentarios.
3. Entrenamiento de los clasificadores automáticos.
Para la creación de los clasificadores automáticos, se utilizaron las máquinas de
soporte vectorial que se incluyen en WEKA2 (Hall et al., 2009), la cual es una herra-
mienta de software gratuita que incorpora implementaciones de diversos algoritmos
de mineŕıa de datos. Antes de obtener los vectores de caracteŕısticas, se hizo limpieza
de los comentarios con el fin de evitar agregar ruido (caracteŕısticas innecesarias)
durante el entrenamiento. En este proceso se incluyó una lista de palabras vaćıas
(en inglés, stopwords), las cuales son palabras que en śı no tienen relevancia. La
2Disponible en https://www.cs.waikato.ac.nz/ml/weka/.
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lista de palabras vaćıas en español fue extráıda de la herramienta Freeling (Padró y
Stanilovsky, 2012), la cual es una herramienta gratuita para el análisis de texto que
permite trabajar con el idioma español. Con esto, evitamos procesar palabras como
“la”, “el”, “donde”, “que”, etcétera, dado que no aportan mucha información sobre
la emoción. Además, se utilizaron expresiones regulares e interpretación de emoti-
cones para estandarizar y agrupar términos (y de esta manera concentrar el peso en
una sola forma del término). Entre las expresiones regulares empleadas, por ejemplo,
se encuentran “jajjjajaaaj” o “jaaja”, que se convirtieron a “jajaja”, de manera que
se facilitara el aprendizaje de los clasificadores. Por otro lado, los emoticones tales
como :), :D, :( y :(((( también fueron asociados a formas más simples y constantes
como :-) y :-(. En el proceso de limpieza, de igual manera, se eliminaron direc-
ciones de sitios, correos electrónicos y teléfonos. Asimismo, algunos śımbolos tales
como las comillas (“”) y la coma (,) fueron cambiados por un espacio en blanco.
Para cada emoción se implementó una máquina de soporte vectorial. Se uti-
lizó un 70% de las instancias (ejemplos) para el conjunto de entrenamiento y el 30%
restante para el conjunto de pruebas. Para tener la misma cantidad de instancias
en ambas clases (es decir, equilibrar las clases ausente y presente), se añadieron
instancias de la clase ausente elegidas de forma aleatoria en una cantidad igual a
las instancias de la clase presente. Cada palabra encontrada en los comentarios co-
rrespond́ıa a una caracteŕıstica y la frecuencia de dicha palabra en el comentario
correspond́ıa al peso de la caracteŕıstica. Los comentarios se pasaron al formato
ARFF utilizado por WEKA, lo que hizo posible su interpretación por parte de la
herramienta.
5.2.2 Resultados
Los resultados de cada clasificador (alegŕıa, tristeza y enojo) se evaluaron uti-
lizando las métricas de precisión (ecuación 2.8, página 31), exhaustividad (ecuación
2.9, página 31) y valor-F (ecuación 2.10, página 31) descritas en el caṕıtulo 2. Estas
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métricas se muestran en el cuadro 5.4. Podemos ver que las precisiones se encuen-
tran por encima del 70% en la mayoŕıa de los casos, excepto en la emoción del
enojo, donde es del 66% para la clase ausente. En trabajos como el de Mogadala
y Varma (2012), reportan una precisión de aproximadamente 71% con un valor-F
de aproximadamente 65% al clasificar emociones en texto utilizando etiquetas de
emociones como alegŕıa y felicidad. Nuestros clasificadores arrojan un mejor valor-F
para las emociones, lo cual nos indica que son aptos para ser utilizados en los demás
experimentos.
Cuadro 5.4: Evaluación de clasificadores de emoción
Emoción Clase Precisión Exhaustividad Valor-F
Alegŕıa Ausente 0.707 0.815 0.757
Presente 0.786 0.668 0.722
Promedio 0.747 0.741 0.74
Enojo Ausente 0.667 0.807 0.73
Presente 0.776 0.623 0.691
Promedio 0.723 0.712 0.71
Tristeza Ausente 0.771 0.673 0.718
Presente 0.705 0.796 0.748
Promedio 0.738 0.734 0.733
5.2.3 Discusión
Como se puede apreciar en los resultados, los clasificadores para cada emoción
básica se comportan casi igual. Esto resulta interesante, ya que la cantidad de co-
mentarios etiquetados para enojo y tristeza abarcan (respectivamente) alrededor del
20% de los comentarios que fueron etiquetados para alegŕıa (cuadro 5.3) — es decir,
los comentarios para esta última emoción representan una cantidad considerable-
mente mayor. En ese sentido, los clasificadores para enojo y tristeza obtuvieron una
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calidad equiparable con una menor cantidad de comentarios para entrenamiento.
Razones posibles para este resultado incluyen la limpieza de los comentarios, el uso
del acuerdo de intercorrelación y el balanceo de clases.
Ahora bien, algunas implicaciones de este resultado incluyen consideraciones
en cuanto al esfuerzo manual que se debe aplicar para el etiquetado de comentarios
(realmente qué tan grandes deben ser los conjuntos de entrenamiento), la calidad
del preprocesamiento de los datos y la búsqueda de aumento de la calidad en los
clasificadores a través de las técnicas de aprendizaje (es decir, diferentes tipos de
clasificadores o vectores de caracteŕısticas) en lugar de hacerlo mediante el aumento
de los conjuntos de entrenamiento. En cuanto a esto último, pensamos que utilizar
otro tipo de enfoque para obtener las caracteŕısticas de los comentarios previo al
entrenamiento podŕıa mejorar los resultados. Por ejemplo, en el trabajo con Sentic-
NET (Cambria et al., 2014), las precisiones reportadas son de 91.4% y 86.9% para
clasificaciones de comentarios como positivos y negativos respectivamente con una
exhaustividad de 81.2% y 74.3%. El valor-F para ambas categoŕıas es de 85.9% y
80.1%, respectivamente. Utilizar este tipo de métodos podŕıa verse reflejado en una
mejor predicción de la intensidad emocional.
Vimos que en general nuestros clasificadores arrojaron mejores valores-F que
otros trabajos recientes, lo cual es interesante ya que nosotros hemos utilizado un
método simple. Atribuimos este resultado a que los comentarios pertenecen a una
misma región geográfica por lo que presentan los mismos modismos y uso coloquial
del idioma, a que los evaluadores trabajaron en su idioma natal y al proceso de lim-
pieza de los comentarios. En ese sentido, también consideramos que esta contribución
a la detección de emociones en español puede abrir las puertas a otros desarrollos,
en especial si se publican los datos utilizados.
En general, y como conclusión principal de estos primeros resultados, obser-
vamos un nivel de calidad suficiente para continuar con la siguiente fase: predicción
de intensidades emocionales. Desafortunadamente, no pudimos realizar el entrena-
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miento en el caso de la emoción del miedo, por lo que incluirla quedará para trabajo
futuro.
5.3 Predicción de intensidad emocional
El objetivo del modelo es la predicción de la intensidad emocional (ver ecuación
4.5, página 67). Como se explicó en el caṕıtulo 4, el modelo toma información a partir
de (1) el usuario, (2) sus contactos y (3) el ambiente. Sin embargo, existen también
un par de parámetros que han de definirse previamente para hacer una predicción.
Estos son los parámetros k, que representa el periodo histórico con que se cuenta
y el parámetro p, que representa la ventana de tiempo a predecir. Esta puede ser
la ventana de tiempo siguiente o alguna otra más a futuro (es decir, cuando existe
holgura).
El proceso para llevar a cabo la predicción se detalla en las subsecciones si-
guientes.
5.3.1 Configuración
Esta sección se divide en dos: (1) preparación de instancias de prueba y elección
de parámetros k y p y (2) método de validación del modelo. En la primer subsección
se explica la selección y preprocesamiento de los datos para ser utilizados por el
modelo. En la segunda subsección se explica la manera en que será evaluado el
modelo. El cuadro 5.5 muestra un resumen breve de estas configuraciones las cuales
se explican con más detalle posteriormente.
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Cuadro 5.5: Resumen de configuraciones. Muestra a grandes rasgos las diferente configuraciones
utilizadas en la experimentación con relación al modelo propuesto. Se dividen en dos partes princi-
pales: 1) parámetros y 2) modelos. La primera parte hace referencia a la variación que se hace sobre
los parámetros globales como el tamaño de la ventana de tiempo y el número de ventana futura




Tamaño de ventana de tiempo Se especifican diferentes tamaños para la experimentación.
Parámetro p Es la ventana de tiempo futura que se va a predecir.
Modelos
Modelos de referencia Son modelos que incluyen parcialmente propiedades del modelo propuesto completo.
Modelo comparativo Es un modelo en el estado del arte que se compara con el modelo propuesto.
Modelo propuesto Es el modelo final evaluado.
5.3.1.1 Preparación de instancias de prueba
A partir del conjunto de datos extráıdo de Twitter, se obtuvo una muestra de
5,000 usuarios elegidos al azar de entre los usuarios disponibles en el repositorio.
Los usuarios tienen la caracteŕıstica de especificar su idioma como español — como
se ha descrito anteriormente — aśı como su ubicación en el área metropolitana del
estado de Nuevo León. De cada usuario se obtuvieron sus últimos mil comentarios
publicados más recientes. Debido a la distribución de los comentarios, se eligió el
periodo de cinco meses que va desde julio de 2011 a noviembre de este mismo año,
ya que es el periodo con más actividad presente en el conjunto de datos contando
con el 70% de los comentarios.
Una de las primeras variables que definimos es la interpretación de la ventana
de tiempo. Hasta donde sabemos, no hay una granularidad o tipo de unidad idónea
para predecir las emociones. Algunos trabajos han utilizado una semana, mientras
que otros han utilizado d́ıas o eventos puntuales. En esta tesis, se utilizaron tres
distintas ventanas de tiempo:
Un d́ıa
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Una hora
Un bloque de 15 minutos
Esto se llevó a cabo con el objetivo de identificar diferencias debido a la ventana
de tiempo utilizada y requiere que se lleven a cabo experimentos independientes
para cada ventana con diferente granularidad. En cada caso y para cada variable del
modelo se obtuvo la intensidad emocional correspondiente de acuerdo con la ecuación
4.1 (página 64). Es decir, se obtuvieron los valores de intensidad emocional necesarios
para obtener U,Af , Am y E para cada uno de los usuarios en el repositorio. Antes
de obtener las matrices definitivas, fue necesario definir el valor k, es decir, el tamaño
del periodo histórico a tomar en cuenta para cada variable. En otros trabajos se ha
identificado que existen patrones en Twitter que se repiten semanalmente (Dodds et
al., 2011). Por tanto, se escogió k = 7.
En cuanto al parámetro p, es importante ya que se refiere a la ventana de
tiempo cuyo valor de intensidad emocional será predicho. Utilizamos p = 1, es decir,
predijimos la ventana de tiempo siguiente al periodo histórico, pues consideramos
que deb́ıa ser el primer valor a probar. Aunque se pod́ıan utilizar otros valores, tales
como p = 2, 3, . . ., consideramos que — por lo pronto — estos otros valores quedan
fuera del alcance de esta tesis.
Considerando nuestra muestra de usuarios, aśı como k, p y en general la infor-
mación disponible en el repositorio, se extrajeron instancias para validar el modelo
según las diferentes granularidades para las ventanas de tiempo, donde cada instan-
cia consiste propiamente en las matrices U,Af , Am y E para el periodo histórico
de tamaño k + p. Para la ventana de un d́ıa, fue posible extraer 80,541 instancias,
mientras que para la de una hora se obtuvieron 35,487 y para el bloque de 15 mi-
nutos se obtuvieron 8,980. Cada instancia cumple la condición de tener k periodos
previos como información histórica y, por lo tanto, a medida que se hacen más cortos
los intervalos de tiempo la cantidad de instancias disminuye. Esto es porque es más
dif́ıcil que un usuario continue publicando comentarios de una manera tan frecuente.
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5.3.1.2 Comparación con otros modelos
Para validar el modelo propuesto, se comparó contra los modelos que a con-
tinuación se listan. Algunos de estos modelos se pueden considerar puntos de base
o referencia (baselines), otros son métodos clásicos (por ejemplo, ARIMA) y otros
consisten en modelos parciales que se basan fuertemente en el propuesto. La compa-
ración de modelos no es una tarea trivial, pues depende de la complejidad compu-
tacional del modelo y la calidad. Nos enfocamos en este segundo aspecto al evaluar
el parecido de la solución entregada con respecto a la realidad.
Las dos métricas escogidas para hacer la evaluación (mismas que son comunes
para predicción y regresión, en general) son el error absoluto medio (MAE, por sus
siglas en inglés), descrito en la ecuación 2.11 (página 32) y la correlación entre valores
reales y valores predichos, descrita en la ecuación 2.12 (página 32). A medida que
el MAE se acerque a cero, tendremos correlaciones más cercanas a 1 y por lo tanto
podŕıamos utilizar solamente el valor MAE como una medida para comparar los
modelos; sin embargo, la correlación nos da una visión de la dependencia lineal que
existe entre estas variables (Crawford, 2006).
Para saber si uno de los modelos examinados genera valores MAE más bajos
que otro, es necesario comparar su media estad́ıstica. Para lograr esto, se realizaron
300 corridas, donde cada corrida consistió en tomar el total de instancias y dividirlo
en dos: el conjunto de entrenamiento y el conjunto de prueba (cada instancia que-
dando aleatoriamente en alguno de los dos conjuntos para cada corrida). El conjunto
de entrenamiento abarcó el 70% de las instancias y el de prueba el 30% restante en
cada corrida. Esta cantidad de corridas se escogió para poder obtener una muestra
suficientemente grande de valores MAE que permitiera llevar a cabo una prueba
t-student de validez estad́ıstica y aśı concluir que el modelo propuesto genera (o no
genera) valores significativamente menores para MAE en comparación con otros. En
general, se trabajó en el nivel de significancia de α = 0.05.
Modelos utilizados para la comparación
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Aleatorio: asume que la intensidad emocional del usuario es una variable aleatoria
con una función de densidad uniforme cuyos valores se encuentran en el rango [0, 1].
Promedio global: asume que la intensidad emocional del usuario en una ventana
de tiempo futura es igual al promedio de la emoción de todos los usuarios en el







Promedio de n ventanas anteriores: asume que la intensidad emocional del
usuario en una ventana de tiempo futura es igual al promedio de sus emociones








ARIMA: asume que la intensidad emocional es una serie de tiempo a la cual se
puede adaptar un modelo ARIMA para obtener el siguiente valor. Es decir,
Iu,e(t+ p) = ARIMA(p, d, q), (5.3)
donde p, d y q son las componentes autorregresiva, integrada y de media móvil,
respectivamente.
Una sola emoción: asume que la intensidad emocional del usuario en una ventana
de tiempo futura se puede obtener a partir de aplicar un modelo de regresión lineal
a los datos históricos de la intensidad emocional en particular. Es decir, existen unas
constantes ψ1, ψ2, . . . , ψn tales que:
Iu,e(t+ p) = ψ1Iu,e(t) + ψ2Iu,e(t− 1) + . . .+ ψnIu,e(t− n+ 1). (5.4)
Alegŕıa y Enojo: asume que la intensidad emocional del usuario en una ventana
de tiempo futura se puede obtener a partir de aplicar un modelo de regresión lineal
utilizando los datos históricos de las intensidades emocionales de alegŕıa y enojo. Es
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decir, existen unas constantes ψ1, ψ2, . . . , ψn y φ1, φ2, . . . , φn tales que:
Iu,e(t+ p) = ψ1Iu,A(t) + ψ2Iu,A(t− 1) + . . .+ ψnIu,A(t− n+ 1)+
φ1Iu,E(t) + φ2Iu,E(t− 1) + . . .+ φnIu,E(t− n+ 1),
(5.5)
donde A y E denotan las emociones de alegŕıa y enojo respectivamente. Por lo tanto
Iu,A(t) y Iu,E(t) son sus respectivas fórmulas para la intensidad emocional.
Alegŕıa y Tristeza: asume que la intensidad emocional del usuario en una ventana
de tiempo futura se puede obtener a partir de aplicar un modelo de regresión lineal
utilizando los datos históricos de las intensidades emocionales de alegŕıa y tristeza.
Es decir, existen unas constantes ψ1, ψ2, . . . , ψn y φ1, φ2, . . . , φn tales que:
Iu,e(t+ p) = ψ1Iu,A(t) + ψ2Iu,A(t− 1) + . . .+ ψnIu,A(t− n+ 1)+
φ1Iu,T (t) + φ2Iu,T (t− 1) + . . .+ φnIu,T (t− n+ 1),
(5.6)
donde A y T denotan las emociones de alegŕıa y tristeza respectivamente. Por lo
tanto IA,u(t) y IT,u(t) son sus respectivas formulas para la intensidad emocional.
Enojo y Tristeza: asume que la intensidad emocional del usuario en una ventana
de tiempo futura se puede obtener a partir de aplicar un modelo de regresión lineal
utilizando los datos históricos de las intensidades emocionales de enojo y tristeza.
Es decir, existen unas constantes ψ1, ψ2, . . . , ψn y φ1, φ2, . . . , φn tales que:
Iu,e(t+ p) = ψ1Iu,E(t) + ψ2Iu,E(t− 1) + . . .+ ψnIu,E(t− n+ 1)+
φ1Iu,T (t) + φ2Iu,T (t− 1) + . . .+ φnIu,T (t− n+ 1),
(5.7)
donde E y T denotan las emociones de alegŕıa y tristeza respectivamente. Por lo
tanto Iu,E(t) y Iu,T (t) son sus respectivas fórmulas para la intensidad emocional.
Todas: asume que la intensidad emocional del usuario en una ventana de tiempo
futura se puede obtener a partir de aplicar un modelo de regresión lineal utilizando
los datos históricos de las intensidades emocionales de todas sus emociones. Es decir,
existen unas constantes ψ1, ψ2, . . . , ψn, φ1, φ2, . . . , φn y ρ1, ρ2, . . . , ρn tales que:
Iu,e(t+ p) = ψ1Iu,A(t) + ψ2Iu,A(t− 1) + . . .+ ψnIu,A(t− n+ 1)+
φ1Iu,E(t) + φ2Iu,E(t− 1) + . . .+ φnIu,E(t− n+ 1)+
ρ1Iu,T (t) + ρ2Iu,T (t− 1) + . . .+ ρnIu,T (t− n+ 1),
(5.8)
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donde A, E y T denotan las emociones de alegŕıa, enojo y tristeza respectivamente.
Por lo tanto Iu,A(t), Iu,E(t) y Iu,T (t) son sus respectivas fórmulas para la intensidad
emocional. Este modelo en particular comienza a parecerse más al modelo propuesto
y puede escribirse de la siguiente manera:
Iu,e(t+ p) = f(U), (5.9)
donde U es la matriz de intensidades emocionales del usuario definida en la ecuación
4.5 y f es la función de predicción definida en la sección 4.4, que en este caso
representa una regresión lineal.
Todas + Dı́a Semana: este modelo es similar al anterior, pero además agrega
una matriz de constantes de tamaño 1 × 7, la cual es utilizada en una operación
de producto punto que multiplica a la matriz E definida en la ecuación 4.5. Se
puede interpretar como una constante que se suma al modelo anterior y cuyo valor
depende únicamente del d́ıa de la semana al que pertenece la ventana de tiempo cuya
intensidad emocional se desea predecir. Asimismo, este modelo podemos escribirlo
como
Iu,e(t+ p) = f(U,E), (5.10)
donde U es la matriz de intensidades emocionales del usuario y E es la matriz de
entorno; ambas matrices fueron definidas en la ecuación 4.5. Al igual que en el modelo
anterior, f es implementada a través de una regresión lineal.
Todas + Contagio: asume que la intensidad emocional del usuario en una ventana
de tiempo futura se puede obtener a partir de aplicar un modelo de regresión lineal
(denotado por f) utilizando los datos históricos de las intensidades emocionales de
sus contactos y de las menciones recibidas. Este modelo es similar al modelo Todas,
salvo que además agrega constantes para cada una de las componentes de las matrices
de intensidad emocional provenientes de los contactos del usuario. En la ecuación
4.5 se definen las matrices Af y Am. Este modelo particular puede escribirse como
Iu,e(t+ p) = f(U,Af ,Am), (5.11)
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donde las matrices U,Af y Am son las matrices de intensidades emocionales del
usuario, contactos y menciones definidas en la ecuación 4.5.
Modelo Propuesto: este modelo incluye toda la información disponible del usuario,
sus contactos y el entorno. Puede verse como una combinación de los modelos Todas
+ Dı́a Semana y Todas + Contagio. En este modelo, f puede representar una
regresión lineal u otro método. El modelo propuesto podemos expresarlo como
Iu,e(t+ p) = f(U,Af ,Am,E). (5.12)
Asimismo, este modelo está definido con más detalle en la sección 4.3.
5.3.1.3 Comparación con otros trabajos
Como referencia, el modelo propuesto puede ser comparado con el trabajo de
Mogadala y Varma (2012), descrito en la sección 3.2 del caṕıtulo 3. En este trabajo,
se busca predecir una “transición” en la emoción de los comentarios. La transición
representa un cambio positivo o negativo (numéricamente) en la emoción del usua-
rio, es decir, se vuelve más positivo o más negativo que antes. Se utilizan emociones
abstractas para etiquetar los comentarios y una escala numérica. A través de máqui-
nas de soporte vectorial y regresión lineal, llevan a cabo una predicción de dicha
transición. Para evaluar, se emplean métricas clásicas como la correlación y el error
absoluto medio, por lo que con unas pequeñas modificaciones en la implementación
de nuestro modelo, podemos comparar los resultados con los de este trabajo. Para
hacerlo, en vez de predecir la intensidad emocional del usuario, lo que hacemos es
predecir el cambio en la intensidad emocional correspondiente a la ventana de tiempo
que se desea predecir y la actual:
∆(t, t+ p) = Iu,e(t+ p)− Iu,e(t). (5.13)
Como ya hemos mencionado anteriormente, manejamos el valor p = 1, ya que pre-
decimos solo la ventana de tiempo siguiente a la actual. Al igual que en los casos
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anteriores, usamos un 70% del conjunto de instancias para el entrenamiento de los
modelos y el 30% restante para las pruebas y obtención de valores de error. Para
obtener el modelo final, al igual que Mogadala y Varma (2012), usamos tanto re-
gresión lineal como máquinas de soporte vectorial. Para estas pruebas, utilizamos
conjuntos de 30,000 instancias seleccionadas al azar a partir del conjunto para la
ventana de tiempo de un d́ıa para cada una de las emociones básicas (exceptuando
el miedo). Como medidas para cuantificar el error, consideramos las mismas que
el trabajo mencionado: correlación (ecuación 2.12, página 32), error absoluto medio
(ecuación 2.11, página 32), ráız del error cuadrático medio (ecuación 2.13, página 32),
error absoluto relativo (ecuación 2.14, página 33) y ráız del error relativo cuadrático
(ecuación 2.15, página 33).
5.3.2 Resultados
Los cuadros 5.6 y 5.7 muestran los resultados de la comparación del modelo
propuesto contra los modelos descritos en la sección 5.3.1.2; se pueden apreciar los
valores MAE y COR respectivamente para los modelos analizados. Como hemos
mencionado en la sección anterior, se hicieron 300 iteraciones en todos los modelos
con el fin de comparar estad́ısticamente los valores MAE a través de pruebas t-
student. Todos los valores fueron comparados con el resultado del modelo propuesto
en el nivel de significancia α = 0.05. Vemos que solamente en algunos casos donde
la ventana de tiempo es de una hora o bloques de 15 minutos no se generan valores
MAE diferentes estad́ısticamente con respecto al modelo propuesto, lo cual nos hace
sentido ya que la predicción se hace con datos que por lo general ocurren dentro
del mismo d́ıa. Estos valores que no son estad́ısticamente diferentes con respecto al
modelo propuesto están encerrados entre paréntesis. Los valores MAE mı́nimos y
COR máximos están marcados con texto en negritas para facilitar la lectura.
La figura 5.2 muestra de forma visual una comparativa del error absoluto me-
dio para los distintos modelos probados usando las ventanas con los tres tipos de
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granularidad. Notamos que, para la ventana de tiempo de un d́ıa, el error absoluto
medio alcanza un mı́nimo cuando se utilizan siete d́ıas para obtener el promedio,
mientras que para las ventanas de tiempo de una hora y bloques de 15 minutos —
a medida que se incrementa el número de ventanas para obtener el promedio — el
error absoluto medio aumenta también. Asimismo, vemos que el modelo ARIMA no
resultó ser mejor que los modelos base obtenidos mediante el promedio de varias
ventanas de tiempo, e incluso resulta ser comparable al modelo promedio de siete
ventanas de tiempo.
La figura 5.3 muestra de forma visual una comparativa de la correlación de los
distintos modelos probados en los tres tipos ventana (un d́ıa, una hora y bloques
de 15 minutos). Notamos que, para la ventana de tiempo de un d́ıa, la correlación
alcanza un máximo cuando se utilizan siete d́ıas para obtener el promedio, mientras
que para las ventanas de tiempo de una hora y bloques de 15 minutos — a medida
que se incrementa el número de ventanas para obtener el promedio — la correlación
disminuye. Asimismo, vemos que el modelo ARIMA no resultó ser mejor que los
modelos base obtenidos mediante el promedio de varias ventanas de tiempo.
La figura 5.4 resume los resultados de la comparación del modelo propuesto
contra el resto de los modelos considerados. Como podemos apreciar, salvo algunos
modelos parciales, todos los modelos son superados con diferencias estad́ısticamente
significativas — tanto en correlación como en error absoluto medio. Con respecto
a los modelos parciales que incorporan todas las emociones en el periodo histórico
(Todas, Todas + Contagio, Todas + Dı́a Semana), aunque las diferencias no son
significativas, estos también son superados.
En la sección 5.3.1.3 se mencionó que se comparaŕıan los resultados con otros
trabajos relacionados. Con respecto a la comparación con el trabajo de Mogadala y
Varma (2012), el cuadro 5.8 muestra los resultados obtenidos al predecir la transi-
ción de la emoción utilizando el modelo propuesto y desglosado por emoción básica,
mientras que el cuadro 5.9 se hace propiamente la comparación, promediando para
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ello los resultados que obtuvo nuestro modelo propuesto. Como se mencionó ante-
riormente, la transición indica un cambio de la emoción en el tiempo cuyo valor
está dado por la ecuación 5.13. Vemos que el modelo propuesto puede predecir la
transición con un RAE = 68.82% como valor más bajo, mientras que en el trabajo
de Mogadala y Varma (2012) se reporta un RAE = 98.36%, lo cual representa una
mejora de más de un 40% a favor del modelo propuesto.
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Cuadro 5.6: Comparación de modelos utilizando error absoluto medio. Se comprobó en el nivel
de significancia α = 0.05 que los valores fueran estad́ısticamente diferentes con respecto al valor del
modelo propuesto. Los mejores valores están en negritas; si además tienen un asterisco, la diferencia
es estad́ısticamente significativa. AL = Aleatorio, GB = Global, Pi = promedio utilizando i ventanas
de tiempo, CG = Contagio, DS = Dı́a Semana, ARI = ARIMA, S = Una sola emoción, AE =
Alegŕıa y Enojo, AT = Alegŕıa y Tristeza, TE = Tristeza y Enojo, T = Todas, TDS = Todas +
Dı́a Semana, TC = Todas + Contagio, MP = Modelo Propuesto.
Un d́ıa Una hora 15 min.
Alegŕıa Enojo Tristeza Alegŕıa Enojo Tristeza Alegŕıa Enojo Tristeza
AL 0.333 0.336 0.330 0.391 0.394 0.389 0.409 0.409 0.407
GB 0.224 0.219 0.225 0.288 0.284 0.300 0.309 0.309 0.324
P1 0.273 0.269 0.271 0.318 0.311 0.327 0.331 0.324 0.345
P2 0.245 0.242 0.243 0.344 0.335 0.340 0.356 0.346 0.357
P3 0.236 0.234 0.233 0.366 0.359 0.359 0.378 0.367 0.373
P4 0.231 0.230 0.229 0.384 0.378 0.374 0.395 0.384 0.386
P5 0.229 0.228 0.227 0.399 0.394 0.387 0.410 0.398 0.397
P6 0.228 0.226 0.226 0.411 0.408 0.399 0.422 0.410 0.408
P7 0.228 0.225 0.225 0.422 0.420 0.409 0.433 0.421 0.417
P8 0.228 0.226 0.225 0.432 0.431 0.418 0.442 0.430 0.425
P9 0.230 0.228 0.227 0.441 0.441 0.426 0.452 0.439 0.433
P10 0.231 0.229 0.228 0.447 0.449 0.433 0.459 0.447 0.439
P11 0.233 0.231 0.229 0.453 0.456 0.438 0.467 0.454 0.446
P12 0.235 0.233 0.231 0.458 0.462 0.443 0.473 0.461 0.452
P13 0.236 0.235 0.232 0.462 0.467 0.448 0.479 0.467 0.457
P14 0.238 0.236 0.234 0.466 0.472 0.452 0.484 0.473 0.462
P15 0.239 0.238 0.235 0.470 0.476 0.456 0.489 0.478 0.466
ARI 0.228 0.225 0.226 0.422 0.415 0.412 0.432 0.423 0.426
CG 0.208 0.201 0.214 0.281 0.276 0.295 0.297 0.299 0.317
DS 0.210 0.203 0.214 0.281 0.277 0.295 0.299 0.300 0.318
S 0.198 0.191 0.199 0.273 0.267 0.283 0.291 0.289 0.306
AE 0.195 0.189 0.204 0.272 0.265 0.285 0.289 0.287 0.309
AT 0.197 0.190 0.197 0.273 0.268 0.282 0.290 0.291 0.305
TE 0.203 0.191 0.198 0.278 0.266 0.282 0.296 0.288 0.306
T (0.195) (0.188) (0.197) (0.272) (0.265) (0.281) (0.289) (0.287) (0.305)
TDS (0.195) (0.188) (0.197) (0.272) (0.265) (0.281) (0.289) (0.287) (0.305)
TC (0.194) (0.188) (0.197) (0.270) (0.262) (0.279) (0.287) (0.285) (0.303)
MP 0.194* 0.187* 0.197* 0.270* 0.262* 0.279* 0.287* 0.285* 0.303*
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(a) Alegŕıa — un d́ıa














(b) Tristeza — un d́ıa














(c) Enojo — un d́ıa

































(d) Alegŕıa — una hora














(e) Tristeza — una hora
















(f) Enojo — una hora




































(g) Alegŕıa — 15 min.














(h) Tristeza — 15 min.














(i) Enojo — 15 min.
Figura 5.2: Error absoluto medio de los modelos más relevantes. El modelo “1” representa
el modelo promedio de 1 d́ıa, “7” representa el modelo promedio de 7 d́ıas, “15” es el modelo
promedio de 15 d́ıas, “A” representa al modelo ARIMA, “T” representa al modelo “Todas”,
“D” representa al modelo “Todas + Dı́a Semana”, “C” representa al modelo “Todas +
Contagio” y “M” representa al modelo propuesto que incluye información del usuario, de
los contactos y del entorno.
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Cuadro 5.7: Comparación de modelos utilizando correlación. Se comprobó en el nivel de signifi-
cancia α = 0.05 que los valores fueran estad́ısticamente diferentes con respecto al valor del modelo
propuesto. Los mejores valores están en negritas; si además tienen un asterisco, la diferencia es
estad́ısticamente significativa. AL = Aleatorio, GB = Global, Pi = promedio utilizando i ventanas
de tiempo, CG = Contagio, DS = Dı́a Semana, ARI = ARIMA, S = Una sola emoción, AE =
Alegŕıa y Enojo, AT = Alegŕıa y Tristeza, TE = Tristeza y Enojo, T = Todas, TDS = Todas +
Dı́a Semana, TC = Todas + Contagio, MP = Modelo Propuesto.
Un d́ıa Una hora 15 min.
Alegŕıa Enojo Tristeza Alegŕıa Enojo Tristeza Alegŕıa Enojo Tristeza
AL -0.0001 -0.00004 -0.0002 -0.0005 0.0007 0.0003 -0.0003 -0.0005 -0.0001
P1 0.198 0.197 0.215 0.183 0.193 0.201 0.177 0.197 0.186
P2 0.239 0.234 0.258 0.162 0.191 0.201 0.160 0.190 0.185
P3 0.261 0.252 0.281 0.148 0.190 0.199 0.145 0.185 0.181
P4 0.272 0.261 0.290 0.142 0.186 0.193 0.135 0.177 0.176
P5 0.281 0.270 0.299 0.138 0.188 0.191 0.128 0.174 0.173
P6 0.283 0.277 0.305 0.136 0.188 0.189 0.123 0.173 0.169
P7 0.286 0.282 0.309 0.136 0.186 0.186 0.118 0.172 0.166
P8 0.286 0.282 0.310 0.134 0.184 0.183 0.113 0.168 0.162
P9 0.285 0.282 0.310 0.135 0.182 0.181 0.108 0.168 0.161
P10 0.284 0.280 0.309 0.136 0.180 0.181 0.105 0.168 0.159
P11 0.282 0.278 0.307 0.138 0.179 0.179 0.102 0.167 0.158
P12 0.280 0.276 0.306 0.141 0.178 0.178 0.100 0.166 0.157
P13 0.278 0.275 0.304 0.144 0.178 0.178 0.099 0.165 0.154
P14 0.276 0.274 0.304 0.148 0.179 0.179 0.098 0.165 0.154
P15 0.274 0.273 0.302 0.151 0.181 0.182 0.098 0.163 0.153
ARI 0.272 0.266 0.298 0.123 0.158 0.155 0.113 0.145 0.135
CG 0.132 0.123 0.071 0.065 0.078 0.055 0.077 0.076 0.034
DS 0.042 0.034 0.041 0.034 0.021 0.025 0.017 0.027 0.024
S 0.291 0.288 0.315 0.198 0.227 0.232 0.187 0.223 0.212
AE 0.322 0.316 0.253 0.214 0.239 0.206 0.208 0.238 0.184
AT 0.299 0.306 0.330 0.204 0.209 0.240 0.197 0.198 0.221
TE 0.216 0.289 0.320 0.128 0.231 0.240 0.114 0.228 0.217
T (0.327) (0.329) (0.334) (0.215) (0.246) (0.245) (0.210) (0.243) (0.224)
TDS (0.328) (0.330) (0.336) (0.216) (0.246) (0.245) (0.210) (0.243) (0.224)
TC (0.330) (0.332) (0.336) (0.231) (0.262) (0.259) (0.223) 0.255 0.235
MD 0.332* 0.334* 0.338* 0.233* 0.262* 0.259* 0.223* 0.254 0.234
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(a) Alegŕıa — un d́ıa














(b) Tristeza — un d́ıa














(c) Enojo — un d́ıa



























(d) Alegŕıa — una hora











(e) Tristeza — una hora











(f) Enojo — una hora



























(g) Alegŕıa — 15 min.











(h) Tristeza — 15 min.











(i) Enojo — 15 min.
Figura 5.3: Correlación para los modelos más relevantes. El modelo “1” representa el
modelo promedio de 1 d́ıa, “7” representa el modelo promedio de 7 d́ıas, “15” es el modelo
promedio de 15 d́ıas, “A” representa al modelo ARIMA, “T” representa al modelo “Todas”,
“D” representa al modelo “Todas + Dı́a Semana”, “C” representa al modelo “Todas +
Contagio”, “M” representa al modelo propuesto que incluye información del usuario, de
los contactos y del entorno.
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Figura 5.4: Resumen de comparación entre modelos. Una flecha saliente del modelo
indica que este obtiene mejores resultados que aquel al cual entra la flecha. Una fle-
cha gruesa indica diferencias estad́ısticamente significativas, mientras que una flecha
punteada indica solamente que los resultados fueron superiores (sin ser estad́ıstica-
mente significativos).
Cuadro 5.8: Resultados de predicción de transición con el modelo propuesto. Las siglas
SVM hacen referencia al método de máquinas de soporte vectorial.
Alegŕıa COR MAE RMSE RAE RRSE
Regresión lineal 0.7451 0.1940 0.2473 69.66% 66.71%
SVM 0.7434 0.1937 0.2485 69.54% 67.03%
Enojo
Regresión lineal 0.7493 0.1874 0.2396 68.86% 66.23%
SVM 0.7474 0.1873 0.2404 68.82% 66.46%
Tristeza
Regresión lineal 0.7345 0.1938 0.2478 70.50% 67.86%
SVM 0.7325 0.1932 0.2488 70.28% 68.15%
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Cuadro 5.9: Resultados comparativos para predicción de transición emocional. Las siglas
RL hacen referencia a regresión lineal, SVM hace referencia a máquinas de soporte vectorial
y MV hace referencia al trabajo de Mogadala y Varma (2012).
Método
Predicción
Trabajo COR MAE RMSE RAE RRSE
RL MV -0.2518 1.9645 2.7469 100.00% 100.00%
Propuesto 0.743 0.192 0.245 69.67% 66.93%
SVM MV -0.0787 1.9323 2.7276 98.36% 99.29%
Propuesto 0.741 0.191 0.246 69.55% 67.21%
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5.3.3 Discusión
En cuanto a los resultados obtenidos, cabe destacar algunos datos sobresalien-
tes. Por ejemplo, las emociones de enojo y tristeza fueron las que mejor correlación
y error obtuvieron por parte del modelo propuesto (que fue el mejor); de hecho, las
diferencias entre cada emoción son estad́ısticamente significativas (α = 0.05) pa-
ra ambas métricas en cada ventana de tiempo utilizada, por lo que el enojo es la
emoción cuya intensidad obtiene las mejores predicciones. Según Brans y Verduyn
(2014), tanto tristeza como enojo se encuentran dentro de las emociones negativas
más intensas y duraderas, aunque sitúan a la tristeza por encima del enojo dentro de
sus hallazgos. Pensamos que nuestros resultados, por otro lado, favorecen al enojo
debido — por una parte — a la naturaleza de las redes sociales, en las cuales los sen-
timientos negativos tienden a esparcirse con mayor facilidad (Chmiel et al., 2011b),
y también creemos que puede deberse a algunos eventos que se dieron en el lapso de
recolección del repositorio, pues estos incluyen, por ejemplo, el incendio del Casino
Royale en Monterrey a manos del crimen organizado. Este evento generó indignación
por parte de las personas, y estos patrones pueden ser apreciados en trabajos como
el de Torres y Rodŕıguez (2013).
Aún cuando el enojo obtiene mejores predicciones en el modelo propuesto,
una tendencia interesante se puede observar en los modelos P1-P15, donde el enojo
comienza obteniendo los errores más bajos para los modelos que utilizan poca in-
formación histórica (P1–P3), pero esta ventaja desaparece cuando se incorpora una
mayor cantidad de información (P4–P15), favoreciendo aśı a la tristeza. Esto con-
cuerda ampliamente con los hallazgos de Verduyn y Lavrijsen (2015), los cuales
establecen que la tristeza es una emoción más duradera que el enojo; en ese sentido,
puede apreciarse esta disipación del enojo a través de una pérdida en la calidad de
predicción de la intensidad emocional. No obstante, en nuestro caso el enojo parece
disiparse más rápido (tres horas) que lo reportado por Verduyn y Lavrijsen (2015),
que es seis horas; sin embargo, esto concuerda con lo reportado por Nguyen et al.
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(2012). Consideramos que la coincidencia con estos trabajos valida de manera exter-
na nuestros resultados y, por ende, nuestra metodoloǵıa — tanto la fase de predicción
como la de detección y el preprocesamiento de datos.
Los modelos base cuyo pronóstico se obtiene promediando intensidades emo-
cionales históricas también muestran una tendencia en la que la calidad del modelo
disminuye a medida que se agregan más ventanas de tiempo. Al utilizar ventanas de
un d́ıa, el mejor modelo se obtiene cuando se utilizan siete — es decir, una semana.
Lo anterior nos sugiere que pueden existir patrones repetitivos semanalmente en el
comportamiento de las emociones dentro de las redes sociales. Sin embargo, cuando
el tamaño de la ventana de tiempo es de horas o bloques de 15 minutos, a medida
que aumenta el número de ventanas, la calidad del modelo disminuye (aumenta el
error absoluto medio y disminuye la correlación).
Se puede observar en algunos de los resultados (no aśı en la mayoŕıa) que,
mientras el error se muestra bajo, la correlación también; parecieran no coincidir del
todo. Esto sucede, por ejemplo, cuando se utiliza solo el d́ıa de la semana; en ese
sentido, podŕıamos decir que este dato por śı solo resulta más informativo que los
promedios de d́ıas anteriores (en cuanto a error absoluto medio), pero debido a que la
correlación de dicho modelo es muy pobre, podŕıamos descartarlo para aplicaciones
prácticas. De igual manera, podemos ver que la correlación para el modelo propuesto
es más baja que el modelo de Todas + Contagio para enojo y tristeza en la ventana
de tiempo de 15 minutos; lo atribuimos al hecho de que el modelo propuesto difiere de
Todas + Contagio en la inclusión del d́ıa de la semana. Probablemente esta variable
resulta irrelevante con ventanas de tiempo tan pequeñas, y — sobre todo — que
transcurren dentro del mismo d́ıa. Más bien parece que esta variable genera ruido
durante la regresión, aunque es poco el ruido porque se trata de una milésima.
En cuanto a la calidad del modelo propuesto, vimos que supera los modelos
contra los cuales fue comparado. En general, al parecer una caracteŕıstica que contri-
buyó a lo anterior fue la inclusión de distintas emociones del usuario como parte de
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su información personal. En el caso en el que el d́ıa de la semana es introducido en el
modelo como información del entorno, existe una mejora en la correlación obtenida
para los modelos que utilizan la ventana de tiempo de un d́ıa, no aśı para los que
utilizan ventanas de tiempo de una hora o bloques de 15 minutos. Esto tiene sentido,
ya que en estos últimos modelos el d́ıa no vaŕıa mucho entre ventana y ventana de
tiempo. En todos los casos podemos observar que el modelo de contagio, el cual
incluye información de las emociones de los contactos, genera errores más bajos que
el modelo que incluye solo las emociones, lo cual nos indica que el efecto del contagio
emocional existe en la red social; a pesar de que esta diferencia entre los modelos
no es estad́ısticamente significativa, śı es consistente en los tres tipos de ventana: un
d́ıa, una hora y bloques de 15 minutos.
Con respecto a la ventaja que se obtuvo sobre ARIMA, se vio que el modelo
propuesto fue mejor en todos los casos. Creemos que esto se debe a que el modelo
ARIMA tiene la desventaja de que utiliza una única serie de tiempo de la emo-
ción correspondiente para cada usuario. Es decir, utiliza información proveniente de
un único usuario y una única emoción para hacer la predicción dada la naturaleza
del método; esta misma desventaja ya hab́ıa sido mencionada por van Breda et al.
(2016). En cambio, los métodos de regresión lineal y máquinas de soporte vectorial
utilizan información de múltiples usuarios y emociones para hacer el entrenamiento
y posterior prueba en otro conjunto amplio independiente. Pensamos que esta es una
de las razones por las que el modelo ARIMA no pudo superar al modelo propuesto.
Existen otras variaciones del modelo ARIMA, como el modelo VARIMA, el cual
puede trabajar con varias series de tiempo; sin embargo, no fue implementado como
modelo base debido a que la utilización de otras emociones es parte del modelo pro-
puesto y, debido a su eficiencia, se escogió la regresión lineal como principal método.
VARIMA aún tendŕıa la desventaja de utilizar varias series de tiempo provenien-
tes de un único usuario en su entrenamiento para hacer la predicción. Su análisis
quedará para un trabajo futuro.
Como también vimos, el modelo propuesto se comparó con el modelo de Mo-
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gadala y Varma (2012) mostrando una mejoŕıa al predecir la transición en las emo-
ciones. Pensamos que una de las principales ventajas que se obtuvo fue durante el
etiquetado de los comentarios, ya que en este trabajo fue realizado manualmente por
personas que conocen el lenguaje. En el trabajo contra el cual comparamos, por otro
lado, utilizaron un método semiautomático para hacer la clasificación. Asimismo, el
método de selección final de la emoción para cada comentario discutido en la sección
5.2.1 provocó una mejora en la calidad de los clasificadores automáticos para las
emociones.
A pesar de que el modelo propuesto superó los 28 métodos contra los cuales fue
comparado, las correlaciones en general siguen siendo débiles. Creemos que esto se
debe a que hay factores externos a la red social que no se están considerando y que
probablemente están afectando a las personas (televisión, noticias, eventos deporti-
vos, fiestas, periodos escolares). En ese sentido, probablemente estemos llegando a
una cota superior en la predicción de emociones basada en una sola red social y se
necesite agregar otros mecanismos que afectan a las emociones de las personas y que
no se han considerado hasta el momento.
5.4 Comprobación de hipótesis
El eje rector de los experimentos y resultados es poder aceptar o rechazar las
hipótesis planteadas. Debido a que en el caṕıtulo 6 se describen detalladamente las
respuestas a las preguntas de investigación, las cuales están estrechamente ligadas a
las hipótesis, nos centramos en la hipótesis general: Es posible crear un modelo para
predicción de intensidad emocional en una red social en ĺınea mediante técnicas de
procesamiento de texto en español y aprendizaje máquina.
Para aceptar la hipótesis, consideramos necesario que el modelo propuesto
cumpla con lo siguiente:
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1. Ser un modelo predictivo.
2. Predecir intensidad emocional en una red social.
3. Utilizar técnicas de procesamiento de texto en español y aprendizaje máquina.
Además de cumplir con lo anterior, la hipótesis en su conjunto denota la calidad
(parecido de la predicción a la realidad) de la que se habla en la sección 5.3.1.2. Por
tanto, se verá si la evidencia provista es suficiente para aceptar la hipótesis.
En resumen, se tiene la siguiente evidencia:
El modelo propuesto obtiene valores futuros (en la experimentación, el valor
corresponde a la siguiente ventana de tiempo) para la variable objetivo de
intensidad emocional. (Punto 1)
El modelo propuesto utiliza como caracteŕısticas cuatro tipos de variables:
intensidades emocionales históricas del usuario (U), intensidades emocionales
de sus contactos (followees) en la red social (Af ), intensidades emocionales
de sus contactos por mención en la red social (Am) y el d́ıa de la semana
correspondiente a la predicción. Las variables relacionadas con contactos se
extraen de una red social. En la experimentación, la red social Twitter se
utiliza como caso de estudio. Por tanto, se puede considerar que el modelo
cumple con predecir intensidad emocional en una red social. (Punto 2)
El modelo predictivo está basado en regresión lineal y máquinas de soporte
vectorial para reconocimiento de emociones en texto, el cual a su vez utiliza
un método de clasificación de sentimiento en español. Por tanto, se puede
considerar que cumple con utilizar técnicas de procesamiento en español y
aprendizaje máquina. (Punto 3)
El modelo propuesto supera a otros 28 métodos, incluyendo el modelo ARIMA
y un método que se encuentra en el estado del arte. La diferencia entre el
modelo y 24 de estos métodos es estad́ısticamente significativa con α = 0.05
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(la mayoŕıa de los métodos con los cuales no hay diferencia significativa son
modelos parciales basados en el propuesto). Por tanto, se puede considerar que
es competitivo. (Calidad)
La fase de reconocimiento (detección) de emociones en texto obtuvo un valor-F
superior a 70%. Por tanto, también se puede considerar que la metodoloǵıa
utilizada para esta fase es competitiva. (Calidad)
Considerando la anterior evidencia, la hipótesis general se acepta.
5.5 Resumen
En este caṕıtulo expusimos las dos fases por las que tuvimos que pasar para
poder atacar el problema de predicción de intensidad emocional: (1) la creación de
clasificadores automáticos y (2) la implementación del modelo propuesto. Hablamos
sobre el repositorio utilizado, el cual proviene de la red social de Twitter: una de
las más populares y utilizadas actualmente a nivel mundial. El repositorio proviene
de usuarios de la ciudad de Monterrey, Nuevo León y fue extráıdo anteriormen-
te por Rodŕıguez Aldape (2013). Los comentarios seleccionados fueron etiquetados
manualmente por alumnos de la Facultad de Ingenieŕıa Mecánica y Eléctrica de la
Universidad Autónoma de Nuevo León. Mediante el método del acuerdo de interco-
rrelación, se eligió la etiqueta global más apropiada para el comentario. Para cada
emoción básica se creó un clasificador automático — excepto para la emoción del
miedo ya que para esta no se logró obtener una cantidad de datos suficiente. Los
clasificadores obtuvieron precisiones por encima del 70%, lo cual resultó aceptable
para los experimentos posteriores con el modelo propuesto.
Para evaluar el modelo, se llevó a cabo la predicción de intensidad emocional
para una ventana de tiempo siguiente a los datos históricos. El modelo se com-
paró con otros modelos base a través de métricas de uso estándar para métodos de
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aprendizaje máquina (correlación y error absoluto medio). Con el fin de comparar
estas métricas a través de una prueba de t-student, se realizaron 300 repeticiones de
los experimentos y se compararon los resultados con los otros modelos base.
El modelo propuesto resultó ser mejor (p ≤ 0.05) que los demás modelos base.
Los modelos que no incluyen información del d́ıa de la semana o de las emociones
de los contactos del usuario tienen una ligera desventaja en cuanto a precisión sin
ser esta significativa estad́ısticamente. El modelo ARIMA, el cual es utilizado en
problemas donde se asume que se tiene una serie de tiempo, obtuvo resultados por
debajo del modelo propuesto. Esto se debió a que dicho método no considera otra
información excepto la de la emoción en cuestión y a que los datos históricos son
escasos para tal. En los experimentos vimos que a partir de la inclusión de otras
emociones y a que todas tienen un efecto en la predicción, se mejora la precisión de
forma significativa. Este es uno de los resultados más relevantes, ya que nos invita a
explorar más la interacción que tienen nuestras emociones pasadas y su efecto en el
futuro.
Caṕıtulo 6
Conclusiones y Trabajo futuro
En este caṕıtulo, se mencionan y discuten las principales conclusiones acerca
del trabajo propuesto. Comenzamos mencionando las conclusiones más importantes
y posteriormente describimos las posibles mejoras futuras y otras áreas que se pueden
explorar en la predicción de emociones en redes sociales. Separamos las conclusio-
nes en dos categoŕıas: (1) clasificadores automáticos y (2) modelo de predicción de
intensidad emocional. Comenzamos primero hablando sobre la etapa de los clasifi-
cadores automáticos de emociones básicas y posteriormente del modelo. Finalmente
hablamos de las mejoras que se pueden realizar en el modelo para obtener resultados
de mayor calidad y aśı tener más aplicaciones prácticas.
6.1 Resumen
Se propuso un modelo para la predicción de emociones en redes sociales. Es-
pećıficamente, este modelo predice, para un usuario, la proporción de comentarios
que publicará con una emoción en particular para una ventana de tiempo futura;
a esta proporción la definimos como intensidad emocional. Contrario a otros mode-
los que se enfocan en una sola emoción, el modelo propuesto consideró un esquema
básico de emociones y utilizó todas las emociones para la predicción de la intensidad
de cada emoción. El modelo se basó tres fuentes distintas de información: (1) pro-
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veniente del usuario, (2) proveniente de los contactos del usuario y (3) proveniente
del entorno. La predicción finalmente se hizo mediante regresión lineal. Encontramos
que nuestro modelo, aplicado sobre un conjunto de datos extráıdo de Twitter, pro-
dujo mejores resultados (hasta en un 35%) comparado con modelos como ARIMA,
y mejores resultados en comparación con otros 27 modelos de base y un método del
estado del arte.
Con el fin de detectar emociones básicas en los comentarios, creamos clasifi-
cadores automáticos para texto en español extráıdo de Twitter. El repositorio para
la tarea de clasificación contiene 1,895 comentarios con etiquetas de emociones para
alegŕıa, enojo y tristeza, donde estas etiquetas fueron asignadas por estudiantes de la
Facultad de Ingenieŕıa Mecánica y Eléctrica a nivel de licenciatura. Los clasificadores
pudieron detectar emociones con más del 70% de precisión, lo cual es aceptable para
los experimentos que se realizaron.
Las principales contribuciones son: el modelo de predicción de intensidad emo-
cional y su habilidad para considerar la interacción entre varias emociones, el reposi-
torio de datos etiquetado con emociones y el establecimiento de una base comparativa
para futuros trabajos.
6.2 Comentarios finales
Esta sección se divide en dos partes: (1) clasificadores automáticos y (2) mo-
delo. Cada una contiene los comentarios finales acerca de los resultados que se ob-
tuvieron y las posibles mejoras que pueden realizar en cada parte del proceso de
experimentación.
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6.2.1 Clasificadores automáticos
Los clasificadores automáticos obtuvieron una precisión aceptable — alrededor
del 70% — para detectar la presencia de emociones básicas en los comentarios. Esta
precisión es comparable a la de otros trabajos que emplean técnicas de sacos de
palabras; a través de la incorporación de técnicas más sofisticadas de procesamiento
de lenguaje natural se podŕıa mejorar la precisión. La técnica utilizada en la que
se calculó la frecuencia de cada palabra en el comentario correspond́ıa a una carac-
teŕıstica es muy sencilla; sin embargo, no fue necesario agregar más complejidad a
este proceso, ya que el objetivo fue mostrar la viabiliad de la predicción de emocio-
nes básicas a futuro. Aún aśı, un análisis más exhaustivo de las caracteŕısticas se
podŕıa aplicar a los comentarios. Esto se discute con más detalle en la sección 6.6.
En el caso del miedo, no se pudo obtener un clasificador debido a que la cantidad
de comentarios etiquetados con miedo por los evaluadores fue demasiado baja. Esto
puede deberse al método de selección de comentarios a evaluar, pero será necesario
investigar más a fondo dicha emoción y cómo se manifiesta en las redes sociales. Con
el fin de recaudar más comentarios de este tipo, se podŕıan aprovechar fechas en las
que sucedan acontecimientos como desastres naturales, juegos oĺımpicos u otro tipo
de situaciones en las que se propicie la expresión de emociones a través de las redes
sociales.
Se usaron todas las palabras del comentario como caracteŕısticas para las
máquinas de soporte vectorial, provocando que los vectores se hicieran demasiado
grandes; si bien esto no nos generó problemas para obtener una precisión acepta-
ble, quizá esta podŕıa mejorarse a partir de una mejor selección de caracteŕısticas.
El tiempo invertido en el procesamiento de los comentarios se mejoraŕıa, ya que
al evaluar mejor los comentarios obteniendo las caracteŕısticas más informativas, el
entrenamiento de los métodos de aprendizaje máquina se reduciŕıa.
Hemos utilizado también un solo tipo de herramienta para generar los clasifi-
cadores automáticos: máquinas de soporte vectorial. Sin embargo, seŕıa conveniente
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investigar otro tipo de mecanismos que pudieran resultar mejores. Estos mecanismos
incluyen redes neuronales, redes bayesianas, k-vecinos más cercanos y agrupamien-
to, entre otras. Optamos por esta técnica debido a su amplio uso en el área de
clasificación de texto.
6.2.2 Modelo
Vimos que el modelo propuesto fue mejor que los modelos base y el modelo
ARIMA en cuanto a correlación y a medida del error. El modelo ARIMA tuvo la
desventaja de utilizar solo datos de la emoción a predecir y no de todas las emociones,
aśı como de la información global disponible del usuario. Esto ocasionó que la calidad
fuera más baja en comparación. Notamos también que los patrones semanales que
se observan en Twitter influyen en el modelo, por lo que el periodo histórico es
de aproximadamente una semana para el caso en el que las ventanas de tiempo
representan d́ıas. En el caso en el que la ventana de tiempo es de horas o minutos, la
cantidad de datos históricos tiene un impacto positivo en la calidad a medida que el
periodo crece, pero solo hasta un punto máximo a partir del cual la calidad comienza
a bajar. Cada vez que se agrega un dato histórico, se incrementa el ruido, y cuando
este comienza a superar la información valiosa, la calidad disminuye.
Uno de los resultados más importantes que podemos observar es que, cuando se
incluye información sobre las diferentes emociones en el modelo, la calidad se mejora
considerablemente (p ≤ 0.05). Es decir, encontramos evidencia de que una emoción
anterior está relacionada a la manera en que el usuario expresa sus emociones en una
ventana de tiempo futura. Notamos que dicha mejora existe desde que se agrega una
sola emoción más al modelo como parte de los datos históricos y sigue mejorando
cuando se agregan las tres emociones básicas estudiadas. También observamos que
al agregar información acerca del contagio emocional o menciones de otros usuarios,
existe una mejora en la calidad del modelo. Aunque esta no sea estad́ısticamente
significativa con respecto al modelo que incluye información de varias emociones,
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śı es consistente en las tres granularidades para las ventanas de tiempo analizadas.
Pensamos que la diferencia corresponde a una mejora real que podŕıa confirmarse
estad́ısticamente al hacer un estudio más enfocado en esa parte o agregando más
instancias en un estudio similar a este. De igual manera, agregar información acerca
del d́ıa de la semana tuvo una mejora en el modelo con una ventana de tiempo de
un d́ıa, y esta diferencia no se observó en los modelos en donde se utilizaban horas
o minutos debido a que es más probable que el d́ıa no cambie. Para nosotros, esto
nos invita seguir investigando el efecto de la información acerca del ambiente y su
efecto en la expresión de emociones por parte de los usuarios.
Al comparar nuestro modelo con otros parecidos, vimos que genera una calidad
mejor al momento de predecir una “transición” en las emociones. También es nece-
sario seguir investigando en este sentido para colocar el modelo más precisamente
dentro del estado del arte y sugerir mejoras más concretas.
Podemos concluir que el modelo presentado puede ser utilizado para anticipar
la intensidad emocional de los usuarios y que la utilización de diversas emociones
puede afectar en la predicción. Sin embargo, aún queda mucho por mejorar con el
fin de obtener un modelo que sea aplicable de forma práctica. Los factores externos
(noticias, lanzamientos televisivos y espectáculos, por mencionar algunos) afectan
a los usuarios y, por lo tanto, deben tomarse en cuenta. Solo consideramos un solo
factor: el nombre del d́ıa de la semana. Aún aśı, vimos una pequeña mejora, aunque
no fue significativa estad́ısticamente. Es necesario seguir investigando sus efectos en
las redes sociales.
6.3 Respuesta a las preguntas de investigación
Anteriormente en el caṕıtulo 1, enumeramos las preguntas de investigación que
se analizaron, las cuales respondemos a continuación.
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¿Cómo puede crearse un modelo de predicción de intensidad emocional de los
usuarios en una red social en ĺınea utilizando técnicas de procesamiento de
texto en español y aprendizaje máquina? Nuestro modelo toma en cuenta in-
formación proveniente del usuario, sus contactos y el entorno. Vimos que es
posible utilizar un método de aprendizaje máquina que considere esta infor-
mación para hacer una predicción de la intensidad emocional en una ventana
de tiempo futura. Esta es una forma en la que se pueden crear modelos de
este tipo; sin embargo, como mencionamos en la sección 6.6, otros modelos
matemáticos también se pueden utilizar.
• ¿Es posible utilizar mineŕıa de texto en español para este propósito? Śı es
posible; lo pudimos comprobar al crear los clasificadores automáticos.
• ¿Es posible detectar emociones básicas en redes sociales a través del análi-
sis de texto en español? Śı es posible; los clasificadores automáticos pue-
den detectar emociones básicas con precisiones por encima del 70% para
la alegŕıa, enojo y tristeza. Si bien no pudimos tener suficientes datos para
crear un clasificador para la emoción del miedo, es suficiente una de las
demás emociones para contestar afirmativamente esta pregunta.
• ¿Es posible medir la intensidad emocional de los usuarios para cada emo-
ción básica? Śı es posible; de acuerdo con nuestra definición de intensidad
emocional, vimos que es posible calcularla para cualquier usuario con la
condición de que este debe haber publicado por lo menos un comentario
como emoción. De lo contrario, dicho valor es igual a cero.
• ¿Es posible crear un modelo de predicción de intensidad emocional de los
usuarios utilizando información que procede de ellos, de sus contactos y
del medio ambiente? Śı es posible; vimos que los modelos base predicen,
llegando hasta cierto grado de calidad, la intensidad emocional; el modelo
propuesto los supera.
• ¿Es posible utilizar el modelo para predecir la intensidad emocional de los
usuarios para cada emoción básica? Śı es posible; en la experimentación
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vimos resultados favorables para la predicción de la intensidad emocional
para la siguiente ventana de tiempo.
6.4 Contribuciones
En resumen, nuestras aportaciones fueron las siguientes:
Un modelo de predicción de emociones.
La introducción del concepto de intensidad emocional.
La utilización de emociones básicas: alegŕıa, enojo, miedo y tristeza.
El considerar interdependencia de emociones para la predicción de intensidad
emocional.
La incorporación de contagio emocional a través del uso de intensidades emo-
cionales de contactos en la red social.
La creación de clasificadores automáticos de emociones.
Un repositorio de comentarios en español con etiquetas de emociones básicas.
6.5 Posibles aplicaciones
Predecir emociones en un futuro cercano permite una gran cantidad de aplica-
ciones prácticas. Por ejemplo, se ha visto que en Twitter existen patrones temporales
que se repiten semanalmente (Dodds et al., 2011). Por tanto, los d́ıas lunes y mar-
tes — en los que la felicidad es baja — se pueden plantear estrategias con el fin
de evitar un decaimiento del ánimo laboral dentro de una empresa. Esto se puede
hacer a través de una dinámica, de hacer un pequeño convivio por las mañanas,
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o de realizar alguna actividad por la tarde que favorezca el ánimo (como un show
cómico). En las redes sociales, se podŕıa utilizar esta información para crear siste-
mas de recomendación que favorezcan contenido que levante el ánimo. Las ventas
por Internet se podŕıan planear mejor al analizar los comportamientos de compra de
los usuarios bajo la influencia de ciertas emociones, como la alegŕıa o el enojo. En el
área médica, la detección de personas con problemas de bipolaridad, estrés crónico o
depresión podŕıa ayudar a brindarles una orientación y darles una asistencia dentro
de la red social con el fin de que el problema no siga creciendo. Asimismo, la de-
tección de personas que de forma consistente expresan enojo o tristeza hacia otros
usuarios podŕıan ser analizadas para clasificarse como bullies o acosadores y de esta
manera recibir alguna penalización o advertencia de parte de la red social con el fin
de modular dicho comportamiento ofensivo.
Algunas redes sociales como Facebook permiten la creación de eventos para
convocar a una reunión. En este sentido, podŕıan proponer de forma automática la
organización de un evento una vez que tenga un pronóstico para un tipo de emo-
ción futura. Por ejemplo, si se pronostica una racha de felicidad, podŕıa proponerse
una reunión para ir a pasear con amigos. En la actualidad, muchas parejas conviven
dentro de las redes sociales. A través de un modelo como este, podŕıan predecirse
conflictos futuros y tomar alguna acción correctiva antes de que sucedan. Por ejem-
plo, si uno de los dos va a estar enojado al d́ıa siguiente, podŕıa recomendarse a la
pareja enviar un mensaje agradable.
6.6 Trabajo futuro
Aún queda mucho trabajo por hacer. Al igual que las conclusiones separamos
el trabajo futuro en dos áreas: (1) clasificadores automáticos y (2) modelo.
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6.6.1 Clasificadores automáticos
Debido a que el objetivo principal es con respecto al modelo, hemos utilizado
clasificadores de emociones más sencillos. Sin embargo, seŕıa conveniente en apli-
caciones prácticas utilizar clasificadores más sofisticados de emociones que incluyan
técnicas de clasificación a partir de análisis semántico o de aplicación de conocimien-
to. Las técnicas más actuales para analizar texto incluyen la aplicación de ontoloǵıas,
ya que estas pueden representar el conocimiento humano.
En trabajos futuros podŕıamos crear una ontoloǵıa (similar a la Open Mind
Common Sense del MIT) para la detección de emociones en español. De igual ma-
nera, ayudaŕıa investigar estas técnicas desde el punto de vista de emociones básicas,
debido a que para cada emoción se podŕıan obtener redes semánticas u ontoloǵıas
independientes que ayuden a mejorar la precisión. Este tipo de observaciones apli-
can también para emociones complejas como la desesperanza. Una mejor selección
de caracteŕısticas también seŕıa de utilidad, ya que hemos utilizado todas las pala-
bras como caracteŕısticas — a excepción de un listado de palabras vaćıas que fueron
eliminadas. Si pudiéramos reducir la cantidad de estas y aumentar su calidad la cla-
sificación de comentarios, también podŕıa ser más rápida y aplicarse en tiempo real
durante la publicación de comentarios en las redes sociales.
6.6.2 Modelo
Como primera mejora, debemos investigar más a fondo la emoción del miedo:
seguir obteniendo repositorios de información que nos lo permitan, ya que no pu-
dimos hacerlo. El miedo podŕıa ser un gran modificador para las otras emociones
básicas y de esta manera se incrementaŕıa la calidad en la predicción. En este modelo,
hemos propuesto la regresión lineal como método principal con fines comparativos;
sin embargo, seŕıa conveniente investigar otras técnicas de aprendizaje máquina, co-
mo máquinas de soporte vectorial y redes neuronales — por mencionar algunas. La
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selección adecuada de caracteŕısticas también podŕıa mejorar la calidad de la predic-
ción y, por lo tanto, seŕıa conveniente hacer un análisis más exhaustivo para obtener
las caracteŕısticas más útiles para las métodos de aprendizaje máquina. Asimismo,
podŕıamos hacer una investigación del método de MoodCast y ampliarlo para que se
tomen en cuenta diferentes emociones básicas e información del usuario, y revisar si
efectivamente encontraŕıamos un mejor modelo. Este modelo puede extenderse para
predecir otras emociones complejas como los celos, la soledad o la desesperanza, e
incluso detectar patrones que indiquen alguna tendencia hacia un problema de salud
como un trastorno de bipolaridad.
Las emociones negativas juegan un papel importante para encontrar casos de
acoso en redes sociales, por lo que la presencia de estas podŕıa anticipar un ataque de
este tipo hacia algún usuario — tanto desde el punto de vista de quien lo hace como
del que lo recibe. Los sucesos externos afectan las emociones humanas; por ejemplo,
en México ocurrió un terremoto el 24 de Septiembre de 2017, el cual provocó varios
destrozos en la capital el páıs. Este suceso ha ocasionado diversas emociones, tanto
negativas (por ejemplo, tristeza) como positivas durante varios d́ıas. Por lo tanto,
incluir en el modelo un listado de los sucesos más importantes históricos seŕıa de
utilidad para predecir las emociones.
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Knowledge Base for Emotion Detection in Text Built on the Appraisal Theories,
Springer Berlin Heidelberg, Berĺın, Alemania, págs. 27–39.
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Cai, Z., B. Goertzel, C. Zhou, D. Huang, S. Ke, G. Yu y M. Jiang (2013),
✭✭OpenPsi: A novel computational affective model and its application in video
games✮✮, Engineering Applications of Artificial Intelligence, 26(1), págs. 1–12.
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Csáji, B. C. (2001), ✭✭Approximation with artificial neural networks✮✮, Faculty of
Sciences, Etvs Lornd University, Hungary, 24, pág. 48.
Dai, W., D. Han, Y. Dai y D. Xu (2015), ✭✭Emotion recognition and affective
computing on vocal social media✮✮, Information & Management, 52(7), págs. 777–
788.
Desmet, B. y V. Hoste (2013), ✭✭Emotion detection in suicide notes✮✮, Expert
Systems with Applications, 40(16), págs. 6351 – 6358.
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págs. 1029–1038.
Granger, C. W. J. y M. Hatanaka (2015), Spectral Analysis of Economic Time
Series (PSME-1), Princeton University Press, Nueva Jersey, Estados Unidos.
Granger, C. W. J. y P. Newbold (2014), Forecasting economic time series:
Economic theory, econometrics, and mathematical economics, segunda edición,
Academic Press, Inc., California, Estados Unidos.
Bibliograf́ıa 129
Grassi, M. (2009), ✭✭Developing HEO human emotions ontology✮✮, en European
Workshop on Biometrics and Identity Management, Springer, Berĺın, Alemania,
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Liu, B. (2012), ✭✭Sentiment analysis and opinion mining✮✮, Synthesis lectures on
human language technologies, 5(1), págs. 1–167.
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Institute of Technology.
Pisani, A. R., P. A. Wyman, M. Petrova, K. Schmeelk-Cone, D. B.
Goldston, Y. Xia y M. S. Gould (2013), ✭✭Emotion Regulation Difficulties,
Youth–Adult Relationships, and Suicide Attempts Among High School Students
in Underserved Communities✮✮, Journal of Youth and Adolescence, 42(6), págs.
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N. Castro-Sánchez, F. Velásquez, I. D́ıaz-Rangel, S. Suárez-Guerra,
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Tomkins, S. S. y R. Mc Carter (1964), ✭✭What and where are the primary
affects? Some evidence for a theory✮✮, Perceptual and Motor Skills, 18(1), págs.
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