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I .  INTRODUCTION 
A.  Background 
Any adequate  a n a l y s i s  of f l i g h t  d a t a  s t a t i s t i c s  from remote 
s e n s i n g  m u l t i s p e c t r a l  scanners  l e a d s  toward a computat ional  burden 
so e x t e n s i v e  f o r  repea ted  and extended scenes  of t h e  e a r t h  from o r b i t  
t h a t  we endeavor t o  adapt  o r  develop and p e r f e c t  a n  e f f e c t i v e  a l g o r i t h m  
f o r  t h e  au tomat ic  a r t i c u l a t i o n  of a scene. To b e  adequate ,  such  a method 
must bo th  b e  e f f e c t i v e ,  o r  thorough i n  t h a t  i t  a r t i c u l a t e s  a scene  
a c c u r a t e l y ,  and b e  e f f i c i e n t ,  o r  economical i n  that  i t s  computat ional  
requirements  are reasonably  w i t h i n  t h e  s t a t e - o f - t h e - a r t .  The sought  
technique  is  a non-supervised c l a s s i f i c a t i o n  and mapping technique  t o  the 
e x t e n t  t h a t  i t  should achieve  a r t i c u l a t i o n  of t h e  scene independent ly  of  
any o t h e r  in format ion  o r  t r a i n i n g  a r e a .  The i n t e r p r e t a t i o n  of t h e  v a r i o u s l y  
a r t i c u l a t e d  and cor respondingly  mapped c h a r a c t e r i s t i c s  of a scene  of 
i n t e r e s t  would b e  obvious o n l y  t o  a l i m i t e d  e x t e n t ,  and adequate  i d e n t i f i -  
c a t i o n  would l a r g e l y  r e q u i r e  comparison w i t h  ground t r u t h  informat ion  f o r  
t h e i r  complete i d e n t i f i c a t i o n .  However, t h e  advantages of be ing  a b l e  t o  
complete a u t o m a t i c a l l y  so  much of the a n a l y s i s  and a c o n s i d e r a b l e  compression 
of d a t a  should b e  obvious.  Consequently, i t  has  n o t  gone wi thout  n o t i c e  
t h a t  mappings o f ,  per  se ,  t h e  s p e c t r a l l y  dependent a r t i c u l a t i o n s  and their  
e a s i l y  fol lowed d e r i a t i v e s  may play t h e  most fundamental  r o l e  i n  any 
a n a l y s i s  f o r  change d e t e c t i o n ,  Probably t h e  r e t r i eva l  of au tomat ic  change 
d e t e c t i o n  from m u l t i s p e c t r a l  scanner d a t a  must presuppose an adequate  
1 
a lgo r i thm f o r  t h e  non-supervised au tomat ic  a r t i c u l a t i o n  of t h e  undoubtedly 
obscure  s p e c t r a l  f u n c t i o n s  of t h e  d a t a  from r e p e t i t i v e  o v e r f l i g h t s  of a 
scene  of in te res t  o r  from scene  t o  scene  as t h e  case  may be. This fo l lows  
from t h e  mentioned f u n c t i o n s  be ing  obscure  and i n c o n s t a n t  even i n  t h e  
absence of any changes i n  t h e  c h a r a c t e r i s t i c s  of i n t e r e s t  when o t h e r  condi- 
t i o n s  change. This means t h a t  the s i g n a t u r e  of an i t e m  of i n t e r e s t  may b e  
somewhat variable i n a d v e r t e n t l y ,  seemingly n e c e s s i t a t i n g  i n s a t i a b l e  demands 
:'or ground t r u t h  d a t a  i n  o r d e r  t o  r e - c a l i b r a t e  t h e  s i g n a t u r e s  b e f o r e  d a t a  
c l a s s i f i c a t i o n  can be cont inued i n  those  t echn iques  which r e q u i r e  s u p e r v i s i o n .  
Cont rar iwise ,  t h e  techniques  which w e  pursue ,  t h e  unsupervised t echn iques ,  
a d j u s t  au tomat i ca l ly  t o  any changes i n  t h e  s i g n a t u r e s .  
B.  P resent  S i t u a t i o n  
During r e c e n t  months t h e r e  has  been documented two d i f f e r e n t  
a lgo r i thms  f o r  t h e  s u b j e c t  technique:  (1) Su's'  model, c a l l e d  ' S e q u e n t i a l  
C l u s t e r i n g , "  and J a y r o e ' s  model, " S p a t i a l  and S p e c t r a l  C lus t e r ing . "  Each 
of t h e  authcrs1'2,  u s ing  samples of d a t a ,  gave s u f f i c i e n t  r e s u l t s  t o  prove 
t h a t  h i s  model s e p a r a t e l y  c o n s t i t u t e s  a major accomplishment. Each model 
works; y e t ,  t he  two models are q u i t e  d i f f e r e n t .  The re fo re ,  any immediate 
a t tempt  t o  combine t h e  two models b e f o r e  they  are f u l l y  developed and b e t t e r  
understood might be  d e l e t e r i o u s  t o  t h e i r  c o l l e c t i v e  p o t e n t i a l .  
2 
C. Opinion and Purpose 
It does not  seem prudent  a t  this t i m e  t o  f avor  one of t h e  models,  
i n  t h e i r  p re sen t  forms, over  the o t h e r  model o r  t o  dec ide  which one of them 
has t h e  b e s t  p o t e n t i a l .  Consequently,  t o  minimize comparison between t h e  
two models a t  t h i s  t i m e ,  t h i s  n o t e  w i l l  no t  f u r t h e r  review Reference 2.  
2 
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The purpose of t h i s  c r i t i c a l  review i s  t o  t r y  t o  f i n d  any p a r t s  of t h e  
model' f o r  which t h e r e  may be  a t h e o r e t i c a l  b a s i s  f o r  a r e v i s i o n  which 
might improve i t s  e f f e c t i v e n e s s  without s a c r i f i c i n g  computat ional  e f f i c i e n c y .  
The p r e s e n t  model' had t h e  b e n e f i t  of ad jus tments  a f t e r  exper ience  w i t h  d a t a .  
S i m i l a r l y ,  t h e  c o n s i d e r a b l e  f u r t h e r  r e v i s i o n  based on t h e o r e t i c a l  cons idera-  
t i o n s  given i n  t h i s  n o t e  should b e n e f i t  i f  parameter  ad jus tments  w i l l  b e  
f i n e  tuned through exper imenta t ion  wi th  d a t a .  
11. DISCUSSION 
A .  Descr ip t ion  
Anyone want ing a g e n e r a i  account of t h e  "Sequent ia i  Z i u s t e r i n g "  
model more b r i e f l y  than  i t s  developer' gave w i l l  f i n d  a v e r y  h e l p f u l  b r i e f  
coverage of i t s  p r i n c i p l e s  and o p e r a t i o n  given by Krause and F r e d e r i c k  . 
They3 i d e n t i f y  t h e  s e q u e n t i a l  v a r i a n c e  a n a l y s i s  as the key t o  S u ' s  
and they  n o t e  t h a t  i t  w a s  o r i g i n a l l y  developed by Krause, Jones ,  and 
F i s h e r  t o  d e t e c t  p e r i o d s  of s t a t i o n a r y  behavior  i n  t i m e  series. Howsoever, 
t h e  l e a s t - s q u a r e s  d e r i v a t i o n s  of t h e  s e q u e n t i a l  v a r i a n c e  formulas  based 
on modes of ch i -square  are t h o s e  which were g i v e n  by Su and Krause . 
P o s s i b l e  improvements t o  t h o s e  key formula t ions  w i l l  be  suggested i n  t h i s  





1 The s e q u e n t i a l  v a r i a n c e  a n a l y s i s  is  used i n  S u ' s  a l g o r i t h m  t o  
tes t  whether scan  l i n e  segments a r e  homogeneous and t o  test which l i n e  
segments should b e  merged i n  t h e  i n i t i a l  s p e c t r o s c o p i c  c l a s s i f i c a t i o n .  
Preprocess ing  depends on t h e  t y p e  of d a t a  and t h e  o b j e c t i v e s  of t h e  a n a l y s i s ,  
may b e  necessary  f o r  h i g h e r  accuracy.  The f i r s t  p a s s  w i t h  t h e  d a t a  
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e s t a b l i s h e s  t h e  measures of t h e  classes i n t o  which t h e  d a t a  w i l l  b e  classi-  
f i e d  on t h e  second p a s s .  I t e r a t i o n  may b e  necessary  because a f t e r  t h e  
d a t a  are  put i n t o  t h e  c l a s s e s  t h e y ,  t h e  d a t a ,  do themselves  g i v e  b e t t e r  
measures of t h e  classes than  t h o s e  measures which could b e  found i n  t h e  
f i r s t  p a s s ,  e tc .  
t h e  s e q u e n t i a l  s t a t i s t i c a l  tests should both :  (1) reduce  t h e  amount of 
Anything which can b e  done t o  i n c r e a s e  t h e  accuracy of 
I i t e r a t i v e  computation necessary  t o  g i v e  t h e  b e s t  r e s u l t s ,  and (2)  u l t i m a t e l y  
g i v e  b e t t e r  r e s u l t s .  
B .  S t a t i s t i c a l  S e q u e n t i a l  C l u s t e r i n g  
1. E s t a b l i s h i n g  New Classes 
Equation ( 2 - 4 )  of Reference 1 shows t h a t  a set  of M > 6 -
I 
r e s o l u t i o n  elements  are  cons idered  t o  be a homogeneous set  of samples from 
a new popula t ion  o r  c l a s s  when t h e  M p o i n t s ,  which r e p r e s e n t  them i n  t h e  
hyperspace f o r  K s p e c t r a l  channels ,  a r e  such t h a t  t h e  s q u a r e s  of t h e  r a t i o s  
of t h e i r  d i s t a n c e s  from t h e i r  mean and t h e  d i s t a n c e  from t h e  o r i g i n  t o  
t h e i r  mean a r e  a l l  < T , w l i e r e  T "is some t h r e s h o l d  v a l u e  t o  be  g iven ."  
No reasons  were o f f e r e d  and no d i s c u s s i o n  was given t o  show whether o r  n o t  
2 2 
- 
2 t h e  v a l u e  t o  b e  used f o r  T should depend on M. Also,  no r e a s o n s  were 
given f o r  using t h e  mean d i s t a n c e  t o  normalize t h e  d i s t a n c e s  from t h e  mean. 
The c r i t e r i o n  seems somewhat d i s c o r d a n t ,  o p p o s i t e  from what one would have 
expected;  e .g . ,  haze i n c r e a s e s  t h e  a lbedo  of t h e  atmosphere w h i l e  lowering 
t h e  ground level i l l u m i n a t i o n ,  and b o t h  e f f e c t s  reduce c o n t r a s t  i n  ground 
l e v e l  images. Y e t ,  t h e  c i t e d  c r i t e r i o n  s a y s  t h a t  when t h e  r e f l e c t e d  i l l u m i -  
n a t i o n  i s  h igh ,  then  t h e  d i f f e r e n c e  between d i f f e r e n t  classes must a l s o  b e  
h igher  i n  order  f o r  such  d i f f e r e n c e  t o  b e  accepted  as meaningful .  J 
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Ins t ead  of normal iz ing  by t h e  mean, one should normalize each 
of t h e  K components of t h e  d e v i a t i o n  from the mean by t h e  sample estimate 
of t h e  s t anda rd  d e v i a t i o n  s i n  that  same dimension, where, fo l lowing  
equa t ion  (2-1) of Reference 1, 
k 
sk i s  no t  used h e r e i n  f o r  t h e  f u r t h e r  d e r i v a -  M 112 t h e  unbiased e s t i m a t e  (-) 
t i o n s .  Then, equat ion  (2-2) of Reference 1 would be  rep laced  by 
M-1 
(2) 
Besides  d e l e t i n g  t h e  denominator i n  equat ion  ( 2 - 4 )  i n  Reference 1 
t h e r e  i s  a f u r t h e r  cons ide ra t ion  of t h e  r e l a t i o n  between T2 and M - > 6. 
Because t h e  coord ina te s  x are p r o p o r t i o n a l  t o  spectral  r a d i a n t  i n t e n s i t y  
i n  channel  k (see page 2-4 of Reference 1) they  can have only p o s i t i v e  
k i  
v a l u e s  and t h e r e f o r e  cannot q u i t e  have normal d i s t r i b u t i o n s .  Neve r the l e s s ,  
from a h y p o t h e t i c a l  s p h e r i c a l  j o i n t  normal d i s t r i b u t i o n  i n  t h e  K dimensions 
one can approximate roughly t h e  r e l a t i o n  which one might reasonably  expec t  
between T and M .  F i r s t ,  cons ide r  t h e  c a s e  where t h e  popu la t ion  mean p 
and v a r i a n c e  cs , per  dimension, a r e  known o r  where M is  l a r g e  enough f o r  
2 
2 
t h e i r  a c c u r a t e  de t e rmina t ion .  Then, f o r  a K-dimensional s p h e r i c a l  d i s t r i -  
b u t i o n  (meaning zero  cova r i ances ) ,  t h e  r a t i o  of t h e  square  of t h e  r e s u l t a n t  
d i s t a n c e  d from t h e  mean and the va r i ance  0 per  dimension has  a ch i -  
2 2 
squa re  d i s t r i b u t i o n  wi th  K degrees  of freedom; t h e  expected v a l u e  i s  K. 
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2 L e t  P be t h e  r i g h t  s i d e  a r e a  f o r  x 
p r o b a b i l i t y  is 1 - P t h a t  
; i . e . ,  f o r  a n  i n d i v i d u a l  sample t h e  
P 
a 2 2  /a 2 xp 2 
( 3 )  
For t h e  set  of M s a m p l e s ,  from t h e  h y p o t h e t i c a l  s p h e r i c a l  d i s t r i b u t i o n ,  
(where one tests t h e  h y p o t h e s i s  t h a t  t h e  c o n s e c u t i v e  samples are  random 
observa t ions  of t h e  same popula t ion)  the p r o b a b i l i t y  P t h a t  n o t  any of them 
f a i l  t o  s a t i s f y  e q u a t i o n  ( 3 )  i s  
0 
M 
P = ( l - P )  . 
0 
I f  one or  more of them f a i l  i n a d v e r t e n t l y  t o  s a t i s f y  e q u a t i o n  ( 3 ) ,  t h e n  
t h e  f i r s t  sample is  d i s c a r d e d ,  t h e  p r o b a b i l i t y  P1 f o r  which i s  
P , = I - ( l - P )  M . 
( 4 )  
(5) 
However, because each d i s c a r d e d  sample i s  r e p l a c e d  w i t h  a n o t h e r  sample, 
one f i n d s  e s s e n t i a l l y  t h a t  each sample h a s  t h e  same p r o b a b i l i t y  of be ing  
d i s c a r d e d ;  t h a t  P i n  equat ion  (5) is  a l s o  t h e  f r a c t i o n  of samples which 
are d iscarded .  When PM is  numer ica l ly  much smaller t h a n  u n i t y ,  t h e n  t h e  
r i g h t  s i d e  of equat ion  (5) i s  approximated v e r y  w e l l  by PM, g i v i n g  f o r  
t h e  area ( r i g h t  s i d e )  index  P i n  e q u a t i o n  (3 )  
1 
P ?J - P1/M 
6 
Consider now another  case  of a h y p o t h e t i c a l  d i s t r i b u t i o n  which 
is  known t o  b e  normal i n  K s t a t i s t i c a l l y  independent dimensions.  L e t  i t  
b e  j u s t  c o i n c i d e n t a l  t h a t  t h e  d i s t r i b u t i o n  is  s p h e r i c a l ,  and l e t  t h e  coor- 
d i n a t e  means and v a r i a n c e s  be  est imated from M random samples.  One wants ,  
t hen ,  t o  e s t a b l i s h  p o p u l a t i o n  p r o b a b i l i t i e s  f o r  Ax , t h e  s q u a r e  of t h e  2 
displacement  from the c e n t r o i d  of t h e  M samples when i t s  sample v a l u e s  
Ax are  g iven  by equat ion  ( 2 ) .  It was g iven  t h a t  x i s  normally d i s t r i b u t e d  




k *  k 
2 K 2  Ax = C rk 
k = l  
where 
x - x  k k  
k 
r =  k S 
(7) 
The v a r i a b l e  r i n  e q u a t i o n s  ( 7 )  and (8) has  a one-dimensional r d i s t r i b u t i o n  
w i t h  M - 2 degrees  of freedom, f o r  which t a b l e s  are g iven  i n  Reference 6 .  
With summations f o r  t h e  M samples one f i n d s  f o r  rk t h a t  t h e  sample estimates 
of t h e  mean and v a r i a n c e  are  zero  and u n i t y ,  r e s p e c t i v e l y .  The t a b l e  of 
a r e a s  of Ir I show, f o r  example, t h a t  t h e  99 p e r c e n t i l e  of Ir 
i n c r e a s i n g  f u n c t i o n  of M ,  g i v i n g ,  t o  t h e  l i m i t  of t h e  t a b l e ,  
k 
i s  a n  k kl 
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The same p e r c e n t i l e  f o r  t h e  s t a n d a r d  normal d i s t r i b u t i o n  i s  2.576. The 
parameter r2  w i l l  b e  used i n  t h e  d e r i v a t i o n s  i n  S e c t i o n  11. C.  f o r  t h e  sum 
of F parameters, but  i n  t h e  p r e s e n t  s e c t i o n  one w i l l  n o t  t r y  t o  develope 
t h e  d i s t r i b u t i o n  of Ax i n  e q u a t i o n  ( 7 )  as a K-dimensional F d i s t r i b u t i o n ;  
i n s t e a d ,  one approximates (x - x k ) / s k  by a normal v a r i a b l e  (xk - uk)/ak 
and hopes t h a t  agreement is h u f f i c i e n t  t o  suppor t  t h e  approximation t h a t  
each of t h e  k v a r i a b l e s  r i n  equat ion  (7)  i s  normally d i s t r i b u t e d  w i t h  z e r o  
mean and u n i t  v a r i a n c e .  This  i s  more p a r t i c u l a r l y  tempting because t h e  
approximation i s  used only  t o  suppor t  the x2 d i s t r i b u t i o n  Ax2 i n  e q u a t i o n  ( 7 ) .  
So f a r  as one can assume t h a t  t h e  d a t a  i n  any of t h e  k channels  i s  s ta t i s t i -  
c a l l y  independent of t h e  d a t a  i n  any o t h e r  channel ,  i t  fo l lows  t h a t  t h e  
d i s t a n c e  square  Ax i n  e q u a t i o n  (7) (normalized f o r  i n d i v i d u a l  components 
as i n  equat ion  (8) ) is  x d i s t r i b u t e d  w i t h  K degrees  of freedom. Because,  
i n  t h i s  example, approximately t h e  same v a l u e  w a s  found f o r  t h e  v a r i a n c e  
i n  any channel i t  fo l lows  t h a t  Ax i n  e q u a t i o n  (7)  is  t h e  same r a t i o  as 
i n  equat ion  ( 3 ) ;  then  equat ions  (3) through (6) apply  i n  t h i s  case a l s o .  
More r igorous  tes ts  a re  developed i n  S e c t i o n  11. C .  c o n s i d e r i n g  c o r r e l a t i o n ,  








The examples j u s t  cons idered  are u n n e c e s s a r i l y  r e s t r i c t i v e ;  i t  
2 2 still fol lows t h a t  Ax i n  equat ion  ( 7 )  h a s  t h e  x d i s t r i b u t i o n  w i t h  K d e g r e e s  
of freedom r e g a r d l e s s  of whether o r  n o t  the v a r i a n c e s  i n  t h e  d i f f e r e n t  
channels  are q u i t e  d i f f e r e n t .  This  fo l lows  because t h e  r d i s t r i b u t i o n  f o r  
t h e  r i n  equat ions (7)  and (8) i s  independent of t h e  mean and v a r i a n c e  of k 
any x It is a n t i c i p a t e d  t h a t  t h e  e x t e n t  t o  which t h e  m u l t i s p e c t r a l  scanner  




j u s t  g iven .  One does a n t i c i p a t e ,  though, t h a t  non-vanishing cross-channel 
c o r r e l a t i o n  may have a p r a c t i c a l  e f f e c t  i n  t h a t  t h e  number of degrees  of 
freedom i n  t h e  x2 d i s t r i b u t i o n  of Ax i n  euqa t ion  ( 7 )  may b e  e f f e c t i v e l y  2 
somewhat less than  K. Otherwise,  i n s t e a d  of the equa t ion  ( 2 - 4 )  i n  
Reference  1, one would r e q u i r e  a l l  t he  Ax c a l c u l a t e d  f o r  t h e  set  of M i 
samples by equat ion  (2) t o  s a t i s f y  t h e  fo l lowing  c r i t e r i o n ,  w i th  K deg rees  
of freedom f o r  x : 2 
2 2 
Ax f ' '(P,/M) 
2 
vhere  (P1/M) is t h e  r i g h t  s i d e  area f o r  x 
of samples which one i s  w i l l i n g  t o  d i s c a r d  i n a d v e r t e n t l y  b e f o r e  dec id ing  
and P1 is t h e  ave rage  f r a c t i o n  
t h a t  a 
K i s  4 
of the 
homogeneous popu la t ion  i s  being sampled (new c l a s s ) .  For example, i f  
and M is  6 ,  and i f  one p r e f e r s  no t  t o  d i s c a r d  more than  s i x  pe rcen t  
samples  when they  are homogeneous, t hen  a l l  of t h e  Axi 2 must be  less 
than  1 3 . 3 ;  t h e  average  o r  expected va lue  would b e  K o r  4 and t h e  mode o r  
most f r e q u e n t l y  occur r ing  v a l u e  would b e  K - 2 o r  2. 
The f r a c t i o n  of i nadve r t en t  r e j e c t s  P i n  equa t ions  (5),  ( 6 ) ,  1 
and (10) is one type  of r i s k ,  s ay  "producer 's  r i s k . "  There is a l s o  a 
"consumer's r i s k , "  t h e  f r a c t i o n  P 
b u t  which are i n a d v e r t e n t l y  included i n  a new c l a s s .  
P1, P2, and M are approximately r e l a t e d  n o t  on ly  by 
of samples which should have been r e j e c t e d  2 
The t h r e e  parameters 
9 
which fo l lows  from equat ions  ( 6 )  and ( l o ) ,  b u t  a l s o  by 
which fo l lows  from geomet r i ca l  c o n s i d e r a t i o n s  of ne ighbor ing  popu la t ions .  
O p e r a t i o n a l l y ,  though, one should i g n o r e  P should  cons ide r  e m p i r i c a l l y  
a parameter 0 as a f u n c t i o n  of t h e  two independent parameters  M and P where 1' 
0 is  a j u d i c i o u s  measure of the q u a l i t y  and computa t iona l  e f f i c i e n c y  of the 
a n a l y s i s .  
2; 
I d e a l l y  one would l i k e  t o  have iso-0 contour  cu rves  p l o t t e d  on 
a graph of M v e r s u s  P 
d a t a .  
which would b e  genera ted  by p r a c t i c e  w i t h  t y p i c a l  1 
The r e s u l t s  would b e  used t o  p e r f e c t  t h e  model expressed  by equa t ion  
(10) 
2.  Merging Excessive Classes 
When t h e  number of e s t a b l i s h e d  c l a s s e s  exceeds t h e  p r e s c r i b e d  
I 
maximum a l lowable  number W i t  i s  necessa ry  t o  combine t h e  two classes 
which are  most  s i m i l a r .  Reference 1 used t h e  Euc l id i an  d i s t a n c e  between 
m a x  
t h e  means of two classes as t h e  measure of s i m i l a r i t y  for t h i s  purpose.  
I n s t e a d ,  i t  is more p e r t i n e n t  and almost as easy  t o  u s e  a d i s t a n c e  measure 
i n  which d i f f e r e n c e  between t h e  means i n  each of t h e  K s p e c t r a l  dimensions 
i s  normalized by t h e  two-class estimate of i t s  s t anda rd  d e v i a t i o n .  One 
shou ld ,  by assuming s t a t i s t i c a l  independence between c lass  i and c l a s s  j ,  
r e p l a c e  equat ion  (2-8) of Reference 1 by 
10 
3 2 
S L  
+ - i , k  2 
i , j , k  m m 
S 
j ,k - where s 
i j 
i s  t h e  v a r i a n c e  i n  dimension k f o r  the m samples i n  c lass  i and 2. 
i , k  i 
where s 
2 s is t h e  v a r i a n c e  i n  dimension k f o r  t h e  m samples i n  class j .  One 
can test  t h e  hypothes is  t h a t  the popula t ions  which t h e  two classes r e p r e s e n t  
a r e  n o t  d i f f e r e n t  beyond some leve l  of s i g n i f i c a n c e  o r  p r o b a b i l i t y  P . 
t o  t h e  e x t e n t  t h a t  t h e  normalized d i f f e r e n c e s  i n  euqat ion  (13) are  approxi-  
j , k  j 
Then, 
C 
mately normally d i s t r i b u t e d  w i t h  zero mean and v a r i a n c e  one,  and t o  t h e  
f u r t h e r  e x t e n t  t h a t  t h e  components i n  the K d i f f e r e n t  dimensions are 
rn L s t a t i s t i c a l l y  indepedent ,  t h e  squared d i f f e r e n c e  D from e q u a t i o n  (13) h a s  
i , j  
.-I 
a x L  d i s t r i b u t i o n  wi th  K degrees  of freedom; i . e . ,  t h e  p r o b a b i l i t y  i s  
Pc t h a t  
For example, K i s  4 f o r  a m u l t i s p e c t r a l  scanner  w i t h  f o u r  s p e c t r a l  channels ;  
t h e n ,  wi thout  i n t e r c h a n n e l  c o r r e l a t i o n ,  i t  f o l l o w s  by e q u a t i o n  (14)  t h a t  
t h e  expected v a l u e  of D2 
p e r c e n t  chance t h a t  D2 
10  percent  chance t h a t  i t  would b e  l a r g e r  t h a n  7.78.  
from equat ion (13) is 4 ,  t h e r e  is  only  a 10 
would be as s m a l l  as 1 .06 ,  and t h e r e  i s  even a 
i ,j 
i , j  
3 .  C l a s s i f y i n g  New Samples I n t o  E s t a b l i s h e d  Classes 
a.  Tests Being Used 
I n  t h e  s t a t i s t i c a l  s e q u e n t i a l  c l u s t e r i n g  method which is  
used i n  Reference 1 each new sample is checked ( t o  see t o  which one,  i f  
any,  of t h e  e s t a b l i s h e d  classes i t  should belong) by a series of two tests. 
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The f i r s t  test i s  a s e q u e n t i a l  t es t  of t h e  v a r i a n c e ,  t o  restrict  i t s  i n c r e a s e  
o r  d e c r e a s e .  
by t h e  s e q u e n t i a l  v a r i a n c e  t e s t ,  t h e  second t e s t  a s s i g n s  t h e  sample t o  t h e  
c l a s s  f o r  which t h e  normalized d i s t a n c e  from t h e  mean i s  t h e  l eas t .  
less of o ther  changes which seem t o  b e  needed,  r e v e r s i n g  t h e  o r d e r  of two 
such tests would seem t o  b e  an improvement. When t h e  a p r i o r i  assumption i s  
t h a t  t h e  d i f f e r e n t  classes r e p r e s e n t  p o p u l a t i o n s  which may have e q u a l l y  
l i k e l y  membership, t h e n ,  one might tes t  t o  see which classes, i f  any,  are 
such t h a t  t h e  normalized d i s t a n c e s  from t h e  new sample t o  t h e  means of 
t h e  classes have r e a s o n a b l e  v a l u e s .  Then, i n s t e a d  of choosing t h e  smallest 
one of t h o s e  v a l u e s ,  one might p r e f e r  t o  c o n s i d e r ,  s a y ,  the smallest t h r e e  
v a l u e s  and use e i t h e r  a s e q u e n t i a l  v a r i a n c e  t e s t  o r  a s e q u e n t i a l  mean t e s t  
t o  f i n d  which one  of t h e  t h r e e  classes would most n e a r l y  c o n t i n u e  i t s  
sequence i n  t h e  way which i s  i n  b e s t  agreement w i t h  t h e  p a r t i c u l a r  o r d e r  of 
t h e  compilat ion of t h e  class.  
Among t h e  classes which a re  compatible  w i t h  t h e  new sample 
Regard- 
b.  Mean Versus Mode E s t i m a t o r s  
1 I n  h i s  s e q u e n t i a l  v a r i a n c e  t e s t ,  Su cont inued  as Su and 
5 2 Krause had done by,  beginning w i t h  e q u a t i o n  (2-15), u s i n g  t h e  mode of x 
("most probable  value") i n s t e a d  of t h e  mean (expected v a l u e ) ;  t h u s ,  t h e  
f a c t o r  (m 
i n  equat ions  (5) and (7) of Reference 5 is s p u r i o u s  and undoubtedly must 
b i a s  t h e  r e s u l t  c o n s i d e r a b l y .  Also, i f  t h e  mean had been used i n s t e a d  of 
t h e  mode, then t h e  sequence (see equat ions  (2-15), (2-17), and (2-18) of 
Reference 1) could have s t a r t e d  w i t h  the second sample i n s t e a d  of t h e  f o u r t h .  
- 3)/(mi - 1 )  i n  equat ions  (2-16) and (2-18) of Reference 1 and i 
12 
c .  Variance Versus Standard Devia t ion  
Another d i sc repancy  of unknown consequence i n  t h e  
5 s e q u e n t i a l  v a r i a n c e  t es t  i n  Reference 1 w a s  cont inued as Su and Krause 
had p rev ious ly  done by assuming t h a t  an a p p r o p r i a t e  e s t ima to r  f o r  s t anda rd  
d e v i a t i o n  i s  t h e  squa re  r o o t  of t h e  corresponding e s t ima to r  f o r  v a r i a n c e .  
This  may b e  a reason  f o r  t h e i r  having used t h e  mode i n s t e a d  of t h e  mean 
as a b a s i s  f o r  t h e  s e q u e n t i a l  a n a l y s i s .  Howsoever, equa t ion  (2-14) i n  
Reference 1 is  a c o r r e c t  beginning f o r  t h e  d e r i v a t i o n  of a s e q u e n t i a l  
v a r i a n c e  test: 
2 2 m s  x = -  2 
(3 
(15) 
where m is  t h e  number of samples  i n  a class be ing  checked, i nc lud ing  t h e  
p r o s p e c t i v e  member as t h e  l a s t  member where t h e  sequence of compi la t ion  is 
p rese rved ,  and where some s u b s c r i p t s  f o r  channel  number k ,  e t c .  are 
t empora r i ly  dropped f o r  b r e v i t y .  Ins tead  of equa t ion  (2-15), t h e  mean of 
x of m - 1 degrees  of freedom i s  2 
2 E I x ]  = m - 1  
2 
j 
and, i n s t e a d  of equa t ion  (2-16), t h e  mean of s i s ,  by equa t ions  (15) and 
(16) , 
- 
s~ = [y] 0 2 f o r  j = 2 ,  3 ,  ..., m . 
J 
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d .  Normalizat ion:  Standard Devia t ion  Versus Mean 
2 
L e t  CT b e  t h e  s t a n d a r d  d e v i a t i o n  of s - t h e n ,  by Reference 6 ,  
S 2 j '  
j i t  i s  
The ques t ion  a t  t h i s  p o i n t  i s  whether ,  i n  t h e  least  s q u a r e s  summation as i n  
equat ion  (2-17) of Reference 1, the d e v i a t i o n s  from t h e  mean should b e  
normalized or n o t ,  and i f  s o ,  wi th  what? I n  References 1 and 5 t h e  devia-  
t i o n s  from t h e  mean were normalized by t h e  mean, i n  e q u a t i o n  (2-17) 
s i m i l a r l y  as i n  equat ion  ( 2 - 4 )  of Reference 1. It seems necessary  t o  
normalize t h e  d i f f e r e n c e s  by t h e  s t a n d a r d  d e v i a t i o n  i n  e q u a t i o n  (18) s o  
t h a t  t h e  l e a s t  s q u a r e s  d e t e r m i n a t i o n  is  n o t  dominated by a few of t h e  most 
u n c e r t a i n  va lues .  Then equat ion  (2-17) i n  Reference 1 should be  r e p l a c e d  by 
z 
Then, where U' i s  t h e  s e q u e n t i a l  e s t i m a t o r  of 0 
v a n i s h ,  equat ion  (2-18) of Reference 1 should be r e p l a c e d  by 
which makes equat ion  (20) 
14 
e. The F D i s t r i b u t i o n  Versus Chi-square 
5 2 Su and Krause gave t h e  same d i s t r i b u t i o n ,  x with  m - 1 
2 2  d e g r e e s  of freedom, f o r  m s 2 / i 2  a s  they had c o r r e c t l y  g iven  f o r  m s /a , 
and Reference 1 cont inued that presumption i n  i t s  e q u a t i o n  (2-19). It 
would be d i f f i c u l t  t o  e s t a b l i s h  the d i s t r i b u t i o n  of 0 i n  e q u a t i o n  (21) ^2 
from b a s i c  p r i n c i p l e s .  That s e q u e n t i a l  e s t i m a t o r  of t h e  v a r i a n c e  i s  t h e  
r a t i o  of t h e  sums of two series, b u t  the corresponding terms i n  t h e  two 
series n o t  only are n o t  s t a t i s t i c a l l y  independent of each o t h e r  b u t  a l s o  
U L -  n n t  I."- c t a t i ~ t i r a l l y  Y I V I A  c+uu...... i nAononr l en t  ".-r-""' of preceding te rms ,  r e l a t i o n s  2re 
^2 2 very  involved;  however, i t  s e e m s  l i k e l y  t h a t  t h e  d i s t r i b u t i o n  of m a /a 
might n o t  b e  a p p r e c i a b l y  d i f f e r e n t  from t h a t  of m s  /a . Then, a l though 2 2  
2 
i t  f o l l o w s  from t h e  normal assumption f o r  x t h a t  m s2/a2 h a s  a x d i s t r i -  
b u t i o n  w i t h  m - 1 degrees  of freedom i t  reasonably  can  b e  suspec ted  t h a t  
^2  2 2 
m a /a may have a l s o  approximately the x d i s t r i b u t i o n  w i t h  m -1 degrees  
2 ^2 of freedom. Therefore ,  t h e i r  r a t i o  s /a probably could have n e a r l y  a n  
F d i s t r i b u t i o n  w i t h  m - 1 and m - 1 degrees  of freedom o r  n o t ,  depending 
on whether t h e  c o r r e l a t i o n  is low enough. Therefore ,  w h i l e  t h e  c o r r e l a t i o n  
h a s  n o t  been e v a l u a t e d  e i t h e r  t h e o r e t i c a l l y  o r  by Monte Carlo experiment ,  
t h e  d i s t r i b u t i o n  of t h e  r a t i o  i s  q u i t e  p r o b l e m a t i c a l ,  and u s i n g  t h e  ch i -  
s q u a r e  l i m i t s  i n  e q u a t i o n s  (2-19) and (2-20) of Reference 1 (and i n  e q u a t i o n  
(8) of Reference 5) is  q u i t e  a r b i t r a r y  and i s  n o t  known t o  re la te  t o  t h e  
s t a t e d  percentage  of  s i g n i f i c a n c e .  Some f u r t h e r  a n a l y s i s  t o  i l l u s t r a t e  
t h e  n a t u r e  of s e q u e n t i a l  tes ts  is given i n  S e c t i o n  11. B. 4 .  h e r e i n .  
1 5  
f .  Replacing Seve ra l  Tests wi th  S i m i l a r  Tests  
I t  w i l l  be  shown i n  Sec t ion  11. B .  4 .  t h a t  t h e  kind of 
t h e  c lass ,  which are cons idered  t o  be  random obse rva t ions  x from a homo- 
geneous normal popu la t ion  of obse rva t ions  of a c h a r a c t e r i s t i c  scene  i n  a 
j 
I given  s p e c t r a l  channel ,  t h e  maximum l i k e l i h o o d  e s t i m a t o r  x f o r  t h e  unknown 
s e q u e n t i a l  t e s t  which i s  used i n  Reference 1 ( t o  g i v e  a l eas t - squa res  
e s t ima to r  of t h e  va r i ance )  g ives  an e s t i m a t o r  which d i f f e r s  from t h e  one 
commonly used, t h e  maximum l i k e l i h o o d  e s t i m a t o r ,  i n  t h a t  t h e  weight g iven  
t o  a member of a given sequence depends on i ts  p o s i t i o n  i n  the sequence. 
I n  looking  f o r  ways t o  reduce t h e  burden of computat ions,  which sometimes 
i n c r e a s e  as re f inements  a r e  added, i t  w i l l  be shown i n  Sec t ion  11. B .  4 .  t h a t  
i t  is prudent: t e n t a t i v e l y  t o  abandon s e q u e n t i a l  tes ts ,  f o r  t h e i r  u s e  is  n o t  
l i k e l y  t o  be a reason  f o r  t h e  e f f e c t i v e n e s s  of t h e  method which has  been 
demonstrated i n  Reference 1. It seems l i k e l y ,  t o o ,  t h a t  t h e  number of tests 
should be reduced. Ins tead  of having two separate tests t o  c l a s s i f y  a new 
sample ,  a s e q u e n t i a l  tes t  of t h e  v a r i a n c e  and a non-sequent ia l  test of t h e  
mean ( c a l l e d  x - t e s t  and N - t e s t  i n  Reference 1) , it seems p r e f e r a b l e  t o  2 
replace those two tests wi th  one non-sequent ia l  t es t  of t h e  d e v i a t i o n  from 
t h e  populat ion mean. This  test w i l l  be  developed i n  S e c t i o n  11. C. from 
s t u d e n t ’ s  t d i s t r i b u t i o n .  Reasons why t h e  same t e s t ,  o r  a s i m i l a r  one ,  
should a l s o  b e  used no t  on ly  t o  r e p l a c e  t h e  one t o  e s t a b l i s h  new c l a s s e s  
b u t  a l s o  t o  r e p l a c e  t h e  one t o  merge excess ive  c l a s s e s  w i l l  a l s o  be given 
i n  Sec t ion  11. D.  
4 ,  N a t u r e  of Least-Squares Sequen t i a l  Tests 
I n  a c l a s s  of m samples,  i nc lud ing  t h e  p r o s p e c t i v e  member of 
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x - ( l / m )  C x . 
j 
Equation (22) shows that i s  a random v a r i a b l e ,  a f u n c t i o n  of t h e  random 
o b s e r v a t i o n s  x 
m. 
where 0 is  the unknown s t anda rd  d e v i a t i o n  of the popu la t ion  x being  sampled. 
The sum F of t h e  squa res  of the normalized d i f f e r e n c e s  between x 
wi th  a v a l u e  x f o r  each  s e r i a l l y - i n c r e a s i n g  sub-set  j of 
j ’  j 
The expected v a l u e  and s t anda rd  d e v i a t i o n  of x are  1-1 and ci/fi,  r e s p e c t i v e l ,  ., 
j 
and u is  
j 
f o r  which t h e  p a r t i a l  d e r i v a t i v e  wi th  r e s p e c t  t o  1-1 is  
h 
L e t  1-1 be t h e  s e q u e n t i a l  e s t i m a t o r  of 1-1 such t h a t  i t s  v a l u e  f o r  1-1 makes 
equa t ion  (24) van i sh ;  then  
* m m 
1-1 = c jX j /  c j 
j =1 j =1 
x + (x +x ) + (x +x +x ) + ... + (x +x +...+ x ) - 1 1 2  1 2 3  1 2  m 
(23) 
1 7  
x + 2x + 3xm-2 + ... + mxl 
m m-1  = 
m 
j=1 
I j  
Because of t h e  s t a t i s t i c a l  independence of t h e  o b s e r v a t i o n s ,  i t  fo l lows  
from equat ion (26) t h a t  t h e  mean of p i s  t h e  popu la t ion  mean 1-1 and t h a t  





= 2(2m + 1) CI /3m(m + 1) . 
A - 
Thus,  x and u , t h e  two e s t i m a t o r s  of Ll, have t h e  same mean, and t h e  r a t i o  
of t h e i r  va r i ances  i s  
which inc reases  a sympto t i ca l ly  from one toward 4 / 3  as m i n c r e a s e s  from 
one. I n  cons ider ing  1-1 i n  equa t ion  (26) as a random v a r i a b l e ,  one does,  
A 
of cour se ,  imply t h a t  t h e  s p e c i f i c  obse rva t ions  x 
not-yet-made obse rva t ions ,  t h a t  they  are  a set  of s t a t i s t i c a l l y  independent 
normal v a r i a b l e s ,  each wi th  t h e  same mean p and v a r i a n c e  0 . Thus, bo th  
x i n  equat ion  (22) and 1-1 i n  equa t ion  ( 2 6 )  are l i n e a r  f u n c t i o n s  of t h e  same 
set  of s t a t i s t i c a l l y  independent normal v a r i a b l e s ,  so  they  a re  a l s o  both  




normal and somewhat c o r r e l a t e d .  
A 
The c o r r e l a t i o n  c o e f f i c i e n t  p of x and 1-1 i s  r e l a t e d  t o  t h e  
cova r i ance  A ,  i nvo lv ing  expected v a l u e s  E [  3 ,  by 
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2 2 
= E[(x-U) ]/m = u /m (30 )  
(31) 
Then, by equa t ions  (27 ) ,  (30 ) ,  and ( 3 1 ) ,  i t  fo l lows  t h a t  t h e  c o r r e l a t i o n  
c o e f f i c i e n t  p i n  equat ion  (29) is 
P =  
which d e  reased  from a maximum va lue  one t o  an asymtot ic  
i n c r e a s e s  from one. 
(32)  
a l u e  0.87 as m 
No way is  evident  whereby t h e s e  r e s u l t s  f o r  could be  used t o  
c o n s t r u c t  a c r i t e r i o n  f o r  c l a s s i f i c a t i o n .  The purpose which i s  se rved ,  
i n s t e a d ,  i s  h e u r i s t i c ,  t o  examine an e s t ima to r  which i s  s imple  enough f o r  
i t s  p r o p e r t i e s  t o  be  shown and which belongs t o  t h e  l ea s t - squa res - sequen t i a l  
f ami ly  i n  which G2 i n  equat ion  (21) i s  too  d i f f i c u l t  t o  ana lyze  very  w e l l .  
Equat ion (26) shows t h a t  I-r i nvo lves  weigh- t h e  members of t h e  c l a s s  i n  an 
A 
a r i t h m e t i c  p rogres s ion  from t h e  las t  t o  t h e  f i r s t ,  and i s  t h e r e f o r e  very  
i n s e n s i t i v e  t o  t h e  l a s t  member o r  p rospec t ive  member. It i s  d i f f i c u l t  t o  
19 
s e e  what advantage,  i f  any,  t h i s  might have. Ac tua l ly  t h e  mean and v a r i a n c e  
of and t h e  c o r r e l a t i o n  between p and x a r e  a l l  i n v a r i a n t  t o  r e v e r s i n g  
h A - 
t h e  o r d e r  of t h e  weight ingprogress ion .  The c o r r e l a t i o n  0.87 by equa t ion  
(32) i s  even h igher  than one might have guessed:  i t  probably i s  a good 
i n d i c a t i o n  t h a t  a l l  such e s t i m a t o r s  may b e  h i g h l y  c o r r e l a t e d  w i t h  t h e i r  
corresponding unbiased o r  maximum l i k e l i h o o d  c o u n t e r p a r t s .  I f  s o ,  t hen  
both  t h e  F d i s t r i b u t i o n  d i scussed  i n  Sec t ion  11. B.  3. e. and t h e  x d i s t r i -  2 
b u t i o n ,  which w a s  used ,  are q u i t e  i n a p p r o p r i a t e  f o r  equa t ions  (2-19) and 
(2-20) of Reference 1 and f o r  equat ion  (8) of r e f e r e n c e  5. 
C .  C l a s s i f i c a t i o n  With F D i s t r i b u t i o n s  
1. F D i s t r i b u t i o n s  f o r  Each Channel 
Because t h e  a n a l y s i s  so  f a r  i n  t h i s  n o t e  shows that  t h e  
techniques  which were used i n  Reference 1 t o  c l a s s i f y  a new sample,  t o  
d e c i d e  whether o r  n o t  i t  should be  pu t  i n  an e s t a b l i s h e d  c lass ,  are s e r i o u s l y  
d e f i c i e n t  of any f i r m  s t a t i s t i c a l  theory  b a s i s ,  one now r e t u r n s  t o  develope 
f u r t h e r  t h e  technique of equa t ions  ( 7 )  and (8) of S e c t i o n  11. B .  1. i n  
o rde r  t o  have not  on ly  a v a l i d  test  which w i l l  s e r v e  t o  d e c i d e  t h e  a d d i t i o n  
of subsequent members bu t  a l s o  a similar test t o  e s t a b l i s h  a new c l a s s .  
Af t e r  t h e  formula t ion  has  been developed i n  t h i s  s e c t i o n  f o r  zero  c o r r e l a -  
t i o n  between channels ,  i t  w i l l  be r e v i s e d  i n  Sec t ion  11. C. 3 .  f o r  c o r r e l a t i o n .  
The expedient  by which t h e  same tes t ,  o r  a similar t es t ,  can 
be  used both  f o r  e s t a b l i s h i n g  a class and f o r  dec id ing  f u r t h e r  membership 
i n  t h e  calss is as fo l lows :  (1) a c l a s s  w i th  m members i n f e r s  a popu la t ion  
f o r  which Ax i n  equat ion  (7) has  a consequent d i s t r i b u t i o n  wi th  l i m i t s  2 
which t h e  p rospec t ive  next  member i s  r e q u i r e d  t o  s a t i s f y ,  bu t  (2) i n  checking 
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f o r  a new class  each of t h e  M p r o s p e c t i v e  members i s  checked a g a i n s t  
p o s s i b l y  o t h e r  l i m i t s  f o r  t h e  same d i s t r i b u t i o n  which they c o l l e c t i v e l y  
i n f e r  f o r  a f u r t h e r  p r o s p e c t i v e  member.  Thus, t h e  two tests a re  d i f f e r e n t  
only because on t h e  one hand t h e  v a r i a n c e  of x - x i n  equat ion  (8) is  
d i f f e r e n t  because x and 
of x t o  a c lass  f o r  which t h e  mean has a l r e a d y  been a s s e s s e d  as x and on 
t h e  o t h e r  hand t h e  two tests may be  d i f f e r e n t  because d i f f e r e n t  f i d u c i a l  
l i m i t s  may b e  used f o r  dec id ing  t o  accept  t h e  hypothes is  be ing  t e s t e d .  
- 
are s t a t i s t i c a l l y  independent on ly  f o r  assignment 
The procedure which w i l l  b e  followed i n  t h e  d e r i v a t i o n  is  t h a c  
2 r i n  equat ion  (7) i s  p r o p o r t i o n a l  t o  a v a r i a b l e  which has  an F d i s t r i b u t i o n ,  
e tc .  
The v a r i a n c e  of the numerator i n  e q u a t i o n  (8) i s  
where t h e  minus s i g n  is  used i n  t e s t i n g  f o r  a new class  and the p l u s  s i g n  
i s  used i n  t e s t i n g  a new sample f o r  membership i n  an e s t a b l i s h e d  c lass .  So, 
when t h e  numerator of equat ion  (8) is normalized w i t h  i t s  s t a n d a r d  d e v i a t i o n  
i t s  s q u a r e  has  a x 2  d i s t r i b u t i o n  wi th  one d e g r e e  of freedom. 
s q u a r e  of t h e  denominator t i m e  m/a 
of freedom. 
own d e g r e e s  of freedom has  an F d i s t r i b u t i o n  w i t h  1 and m - 1 d e g r e e s  of 
freedom; i . e . ,  
Also,  t h e  
2 2 has  a x d i s t r i b u t i o n  w i t h  m - 1 d e g r e e s  
The r a t i o  of t h o s e  two x 2  v a r i a b l e s  w i t h  each d i v i d e d  by i t s  
2 1  
= F ( 1 ,  m-l) ,  
where t h e  mean and v a r i a n c e  of F are  
2 2 
= 2(m-1) (m-2)/(m-3) (m-5), m > 5 . 
O F  
(35) 
2 .  All Channels Without C o r r e l a t i o n  
The parameter  which must b e  w i t h i n  l i m i t s  f o r  c l a s s i f i c a t i o n  
i s ,  by equat ions  ( 7 ) ,  ( 34 ) ,  and (35 ) ,  
where t h e  choice  of s i g n  has  t h e  s i g n i f i c a n c e  which w a s  s t a t e d  f o r  equa t ion  
(33) .  
enough t o  be n e g l e c t e d ,  t hen  t h e  mean of the sum i s  t h e  sum of t h e  equal  
means and i s  K p  
of t h e  equal  v a r i a n c e s  and i s  KG see equat ion  ( 3 7 ) .  O f  cou r se ,  t h e s e  
In  the  u n l i k e l y  event  that  c o r r e l a t i o n  between channels  i s  s m a l l  




2 2  
r e s u i t s  presuppose t h e  equal  weigh- f o r  t h e  d a t a  from a i i  channels as 
K K 
p e r  equa t ion  ( 3 8 ) ,  but  i f  unequal weighting wk/ 1 wk o r  w / f[ wk i s  
k = l  k= 1 .. - 
wanted i t  has  oniy  t o  be  i n s e r t e d  i n  bo th  s i d e s  of equa t ion  ( 3 8 j .  
3. With Inter-Channel C o r r e l a t i o n  
Regard less  of how t h e  K parameters  F i n  equa t ion  (38) are k 
c o r r e l a t e d ,  t h e  mean of t h e  sum i s  the  sum of t h e  means, 
and t h e  means and v a r i a n c e s  of a l l  of t h e  F 
a l l  of t h e  f i r s t  p a r t i a l  d e r i v a t i v e s  of t h e  r i g h t  s i d e  of q u a t i o i i  ( 3 8 )  
w i t h  r e s p e c t  t o  t h e  F 
e r r o r  (e .g . ,  Reference 7)  t h a t  t h e  va r i ance  is 
are i n v a r i a n t  of k. Because k 
a re  one, i t  fo l lows  e x a c t l y  by t h e  propagat ion  of k 
K-1 K 
'kl 0 = Koi + 2  C C 
CFk k = l  l=k+l  
where t h e  cova r i ance  A between F and F i s ,  by equa t ion  (341, 
k l  k 1 
2 
FkaFla - 'F 
m 
a= l  
1 
m 
= -  
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2 
F F and where 0 i n  equat ion  ( 4 0 )  and p i n  equa t ion  (39) are f u n c t i o n s  of m 
a lone  i n  euqat ions (36) and (37 ) .  Thus, t h e  r i g h t  s i d e  of equa t ion  (38) 
can be  rep laced  by t h e  sum of i ts  mean from equa t ion  (39) and some c o n s t a n t  
A t i m e s  t h e  s t anda rd  d e v i a t i o n  from t a k i n g  t h e  squa re  r o o t  of equa t ion  ( 4 0 ) ;  
i . e . ,  t h e  c r i t e r i o n  i s  
The cho ice  of s i g n  i n  equa t ions  ( 4 2 )  and ( 4 3 ) ,  a g a i n  as i n  equa t ions  (35) 
and ( 3 8 ) ,  is  t h e  same as t h a t  which w a s  s t a t e d  f o r  equat ion  (33) .  
It must no t  go wi thout  n o t i c e  t h a t  t h e  main computat ional  
burden i s  imposed by t h e  n e c e s s i t y  t o  compute t h e  covar iance  i n  equa t ion  ( 4 0 ) .  
D. Merging by F D i s t r i b u t i o n s  
I n  Sec t ion  I T .  B .  2 .  t h e  squared d i s t a n c e  between t h e  e m p i r i c a l  
c e n t r o i d s  of two c l a s s e s ,  equa t ion  (13) ,  w a s  found by ignor ing  any i n t e r -  
channel  c o r r e l a t i o n  and by us ing  t h e  normal approximation t o  t h e  components 
2 f o r  which the  sum of t h e  squa res  is  x d i s t r i b u t e d .  It w i l l  now b e  shown, 
wi thout  making t h o s e  approximations,  how t o  t ransform equa t ion  (13) i n t o  
a sum of parameters which have each an F d i s t r i b u t i o n .  
F i r s t  cons ide r  on ly  one component and t empora r i ly  drop t h e  channel  
s u b s c r i p t  k. L e t  p and p b e  t h e  means of t h e  popu la t ions  f o r  classes i 




as shown i n  Reference 8 ,  
t i j  
24  
w i l l  have S t u d e n t ' s  t d i s t r i b u t i o n  wi th  m .  + m - 2 deg rees  of freedorc. 
1 j  - 
(44) 
Then, by Reference  9 ,  t z has  a n  F d i s t r i b u t i o n  wi th  one and m .  + m - 2 
1 i i j  - 
degrees  of freedom; i . e . ,  
where t h e  mean 1-1 and v a r i a n c e  0 2 of F are,  by Reference 6 ,  k, i j  
Fk, i j  Fk, i j  
m + m . - 2  
uF k ,  i j  m i j  + m  - 4 i j  
- i  , m + m > 4   
m + m . - 2  m + m . - 3  
0 2 = ( m i  + m i  - 4 ( IU: + m i  - 6, ) ' mi + "j > 6 .  ( 4 7 )  Fk, i j  
The K channels  could be considered c o l l e c t i v e l y  by summing equa t ion  
(45) j u s t  as equa t ion  (38) w a s  given by summing equa t ion  (35 ) ;  t h e n ,  
equa t ions  cor responding  t o  equa t ions  (39) through (41) would f o l l o w  by 
changing t h e  n o t a t i o n  
2 





where equat ion  (52) fo l lows  from equa t ion  (51) because c o r r e l a t i o n  i s  assumed t o  
be  apprec i ab le  only  between channels  w i t h i n  a class and n o t  between a g iven  
channel  and given c l a s s  and a d i f f e r e n t  channel  and d i f f e r e n t  c l a s s .  
Whether o r  not  such c o r r e l a t i o n s  might be  s u f f i c i e n t l y  s m a l l  t o  suppor t  
e l e g a n t l y  t h e  computat ional  expedient  by which equa t ion  (51) i s  rep laced  
by (52) and i n  t u r n  by (53) could b e  e s t a b l i s h e d  by a n a l y s i s  of r ep resen ta -  
t i v e  d a t a ,  but on ly  r e l a t i v e  r e s u l t s  are needed i n  t h e  test f o r  merging 
26 
. 
e x c e s s i v e  classes because i t  is only  a ques t ion  of which two c l a s s e s  t o  
merge and not  a ques t ion  of whether o r  n o t  t o  merge any c l a s s e s .  
I t  w i l l  b e  seen  t h a t  t h e  summed terms i n  equat ion  (53) a r e  t h e  
same as t h a t  i n  equat ion  ( 4 2 )  when they a re  converted t o  t h e  same n o t a t i o n ;  
t h u s ,  t h e  c r i t e r i o n  f o r  merging two c l a s s e s  does no t  r e q u i r e  a s e p a r a t e  
computat ion of such  summations which are a l r e a d y  used i n  t h e  c r i t e r i a  f o r  
forming new classes and c l a s s i f y i n g  new samples i n t o  e s t a b l i s h e d  popu la t ions .  
111. ALGORITHM FOR UNSUPERVISED CLASSIFICATION U S I N G  F DISTRIBUTIONS 
For each c l a s s  o r  p r o s p e c t i v e  c l a s s  one needs v a l u e s  f o r  t h e  fo l lowing  
p a r m e t e r s  : 
= number of members i n  t h e  class, m > 6 
= -  C x class mean in  each channel  k = 1, 2 ,  ..., K 
- m 
Xk 
- l m  
m ka ' a= 1 
- 2  
-x ) , class v a r i a n c e  i n  each channel l m  ' (Xka k = -  2 k m a= 1 S 
2 - - m 
a= 1 
1 
m - -   c [ (xka-xk) (xla-xl) 1 each p a i r  of channels  k and 1 Q k l  
pF m- 3 
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A l s o ,  f o r  each p a i r  of e s t a b l i s h e d  classes i and j con ta in ing  m 
members one needs v a l u e s  f o r  t h e  fo l lowing  parameters :  
and m 
i j 
2 - -  
mim. (m .+m. -2) K (xki-xk. ) 
2 2 
i k i  j k j  
c - 1 1 1  - 
k = l  m s  + m s  mi+m C F k , i j  j 
2 
( Q k l ,  iqk1, j ) 
2 2 2 . + m  s ) ( m  s + m  s ) k 1 , i j  
x 
(miski  j kj i li j l j  
5 = K u F  
Fij i j  
K-1 K 2 
CF k l ,  i j  = KO: + 2 c c x 
i j  i j  k = l  l = k + l  
0 
The two o the r  formulas which are always used t o g e t h e r ,  w i th  a purpose 
which depends on what datum is s u b s t i t u t e d  f o r  t h e  parameter  x are k’  
28 
I F  = 
The number W of r e t a i n e d  c l a s s e s  must n o t  exceed an  a l lowab le  number 
'max 
A l l  M > 6 ,  and W m a x '  - 
S t e p  1. Read c o n t r o l  parameters A 
S t e p  2 .  Read t h e  f i r s t  M samples. 
S t e p  3 .  C a l c u l a t e  parameters  f o r  p r o s p e c t i v e  c l a s s .  
With t h e  xk and s S t e p  4 .  
0, 
2 
k from s t e p  3 ,  c a l c u l a t e  a v a l u e  of A i n  
e q u a t i o n  ( 5 4 )  f o r  each of t h e  M s a m p l e s  by u s i n g  t h e  v a l u e s  of \ f o r  tha t  
p a r t i c u l a r  sample i n  equa t ion  (54) w i t h  the minus s i g n .  Does t h e  l a r g e s t  
v a l u e  of A s a t i s f y  A A ? Y e s :  go t o  s t e p  7 .  N o :  go t o  s t e p  5.  
0 
S t e p  5. Discard the f i r s t  sample accumulated. 
S t e p  6 .  Read a new sample, t hen  go t o  s t e p  3 ( r e c u r s i o n  formulas  
may b e  h e l p f u l ) .  
S t e p  7 .  Designate  a new c l a s s  having t h e  parameters e x t a n t .  
S t ep  8. Does t h e  program reach  t h e  end of t h e  sample sequence? 
Y e s :  go t o  s t e p  9. No: go t o  s t e p  11. 
S t e p  9. P r i n t  ou t  any parameters and c l a s s i f i c a t i o n  map which a re  
r e q u i r e d  by t h e  F l i g h t  Data S t a t i s t i c s  O f f i c e .  
S t e p  10.  Stop. 
S t e p  11. Does t h e  number of c l a s s e s  W s a t i s f y  W < W ? Y e s :  go t o  
max - 
s t e p  14. No: go t o  s t e p  1 2 .  
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Step  1 2 .  C a l c u l a t e  c l a s s - p a i r  parameters  f o r  a l l  combinations of 
classes i n  pairs  ( r e c u r s i o n  formulas may be  h e l p f u l ) .  
I 
Step  13. 
pair-parame t er 
class. 
S tep  1 4 .  
Step  15. 
Combine the two c l a s s e s  i and j which g i v e  the smallest 
i j  
A and compute t h e  s i n g l e - c l a s s  parameters  of t h e  r e s u l t i n g  
Read a new sample. 
By us ing  t h e  v a l u e s  of x from the new sample i n  equa t ion  k 
. 
( 5 4 )  wi th  the p l u s  s i g n ,  c a l c u l a t e  a v a l u e  of A f o r  each  of t h e  W e s t a b l i s h e d  
c l a s s e s  according t o  t h e i r  g iven  v a l u e s  of x 0 etc .  Does t h e  smallest 
one of t h e  m va lues  of A s a t i s f y  A < A ? Yes: add t h e  sample t o  t h a t  c l a s s ,  - 1  
r e v i s e  t h e  parameters of that  c l a s s  and go t o  s t e p  8. No: pu t  t h e  sample 
i n  hold and go t o  s t e p  16. 
2 
k’ k’ 
S t e p  16. Has t h e  number of samples i n  hold  reached M? N o :  go t o  
s t e p  1 4 .  Yes: go t o  s t e p  17. 
S t ep  1 7 .  C a l c u l a t e  parameters  f o r  p r o s p e c t i v e  c l a s s .  
S t e p  18. With x and s from s t e p  1 7 ,  c a l c u l a t e  a v a l u e  of A i n  2 k k 
equa t ion  ( 5 4 )  f o r  each of t h e  M samples by us ing  t h e  v a l u e s  of x f o r  t h e  
p a r t i c u l a r  sample  i n  equat ion  (54) w i t h  t h e  minus s i g n .  Does t h e  l a r g e s t  
v a l u e  of A s a t i s f y  A < A ? Y e s :  go t o  s t e p  19. No: d i s c a r d  t h e  f i r s t  one 
of t h e  M samples he ld  f o r  s t e p  1 7  and go t o  s t e p  1 4 .  
k 
0 
Step  19.  Des igna te  a new c a l s s  w i t h  t h e  parameter v a l u e s  which are 
e x t a n t  (from s t e p  1 7 ) .  
S tep  20. Empty t h e  ho ld  from s t e p  16  and go t o  s t e p  8. . 
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