ABSTRACT. We study the frog model on Cayley graphs of groups with polynomial growth rate D ≥ 3. We prove that the activation time of particles grow at least linearly and we show the asymptotic shape theorem in the abelian case with any finite generator set. The frog model describes an interacting particle system in discrete time.
INTRODUCTION AND MAIN RESULT
We consider the frog model on a Cayley graph C(Γ, S) with polynomial growth rate D ≥ 3. The model describes an interacting particle system where each particle may be in one of two states, active or inactive. Firstly we introduce the model in a descriptive way and the formal definition will be given in the next subsection. The inactive particles remain in the same place until they become active, which occurs when an active particle visits its site. Once a particle is activated, it starts a simple random walk and does not return to the inactive state. The described process is widely known as the frog model, since the particles can be seen as frogs jumping between the neighboring vertices of a graph performing an awakening process.
We set the initial configuration of our model with a particle at each vertex of C(Γ, S)
where there is only one active particle at time zero, which we can choose to be in e ∈ Γ, the neutral element of the group (Γ, .). In section 2 we proceed with the study of the activation time of the particles in the system and it is shown that it presents at least linear growth. In section 3 we consider that Γ is a finitely generated abelian group to prove the asymptotic shape theorem.
The model has been extensively investigated on the lattice Z D . It was initially studied by Telcs and Wormald [11] as the egg model. Later, Alves, Machado, and Popov To the best of our knowledge, the present work is the first to consider the frog model in a more general structure, namely Cayley graphs with polynomial growth which covers the case Z D with D ≥ 3 for any symmetric and finite generator set, and a shape theorem for the abelian case is obtained. There are also other variations of the model on other structures such as the frog model on trees [9] and in the continuum [4] , for example.
Description of the model. With the intention of providing a formal definition of
the model, we first introduce the structure and, subsequently, the random variables that characterize the process.
1.1.1. Cayley graphs of polynomial growth. Let (Γ, .) be a group finitely generated by a symmetric S ⊆ Γ, i.e., if s ∈ S, then s −1 ∈ S. We define the undirected Cayley graph associated to Γ and S by C(Γ, S) = (V, E), where V = Γ is the set of vertices and E = {sx, x} : s ∈ S, g ∈ Γ is the set of edges. In our model we consider that S is finite and e ∈ S, where e neutral element of Γ (with no loops).
Let us denote by P(x, y) the set of finite paths from x to y and let each p ∈ P(x, y) be given by p = (x = x 0 , x 1 , . . . , x m−1 , x m = y) with {x i−1 , x i } ∈ E. A word metric d S associated to C(Γ, S) is a metric such that, for all x, y ∈ Γ,
where w S : E → R * + defines a weight on the edges of C(Γ, S) with w S (z, sz) = w S (z, s −1 z) for every z ∈ Γ and s ∈ S.
We denote by d the word metric such that d(sx, x) = 1 for all x ∈ Γ and s ∈ S. We associate to d a function · 1 : Γ → R + given by x 1 = d(e, x) for every x ∈ Γ.
Let B(x, r) = {y ∈ Γ : d(x, y) ≤ r} be the ball with radius r centered at x given by the metric d and, more generally, let B f (x, r) = {y ∈ X : d f (x, y) ≤ r} be the ball centered at x ∈ X with radius r associated to a pseudometric d f on X. We say that C(Γ, S) has polynomial growth if there exist D ′ ∈ N * and a constant C > 0 such that
for any x ∈ Γ and r ∈ N * . Indeed, for Cayley graphs more is true; there exist c > 0 and
We call such D the polynomial growth rate of C(Γ, S).
Let [x, y] := xyx −1 y −1 denote the commutator element of x and y in Γ and
(C n (Γ)) n∈N be a decreasing sequence of subgroups given by C 0 (Γ) = Γ and
. We say that a group N is nilpotent of degree k if there exists
When considering Γ finitely generated by S such that C(Γ, S) has polynomial growth, it follows from a theorem of Gromov [8, p. 54 ] that Γ is virtually nilpotent. By the structural theorem for finitely generated abelian groups, if Γ is abelian and finitely generated by S, then C(Γ, S) has polynomial growth rate D and Γ is isomorphic to an additive group
with m i ∈ N for all i ∈ {1, 2, . . . , ℓ} and m j | m j+1 for j ∈ {1, 2, . . . , ℓ − 1}.
1.1.2.
The frog model. Consider the Cayley graph C(Γ, S) as before defined. Associate to each x ∈ Γ the probability space (Ω x , F x , P x ) with Ω x := {x}×S N * . We define the simple random walk starting at x as the sequence of random elements Š x n n∈N relative to the position of the particle at time n whereŠ x 0 := x and, for a givenω = (x, (ξ i ) i∈N
Here P x Š x n+1 = sŠ x n = 1/|S| for every s ∈ S and n ∈ N. We consider on Ω x the σ-algebra F x := σ Š x n : n ∈ N . Now, we define the probability space for the frog model as (Ω, F , P) where Ω = x∈Γ Ω x , F is the product σ-algebra and P is the corresponding product probability measure. For each x ∈ Γ, let π x : Ω → Ω x be projection the such that for a given ω ∈ Ω, we have that ω = (π x (ω)) x∈Γ .
The family of sequences of random elements
(S x n ) n∈N : x ∈ Γ given by S x n :=Š x n • π x represent the independent simple random walks of every particle on the graph. For x, y ∈ Γ define a random variable t(x, y) = inf{n ∈ N : S x n = y}. Note that t(x, y) = ∞ with positive probability since the random walks on Γ are transient whenever its polynomial growth rate is at least 3 [see 6, p. R59]. The time when the particle with initial position y becomes active in the process starting with the one active particle at x is given by the random variable
Observe that T is not symmetric; also, in a further section, we will consider a not necessarily symmetric metric d ω with d ω (e, x) = T (e, x)(ω) a.s. The random set B ω (e, n) corresponds to the set of the original positions of the active particles up to time n starting from one active particle at e. In particular, the shape theorem studied in this paper refers to the behavior of this random set.
1.2.
On the convergence of metric spaces. Due to the abstract generality of the spaces in which we define the frog model, we will use some concepts about the convergence of metric spaces to study the growth of the random sets related to our process.
Given a metric space (X, d X ) and non-empty subsets A, B ⊆ X, a ε-neighborhood of A is the set [A] ε := {x ∈ X : ∃a ∈ A(d X (a, x) < ε)} and the Hausdorff distance between A and B is given by
* be a sequence of compact metric spaces with uniformly bounded diameter. We say that (X n , d n ) converges to a compact metric space (X, dX ) subspace of (X, dX ) in the Gromov-Hausdorff sense if there exist isometric embeddings
More generally, consider now a sequence ((X n , d n , o n )) n∈N * where every (X n , d n ) is a locally compact metric space and o n ∈ X n . The pointed Gromov-Hausdorff
and we denote this convergence by
The limit object given above is also known as the asymptotic cone of (X n , d n , o n ).
We will state the shape theorem for the frog model in terms of pointed GromovHausdorff convergence. First we present a deterministic result on the convergence of rescaled word metrics due to Pansu [10] and describe the construction of the limit space given by Cantrell and Furman [7] .
Theorem (Pansu [10] ). Let Γ be a virtually nilpotent group generated by a symmetric and
where G ∞ is a simply connected real graded Lie group and d ∞ is a right-invariant sub-Riemannian (Carnot-Caratheodory) metric homogeneous with respect to a family of
The construction of the limit space can be briefly described by taking N Γ nilpotent with When Γ is abelian and finitely generated, we can verify by (1) that
is a Riemannian manifold.
1.3. The asymptotic shape theorem. Shape theorems are commonly studied for first passage percolation models and the contact process. The statement of the theorem describes the behavior of a random set wich grows with time. Roughly speaking, this set coincides with the balls of a random pseudometric and we seek to describe to which set it converges and the properties it has. Theorem 1.1 (Asymptotic shape theorem for the frog model on C(Γ, S)). Let (Γ, .) be an abelian group generated by a symmetric and finite S ⊆ Γ such that C(Γ, S) has polynomial growth rate D ≥ 3 and no loops. Consider the frog model defined on C(Γ, S).
Then there exists
where given ω ∈ Ω ′ and ε > 0, there is a n 0 ∈ N such that, if n ≥ n 0 ,
In particular, the Hausdorff distance between δ 1/n [B ω (e, nr)] and B φ (e, r) tends to 0 for all r > 0, where δ t ′ is a homothety on G ∞ ∼ = R D and d φ is bi-Lipschitz with respect to d ∞ .
ON RANDOM WALKS AND ACTIVATION TIMES
To obtain results for the random variable T (·, ·) we adopt a similar approach to that of Alves, Machado, and Popov [2] generalizing some of their results. Consider the heat kernel of the random walk starting at x and arriving at y given by
We define the Green's function as the mean number of visits from a particle starting at x visiting y up to time n
and G(x, y) = lim n→∞ G n (x, y). Let the probability of a simple random walk starting at x reach site y up to time n be given by q x (n, y) = P (t(x, y) ≤ n). 
Moreover, if the graph is not bipartite, then there exists a constant c ′ > 0, such that, for all 
for all n ≥ max{d(x, y) 2 , c ′ d(x, y)}, where c ′ is given by (3) .
Proof. Note that if n ′ > n, then q x (n ′ , y) ≥ q x (n, y). Therefore we may consider w.l.o.g. that n = max{d(x, y) 2 , c ′ d(x, y)} .
We follow an analogous procedure to the one adopted in Theorem 2.2 of [2] . We get from (2) that
In particular, by Proposition 2.1,
the result follows from the fact that if c ′ < 1 then n = d(x, y) 2 , and n ≤ c ′ d(x, y) 2 for
We denote by τ x r := inf n ∈ N : d(x, S x n ) > r the first exit of (S x n ) n∈N * from the ball B(x, r) for which we present the following result.
Proposition 2.3. Let C(Γ, S) have polynomial growth rate D ≥ 3.
Then there exist constants c 1 , c 2 > 0 such that, given n ∈ N * , t ∈ R * + and x ∈ Γ,
Proof. It suffices to apply Lemma 12.3 from Alexopoulos [1] and verify that there exists c ′ > 0 such that
We denote by R n x = {S x i : i ∈ {0, 1, . . . , n}} the random set of distinct visited sites of the random walk starting from x up to time n for which we state the following lemma.
Lemma 2.4 (Burioni and Cassi [6, p. R59]). Let C(Γ, S) have no loops and polynomial growth
rate D ≥ 3. Then there exists a 0 > 0 such that
Remark. Concerning Lemma 2.4 stated above, we observe that the case where the graph has polynomial growth rate D = 2 is rather particular, since the random walk may exhibit transient or recurrent behavior, depending on the graph [see 6, p. R59]. In particular, if the graph is the
Z 2 lattice, then it can be proved that E | R n e | log(n)/n converges.
Proposition 2.5. Let C(Γ, S) have no loops and polynomial growth rate D ≥ 3, then there
exists a constant β > 0 such that, for given x, x 0 ∈ Γ, there exists a C ∈ R * + satisfying
Proof. 
0 )} with c ′ > 0 given by inequality (3). We consider the events defined in [2] replacing the euclidian norm y on R D by yx −1 1 on C(Γ, S).
We can apply Lemma 3.1 of [2] 
for all x ∈ Γ.
Proof. Let n = x 1 . Consider a d-geodesic (e = x 0 , x 1 , . . . , x n = x) in C(Γ, S). Now we follow the same procedure presented in the proof of Lemma 4.2 in [2] . The desired conclusion follows from an application of Proposition 2.5.
ASYMPTOTIC SHAPE
Before proving the asymptotic shape theorem, we present some basic concepts and results which will be useful for comparing Γ and Γ ′ (see [7, 10] for further details).
Definition (Ergodic actions on probability spaces). Let (Γ, .) be a group and let (Ω, F , P) be a probability space. A group action Γ (Ω, F , P) is said to be ergodic if, given A ∈ F such that xA = A a.s. for all x ∈ Γ, then P(A) ∈ {0, 1}. for any x, y ∈ Γ.
Definition (Subadditive cocycle). Given a group (Γ, .) and a group action Γ (Ω,
It is easy to verify that T is subadditive, i.e.,
for any x, y, z ∈ Γ, (see [2, p. 538] where the authors proved the subadditivity on Z D ). Now we can check that c :
is a subadditive cocycle considering the group action Γ (Ω, F , P) given by
. This implies that T (e, x)(y · ω) = T (y, xy)(ω).
Note that the group action defined above is ergodic since P is the product measure.
To study the behavior of the asymptotic cone in the shape theorem, we follow the procedure adopted by Pansu [10] and described by Cantrell and Furman [7, §2] in the construction of the limit space via quotient of Γ by the torsion subgroup of N nilpotent. From now on we assume Γ ′ := Γ / tor N and e ′ := tor N . We define the
Consider the group action Γ ′ (Ω, F , P) such that, for each y. tor N ∈ Γ ′ , we fix a
assumes the same value for all y. tor N ∈ Γ ′ . Hence
since Γ ′ defines a partition of Γ and P is a product probability measure.
Lemma 3.2.
The function c ′ :
since the maximum function is subadditive Lemma 3.3. Let ε > 0 and let r ≥ 1. Then there exists n 0 ∈ N such that for all n ≥ n 0 , for all z 1 , z 2 ∈ tor N , every x 1 ∈ B(e, rn) and any x 2 ∈ x 1 . tor N , one has
Proof. We first observe that it follows from the subaditivity of T that
By Proposition 2.5 and the finiteness of tor N , there exist constants C ′ , β > 0 such that P (T (e, y) ≥ εn : y ∈ tor N ) ≤ C ′ e −ε β n β .
Since T (e, y) and T (x, yx) are identically distributed for every x ∈ Γ, exists a constant c ′ > 0 such that
{T (x, yx) : y ∈ tor N,x ∈ x. tor N } ≥ εn ≤ C ′ |B(e, rn)| e ε β n β ≤ c ′ n D e ε β n β . The desired result follows by application of Borel-Cantelli lemma.
Recall that we are considering that C(Γ, S) has polynomial growth and therefore Γ is virtually nilpotent. Then N is a nilpotent normal subgroup and has finite index. Proof. The proof follows by the same method used in Lemma 3.3. Observe that
It follows from Proposition 2.5 that there exists a constantC > 0 P T (e, y) ≥ εn : y ∈ y ±1 i : i ∈ {1, . . . , m} ≤Ce −ε β n β .
Since T (e, y) and T (z, yz) are identically distributed for every z ∈ Γ, exists a constant
We now apply the Borel-Cantelli lemma completing the proof.
As a consequence of the lemma above, T (e, x) and T (e, x (j) ) are asymptotically equivalent a.s. as x 1 → ∞. Therefore some results on the asymptotic behaviour for nilpotent groups may be extended to T on Γ a.s. We state below, without proof, a proposition from Austin [3, p. 
The corollary below follows directly from Proposition 3.5, Lemma 3.4 and the integrability of T given by Proposition 2.5, since Γ ′ is torsion-free and it suffices to verify the asymptotic behaviour of T on N .
Corollary 3.6. Let x ′ ∈ Γ ′ , then there exists an unique homogeneous subadditive function
In particular, we get
We now turn to the proof of the shape theorem. Let us first recall that we are considering Γ abelian in Theorem 1.1, then N = Γ. We emphasize that the generalization for the case where C(Γ, S) has polynomial growth (therefore Γ is virtually nilpotent) is not trivial, since it is still necessary to check how Recent works on the shape theorem for the first passage percolation model considered the case where Γ is not necessarily abelian, namely -Benjamini and Tessera in [5] , and, Cantrell and Furman in [7] . However, the frog model does not satisfy the hypotheses under which the results were shown. Benjamini and Tessera considered that the weight of each edge on the graph is given by i.i.d. random variables with exponential moment. Cantrell and Furman studied the case where c(x, ω) is biLipschitz with respect to the word norm and the cocycle presents a superadditive relation on a finite generator set.
Proof of Theorem 1.1. We begin by observing that by Lemma 3.3 T (e, x) is asymptotic equivalent to T ′ (e ′ , x. tor Γ) a.s. as x 1 → ∞. It follows from the definition of the model that x 1 ≤ T (e, x). The lower bound corresponds to the case in which the particle walk through a d-geodesic on Γ. Thus B ω (e, n) ⊆ B(e, n). Using Corollary 3.6 it easy to see that x ′ ′ 1 ≤ φ(x ′ ). Since φ is subadditive and Γ ′ is finitely generated, φ is Lipschitz. Thus we can apply the construction described in In order to verify the existence of the limits above and compute their values we use (see [2] for instance).
