KMS states on $C^*$-algebras associated to a family of $*$-commuting
  local homeomorphisms by Afsar, Zahra et al.
ar
X
iv
:1
70
1.
07
18
3v
2 
 [m
ath
.O
A]
  1
7 A
pr
 20
18
KMS STATES ON C∗-ALGEBRAS ASSOCIATED TO
A FAMILY OF ∗-COMMUTING LOCAL HOMEOMORPHISMS
ZAHRA AFSAR, ASTRID AN HUEF, AND IAIN RAEBURN
Abstract. We consider a family of ∗-commuting local homeomorphisms on a com-
pact space, and build a compactly aligned product system of Hilbert bimodules. The
Nica-Toeplitz algebra of this system carries a gauge action of a higher-dimensional
torus, and there are many possible dynamics obtained by composing with different
embeddings of the real line in this torus. We study the KMS states of these dynam-
ics. For large inverse temperatures including ∞, we describe the simplex of KMS
states on the Nica-Toeplitz algebra. We illustrate our main theorem by considering
backward shifts on the infinite-path spaces of a class of k-graphs whose shift maps
∗-commute.
1. Introduction
Suppose that α is an action of the real line R by automorphisms of a C∗-algebra
A. Operator-algebraic dynamical systems such as (A,R, α) provide operator-algebraic
models for physical systems in quantum statistical physics [4]. The equilibrium states
of the physical system are then the states on A that satisfy a commutation relation
called the KMS condition. This relation involves a parameter β, which is a real number
interpreted as the inverse temperature of the physical system. The KMSβ condition
makes sense for abstract dynamical systems as well as physical ones, and many authors
have studied KMS states in other purely mathematical contexts [10, 3, 37, 11, 27, 23,
22, 24, 25, 9]. The results have often been fascinating.
Suppose that A is a C∗-algebra. Fowler [16] defined product systems of Hilbert
A–A bimodules over semigroups P . Following the construction for individual bimod-
ules in [17], Fowler associated to each product system X a Toeplitz algebra T (X)
which is universal for a family of Toeplitz representations of X , and a quotient O(X)
which is universal for a family of Cuntz–Pimsner covariant representations. When P is
the positive cone in a quasi-lattice ordered group (G,P ) as in [33], Fowler considered
also a smaller family of Nica-covariant Toeplitz representations, and the Nica-Toeplitz
algebra NT (X) is the quotient of T (X) which is universal for Nica-covariant represen-
tations. The algebra NT (X) is only tractable for a class of compactly aligned product
systems, and for such systems, O(X) is a quotient of NT (X) (see Lemma 2.2 below).
There are many interesting examples of product systems over the additive semigroup
Nk, including ones associated to the k-graphs of Kumjian-Pask [26] (see [18, page
1492]). For systems over Nk, the universal properties of NT (X) and O(X) give
strongly continuous gauge actions of the torus Tk. Composing with an embedding
of R in Tk gives actions of R on NT (X) and O(X), and we are interested in the
equilibrium states of the resulting dynamical systems.
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Our approach is informed by our previous work [1], where we studied the KMS
states on the Toeplitz algebra and the Cuntz–Pimsner algebra of a Hilbert bimodule
associated to a local homeomorphism on a compact space Z. Here we consider a family
of k ∗-commuting local homeomorphisms on the same space Z, use them to construct a
product system X of Hilbert C(Z)–C(Z) bimodules over Nk, and study the KMS states
of dynamical systems based on NT (X) as discussed above. Our approach extends the
results of [1] to product systems in a way parallel to the extension of results about the
algebras of finite graphs in [21] to the algebras of k-graphs in [22].
For large inverse temperatures we have very complete results: we find an explicit iso-
morphism between the simplex of KMSβ states of NT (X) and a concretely-described
simplex of measures on Z. The surjectivity of this isomorphism requires a rational
independency condition on the dynamics which has also appeared in [19, 22]. At a
critical inverse temperature βc determined by the dynamical properties of the local
homeomorphisms, all we can say is that there is at least one KMSβc state of NT (X).
We have been unable to show, even for a “preferred dynamics”, that there are KMSβc
states which factor through a state of O(X).
To analyse the KMS structure of NT (X), we need to be able to recognise when
a given state is a KMS state. This usually involves a characterising formula on nice
spanning elements of a dense ∗-subalgebra of analytic elements. In the absence of
Toeplitz-Cuntz-Krieger type relations as in the Toeplitz algebras of k-graphs in [22]
and with no orthonormal bases for the fibres of our product system as in [19], such a
characterisation formula seemed elusive. Our innovation is the discovery that if the lo-
cal homeomorphisms ∗-commute, then there are suitable Parseval frames for the fibres
of the product system which interact in a complex way. Using these Parseval frames,
we prove Toeplitz-Cuntz-Krieger type relations for NT (X) and get our formula.
Outline. We begin with a section on background material. We first discuss some
general properties of Hilbert bimodules, their representations and some properties of
their Parseval frames. Then in §2.2, we review Fowler’s definition of product systems
and the family of compactly aligned product systems. In §2.3, we discuss the Nica-
Toeplitz algebra, and establish some basic properties which are hard to point to in
the literature. In particular, we show that the Cuntz–Pimsner algebra, which was
defined in [16] as a quotient of T (X), can also be viewed as a quotient of NT (X). We
then have some short notes about various other topics, including a discussion of the
∗-commuting hypothesis.
In §3, we start with k commuting local homeomorphisms on a compact Hausdorff
space Z, and construct a compactly aligned product system X over Nk. This is based
on constructions of Larsen [30] and Brownlowe [5, Proposition 3.2].
We next choose a vector r = (rj) ∈ (0,∞)k and construct a dynamics αr : R →
AutNT (X) by composing the gauge action of Tk with the map t 7→ (eitrj) from
R → Tk. Every KMS functional restricts to a positive functional on the coefficient
algebra C(Z), which is implemented by a measure µ on Z. The KMS condition
then imposes constraints on the measure µ, which are analogues of the subinvariance
relations arising in the analysis of KMS states on k-graph algebras [22, §4 and The-
orem 6.1(a)]. In §5, we describe the subinvariance relations arising here and their
solutions (Proposition 4.3). To find these solutions we need to restrict β to a range
β > βc, and we describe the critical inverse temperature βc in Proposition 4.3. It is a
several-variable analogue of the critical inverse temperature in [1, Proposition 4.2].
The second step in our analysis is to find a way of recognising KMSβ states in terms
of their behaviour on a spanning family (Proposition 5.1). For this calculation, we
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need to assume that our local homeomorphisms ∗-commute, and we therefore assume
this for the rest of the paper. The proof of Proposition 5.1 is long and involved, and
occupies the whole of §5.
In §6 we prove our results about the KMSβ states of (NT (X), αr) for β larger than
the critical value βc (Theorem 6.1). When we have only one local homeomorphism,
our main theorem recovers that of [1]. The proof of Theorem 6.1 occupies most of §6,
but we also discuss implications for the KMS states on (O(X), αr) in Corollaries 6.2
and 6.3.
In §7, we discuss the ground states of (T (X), αr): Proposition 7.1 says that they
are parametrised by the entire simplex of probability measures on Z. For this system,
every ground state is a KMS∞ state, and hence there is no further phase transition at
∞, as occurs, for example, in [28].
Important examples of local homeomorphisms on compact spaces are the shifts
on the path spaces for finite directed graphs. In [1, §7], we showed that there are
interesting relationships between the Toeplitz and Cuntz-Krieger algebras of a finite
graph E, and the Toeplitz and Cuntz–Pimsner algebras of the associated shifts. In
§8, we consider shift maps on the path spaces of k-graphs. There are now k different
shifts to consider, and the factorisation property of the k-graph implies that these
shifts commute. They do not always ∗-commute, but there is a family of 1-coaligned
graphs for which they do, and then we can apply our results. For a finite 1-coaligned
k-graph Λ, the infinite path space Λ∞ is compact, and we then show that every KMSβ
state of the Toeplitz algebra of the k-graph is the restriction of a KMSβ state of the
Nica–Toeplitz algebra of X(Λ∞).
Toeplitz algebras and Cuntz–Pimsner algebras of product systems over Nk have
previously appeared in work of Solel [43]. To reconcile our work with that of [43],
we show in an appendix that the canonical representations of our product systems in
NT (X) are “doubly commuting” in the sense of [43].
2. Notation and conventions
2.1. Hilbert bimodules. Let A be a C∗-algebra, and let X be a right Hilbert A–A
bimodule. This means that X is a right Hilbert A-module with a left action of A
implemented by a homomorphism ϕ : A → L(X) from A into the C∗-algebra L(X)
of adjointable operators on X . In other words, X is a correspondence over A. We
say that X is essential if X = span{ϕ(a)x : a ∈ A, x ∈ X}. If A is unital with
identity 1A and ϕ(1A)x = x for all x ∈ X , then X is essential. We write AAA for the
standard bimodule with the inner product given by 〈a, b〉 = ab∗ and the actions given
by multiplication in A. For x, y ∈ X , we write Θx,y for the adjointable operator on X
given by Θx,y(z) = x · 〈y, z〉. We call K(X) := span{Θx,y : x, y ∈ X} the algebra of
compact operators on X .
A representation (ψ, π) of X in a C∗-algebra B consists of a linear map ψ : X → B
and a homomorphism π : A→ B such that
ψ(a · x · b) = π(a)ψ(x)π(b) and π(〈x, y〉) = ψ(x)∗ψ(y)
for all x, y ∈ X and a, b ∈ A. Such a representation induces a homomorphism
ψ(1) : K(X)→ B
such that ψ(1)(Θx,y) = ψp(x)ψp(y)
∗ (see [36, page 202]).
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Following [14, 13], a sequence {xi}di=1 in X is called a Parseval frame for X if
d∑
i=1
xi · 〈xi, x〉A = x for all x ∈ X.(2.1)
The formula (2.1) is known as the reconstruction formula. Let {xi}di=1 be a Parseval
frame for X and write 1X for the identity operator on X . The reconstruction formula
implies that
∑d
i=1Θxi,xi = 1X . In particular 1X is compact.
If (ψ, π) is a representation of X on a Hilbert space H, then [16, Proposition 4.1(1)]
gives a unique endomorphism αψ,π of π(A)′ such that
αψ,π(T )ψ(x) = ψ(x)T for all T ∈ π(A)′, x ∈ X, and
αψ,π(1)r = 0 for r ∈ (ψ(X)H)⊥.
The next lemma shows that if there is a Parseval frame for X , then we can formulate
the endomorphism αψ,π easily.
Lemma 2.1. Let X be a right Hilbert A–A bimodule. Suppose that {xi}di=1 is a Par-
seval frame for X. Let (ψ, π) be a representation of X on a Hilbert space H and let
αψ,π be as above. Then
αψ,π(1) = ψ(1)(1X) =
d∑
i=1
ψp(xi)ψp(xi)
∗.(2.2)
Proof. The second equality follows from the reconstruction formula and the formula
for ψ(1). To see the first equality, by uniqueness of αψ,π, it suffices to prove that
(a) ψ(1)(1X)ψ(x) = ψ(x) for all x ∈ X , and
(b) ψ(1)(1X)r = 0 for all r ∈ (ψ(X)H)⊥.
To see (a), let x ∈ X . The reconstruction formula for x implies that
ψ(x) = ψ
( d∑
j=1
xj · 〈xj , x〉
)
=
d∑
j=1
ψ(xj)π(〈xj, x〉).
Using this and the second equality in (2.2), we have
ψ(1)(1X)ψ(x) =
d∑
i,j=1
ψ(xi)ψ(xi)
∗ψ(xj)π(〈xj , x〉) =
d∑
i,j=1
ψ(xi)π(〈xi, xj〉)π(〈xj, x〉)
=
d∑
i,j=1
ψ(xi · 〈xi, xj〉)π(〈xj, x〉).
Rearranging this and two applications of the reconstruction formula give
ψ(1)(1X)ψ(x) =
d∑
j=1
ψ
( d∑
i=1
xi · 〈xi, xj〉
)
π(〈xj , x〉) =
d∑
j=1
ψ(xj)π(〈xj , x〉)
=
d∑
j=1
ψ(xj · 〈xj , x〉) = ψ(x).
This is precisely (a).
For (b), fix r ∈ (ψ(X)H)⊥. Notice that for all r′ ∈ H we have(( d∑
i=1
ψp(xi)ψp(xi)
∗
)
r
∣∣∣ r′) = d∑
i=1
(
r
∣∣ψp(xi)ψp(xi)∗r′) = 0 for r′ ∈ H.
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It follows that ψ(1)(1X)r = 0 and we have proved (b). 
Given two right Hilbert A–A bimodules X and Y , we can form a balanced tensor
product of X and Y as follows: Let X ⊙ Y be the algebraic tensor product of X and
Y and suppose that X ⊙A Y is the quotient of X ⊙ Y by the subspace
N := span{(x · a)⊙ y − x⊙ (a · y) : x ∈ X, y ∈ Y, a ∈ A}.(2.3)
There is a well-defined right action of A on X ⊙A Y such that (x⊙A y) · a = x⊙A y · a
for x ⊙A y ∈ X ⊙A Y, a ∈ A. By [29, Proposition 4.5], we can equip X ⊙A Y with a
right A-valued inner product characterised by〈
x⊙A y, z ⊙A w
〉
=
〈
y, ϕY
(〈x, z〉)w〉 for x⊙A y, z ⊙A w ∈ X ⊙A Y.(2.4)
Let X ⊗A Y be the completion of X ⊙A Y with respect to this inner product (2.4).
Lemma 2.16 of [40] implies that (2.4) extends to a right A-valued inner product on
X ⊗A Y as well. Thus X ⊗A Y is a right Hilbert A-module.
For every S ∈ L(X), [41, Lemma I.3] gives a unique operator S ⊗ 1Y ∈ L(X ⊗A Y )
such that S⊗1Y (x⊗y) = S(x)⊗y for x⊗y ∈ X⊗AY . Thus the map a 7→ ϕX(a)⊗1Y
gives a left action of A by adjointable operators on X ⊗A Y . Thus X ⊗A Y is a
right Hilbert A–A bimodule which we call the balanced tensor product of X and Y .
Throughout, we use x ⊙ y for elements of X ⊙ Y and we write x ⊗ y for elements of
both X ⊙A Y and X ⊗A Y .
2.2. Product systems of Hilbert bimodules. We use the conventions of [16] for
the basics of product systems of Hilbert bimodules. For convenience, we use the
following equivalent formulation from ([42, page 6]).
Suppose that P is a multiplicative semigroup with identity e, and let A be a C∗-
algebra. For each p ∈ P let Xp be a right Hilbert A–A bimodule and suppose that
ϕp : A → L(Xp) is the homomorphism which defines the left action of A on Xp. A
product system of right Hilbert A–A bimodules over P (or a product system with fibres
Xp over P ) is the disjoint union X :=
⊔
p∈P Xp such that:
(P1) The identity fibre Xe is the standard bimodule AAA.
(P2) X is a semigroup and for each p, q ∈ P \ {e} the map (x, y) 7→ xy : Xp×Xq →
Xpq, extends to an isomorphism σp,q : Xp ⊗A Xq → Xpq.
(P3) The multiplications Xe ×Xp → Xp and Xp ×Xe → Xp satisfy
ax = ϕp(a)z, xa = x · a for a ∈ Xe and x ∈ Xp.
If each fibre Xp is essential, then we call X a product system of essential right Hilbert
A–A bimodules over P . We write 1p for the identity operator on the fibre Xp.
The associativity of the multiplication in X implies that for p, q, r ∈ P, x ∈ Xp, y ∈
Xq, s ∈ Xr, we have
σpq,r
(
σp,q(x⊗ y)⊗ s
)
= σp,qr
(
x⊗ σq,r(y ⊗ s)
)
.
Let p, q ∈ P \ {e} and S ∈ L(Xp). The isomorphism σp,q : Xp ⊗A Xq → Xpq gives a
homomorphism ιpqp : L(Xp)→ L(Xpq) defined by
ιpqp (S) = σp,q ◦ (S ⊗ 1Xq) ◦ σ−1p,q .
Suppose that P is a subsemigroup of a group G such that P ∩ P−1 = {e}. Then
p ≤ q ⇔ p−1q ∈ P
defines a partial order on G. Following [33, Definition 2.1] and [8, Definition 6], we
say (G,P ) is a quasi-lattice ordered group if every pair p, q ∈ G with a common upper
bound in P has a least upper bound in P , which we denote by p∨q. We write p∨q =∞
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when p, q ∈ G have no common upper bound. A well-known example of a quasi-lattice
ordered group is (Zk,Nk): for all m,n ∈ Nk, there is a least upper bound m ∨ n with
i-th coordinate (m ∨ n)i := max{mi, ni}.
Let (G,P ) be a quasi-lattice ordered group. A product system of right Hilbert A–A
bimodules over P is compactly aligned, if for all p, q ∈ P with p ∨ q < ∞, S ∈ K(Xp)
and T ∈ K(Xq), we have ιp∨qp (S)ιp∨qq (T ) ∈ K(Xp∨q).
2.3. C∗-algebras associated to product systems of Hilbert bimodules. Let P
be a semigroup with identity e, and let X be a product system of right Hilbert A–A
bimodules over P . Let ψ be a function from X to a C∗-algebra B. Write ψp for the
restriction of ψ to Xp. We call ψ a Toeplitz representation of X if:
(T1) For each p ∈ P \{e}, ψp : Xp → B is linear, and ψe : A→ B is a homomorphism,
(T2) ψp(x)
∗ψp(y) = ψe(〈x, y〉) for p ∈ P , and x, y ∈ Xp,
(T3) ψpq(xy) = ψp(x)ψq(y) for p, q ∈ P , x ∈ Xp, and y ∈ Xq.
Conditions (T1) and (T2) imply that (ψp, ψe) is a representation of the fibre Xp. Then
there is a homomorphism ψ(p) : K(Xp)→ B such that ψ(p)(Θx,y) = ψp(x)ψp(y)∗.
The Toeplitz algebra T (X) is generated by a universal Toeplitz representation of
X , say ω. Proposition 2.8 of [16] says that there is such an algebra T (X). If T is a
Toeplitz representation of X in a C∗-algebra B, then we write T∗ for the representation
of T (X) in B such that T∗ ◦ ω = T .
A Toeplitz representation ψ of X is Cuntz–Pimsner covariant if
ψe(a) = ψ
(p)(ϕp(a)) for all p ∈ P, a ∈ ϕ−1p (K(Xp)).(2.5)
The Cuntz–Pimsner algebra O(X) is the quotient of T (X) by the ideal〈
ω(a)− ω(p)(ϕp(a)) : p ∈ P, a ∈ ϕ−1p (K(Xp))
〉
.(2.6)
Let (G,P ) be a quasi-lattice ordered group and suppose that X is a product sys-
tem of essential right Hilbert A–A bimodules over P . Suppose that ψ is a Toeplitz
representation of X on a Hilbert space H. For each p ∈ P , let αψp be the map αψp,ψ0
associated to the representation (ψp, ψ0) of the fibre Xp as in Lemma 2.1. A Toeplitz
representation ψ of X on a Hilbert space H is Nica covariant if for every p, q ∈ P , we
have
αψp (1)α
ψ
q (1) =
{
αψp∨q(1) if p ∨ q <∞
0 otherwise.
It follows from Lemma 2.1 that if each fibre in X has a Parseval frame, then a Toeplitz
representation ψ is Nica covariant if and only if for every p, q ∈ P , we have
ψ(p)(1p)ψ
(q)(1q) =
{
ψ(p∨q)(1p∨q) if p ∨ q <∞
0 otherwise.
(2.7)
Fowler showed in [16, Proposition 5.6] that we can extend the notion of Nica co-
variance to representations in C∗-algebras. A Toeplitz representation ψ of X in a
C∗-algebra B is Nica covariant if and only for every p, q ∈ P , S ∈ K(Xp), and
T ∈ K(Xq), we have
ψ(p)(S)ψ(q)(T ) =
{
ψ(p∨q)
(
ιp∨qp (S)ι
p∨q
q (T )
)
if p ∨ q <∞
0 otherwise.
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The Nica-Toeplitz algebra NT (X)1 is the C∗-algebra generated by a universal Nica
covariant representation of X , which in this paper we denote by ψ. It follows from
[16, Theorem 6.3] that
NT (X) = span{ψp(x)ψq(y)∗ : p, q ∈ P, x ∈ Xp, y ∈ Xq}.
The Cuntz–Pimsner algebra O(X) is by definition a quotient of T (X). There is
another Cuntz–Pimsner algebra NO(X) in [42], which is directly defined as a quotient
of NT (X). In the product systems considered here, the left action of A on each fibre
is by compact operators, and hence Cuntz–Pimsner covariance implies Nica covariance
[16, Proposition 5.4]. Also since the left action is injective, by [42, Proposition 5.1], the
Cuntz–Pimsner covariance considered in [42] is equivalent to Fowler’s Cuntz–Pimsner
covariance given at (2.5). Therefore by [42, Remark 3.14] the two Cuntz–Pimsner
algebras coincide. But we found it easier to work with O(X). The next lemma shows
that we can still express O(X) as a quotient of NT (X).
Lemma 2.2. Let (G,P ) be a quasi-lattice ordered group, and let X be a compactly
aligned product system of right Hilbert A–A bimodules over P . Suppose that ev-
ery Cuntz–Pimsner-covariant representation of X is a Nica-covariant representation.
Then O(X) is the quotient of NT (X) by the ideal〈
ψe(a)− ψ(p)(ϕp(a)) : p ∈ P, a ∈ ϕ−1p (K(Xp))
〉
.(2.8)
Proof. Let I := ⋂{ ker π∗ : π is a Cuntz–Pimsner-covariant representation of X} and
let J := ⋂{ker θ∗ : θ is a Nica-covariant representation of X}. Let qNT be the quo-
tient map T (X)→ T (X)/J . A standard argument shows that (T (X)/J , qNT ◦ω) is
universal for Nica-covariant representations, and hence it is canonically isomorphic to
(NT (X), ψ). Similarly, O(X) is isomorphic to T (X)/I. In particular, I is the ideal
of (2.6). Since every Cuntz–Pimsner-covariant representation of X is also a Nica-
covariant representation, J ⊆ I. An application of the third isomorphism theorem in
algebra gives a quotient map q : NT (X)→ O(X) such that ker q = I/J . We have
I/J = {i+ J : i ∈ I} = {qNT (i) : i ∈ I}.(2.9)
Now plugging the generating elements ω(a) − ω(p)(ϕp(a)) of I into (2.9) and using
qNT ◦ ω = ψ, we obtain I/J =
{
ψe(a)− ψ(p)(ϕp(a)) : p ∈ P, a ∈ ϕ−1p (K(Xp))
}
. Thus
O(X) is the quotient of NT (X) by the ideal (2.8) 
Let X be a product system of right Hilbert A–A bimodules over Nk. A standard
argument using the universal property shows that there is a strongly continuous gauge
action γ : Tk → NT (X) such that for each x ∈ Xm we have γz(x) = zmx (in multi-
index notation, zm =
∏k
i=1 z
mi
i for z = (z1, . . . , zk) ∈ Tk and m ∈ Zk). Since γ fixes
the elements of the set in (2.8), it induces a natural gauge action of Tk on O(X). Now
we can lift these actions to actions of the real line R2.
2.4. The Fock representation. Let P be a semigroup with identity e and suppose
that X is a product system of right Hilbert A–A bimodules over P . Define r : X → P
by r(x) := p for x ∈ Xp. Following [16], we write F (X) =
⊕
p∈P Xp and call it the
Fock module. Fowler shows in [16, page 340] that for x ∈ X there is an adjointable
operator T (x) on F (X) determined by T (x)(
⊕
xp) =
⊕
(xxp). The adjoint T (x)
∗ is
zero on any summand Xp for which p /∈ r(x)P . If p ∈ r(x)P , say p = r(x)q for some
1In Fowler’s paper the Nica-Toeplitz algebra is denoted by Tcov(X).
2To get the action of R on NT (X), we could also apply the argument of the paragraph before [19,
Lemma 3.2] to the homomorphism N : Zk → (0,∞) defined by N(n) =∑k
i=1
niri
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q ∈ P , then there is an isomorphism σr(x),q : Xr(x)⊗AXq → Xp, and the adjoint T (x)∗
is given by
T (x)∗
(
σr(x),q(y ⊗ z)
)
= 〈x, y〉 · z.(2.10)
Furthermore, T is a Toeplitz representation of X called the Fock representation.
Let X be a compactly aligned product system of right Hilbert A–A bimodules over
Nk and suppose that the left action of A on each fibre is by compact operators. Then
the homomorphism T∗ : NT (X)→ L(F (X)) induced from the Fock representation is
faithful (see [19, Remark 4.8]).
2.5. KMS states. Let (A,R, α) be a C∗-algebraic dynamical system. An element
a ∈ A is analytic if t 7→ αt(a) is the restriction of an entire function z 7→ αz(a) on C.
Following recent conventions [28, 21, 1, 22], we say a state φ of (A,R, α) is a KMS state
with inverse temperature β (or a KMSβ state) if φ(ab) = φ(bαiβ(a)) for all analytic
elements a, b. A state φ is a KMS∞ state if it is the weak
∗ limit of a sequence of KMSβi
states as βi →∞ (see [7]). We distinguish between the ground states and the KMS∞
states. But in older literature (for example in [4, 35]), there was no such a distinction.
For us, ground states are those for which z 7→ φ(aαz(b)) is bounded in the upper-half
plane for all analytic elements a, b. The argument of [28, page 19] shows that it is
enough to check both the ground state condition and the KMS condition on a set of
analytic elements which span a dense subalgebra of A.
2.6. Topological graphs. A topological graph E = (E0, E1, r, s) consists of locally
compact Hausdorff spaces E0 and E1, a continuous map r : E1 → E0 and a lo-
cal homeomorphism s : E1 → E0. Here E0 and E1 will always be compact. We
use the convention of [38] for paths in E: for example, if s(e) = r(f), then we
think of ef as a path of length 2. Since E0 and E1 are compact, the associated
graph correspondence X(E) = C(E1) is the right-Hilbert C(E0)–C(E0) bimodule
with module actions and inner product given by (a · x · b)(z) = a(r(z))x(z)b(s(z))
and 〈x, y〉(z) =∑s(w)=z x(w)y(w) for a, b ∈ C(E0), x, y ∈ X(E) and z ∈ E0.
2.7. ∗-commuting local homeomorphisms. Let f, g be commuting maps on a set
Z. Following [2] and [12, §10] we say f, g ∗-commute, if for every x, y ∈ Z satisfying
f(x) = g(y), there exists a unique z ∈ Z such that x = g(z) and y = f(z). The
following diagram illustrates this property:
z
y x
f(x) = g(y)
f
fg
g
We also say that a family of maps ∗-commute if every two of them ∗-commute.
Given ∗-commuting maps f, g, h on a space Z, Proposition 10.2 of [12] implies that f i
and gj ∗-commute for i, j ∈ N. Lemma 1.3 of [44] shows that f and g ◦ h ∗-commute.
Remark 2.3. Let h1, . . . , hk be ∗-commuting local homeomorphisms on a space Z and
take m,n ∈ Nk. Throughout we write m ∧ n for the element of Nk with (m ∧ n)i :=
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min{mi, ni}. We also define
hm := hm11 ◦ · · · ◦ hmkk .
Observe that if m∧n = 0, then the local homeomorphisms appearing in hm11 ◦ · · ·◦hmkk
do not appear in hn11 ◦ · · · ◦ hnkk . Then the argument of the previous paragraph shows
that hm and hn ∗-commute. The conditionm∧n = 0 here is very crucial. In particular,
∗-commuting local homeomorphisms need not ∗-commute with themselves. Thus hm
and hn may not ∗-commute in general.
2.8. Measures. All the measures we consider here are positive in the sense that they
take values in [0,∞). We write M(Z)+ for the set of finite Borel measures on Z.
Some of the measures used here are defined by linear functionals on C(Z). Then by
the Riesz representation theorem (see [15, Corollary 7.6] for example) these measures
are automatically regular. A probability measure is a Borel measure with total mass
1.
3. A product system associated to a family of local homeomorphisms
In [1, Lemma 5.2] we proved that for a local homeomorphism f and the associated
graph correspondence X(E), there is an isomorphism from X(E) ⊗A X(E) onto the
graph correspondence associated to f ◦ f . The next lemma generalises this to graph
correspondences of two different local homeomorphisms. There is also a similar result
in the dynamics arising from graph algebras (see [5, Proposition 3.2]).
Lemma 3.1. Let f, g be surjective local homeomorphisms on a compact Hausdorff
space Z. Let A := C(Z) and suppose that X(E1), X(E2) and X(F ) are the graph
correspondences related to the topological graphs E1 = (Z,Z, id, f), E2 = (Z,Z, id, g),
and F = (Z,Z, id, g ◦ f). Then there is an isomorphism σf,g from X(E1) ⊗A X(E2)
onto X(F ) such that
σf,g(x⊗ y)(z) = x(z)y(f(z)) for all z ∈ Z.(3.1)
Proof. Define σ : C(Z)×C(Z)→ C(Z) by σ(x, y)(z) = x(z)y(f(z)) for all x, y ∈ C(Z).
Clearly σ is bilinear. Taking y = 1 implies that σ is surjective. Then the universal
property of the algebraic tensor product gives a unique surjective linear map σ˜ :
C(Z)⊙C(Z)→ C(Z) satisfying σ˜(x⊙y)(z) = x(z)y(f(z)) for all x⊙y ∈ C(Z)⊙C(Z).
Since σ˜ vanishes on the elements of the form (2.3), it induces a surjective linear map
σf,g : C(Z)⊙A C(Z)→ C(Z) satisfying (3.1).
To show that σf,g preserves the actions, let x ⊗ y ∈ C(Z) ⊙A C(Z), a ∈ C(Z) and
z ∈ Z. It follows from (3.1) that
σf,g
(
x⊗ y · a)(z) = x(z)(y · a)(f(z)) = x(z)y(f(z))a(g ◦ f(z))
= σf,g(x⊗ y)(z)a(g ◦ f(z)) =
(
σf,g(x⊗ y) · a
)
(z).
Similarly for the left action, we have σf,g
(
a · (x⊗ y))(z) = (a · σf,g(x⊗ y))(z).
To see that σf,g preserves the inner products, let x ⊗ y, x′ ⊗ y′ ∈ C(Z) ⊙A C(Z).
Since all the range maps are the identity and the source maps are f, g, and g ◦ f ,
respectively, we have〈
σf,g(x⊗ y), σf,g(x′ ⊗ y′)
〉
(z) =
∑
g◦f(w)=z
σf,g(x⊗ y)(w)σf,g(x′ ⊗ y′)(w)
=
∑
g◦f(w)=z
x(w)y(f(w))x′(w)y′(f(w))
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=
∑
g(v)=z
( ∑
f(w)=v
x(w)x′(w)
)
y(v)y′(v)
=
∑
g(v)=z
〈x, x′〉(v)y(v)y′(v)
=
∑
g(v)=z
y(v)
(〈x, x′〉 · y′)(v)
=
〈
y, 〈x, x′〉 · y′〉(z)
=
〈
x⊗ y, x′ ⊗ y′〉(z).
It follows that σf,g is an isometry on C(Z) ⊙A C(Z), and hence it extends to an
isomorphism σf,g of X(E1)⊗A X(E2) onto X(F ) which satisfies (3.1). 
Now we can prove an analogue of [5, Proposition 3.7] to build a product system.
Proposition 3.2. Let h1, . . . , hk be surjective commuting local homeomorphisms on a
compact Hausdorff space Z. For each m ∈ Nk, let Xm be the graph correspondence
associated to the topological graph (Z,Z, id, hm). Suppose that X :=
⊔
m∈Nk Xm and
A := C(Z). Let σm,n : Xm ⊗A Xn → Xm+n be the isomorphism obtained by applying
Lemma 3.1 with the local homeomorphisms hm, hn. Then X is a compactly aligned
product system of essential right Hilbert A–A bimodules over Nk with the multiplication
given by xy := σm,n(x⊗ y) for x ∈ Xm, y ∈ Yn, so that
(xy)(z) = x(z)y(hm(z)) for z ∈ Z.(3.2)
The left action of A on each fibre Xm is by compact operators.
Proof. An easy computation using (3.2) shows that X is a semigroup. Since the source
map in the fibre X0 is the identity, X0 =A AA and therefore (P1) holds. Lemma 3.1
gives (P2). Let a ∈ A and x ∈ Xm. Then (P3) follows from:
ax(z) = a(z)x(z) = (a · x)(z) and xa(z) = x(z)a(hm(z)) = (x · a)(z).
To show that the fibre Xm is essential, notice that A = C(Z) is unital with the
identity 1C(Z) : Z → C defined by 1C(Z)(z) = 1 for all z ∈ Z. Since the left action is
by pointwise multiplication, ϕm(1C(Z))x = x for all x ∈ Xm. Thus Xm is essential.
To see that the left action of A on the fibre Xm is by compact operators, choose an
open cover {Uj : 1 ≤ j ≤ d} of Z such that hm|Uj is injective and choose a partition
of unity {ρj} subordinate to {Uj}. Define ξj := √ρj . We aim to show that for each
a ∈ A, the left action of a on the fibre Xm is by
∑d
j=1Θa·ξj ,ξj .
Take x ∈ Xm and z ∈ Z, we have( d∑
j=1
Θa·ξj ,ξj (x)
)
(z) =
d∑
j=1
(
(a · ξj) · 〈ξj, x〉
)
(z) =
d∑
j=1
(a · ξj)(z)〈ξj, x〉(hm(z))
=
d∑
j=1
a(z)ξj(z)
∑
hm(w)=hm(z)
ξj(w)x(w).
Since hm is injective on each supp ξj,( d∑
j=1
Θa·ξj ,ξj (x)
)
(z) =
d∑
j=1
a(z)ξj(z)ξj(z)x(z) = a(z)x(z)
d∑
j=1
|ξj(z)|2 = a(z)x(z).
Thus
∑d
j=1Θa·ξj ,ξj = ϕm(a). Since the left action on each fibre is by compact operators,
[16, Proposition 5.8] implies thatX is a compactly aligned product system over Nk. 
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4. KMS states and the subinvariance relation
Suppose that φ is a KMS state on the Toeplitz algebra of a directed graph or a
k-graph, and that {pv} are the projections associated to the vertices of the graph. We
know from [21, 22] that the KMS condition implies that the vector
(
φ(pv)
)
satisfies
an inequality, which is known in Perron-Frobenius theory as a subinvariance relation.
The constructions of KMS states in [21, 22] depend crucially on being able to find
the general solution of this relation. By drawing an analogy between the continuous
systems of [1] and those in [21], we found a similar inequality in [1, §4], and were again
able to describe the general solution [1, Proposition 4.2]. Here we find and solve a
similar relation by analogy with the situation for k-graphs in [22, §4].
Throughout this section we consider a family {hi : 1 ≤ i ≤ k} of commuting
surjective local homeomorphisms on a compact space Z, and define hn :=
∏k
i=1 h
ni
i for
n ∈ Nk. We denote by X the associated product system, as in Proposition 3.2. For
each finite Borel measure ν on Z and each n ∈ Nk, we define another measure Rn(ν)
by ∫
a d
(
Rn(ν)
)
=
∫ ∑
hn(w)=z
a(w) dν(z) for a ∈ C(Z).(4.1)
We then have Rm ◦ Rn = Rm+n = Rn ◦ Rm. By using the same formula for signed
measures, we can view the Rn as bounded linear operators on the dual space C(Z)∗
(see [15, Theorem 7.17], for example). This is helpful when we want to make sense of
infinite sums involving these operations, which we can do by showing that the sums
are absolutely convergent in the Banach space of bounded operators on C(Z)∗.
With this notation we have the following analogue of [22, Proposition 4.1]. Recall
that we write ψ for the canonical representation of X in NT (X).
Proposition 4.1. Let r ∈ (0,∞)k and suppose that α : R→ AutNT (X) is given in
terms of the gauge action by αt = γeitr . Suppose that φ is a KMSβ state of (NT (X), α),
and µ is the probability measure on Z such that φ(ψ0(a)) =
∫
a dµ for all a ∈ C(Z).
Then for every subset K of {1, . . . , k},
(4.2)
∫
a d
(∏
i∈K
(
1− e−βriRei)µ) ≥ 0 for every positive a ∈ C(Z).
We will call this relation the subinvariance relation.
For the calculations in the proof, we need a lemma.
Lemma 4.2. Let T be the Fock representation of X and let n ∈ Nk. Suppose that
{ρl : 1 ≤ l ≤ d} is a partition of unity such that hn is injective on each supp ρl, and
define τl :=
√
ρl. Then for x ∈ Xm we have
d∑
l=1
Tn(τl)Tn(τl)
∗(x) =
{
x if m ≥ n
0 otherwise.
Proof. If m  n, then the adjoint formula (2.10) for the Fock representation implies
that Tn(τl)Tn(τl)
∗(x) = 0 for all l. So we suppose that m ≥ n. We may suppose that
x = σn,m−n(x
′ ⊗ x′′) for some x′ ∈ Xn and x′′ ∈ Xm−n. Now we compute:( d∑
l=1
Tn(τl)Tn(τl)
∗
)(
σn,m−n(x
′ ⊗ x′′)) = d∑
l=1
Tn(τl)
(〈τl, x′〉 · x′′)
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=
d∑
l=1
σn,m−n
(
τl ⊗ 〈τl, x′〉 · x′′
)
= σn,m−n
( d∑
l=1
τl · 〈τl, x′〉 ⊗ x′′
)
,
which is σn,m−n(x
′ ⊗ x′′) = x because {τl : 1 ≤ l ≤ d} is a Parseval frame for the fibre
Xm (by Lemma 5.2 (a)). 
Proof of Proposition 4.1. Let a be a positive element of C(Z). For K = ∅, we have∫
a dµ ≥ 0 because a is positive. So we assume K 6= ∅. Following the calculations in
[22, Proposition 4.1], we write∫
a d
(∏
i∈K
(1− e−βriRei)
)
µ =
∑
∅⊆J⊆K
(−1)|J |e−βr·eJ
∫
a d
(
ReJµ
)
.(4.3)
The J = ∅ term is ∫ a dµ ≥ 0. So we take ∅ ( J ⊆ K, and, following the proof of [1,
Proposition 4.1], write the integral in the J-summand on the right of (4.3) in terms of
elements of NT (X).
Choose an open cover {UJl : 1 ≤ l ≤ d} of Z such that heJ |UJl is injective and choose
a partition of unity {ρJl : 1 ≤ l ≤ d} subordinate to {UJl }. Define τJl :=
√
ρl. Since
the fibre XeJ is the graph correspondence (Z,Z, id, h
eJ ), the calculation in the first
paragraph of [1, Proposition 4.1] in XeJ gives∫
a d
(
ReJµ
)
= φ
( d∑
l=1
ψeJ (τ
J
l )
∗
ψeJ (a · τJl )
)
.
Now we apply the KMS relation to get∫
a d
(
ReJµ
)
= eβr·eJφ
( d∑
l=1
ψeJ (a · τJl )ψeJ (τJl )∗
)
= eβr·eJφ
( d∑
l=1
ψ0(a)ψeJ (τ
J
l )ψeJ (τ
J
l )
∗
)
.
Now adding up over J gives
(4.3) =
∫
a dµ+
∑
∅(J⊆K
(−1)|J |φ
( d∑
l=1
ψ0(a)ψeJ (τ
J
l )ψeJ (τ
J
l )
∗
)
= φ
(
ψ0(a) +
∑
∅(J⊆K
(−1)|J |
d∑
l=1
ψ0(a)ψeJ (τ
J
l )ψeJ (τ
J
l )
∗
)
.(4.4)
We need to show that the right-hand side of (4.4) is positive. Since φ is a state, and
the Fock representation T∗ is faithful, it suffices to prove that
T0(a) +
∑
∅(J⊆K
(−1)|J |T0(a)
d∑
l=1
TeJ (τ
J
l )TeJ (τ
J
l )
∗
(4.5)
is positive on each summand Xn of the Fock module. For n = 0, the sum collapses to
T0(a), which is positive because a is. So we take n ∈ Nk such that In := {i : ni 6= 0} is
nonempty, and x ∈ Xn. Lemma 4.2 implies that the J-summand in (4.5) vanishes on
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Xn for n  eJ . So only the summands with n ≥ eJ survive, and n ≥ eJ is equivalent
to J ⊂ In. So Lemma 4.2 says that(
T0(a)+
∑
∅(J⊆K
(−1)|J |T0(a)
d∑
l=1
TeJ (τ
J
l )TeJ (τ
J
l )
∗
)
(x)
= T0(a)(x) +
∑
∅(J⊆In∩K
(−1)|J |T0(a)(x)
=
∑
∅⊂J⊆In∩K
(−1)|J |T0(a)(x).
If In ∩K = ∅, then the sum is absent, and (4.5) = T0(a) on Xn, which is positive. If
In ∩K 6= ∅, the number of subsets of In ∩K with odd cardinality equals the number
of subsets with even cardinality, and the sum vanishes. Thus (4.5) is positive on all
summands of the Fock module, and therefore it is a positive operator on F (X). Thus
(4.5) is a positive operator, and (4.4) is nonnegative. This completes the proof of
Proposition 4.1. 
The next proposition characterises the solutions of the subinvariance relation (4.2).
It is a generalisation of [1, Proposition 4.2] and [22, Theorem 6.1(a)].
Proposition 4.3. For each 1 ≤ i ≤ k, set
(4.6) βci := lim sup
j→∞
(
j−1 ln
(
max
z∈Z
|h−ji (z)|
))
.
Let r ∈ (0,∞)k, and suppose that β ∈ (0,∞) satisfies βri > βci for 1 ≤ i ≤ k.
(a) The series
∑
n∈Nk e
−βr·n|h−n(z)| converges uniformly for z ∈ Z to a continuous
function fβ(z) ≥ 1.
(b) Let ε be a finite regular Borel measure on Z. Then the series
∑
n∈Nk e
−βr·nRnε
converges in norm in the dual space C(Z)∗ with sum µ, say. Then µ satisfies
the subinvariance relation (4.2), and we have
(4.7) ε =
k∏
i=1
(
1− e−βriRei)µ.
The measure µ is a probability measure if and only if
∫
fβ dε = 1.
(c) Suppose that µ is a probability measure which satisfies the subinvariance relation
(4.2). Then ε =
∏k
i=1
(
1−e−βriRei)µ is a finite regular Borel measure satisfying∑
n∈Nk e
−βr·nRnε = µ, and we have
∫
fβ dε = 1.
Proof. For part (a), take 1 ≤ i ≤ k. Applying the calculation of the first paragraph in
the proof of [1, Proposition 4.2] to the local homeomorphism hi gives us δi ∈ (0,∞)
and Mi ∈ N such that
l ∈ N, l ≥Mi =⇒ e−lβri max
z
|h−li (z)| < e−lδi .
Then with M = (M1, . . . ,Mk) and N ∈ Nk, we have∑
M≤n≤N
e−βr·n|h−n(z)| =
∑
M≤n≤N
e−βr·n
∣∣(hn11 ◦ · · · ◦ hnkk )−1(z)∣∣
=
∑
M≤n≤N
k∏
i=1
(
e−βri·ni max
z
∣∣h−nii (z)∣∣)
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≤
k∏
i=1
∑
Mi≤ni≤Ni
(
e−βri·ni max
z
∣∣h−nii (z)∣∣)
≤
k∏
i=1
∑
Mi≤ni≤Ni
e−δini.
Now let N → ∞ in Nk, in the sense that Ni → ∞ for 1 ≤ i ≤ k. Since each series∑∞
ni=Mi
e−δini is convergent, it follows that
∑∞
n=M e
−βr·n|h−n(z)| converges uniformly
for z ∈ Z. Since hn is a local homeomorphism on Z for all n ∈ Nk, [6, Lemma 2.2]
implies that z 7→ |h−n(z)| is locally constant, and hence continuous. Thus
fβ(z) :=
∑
n∈Nk
e−βn|h−n(z)|
is the uniform limit of a sequence of continuous functions, and is therefore continuous.
The term corresponding to n = 0 is 1, so fβ ≥ 1.
For part (b), let ε be a finite regular Borel measure on Z. Take M and {δi : 1 ≤
i ≤ k} as in part (a). We want to show that ∑n≥M e−βr·nRnε converges in the norm
of C(Z)∗. We calculate the N -th partial sum using the formula (4.1) for Rn. Let
g ∈ C(Z), we have∣∣∣ ∑
M≤n≤N
e−βr·n
∫
g d(Rnε)
∣∣∣ = ∣∣∣ ∑
M≤n≤N
e−βr·n
∫ ∑
hn(w)=z
g(w) dε(z)
∣∣∣
≤
∑
M≤n≤N
e−βr·n|h−n(z)| ‖ε‖C(Z)∗‖g‖∞
≤ ‖ε‖C(Z)∗‖g‖∞
k∏
i=1
∑
Mi≤ni≤Ni
e−δini .(4.8)
Now when N → ∞, all the series ∑∞ni=Mi e−δini are convergent and hence the series∑
n∈Nk e
−βr·nRnε converges absolutely in the norm of C(Z)∗ with sum a functional f ,
say. The formula (4.1) for Rn implies that f is positive functional on C(Z), and by
the Riesz representation theorem is given by a Borel measure µ on Z.
Rearranging the absolutely convergent series that defines µ, we find
µ =
∑
n∈Nk
e−βr·nRnε =
∑
n∈Nk
e−βr·n
( ni∏
i=k
Rnieiε
)
(4.9)
=
k∏
i=1
( ∞∑
ni=0
e−βriniRnii ε
)
with Ri := R
ei . Applying the arguments in the proof of [1, Proposition 4.2(b)] to
the graph (Z,Z, id, hi) shows that each series
∑∞
ni=0
e−βriniRnii ε converges in norm in
C(Z)∗ to a positive measure Qiε, and that we then have
(4.10) (1− e−βriRi)Qiε = ε.
Equation (4.9) says that µ =
∏k
i=1Qiε, and hence the following calculation using k
applications of (4.10) gives (4.7):
k∏
i=1
(
1− e−βriRei)µ = ( k∏
i=1
(
1− e−βriRei))( k∏
i=1
Qiε
)
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=
( k∏
i=1
(
1− e−βriRei)Qi)ε = ε.
To see that µ satisfies the subinvariance relation (4.2), we take K ⊆ {1, . . . , k} and
use (4.10) again:
∏
i∈K
(
1− e−βriRei)µ = (∏
i∈K
(
1− e−βriRei))( k∏
i=1
Qiε
)
=
(∏
i/∈K
Qi
)(∏
i∈K
(
1− e−βriRei)Qi)ε
=
(∏
i/∈K
Qi
)
ε ≥ 0.
To see the relation between µ and fβ, we compute using the formula (4.1) for R
n
and then Tonelli’s theorem:
µ(Z) =
∑
n∈Nk
e−βr·n(Rnε)(Z) =
∑
n∈Nk
e−βr·n
∫
1 d(Rnε)
=
∑
n∈Nk
e−βr·n
∫
|h−n(z)| dε(z) =
∫ ∑
n∈Nk
e−βr·n|h−n(z)| dε(z)
=
∫
fβ(z) dε(z).
Thus µ is finite, and is a probability measure if and only if
∫
fβ dε = 1. This completes
the proof of part (b).
For (c), suppose that µ is a probability measure which satisfies the subinvariance
relation (4.2). Set ε =
∏k
i=1
(
1− e−βriRei)µ. Then ε is a bounded functional on C(Z),
and the subinvariance relation (4.2) for µ and K = {1, . . . , k} says that ε is positive.
To check that
∑
n∈Nk e
−βr·nRnε = µ, we calculate as in (4.9):
∑
0≤n≤N
e−βr·nRnε =
( ∑
0≤n≤N
e−βr·nRn
k∏
i=1
(
1− e−βriRei))µ
=
( ∑
0≤n≤N
k∏
i=1
e−βriniRniei
(
1− e−βriRei))µ
=
( k∏
i=1
Ni∑
ni=0
(
e−βriniRniei − e−βri(ni+1)R(ni+1)ei))µ.
Observe that for each i, the sum over ni above is telescoping. Now let N →∞ in the
sense that Ni →∞ for 1 ≤ i ≤ k. Then(
lim
Nk→∞
Ni∑
ni=0
(
e−βriniRniei − e−βri(ni+1)R(ni+1)ei))µ = µ.
Repeating for i = k − 1, . . . , 1 we get that ∑n∈Nk e−βr·nRnε = µ, as needed. That∫
fβ dε = 1 now follows from part (b). 
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5. A characterisation of KMS states
Our goal is to construct KMS states on the Nica-Toeplitz algebra NT (X) of the
previous sections, and we need to be able to recognise when a given state is a KMS
state. We can of course verify the KMS condition on pairs of elements b, c of the form
ψm(x)ψn(y)
∗, but this involves working with two products bc and cb of such elements.
We seek a characterisation of KMS states which can be verified on a single spanning
element, like those of [1, Proposition 3.1] and [22, Proposition 3.1]. Proving that
our characterisation works involves simplifying a product of the form ψm(x)
∗ψn(y)
using suitably chosen Parseval frames for the Hilbert bimodules in our product (see
Proposition 5.3). Our construction of such frames uses the ∗-commuting property.
So we assume from now on that we have a family {hi : 1 ≤ i ≤ k} of ∗-commuting
local homeomorphisms on a compact space Z. We consider the product system X of
Proposition 3.2. We fix r ∈ (0,∞)k and define α : R → AutNT (X) in terms of the
gauge action by αt = γeitr . We begin by stating our characterisation of KMS states on
(NT (X), α), though proving it will take the rest of the section. Notice that the hy-
pothesis of rational independence in part (b) already featured in [22, Proposition 3.1].
Proposition 5.1. Suppose that β > 0 and φ is a state on NT (X).
(a) If φ satisfies
φ
(
ψm(x)ψn(y)
∗
)
= δm,ne
−βr·mφ ◦ ψ0(〈y, x〉) for x ∈ Xm, y ∈ Xn,(5.1)
then φ is a KMSβ state of (NT (X), α).
(b) If φ is a KMSβ state of (NT (X), α) and r ∈ (0,∞)k has rationally independent
coordinates, then φ satisfies (5.1).
We now describe the Parseval frames that we will use. As usual, they have the form
τi =
√
ρi for some carefully chosen partition {ρi} of unity of Z.
Lemma 5.2. Let f, g be ∗-commuting local homeomorphisms on Z giving graph cor-
respondences X(E1), X(E2). Let {ρi : 1 ≤ i ≤ d} be a partition of unity such that f
and g are one-to-one on each supp ρi, and take τi :=
√
ρi. Then
(a) {τi},{τi ◦ g} are Parseval frames for X(E1);
(b) {τi},{τi ◦ f} are Parseval frames for X(E2); and
(c) there is an isomorphism tf,g : X(E1)⊗A X(E2)→ X(E2)⊗A X(E1) such that
tf,g(τi ◦ g ⊗ τj) = τj ◦ f ⊗ τi for 1 ≤ i, j ≤ d.(5.2)
We call this isomorphism the flip map.
Proof. Part (b) follows from (a), so we only prove (a) and (c). It is easy to check that
{τi} is a Parseval frame for X(E1) (see, for example, [13, Proposition 8.2]). To see that
{τi◦g} is a Parseval frame for X(E1), we take x ∈ X(E1) and check the reconstruction
formula. For z ∈ Z, we have
d∑
i=1
(τi ◦ g) ·
〈
(τi ◦ g), x
〉
(z) =
d∑
i=1
τi
(
g(z)
)( ∑
f(w)=f(z)
τi(g(w))x(w)
)
.(5.3)
The i-summand vanishes unless both g(z), g(w) are in supp τi, so we suppose that
g(z), g(w) ∈ supp τi. For f(w) = f(z), we have g ◦ f(z) = g ◦ f(w) and hence
f ◦ g(z) = f ◦ g(w); since f is one-to-one on supp τi, we have g(w) = g(z). Thus both
w and z fit in the box in the diagram
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
f(z) g(z)
g(f(z)) = f(g(z))
f
fg
g
and ∗-commutativity of f and g implies that w = z. Thus the interior sum in (5.3)
collapses to (τi ◦ g)(z)x(z), and we recover the reconstruction formula
d∑
i=1
(τi ◦ g) · 〈(τi ◦ g), x〉(z) =
d∑
i=1
τi(g(z))τi(g(z))x(z) = x(z)
d∑
i=1
τi(g(z))
2 = x(z).
For part (c), we take isomorphisms σf,g and σg,f as in Lemma 3.1, and set tf,g :=
σ−1g,f ◦ σf,g, which is an isomorphism of X(E1) ⊗A X(E2) onto X(E2) ⊗A X(E1). To
check (5.2), note that
σf,g(τi ◦ g ⊗ τj) = σg,f (τj ◦ f ⊗ τi),
and hence
tf,g(τi ◦ g ⊗ τj) = σ−1g,f ◦ σf,g(τi ◦ g ⊗ τj) = τj ◦ f ⊗ τi. 
To study the KMS sates, similar results in the literature (for example [22, Proposi-
tion 3.1] and [19, Theorem 4.6]) show that it is crucial to express elements of the form
ψn(y)
∗ψm(x) in terms of usual spanning elements ψp(s)ψq(t)
∗ of the algebra NT (X).
For a general product system over a semigroup, Fowler provided an approximation
[16, Proposition 5.10], but this is not enough because we need an exact formula; in
the dynamics associated to a k-graph [22] this formula already exists as one of the
Toeplitz-Cuntz-Krieger relations; in [19], since each fibre in the product system has an
orthonormal basis, it is easier to find such a formula (see [19, Lemma 4.7]). The next
proposition provides such a formula for our product system.
Proposition 5.3. Take m,n ∈ Nk such that m ∧ n = 0. Let {ρi : 1 ≤ i ≤ d} be a
partition of unity such that hm and hn are one-to-one on supp ρi and take τi :=
√
ρi.
(a) Let σm,n : Xm⊗AXn → Xm+n be the isomorphism induced by the multiplication
in X, and similarly for σn,m. Then for x ∈ Xm and y ∈ Xn, we have
σm,n(x⊗ y) =
d∑
i,j=1
σn,m
(
τj ◦ hm ⊗ τi
) · 〈〈x, τi ◦ hn〉 · τj , y〉.(5.4)
(b) For x ∈ Xm and y ∈ Xn, we have
ψn(y)
∗ψm(x) =
d∑
i,j=1
ψm
(〈y, τj ◦ hm〉 · τi)ψn(〈x, τi ◦ hn〉 · τj)∗.(5.5)
Proof. For part (a), since m ∧ n = 0, hm and hn are ∗-commuting. Then Lemma 5.2
implies that {τi ◦ hn} and {τj} are Parseval frames for Xm and Xn. The formula for
multiplication in X implies that
σm,n(τi ◦ hn ⊗ τj) = σn,m(τj ◦ hm ⊗ τi).(5.6)
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To prove (5.4), we write x⊗y in terms of the elements {τi◦hn⊗τj}. The reconstruction
formulas for the Parseval frames {τi ◦ hn} and {τj} give
x⊗ y =
( d∑
i=1
τi ◦ hn ·
〈
τi ◦ hn, x
〉)⊗ ( d∑
j=1
τj · 〈τj , y〉
)
.
Since the tensors are balanced, we have
x⊗ y =
d∑
i,j=1
(
τi ◦ hn ⊗ 〈τi ◦ hn, x〉 · τj · 〈τj, y〉
)
.(5.7)
We then claim that〈
τi ◦ hn, x
〉 · τj · 〈τj , y〉 = τj · 〈〈x, τi ◦ hn〉 · τj , y〉.(5.8)
To justify the claim, we evaluate both sides of (5.8) on z ∈ Z. For the left-hand side,
a computation in the fibre Xn shows that(〈τi ◦ hn, x〉 · τj · 〈τj , y〉)(z) = 〈τi ◦ hn, x〉(z)τj(z)〈τj , y〉(hn(z))
= 〈τi ◦ hn, x〉(z)τj(z)
∑
hn(w)=hn(z)
τj(w)y(w)
= 〈τi ◦ hn, x〉(z)τj(z)τj(z)y(z) (hn is injective on supp τj).
A similar calculation for the right-hand side of (5.8) gives(
τj ·
〈〈x, τi◦hn〉 · τj , y〉)(z) = τj(z)〈〈x, τi ◦ hn〉 · τj , y〉(hn(z))
= τj(z)
∑
hn(w)=hn(z)
〈x, τi ◦ hn〉(w)τj(w)y(w)
= τj(z)〈τi ◦ hn, x〉(z)τj(z)y(z),
and we have proved the claim.
Now putting (5.8) in (5.7) gives
x⊗ y =
d∑
i,j=1
(
τi ◦ hn ⊗ τj ·
〈〈x, τi ◦ hn〉 · τj , y〉).
Since σm,n is an isomorphism of correspondences, we have
σm,n(x⊗ y) =
d∑
i,j=1
σm,n(τi ◦ hn ⊗ τj) ·
〈〈x, τi ◦ hn〉 · τj , y〉,
and applying (5.6) completes the proof of (5.4).
For part (b), we use the Fock representation T of X , and it suffices for us to prove
that
Tn(y)
∗Tm(x) =
d∑
i,j=1
Tm
(〈y, τj ◦ hm〉 · τi)Tn(〈x, τi ◦ hn〉 · τj)∗.(5.9)
To do this, we show that both sides of (5.9) agree on each summand Xp of the
Fock module. Let p ∈ Nk, s ∈ Xp. The formula (2.10) for the adjoint shows that
the right-hand side of (5.9) vanishes unless p ≥ n. The left-hand side satisfies(
Tn(y)
∗Tm(x)
)
(s) = Tn(y)
∗
(
σm,p(x ⊗ s)
)
, which vanishes unless m + p ≥ n. Since
m ∧ n = 0, m+ p ≥ n is equivalent to p ≥ n. Thus both sides of (5.9) are zero unless
p ≥ n. So we assume p ≥ n.
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It suffices to check (5.9) on s = σn,p−n(s
′⊗s′′) where s′⊗s′′ ∈ Xn⊙AXp−n. We first
compute the right-hand side of (5.9) using (2.10):
d∑
i,j=1
Tm
(〈y,τj ◦ hm〉 · τi)Tn(〈x, τi ◦ hn〉 · τj)∗(σn,p−n(s′ ⊗ s′′))
=
d∑
i,j=1
Tm
(〈y, τj ◦ hm〉 · τi)(〈〈x, τi ◦ hn〉 · τj , s′〉 · s′′)
=
d∑
i,j=1
σm,p−n
(〈y, τj ◦ hm〉 · τi ⊗ 〈〈x, τi ◦ hn〉 · τj , s′〉 · s′′).(5.10)
For the left-hand side of (5.9), we evaluate † := Tn(y)∗Tm(x)
(
σn,p−n(s
′ ⊗ s′′)). We
start by applying the definition of the Fock representation. Then
† = Tn(y)∗
(
σm,p
(
x⊗ σn,p−n(s′ ⊗ s′′)
))
= Tn(y)
∗
(
σm+n,p−n
(
σm,n(x⊗ s′)⊗ s′′
))
.
Part (a) gives
σm,n(x⊗ s′)⊗ s′′ =
d∑
i,j=1
(
σn,m(τj ◦ hm ⊗ τi) ·
〈〈x, τi ◦ hn〉 · τj , s′〉)⊗ s′′
=
d∑
i,j=1
σn,m(τj ◦ hm ⊗ τi)⊗
〈〈x, τi ◦ hn〉 · τj , s′〉 · s′′,
and associativity of the multiplication in X gives
† =
d∑
i,j=1
Tn(y)
∗
(
σn,m+p−n
(
τj ◦ hm ⊗ σm,p−n
(
τi ⊗
〈〈x, τi ◦ hn〉 · τj , s′〉 · s′′))
=
d∑
i,j=1
〈
y, τj ◦ hm
〉 · σm,p−n(τi ⊗ 〈〈x, τi ◦ hn〉 · τj , s′〉 · s′′)
=
d∑
i,j=1
σm,p−n
(〈y, τj ◦ hm〉 · τi ⊗ 〈〈x, τi ◦ hn〉 · τj , s′〉 · s′′),
which is (5.10). Thus we have (5.9), and the injectivity of T∗ gives (5.5). 
Lemma 5.4. Suppose that x ∈ Xm, y ∈ Xn, s ∈ Xp, and t ∈ Xq. Then there exist
{ξi,j : 1 ≤ i, j ≤ d} ⊂ Xm+p−n∧p and {ηi,j : 1 ≤ i, j ≤ d} ⊂ Xn+q−n∧p such that
ψm(x)ψn(y)
∗ψp(s)ψq(t)
∗ =
d∑
i,j=1
ψm+p−n∧p(ξi,j)ψn+q−n∧p(ηi,j)
∗.(5.11)
Proof. Let N := n − n ∧ p and P := p − n ∧ p. It suffices to prove (5.11) for y =
σn∧p,N(y
′′⊗ y′) and s = σn∧p,P (s′′⊗ s′). A calculation using (P2) and (T3) shows that
ψn(y)
∗ψp(s) = ψN (y
′)∗ψn∧p(y
′′)∗ψn∧p(s
′′)ψP (s
′)(5.12)
= ψN (y
′)∗ψ0(〈y′′, s′′〉)ψP (s′)
= ψN (y
′)∗ψP (〈y′′, s′′〉 · s′).
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Choose an open cover {Ui : 1 ≤ i ≤ d} of Z such that hN |Ui and hP |Ui are injective,
choose a partition of unity {ρi} subordinate to {Ui}, and define τi := √ρi. Since
N ∧ P = 0, Proposition 5.3 implies that
ψN(y
′)∗ψP
(〈y′′, s′′〉 · s′) = d∑
i,j=1
ψP
(〈y′, τj ◦ hP 〉 · τi)ψN(〈〈y′′, s′′〉 · s′, τi ◦ hN〉 · τj)∗.
We use this to compute:
ψm(x)ψn(y)
∗ψp(s)ψq(t)
∗
= ψm(x)
( d∑
i,j=1
ψP
(〈y′, τj ◦ hP 〉 · τi)ψN(〈〈y′′, s′′〉 · s′, τi ◦ hN〉 · τj)∗)ψq(t)∗
=
d∑
i,j=1
ψm+P
(
σm,P
(
x⊗ 〈y′, τj ◦ hP 〉 · τi
))
ψq+N
(
σN,q
(
t⊗ 〈〈y′′, s′′〉 · s′, τi ◦ hn〉 ·τj)).
Now ξi,j := σm,P
(
x ⊗ 〈y′, τj ◦ hP 〉 · τi
)
and ηi,j := σN,q
(
t ⊗ 〈〈y′′, s′′〉 · s′, τi ◦ hn〉 · τj)
satisfy (5.11). 
Lemma 5.5. Suppose that m,n, p, q ∈ Nk satisfy m+ p = n+ q and n ∧ p = 0. Then
m−m ∧ q = n and q −m ∧ q = p.
Proof. We prove m −m ∧ q = n, and the other follows by symmetry. Fix 1 ≤ i ≤ k.
Since n ∧ p = 0, either ni = 0 or pi = 0. If ni = 0, then m + p = n + q implies that
mi ≤ qi and hence mi − (m ∧ q)i = mi − mi = 0 = ni. If pi = 0, then mi ≥ qi and
mi − (m ∧ q)i = mi − qi = ni − pi = ni. Thus mi − (m ∧ q)i = ni, as required. 
Proof of Proposition 5.1. Suppose that φ satisfies (5.1). It suffices to check the KMS
condition
φ(bc) = e−βr·(m−n)φ(cb)(5.13)
for b = ψm(x)ψn(y)
∗ and c = ψp(s)ψq(t)
∗ from NT (X). Let M := m − m ∧ q,
N := n− n ∧ p, P := p− n ∧ p and Q := q −m ∧ q, and consider
x = σm∧q,M(x
′′ ⊗ x′), y = σn∧p,N(y′′ ⊗ y′), s = σn∧p,P (s′′ ⊗ s′) and t = σm∧q,Q(t′′ ⊗ t′).
We will need the following equations similar to (5.12):
ψn(y)
∗ψp(s) = ψN(y
′)∗ψP
(〈y′′, s′′〉 · s′), and(5.14)
ψq(t)
∗ψm(x) = ψQ(t
′)∗ψM
(〈t′′, x′′〉 · x′);(5.15)
By Lemma 5.4 and (5.1), both φ(bc) and φ(cb) vanish when m+ p 6= n + q. So we
assume m+ p = n+ q. We claim that it suffices to prove (5.13) when n∧ p = 0. Then
(5.14) implies that φ(bc) = φ
(
ψm(x)ψN (y
′)∗ψP
(〈y′′, s′′〉 · s′)ψq(t)∗); since N ∧ P = 0,
we are back in the other case, and thus
φ(bc) = e−βr·(m−N)φ
(
ψP (〈y′′, s′′〉 · s′)ψq(t)∗ψm(x)ψN (y′)∗
)
.
Two similar calculations using (5.15) and (5.14) give
φ(cb) = φ
(
ψp(s)ψQ(t
′)∗ψM (〈t′′, x′′〉 · x′)ψn(y)∗
)
(5.16)
= e−βr·(p−Q)φ
(
ψM(〈t′′, x′′〉 · x′)ψn(y)∗ψp(s)ψQ(t′)∗) since Q ∧M = 0
= e−βr·(p−Q)φ
(
ψM(〈t′′, x′′〉 · x′)ψN(y′)∗ψP (〈y′′, s′′〉 · s′
)
ψQ(t
′)∗
)
= e−βr·(p−Q+M−N)φ
(
ψP (〈y′′, s′′〉 · s′)ψQ(t′)∗ψM(〈t′′, x′′〉 · x′)ψN (y′)∗
)
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= e−βr·(p−Q+M−N)φ
(
ψP (〈y′′, s′′〉 · s′)ψq(t)∗ψm(x)ψN (y′)∗
)
.
Since m+ p = n+ q, we have e−βr·(m−N) = e−βr·(m−n)e−βr·(p−Q+M−N), and thus (5.16)
implies that φ(bc) = e−βr·(m−n)φ(cb). So it suffices to prove (5.13) when n ∧ p = 0.
We therefore assume that m + p = n + q and n ∧ p = 0. Choose an open cover
{Ui : 1 ≤ i ≤ d} of Z such that hn and hp are injective on each Ui. We take a partition
of unity {ρi} subordinate to {Ui}, and define τi := √ρi. To compute φ(bc), we first
use (5.5) to rewrite ψn(y)
∗ψp(s) to get
φ(bc) = φ
(
ψm(x)ψn(y)
∗ψp(s)ψq(t)
∗
)
= φ
(
ψm(x)
( d∑
i,j=1
ψp
(〈y, τj ◦ hp〉 · τi)ψn(〈s, τi ◦ hn〉 · τj)∗)ψq(t)∗)
=
d∑
i,j=1
φ
(
ψm+p ◦ σm,p
(
x⊗ 〈y, τj ◦ hp〉 · τi
)
ψq+n ◦ σq,n
(
t⊗ 〈s, τi ◦ hn〉 · τj
)∗)
.
By our assumption (5.1), we get φ(bc) = e−βr·(m+p)φ ◦ ψ0(†), where
† :=
d∑
i,j=1
〈
σq,n
(
t⊗ 〈s, τi ◦ hn〉 · τj
)
, σm,p
(
x⊗ 〈y, τj ◦ hp〉 · τi
)〉
.
To compute φ(cb), we first observe that m+ p = n + q and n ∧ p = 0 imply Q = p
and M = n (see Lemma 5.5). Thus
φ(cb) = φ
(
ψp(s)ψQ(t
′)∗ψM
(〈t′′, x′′〉 · x′)ψn(y)∗) by (5.15)
= φ
(
ψp(s)ψp(t
′)∗ψn
(〈t′′, x′′〉 · x′)ψn(y)∗).
Now we use (5.5) to rewrite the middle terms:
φ(cb) = φ
(
ψp(s)
( d∑
i,j=1
ψn
(〈t′, τi ◦ hn〉 · τj)ψp(〈〈t′′, x′′〉 · x′, τj ◦ hp〉 · τi)∗)ψn(y)∗)
= φ
( d∑
i,j=1
ψp+n
(
σp,n
(
s⊗ 〈t′, τi ◦ hn〉 · τj
))
ψn+p
(
σn,p
(
y ⊗ 〈〈t′′, x′′〉 · x′, τj ◦ hp〉 · τi))∗)
The assumption (5.1) implies that φ(cb) = e−βr·(n+p)φ ◦ ψ0(‡), where
‡ :=
d∑
i,j=1
〈
σn,p
(
y ⊗ 〈〈t′′, x′′〉 · x′, τj ◦ hp〉 · τi), σp,n(s⊗ 〈t′, ξi ◦ hn〉 · τj)〉.
Since e−βr·(m+p) = e−βr·(m−n)e−βr·(n+p), to verify the KMS condition (5.13) it suffices
to prove that † = ‡. So we evaluate both on z ∈ Z, doing the easier calculation for
‡(z) first.
The i-j-summand in ‡(z) is
(5.17)
∑
hn+p(w)=z
σn,p
(
y ⊗ 〈〈t′′, x′′〉·x′, τj ◦ hp〉·τi)(w)σp,n(s⊗ 〈t′, τi ◦ hn〉 · τj)(w),
and the w-summand in (5.17) is
y(w)
〈〈t′′, x′′〉 · x′, τj ◦ hp〉(hn(w))τi(hn(w))s(w)〈t′, τi ◦ hn〉(hp(w))τj(hp(w))
= y(w)s(w)〈t′, τi ◦ hn〉(hp(w))τi(hn(w))τj
(
hp(w)
)〈
τj ◦ hp , 〈t′′, x′′〉 · x′
〉
(hn(w))
= y(w)s(w)
(
τi ◦ hn · 〈τi ◦ hn, t′〉
)
(w)
(
τj ◦ hp ·
〈
τj ◦ hp, 〈t′′, x′′〉 · x′
〉)
(w).
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By Lemma 5.2, {τj ◦hp} and {τi◦hn} are Parseval frames for Xn = X(Z,Z, id, hn) and
Xp = X(Z,Z, id, h
p). Thus when we sum over i, j and w, the reconstruction formulas
for these frames give
‡(z) =
∑
hn+p(w)=z
y(w)s(w)t′(w)(〈t′′,x′′〉 ·x′)(w).
Next we compute †(z). Using the formula (3.2) for multiplication in X , we find that
the i-j-summand in †(z) is
†ij(z) =
∑
hm+p(w)=z
σq,n
(
t⊗ 〈s, τi◦hn〉 · τj
)
(w)σm,p
(
x⊗ 〈y, τj◦hp〉 · τi
)
(w)
=
∑
hm+p(w)=z
t(w)〈s, τi ◦ hn〉(hq(w))τj(hq(w))x(w)〈y, τj ◦ hp〉(hm(w))τi(hm(w))
=
∑
hm+p(w)=z
t(w)x(w)〈s, τi ◦ hn〉(hq(w))τi(hm(w))τj(hq(w))〈y, τj ◦ hp〉(hm(w)).
Lemma 5.5 implies that q = m ∧ q + p and m = m ∧ q + n. Then we can rearrange
the w-summand in †ij(z) as
t(w)x(w)〈τi ◦ hn, s〉(hm∧q+p(w))τi(hm∧q+n(w))τj(hm∧q+p(w))〈y, τj ◦ hp〉(hm∧q+n(w))
= t(w)x(w)
(
τi ◦ hn ·
〈
τi ◦ hn , s
〉)
(hm∧q(w))
(
τj ◦ hp · 〈τj ◦ hp , y〉
)
(hm∧q(w)).
We sum these terms over i, j and w, and use the reconstruction formulas for the
Parseval frames {τi ◦ hn} and {τj ◦ hp} to recognise
†(z) =
∑
hn+p+m∧q(w)=z
t(w)x(w)s(hm∧q(w))y(hm∧q(w)).
Finally, we recall that t = σm∧q,Q(t
′′ ⊗ t′), x = σm∧q,M (x′′ ⊗ x′) and split the sum into
two stages:
†(z) =
∑
hn+p+m∧q(w)=z
t′′(w)t′(hm∧q(w))x′′(w)x′(hm∧q(w))s(hm∧q(w))y(hm∧q(w))
=
∑
hn+p(u)=z
s(u)x′(u)y(u)t′(u)
∑
hm∧q(w)=u
t′′(w)x′′(w)
=
∑
hn+p(u)=z
s(u)x′(u)y(u)t′(u)〈t′′, x′′〉(u).
Thus †(z) = ‡(z), and φ satisfies (5.13).
To prove part (b), suppose that φ is a KMSβ state on NT (X) and that r has
rationally independent coordinates. To see that φ satisfies (5.1), take x ∈ Xm and
y ∈ Xn. By two applications of the KMS condition, we have
φ(ψm(x)ψn(y)
∗) = φ(ψn(y)
∗αiβ(ψm(x)))
= e−βr·mφ(ψn(y)
∗ψm(x))
= e−βr·(m−n)φ(ψm(x)ψn(y)
∗).
Since r has rationally independent coordinates and β > 0, both sides vanish form 6= n.
For m = n the KMS condition and (T2) imply that
φ(ψm(x)ψm(y)
∗) = e−βr·mφ(ψm(y)
∗ψm(x)) = e
−βr·mφ(ψ0(〈y, x〉)),
which is (5.1). 
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6. KMS states at large inverse temperatures
In this section we identify the simplex of KMSβ states of NT (X) for β above the
critical inverse temperature. The rational independency condition on the dynamics in
Theorem 6.1(b) also came up in [19, 22]. Theorem 6.1 extends [1, Theorem 6.1] and
[22, Theorem 6.1].
Theorem 6.1. Let h1, . . . , hk be ∗-commuting and surjective local homeomorphisms
on a compact Hausdorff space Z. Let X be the associated product system over Nk, as
in Proposition 3.2. For 1 ≤ i ≤ k, let βci be as in (4.6), and suppose that r ∈ (0,∞)k
satisfies βri > βci for all i. Let fβ be the function in Proposition 4.3(a) and define
α : R→ AutNT (X) by αt = γeitr .
(a) Suppose that ε is a finite Borel measure on Z such that
∫
fβ dε = 1, and define
µ :=
∑
n∈Nk e
−βr·nRnε. Then there is a KMSβ state φε on (NT (X), α) such
that
φε
(
ψm(x)ψp(y)
∗) = {0 if m 6= p
e−βr·m
∫ 〈y, x〉 dµ if m = p.(6.1)
(b) If in addition r has rationally independent coordinates, then the map ε 7→ φε is
an affine isomorphism of
Σβ :=
{
ε ∈M(Z)+ :
∫
fβ dε = 1
}
onto the simplex of KMSβ states of (NT (X), α). Given a state φ, let µ be
the probability measure such that φ(ψ0(a)) =
∫
a dµ for a ∈ C(Z). Then the
inverse of ε 7→ φε takes φ to ε :=
∏k
i=1(1− e−βriRei)µ.
Proof of Theorem 6.1(a). Let ε be a finite Borel measure on Z such that
∫
fβ dε = 1.
We follow the structure of the proof of [1, Theorem 5.1]. Thus we aim to construct
the KMS state φε by using a representation θ of X on Hθ :=
⊕
n∈Nk L
2(Z,Rnε); we
write ξ = (ξn) for the elements of the direct sum.
We now fix m ∈ Nk and x ∈ Xm, and claim that there is a bounded operator θm(x)
on Hθ such that
(θm(x)ξ)n(z) =
{
0 if n  m
x(z)ξn−m(h
m(z)) if n ≥ m.
To see the claim, we take ξ = (ξn) ∈
⊕
n∈Nk L
2(Z,Rnε) and compute using the formula
(4.1) for Rn:
‖θm(x)ξ‖2 =
∑
n∈Nk
‖(θm(x)ξ)n‖2 =
∑
n≥m
∫
|x(z)|2|ξn−m(hm(z))|2 d(Rnε)(z)
=
∑
n∈Nk
∫
|x(z)|2|ξn(hm(z))|2 d(Rn+mε)(z)
≤
∑
n∈Nk
‖x‖2∞
∫ ∑
hm(w)=z
|ξn(hm(w))|2 d(Rnε)(z)
=
∑
n∈Nk
‖x‖2∞
∫ ∑
hm(w)=z
|ξn(z)|2 d(Rnε)(z),
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which, after setting cm := maxz |h−m(z)|, is
‖θm(x)ξ‖2 ≤
∑
n∈Nk
‖x‖2∞cm
∫
|ξn(z)|2 d(Rnε)(z) = cm‖x‖2∞‖ξ‖2.
Thus θm(x) is bounded, as claimed. A similar calculation shows that the adjoint θm(x)
∗
satisfies
(6.2)
(
θm(x)
∗η
)
n
(z) =
∑
hm(w)=z
x(w)ηn+m(w) for η ∈ Hθ.
Next we claim that θ is a Toeplitz representation of X . We check the conditions
(T1)−(T3). Since θ0(x) is pointwise multiplication by the function x, and X0 = A,
(T1) is trivially true. To check (T2), fix m and x1, x2 ∈ Xm. Then(
θ0(〈x1, x2〉)ξ
)
n
(z) = 〈x1, x2〉(z)ξn(z) =
∑
hm(w)=z
x1(w)x2(w)ξn(z)
=
∑
hm(w)=z
x1(w)x2(w)ξn(h
m(w))
=
∑
hm(w)=z
x1(w)(θm(x2)ξ)n+m(w).
Now (6.2) implies that
(
θ0(〈x1, x2〉)ξ
)
n
(z) =
(
θm(x1)
∗θm(x2)ξ
)
n
(z), which is (T2).
For (T3), let x ∈ Xm and y ∈ Xp. If n  m+ p, then
(
θm+p(xy)ξ
)
n
(z) = 0 and(
θm(x)θp(y)ξ
)
n
(z) = x(z)
(
θp(y)ξ
)
n−m
(
hm(z)
)
= 0.
So we assume n ≥ m+ p. The multiplication formula (3.2) for X implies that(
θm+p(xy)ξ
)
n
(z) = x(z)y
(
hm(z)
)
ξn−(m+p)
(
hm+p(z)
)
= x(z)
(
θp(y)ξ
)
n−m
(z)
(
hm(z)
)
=
(
θm(x)θp(y)ξ
)
n
(z),
which gives (T3). Thus θ is a Toeplitz representation, as claimed.
Next we show that θ is Nica covariant. Fix m, p ∈ Nk. Since m ∨ p < ∞, we need
to show that ψ(m)(1m)ψ
(p)(1p) = ψ
(m∨p)(1m∨p) as in (2.7). We choose a partition of
unity {ρj : 1 ≤ j ≤ d} for Z such that hm∨p is injective on each supp ρj and take
τj :=
√
ρj ∈ Xm. Notice that {τj} can be viewed as a Parseval frame for the fibres
Xm, Xp and Xm∨p. By Lemma 2.1, it suffices to show that( d∑
i=1
θm(τi)θm(τi)
∗
)( d∑
j=1
θp(τj)θp(τj)
∗
)
=
( d∑
l=1
θm∨p(τl)θm∨p(τl)
∗
)
.(6.3)
To see this, we take ξ ∈ Hθ and evaluate both sides of (6.3) at ξ. For the right-hand
side of (6.3), the definition of θm∨p implies that
((∑d
l=1 θm∨p(τl)θm∨p(τl)
∗
)
ξ
)
n
vanishes
unless n ≥ m∨ p. So we assume n ≥ m∨ p. For z ∈ Z, the definition of θm∨p and the
adjoint formula (6.2) imply that(( d∑
l=1
θm∨p(τl)θm∨p(τl)
∗
)
ξ
)
n
(z) =
d∑
l=1
(
τl(z)
(
θm∨p(τl)
∗ξ
)
n−m∨p
(
hm∨p(z)
))
=
d∑
l=1
(
τl(z)
∑
hm∨p(w)=hm∨p(z)
τl(w)ξn(w)
)
.
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Since hm∨p is injective on each supp τl, we have(( d∑
l=1
θm∨p(τl)θm∨p(τl)
∗
)
ξ
)
n
(z) =
d∑
l=1
(
τl(z)τl(z)ξn(z)
)
= ξn(z)
d∑
l=1
∣∣τl(z)∣∣2 = ξn(z).
Thus (( d∑
l=1
θm∨p(τl)θm∨p(τl)
∗
)
ξ
)
n
=
{
ξn if n ≥ m ∨ p
0 otherwise.
For the left-hand side of (6.3), notice that {τi} is a Parseval frame for Xm and
hm is injective on each supp τi. Then applying the same calculation of the previous
paragraph (using the formulas for θm(τi) and θm(τi)
∗), we have(( d∑
i=1
θm(τi)θm(τi)
∗
d∑
j=1
θp(τj)θp(τj)
∗
)
ξ
)
n
=
{((∑d
j=1 θp(τj)θp(τj)
∗
)
ξ
)
n
if n ≥ m
0 otherwise.
A similar computation shows that(( d∑
i=1
θm(τi)θm(τi)
∗
d∑
j=1
θp(τj)θp(τj)
∗
)
ξ
)
n
=
{
ξn if n ≥ m ∨ p
0 otherwise.
Thus the left-hand side of (6.3) vanishes unless n ≥ m and n ≥ p, which is equivalent
to n ≥ m ∨ p, and in that case is ξn. Thus we have equality in (6.3), and θ is Nica
covariant.
Now the universal property ofNT (X) ([16, Theorem 6.3]) gives us a homomorphism
θ∗ : NT (X) → B(Hθ) such that θ∗ ◦ ψ = θ. For each q ∈ Nk, we choose a finite
partition {Zq,i : 1 ≤ i ≤ Iq} of Z by Borel sets such that hq is one-to-one on each Zq,i.
We take Z0,1 = Z, set I0 = 1, write χq,i := χZq,i, and define ξ
q,i ∈ ⊕n∈Nk L2(Z,Rnε)
by
ξq,in =
{
0 if n 6= q
χq,i if n = q.
We now claim that there is a well-defined function φε : NT (X)→ C such that
(6.4) φε(b) =
∑
q∈Nk
Iq∑
i=1
e−βr·q
(
θ∗(b)ξ
q,i
∣∣ ξq,i) for b ∈ NT (X).
We first need to show that the series converges. Since every element of a C∗-algebra
is a linear combination of positive elements, and every positive element b satisfies
b ≤ ‖b‖1, it suffices to show that the series defining φε(1) is convergent. By definition,
φǫ(1) =
∑
q∈Nk
Iq∑
i=1
e−βr·q
(
χZq,i
∣∣χZq,i) = ∑
q∈Nk
Iq∑
i=1
e−βr·q
∫
χZq,i(z)χZq,i(z) d(R
qε)(z)
=
∑
q∈Nk
Iq∑
i=1
e−βr·qRqε(Zq,i).
Since the Zq,i partition Z, we have∑
q∈Nk
Iq∑
i=1
e−βr·q
(
χZq,i
∣∣χZq,i) = ∑
q∈Nk
e−βr·qRqε(Z).
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By Proposition 4.3(b), the sum
∑
q∈Nk e
−βr·qRqε converges to a measure µ, which is a
probability measure because
∫
fβ dε = 1. Then∑
q∈Nk
Iq∑
i=1
e−βr·q
(
χZq,i
∣∣χZq,i) = µ(Z) = 1.
Thus φǫ(1) = 1, and the formula (6.4) gives us a well-defined state on T (X(E)).
To see that φε satisfies (6.1), take x ∈ Xm, y ∈ Xp and b = ψm(x)ψp(y)∗. Since ξq,i
is zero in all except the q-summand, θ∗(b)ξ
q,i = θm(x)θp(y)
∗ξq,i is zero in all but the
(q − p+m)-summand. Thus(
θ∗(b)ξ
q,i
∣∣ ξq,i) = 0 for all q, i for p 6= m.
Thus φε(b) = 0 giving (6.1) when p 6= m. Next we suppose that p = m. If q  m,
then θm(x)θm(y)
∗ξq,i = 0, so we suppose also that q ≥ m. Since hq is injective on Zq,i,
hm is injective on each Zq,i. Then(
θm(x)θm(y)
∗ξq,i
∣∣ ξq,i) = ∫ (x(z) ∑
hm(w)=hm(z)
y(w)χq,i(w)
)
χq,i(z) d(R
qε)(z)
=
∫
x(z)y(z)χq,i(z)χq,i(z) d(R
qε)(z).
Since the Zq,i partition Z, summing over i gives
Iq∑
i=1
(
θ∗(ψm(x)ψm(y)
∗)ξq,i
∣∣ ξq,i) = ∫ x(z)y(z) d(Rqε)(z).
Now using the formula (4.1) for Rm, we have
φε
(
ψm(x)ψm(y)
∗
)
=
∑
q≥m
e−βr·q
∫
x(z)y(z) d(Rqε)(z)
=
∑
q≥m
e−βr·q
∫ ∑
hm(w)=z
x(w)y(w)d(Rq−mε)(z)
=
∑
q∈Nk
e−βr·(m+q)
∫
〈y, x〉(z) d(Rqε)(z)
= e−βr·m
∫
〈y, x〉 d
(∑
q∈Nk
e−βqRqε
)
= e−βr·m
∫
〈y, x〉 dµ,
which is (6.1).
To see that φε is a KMSβ state, we apply Proposition 5.1 with m = p = 0 and
x = y = b ∈ A to get
φε
(
ψ0(bb
∗)
)
= φε
(
ψ0(b)ψ0(b)
∗
)
=
∫
〈b, b∗〉A dµ =
∫
bb∗ dµ.
This implies that φε(ψ0(a)) =
∫
a dµ for all positive a ∈ A, hence for all a ∈ A, and in
particular a = 〈y, x〉. Now
φε
(
ψm(x)ψn(y)
∗
)
= δm,ne
−βr·mφε
(
ψ0
(〈y, x〉)),
and Proposition 5.1(a) implies that φε is a KMSβ state. 
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Proof of Theorem 6.1(b). Now suppose that r has rationally independent coordinates.
Since Σβ is a weak* compact subset of C(Z)
∗ in the weak∗ norm, to prove that ε 7→ φε is
an isomorphism, it suffices to show that it is injective, surjective and weak* continuous.
Let φ be a KMSβ state, and take µ to be the probability measure such that
φ
(
ψ0(a)
)
=
∫
a dµ for a ∈ C(Z). By Proposition 4.1, µ satisfies the subinvariance
relation (4.2). Since r has rationally independent coordinates, Proposition 5.1 implies
that
φ
(
ψm(x)ψn(y)
∗) = δm,ne−βr·mφ(ψ0(〈y, x〉)) = e−βr·m ∫ 〈y, x〉 dµ.(6.5)
Then Proposition 4.3(c) implies that ε :=
∏k
i=1
(
1 − e−βriRei)µ belongs to Σβ and
satisfies
∑
n∈Nk e
−βr·nRnε = µ. Now applying part (a) to ε gives a KMSβ state φε such
that
φε
(
ψm(x)ψn(y)
∗) = {0 if m 6= n
e−βr·m
∫ 〈y, x〉 dµ if m = n.(6.6)
Comparing equations (6.6) and (6.5) gives φ = φε. Thus ε 7→ φε is surjective.
Next suppose that ǫi ∈ Σβ and φε1 = φε2. Define µi by φεi ◦ ψ0(a) =
∫
a dµi for
a ∈ A. Then µ1 = µ2. The construction of the previous paragraph shows that
ε1 =
k∏
i=1
(
1− e−βriRei)µ1 = k∏
i=1
(
1− e−βriRei)µ2 = ε2.
Thus ε 7→ φε is one-to-one.
Finally, suppose that εj → ε in Σβ . The calculation (4.8) implies that
µj :=
∑
n∈Nk
e−βr·nRnεj → µ :=
∑
n∈Nk
e−βr·nRnε
in the weak* topology, and then (6.1) implies that φεj → φε in the weak* topology. 
The next corollary extends [1, Corollary 5.3].
Corollary 6.2. Let h1, . . . , hk be ∗-commuting and surjective local homeomorphisms
on a compact Hausdorff space Z, and let X be the associated product system over Nk,
as in Proposition 3.2. Define βci by (4.6) and suppose that r ∈ (0,∞)k has rationally
independent coordinates. Define α¯ : R→ AutO(X) in terms of the gauge action γ¯ by
α¯t = γ¯eitr . If there is a KMSβ state of (O(X), α¯), then βri ≤ βci for at least one i.
Proof. Suppose that φ is a KMSβ state of (O(X), α¯). We suppose that βri > βci for
1 ≤ i ≤ k, and aim for a contradiction. Let q : NT (X)→ O(X) be the quotient map
of Lemma 2.2. Then φ◦q is a KMSβ state for the system (NT (X), α) in Theorem 6.1.
Since r has rationally independent coordinates, part (b) of Theorem 6.1 gives a measure
ε on Z such that
∫
fβ dε = 1 and φ ◦ q = φε. Since fβ ≥ 1,
∫
fβ dε = 1 implies that
ε(Z) > 0.
Set K := {1, . . . , k} and for J ⊂ K, set eJ :=
∑
i∈J ei. Choose an open cover
{Ul : 1 ≤ l ≤ d} of Z such that heJ |Ul is injective for every J ⊂ K and 1 ≤ l ≤ d. By
[40, Lemma 4.32] there is an open cover {Vl : 1 ≤ l ≤ d} of Z such that Vl ⊂ Ul for
each l. Since ε(Z) > 0, there exists l such that ε(Vl) > 0. By Urysohn’s Lemma, there
is a function f ∈ C(Z) such that f(z) = 1 for z ∈ Vl and supp f ⊂ Ul.
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Next for each J ⊂ K, take fJ := f ∈ XeJ and view |f |2 as an element of A = C(Z).
We aim to set up a contradiction by showing that
b := ψ0(|f |2) +
∑
∅(J⊆K
(−1)|J |ψJ(fJ)ψJ (fJ)∗
belongs to ker q but φε(b) = φ ◦ q(b) 6= 0. Since the left action of |f |2 on each fibre XeJ
is implemented by the finite-rank operator ΘfJ ,fJ , we have
b = ψ0(|f |2) +
∑
∅(J⊆K
(−1)|J |ψ(eJ )(ΘfJ ,fJ)
=
∑
∅(J⊆K
(−1)(|J |+1)ψ0(|f |2) +
∑
∅(J⊆K
(−1)|J |ψ(eJ )(ϕeJ (|fJ |2))
=
∑
∅(J⊆K
(−1)|J |(ψ0(|f |2)− ψ(eJ)(ϕeJ (|f |2))).
Since each summand is in ker q, so is b.
Next we compute φε(b) using the measure µ in part (b) of Theorem 6.1:
φε(b) =
∫
|f |2(z) dµ(z) +
∑
∅(J⊆K
(−1)|J |e−βr·eJ
∫ 〈
fJ , fJ
〉
(z) dµ(z)
=
∫
|f |2(z) dµ(z) +
∑
∅(J⊆K
(−1)|J |e−βr·eJ
∫ ∑
heJ (w)=z
|f |2(w) dµ(z).
Recalling the the definition of R from (4.1), we have
φε(b) =
∫
|f(z)|2(z) dµ(z) +
∑
∅(J⊆K
(−1)|J |e−βr·eJ
∫
|f 2(z)| d(ReJµ)(z)
=
∫
|f(z)|2 d
(∏
i∈K
(1− e−βriRei)µ
)
(z)
=
∫
|f(z)|2 dε(z) ≥ ε(Vl) > 0.
Thus we have our contradiction, and the proof is complete. 
In Theorem 6.1, we first chose an r ∈ Nk and then characterised KMS states of
the dynamical system
(NT (X), α) for β satisfying β > maxi r−1i βci. Thus the range
of possible inverse temperature is dependent on the choice of r ∈ Nk. When r is a
multiple of (βc1, . . . , βck), following the recent conventions for k-graph algebras (see
[45, 46, 22]), we call the common value βc := r
−1
i βci the critical inverse temperature.
In particular, we are interested in r := (βc1, . . . , βck) which gives the critical inverse
temperature βc = 1. In this case, we refer to the associated dynamics α : t 7→ γeitr as
the preferred dynamics. Our next corollary is about the preferred dynamics.
Corollary 6.3. Let h1, . . . , hk be ∗-commuting and surjective local homeomorphisms
on a compact Hausdorff space Z, and let X be the associated product system over Nk,
as in Proposition 3.2. Define βci by (4.6) and let r := (βc1, . . . , βck).
(a) Then there is a KMS1 state of
(NT (X), α).
(b) Suppose that r has rationally independent coordinates. Define α¯ : R→ AutO(X)
in terms of the gauge action γ¯ by α¯t = γ¯eitr . If there is a KMSβ state of
(O(X), α¯), then β ≤ 1.
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Motivated by [1, Theorem 6.1], for example, we suspect that at least one KMS1
state of
(NT (X), α) should factor through a state of (O(X), α¯), but we have been
unable to prove this.
Proof of Corollary 6.3. Choose a decreasing sequence {βj} such that βj → 1 and a
probability measure ν on Z. Then Kj :=
∫
fβj dν belongs to [1,∞), and εj := K−1j ν
satisfies
∫
fβj dεj = 1. Thus for each j, part (a) of Theorem 6.1 gives a KMSβj state
φεj on
(NT (X), α). Since {φεj} is a sequence in the compact unit ball of C(Z)∗, by
passing to a subsequence and relabeling, we may assume that φεj → φ for some state
φ. Now [4, Proposition 5.3.23] implies that φ is a KMS1 state of
(NT (X), α). This
gives (a).
For (b), suppose that r has rationally independent coordinates. Then Corollary 6.2
implies that there exists i such that β ≤ r−1i βci. Since ri = βci , we have β ≤ 1. 
7. Ground states and KMS∞ states
The next proposition is an extension of [22, Proposition 8.1] and [21, Proposition 5.1]
from dynamical systems of graph algebras to the dynamical system (NT (X), α).
Proposition 7.1. Let h1, . . . , hk be ∗-commuting and surjective local homeomorphisms
on a compact Hausdorff space Z and let X be the associated product system as in
Proposition 3.2. Suppose that r ∈ (0,∞)k and α : R→ AutNT (X) is given in terms
of the gauge action by αt = γeitr . For each probability measure ε on Z there is a unique
KMS∞ state φε such that
φε
(
ψm(x)ψn(y)
∗
)
=
{∫ 〈y, x〉 dε if m = n = 0
0 otherwise.
(7.1)
The map ε 7→ φε is an affine isomorphism of the simplex of probability measures on
Z onto the ground states of (NT (X), α), and every ground state of (NT (X), α) is a
KMS∞ state.
For the proof of this proposition, we need the following generalisation of [21, Propo-
sition 3.1(c)] and [22, Proposition 2.1(b)].
Lemma 7.2. Let h1, . . . , hk be ∗-commuting and surjective local homeomorphisms on
a compact Hausdorff space Z and let X be the associated product system as in Propo-
sition 3.2. Suppose that r ∈ (0,∞)k and α : R→ AutNT (X) is given in terms of the
gauge action by αt = γeitr . Suppose that β > 0 and let φ be a state on NT (X). Then
φ is a ground state of (NT (X), α) if and only if
φ
(
ψm(x)ψn(y)
∗
)
= 0 whenever r ·m > 0 or r · n > 0.(7.2)
Proof. First notice that for every state φ, a+ ib ∈ C and m,n, p, q ∈ Nk, the definition
of α implies that
φ
(
ψm(x)ψn(y)
∗αa+ib
(
ψp(s)ψq(t)
∗
))
=
∣∣ei(a+ib)r·(p−q)φ(ψm(x)ψn(y)∗ψp(s)ψq(t)∗)∣∣
= e−br·(p−q)
∣∣φ(ψm(x)ψn(y)∗ψp(s)ψq(t)∗)∣∣.(7.3)
Now suppose that φ is a ground state. Then∣∣φ(ψm(x)αa+ib(ψn(y)∗))∣∣ = ebr·n∣∣φ(ψm(x)ψn(y)∗)∣∣
is bounded on the upper half plane b > 0. Thus φ
(
ψm(x)ψn(y)
∗
)
= 0 whenever
r · n > 0. Since φ(ψn(y)ψm(x)∗) = φ(ψm(x)ψn(y)∗), a symmetric calculation shows
that φ
(
ψn(y)ψm(x)
∗
)
= 0 whenever r ·m > 0.
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Next suppose that φ satisfies (7.2). It follows from Lemma 5.4 that there exist
{ξi,j : 1 ≤ i, j ≤ d} ⊂ Xm+p−n∧p and {ηi,j : 1 ≤ i, j ≤ d} ⊂ Xq+n−n∧p such that
ψm(x)ψn(y)
∗ψp(s)ψq(t)
∗ =
d∑
i,j=1
ψm+p−n∧p(ξi,j)ψq+n−n∧p(ηi,j)
∗.
Putting this in (7.3), we have
φ
(
ψm(x)ψn(y)
∗αa+ib
(
ψp(s)ψq(t)
∗
))
= e−br·(p−q)
∣∣∣φ( d∑
i,j=1
ψm+p−n∧p(ξi,j)ψq+n−n∧p(ηi,j)
∗
)∣∣∣.
By assumption (7.2), this is zero (consequently is bounded) unless r · (m+p−n∧p) =
0 = r · (q + n− n ∧ p). So suppose that r · (m+ p− n ∧ p) = 0 = r · (q + n− n ∧ p).
Since r ∈ (0,∞)k, it follows that m+ p− n ∧ p = 0 = q + n− n ∧ p. Then
φ
(
ψm(x)ψn(y)
∗αa+ib
(
ψp(s)ψq(t)
∗
))
= e−br·(p−q)
∣∣∣ d∑
i,j=1
φ
(
ψ0
(〈ηi,j, ξi,j〉))∣∣∣.
Notice that q and n − n ∧ p are both positive. Then q + n − n ∧ p = 0 implies that
q = 0. Now we have
φ
(
ψm(x)ψn(y)
∗αa+ib
(
ψp(s)ψq(t)
∗
))
= e−br·p
∣∣∣ d∑
i,j=1
φ
(
ψ0
(〈ηi,j, ξi,j〉))∣∣∣.
Thus φ is bounded on the upper half plane b > 0, and hence it is a ground state. 
Proof of Proposition 7.1. Suppose that ε is a probability measure on Z. For each
1 ≤ i ≤ k, let βci be as in (4.6). Choose a sequence {βj} such that βj →∞ and each
βj > maxi r
−1
i βci. For each βj, let fβj(z) be the function in Proposition 4.3(a) and set
Kj :=
∫
fβj dε. Then Kj belongs to [1,∞), and εj := K−1j ε satisfies
∫
fβj dεj = 1.
Now part (a) of Theorem 6.1 gives a KMSβj state φεj on
(NT (X), α). Since {φεj}
is a sequence in the compact unit ball of C(Z)∗, by passing to a subsequence and
relabeling, we may assume that φεj → φε. Then φε is a KMS∞ state.
We now show that φε satisfies (7.1). For each φεj , we have
φεj
(
ψm(x)ψn(y)
∗
)
= δm,ne
−βjr·n
∫
〈y, x〉 dεj for all m,n ∈ Nk.
Thus φεj
(
ψm(x)ψn(y)
∗
)
= 0 for m 6= n and hence φε
(
ψm(x)ψn(y)
∗
)
= 0 if m 6= n. So
we suppose that m = n. If n 6= 0, then r ∈ (0,∞)k implies that e−βjr·n → 0, and again
φε
(
ψm(x)ψn(y)
∗
)
= limj→∞ φεj
(
ψm(x)ψn(y)
∗
)
= 0. So we assume that m = n = 0.
We aim to show that Kj → 1 when j → ∞. Fix z ∈ Z and let fβj(z) =∑
p∈Nk e
−βjr·p|h−p(z)| as in Proposition 4.3(a). For each p ∈ Nk let
g(p) =
{
1 if p = 0
0 if p 6= 0 .
Then e−βjr·p|h−p(z)| → g(p) as j → ∞. Notice that for each j, e−βjr·p|h−p(z)| is
dominated by e−β0r·p|h−p(z)|. The dominated convergence theorem implies that
fβj(z) =
∑
p∈Nk
e−βjr·p|h−p(z)| →
∑
p∈Nk
g(p) = 1 as j →∞.
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Also notice that each fβj is dominated by fβ0 and ε is a probability measure. Then
another application of the dominated convergence theorem implies that
Kj =
∫
fβj dε→
∫
1 dε = 1 as j →∞.
Next we compute using the formula (6.1) for φεj :
φε
(
ψm(x)ψn(y)
∗
)
= lim
j→∞
φεj
(
ψm(x)ψn(y)
∗
)
= lim
j→∞
∫
〈y, x〉 dεj.
Since εj = K
−1
j ε,
φε
(
ψm(x)ψn(y)
∗
)
= lim
j→∞
Kj
−1
∫
〈y, x〉(z) dε(z) =
∫
〈y, x〉(z) dε(z).
Thus φǫ satisfies (7.1). Since φε
(
ψm(x)ψn(y)
∗
)
vanishes for all m 6= 0 or n 6= 0, it also
does for r ·m 6= 0 or r · n 6= 0. Then Lemma 7.2 says that φε is a ground state.
Next let φ be a ground state and suppose that ε is the probability measure satisfying
φ(ψ0(a)) =
∫
a dε for all a ∈ A. Then the formulas (7.2) and (7.1) for φ and φε imply
that φ = φε. Thus ε 7→ φε maps the simplex of the probability measures of Z onto the
ground states, and it is clearly affine and injective. Since each φε is by construction a
KMS∞ state, it follows that every ground state is a KMS∞ state. 
8. Shifts on the infinite-path spaces of 1-coaligned k-graphs
In this section we apply our results to a finite k-graph Λ with no sources. Its
infinite path space Λ∞ is then compact. If Λ is 1-coaligned (see below), then the shift
maps on Λ∞ ∗-commute. In this case, our main results say that the Toeplitz algebra
T C∗(Λ) of Λ is isomorphic to a subalgebra of the Nica–Toeplitz algebra NT (X(Λ∞))
of X(Λ∞)), and that every KMSβ state of T C∗(Λ) is the restriction of a KMSβ state
of NT (X(Λ∞)). We start with some background on k-graphs.
Let k ≥ 1. Suppose that Λ is a k-graph with vertex set Λ0 and degree map d : Λ→
Nk in the sense of [26]. For any n ∈ Nk, we write Λn := {λ ∈ Λ∗ : d(λ) = n}. All
k-graphs considered here are finite in the sense that Λn is finite for all n ∈ Nk. Given
v, w ∈ Λ0, vΛnw denotes {λ ∈ Λn : r(λ) = v and s(λ) = w}. We say Λ has no sinks
if Λnv 6= ∅ for every v ∈ Λ0 and n ∈ Nk. Similarly, Λ has no sources if vΛn 6= ∅ for
every v ∈ Λ0 and n ∈ Nk. For µ, ν ∈ Λ, we write
Λmin(µ, ν) := {(ξ, η) ∈ Λ× Λ : µξ = νη and d(µξ) = d(µ) ∨ d(ν)}.
Let Ωk := {(m,n) ∈ Nk × Nk : m ≤ n}. The set Ωk becomes a k-graph with
r(m,n) = (m,m), s(m,n) = (n, n), (m,n)(n, p) = (m, p) and d(m,n) = n − m. We
identify Ω0k with N
k by (m,m) 7→ m. We call
Λ∞ := {z : Ωk → Λ : z is a functor intertwining the degree maps}
the infinite-path space of Λ. For p ∈ Nk, the shift map σp : Λ∞ → Λ∞ is defined by
σp(z)(m,n) = z(m+p, n+p) for all z ∈ Λ∞ and (m,n) ∈ Ωk. Clearly σp ◦σq = σq ◦σp
for p, q ∈ Nk. Observe that z = z(0, p)σp(z) for z ∈ Λ∞ and p ∈ Nk.
For each λ ∈ Λ, let Z(λ) := {z ∈ Λ∞ : z(0, d(λ)) = λ}. Lemma 2.6 of [26] says that
Λ∞ is compact in the topology which has {Z(λ) : λ ∈ Λ} as a basis. Also for each
p ∈ Nk, the shift map σp is a local homeomorphism on Λ∞ (see [26, Remark 2.5]).
Following [39, 22], a Toeplitz-Cuntz-Krieger Λ-family in a C∗-algebra B is a set of
partial isometries {Sλ : λ ∈ Λ} such that
(TCK1) {Sv : v ∈ Λ0} is a set of mutually orthogonal projections,
(TCK2) SλSµ = Sλµ whenever s(λ) = r(µ),
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(TCK3) S∗λSλ = Ss(λ) for all λ,
(TCK4) Sv ≥
∑
λ∈vΛn SλS
∗
λ for all v ∈ Λ0 and n ∈ Nk, and
(TCK5) S∗µSν =
∑
(ξ,η)∈Λmin(µ,ν) SξS
∗
η for all µ, ν ∈ Λ.
We interpret empty sums as 0. A Toeplitz-Cuntz-Krieger Λ-family {Sλ : λ ∈ Λ} is a
Cuntz-Krieger Λ-family if we also have
(CK) Sv =
∑
λ∈vΛn SλS
∗
λ for all v ∈ Λ0 and n ∈ Nk.
Lemma 3.1 of [26] says that (TCK1)−(TCK3) together with (CK) implies (TCK5).
The Toeplitz algebra T C∗(Λ) is generated by a universal Toeplitz-Cuntz-Krieger
Λ-family {sλ : λ ∈ Λ}. The Cuntz-Krieger algebra C∗(Λ) is the quotient of T C∗(Λ)
by the ideal 〈sv −
∑
λ∈vΛn sλs
∗
λ : v ∈ Λ0〉.
There is a strongly continuous gauge action γ˜ : Tk → T C∗(Λ) such that γ˜z(sλ) =
zd(λ)sλ. Since γ˜ fixes the kernel of the quotient map, it induces a natural gauge action
of Tk on C∗(Λ).
The next lemma shows that it suffices to check (TCK5) for a subset of Λ× Λ.
Lemma 8.1. Let Λ be a finite k-graph. Suppose that {Sλ : λ ∈ Λ} is a set of partial
isometries in a C∗-algebra B which satisfies (TCK1)−(TCK3). Suppose that for all
µ, ν ∈ Λ with d(µ)∧d(ν) = 0 we have S∗µSν =
∑
(ξ,η)∈Λmin(µ,ν) SξS
∗
η . Then {Sλ : λ ∈ Λ}
satisfies (TCK5).
Proof. Fix µ, ν ∈ Λ. Factor µ = µ′µ′′ and ν = ν ′ν ′′ such that d(µ′) = d(ν ′) =
d(µ) ∧ d(ν). Notice that
d(µ′′) = d(µ)− d(µ) ∧ d(ν), d(ν ′′) = d(ν)− d(µ) ∧ d(ν) and d(µ′′) ∧ d(ν ′′) = 0.(8.1)
Now using (TCK2), (TCK3) and the identity Sr(λ)Sλ = Sλ, we have
S∗µSν = S
∗
µ′′S
∗
µ′Sν′Sν′′ = S
∗
µ′′δµ′,ν′Ss(µ′)Sν′′
= δµ′,ν′S
∗
µ′′Sr(µ′′)Sν′′ since s(µ
′) = r(µ′′)
= δµ′,ν′S
∗
µ′′Sν′′ .
Since d(µ′′) ∧ d(ν ′′) = 0, applying (TCK5) for µ′′, ν ′′ gives
S∗µSν =δµ′,ν′
∑
(ξ,η)∈Λmin(µ′′,ν′′)
SξS
∗
η .
Now it suffices to prove that(
µ′ = ν ′ and (ξ, η) ∈ Λmin(µ′′, ν ′′)
)
⇐⇒ (ξ, η) ∈ Λmin(µ, ν).
To see this, suppose that µ′ = ν ′ and (ξ, η) ∈ Λmin(µ′′, ν ′′). Then µ′′ξ = ν ′′η implies
that µξ = νη. Since d(µ′′ξ) = d(µ′′) ∨ d(ν ′′) and d(µ′′) ∧ d(ν ′′) = 0, it follows that
d(µ′′ξ) = d(µ′′) + d(ν ′′). This says d(ξ) = d(ν ′′). Now (8.1) implies that
d(µξ) = d(µ) + d(ν ′′) = d(µ) + d(ν)− d(µ) ∧ d(ν) = d(µ) ∨ d(ν).
Thus (ξ, η) ∈ Λmin(µ, ν).
Next let (ξ, η) ∈ Λmin(µ, ν). Since µξ = νη, the factorisation property implies that
µ′ = ν ′. Notice that
d(µ′′ξ) = d(µξ)− d(µ′) = d(µ) ∨ d(ν)− d(µ′) = d(µ) + d(ν)− d(µ) ∧ d(ν)− d(µ′).
Rearranging this and using (8.1) we have
d(µ′′ξ) = (d(µ)− d(µ) ∧ d(ν)) + (d(ν)− d(µ′)) = d(µ′′) + d(ν ′′).
Thus (ξ, η) ∈ Λmin(µ′′, ν ′′). 
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Following [31, Definition 2.2], we say a k-graph Λ is 1-coaligned if for all 1 ≤ i 6= j ≤
k and (λ, µ) ∈ Λei × Λej with s(λ) = s(µ) there exists a unique pair (η, ζ) ∈ Λej × Λei
such that ηλ = ζµ.
The next lemma is contained in [31, Theorem 2.3]. Since [31] has not been published,
we provide a brief proof.
Lemma 8.2. Let Λ be a finite 1-coaligned k-graph. Suppose that 0 ≤ i 6= j ≤ k. Then
the shift maps σei and σej ∗-commute.
Proof. Let w, z ∈ Λ∞ such that σei(z) = σej(w). Notice that z = z(0, ei)σei(z) and
w = w(0, ej)σ
ej (w). It follows that z(0, ei) and w(0, ej) have the same sources. Since
Λ is 1-coaligned there exists a unique pair (η, ζ) ∈ Λej × Λei such that ηz(0, ei) =
ζw(0, ej) = λ, say. Then x := λσ
ei(z) ∈ Λ∞ satisfies σej (x) = z and σei(x) = w. For
the uniqueness, suppose that y ∈ Λ∞ also satisfies σej(y) = z and σei(y) = w. Then
µ := y(0, ei + ej) satisfies µ(ej, ei + ej) = y(ej, ei + ej) = z(0, ei) and µ(ei, ej + ei) =
w(0, ej), and hence µ = λ by 1-coalignedness. Thus y = µσ
ei+ej(y) = λσei(z) = x,
and σei and σej ∗-commute. 
Lemma 8.2 makes it relatively easy to identify families of graphs that are 1-coaligned.
For example:
Example 8.3. Maloney and Willis showed in [31, §3] that [34] provides many exam-
ples of 1-coaligned 2-graphs. Each graph Λ in [34] is determined by a set of “basic
data”, and the condition on the basic data that is equivalent to 1-coalignedness of Λ
also implies that Λ is aperiodic (compare [31, Corollary 3.4] and [34, Theorem 5.2]).
Theorem 6.1 of [34] then says further that C∗(Λ) is simple, nuclear and purely infinite.
These examples are reassuring rather than unexpected: the whole point of [34] was
to find 2-graphs such that subshifts on path space give dynamical systems of algebraic
origin. One naturally wonders if there are other familiar examples. The next lemma
helps resolve this for the important family of graphs with a single vertex.
Lemma 8.4. Suppose that Λ is a finite 2-graph with one vertex. For f ∈ Λe2, define
ρf : Λ
e1 → Λe1 by ρf (e) = (ef)(e2, e1 + e2). Then Λ is 1-coaligned if and only if ρf is
a bijection for every f ∈ Λe2.
Proof. Suppose that Λ is 1-coaligned, and fix f ∈ Λe2. Suppose that e, e′ ∈ Λe1
and that ρf(e) = ρf (e
′). Then (ef)(e2, e1 + e2) = (e
′f)(e2, e1 + e2) = h, say. Let
l = (ef)(0, e2) and m = (e
′f)(0, e2). Then l, m ∈ Λe2 such that ef = lh and e′f = mh.
But now 1-coalignedness for the pair (h, f) implies that (l, e) = (m, e′). Thus e = e′,
and ρf is one-to-one. Since ρf : Λ
e1 → Λe1 and Λe1 is finite, it is also onto.
For the converse, suppose that ρf is a bijection for all f ∈ Λe2. Fix (e, f) ∈ Λe1×Λe2 .
Since ρf is a bijection, there exists unique h ∈ Λe1 such that ρf (h) = e, that is,
(hf)(e2, e1 + e2) = e. Take l = (hf)(0, e2). Then (l, h) ∈ Λe2 × Λe1 satisfies le = hf .
For uniqueness, suppose also that (k, g) ∈ Λe2 × Λe1 satisfies ke = gf . Then ρf(g) =
e = ρf(h) implies g = h. Now uniqueness of factorisation implies l = k. So (l, h) is
unique, and Λ is 1-coaligned. 
Example 8.5. Suppose that Λ is a 2-graph with a single vertex, Λe1 = {e, f} and
Λe2 = {g, h}, and factorisations
eg = he, eh = hf, fg = gf, and fh = ge.
Then ρh flips e and f , and ρg is the identity. So, either by inspection or by Lemma 8.4,
Λ is 1-coaligned.
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Let Λ be a finite 1-coaligned k-graph with no sinks. Then the shift maps σe1, . . . , σek
are surjective , and they ∗-commute by Lemma 8.2. We write X(Λ∞) for the product
system associated to σe1, . . . , σek . We use ψ for the universal Nica-covariant represen-
tation. We write Xm(Λ
∞) for the fibre associated to m ∈ Nk. We write ϕm for the left
action of A on the fibre Xm(Λ
∞). Recall that the multiplication formula in X(Λ∞) is3
xy(z) = x(z)y(σm(z)) for x ∈ Xm, y ∈ Xn, z ∈ Λ∞.(8.2)
The next proposition is an analogue of [1, Proposition 7.1].
Proposition 8.6. Let Λ be a finite 1-coaligned k-graph with no sinks or sources. For
each λ ∈ Λ, let Sλ := ψd(λ)(χZ(λ)). Then
(a) The set {Sλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger Λ-family in NT (X(Λ∞)).
The homomorphism πS : T C∗(Λ) → NT (X(Λ∞)) is injective and intertwines
the respective gauge actions of Tk (that is, πS ◦ γ˜ = γ ◦ πS).
(b) Let q : NT (X(Λ∞))→ O(X(Λ∞)) be the quotient map as in Lemma 2.2. Then
{q ◦Sλ : λ ∈ Λ} is a Cuntz-Krieger Λ-family in O(X(Λ∞)). The corresponding
homomorphism πq◦S : C
∗(Λ)→ O(X(Λ∞)) is an isomorphism and intertwines
the respective gauge actions of Tk.
To prove this, we need the following results.
Proposition 8.7. Let Λ be a finite 1-coaligned k-graph with no sources. Suppose that
m ∧ n = 0. Then
(a) {χZ(ξ) : ξ ∈ Λm} and {χZ(ξ) ◦ σn : ξ ∈ Λm} are Parseval frames for Xm(Λ∞);
(b) {χZ(η) : η ∈ Λn} and {χZ(η) ◦ σm : η ∈ Λn} are Parseval frames for Xn(Λ∞);
and
(c) for µ ∈ Λn and ν ∈ Λm, we have
ψn(χZ(µ))
∗ψm(χZ(ν))
=
∑
ξ∈Λm, η∈Λn
ψm
(〈
χZ(µ), χZ(η) ◦ σm
〉 · χZ(ξ))ψn(〈χZ(ν), χZ(ξ) ◦ σn〉 · χZ(η))∗.(8.3)
Proof. For (a), recall that the fibre Xm(Λ
∞) is the topological graph (Λ∞,Λ∞, id, σm).
By [26, Remark 2.5], {Z(ξ) : d(ξ) = m} forms a partition of Λ∞ and therefore the set
{χZ(ξ) : ξ ∈ Λm} is a partition of unity. Furthermore, σm is injective on each suppχZ(ξ).
Since the proof of Lemma 5.2(a) only requires σm to be injective on suppχZ(ξ), we can
apply Lemma 5.2(a) with X(E1) := Xm(Λ
∞) and g := σn to get (a).
Part (b) follows from part (a).
Part (c) is very similar to Proposition 5.4(b). The only difference is that Proposi-
tion 5.4(b) considers one common partition of unity {τi} and corresponding Parseval
frames {τi◦hn} and {τj◦hm} for the fibres Xm and Xn. Here we use different partitions
of unity {χZ(ξ) : ξ ∈ Λm} and {χZ(η) : η ∈ Λn} to get the Parseval frames {χZ(ξ) ◦ σn}
and {χZ(η) ◦ σm} for the fibres Xm(Λ∞) and Xn(Λ∞). The proof of Proposition 5.4(b)
uses the reconstruction formulas of Parseval frames and that σm and σn are injective
on suppχZ(ξ) and suppχZ(η). So the proof of (8.3) caries over from the proof of the
Proposition 5.4(b). 
Remark 8.8. We will need (8.3) to prove that {Sλ : λ ∈ Λ} in Proposition 8.6(a)
satisfies (TCK5). To see (TCK5), we try to rewrite S∗µSν as
∑
α∈Λp,β∈Λq SαS
∗
β for
3In previous sections we wrote the multiplication in terms of isomorphisms σ between fibres, for
example, xy(z) = σ(x ⊗ y)(z). Unfortunately, in this section we use the letter σ for the shifts.
Therefore we suppress σ when writing products.
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suitable p, q, and then reduce this to
S∗µSν =
∑
(ξ,η)∈Λmin(µ,ν)
SξS
∗
η .
We first thought that we would do this using Proposition 5.4(b): Check that the set
{χZ(µ) : µ ∈ Λm+n} is a partition of unity such that σm|suppχZ(µ) and σn|suppχZ(µ) are
injective for all µ ∈ Λm+n, and then apply Proposition 5.4(b) to get
S∗µSν =
∑
ξ,η∈Λm+n
ψm
(〈
χZ(µ), χZ(η) ◦ σm
〉 · χZ(ξ))ψn(〈χZ(ν), χZ(ξ) ◦ σn〉 · χZ(η))∗.
But we could not reduce this sum to
∑
(ξ,η)∈Λmin(µ,ν) SξS
∗
η . The new formula (8.3) is
easier to simplify.
Proof of Proposition 8.6(a). For (TCK1), we note that {χZ(v) : v ∈ Λ0} are mutually
orthogonal projections in C(Λ∞). Since ψ0 is a homomorphism and Sv = ψ0(χZ(v)), it
follows that {Sv : v ∈ Λ0} are mutually orthogonal projections in NT (X(Λ∞)).
Next we show that for each λ ∈ Λ, Sλ is a partial isometry. Since χZ(λ) ∈ Xd(λ)(Λ∞),
a calculation in the fibre Xd(λ)(Λ
∞) shows that
〈χZ(λ), χZ(λ)〉(z) =
∑
σd(λ)(w)=z
χZ(λ)(w)χZ(λ)(w)
=
∣∣{w : σd(λ)(w) = z and w ∈ Z(λ)}∣∣
=
{
0 if z /∈ Z(s(λ))
1 if z ∈ Z(s(λ))
= χZ(s(λ))(z).
Using (T2) we get
S∗λSλ = ψd(λ)(χZ(λ))
∗ψd(λ)(χZ(λ)) = ψ0(〈χZ(λ), χZ(λ)〉) = ψ0(χZ(s(λ))) = Ss(λ).
Since Ss(λ) is a projection, Sλ is a partial isometry. Notice that this also establishes
(TCK3).
For (TCK2), let λ, µ ∈ Λ such that s(λ) = r(µ). The multiplication formula (8.2)
for χZ(λ) ∈ Xd(λ)(Λ∞) and χZ(µ) ∈ Xd(µ)(Λ∞) implies that(
χZ(λ)χZ(µ)
)
(z) = χZ(λ)(z)χZ(µ)
(
σd(λ)(z)
)
= χZ(λµ)(z).
Now, using (T2),
SλSµ = ψd(λ)(χZ(λ))ψd(µ)(χZ(µ)) = ψd(λ)+d(µ)(χZ(λ)χZ(µ)) = ψd(λµ)(χZ(λµ)) = Sλµ
which is (TCK2).
We will need (TCK5) for the proof of (TCK4). So we first check (TCK5). Let
µ, ν ∈ Λ. By Lemma 8.1 we may assume that d(µ) ∧ d(ν) = 0. For convenience, let
m := d(ν) and n := d(µ). Applying Proposition 8.7(c) to µ, ν gives
(8.4) S∗µSν =
∑
ξ∈Λm, η∈Λn
ψm
(〈
χZ(µ), χZ(η) ◦ σm
〉 · χZ(ξ))ψn(〈χZ(ν), χZ(ξ) ◦ σn〉 · χZ(η))∗.
We now consider a summand for fixed ξ and η. We have(〈
χZ(µ), χZ(η) ◦ σm
〉 · χZ(ξ))(z) = 〈χZ(µ), χZ(η) ◦ σm〉(z)χZ(ξ)(z)
= χZ(ξ)(z)
∑
σn(w)=z
χZ(µ)(w)χZ(η)
(
σm(w)
)
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=
{
1 if z ∈ Z(ξ), and ∃α ∈ Λm such that µξ = αη
0 otherwise
=
{
χZ(ξ)(z) if ∃α ∈ Λm such that µξ = αη
0 otherwise.
A similar calculation shows that(〈
χZ(ν), χZ(ξ) ◦ σn
〉 · χZ(η))(z) =
{
χZ(η)(z) if ∃β ∈ Λn such that νη = βξ
0 otherwise.
Fix a nonzero ξ-η-summand. Then there exist α, β such that µξ = αη and νη = βξ.
In particular s(ξ) = s(η) and (ξ, η) ∈ Λmin(µ, ν). Then 1-coalignedness gives α = ν
and β = µ. Now the sum in (8.4) collapses to
S∗µSν =
∑
(ξ,η)∈Λmin(µ,ν)
ψm
(
χZ(ξ)
)
ψn
(
χZ(η)
)∗
=
∑
(ξ,η)∈Λmin(µ,ν)
SξS
∗
η ,
which completes our proof of (TCK5).
To see (TCK4), let v ∈ Λ0 and n ∈ Nk. Suppose that λ, µ ∈ vΛn and λ 6= µ. Since λ
and µ are two different paths with the same degree and the same range, Λmin(λ, µ) = ∅.
Applying (TCK5) shows that S∗λSµ = 0, and hence Sλ(S
∗
λSµ)S
∗
µ = 0. By (TCK2) we
have SvSλS
∗
λ = SλS
∗
λ and hence Sv ≥ SλS∗λ. Thus Sv ≥
∑
λ∈vΛn SλS
∗
λ. We have now
proved (TCK4) and therefore {Sλ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger Λ-family in
NT (X(Λ∞)).
To see that the induced homomorphism πS is injective, by [39, Theorem 8.1], it
suffices to fix v ∈ Λ0 and n ∈ Nk+, and check that Sv 
∑
λ∈vΛn SλS
∗
λ. Let T be the
Fock representation of X(Λ∞). Then T∗ : NT (X(Λ∞))→ L(F (X(Λ∞))) satisfies
T∗
(
Sv −
∑
λ∈vΛn
SλS
∗
λ
)
= T0(χZ(v))−
∑
λ∈vΛn
Tn(χZ(λ))Tn(χZ(λ))
∗.
The adjoint formula (2.10) for the Fock representation says that Tn(χZ(λ))
∗ vanishes on
the 0-summand of the Fock module F (X(Λ∞)). The left action of C(Z) on each fibre
in injective, and it follows that T0 is injective. Since Λ has no sources, T0(χZ(v)) 6= 0.
Thus T0(χZ(v)) 6=
∑
λ∈vΛn Tn(χZ(λ))Tn(χZ(λ))
∗. An application of the injectivity of T∗
gives Sv 
∑
λ∈vΛn SλS
∗
λ, as required.
Finally, since the gauge actions on T C∗(Λ) andNT (X(Λ∞)) satisfy γ˜z(sλ) = zd(λ)sλ
and γz(ψm(x)) = z
mψm(x), respectively, we have πS ◦ γ˜ = γ ◦ πS . 
Proof of Proposition 8.6(b). It suffices to check (TCK1)−(TCK3) and (CK). Since the
quotient map q is a ∗-homomorphism, and {Sλ : λ ∈ Λ} satisfies (TCK1)−(TCK3),
so does {q ◦ Sλ : λ ∈ Λ}.
Towards (CK), note that q◦ψ is a universal Cuntz–Pimsner covariant representation
of X(Λ∞) (see [16, Proposition 2.9]). For convenience let ρ := q ◦ ψ. Then the
restriction ρ on each fibre Xn is ρn = q ◦ ψn. Let µ ∈ Λn, n ∈ Nk. Next we show that
the left action of χZ(µ) on the fibre Xn is by the finite rank operator ΘχZ(µ),χZ(µ). To
see this, take x ∈ Xn(Λ∞) and z ∈ Λ∞. Then
(ΘχZ(µ),χZ(µ)(x))(z) = (χZ(µ) · 〈χZ(µ), x〉)(z)
= χZ(µ)(z)〈χZ(µ), x〉(σn(z))
= χZ(µ)(z)
∑
σn(w)=σn(z)
χZ(µ)(w)x(w).
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This vanishes unless z, w ∈ Z(µ). Since µ ∈ Λn and w, z ∈ Z(µ), the equation
σn(w) = σn(z) has a unique solution z and therefore the sum collapses to χZ(µ)(z)x(z).
It follows that
(
ΘχZ(µ),χZ(µ)(x)
)
(z) = χZ(µ)(z)x(z). Thus
ΘχZ(µ),χZ(µ) = ϕd(µ)(χZ(µ)) for µ ∈ Λn, n ∈ Nk,(8.5)
and the action of χZ(µ) on Xn is by ΘχZ(µ),χZ(µ).
Now we can verify (CK). Let v ∈ Λ0 and n ∈ Nk. Then a routine calculation shows
that ∑
λ∈vΛn
(q ◦ Sλ)(q ◦ Sλ)∗ =
∑
λ∈vΛn
ρd(λ)(χZ(λ))ρd(λ)(χZ(λ))
∗
=
∑
λ∈vΛn
ρ(d(λ))(ΘχZ(λ),χZ(λ))
=
∑
λ∈vΛn
ρ(d(λ))(ϕd(λ)(χZ(λ))) by (8.5).
Since ρ is Cuntz–Pimsner-covariant,∑
λ∈vΛn
(q ◦ Sλ)(q ◦ Sλ)∗ =
∑
λ∈vΛn
ρ0(χZ(λ)) = ρ0
( ∑
λ∈vΛn
χZ(λ)
)
= q ◦ ψ0
(
χZ(v)
)
= q ◦ (Sv).
Thus (CK) holds and {q ◦ Sλ : λ ∈ Λ} forms a Cuntz-Krieger Λ-family in O(X(Λ∞)).
The universal property gives a homomorphism πq◦S : C
∗(Λ) → O(X(Λ∞)), and
πq◦S intertwines the gauge actions. Since Λ has no sources and ρ0 is injective (by [42,
Lemma 3.15]), it follows that ρ0(χZ(v)) 6= 0 for all v ∈ Λ0. Now the gauge-invariant
uniqueness theorem (see [26, Theorem 3.4]) implies that πq◦S is injective.
To show that πq◦S is surjective, note that O(X(Λ∞)) is generated by ρ(X(Λ∞)).
Also, by the Stone-Weierstrass theorem, {χZ(λ) : λ ∈ Λ} spans a dense ∗-subalgebra of
C(Λ∞). Since the norm of X(Λ∞) is equivalent to ‖ · ‖∞, the elements {χZ(λ) : λ ∈ Λ}
span a dense subspace of X(Λ∞). Thus it is enough for us to show that ρm(χZ(µ)) lies
in the range of πq◦S for all m,n ∈ Nk and µ ∈ Λn.
We first check this form = 0 and for all µ ∈ Λn. Since ρ is Cuntz–Pimsner covariant,
a routine calculation using (8.5) shows that
ρ0(χZ(µ)) = ρ
(d(µ))
(
ϕd(µ)(χZ(µ))
)
= ρ(d(µ))
(
ΘχZ(µ),χZ(µ)
)
= ρd(µ)(χZ(µ))ρd(µ)(χZ(µ))
∗.
(8.6)
This equals (q ◦ Sµ)(q ◦ Sµ)∗ which belongs to the range of πq◦S .
Now let m 6= 0 and take µ ∈ Λn. Notice that χZ(µ) =
∑
ν∈s(µ)Λm χZ(µν). Each
ν-summand is the pointwise multiplication of χZ(µν(0,m) and χZ(µν(m,m+n)) ◦ σm. This
is exactly the right action of χZ(µν(m,m+n)) on χZ(µν(0,m)) ∈ Xm(Λ∞). It follows
ρm(χZ(µ)) = ρm
( ∑
ν∈s(µ)Λm
χZ(µν(0,m)) · χZ(µν(m,m+n))
)
=
∑
ν∈s(µ)Λm
ρm(χZ(µν(0,m)))ρ0(χZ(µν(m,m+n)))
=
∑
ν∈s(µ)Λm
(q ◦ Sµν(0,m))ρ0(χZ(µν(m,m+n))),
which lies in the range of πq◦S by (8.6), as required. 
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KMS states on the Toeplitz algebras. Here we want to see the relationship be-
tween KMS states of the C∗-algebras T C∗(Λ) and NT (X(Λ∞)). The KMS states of
T C∗(Λ) are described thoroughly in [22, Theorem 6.1]. We now apply Theorem 6.1 to
characterise KMS states of NT (X(Λ∞)). It follows from [1, Proposition 7.3] that for
the shift maps σei(1 ≤ i ≤ k) on Λ∞, each βci in Theorem 6.1 is exactly the critical in-
verse temperature ln ρ(Ai) used in [22, Theorem 6.1]. Thus the range of possible inverse
temperatures studied in Theorem 6.1 is the same as that of [22, Theorem 6.1]. Now
when we use Proposition 8.6(a) to view T C∗(Λ) as a C∗-subalgebra of NT (X(Λ∞)),
restricting KMS states of NT (X(Λ∞)) gives KMS states of T C∗(Λ) with the same
inverse temperature. We expect from our results in [1, Corollary 7.6] to see that for
the common inverse temperatures described in Theorem 6.1 and [22, Theorem 6.1],
all KMS states of T C∗(Λ) arise as restrictions of KMS states of NT (X(Λ∞)). To see
this, we need generalisations of [1, Proposition 7.4, Corollary 7.5], which are stated in
Proposition 8.9 and Corollary 8.10 below. Their proofs are very similar to those of
[1] (using our operator R from (4.1) in place of the R from [1]), and so we omit their
proofs and refer the reader to [1].
We keep the notation Theorem 6.1 to emphasis the parallels with [22, Theorem 6.1].
To avoid a clash, we write δ for the measure ε in Theorem 6.1, and choose ε for the
vectors in [1,∞)Λ0 appearing in [22, Theorem 6.1]. Otherwise we keep the notation of
Theorem 6.1.
Proposition 8.9. Suppose that Λ is a finite 1-coaligned k-graph with no sources and
no sinks. For 1 ≤ i ≤ k, let Ai ∈ MΛ0
(
[0,∞)) be the matrix with entries Ai(v, w) =
|vΛeiw|. Suppose that r ∈ (0,∞)k satisfies βri > ln ρ(Ai) for all 1 ≤ i ≤ k. Let
α : R → AutNT (X(Λ∞)) and α˜ : R → Aut T C∗(Λ) be given in terms of the gauge
actions by αt = γeitr and α˜t = γ˜eitr . Let δ be a finite regular Borel measure on
Λ∞ such that
∫
fβ dδ = 1. Define ε = (εv) ∈ [0,∞)Λ0 by εv = δ(Z(v)) and take
y = (yv) ∈ [0,∞)Λ0 as in [22, Theorem 6.1]. Then y · ε = 1, and the restriction of the
state φδ of Theorem 6.1 to (T C∗(Λ), α˜) is the state φε of [22, Theorem 6.1].
Corollary 8.10. Let Λ, β, α and α˜ be as in Proposition 8.9. Suppose that δ1, δ2 are
regular Borel measures on Λ∞ satisfying
∫
fβ dδi = 1. Then φδ1 |T C∗(Λ) = φδ2|T C∗(Λ) if
and only if δ1(Z(v)) = δ2(Z(v)) for all v ∈ Λ0.
Proposition 8.11. Let Λ, β, α and α˜ be as in Proposition 8.9. Then every KMSβ
state of (T C∗(Λ), α˜) is the restriction of a KMSβ state of NT (X(Λ∞), α).
Proof. Suppose that φ is a KMSβ state of (T C∗(Λ), α). Then [22, Theorem 6.1(c)]
implies that there is a vector ε ∈ [0,∞)Λ0 such that y · ε = 1 and φ = φε. If δ
is a measure on Λ∞ such that δ(Z(v)) = εv for all v ∈ Λ0 and
∫
fβ dδ = 1, then
Proposition 8.9 implies that φδ|T C∗(Λ) = φε. So it suffices to show that there is such a
measure.
To see this, let D := (1, . . . , 1) and M := {lD : l ∈ N}. For each m,n ∈ M with
m ≤ n, define rm,n : Λn → Λm by rm,n(λ) = λ(0, m). Remark 2.2 of [26] shows
that we can view Λ∞ as the inverse limit of the system ({Λm}, {rm,n})m,n∈M . Let
πm : Λ
∞ → Λm be the canonical map defined by πm(z) = z(0, m) for z ∈ Λ∞. Now
any family of measures δm on Λ
m with finite δ0 and with∫
(f ◦ rm,n) dδn =
∫
f dδm for m ≤ n and f ∈ C(Λn),(8.7)
gives a unique measure δ on Λ∞ such that
∫
(f ◦πm) dδ =
∫
f dδm for f ∈ C(Λm) (see,
for example [20, Lemma 5.2]). So we aim to build such a family of measures:
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We recursively choose weights {wη : η ∈ Λ with d(η) = lD for some l ≥ 1} such
that
∑
λ∈vΛD wλ = εv, and ∑
λ∈s(µ)ΛD
wµλ = wµ,(8.8)
for v ∈ Λ0 and µ ∈ ΛlD (l ≥ 1). Then we set δ0 := ε and δm(µ) = wµ for all µ ∈ ΛlD.
Next we check (8.7) for these measures. Let m ∈ M . Since the characteristic
functions of singletons span C(Λm), it is enough to prove (8.7) for f = χ{µ} and
µ ∈ Λm. First notice that χ{µ} ◦ rm,m+D =
∑
λ∈s(µ)ΛD χ{µλ}. Then we have∫
χ{µ} ◦ rm,m+D dδm+D =
∫ ∑
λ∈s(µ)ΛD
χ{µλ} dδm+D =
∑
λ∈s(µ)ΛD
δm+D(µλ)
= δm(µ) =
∫
χ{µ} dδm using (8.8).(8.9)
For each n ∈M with m ≤ n, we have rm,n = rm,m+D ◦ rm+D,m+2D ◦ · · · ◦ rn−D,n. Then
applying the calculation (8.9) finitely many times gives∫
χ{µ} ◦ rm,m+n dδm+n =
∫
χ{µ} dδm.
This is precisely (8.7). Thus there is a unique measure δ on Λ∞ such that∫
χ{v} ◦ π0 dδ =
∫
χ{v} dδ0 for v ∈ Λ0.
Notice that
∫
χ{v} ◦ π0 dδ = δ(Z(v)) and
∫
χ{v} dδ0 = δ0(v) = εv. Thus δ(Z(v)) = εv.
A similar calculation to the first paragraph of the proof of [1, Proposition 7.4] shows
that
∫
fβ dδ = y · ε = 1. Thus δ has the required properties. 
Appendix A. Realising the universal Nica-covariant representation as
a doubly commuting representation
In [43], Solel used different notation to study product systems over Nk. He defined a
“doubly commuting relation” in [43, Definition 3.8] and showed that it is equivalent to
Fowler’s Nica-covariance relation [43, Remark 3.12]. Equation (5.5) in Proposition 5.3
is a translation of Solel’s doubly commuting relation from his notation to Fowler’s
notation. The difficulty with this translation was that the doubly commuting relation
contains a flip map between fibres which Solel used without an explicit formula. We
found a nice formula for this flip map in Lemma 5.2(c), and now the translation seems
trivial. In this appendix, we use our flip map to show that the universal Nica-covariant
representation ψ satisfies the doubly commuting relation. We first need to understand
Solel’s notation.
Let A be a C∗-algebra and Y be a right Hilbert A–A bimodule. Suppose that π is
representation of A on B(H) for a Hilbert space H. Let Y ⊙H be the algebraic tensor
product of Y and H. It follows from [40, Proposition 2.6] that the formula(
y ⊙ r ∣∣ y′ ⊙ r′) = (r ∣∣ π(〈y, y′〉)r′) for y ⊙ r, y′ ⊙ r′ ∈ Y ⊙H(A.1)
defines a semi-definite inner product on Y ⊙H. Let Y ⊗πH be the completion of Y ⊙H
with respect to this semi-definite inner product (see [40, Lemma 2.16]). Observe that
Y ⊙H is balanced over A in the sense that
y · a⊗ r = y ⊗ π(a)r for y ∈ Y, a ∈ A, r ∈ H.(A.2)
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Given S ∈ L(Y ) and U ∈ π(A)′, an argument similar to that of [40, Proposition 2.66]
shows that there is a well-defined bounded operator S ⊗ U on Y ⊗π H such that
S ⊗ U(y ⊗ r) = S(y)⊗ U(r) for y ⊗ r ∈ Y ⊗π H.
Let X be a product system of right Hilbert A–A bimodules over Nk and let θ be a
Toeplitz representation of X on B(H) for a Hilbert space H. Muhly and Solel showed
in [32, Lemmas 3.4–3.6] that for each m ∈ Nk and associated fibre Xm, there is a
well-defined map θ˜m : Xm ⊗θ0 H → H such that
θ˜m(x⊗ r) = θm(x)r for all x⊗ r ∈ Xm ⊗θ0 H.
Let 1m, 1H be the identity maps on Xm and H respectively, and θ˜∗m be the adjoint
of θ˜m. Suppose that tm,n is the flip map between fibres Xm and Xn as in Lemma 5.2.
A representation θ is a doubly commuting representation if for every 1 ≤ i 6= j ≤ k,
we have
θ˜∗ej θ˜ei = (1ej ⊗ θ˜ei)(tei,ej ⊗ 1H)(1ei ⊗ θ˜∗ej ).
It is observed in [43, Lemma 3.9(i)] that a doubly commuting representation θ satisfies
(1n ⊗ θ˜m)(tm,n ⊗ 1H)(1m ⊗ θ˜∗n) = θ˜∗nθ˜m.
for m,n ∈ Nk+ with m ∧ n = 0.
Proposition A.1. Let h1, . . . , hk be ∗-commuting and surjective local homeomor-
phisms on a compact Hausdorff space Z and let X be the associated product system as
in Proposition 3.2. Take m,n ∈ Nk+ such that m ∧ n = 0. Then
(1n ⊗ ψ˜m)(tm,n ⊗ 1H)(1m ⊗ ψ˜∗n) = ψ˜∗nψ˜m.(A.3)
Before starting the proof, notice that we can view ψ as a representation on a Hilbert
space H (see [43, Remark 3.12]). So (A.3) makes sense. We also need to compute the
adjoint ψ˜∗n : H → Xn ⊗ψ0 H. The next lemma gives a formula for ψ˜∗n in terms of a
Parseval frame of Xn.
Lemma A.2. Let {ηj}dj=1 be a Parseval frame for the fibre Xn. Then
ψ˜∗n(r) =
d∑
j=1
ηj ⊗ ψn(ηj)∗r for r ∈ H.(A.4)
Proof. Fix r ∈ H and let y ⊗ s ∈ Xn ⊗ψ0 H. Now we compute using (A.1):( d∑
j=1
ηj ⊗ ψn(ηj)∗r
∣∣∣ y ⊗ s) = d∑
j=1
(
ψn(ηj)
∗r
∣∣ψ0(〈ηj, y〉)s)
=
(
r
∣∣∣ d∑
j=1
ψn(ηj)ψ0
(〈ηj , y〉)s) = (r ∣∣∣ d∑
j=1
ψn
(
ηj · 〈ηj, y〉
)
s
)
=
(
r
∣∣ψn(y)s).
This is precisely
(
r
∣∣ ψ˜n(y ⊗ s)). Thus ψ˜∗n(r) =∑dj=1 ηj ⊗ ψn(ηj)∗r. 
Proof of Proposition A.1. Let x⊗ r ∈ Xm ⊗ψ0 H. We evaluate both sides of (A.3) on
x⊗r. We will need to have Parseval frames for the fibres Xm, Xn. Let {ρi : 1 ≤ i ≤ d}
be a partition of unity such that hm|supp ρi, hn|supp ρi are injective and suppose that
τi :=
√
ρi. Note that {τi} forms a Parseval frame for both fibres Xm, Xn. Also since
m∧n = 0, {τi◦hn} and {τi◦hm} are Parseval frame for the fibres Xm, Xn, respectively.
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We start computing the left-hand side of (A.3) by applying the adjoint formula
(A.4) with the Parseval frame {τj} ⊂ Xn. For convenience, set
† := (1n ⊗ ψ˜m)(tm,n ⊗ 1H)(1m ⊗ ψ˜∗n).
Then †(x⊗r) = (1n⊗ψ˜m)(tm,n⊗1H)
(
x⊗∑dj=1 τj⊗ψn(τj)∗r). Using the reconstruction
formula for the Parseval frame {τi ◦ hn} ⊂ Xm gives
†(x⊗ r) =
d∑
j=1
(1n ⊗ ψ˜m)(tm,n ⊗ 1H)
(( d∑
i=1
τi ◦ hn ·
〈
τi ◦ hn, x
〉)⊗ τj ⊗ ψn(τj)∗r)
=
d∑
i,j=1
(1n ⊗ ψ˜m)(tm,n ⊗ 1H)
(
τi ◦ hn ⊗
〈
τi ◦ hn, x
〉 · τj ⊗ ψn(τj)∗r).
Using the reconstruction formula for the element 〈τi ◦hn, x〉 ·τj ∈ Xn with the Parseval
frame {τl} ⊂ Xn, we have
†(x⊗r) =
d∑
i,j=1
(1n⊗ ψ˜m)(tm,n⊗1H)
(
τi ◦hn⊗
( d∑
l=1
τl ·
〈
τl,
〈
τi ◦hn, x
〉 · τj〉)⊗ψn(τj)∗r).
Since the tensors are balanced (see (A.2)), we have
†(x⊗ r) =
d∑
i,j,l=1
(1n ⊗ ψ˜m)(tm,n ⊗ 1H)
(
τi ◦ hn ⊗ τl ⊗ ψ0
(〈
τl,
〈
τi ◦ hn, x
〉 · τj〉)ψn(τj)∗r).
Now we apply (T3) and rearrange this to get that
†(x⊗ r) =
d∑
i,l=1
(1n⊗ ψ˜m)(tm,n⊗ 1H)
(
τi ◦ hn⊗ τl ⊗ψn
( d∑
j=1
τj ·
〈
τj ,
〈
x, τi ◦ hn
〉 · τl〉)∗r).
We continue by using the flip map (5.2) to get that
†(x⊗ r) =
d∑
i,l=1
(1n ⊗ ψ˜m)
(
τl ◦ hm ⊗ τi ⊗ ψn
( d∑
j=1
τj ·
〈
τj ,
〈
x, τi ◦ hn
〉 · τl〉)∗r)
=
d∑
i,l=1
τl ◦ hm ⊗ ψm(τi)ψn
( d∑
j=1
τj ·
〈
τj ,
〈
x, τi ◦ hn
〉 · τl〉)∗r.
The reconstruction formula for the frame {τj} ⊂ Xn implies that
†(x⊗ r) =
d∑
i,l=1
τl ◦ hm ⊗ ψm(τi)ψn
(〈
x, τi ◦ hn
〉 · τl)∗r.(A.5)
Next we compute the right-hand side of (A.3) by applying the adjoint formula (A.4)
with the Parseval frame {τl ◦ hm} ⊂ Xn to get that
ψ˜∗nψ˜m(x⊗ r) = ψ˜∗nψm(x)r =
d∑
l=1
τl ◦ hm ⊗ ψn(τl ◦ hm)∗ψm(x)r.
We use the formula (5.5) to rewrite ψn(τl ◦ hm)∗ψm(x). We have
ψ˜∗nψ˜m(x⊗ r) =
d∑
l=1
τl ◦ hm ⊗
( d∑
i,j=1
ψm
(〈
τl ◦ hm, τj ◦ hm
〉 · τi)ψn(〈x, τi ◦ hn〉 · τj)∗)r
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=
d∑
i,j,l=1
τl ◦ hm ⊗ ψ0
(〈τl ◦ hm, τj ◦ hm〉)ψm(τi)ψn(〈x, τi ◦ hn〉 · τj)∗r
=
d∑
i,j,l=1
τl ◦ hm · 〈τl ◦ hm, τj ◦ hm
〉⊗ ψm(τi)ψn(〈x, τi ◦ hn〉 · τj)∗r.
Now applying reconstruction formula for the Parseval frame {τl ◦ hm} ⊂ Xn gives
ψ˜∗nψ˜m(x⊗ r) =
d∑
i,j=1
τj ◦ hm ⊗ ψm(τi)ψn
(〈x, τi ◦ hn〉 · τj)∗r.(A.6)
Comparing (A.6) and (A.5) completes our proof of (A.3). 
References
[1] Z. Afsar, A. an Huef and I. Raeburn, KMS states on C∗-algebras associated to local homeomor-
phisms, Internat. J. Math. 25 (2014), 1450066, 28 pp.
[2] V. Arzumanian and J. Renault, Examples of pseudogroups and their C∗-algebras, Operator
Algebra and Quantum Field Theory, 1997, 93–104.
[3] J.-B. Bost and A. Connes, Hecke algebras, type III factors and phase transitions with spontaneous
symmetry breaking in number theory, Selecta Math. (New Series) 1 (1995), 411–457.
[4] O. Bratteli and D.W. Robinson, Operator Algebras and Quantum Statistical Mechanics II, second
ed., Springer-Verlag, Berlin, 1997.
[5] N. Brownlowe, Realising the C∗-algebra of a higher-rank graph as an Exel crossed product, J.
Operator Theory 68 (2012), 101–130.
[6] N. Brownlowe, I. Raeburn and S.T. Vittadello, Exel’s crossed product for non-unital C∗-algebras,
Math. Proc. Camb. Phil. Soc. 149 (2010), 423–444.
[7] A. Connes and M. Marcolli, Noncommutative Geometry, Quantum Fields, and Motives, Collo-
quium Publications, vol. 55, Amer. Math. Soc., Providence, 2008.
[8] J. Crisp and M. Laca, On the Toeplitz algebras of right-angled and finite-type Artin groups, J.
Aust. Math. Soc. 72 (2002), 223–245.
[9] K.R. Davidson, A.H. Fuller, E.T.A. Kakariadis, Semicrossed products of operator algebras by
semigroups, Mem. Amer. Math. Soc. 247 no. 1168 (2017), v+97 pp.
[10] M. Enomoto, M. Fujii and Y. Watatani, KMS states for gauge action on OA, Math. Japon. 29
(1984), 607–619.
[11] R. Exel and M. Laca, Partial dynamical systems and the KMS condition, Comm. Math. Phys.
232 (2003), 223–277.
[12] R. Exel and J. Renault, Semigroups of local homeomorphisms and interaction groups, Ergodic
Theory Dynam. Systems 27 (2007), 1737–1771.
[13] R. Exel and A. Vershik, C∗-algebras of irreversible dynamical systems, Canad. J. Math. 58
(2006), 39–63.
[14] M. Frank and D.R. Larson, Frames in Hilbert C∗-modules and C∗-algebras, J. Operator Theory
48 (2002), 273–314.
[15] G.B. Folland, Real Analysis: Modern Techniques and their Applications, second ed., Wiley, New
York, 1999.
[16] N.J. Fowler, Discrete product systems of Hilbert bimodules, Pacific J. Math. 204 (2002), 335–
375.
[17] N.J. Fowler and I. Raeburn, The Toeplitz algebra of a Hilbert bimodules, Indiana Univ. Math.
J. 48 (1999), 155–181.
[18] N.J. Fowler and A. Sims, Product systems over right-angled Artin semigroups, Trans. Amer.
Math. Soc. 354 (2002), 1487–1509.
[19] J.H. Hong, N.S. Larsen and W. Szyman´ski, KMS states on Nica-Toeplitz algebras of product
systems, Internat. J. Math. 23 (2012), 1250123, 38 pp.
[20] A. an Huef, S. Kang and I. Raeburn, Spatial realisations of KMS states on the C∗-algebras of
higher-rank graphs, J. Math. Anal. Appl. 427 (2015), 977–1003.
[21] A. an Huef, M. Laca, I. Raeburn and A. Sims, KMS states on the C∗-algebras of finite graphs,
J. Math. Anal. Appl. 405 (2013), 388–399.
KMS STATES 43
[22] A. an Huef, M. Laca, I. Raeburn and A. Sims, KMS states on the C∗-algebras associated to
higher-rank graphs, J. Funct. Anal. 266 (2014), 265–283.
[23] T. Kajiwara and Y. Watatani, KMS states on finite-graph C∗-algebras, Kyushu J. Math. 67
(2013), 83–104.
[24] E.T.A. Kakariadis, KMS states on Pimsner algebras associated with C∗-dynamical systems, J.
Funct. Anal. 269 (2015), 325–354.
[25] E. Kakariadis, On Nica-Pimsner algebras of C∗-dynamical systems over Zn+, Int. Math. Res. Not.
IMRN (2017), 1013–1065.
[26] A. Kumjian and D. Pask, Higher-rank graph C∗-algebras, New York J. Math. 6 (2000), 1–20.
[27] M. Laca and S. Neshveyev, KMS states of quasi-free dynamics on Pimsner algebras, J. Funct.
Anal. 211 (2004), 457–482.
[28] M. Laca and I. Raeburn, Phase transition on the Toeplitz algebra of the affine semigroup over
the natural numbers, Adv. Math. 225 (2010), 643–688.
[29] E.C. Lance, Hilbert C∗-Modules: a Toolkit for Operator Algebraists, London Mathematical So-
ciety Lecture Note Series, vol. 210, Cambridge Univ. Press, Cambridge, 1995.
[30] N.S. Larsen, Exel crossed products over abelian semigroups, Ergodic Theory Dynam. Systems
30 (2010), 1147–1164.
[31] B. Maloney and P.N. Willis, Examples of ∗-commuting maps, arXiv:1101.3795v1.
[32] P.S. Muhly and B. Solel, Tensor algebras over C∗-correspondences (representations, dilations,
and C∗-envelopes), J. Funct. Anal. 158 (1998), 389–467.
[33] A. Nica, C∗-algebras generated by isometries and Wiener-Hopf operators, J. Operator Theory
27 (1992), 17–52.
[34] D. Pask, I. Raeburn and N.A. Weaver, A family of 2-graphs arising from two-dimensional sub-
shifts, Ergodic Theory Dynam. Systems 29 (2009), 1613–1639.
[35] G.K. Pedersen, C∗-Algebras and Their Automorphism Groups, London Math. Soc. Monographs,
vol. 14, Academic Press, London, 1979.
[36] M.V. Pimsner, A class of C∗-algebras generalising both Cuntz-Krieger algebras and crossed
products by Z, Fields Institute Comm. 12 (1997), 189–212.
[37] C. Pinzari, Y. Watatani and K. Yonetani, KMS states, entropy and the variational principle for
full C∗-dynamical systems, Comm. Math. Phys. 213 (2000), 331–179.
[38] I. Raeburn, Graph Algebras, CBMS Regional Conference Series in Math., vol. 103, Amer. Math.
Soc., Providence, 2005.
[39] I. Raeburn and A. Sims, Product systems of graphs and the Toeplitz algebras of higher-rank
graphs, J. Operator Theory 53 (2005), 399–429.
[40] I. Raeburn and D.P. Williams, Morita Equivalence and Continuous-Trace C∗-Algebras, Mathe-
matical Surveys and Monographs, vol. 60, Amer. Math. Soc., Providence, 1998.
[41] D.P. Williams, Crossed Products of C∗-Algebras, Mathematical Surveys and Monographs,
vol. 134, Amer. Math. Soc., Providence, 2007.
[42] A. Sims and T. Yeend, C∗-algebras associated to product systems of Hilbert bimodules, J.
Operator Theory 64 (2010), 349–376.
[43] B. Solel, Regular dilations of representations of product systems, Math. Proc. Royal Irish Acad.
108 (2008), 89–110.
[44] N. Stammeier, Topological freeness for ∗-commuting covering maps, to appear in Houston J.
Math.
[45] D. Yang, Endomorphisms and modular theory of 2-graph C∗-algebras, Indiana Univ. Math. J.
59 (2010), 495–520.
[46] D. Yang, Type III von Neumann algebras associated with Oθ, Bull. London Math. Soc. 44 (2012),
675–686.
Zahra Afsar, School of Mathematics and Applied Statistics, University of Wol-
longong, NSW 2522, Australia
E-mail address : zafsar@uow.edu.au
Astrid an Huef and Iain Raeburn, Department of Mathematics and Statistics, Uni-
versity of Otago, PO Box 56, Dunedin 9054, New Zealand
44 ZAHRA AFSAR, ASTRID AN HUEF, AND IAIN RAEBURN
Current address for Astrid an Huef and Iain Raeburn: School of Mathematics
and Statistics, Victoria University of Wellington, PO Box 56, Wellington 6140,
New Zealand
E-mail address : astrid.anhuef, iain.raeburn@vuw.ac.nz
