be an analytically unramified local ring of positive prime characteristic p. For an ideal I, let I * denote its tight closure. We introduce the tight Hilbert function H * I (n) = ℓ(R/(I n ) * ) and the corresponding tight Hilbert polynomial P * I (n) where I is an m-primary ideal. It is proved that F -rationality can be detected by the vanishing of the first coefficient of P * I (n). We find the tight Hilbert polynomial of certain parameter ideals in hypersurface rings and Stanley-Reisner rings of simplicial complexes.
Introduction
Let (R, m) be a d-dimensional Noetherian local ring and I be an m-primary ideal. Let I be the integral closure of I. The Rees algebra of I is denoted by R(I) = ⊕ n∈Z I n t n where t is an indeterminate. The integral closure of R(I) in R[t, t −1 ] is R(I) = ⊕ n∈Z I n t n . David Rees [14] showed that if R is analytically unramified then R(I) is a finite module over R(I). This implies that for all large n, the normal Hilbert function of I, H I (n) = ℓ(R/I n )
is a polynomial of degree d. This is called the normal Hilbert polynomial of I and it is denoted by P I (n). We write P I (n) = e 0 (I) n + d − 1 d − e 1 (I) n + d − 2 d − 1 + · · · + (−1) d e d (I).
Here e 0 (I) = e(I), the multiplicity of I and the coefficients e i (I) for i = 0, 1, . . . , d are called the normal Hilbert coefficients of I. The normal Hilbert coefficients play an important role in the study of singularities of algebraic varieties. Rees [15] proved that if (R, m) 2-dimensional analytically unramified normal local ring then it is pseudo-rational if and only if e 2 (I) = 0 for all m-primary ideals of R.
Shiroh Itoh [9] proved that e 3 (I) ≥ 0. Moreover if R is Gorenstein and I is generated by a regular sequence so that I = m then e 3 (I) = 0 if and only if r(I) ≤ 2. Here r(I) = min{n | II n = I n+1 }. The integer r(I) is called the normal reduction number of I. Itoh [9] proved that if r(I) ≤ 2 then R(I) is Cohen-Macaulay. He conjectured that if e 3 (I) = 0 then r(I) ≤ 2. This is known in some cases [10] , [2] , however it remains open in the general case. Now let R have prime characteristic p > 0. Let I * denote the tight closure of I.
Then I ⊂ I * ⊂ I. If (R, m) is analytically unramified then the filtration {(I n ) * } is also Iadmissible, i.e., the Rees algebra R * (I) = ⊕ n∈Z (I n ) * t n is a finite R(I)-module. Therefore the tight Hilbert function of I, namely, H * I (n) = ℓ(R/(I n ) * ) is a polynomial of degree d for large n. We call this polynomial as the tight Hilbert polynomial of I and denote it by P * I (n). We write the tight Hilbert polynomial as P * I (n) = e(I)
One of the main objectives of this paper is to initiate a study of the tight Hilbert polynomial since preliminary results obtained in this paper indicate its close connection with F -singularities. Recall that R is called an F -rational local ring if ideals of principal class in R are tightly closed. We show that if R is a Cohen-Macaulay analytically unramified local ring then R is F -rational if and only if e * 1 (I) = 0. It is therefore reasonable to expect that the other coefficients of the tight Hilbert polynomial of I may have a close connection with the properties of R. We therefore calculate the tight Hilbert polynomial of parameter ideals in certain hypersurface rings and Stanley-Reisner rings of simplicial complexes.
Here is a summary of the contents of the paper. In section 2, we set the notation and recall certain definitions and results needed in later sections. In section 3, we introduce the condition HI p . Definition 1. Let R be a d-dimensional Noetherian local ring. Let I be an ideal generated by an R-regular sequence. An I-admissible filtration F = {I n } is said to satisfy the condition HI p if for all n ≥ p, I n+1 ∩ I n−p = I p+1 I n−p .
Let R(F ) denote the Rees algebra ⊕ n∈Z I n t n of the filtration F = {I n }. Suppose I = (x 1 , . . . , x d ), where x 1 , . . . , x d is an R-regular sequence and let J = (t −1 , x 1 t, . . . , x d t)
be an R(I)-ideal. Itoh proved that for the I-admissible filtration F = {I n }, vanishing of H 2 J (R(F )) 0 implies the intersection theorem I n+1 ∩ I n = I n I, for all n ≥ 1. Let r(F ) denote the reduction number of the filtration F . We find a formula of the Hilbert-Samuel polynomial of an I-admissible filtraton F which satisfies the condition HI p , for
Theorem 2. Let R be a d-dimensional Cohen-Macaulay Noetherian local ring and I be an ideal generated by an R-regular sequence. Let F = {I n } be an I-admissible filtration.
If F satisfies the condition HI p , for p ≤ r = r(F ) − 2, then for all i = 1, . . . , d,
Let (R, m) be a d-dimensional analytically unramified local ring and let I be an mprimary ideal. In section 4, we prove that for large n, H * I (n) = ℓ(R/(I n ) * ) is a polynomial, P * I (n), of degree d and with coefficients in Q. We shall prove:
Theorem 3. Let (R, m) be a d-dimensional analytically unramified Cohen-Macaulay local ring with positive prime characteristic p. Then R is F -rational if and only if e * 1 (I) = 0, for some parameter ideal I.
We shall prove that in positive prime characteristic p, the Huneke-Itoh intersection theorem is indeed true for tight closure filtration of a complete intersection.
Proposition 4. Let R be a Noetherian ring and I be an ideal generated by a regular sequence. Then for all n ≥ 1,
The above proposition for tight closures of powers of I will enable us to find the tight Hilbert polynomial of I when the tight reduction number is at most two.
In section 5, we calculate the tight Hilbert polynomial in hypersurface rings. Let In section 6, we calculate tight closure of power product of ideals generated by linear system of parameters in Stanley-Reisner rings of simplicial complexes. Let ∆ be a (d−1)dimensional simplicial complex on n vertices and k be a field of char p > 0. Then
. , x n denote the images of X 1 , . . . , X n respectively in R, m = (x 1 , . . . , x n ) be the unique maximal homogeneous ideal of k[∆] and I 1 , . . . , I g be ideals generated by linear system of parameters. Let s 1 , s 2 , . . . , s g ∈ N. We prove that
. The Hilbert series of R is of the form
respect to λ. Let s 1 , s 2 , . . . , s g ∈ N with s 1 + s 2 + · · · + s g = n + 1. Then
In particular, e * d (I s 1 1 I s 2 2 . . . I sg g ) = h d , for any s 1 , s 2 , . . . , s g ∈ N. We generalize a theorem of Rees [15] for Stanley-Reisner rings. Recall that for a simplicial complex ∆ with f -vector f (∆) = (f −1 , f 0 , . . . , f d−1 ), the Euler characteristic of ∆ is denoted by
The simplicial complex ∆ is said to be Eulerian if χ(∆) = 1. Set S = (s 1 , s 2 , . . . , s d ), (3) a 1 (I S 1 ) * + a 2 (I S 2 ) * + · · · + a d (I S d ) * = (I S ) * , for all s 1 , s 2 , . . . , s d ≥ 1.
blow-up algebra which we often refer to in this article is the associated graded ring of I, gr I (R) = n≥0 I n /I n+1 and the associated graded ring of F , gr F (R) = n≥0 I n /I n+1 .
Definition 7. A reduction of an I-admissible filtration F = {I n } n∈Z is an ideal J ⊆ I 1 such that JI n = I n+1 , for all large n. A minimal reduction of F is a reduction of F minimal with respect to containment. Let J be a reduction of F . The reduction number of F with respect to J, denoted by r J (F ), is the smallest integer n such that JI n = I n+1 .
The reduction number of F equals r(F ) = min{r J (F ) | J is a minimal reduction of I}.
Definition 8. Let I 1 , . . . , I d be ideals in a ring R and x i ∈ I i for all i = 1, . . . , d. The d-tuple (x 1 , . . . , x d ) is said to be a joint reduction of the d-tuple (I 1 , . . . ,
In particular, for large s 1 , . . . , s d , we have
For an R-module M of finite length, we write ℓ R (M) for length of M as an R-module.
If the context is clear we simply write ℓ(M). Let I be an m-primary ideal. The Hilbert function of the filtration F is defined by H F (n) = ℓ(R/I n ). If F is an I-admissible filtration, then for sufficiently large n, H F (n) coincides with a polynomial P F (n) = e 0 (F ) Let F = {I n } be an I-admissible filtration. Then (1) gr F (R) is a finite gr I (R)-module.
(2) dim gr F (R) = d.
and P I (x) have the same leading coefficient. Rees characterized analytically unramified local rings in terms of integral closure of powers of ideals [14] .
Theorem 12. Let (R, m) be a Noetherian local ring. Then the following are equivalent:
(1) R is analytically unramified.
(2) For all ideals I ⊆ R, there is an integer k such that I n+k ⊆ I n , for all n ≥ 0.
(3) There exists an m-primary ideal J and an integer k such that for all n ≥ 0, Then F is a ring homomorphism. The e-th iterate of F is defined as F e (x) = x p e .
Note that R may be viewed as an R-module via the Frobenius homomorphism or any of its iterations. We write F e (R) to denote R viewed as an R-module via the ring homomorphism F e . Let q = p e . If I = (a 1 , . . . , a r ) is an ideal of R then I [q] = (a q 1 , . . . , a q r ). For any positive integer n,
, for all sufficiently large q.
Huneke and Itoh independently proved the theorem below for integral closure of powers of ideals generated by a regular sequence. While Huneke proved it for Cohen-Macaulay local rings containing a field, Itoh proved it in general for any Noetherian ring.
Theorem 15 (Itoh, [8, Theorem 1]). Let R be a Noetherian ring and I be an ideal generated by an R-regular sequence. Then for all n ≥ 1,
Itoh proved this theorem as a consequence of the following vanishing theorem. 
As a consequence of the Huneke-Itoh intersection theorem, one can find the Hilbert-Samuel polynomial of the filtration F = {I n } if the normal reduction number of the filtration is atmost 2. Then I n+1 = I 2 I n−1 for all n ≥ 1 if and only if for all n ≥ 1,
For all undefined terms, we refer to [13] .
The condition HI p
Let R be a d-dimensional Noetherian local ring. Let x 1 , . . . , x d be an R-regular sequence and I = (x 1 , . . . , x d ). Let F = {I n } n∈Z be an I-admissible filtration, where I n = R, for all n ≤ 0.
Definition 18. Let R be a d-dimensional Noetherian local ring. Let I be an ideal generated by an R-regular sequence. An I-admissible filtration F = {I n } is said to satisfy the condition HI p if for all n ≥ p,
Remark 19. For any I-admissible filtration F = {I n } with reduction number r, the condition HI p is true when p ≥ r − 1. Observe that if m ≥ r, then I m+j = I j I m , for all j ≥ 0. Thus, if p ≥ r − 1, then n + 1 = (p + 1) + (n − p) and hence for all n ≥ p, I n+1 ∩ I n−p = I p+1 I n−p ∩ I n−p = I p+1 I n−p .
A close examination of the proof of Proposition 17 shows that the result is also true for any I-admissible filtration {I n } satisfying the condition HI 0 . We prove a lemma first. be an ideal generated by a system of parameters. Let F = {I n } be an I-admissible filtration satisfying the condition HI k−1 , for some k ≥ 1. Then for all n ≥ k,
In particular for all n ≥ k,
Proof. The isomorphism in (3.2) will be proved once we establish the following R-module isomorphisms
To prove the first isomorphism notice that
Thus it is enough to show that for all n ≥ k,
where the last equality is due to the hypothesis I n+1 ∩ I n−(k−1) = I k I n−(k−1) . Thus it follows that I n−k I k+1 ∩ I n−k+1 = I n−k+1 I k . Now we prove the second isomorphism. Consider the natural multiplication map
sequence, a j − b j ∈ I and hence a j ∈ I. The assumption implies that I ∩ I k+1 = I k I.
This proves the isomorphism in (3.2).
Finally, as I n−k /I n−k+1 is a free R/I-module, for all n ≥ k, (3.2) gives us 
Proof. First notice that I n I 1 ⊆ I n+1 . So we have
Since I n /I n+1 ⊗ R R/I 1 ≃ I n /I n I 1 and I n /I n+1 is a free R/I-module, we have
As the filtration F satisfies the condition HI 0 , using Lemma 20, for n ≥ 1,
As I n−1 /I n is a free R/I-module, we conclude that
Thus for n ≥ 1,
We now find a formula of the Hilbert-Samuel polynomial of an I-admissible filtration F which satisfies the condition HI p , for all p ≤ r(F ) − 2.
Lemma 22. The following equality holds for all d, k ≥ 1,
Proof. We derive the formula by applying induction on the difference (d−1)−(d−k−1) = k. The result is clearly true for k = 1, establishing the base case of induction. Suppose the result is true for k. We prove the result for k + 1. Observe that
Using induction hypothesis, we have
Rearranging the terms,
Thus the result holds by induction.
Theorem 23. Let R be a d-dimensional Cohen-Macaulay Noetherian local ring and I be an ideal generated by an R-regular sequence. Let F = {I n } be an I-admissible filtration and r(F ) denote the reduction number of F . If F satisfies the condition HI p , for p ≤ r = r(F ) − 2, then for all i = 1, . . . , d,
Proof. Recall that for large n,
Let r = r(F ). For sufficiently large n, as in proof of Theorem 21, we can write
Since F satisfies HI p for p ≤ r − 2, we can use Lemma 20 to conclude that ℓ
Also, since r is the reduction number of F , we have ℓ
where the last equality is a consequence of Lemma 22. Now equate the coefficient of
on both sides to get
Remark 24. In [6, Corollary 2.11], Huckaba derived the above formulas when I is an mprimary ideal and F is the I-adic filtration, provided that the condition depth gr I (R) ≥ d − 1 is satisfied. So it is natural to question the strength of the statement I n+1 ∩ I n−p =
Theorem 25. If F satisfies the condition HI p , for all p then the associated graded ring gr F (R) is Cohen-Macaulay.
Proof. We have I n+1 ∩ I n−p = I p+1 I n−p for all p ≤ n. Put p = n − 1 to get for all n ≥ 0,
Hence, by Valabrega It follows that the condition that a filtration F satisfies the condition HI p , for all p, is a stronger condition than depth gr F (R) ≥ d − 1. Thus, the generalized intersection theorems only help us to give a different proof of Huckaba's result.
The Tight Hilbert Polynomial
Let (R, m) be a d-dimensional analytically unramified local ring with positive prime characteristic p and let I be an m-primary ideal. We prove that for large n, H * I (n) = ℓ(R/(I n ) * ) is a polynomial, P * I (n), of degree d and with coefficients in Q. We write P * I (x) = e * 0 (I)
Theorem 26. Let R be a d-dimensional analytically unramified local ring with positive prime characteristic p and I be an m-primary ideal. Let T = {(I n ) * } n∈Z . Then (1) T is an I-filtration.
(2) R(T ) = ⊕ n∈Z (I n ) * t n is a finite R(I)-module. As cd ∈ R • , we get ab ∈ (I m+n ) * . Thus, T is an I-filtration. This proves (1).
Let R(F ) = ⊕ n∈Z I n t n and R(T ) = ⊕ n∈Z (I n ) * t n . We have
which is an inclusion of graded rings. As R(F ) is Noetherian and is a finite R(I)-module and as R(T ) is a Noetherian submodule of R(F ), we get R(T ) is a finite R(I)-module.
Thus, there exists k ∈ N such that (I n ) * ⊆ I n−k , for all n. Hence, T is an I-admissible
filtration. This proves (2).
Using Proposition 9, we can conclude that H * I (n) = ℓ(R/(I n ) * ) is a polynomial, P * I (x) ∈ Q[x]. We write P * I (n) = e * 0 (I)
where e * i (I) ∈ Z. Moreover, P * I (n) and P I (n) have the same leading coefficient.
We now prove that in characteristic p, the Huneke-Itoh intersection theorem is indeed true for tight closure filtration of an ideal generated by a regular sequence. The following proposition was assigned as an exercise in a course offered by Huneke at Purdue University in Spring 1987. We supply a proof due to lack of a suitable reference.
Proposition 27. Let R be a Noetherian ring and I be an ideal generated by a regular sequence. Then for all n ≥ 0,
Proof. Let I be generated by a regular sequence x 1 , We write a = |α|=n y α x α , where y α ∈ R. Then
for some z β ∈ R. Using the fact that x q 1 , . . . , x q d is a regular sequence, we conclude that cy q α ∈ (I) [q] , for all large q. This implies that y α ∈ I * and hence a ∈ I n I * .
Corollary 28 (Watanabe). Let R be a Noetherian ring having positive prime characteristic p and I be an ideal generated by a regular sequence. If I is tightly closed, then so is I n , for all n ≥ 1.
Proof. We prove the result by induction on n. Clearly, the result holds for n = 1. Suppose that I, I 2 , . . . , I n−1 are tightly closed. Let x ∈ (I n ) * . Since (I n ) * ⊂ (I n−1 ) * = I n−1 , using above proposition it follows that x ∈ (I n ) * ∩ I n−1 = I * I n−1 = I n . Hence I n is also tightly closed.
We characterize F -rationality of a ring R with positive prime characteristic p in terms of vanishing of e * 1 (I), under suitable conditions. Let q = p e , for some e > 0. Proof. Let R be F -rational and I be generated by a system of parameters. Then I is tightly closed and so are all the powers of I by Proposition 28. Thus, ℓ(R/(I n ) * ) = ℓ(R/I n ) = e 0 (I)
Hence, e * 1 (I) = 0. Conversely, let I be an ideal generated by a system of parameters of R such that e * 1 (I) = 0. We need to show that R is F -rational. Using [7, Corollary 4.9] , we know that e * 1 (I) ≥ e * 0 (I) − ℓ(R/I * ). This implies that e 0 (I) = ℓ(R/I) ≤ ℓ(R/I * ). But as I ⊆ I * , we get I = I * . Since R is Cohen-Macaulay, we conclude that R is F -rational.
The following proposition can now be proved as a consequence of Theorem 21 and Proposition 27 in characteristic p > 0. (ii) Observe that gr m (R) is isomorphic to F[X, Y, Z]/(X N + Y N + Z N ) and therefore it is reduced. This implies that m k = m k , for all k. As I is a reduction of m, we get
Hochster gave a remarkable theorem on test elements which is often used for calculation of tight closure. Let A ⊆ R be a module-finite extension, where A is a Noetherian domain, R is a torsion-free A-module and the extension is generically smooth. Write
. , x n ]/P . Then J = J (R/A) is the ideal generated in R by the images of all the Jacobian determinants ∂(g 1 , . . . , g n )/∂(x 1 , . . . , x n ), for n-tuples g 1 , . . . , g n of elements of P . Moreover, to generate J (R/A) it suffices to take all the n-tuples of g i from a fixed set of generators of P . .
Using division algorithm, one finds that S(X N + Y N + Z N , Y qr Z q(k−r) ) G = 0. Now, for some r 1 , r 2 ∈ {0, 1, . . . , k}, r 1 = r 2 , consider the S-polynomial S(Y qr 1 Z q(k−r 1 ) , Y qr 2 Z q(k−r 2 ) ).
As S-polynomial of monomials is zero, it follows that G forms a Gröbner basis of J and
Proposition 37. If N = 2, then R is F -rational.
Proof. As R is Cohen-Macaulay, it is sufficient to show that I is tightly closed. As ℓ(m/I) = 1, it follows that I is tightly closed if and only if x / ∈ I * . As z is a test element,
we get x / ∈ I * if and only if zx q / ∈ I [q] = (y q , z q ), for some q. Let J = (X 2 +Y 2 +Z 2 , Y q , Z q ) be an ideal in the polynomial ring F[X, Y, Z]. We show that for some q, X q Z / ∈ J.
Write q = 2u + 1 and q > 2. Let > denote the revlex ordering X > Y > Z in the ring F[X, Y, Z]. Using Lemma 36, it follows that in > (J) = (X 2 , Y q , Z q ). Then
. This implies that zx q ∈ I [q] . Therefore, x ∈ (I) * .
Remark 38. If N = 2, then using Corollary 28, (I k ) * = I k for all k ≥ 1. (Remark 34(ii)). We prove the following statements.
(1) m k+1 ⊆ (I k ) * .
(2) x a y b z c ∈ (I k ) * for a ≥ 1 and a + b + c = k.
Suppose the above statements have been proved. Then the conclusion I k +m k+1 ⊆ (I k ) * of (1) is obvious. It also shows that any monomial in m k whose exponent of x is zero is in (I k ) * . On the other hand, the statement (2) shows that any monomial of degree k in m k whose exponent of x is 1 or greater cannot be in (I k ) * . The last part proves that the remaining monomials, i.e., monomials of degree less than k in R are not in I * . Thus, the above statements give a proof of (i).
We now proceed to give a proof of the statements (1),(2) and (3) above.
(1) As I k+1 ⊆ (I k ) * , we show that x a y b z c ∈ (I k ) * , where a + b + c = k + 1 and a ≥ 1. We show that z N −1 (x a y b z c ) q ∈ (I k ) [q] = (y q , z q ) k , where q = p e for large e. Choose q > N.
We first re-write the exponents of y and z in (5.1) in the form, namely r 1 q + s 1 and 
then the sum of the multiples of q appearing in the exponent of y and z is 
The exponent of Z in in > (f ) is cq + N − 1. The multiples of q appearing in the exponents of Y and Z is (k − c − 1)q and cq respectively. Thus the sum of the multiples of q appearing in the exponents of Y and Z is (k − c − 1)q + cq = (k − 1)q. Since N < q,
This implies that z N −1 x aq y bq z cq ∈ (I k ) [q] or x aq y bq z cq ∈ (I k ) * . Let > denote the reverse lex order with
Using Lemma 36, it follows that in > (J) = (X N , (Y q , Z q ) k ). Using arguments as above, we get
The multiples of q appearing in the exponents of Y and Z are (b+a−1)q and cq respectively. Thus the sum of the multiples of q appearing
. This implies that . This implies that
As there are no pure powers of X with degree less N on the right hand side, we get a contradiction. Hence, the claim is proved. In order to find the tight Hilbert function, ℓ(R/(I n ) * ), we first find the tight closure of I and its powers.
Observe that as R = k[∆] is a standard graded ring, it is isomorphic to the associated graded ring gr m (R). Hence gr m (R) is reduced. This implies that m n = (m n ) * = m n , for all n ≥ 1.
Theorem 42. Let ∆ be a (d − 1)-dimensional simplicial complex on n vertices. Let R = k[∆] be the corresponding Stanley-Reisner ring, m be its unique maximal homogeneous ideal and I 1 , I 2 , . . . , I g be the ideals generated by linear system of parameters in R.
(1) Then I * i = m, for all i = 1, . . . , g. Reisner ring, m be its unique maximal homogeneous ideal and I 1 , I 2 , . . . , I g be the ideals generated by linear system of parameters in R. Let h(∆) = (h 0 , h 1 , . . . , h d ) denote the h-vector of R. Let s 1 , s 2 , . . . , s g ∈ N with s 1 + s 2 + · · · + s g = n + 1. Then
In particular, e * d (I s 1 1 I s 2 2 . . . I sg g ) = h d , for any s 1 , s 2 , . . . , s g ∈ N.
Proof. As R ≃ gr m (R) = ⊕ n≥0 m n /m n+1 and as Hilbert function and Hilbert polynomial of R coincide for all n ≥ 1. Using [1, Proposition 4.1.9] for all n ≥ 1, we have
This implies that for all n ≥ 1,
Re-arranging the terms, we get
Thus for 0 ≤ i ≤ d − 1, e i = h (i) (1)/i! and
Observe that
Substituting λ = 0, we get
As h 0 = 1, it follows that e d (m) = h d giving us the required result.
Recall the following result of Rees [15, Theorem 2.5] .
Theorem 44 (Rees) . Let (R, m) be a 2-dimensional Cohen-Macaulay local ring, k = R/m be infinite. Let I, J be m-primary ideals. Then for any good joint reduction (a, b) of the filtration I = {I r J s }, the following are equivalent:
(1) e 2 (IJ) = e 2 (I) + e 2 (J).
(2) aI r−1 J s + bI r J s−1 = I r J s , for all r, s ≥ 1.
Remark 46. We observe here that if I 1 , I 2 , . . . , I g are the ideals generated by linear system of parameters in R = k[∆] and s 1 , s 2 , . . . , s g ∈ N, then m s 1 +s 2 +···+sg = I s 1 1 I s 2 2 · · · I sg g irrespective of the characteristic. For all i = 1, . . . , g, I i is a reduction of m implies that I s i i = m s i = m s i . This implies that I s 1 1 I s 2 2 · · · I sg g = I s 1 1 I s 2 2 · · · I sg g = m s 1 +s 2 +···+sg = m s 1 +s 2 +···+sg .
Thus in case of integral closure, calculations in the Theorem 43 are independent of the characteristic. In particular, e d (I s 1 1 I s 2 2 · · · I sg g ) = h d , for any s 1 , s 2 , . . . , s g ∈ N. Hence, the above proposition is true when tight closure is replaced by integral closure.
