Hyperspectral (HS) imaging presents itself as a non-contact, non-ionizing and non-invasive technique, proven to be suitable for medical diagnosis. However, the volume of information contained in these images makes difficult providing the surgeon with information about the boundaries in real-time.
I. INTRODUCTION
Hyperspectral Imaging (HSI) collects both spatial and spectral high-resolution information, which is composed of a The associate editor coordinating the review of this manuscript and approving it for publication was Fan Zhang . wide range of wavelengths from across the electromagnetic spectrum. HSI aims to identify and estimate the distribution of materials within a captured scene based on their spectral signatures, which represent the normalized measured surface reflectance at each spectral band [1] . Although this technology was originally aimed at remote sensing applications [2] , nowadays it has spread to several research fields like forensics [3] , food inspection [4] , recycling [5] , or medicine [6] - [8] , among many others. Regarding medical research, the ability to identify the materials within a captured image has been applied in three different environments: in-vitro, ex-vivo and in-vivo studies -i.e., whether the scene is obtained from a resected sample (in-vitro, ex-vivo) [9] - [11] or directly acquired from the patient (invivo) [12] - [15] . Specifically, there is a growing research interest related to performing in-vivo HSI processing during surgeries to help discerning between cancerous and healthy tissues [16] - [19] . In addition, in order to assist surgeons in locating the margins of the tumor during the operation, a realtime analysis of the acquired hyperspectral (HS) images is required, considering as real-time the time needed by an HS sensor to capture a new image, which will depend on the capturing technology employed by the HS camera [20] .
Traditionally, the methodologies proposed to classify each pixel have been uniquely based on its spectrum, regardless of the spatial information [21] . These pixel-wise methodologies can be divided into two categories: spectral feature extraction and spectral classification. The former is based on reducing the spectral dimensionality of the datasets by applying transformations such as the Principal Component Analysis (PCA) [22] . The latter aims to generate a classification model to identify the pixels in relation with different elements -commonly known as classes-existing within the image and to depict the boundaries among these classes in the feature space, hence assigning a class to each pixel of the image [23] . In that sense, Support Vector Machines (SVMs) provide robust classification performance when the number of training samples is limited [23] , which is common in medical applications [24] . However, it has been recently proven that the combination of both spectral and spatial information for HSI processing can considerably improve the classification results [18] , [25] . Specifically, one possible approach to deal with the so-called spatial-spectral (SS) classification aims at refining the pixel-wise classification results by using a K-Nearest Neighbors (KNN) filtering process, which uses both the pixel value and the spatial coordinates. To do so, a one-band representation of the HS image is required, in addition to the probability maps provided by the pixel-wise classifier. Hence, this SS approach is composed of three algorithms: the pixel-wise classifier, an algorithm for obtaining the one-band representation of the image, and the KNN filtering algorithm.
Currently, minimizing the processing time is a crucial task to help medical doctors discriminate between cancerous and healthy tissues. To reach real-time performance, the intrinsic parallelism of this approach must be exploited. For instance, the first two algorithms (PCA and SVM) shall finish before KNN starts its execution. As these algorithms are independent, they can be processed in parallel; in this way, KNN can be executed as soon as possible. In addition to exploiting the intrinsic parallelism of the proposed approach to meet the real-time objective, the time required to process an HS image needs to be minimized, which, in turn, requires an extensive usage of computational resources. Right now, only High-Performance Computing (HPC) architectures are able to provide enough computational power. Two main criteria will be used in this paper to evaluate HPC platforms: processing time and energy consumption. Even though the reduction of the processing time compared to the sequential counterpart -i.e., the speedup-has traditionally been the metric to assess the performance of HPC platforms, energy consumption has also gained importance lately depending on the target application. Although nowadays medical applications do not work under energy constraints, it is easy to foresee future clinical applications where portable real-time HSI processing becomes a tool to support clinical decisions [26] , [27] . Therefore, energy-efficient solutions would be advisable.
This paper is focused on the evaluation of the performance and power consumption for two different HS medical applications -with different constraints-implemented on a low-power manycore-based platform and low-power, consumer and scientific-computation Graphic Processing Unit (GPU)-based platforms. The first application is the use of HSI for the intraoperative identification and delineation of in-vivo brain tumors, assisting neurosurgeons in the tumor resection during the surgical procedures (from now on called neurosurgical use case). In this application, the main goal is to achieve the classification results in the lowest computational time possible, providing near real-time results, without having power limitations within the operating theater. The second application aims to employ HSI for the early detection of skin cancer by using an HS hand-held acquisition and processing system (from now on called dermatological use case). In this second case, the system is not intended to be used during surgical procedures, hence, there is a more relaxed deadline. However, this application requires the processing system to work under energy constraints in order to avoid external power connection, being an independent and portable system. Therefore, an implementation with high-energy efficiency would be advisable for this hand-held device.
The main contributions of this paper can be summarized as: -The implementation of three different algorithms composing a spatial-spectral HS image classifier over different HPC platforms. -An assessment of these implementations both in terms of processing time and power consumption. -The use of standard metrics to compare all the implementations and all the platforms. -The conclusions extracted from applying this metric to assess the fitness of each platform as a function of power consumption, processing time or both. The rest of the paper is structured as follows. Section II describes the database, the algorithms and the platforms employed in this comparison. Afterwards, Section III explains the algorithm implementations onto each platform and Section IV presents and discusses the obtained results. Finally, Section V draws the main conclusions of this research.
II. MATERIALS AND METHODS
As described before, the objective of this paper is to compare the performance and power consumption of two different HSI use cases (neurosurgical and dermatological use cases) when implemented onto different high-performance accelerators. This section provides the information needed to better understand the scope of this paper.
A. HYPERSPECTRAL IMAGE DATABASE
A set of six in-vivo HS images have been employed as an example to test the implementations presented in this paper. Three of the images belong to in-vivo brain surface affected by cancer and the other three belong to in-vivo human skin lesions (normal moles in this case).
On the one hand, brain cancer images (neurosurgical use case) were obtained at the University Hospital Doctor Negrin of Las Palmas de Gran Canaria (Spain) from three different patients with a confirmed grade IV glioblastoma tumor by histopathology. These images were captured using the HS acquisition system developed in [13] , [19] , and pre-processed following the pre-processing chain presented in [19] . Four steps compose the pre-processing chain: image calibration, noise filtering, band averaging and pixel normalization. The final HS cube is formed of 128 spectral bands, covering the range between 450 and 900 nm [19] . The study protocol and consent procedures were approved by the Comité Ético de Investigación Clínica-Comité de Ética en la Investigación (CEIC/CEI) of University Hospital Doctor Negrin and written informed consent was obtained from all subjects. In this use case, the classification goal is to differentiate between tumor tissue and healthy tissue in the exposed brain surface. In addition, two other classes are identified, involving blood vessels and extravassated blood and the other elements, materials or substances presented in the scene (background).
On the other hand, the in-vivo HS dermatologic database was obtained with a customized HS acquisition system. Three different lesions from different parts of the body were captured from the same patient and were evaluated by a dermatologist, determining that the lesions were normal moles. The customized HS acquisition system integrates an HS sensor and a monochromatic (MC) sensor, being able to capture an HS image and an MC image with a spatial resolution of 50 × 50 pixels and 1000 × 1000 pixels, respectively. Both the HS and MC images are calibrated and subsequently fused. A final synthetic HS image of 1000 × 1000 pixels and 125 spectral bands is obtained. The synthetic HS image was pre-processed with an image calibration and a noise filtering (removing the extreme bands of the signature), obtaining a final HS cube formed by 100 bands. In this case, the goal is to classify the HS data to provide the dermatologist with a classification map where the different regions in the pigmented lesion are identified as well as the skin area. For the purpose of the work developed in this paper, in these three images only benign pigmented lesions have been included as HS data examples. Fig. 1 shows the synthetic RGB images of the HS cubes that define the database used in this study, while Table 1 details the characteristics of each HS image. These data can be downloaded in the supplementary material section of the manuscript.
B. HARDWARE ACCELERATION PLATFORMS
This section provides a brief description of the highperformance accelerators onto which the target applications have been implemented. Due to the large volume of information contained in HS images, there is a clear need of high-performance computing platforms to fulfill real-time requirements. Considering the two use cases under study, it seems obvious that real-time is a strong requirement to help surgeons during tumor resection. However, for the dermatological case, this may not be the main requirement. Instead, it would seem coherent that one of the main requirements for this application could be the energy consumption, as it is not difficult to foresee a future in which this kind of technologies become portable. As a result, different accelerators based on these requirements have been targeted, namely GPUs and manycore platforms. The former ones have been widely used in image processing, usually yielding the most competitive results in terms of speedups. On the other hand, the latter ones provide a solution in which energy consumption is a key factor.
1) HIGH-POWER GPU PLATFORMS
This section presents the characteristics of some of the most powerful GPUs currently available in the market, which gather more than one thousand processing cores and huge memories, in the order of gigabytes. Three NVIDIA desktop GPUs have been chosen in order to cover a wide range of manycore architectures. In particular, authors evaluated one board specifically developed for scientific computations and two consumer GPUs.
The first one is a NVIDIA Tesla K40 GPU, equipped with 2880 cores distributed among 15 Streaming Multiprocessors (SM). The working frequency is 0.875 GHz and the total GDDR5 memory is 12 GB, with a peak bandwidth of 288 GB/s. This GPU is based on the NVIDIA Kepler architecture and it is connected to an Intel i7 3770 CPU (whose working frequency is 3.40 GHz and the RAM memory is 8 GB) through a PCI Express 3.0.
Concerning the consumer GPUs, the tests have been carried out on the NVIDIA GTX 1060 and the NVIDIA RTX 2080 devices. The former is equipped with 1280 cores, working at 1.78 GHz, and organized in 9 SM. It is characterized by 6 GB of GDDR5 memory, with a peak bandwidth of 192 GB/s, and it is based on the Pascal architecture. This board is connected to an Intel i7 8700 CPU (whose working frequency is 3.20 GHz and the RAM memory is 16 GB), through a PCI Express 3.0. The latter is based on the Turing architecture and it includes 2994 cores, organized in 46 SM. The working frequency is 1.71 GHz while the GDDR6 memory is 8 GB, with a peak bandwidth of 448 GB/s. In this case, the GPU is connected to an Intel i9 9900X (whose working frequency is 3.50 GHz and the RAM memory is 128 GB) through a PCI Express 3.0 interface.
2) LOW-POWER GPU PLATFORM
This section details the information related to a new family of GPUs, with smaller computing capabilities, but also with considerably lower power consumption. The selected platform is the NVIDIA Jetson TX2 GPU that is built around the System on Chip (SoC) Tegra X2, which comprises a quad-core ARM Cortex-A57 processor, a dual-core NVIDIA Denver 2 and a NVIDIA Pascal GPU with 256 cores working at a maximum frequency of 1.3 GHz and organized in 2 SM. Unlike discrete GPUs, in this SoC, CPU and GPU share their main 8 GB 128-bit LPDDR4 57.6 GB/s memory, taking advantage of heterogeneity and making possible to avoid heavy memory transfers between CPU and GPU.
3) LOW-POWER MANYCORE PLATFORM
Finally, a manycore architecture, the MPPA-256-N manufactured by Kalray, was employed to compete with GPUs while maintaining a low power consumption. The MPPA-256-N architecture [28] is a single-chip manycore processor that contains 256 processing cores divided in 16 compute clusters whose working frequency can vary between 400 and 600 MHz. In addition, the communications between the clusters and the external memory are managed by 2 quadcore Input/Output (I/O) subsystems. On the other hand, a Network-on-Chip (NoC) is in charge of handling the communication and synchronization between the compute clusters and the I/O subsystems. Regarding the structure of each cluster, they include a Resource Management (RM) core aimed at running the clusters operating system (clus-terOS) and managing interrupts and events, a 2 MB local memory and a Direct Memory Access (DMA) to transfer data between the shared memory and the NoC. The MPPA-256-N is connected to a host device with an Intel i7-3820 running at 3.6 GHz.
4) PLATFORMS COMPARISON
To conclude this section, Table 2 shows a summary of the main characteristics of each platform presented in this section: three desktop GPUs, a low-power consumption GPU and a manycore platform. As can be observed, the most powerful devices are the three desktop GPUs. In the following sections, the implementation and results for each platform will be presented and compared, trying to find a tradeoff between performance and power consumption.
C. HS SPATIAL-SPECTRAL (SS) FRAMEWORK
As described in the introduction, the novelty of SS classification techniques is that they improve the spectral-based classification results by incorporating the contextual information into the classifier model; in other words, they combine both the pixel spectral value and its spatial coordinates. Specifically, Fig. 2 presents the block diagram of the SS approach followed in this research work [18] , [25] . This approach is composed of two different stages: in the first one, a pixel-wise classification -hereafter, P-and a one-band representationhereafter, I -of the image are obtained; after this stage, the KNN filter is applied -hereafter, O-to generate a classification map similar to the one shown in Fig. 2 (right) , where tumor is identified with red color, healthy tissue with green, hypervascularized tissue with blue, and the other background elements are in black. After this general overview of the SS classification approach, next sections present a brief description of each algorithm included in this method: PCA, SVM and KNN filtering.
1) SVM CLASSIFIER ALGORITHM
The objective of SVM is to classify the contents of a captured scene using the information provided by the spectrum of each pixel [23] . As only the pixel spectrum is considered, this classification can be applied to each pixel independently. In this work, SVM computes the probability of each pixel to belong to each element (or class) of the image. To do that, the algorithm needs two stages: training and classification.
On the one hand, the training stage is in charge of analyzing a set of samples whose associate classes have been defined a priori by an expert -in this case, a pathologist-. Following a one-vs-one strategy, a set of hyperplanes capable of distinguishing among two of the classes under study is generated. To define each hyperplane -hereafter binary hyperplane-, the criterion applied is to maximize the distance between the classes that it is distinguishing [29] .
On the other hand, the classification stage assigns not only a class for each pixel, but also the probability of each pixel to belong to each class. To do so, three steps are needed, and all of them follow a pixel-wise procedure. First, the algorithm computes the distances to the binary hyperplanes and their associated binary probabilities. Secondly, it combines the binary probabilities, following the methodology exposed in [30] , which minimizes the implementation complexity. Finally, it selects the class with the highest probability as the one associated to the pixel in order to obtain a preliminary classification result, i.e., without including any spatial filtering. Please, note that this last stage is only performed when using SVM as a standalone algorithm; in this procedure, it feeds the probabilities to the next algorithm. In [31] , SVM algorithm is explained in more detail.
2) PCA DIMENSIONAL REDUCTION ALGORITHM As described before, hyperspectral images collect information from across the electromagnetic spectrum, covering a wide range of wavelengths. However, a drawback of this is that this information is deeply correlated between adjacent bands. PCA provides a methodology to minimize this correlation by removing the redundancies among the spectral bands, obtaining the projection that best represents the data in a least-squares sense. To achieve this objective, PCA transforms the original data by means of the eigenvectors of the covariance matrix associated to the original image. As the objective of this algorithm in this application is to obtain a one-band representation of the image, after projecting the image onto the eigenvectors, only the first component is kept.
PCA is divided into four main steps: (i) computation and removal of the average of each band to center the image;
(ii) computation of the covariance matrix of the original image; (iii) extraction of its eigenvectors; and (iv) projection of the original image onto the eigenvectors subspace to keep the first component. In this paper, the method selected for extracting the eigenvectors is the Jacobi approach. It applies successive planar rotations to the largest off-diagonal element to zero it, approximating the original matrix to a diagonal gathering the eigenvalues. These rotations are applied until all the off-diagonal elements are smaller than a provided stop condition. In [32] , a description of this method is provided.
3) KNN FILTERING ALGORITHM
KNN filter has been extensively used in machine learning applications for HSI [33] . There are several examples in the recent literature [18] , [25] that show how to use this filter to improve the classification results provided by classifiers like SVM. To do so, KNN refines the pixel-wise classification probability maps generated by the SVM by matching and averaging non-local neighborhoods. For every pixel in the image, KNN first calculates the K nearest neighbors, and later, it averages the probabilities obtained from the classifier.
To find the K nearest neighbors for a pixel, the distance from that pixel to every other in the image needs to be computed. To calculate them, both the spectral value of the pixel (obtained from the one-band representation of the image) and the spatial coordinates of the pixels are used. A balance parameter, λ, weights these two data: if λ = 0, the spatial information is not considered; on the contrary, the greater the value of λ, the greater the influence given to the local neighborhood. Regarding the number of neighbors, K , to be used, it should be highlighted that increasing its value would also increase the computational cost. Consequently, in this work these values have been set to λ = 1 and K = 40, which have been experimentally proven to be a good compromise, as higher values of λ and K tend to oversmooth the resulting image [18] . For computing the distance, this research work uses the Euclidean distance, i.e., the squared 2-norm. With this method, the distance from a given pixel with coordinates (r, c) to any other pixel for λ = 1 is defined as in (1) .
where I rc is the normalized pixel value of the image I (the one-band representation of the image) at row r and column c, and I ij the value of every other pixel at row i and column j.
Once the K nearest neighbors have been found, the filtered result, O, is obtained using (2):
where P is the original probability map obtained from the SVM classifier and w i contains the K nearest neighbors of pixel i. As a result, there are as many O output probability maps as classes in the SVM classifier. With these optimized probability maps, a final classification map is obtained by assigning the label of the class with the highest probability to each pixel in the image. In [34] , KNN filtering algorithm is described in more detail.
III. PARALLEL IMPLEMENTATIONS
After describing the database, the SS classification approach and the evaluated platforms, this section presents the implementation details of each algorithm onto each platform. It is organized following the same order of the previous section: first, the implementation details of the three desktop GPUs will be presented and, after that, the same will be done for the low power consumption GPU and the manycore. To ease the understanding of this section, Fig. 3 provides a dataflow diagram of the implementations in the GPU-based platforms and the manycore-based platforms.
A. HIGH-POWER GPU PLATFORMS
The SS classification algorithm has been implemented exploiting three NVIDIA GPUs. These devices have a high number of cores (more than one thousand) and a memory of the order of gigabytes. The limitation of this architecture is the power consumption, which makes this device suitable for applications where this constraint is not relevant, as in the neurosurgical use case. As stated before, Fig. 3 .a provides a diagram of the implementation for the three GPUs.
1) SVM ACCELERATION
As previously stated, the SVM classifier independently assigns a class to each pixel. This aspect eases the development of the parallel version of this algorithm which performs a pixel-wise classification. The SVM algorithm consists of three steps: distance estimation, and binary and multiclass probabilities computation, all of them performed on the device. Before starting the computation on the GPU, the input image and all the variables obtained by the SVM training (which is offline and is not presented in this work) are transferred from the host to the device global memory. After that, the classification starts computing the distances between the samples (pixels) and the hyperplanes, already introduced. This first step is performed exploiting the optimized cublasSgemm routine, which belongs to the cuBLAS library [35] . This function computes a matrix-matrix product: in this case, the two inputs are the original image and the matrix containing the hyperplanes data. The distances are stored in a matrix whose size is number of pixels × number of hyperplanes. These data are the inputs of the binary and multiclass probabilities computations. They are both computed inside a kernel, whose grid dimension is the ratio between the number of pixels and the number of threads present in one block of the grid. In this case, this number is set to 32 according to the definition of warp provided by NVIDIA. If the remainder of the integer ratio is not zero, the dimension is incremented by one.
As previously explained, the probabilities computation can be pixel-wise parallelized, so the kernel simultaneously computes the binary and the multiclass probabilities for each pixel. First, the kernel faces a binary problem assigning to each pixel the probability to belong to one of the two classes under study. To perform this task, two steps are executed: first, it computes the probability of the sample, associated to one of the classes, through a sigmoid function to the relative distance; secondly, it estimates the probability of the sample to belong to the other class of the classifier. These first stages are executed a number of times equal to the number of hyperplanes. Then the kernel proceeds to compute the multiclass probabilities. In particular, the new probability values are iteratively refined until the difference with the previous iteration is under a threshold or if a maximum error is reached. When one of these two cases is verified, the multiclass probabilities of the sample are computed.
2) PCA ACCELERATION
The PCA implementation is divided in four stages: data normalization, covariance matrix computation, Jacobi algorithm execution and projection calculation.
a: NORMALIZATION
The input of this phase is the image that has been already transferred and stored in the global memory, before performing the SVM algorithm. In this step, two main operations are performed: the averages computation of each band and their subtraction from each element of the corresponding band. Both these steps are performed exploiting the CUDA streams [36] , that are sequences of operations executed on the device, in the same order they have been issued by the host. Within a stream, the operations are executed in the prescribed order; on the other hand, different streams can overlap their sequences of operations in order to save computational time. In this case, a number of streams equal to the number of bands is created. First, each stream manages the average computation in each row (i.e., each band) of the input matrix. This task exploits the highly optimized cublasDasum function that belongs to the cuBLAS library [35] . After, all the averages are computed and subtracted from each element of the matrix row. In this case, each stream executes a custom kernel, whose grid dimension is the same as that presented for the SVM algorithm. This kernel removes the average from each element of the corresponding band. Once this step is finished, the streams are removed.
b: COVARIANCE
The product between the output of the previous step and its transpose matrix, divided by the number of pixels, is the covariance matrix. This step exploits another cuBLAS function, cublasDgemm, which allows to compute the product between two matrices. It can be noticed that it is not necessary to perform the transpose computation, since it is intrinsically done within the cuBLAS function. The covariance matrix is also stored in the GPU global memory.
c: JACOBI
As said before, Jacobi is the method chosen to compute the eigenvectors. Authors developed two possible implementations of this step. The former employs a suitable routine of the cuSOLVER library [37] (developed by NVIDIA), called syevj. The use of this function requires the declaration and initialization of some variables and arrays. These variables, together with the covariance matrix, represent the inputs of this function, which returns the sorted eigenvectors matrix. The performance analysis of this part of the code shows that the serial eigenvectors computation is faster than the parallel one. For this reason, the authors decided to move this step on the host, executing the serial procedure for the Jacobi method. To perform this step on the host, the covariance matrix is transferred to the CPU; at the end of the computation, only the eigenvectors referred to the principal components P are transferred to the GPU global memory. Despite the increased number of data transfers, the eigenvectors computation on the host is the most efficient and, for this reason, it is the one included in the final system.
d: PROJECTION
The projection of the input image into the subspace described by the eigenvectors is performed as the product between the image and the eigenvectors of the principal components. This step is computed exploiting another routine of the cuBLAS library. In this case, in fact since the number of the selected principal components is one, this step consists in a product between a matrix and an array performed by the cublas-Dgemvfunction. If the number of principal components to select is higher than one, the projection is the result of a matrix-matrix product and it is performed by a cublas-Dgemmroutine. PCA output is stored in the device global memory.
3) KNN ACCELERATION
The basic idea followed in the development of the KNN parallel version is that each CUDA core has to assign a label to each pixel simultaneously. To do this, two main steps have to be performed: the nearest neighbors searching and the filtering phase. As far as the first stage is concerned, the neighbors' searching is done within a restricted area surrounding each pixel, without considering the entire image. Indeed, [18] , [34] use a window characterized by 14 rows of pixels, instead of the entire image, accelerating the computation without modifying the classification accuracy. For this reason, the first stage performed by the KNN parallel version is the definition of the pixels windows.
a: NEIGHBOR SCAN
A custom kernel computes the borders and the size of the windows in parallel through the pixels. Notice that it is important to know these parameters before starting the KNN computation because they allow to evaluate the neighbors for each pixel simultaneously. The nearest neighbors searching is performed by a custom kernel, which is characterized by a number of threads equal to the number of pixels. This kernel exploits the PCA output, already stored in the global memory, in the distances computation. For each thread of the kernel, two arrays (whose dimension is equal to the number of neighbors) are stored in the local memory: the former contains the distances, each one initialized with a huge value; the latter contains the neighbors' indexes. Every thread computes the Euclidean distances between the assigned pixel and the ones within its window. After each computation, if the distance is smaller or equal to the last element of the array, it will be stored in this last position. Once a new distance is stored, the algorithm sorts the elements of the array in an ascending order, keeping track of their indexes. The indexes of the selected neighbors are the output of the kernel and they will be copied to the global memory. In particular, a matrix containing all the neighbors of each pixel is allocated in the global memory and each thread can store its neighbors at the end of the kernel. Once all the neighbors are stored, a new kernel can perform the filtering phase considering the SVM output, already in the global memory.
b: FILTERING
First, each thread in the kernel copies the SVM probabilities of their corresponding neighbors from the global to the local memory. For each class, each thread computes the sum of the SVM probabilities of all the neighbors of the reference pixel. The label corresponding to the class with the highest sum of probabilities is assigned to the pixel and stored in an array in the global memory. The final output is an array containing all the pixel labels.
B. LOW-POWER GPU PLATFORMS
This section includes the implementation details for the three algorithms using the embedded platform NVIDIA Jetson TX2. Although this system also uses a GPU to parallelize the heaviest computational processes, the computational power and the amount of memory is not as high as in the NVIDA desktop GPUs, being necessary in some occasions the special tailoring of some functions. In addition, this system benefits from sharing the same memory for host and device, avoiding memory transfers between the embedded CPU and GPU. This fact introduces the possibility of using the CPU for non-parallelizable algorithms without drawbacks and the possibility of running different processes in CPU and GPU concurrently. This aspect is also represented in Fig. 3 .a, as the main difference among the GPU-based implementations is that Jetson TX2 does not perform data transfers.
1) SVM ACCELERATION
The SVM implementation is split up into two kernels, where the first one computes the binary probabilities -i.e., first step described in Section II.C-and the second one performs the decoupling of the class probabilities -steps 2 and 3 described in Section II.C.
a: BINARY PROBABILITIES
The first kernel calculates the binary probabilities by first computing the distances of the hyperspectral images to all the separating hyperplanes and then transforming them to pairwise probabilities using an adapted sigmoid function [31] . This is implemented as a naive matrix multiplication between the weight matrix and the hyperspectral image. The problem space is mapped in blocks of 64 threads, where each thread computes all the values for all the classifiers. Based on [38] , we increased the workload by leveraging the number of pixels each thread processes, reducing the shared memory occupancy. We have obtained the best results when each thread processes eight pixels and the occupancy is set to 25%. The SVM model (except the weights matrix) is stored in constant memory, a type of read-only memory space optimized for uniform access across threads in a warp. The weights matrix and the hyperspectral image are stored in the global memory space but cached in the L1 and L2 caches.
b: DECOUPLE
In this step, class probabilities are estimated by combining the pairwise coupled probabilities [31] computed on the previous kernel. Just as in the previous step, a block of 64 threads is used, each one computing the class probabilities for one pixel. All auxiliary variables are stored on registers.
2) PCA ACCELERATION
Since PCA comprises four well-differentiated stages, the implementation is also divided into four main functions: data normalization, covariance matrix computation, Jacobi algorithm execution and projection calculation.
a: NORMALIZATION
This functionality is implemented using two different kernels: one calculating the average per band and another subtracting each pixel from the average. The first kernel makes use of the GPU shared memory to perform an average over the different bands using a number of blocks equal to the number of bands and 1024 threads per block. The idea is that every thread within a block performs an addition to the next chunk of band, i.e., the following 1024 values, until the band's end is reached. At this point, each thread stores a portion of the required sum, hence it is needed to combine its values to obtain the average of the complete band. For that purpose, the shared memory is used to perform the so-called average reduction [39] . As the values in shared memory can be accessed by all the threads within a block, it is possible to use only the lower half of threads to sum its values with the higher ones. Repeating this process (log 2 1024 =)10 times, the first thread ends up with the sum band value. The second kernel uses a different thread for each different SS pixel in the hyperspectral image in order to subtract the corresponding band sum divided by the spatial size of the image.
b: COVARIANCE
The process of creating the covariance matrix consists in the multiplication of each centered band with itself and all the others in order to obtain a symmetric matrix. For this reason, although the process can be summarized as the multiplication of a matrix by its transposed, performing the transposed step is not needed. To benefit from these implications, we used the syrk BLAS routine, which performs a rank-n update of an nby-n symmetric matrix and it is implemented in the cuBLAS library.
c: JACOBI
Since this process is iterative and strongly dependent on the previous iterations data, several experiments revealed that the GPU paradigm is not able to accelerate the algorithm with such a reduced number of bands [40] . Therefore, and taking into account that no memory copies are needed between CPU and GPU, this process has been developed in the CPU.
d: PROJECTION
In this stage, the centered HS image represented as a matrix is multiplied by the principal eigenvector, resulting in a matrix-vector multiplication. This operation is performed mapping one thread per spatial pixel and iterating across the bands within them. By this way, each thread stores the result of multiplying and accumulating all the spectral bands of a spatial pixel with the main eigenvector.
3) KNN ACCELERATION
The implementation of the KNN filtering algorithm is divided in two stages: neighboring scanning process and mean computation.
a: NEIGHBOR SCAN
The first step calculates the distances from one pixel to the rest in the rectangular window. Each thread computes all the distances for one origin pixel as stated on Equation (1). As consecutive threads read consecutive pixels and move forward one pixel on each iteration, pixels are cached in L1 cache. The second kernel searches for the K nearest neighbors in the distances space by using a partial heapsort with online setting. The approach per pixel is as follows: initially, the first K distances are read and turned into a max-heap using the heapify procedure. Then, the remaining distances are read sequentially and compared against the top parent leaf of the heap. If the read distance is lower than the leaf, the leaf is replaced and the heapify procedure is called again to reorder the heap. The upper-bound complexity of the algorithm is O n log 2 K where n is the number of distances per pixel and K is the number of neighbors. Local memory space is chosen for storing the heap because, although located in global memory, it is heavily cached in L1 and L2 caches. Since the number of distances per pixel is high, the amount of memory needed to store them all might exceed the system memory. Consequently, a batch approach is chosen for the first two kernels with a batch size of 10 rows. A buffer is used to store temporarily the distances and pass them to the second kernel. This buffer is fully filled on each batch iteration by the distance kernel except when the rectangular window is on the top or the bottom of the image; in this case, the buffer overlaps with the start and the end phase and is filled with the maximum value representable by a float type for the correct execution of the neighbors scan stage. In our case, the number of rows of the buffer is bigger than the span of the rectangular window so the buffer clearing only takes place at the first and the last batches.
b: MEAN COMPUTATION
For the third kernel, each thread is assigned to a pixel that computes the mean of the class probabilities of the SVM for its neighbors and selects the class with the highest probability.
C. LOW-POWER MANYCORE PLATFORM
In this section, the different approaches regarding the implementation of each algorithm on the MPPA-256-N are detailed. Generally speaking, the main constraint existing within this platform is the reduced amount of memory available in each cluster. Although the total amount of memory is 2 MB, there is only 1 MB left for data storage, since the rest is reserved for the operation system and the application itself. Consequently, all the implementations have been aimed at optimizing the use of this memory and reducing the total amount of transmissions from the I/O subsystem to the clusters, since the host is only used for transferring the image to the I/O subsystem.
Additionally, it should be highlighted that, compared to previous implementations on the platform [31] , [32] , this paper introduces the usage of a new communication library based on unilateral and asynchronous data transmission. This new library allows the developer to simplify the communication procedure while maintaining the performance [41] . As a summary, a dataflow diagram of the implementation is provided in Fig. 3 .b.
1) SVM ACCELERATION
Concerning SVM acceleration using the MPPA-256-N, the structure of the algorithm in terms of data parallelism is considered pixel-wise. That is, each pixel of the image can be processed in parallel. Hence, the implementation of this algorithm has been planned to optimize both data transmissions and clusters memory usage.
To do so, and thanks to the usage of the asynchronous communication library, each processing element inside each cluster reads data from the I/O subsystem memory, processes its corresponding block of 64 pixels and writes the result on the I/O subsystem memory again. With this structure, both communication and processing can be parallelized and, additionally, a 16-buffer technique is automatically employed to communicate data as the asynchronous library receives the reading request and performs the communication as soon as the DMAs finish the previous transmission.
2) PCA ACCELERATION
The PCA algorithm, instead, depends on the step of the algorithm that should be accelerated. To this regard, different strategies have been considered depending on the parallelism within each step of the algorithm.
a: NORMALIZATION
In the case of the normalization step, a fixed size of 64 KB is considered as the standard block size when transmitting data from the I/O to the compute clusters. Specifically, 16 K pixels of the same band are grouped in each block, so, when 16 processing elements are working in parallel, 1 MB of data is used to compute the average of one band and to remove it from each pixel of the band. Likewise, each cluster is in charge of performing the normalization of one band and, to do so, each processing element is reading one block of pixels from the I/O subsystem memory and accumulating the result. After all the blocks composing one band are processed, the average of the band is computed (i.e., a reduction strategy is considered in this stage). Once the average of the band is obtained, the processing elements read the pixel blocks, the average is subtracted from them and the result is written on the I/O subsystem in both the same order of the reading and performing a transposed of the image that will be used during the Projection step. To perform this transposition, the asynchronous communication library allows the developer to perform spaced readings/writings so the transposition of a matrix is carried out together with the communication, saving processing time.
b: COVARIANCE
Secondly, during the covariance computation step, the implementation takes advantage of the nature of the result of multiplying a matrix by its transposed, which is a symmetric matrix. In this situation, the total amount of vector multiplications required is almost halved. In this part of the algorithm, each cluster is in charge of computing the vector multiplications associated to each row of the result and iterates until fulfilling the covariance matrix. First, each row/column/band of the image is divided in blocks of the same size as in the previous stage (64 KB). After that, the block associated to the row is read from the I/O subsystem by one of the processing elements of each cluster. Likewise, each processing element iterated reading column blocks until all of them are processed. Then, the following row is read and all the processing elements repeat the same procedure until all the row corresponding to the result is obtained. Finally, the result is written in both a row-and a column-wise order on the resulting covariance matrix, using both the normal and the spaced writings modes of the asynchronous communication library.
c: JACOBI
Thirdly, due to the strong data dependency existing within the Jacobi algorithm, it has been decided to compute it independently in each cluster. As this algorithm aims at diagonalizing the covariance matrix, it only required 128 × 128 values when analyzing brain cancer images and 100 × 100 when using dermatology images, totaling for 64 KB and 39 KB of data, respectively. Inside each cluster, the processing element 0 is in charge of selecting the elements to be zeroed, and afterwards all the processing elements within the cluster compute the result after zeroing each element. This process is repeated iteratively until the diagonalization is finished. After that, only the first eigenvector (the one associated to the first principal component) is kept in memory.
d: PROJECTION
Finally, the strategy considered for the Projection is equivalent to the one for the SVM algorithm. The image is divided in blocks of 64 pixels (64×128 float values), totaling for 32 KB. Hence, when using the 16 processing elements inside each compute cluster, a total amount of 512 MB of memory will be used. The main difference of this algorithm with the SVM is the input data, as this algorithm uses the transposed of the normalized matrix as input data, while the SVM algorithm uses the transposed of the original image. That is why both algorithms need to be processed in different time slots and their communication parts are not shared.
3) KNN ACCELERATION
The strategy followed to accelerate the KNN algorithm is almost equivalent to the one used for SVM. In this case, the pixels can also be processed in parallel, but the amount of data required to process one pixel is not proportional to the one required to process N pixels. That is, as a band window has been set to perform the searching of the K nearest neighbors, to process one pixel 14 lines of the image are required, while, for example, only 14 lines and 1 pixel are required when processing 2 pixels.
To be compliant with the memory constraints of the platform, a conservative approach of using blocks of 64 pixels have been chosen to implement the KNN searching. With this pattern, the memory usage in the worst case (dermatology images) is the following: 1) each pixel of the image is represented as a set of 12 bytes (PCA output value, row, column and index). Consequently, the input data is 1000 (samples) × 14 (lines composing the searching band) + 64 pixels × 12 bytes, totaling for 164.81 KB; 2) For each pixel, a total amount of 40 neighbors are computed, so 10 KB are reserved for output data in this algorithm.
With this implementation, images with a resolution equivalent to 4 K could be analyzed using this algorithm, as they would use only 672 KB of input data. Specifically, each cluster loads the data necessary to analyze each block of 64 pixels and each processing element looks for the neighbors associated to a subset of each block of pixels, e.g., when using 16 processing elements per cluster, each processing element processes 4 pixels of each block.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
After describing the implementation details of each algorithm for each platform, this section presents a thorough analysis of the obtained results, focusing on two different aspects: performance -i.e., processing time-and power consumption. However, before presenting the results gathered for each platform and implementation, first some common ground must be set to simplify the understanding of the remaining section. Regarding performance, it is going to be assessed by measuring the execution time per algorithm. Regarding power consumption, this metric is going to be obtained considering the application as a whole. Finally, it must be highlighted that all the measurements presented in this section are the result of an average of 20 repetitions, with a standard deviation smaller than 1% for the execution times.
To simplify the comparison among all the implementations, three different Figures of Merit (FoMs) have been defined. These FoMs link both the global time and the power consumption of the SS classification. FoM 1 is a general index, expressed as (3), inversely proportional to the product between time (T ) and power (P). FoM 2 and FoM 3 are similar to the first index, but the former gives more importance to the time while the latter favors the power consumption. They are expressed as (4) and (5), respectively.
The choice of these three FoMs is due to the fact that authors want to provide a general evaluation of different technologies, together with the possibility to favor some specific aspects related to an application. For these reasons, FoM 1 gives equal importance to the processing time and power consumption, presenting a general metric that does not consider specific application constraints. On the contrary, FoM 2 gives more importance to the processing time, so it is suitable for evaluating applications where time constraints are critical, as is the case of the neurosurgical use case. During a neurosurgery, it is crucial to not increase the duration of the procedure and, for this reason, a real-time classification is mandatory. However, the operating room has not power supply restrictions and, as FoM 3 favors the power consumption, it can be used to evaluate those applications where this aspect represents a constraint. Considering the dermatological use case, the classification is not performed during a surgery, but it is evaluated by a portable device, powered by a battery. Therefore, the prevalent aspect is the power consumption.
The section is organized as follows: first, the individual results of each implementation and platform are presented in Sections IV.A, B and C. After that, Section IV.D compares all of them and extracts the conclusions.
A. HIGH-POWER GPU PLATFORMS
This section presents the classification results of the HS image classification, obtained by exploiting three desktop NVIDIA GPUs to accelerate the heaviest parts of the SS classification algorithm. As already discussed in Section III.A, the final version of this system performs the PCA, SVM and KNN algorithms on the device. Only one part of the computation is executed on the host: in fact, the Jacobi method is faster if computed on the CPU, despite the increased number of data transfers. Table 3 summarizes the performances obtained exploiting the three desktop NVIDIA GPUs used in this work, while Fig. 4 .a shows the computational times related to the single algorithms (in logarithmic scale). It must be highlighted that those times refer only to the effective execution of the algorithms, without considering the cuBLAS context and the streams creation, the inputs transfers, the device memory allocation and deallocation. Analyzing these times, it is possible to conclude that the KNN algorithm is the heaviest part from the computational point of view, while the SVM is the fastest one. Moreover, the PCA times are calculated considering also the time of the eigenvectors computation performed on the host (including the data transfers). This time represents a very low percentage of the entire PCA computation: for example, considering one of the biggest images of the database (PD1C1) and the NVIDIA RTX 2080 GPU, the time related to this phase is 1 ms compared to the 23 ms of the entire PCA execution. The column Time, in Table 3 , shows the computational times of the SS classification system, including the algorithm times (already presented) and the ones related to the cuBLAS context and the streams creation, the inputs transfers, the device memory allocation and deallocation. Analyzing these classification results, it is possible to make a comparison between the three boards. It is worth noting that all the boards provide a real-time classification for all the images. The device with the highest performance is the NVIDIA RTX 2080, which takes less than 2.5 s to evaluate the dermatological images, i.e., the biggest ones. Indeed, this board is characterized by the highest ratio between the number of cores and the working frequency, and it is based on the Turing architecture, which is the most recent among the three considered devices. If the neurological images classification is taken into account, the Tesla K40 shows better performance than the GTX 1060 but, concerning the dermatological images, which have the highest number of pixels, this result is reversed. This aspect may be due to the large number of accesses to the device global memory during the KNN computation: in fact, in the neighbors searching and in the filtering phases the PCA and SVM results, stored in the global memory, have to be read several times, increasing the classification time. The GTX 1060 is based on a more recent architecture and it is characterized by a higher working frequency compared to the Tesla K40, therefore it can perform the memory loading in a more efficient way, reducing also the computational time. Table 3 shows the average power consumed by the three devices. It has been measured through the NVIDIA System Management Interface (nvidia-smi) tool, which allows sampling the power during the execution on the device. The time step chosen for the sampling is 1 ms. It must be highlighted that this tool provides a measure of the power consumed by the device. As said before, the SVM and the KNN are entirely executed on the GPU but, in the PCA, the eigenvectors computation is performed on the host. For this reason, the Av. Power does not take into account this step. In this context, it must be noticed that the eigenvectors computation represents the 0.04% of the entire classification time (in the case of the image PD1C1 and the RTX 2080 GPU), and therefore it is negligible. Moreover, authors tried to measure the power consumption of the SS classification considering the PCA entirely performed on the device (so, computing the eigenvectors with the cuSOLVER function). The values obtained are comparable with the ones presented in Table 3 . This further result demonstrates that the power consumption related to this specific step is negligible if compared to the entire execution.
Considering the three devices in Table 3 , the GTX 1060 is mainly the least power-demanding device. It is based on the Pascal architecture that is optimized for the power consumption. Concerning the dermatological images, it is possible to notice that both GTX 1060 GPU and Tesla K40 GPU are more efficient than RTX 2080 GPU, mainly due to the higher number of cores that works at a higher frequency.
Finally, analyzing the FoMs in Table 3 , it is possible to notice that the Tesla K40 GPU is the one with the best performance for neurological images, while GTX 1060 GPU provides the best performance for dermatological images due to the low values of power consumption. FoM 1 confirms this consideration. Indeed, for the dermatological images, the GTX 1060 GPU achieves lower processing times than the Tesla K40, as explained before. Moreover, its power consumption values ensure a higher FoM 1 than the Tesla K40 one.
It is important to highlight that there is a large difference between FoM 2 and FoM 3 values. This was expected due to the characteristics that these desktop GPUs presents. In fact, as said before, they are more suitable for those applications where the power supply is not strictly limited and where fast elaborations are needed. Therefore, considering these devices, FoM 2 better describes the performances of this application. Considering this index, Tesla K40 GPU shows the highest values in the neurological images classification, while the GTX 1060 GPU better performs considering the dermatological images.
B. LOW-POWER GPU PLATFORMS
The implementation described in Section III-B has been used to conduct several experiments using the HS images selected in this paper. As in the previous subsection, the evaluation is summarized in Table 4 including the three aforementioned figures of merit, while Fig. 4 .b presents the processing time needed stage by stage (in logarithmic scale). Power measurements correspond to the GPU and DRAM consumptions except for the Jacobi method, which replaces GPU with CPU consumption. In addition, three different clock configurations are assessed: (i) MaxQ prioritizes energy efficiency by constraining the GPU clock up to 800 MHz and the memory clock up to 1.30 GHz; (ii) MaxP leverages between performance and energy efficiency by constraining the GPU clock up to 1.12 GHz and the memory clock up to 1.60 GHz; finally, (iii) MaxCLKfixes the GPU clock to 1.30 GHz and the memory clock to 1.87 GHz, improving performance at the expense of decreasing power efficiency.
Results show that, as expected, MaxCLK obtains the best performance in terms of computing times followed by MaxP and then by MaxQ, achieving the opposite in terms of average power. Nevertheless, focusing on FoM 1, it can be observed that MaxQ obtains better results for all the image set, which means that the balance between time and power is optimum when using this mode. Regarding FoM 2, results vary depending on the assessed image, with similar ratios for the different modes. To end up, FoM 3 behaves as expected, achieving the best results MaxQ mode in every case. Taking into account the results, MaxQ mode is considered the best option to seize the platform. On the other hand, if execution time is key concern, MaxCLK is the preferred mode.
C. LOW-POWER MANYCORE PLATFORM
Finally, the results associated to the implementation using the many-core architecture are analyzed. As can be seen in Table 5 , four different configurations have been addressed to completely analyze the application behavior on the MPPA-256-N. Specifically, a serial (1-1), a multi-core parallelism (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) , a multi-cluster parallelism (16-1) and a fully many-core parallelism configurations are studied and displayed on the column CC-PE.
When comparing the workload distributions of each algorithm with each configuration - Fig. 4 .c (in logarithmic scale)-, the obtained speedups vary considerably. In average, the speedup of the SVM algorithm reaches 231x when compared to the sequential version, while KNN and PCA speedups reach 160x and 21x, respectively. The huge level of data dependencies in PCA makes it communication-bounded, while, in the case of SVM, there is no data dependencies, so the speedup is almost the ideal one when using 256 cores in parallel.
It should be noted that, to obtain the global figures (Time and Av. Power), not only the time of the three algorithms is considered, but also the data management between stages and both initializing and shutting down the platform. Consequently, the power consumption of the sequential stages needs to be considered. That is the rationale behind the fact that, in the case of using small images, power metrics for the experiments using 16 PEs per cluster have an average power consumption lower than their 1 PE counterparts. Finally, regarding the FoMs, please note that the configuration in which all the MPPA-256-N resources are employed is always the best one regardless of the image that is employed.
D. OVERALL RESULTS AND COMPARISON
Once the individual results have been presented, this section deals with the comparison among them. As mentioned before, this comparison is twofold: first, all the implementations are going to be compared in terms of performance; afterwards, they will be compared in terms of power consumption. • To compare the results, a logarithmic scale has been used. Fig. 5 presents the execution times in milliseconds. Generally speaking, it can be observed that, as expected, RTX 2080 is the platform providing the fastest results, since it is also the one with more resources. Likely, the MPPA-256-N provides the slowest results, which is also consistent, since the difference in the volume of resources among this platform and the rest under study is considerable. However, there are some interesting results that are worth commenting. Regarding MPPA-256-N, even though in the global execution time it is the one with the slowest results, it is worth highlighting the extremes. On the one hand, for PCA algorithm, it can be observed that the results obtained are much worse than the rest. On the other hand, for KNN algorithm, it can be seen that, surprisingly, the results obtained with MPPA-256-N are beaten only by those obtained with RTX 2080. These results are the best example to characterize this platform: in the case of PCA, due to the memory limit of 2 MB per cluster, more than half of the executing time is spent on communicating data and synchronizing the clusters, while the cores are idle for long periods of time. This does not happen with the rest of the platforms: since they present bigger memories, their time spent on communications is considerably less, which has a direct impact on the execution time. However, in the case of KNN, the cores perform a huge number of operations requiring only one communication, which increases exponentially the platform performance. As a result, it can be concluded that MPPA can be really useful for algorithms requiring a considerable amount of computing operations, while maintaining the memory usage within a reasonable limit.
Finally, in general lines, another aspect that draws attention is the difference in the execution times between the desktop GPUs and the other platforms. This difference is remarkable for SVM and PCA, which is approximately one order of magnitude, while for KNN this difference does not exist anymore. This happens because PCA and SVM generically perform simple linear algebra operations which highly depend on the platform resources, while KNN involves more complex operations -e.g., sorting-. As a result, KNN features a really low instruction level parallelism, causing the threads to remain in an idle stay frequently and, hence, heavily degrading the GPU pipeline efficiency. It should be noted that this does not happen with the MPPA-256-N, since there is no pipeline in this platform.
2) POWER CONSUMPTION COMPARISON
After comparing all the implementations and platforms in terms of performance, now they are compared in terms of power consumption. As with the previous comparison, for this one also the fastest versions of both MPPA-256-N and Jetson have been selected -i.e., ''16-16'' and ''MaxCLK''-. Also as happened before, the results for each set of images have been averaged to present one result per use case, as shown in Fig. 6 .
On the one hand, as expected the three desktop GPUs present higher power consumption than both MPPA-256-N and Jetson TX2, especially RTX 2080, which is also the one with more resources usage. On the other hand, regarding MPPA-256-N and Jetson TX2, both of them were chosen precisely because of their energy efficiency, which is shown in this study. Both of them present results far from the ones obtained with the desktop GPUs, which makes them suitable for accelerating applications with low power consumption requirements. Specifically, among the platforms selected in this research work, Jetson TX2 is the one with the best balance between energy efficiency and performance, since it achieves fast results while maintaining the power consumption within reasonable limits.
3) GLOBAL COMPARISON
To conclude this discussion, Fig. 7 provides a global comparison, for both use cases, of the FoMs described at the beginning of this section. As a reminder, all of them link processing time and power consumption: FoM 1 is a general index, FoM 2 gives more importance to the time and FoM 3 favors the power consumption. In any case, the higher the FoM, the better the performance the implementation offers. As it can be observed, in general lines the best FoMs are obtained for Jetson TX2, which is consistent with the conclusion obtained from the previous discussion.
Furthermore, we can also see that the size of the images has an important impact on the performance of the platform. On the one hand, for the neurosurgical use case -i.e., the one with smaller images-both MPPA-256-N and Jetson TX2 present better FoMsthan the rest (Fig. 7.a) , but it turns around for the dermatological use case (Fig. 7.b ). This is easily explained with the memory resources of the GPUs: the larger the images to process, the higher the performance. However, for the low-power platforms, the resources are already fully exploited and more iterations are required; thus, no performance improvement is achieved.
On the other hand, for the dermatological use case -i.e., the one with larger images-, it can be observed that, depending on the FoM , GTX 1060 starts to outperform Jetson TX2, becoming also a good option.
V. CONCLUSION
This paper presents an evaluation of the performance and power consumption of two different HS medical applications implemented onto different HPC architectures. These applications have been chosen because they have different constraints: the neurosurgical use case requires real-time processing, since its objective is to help surgeons detect brain tumors during surgical procedures, while the dermatological use case favors low-power consumption, as one of its main features is to be an independent portable system.
To evaluate the applications, three different HS images have been chosen for each use case (available in the supplementary material), and they have been processed using a SS classification approach, composed of three different algorithms: PCA for dimensionality reduction, SVM to provide a classification, and KNN to spatially filter the results.
The obtained results show that, as initially expected, the three desktop GPUs are the ones providing fastest results, since they are the ones providing more computational resources; however, their energy consumption makes them not suitable to be used in applications where low-power consumption is compulsory.
In that case, both MPPA-256-N and Jetson TX2 present themselves as alternatives. On the one hand, MPPA-256-N is a manycore platform specifically thought for low-power consumption applications. As observed in the results, although in general terms it cannot compete with GPUs performance capabilities, this platform provides surprisingly good results for applications requiring substantial amounts of operations while keeping the memory usage within reasonable limits, since it is its main limitation.
On the other hand, Jetson TX2 comes from a family of GPUs with less computational resources, but also with considerably less power consumption. As shown in Section IV, the great difference of power consumption between the desktop GPUs and the Jetson TX2 clearly outgrows the difference in performance, which makes this platform the most suitable for both applications. However, when there are no power limitations and very tight real-time requirements, the optimal platform is the RTX 2080 GPU.
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