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This dissertation presents an approach for analyzing functional data with mul-
tiple outcomes that exhibits spatially heterogeneous shape characteristics. An
example of data of this type that motivated this study is a data from a diffusion
tensor imaging (DTI) study of neuronal tract in multiple sclerosis (MS) patients.
DTI is an imaging technique for measuring the diffusion of water that can be
used to detect abnormalities in brain tissue. DTI tractography can be summa-
rized by 3 functional outcomes, measuring the diffusion in different directions.
One of the main and most common difficulties in functional data analysis is the
large number of parameters to be estimated. This is especially challengingwhen
multiple functional outcomes are considered. To accommodate this problem, a
copula approach is adopted so that the marginal distribution and the depen-
dence structure are estimated independently. In addition to fast computation,
the two-step approach also allows flexibility in the specification of the distri-
bution of the data as the marginal distribution and copula distribution can be
specified separately.
The first part of this dissertation presents an estimation algorithm using the
copula approach. The marginal distribution parameters are estimated using
methodology based on maximum likelihood and penalized splines. In the es-
timation for the dependence structure, the Karhunen-Loeve expansion and an
EM algorithm are used to significantly reduce the dimension of the problem.
This allows the dependence within the same outcome and across different out-
comes to be captured even in the case of many functional outcomes.
The second part of this dissertation demonstrates the application of the
methodology to the DTI study. The goal is to identify the locations where the
abnormalities occur and also explain the characteristics of the abnormalities in
MS patients. The difference in the marginal distributions and structure depen-
dence in the MS group from the healthy control group is then used to develop a
method for predicting case status for patients.
The last part of the dissertation explores the DTI study in longitudinal set-
ting. A larger dataset that contains DTI data from multiple visits is studied. We
adopted a multilevel approach to investigate how the DTI tractography in MS
patients varies over time.
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CHAPTER 1
MODELINGMULTIPLE CORRELATED FUNCTIONAL OUTCOMES
WITH SPATIALLY HETEROGENEOUS SHAPE CHARACTERISTICS
1.1 Introduction
Functional data analysis is a powerful tool for modeling data observed at vari-
ous time points or locations to uncover the underlying features that are assumed
to vary over a continuum of time points or locations. Ramsay and Silverman
(2005) and Ferraty and Romain (2010) provide a comprehensive review of func-
tional data analysis. Often we obtain multiple functional observations and we
wish to study them simultaneously. In this case, it is important to have tools
to study the dependence structure between different outcomes. The methodol-
ogy should be efficient in reducing the dimension of the data to accommodate
the possible large size of functional data, especially in the case of multiple out-
comes.
This study proposes a method for studying functional data with multiple
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Figure 1.1: Plot of DTI data.
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outcomes that exhibits some shape characteristics that vary with spatial or tem-
poral location. Figure 1.1 illustrates an example of data that motivated this
study. The data was obtained from a diffusion tensor imaging (DTI) study of
neuronal tracts in 162 multiple sclerosis (MS) patients and 42 healthy controls.
The top row shows the three outcomes from 42 healthy controls. The bottom
row shows the same three outcomes from 162 MS patients. The tract distance
is normalized to [0,1]. DTI is a magnetic resonance imaging technique for mea-
suring the diffusion of water that can be used to detect abnormalities in brain
tissue (see Basser et al., 1994, 2000). DTI tractography can be summarized by 3
functional outcomes, fractional anisotropy, parallel diffusivity and perpendicu-
lar diffusivity, each along the normalized tract distance. As seen in Figure 1.1,
for each outcome, the pointwise mean and variance of both groups seem to
vary along the tract location and are different between the two groups. Another
interesting characteristic of this data is that the amount of skewness seems to
vary along the tract location as well. An appropriate methodology to study the
data should be able to capture this variation in the skewness, especially because
skewness is related to disease status and could provide insights into the disease
process.
Staicu et al. (2011) developed a copula-based approach for analyzing func-
tional data with one outcome and applied their study to the parallel diffusivity
measurement from this DTI data. The data were assumed to have a pointwise
marginal distribution in a parametric family with shape parameters such as a
skew normal or skew t family (Azzalini, 1985; Azzalini and Capitanio, 1985).
The mean, standard deviation and shape parameter functions were modeled
nonparametrically as functions of location. The dependence structure was es-
timated under the Gaussian and t copula assumption using methods based on
2
principal component analysis or the sample Kendall’s tau matrix. Their results
showed that all of the the marginal mean, variance and skewness are different
between the healthy and MS groups, while the correlation within the outcome
is remarkably similar between the two groups.
There are relatively few previous studies that analyze the relationship be-
tween multiple functional outcomes. Ramsay and Silverman (2005) explained
and demonstrated a principal component analysis methodology to study the si-
multaneous variation of more than one functional outcomes. Zhou et al. (2008)
used a functional data approach to analyze paired longitudinal data based on a
mixed-effect model framework.
One of the main challenges in analyzing functional data with multiple out-
comes is the number of parameters that need to be estimated. As the number
of outcomes grows, the traditional method of moment estimators might not be
practical. We overcome this challenge by using three main important tools: 1)
using the copula approach introduced by Staicu et al. (2011) so that the marginal
distributions of the data and its dependence structure can be modeled sepa-
rately, 2) under the Gaussian copula assumption, applying the Karhunen-Loeve
(KL) expansion for Gaussian processes to write the data processes as a sum of a
small number of components, and then 3) using low-rank spline model for the
eigenfunctions. The dependence between outcomes can be modeled through
the dependence between their components. The resulting covariance structure
of these components is similar to those in the study by Zhou et al. (2008) un-
der a mixed-effect model framework. We develop a similar EM algorithm as
done by Zhou et al. (2008) to calculate maximum likelihood estimators of the
copula parameters. Our algorithm is fast and does not require separate steps to
3
model the dependence within each outcome and between different outcomes.
This allows the use of a bootstrapping technique to obtain confidence intervals
for the estimates. We also explain the steps needed when we want to obtain a
prediction of an outcome when all the other outcomes are known, along with
its confidence intervals.
The mathematical models for our methodology are presented in Section 1.2.
In Section 1.3, the estimation and prediction algorithms are explained in details.
Some simulation results are presented in Section 1.4 to demonstrate how our
methodology performs. This chapter concludes with a discussion in Section 1.5
1.2 Modeling Multiple Outcomes
Consider a random vector (X1; : : : ; Xn), where Xi has marginal distribution Fi().
This implies that for each i, Fi(Xi) has a uniform distribution. A copula is a
multivariate distribution function whose univariate marginal distributions are
all uniform-(0,1). The copoula C of (X1; : : : ; Xn) is defined as the joint distribu-
tion of (F1(X1); : : : ; Fn(Xn)). The copula of (X1; : : : ; Xn) contains all the information
about the dependence structure of (X1; : : : ; Xn). By adopting a copula approach
to functional data, we can estimate the marginal distributions across the ob-
served locations or times and the dependence structure separately. Some exam-
ples of copula are Gaussian and t- copulas. (X1; : : : ; Xn) has a Gaussian copula
if (X1; : : : ; Xn) has the same copula as some Gaussian random vectors. That isn
 1(F1(X1)); : : : ; 1(Fn(Xn))
o
has the same distribution as some Gaussian ran-
dom vector. A Gaussian copula is completely specified by a correlation matrix.
Similarly (X1; : : : ; Xn) has a t-copula if (X1; : : : ; Xn) has the same copula as some
4
multivariate t random vector. In contrast to a Gaussian copula, a t-copula is
completely specified by a correlation matrix and a degree of freedom parame-
ter.
Let
n
Yip(ti j); ti j 2 T
o
with j = 1; 2; : : : ;mi be the data from outcome p, p =
1; 2; : : : ; P for subject i, i = 1; 2; : : : ;N observed at a grid points

ti1; : : : ; timi
	 2 T .
Following the copula approach introduced by Staicu et al. (2011), we suppose
that
Yip(t) = p(t) + p(t)G 1
n
Wip(t);p(t)
o
(1.1)
where p(t) is the mean function and p(t) is the standard deviation function of
outcome p. HereWip(t) is a latent process such that for each t,Wip(t) is uniformly
(0,1) distributed, andG 1(; ) is the inverse of the cumulative distribution func-
tion G in a parametric family of distribution with zero mean, unit variance and
shape parameter . For example,G can be a skew normal or skew t distribution.
In the case of the skew normal, the shape parameter is the skewness parame-
ter, while in the case of the skew t, the shape parameter includes the skewness
parameter and the degree of freedom (Azzalini, 1985; Azzalini and Capitanio,
1985).
We assume that p(t), p(t) and p(t) vary smoothly with t. The main objec-
tive is to estimate the marginal parameter functions and the dependence struc-
ture within each outcome and across different outcomes. We take a two-step
approach. In the first step, we estimate the marginal parameter functions p(t),
p(t) and p(t) for each outcome p. In the second step, we estimate the correla-
tion ofWip(t). The modeling of each step is explained in Sections 1.2.1 and 1.2.2,
respectively.
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1.2.1 Modeling Marginal Distribution
This section summarizes the method used to estimate the marginal parameter
functions. For details, see Staicu et al. (2011). The pointwise marginal distri-
butions of the data are assumed to be skew normal or skew t distribution. The
estimation is done in two steps.
step 1: For simplicity, suppose the data are observed on a common dense
grid of points so that ti j = t j for all i and j = 1; 2; : : : ;m. In this first step, we
obtain undersmoothed estimatesep(t), ep(t) and ep(t) for p(t), p(t) and p(t) by
maximizing the pointwise likelihood function
`
n
p(t j); p(t j); p(t j)
o
=
NX
i=1
log
"
g
(
Yip(t j)   p(t j)
p(t j)
)
;p(t j)
#
  logfp(t j)g (1.2)
where g(y;) = @G(y;)=@y is the density function corresponding to the distribu-
tion functionG. WhenG is assumed to be a skew normal or skew-t distribution,
the estimatesep(t), ep(t) and ep(t) can be computed using the functions sn.mle
or st.mle from the R package sn (Azzalini, 2011). See Staicu et al. (2011) for a
discussion for the case of sparse data and alternative methods.
step 2: The estimates from step 1 are smoothed further using penalized
splines. Write the mean function as p(t) = B(t)T;p, where B(t) is a vector of
spline functions evaluated at t and ;p is a vector of spline coefficients. The
estimatesb;p for ;p are obtained by minimizing the penalty criterion
PL(;p) =
mX
j=1
nep(t j)   BTj ;po2 + ;p
;p(;p); (1.3)
where 
;p(;p) = T;pD;p;t, B j = B(t j), and D;p is a penalty matrix. See Rup-
pert et al. (2003) for a discussion of penalized splines and penalty matrices. The
final estimates bp is obtained as B(t)Tb;p. The estimates for the standard devi-
ation function can be computed similarly. For the shape parameter function,
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Staicu et al. (2011) proposed a penalized marginal pseudo-likelihood criterion
where the mean and variance parameter functions are fixed at estimates. That
is, the criterion to be minimized are
PL(;p) =  2
NX
i=1
mX
j=1
[`i jf;p;bYip(t j)g] + ;p
;p(;p) (1.4)
where bYip(t j) = nYip(t j)  bp(t jo =bp(t j) are the standardized observations and
`i j(;p;bYip(t j)) = log[gfbYip(t j); BTj ;pg]. In some cases, it might be better to model
a transformed parameter h() instead of . Some possible criteria for choosing
smoothing parameters are the restricted maximum likelihood (REML) (Wood,
2006), AIC, corrected AIC (Ruppert et al., 2003) and cross-validation (CV). See
Staicu et al. (2011) for details and a discussion of smoothing parameter selection
and an alternative method.
1.2.2 Modeling the Dependence across Different Outcomes
We assume Gaussian copulas for simplicity and because they seem adequate for
our purposes. After the estimates of the parameters of marginal distributions
for each outcomebp(t), bp(t) and bp(t) are obtained, we transform the observed
outcome by
Rip(t) =  1
"
G
(
Yip(t)   ˆp(t)
ˆp(t)
; ˆp(t)
)#
; (1.5)
where  is the cumulative distribution function of the standard normal dis-
tribution, and G(;) is the distribution function of a distribution with mean 0,
variance 1, and shape parameter . Wemodel Rip as the sum of two independent
components: 1) a finite Karhunen-Loeve (KL) expansion with a small number
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of components, and 2) a white noise process with variance 2p. That is,
Rip(t) =
KpX
k=1
Zipk fkp(t) + ip(t); (1.6)
where fZikp; k = 1; 2; : : : ;Kpg are normally distributed with mean 0 and are inde-
pendent across k, and fkp are the eigenfunctions of the covariance function of
the process Rip(t) (Levy, 2008). Since the marginal variance of Rip(t) equal to 1, it
follows that for all t,
KpX
k=1
f 2kp(t)var(Zipk) + 
2
p = 1: (1.7)
For identifiability purpose, we assume that the variances of fZikp; k = 1; 2; : : : ;Kpg
are in decreasing order.
The eigenfunctions fkp can be estimated using splines as follows. Let b(t) =
fb1(t); : : : ; bq(t)gT be an orthonormal spline basis, i.e.
R
T bk(t)bl(t)dt = kl. We esti-
mate fp = ( f1p; : : : ; fKp;p)T using b(t) as
fp(t)T = b(t)Tp (1.8)
where p is a matrix of spline coefficients with dimension q  Kp with orthogo-
nal columns. The orthogonality of b(t) and p implies the orthogonality of the
principal component curves fkp.
Let Zip =

Zip1; : : : ; ZipKp
T
and Zi =

ZTi1; : : : ; Z
T
iP
T
. Let Dp = cov(Zip), which
is diagonal since Zipk are independent across k. To have identifiability, we also
have that the diagonal elements of Dp are in a decreasing order. Let Cpp0 =
cov(Zip;Zip0). Then we can write the covariance matrix  of Zi as
 = cov(Zi) =
0BBBBBBBBBBBBBBBBBBBBBBBBBBB@
D1 C12    C1P
C21 D2    C2P
:::
:::
: : :
:::
CP1 CP2    DP
1CCCCCCCCCCCCCCCCCCCCCCCCCCCA
(1.9)
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Suppose that we have the same observation times ft j; j = 1; 2; : : : ;mg for ev-
ery subject i. Let Rip =
n
Rip(t1); : : : ;Rip(tm)
oT
, B = fb(t1); : : : ; b(tm)gT and ip =n
ip(t1); : : : ; ip(tm)
oT
. Putting everything together, we have the following reduced-
rank model for Rip,
Rip = BpZip + ip (1.10)
ip  N(0; 2pIm); Zip  N(0;Dp); cov(Zip;Zip0) = Cpp0 ; for p , p0:
Our reduced-rank model for the latent processes (1.10) has a similar depen-
dence structure as the model for two outcomes introduced by Zhou et al. (2008).
Here we adopt a similar approach using an iterative EM algorithm for estimat-
ing the parameters.
To have identifiability, it is sufficient to require that the first nonzero ele-
ments of each column of p are positive. With finite samples, it is best to deter-
mine the sign using the elements with the largest magnitude in each column of
p, since this choice is least influenced by finite-sample random fluctuation (for
details, see Zhou et al., 2008). In our estimation algorithm, we require that, in
every iteration, the element with the largest magnitude in each column of p is
positive. In the next section, we develop an algorithm for estimating parameters
in model (1.10).
1.3 Estimation Algorithms
This section explains the criterion and algorithm for estimating the parameters
for copula , along with a discussion of tuning parameter specification. We also
explain how to predict an outcome after we have observed each of the other
9
outcomes.
1.3.1 Parameter Estimation Algorithm
The estimates for the dependence parameters can be obtained by maximizing
the pseudo-likelihood, with Rip obtained by transforming the observed data us-
ing the estimates of the marginal parameters. Let Li() denote the contribu-
tion to the likelihood from individual i, where  is the covariance matrix of
Ri = (RTi1; : : : ;R
T
iP)
T . The loglikelihood for individual i is given as
log Li() =  Pm2 log(2)  
1
2
log jj   1
2
RTi 
 1Ri; (1.11)
where  can be computed in terms of
n
p
o
;;
n
2p
o
as
cov(Ri) =  =
0BBBBBBBBBBBBBBBBBBBBBBBBBBB@
11 12    1P
21 22    2P
:::    : : : :::
P1 P2    PP
1CCCCCCCCCCCCCCCCCCCCCCCCCCCA
(1.12)
where
pp = BpDpTpB
T + 2pIm and pp0 = BpCpp0
T
p0B
T (1.13)
Even though the main interest here is to estimate the covariance matrix  of Ri,
not the principal component functions which can obtained from p, we use the
reduced-rankmodel for Rip so that our estimation algorithm involves estimating
Dp,Cpp0 andp which are of much smaller dimension than. The KL expansion
also provides a nice diagonal structure for Dp. Our iterative algorithm estimates
Dp and Cpp0 sequentially. Once the estimates for all of the parameters are ob-
tained, the estimated covariance of Rip(t) can be computed by plugging in the
estimates to equation (1.13).
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Extending the approach as in Zhou et al. (2008), we use the penalized
pseudo-likelihood and minimize
 2
NX
i=1
log Li() +
PX
p=1
p
KpX
k=1
Tpk
Z
b00(t)b00(t)Tdtpk
=
NX
i=1
n
Pm log(2) + log jj + RTi  1Ri
o
+
PX
p=1
KpX
k=1
pk
T
pk
Z
b00(t)b00(t)Tdtpk; (1.14)
where pk denotes the kth column of p, and pk are the smoothing parameters.
In general, we can have different pk for each fpk. Since smoothing parameters
are mostly determined by the scale of data, to simplify the computation, we
assume that pk = p for all k = 1; : : : ;Kp. Minimizing this expression can be
complicated. Instead, we treat the Zi as missing values and use the EM algo-
rithm (Dempster et al., 1977). The joint loglikelihood is given as
log L(Ri;Zi) = log
n
f (Ri1jZi1) : : : f (RipjZip) f (Zi)
o
=
PX
p=1
( m
2
log(2p)  
1
22p
(Rip   BpZip)T (Rip   BpZip)
)
 1
2
log(jj)   1
2
ZTi 
 1Zi: (1.15)
The EM algorithm is performed as follows:
The E-step: Compute the conditional distribution of Zi given Ri
The M-Step: Update the parameter estimates by minimizing
 2E
8>><>>: NX
i=1
log L(Ri;Zi)
Ri
9>>=>>; + PX
p=1
p
KpX
k=1
Tpk
Z
b00(t)b00(t)Tdtpk: (1.16)
The details for each step are given in 3.4.
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1.3.2 Specification of Splines and Tuning Parameters
Recall that we require the splines b(t) used to estimate the eigenfunctions
fp(t) to be orthonormal; see equation (1.8). This implies that the matrix B =
fb(t1); : : : ; b(tm)gT has to be orthogornal. As in Zhou et al. (2008), to obtain an
orthogonal matrix B, we start by choosing any spline basis eb(t), such as a trun-
cated power basis, then we evaluate these functions at the observation points
to obtain the matrix eB = feb(t1); : : : ;eb(tm)gT . Let eB = QR be the QR decom-
position of eB, where Q is an orthogonal matrix and R is an upper triangular
matrix. Then the orthogonal matrix B is obtained by B = eBR 1. R package
orthogonalsplinebasis (Redd, 2011) provides functions for orthogonaliz-
ing a spline basis.
The two sets of tuning parameters that need to be specified are the spline
smoothing parameters, p, and the number of components in the KL expansion,
Kp. For penalized splines, the knots are typically placed at fixed quantiles of the
observation times or locations, and the number of knots are not critical provided
that it is sufficient large. The smoothness of the curves is mainly determined by
the smoothing parameters p (Ruppert, 2002; Ruppert et al., 2003). We start by
performing the analysis for each individual outcome. For each outcome p, we
specify a range for p to perform grid search. For each p fixed at a value in the
grid search range, we vary the number of components starting by using only
one component. The EM algorithm (as explained in Section 1.3.1) is used to
fit each 1-outcome curve. We keep adding another component and performing
the EM algorithm until the variance of the newly added principal component
score is less than a prespecified small fraction of that of the previously added
component. The number of components before adding this last component is Kp
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chosen for this p. The corrected AIC (Ruppert et al., 2003) is computed for this
(p;Kp). The pair (p;Kp) with the minimum corrected AIC is selected for this
outcome. Other criteria such as CV and AIC can also be used. Once we analyze
multiple outcomes, the number of components can be fine tuned further. We
do not expect the values of  to change from the individual outcome case when
we do multiple outcome analysis, as  should depend on the scale of individual
outcome data more than the dependence structure between outcomes.
1.3.3 Confidence Intervals for Estimates
Bootstrapping can be easily applied to obtain pointwise confidence intervals
for the estimates for the marginal distribution parameters and the correlations.
Bootstrap samples are obtained by resampling the subjects from the original
data
n
Yip
o
. For each bootstrap sample, we calculate estimates for the marginal
distribution parameters (as explained in section 1.2.1), use them to transform the
data as in equation (1.5), and then perform the EM algorithm to obtain estimates
for the correlations, by plugging in the parameter estimates to equation (1.13).
The pointwise confidence intervals for the estimates of both the marginal distri-
bution parameters and the correlations are computed based on sample quantiles
of the estimates for the bootstrap samples.
1.3.4 Prediction of an Outcome Using all the Other Outcomes
In addition to simplifying the computation for parameter estimation, our
reduced-rankmodel for multiple outcomes also provides a straightforwardway
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of predicting an outcome for an individual when all the other outcomes of the
same subject are known. This can be done using the conditional distribution
property of the multivariate normal random variables as follows. Suppose we
know the observation Yip of a subject i for all outcomes p , 1 and we want to
predict outcome 1 for this individual. Let Rip denote the transformed process
as in equation (1.5). Since we have that (Ri1; : : : ;RiP)  N (0;), we can compute
the conditional distribution of Ri1 as
Ri1jRi2; : : : ;RiP  N

¯1; ¯1

(1.17)
where
¯1 =

12 : : : 1P

0BBBBBBBBBBBBBBBBBB@
22 : : : 2P
:::
: : :
:::
2P : : : PP
1CCCCCCCCCCCCCCCCCCA
 1 0BBBBBBBBBBBBBBBBBB@
Ri2
:::
RiP
1CCCCCCCCCCCCCCCCCCA ; (1.18)
and
¯1 = 11  

12 : : : 1P

0BBBBBBBBBBBBBBBBBB@
22 : : : 2P
:::
: : :
:::
2P : : : PP
1CCCCCCCCCCCCCCCCCCA
 1 0BBBBBBBBBBBBBBBBBB@
21
:::
P1
1CCCCCCCCCCCCCCCCCCA : (1.19)
To obtain a prediction bYi1 for Yi1, generate R(s)i1 , for s = 1; 2; : : : ; S , from N ¯1; ¯1
distribution, where S is sufficiently large. The predicted value is computed as
bYi1(t) = 1S
2666664 SX
s=1
G 1
n


R(s)i1

;b1(t)o3777775b1(t) +b1(t) (1.20)
The variance of prediction can be computed using bootstrapping. The predic-
tion for other outcomes can be done similarly.
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1.4 Simulation Studies
In this section, we demonstrate our methodology using simulated data. As
far as we are aware, there exist no other estimators for multiple functional
outcomes of the type we are considering, that is, with spatially varying non-
Gaussian characteristics. Therefore, there are no competing estimators to com-
pare with ours.
The simulated data contains 100 datasets, each containing observations of
P = 3 outcomes from N = 200 subjects. Each observation is taken at the common
time points t j, j = 1; 2; : : : ; 80. All of the data are generated using the finite KL
expansion for Gaussian processes as follows:
1. Generate
Qip(t) =
KpX
k=1
Zipkhkp(t) + ip(t) (1.21)
for p = 1; 2; 3, where K1 = K2 = 2;K3 = 3; ip(t)  N(0; 2p); 21 = 0:2; 22 =
0:3; 23 = 0:4;Zi = (Zi11;Zi12; Zi21;Zi22;Zi31;Zi32;Zi33) is normal with mean 0
and covariance matrix
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
6:47 0 j 4:46 1:53 2:93 0:31 1:76
0 4:08 j 0:02 0:89 0:99  2:39  1:14
 4:46 0:02 j 20:03 0 j  3:52 2:61  4:05
1:53 0:89 j 0 7:46 j 3:51  2:01  1:43
2:93 0:99  3:52 3:51 j 16:34 0 0
0:31  2:39 2:61  2:01 j 0 7:63 0
1:76  1:14  4:05  1:43 j 0 0 2:98
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
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The functions hkp(t) are the normalized version of sin(t) and cos(t) for p =
1, t2 13t+43=6 and t+0:5 for p = 2, and et; t (e 1) 1 and t2 1:0025t+0:1654
for p = 3. Then we transform Qip(t) to
Rip(t) =
Qip(t)
p(t)
; where 2p(t) =
KpX
k=1
var(Zipk)h2kp(t) + 
2
p; (1.22)
so that Rip(t) has a marginal N(0,1) distribution.
2. Generate the observations
Yip(t) = p(t) + p(t)G 1
h

n
Rip(t)
o
;p(t)
i
; (1.23)
where () and G(;) denote the cumulative distribution functions of the
standard normal and skew normal distribution with mean 0, variance 1
and shape parameter , respectively. Themean and shape parameter func-
tions are
1(t) = 5; 1(t) = 0
2(t) =  3t5 + 4:5t3   1:5t + 15; 2(t) = 10 sin(2t)
3(t) = 10e t
2=2 + 20t2 + 10; 3(t) = 48t2   48t + 6:
(1.24)
The standard deviation function is given in equation (1.22).
The plots of simulation results are shown in Figures 1.2-1.5. Figure 1.2 shows
the estimates of the mean (first column), standard deviation (second column)
and shape parameter (third column) functions of each outcome from all 100 sim-
ulated datasets. The black lines are the true values, and the gray lines are the
estimates. We assumed the skew normal distribution. These estimates were ob-
tained by maximizing the pointwise likelihood at each point t j using R package
sn (Azzalini, 2011). The estimates were then smoothed further using penalized
truncated cubic polynomial splines. The smoothing parameters were selected
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Figure 1.2: The estimates of mean, standard deviation and shape parame-
ter functions for the simulated data.
using the REML criterion implemented in R package mgcv (Wood, 2006). Even
though there seems to be high variation in the estimates when   10, the den-
sity of skew normal for  equal to 10 is not much different from when  is much
higher. This means that even though the estimate of  in this range is not very
accurate, we can still obtain a good estimate for the distribution.
The dependence among the Gaussian copula were estimated using the or-
thonormal transform of cubic splines with 9 knots. The number of components
and smoothing parameters were chosen based on AIC. The transformation and
parameter selection are explained in Section 1.3.2. Figure 1.3 shows the true
and estimates of the covariance from 2 datasets. The true covariances within
an outcome and cross covariances between outcomes are shown in the first and
fourth rows, respectively. The estimated covariances within an outcome from
2 datasets are shown in rows 2 and 3. The estimated cross covariance between
outcomes from the same 2 datasets are shown in rows 5 and 6. Thus, rows 2 and
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Figure 1.3: True and estimated covariances within each outcome and
cross-covariances between outcomes.
3 should be compared with row 1 and rows 5 and 6 with row 4.
Estimated variances of each latent process are shown in Figure 1.4. The val-
ues close to 1, which are shown as black, red and blue lines, indicate the close-
ness to our assumption that the latent processes have marginal variance of 1.
The square root of the integrated mean square error (IMSE), integrated square
bias (IBIAS) and integrated variance (IVAR) for the marginal parameter func-
tions and covariance parameters are shown in Table 1.1. These quantities are
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Figure 1.4: Estimates of the variance of the latent processes for the simu-
lated data.
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Figure 1.5: Pointwise square root of MSE for covariance within and be-
tween outcomes.
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Table 1.1: Estimates of the square roots of IMSE, IBIAS and IVAR for the
simulated data from 100 datasets
Parameter
p
IMSE  102 pIBIAS  102 pIVAR  102
1(t) 23.66 2.51 23.52
2(t) 36.87 1.90 36.83
3(t) 36.66 3.94 35.84
1(t) 16.72 2.20 16.58
2(t) 29.24 1.78 29.19
2(t) 28.57 3.36 28.37
1(t) 98.00 6.93 97.76
2(t) 210.7 72.42 197.9
2(t) 105.6 16.71 104.2
cov (R1(t);R1(t)) 4.25 0.43 4.23
cov (R2(t);R2(t)) 4.58 0.57 4.55
cov (R3(t);R3(t)) 4.52 0.73 4.46
cov (R1(t);R2(t)) 6.30 0.64 6.27
cov (R1(t);R3(t)) 6.49 0.98 6.42
cov (R2(t);R3(t)) 6.36 0.66 6.32
calculated, for example, for the mean function by IMSE =
R 1
0
bE b(t)   (t)	2 dt,
IVAR =
R 1
0
dVar b(t)	 dt and IBIAS = R 1
0
hbE b(t)	   (t)i2 dt. Here bE and dVar de-
note the sample mean and sample variance, respectively. Overall, the bias and
variance are low for the mean and standard deviation estimates. The bias for
the shape parameter estimates are somewhat high, especially, as seen from Fig-
ure 1.2, at locations with high  (in absolute value). This should not affect our
estimated marginal distributions too much as explained earlier. The covariance
estimates have small IMSE. The contour plots of pointwise square root of the
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mean square error for the covariance estimates are shown in Figure 1.5.
1.5 Discussion
We have developed a copula-based approach for modeling functional data with
multiple outcomes. The copula approach, together with the KL expansion and
low-rank spline model, significantly reduce the dimension of the model and
allow fast estimation of the marginal distributions and the dependence struc-
ture. This is essential in the analysis of functional data, especially in the case of
multiple outcomes where the data set can be very large.
Our methodology performed very well in our simulation study. Both of the
marginal distributions and the dependence structure were estimated very well.
In the following chapter, the methodology is applied to the three outcomes from
the DTI study. This methodology can successfully identify the difference in both
the marginal distributions and the dependence structure between the MS and
healthy control groups.
One possible extension to our Gaussian copula assumption would be a t-
copula. The t-copula covers a larger class of models than Gaussian copula, and
is better in capturing tail dependence behavior (McNeil et al., 2005). The KL
expansion used in our model does not apply directly to the t-copula. Another
efficient alternative methodology will need to be developed.
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CHAPTER 2
DIFFUSION TENSOR IMAGING STUDY APPLICATIONS
2.1 Introduction
In this section, we apply our methodology to the diffusion tensor imaging (DTI)
data. DTI is a magnetic resonance imaging technique that measures the diffu-
sion of water in tissue. The anisotropy in water diffusion allows the images of
the white matter in the brain to be generated. Whitematter tracts aremade up of
axons that transmit signals between different regions of the brain. These axons
are surrounded by fatty substance called myelin that helps the signal to be car-
ried quickly. Multiple sclerosis (MS) is an autoimmune disease that is caused by
the damage to myelin and can lead to significant disabilities in patients (Gold-
smith et al., 2012).
There have been many other studies on the DTI tractography for MS pa-
tients. For instance, Reich et al. (2005) analyzed various indices obtained from
DTI tractography to identify abnormalities in MS patients. Goldsmith et al.
(2011a,b, 2012) studied DTI data using the penalized functional regression ap-
proach. Longitudinal functional PCA (LFPCA) was introduced by Greven et al.
(2010) to account for the longitudinal variability of tractography data in MS.
LFPCA extended the MFPCA approach of Di et al. (2009) who focused on repli-
cated functional data. See Staicu et al. (2010) for the application of PCA for
complex multilevel spatially correlated functional data. McLean et al. (2012) in-
troduced a functional generalized additive model and applied it in the study of
the relationship between a cognitive test score and DTI tractography.
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DTI provides many measurement of water diffusion. In this study, we con-
sider 3 measurements: 1) fractional anisotropy, 2) parallel diffusivity and 3)
perpendicular diffusivity. Parallel and perpendicular diffusivities are diffusion
parallel and perpendicular to the long axis of a fiber bundle, respectively, while
fractional anisotropy measures the difference of diffusion in the two directions.
Mathematically, at each location, DTI tractograpy can be described as a 3  3
symmetric, positive definite matrix. Suppose the eigenvalues of the matrix are
1 > 2 > 3 > 0. The parallel and perpendicular diffusivities are given by 1
and 12 (2 + 3), respectively. The fractional anisotropy is calculated as266666643
n
(1   ¯)2 + (2   ¯)2 + (3   ¯)2
o
2(21 + 
2
2 + 
2
3)
37777775
1=2
; (2.1)
where ¯ = (1 + 2 + 3)=3 (McLean et al., 2012).
We demonstrate our methodology using the DTI data from the healthy and
MS groups. The objective is to identify the locations where the abnormalities
occur and also explain the characteristics of the abnormalities. The intention is
to use differences between controls and diseased subjects in any DTI character-
istics to help understand the disease process. These differences should also be
useful in detecting MS and also in monitoring the progress of the the treatment.
Parameter estimation for the three outcomes for DTI data is explained in
Section 2.2. Staicu et al. (2011) studied parallel diffusivity for the same dataset
and found that all of the mean, variance and skewness are different between
the two groups. We found the same results for parallel diffusivity. We did
an additional study on fractional anisotropy and perpendicular diffusivity and
found that only the mean and variance are significantly different. The correla-
tions within each outcome are similar for the two groups. Our most important
finding is that the cross-correlation between fractional anisotropy and parallel
23
diffusivity is different between the two groups in the middle part of the tract
(roughly from tract locations 0.2 to 0.8). The cross correlation in this tract sec-
tion is slightly positive in the control healthy group, while it is negative in the
MS group. Our bootstrapping result confirms that the difference is significant.
The difference between the two groups of the cross-correlation between the frac-
tional anisotropy and the perpendicular diffusivity is less apparent, while the
cross-correlation between the perpendicular and parallel diffusivities is similar
in most parts of the tract.
In Section 2.3, we introduce an approach for MS case prediction utilizing the
difference we found in the marginal distribution and the correlation between
the MS and healthy control groups. The receiver operating characteristic (ROC)
curves show that our approach can potentially be used to predict the MS case
status for patients. This chapter concludes with discussion in Section 2.4
2.2 Parameter Estimation for DTI Data
In this section, we apply our methodology to the DTI data. A subset of our data
set is freely available as the DTI data set in R’s refund package Crainiceanu
et al. (2012).
Our data consists of measurements along the corpus callosum from 42
healthy controls and 162 MS patients, measured at 93 locations along the tract.
Figure 1.1 in Section 1.1 displays the 3 outcomes for both groups. Our goal is
to estimate, for each group, the marginal distributions of each outcome, the de-
pendence structure across locations within each outcome and across different
outcomes, and to identify the difference between the two groups.
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2.2.1 Marginal Parameter Estimation for DTI Data
We assumed that each measurement from each group follows a skew-t marginal
distribution. We assumed that the mean, standard deviation and shape parame-
ter vary along the tract, while the degrees of freedom are constant along the tract
locations. Using R package sn (Azzalini, 2011), we obtained the maximum
likelihood estimates for the degree of freedom for the fractional anisotropy, par-
allel diffusivity and perpendicular diffusivity equal to 24.93, 11112 and16.30, re-
spectively for the control group, and 11732, 5.98 and 8.47 for the MS group. We
used the skew normal distribution to model any outcome with the estimated
degrees of freedom > 100. The undersmoothed estimates for the mean, stan-
dard deviation and shape parameters were obtained via pointwise maximum
likelihood estimation using function st.mle in the R package sn (Azzalini,
2011). The mean and standard deviation estimates were smoothed further by
penalized spline fitting using generalized additive model implemented in pack-
age mgcv in R (Wood, 2006). The shape parameters were smoothed further
by fitting the penalized spline to maximize the penalized pseudo likelihood
computed using the estimates of the mean and standard deviation as in equa-
tion (1.4).
The estimated mean, variance and skewness for the three outcomes for both
groups are shown in Figure 2.1. The estimates for the control group are shown
in red lines and the estimates for the MS group are shown in black lines. The
gray dashed lines indicate zero skewness. Figure 2.2 shows the estimated dif-
ferences of the parameter functions between the two groups, which are shown
in black solid lines. The black dashed lines show 90% pointwise confidence
intervals computed using bootstrapping with 1000 samples. The gray dashed
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Figure 2.1: Estimates of the mean, variance and skewness for the healthy
control and MS groups.
horizontal lines are through 0. The mean, variance and skewness functions are
all statistically significantly different between the two groups for parallel diffu-
sivity, while only the mean and variance are significantly different for fractional
anisotropy and perpendicular diffusivity. The mean of fractional anisotropy for
the MS group is lower than the control group, but the means of parallel and
perpendicular diffusivities are higher in the MS group. The variances for the
MS group are higher in all of the three outcomes. The skewness of the frac-
tional anisotropy is close to zero for both groups. The parallel diffusivity of the
MS group is positively-skewed while the skewness is close to zero in most part
of the tract in the control group. The difference in the skewness between the
two groups is significant. The perpendicular diffusivity is positively-skewed in
most part of the tract in both groups. There is no significant difference in the
skewness of perpendicular diffusivity between the two groups.
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Figure 2.2: Estimated differences in the mean, log-variance and skewness
between the healthy and MS groups.
2.2.2 Dependence Structure of DTI Data
After the estimates bp;bp;bp for the mean, standard deviation and shape pa-
rameters for the outcome p = 1; 2; 3 for each group were obtained, the data
were transformed using equation (1.5). Here, G is the skew-t distribution with
mean 0, variance 1, shape parameter bp and degree of freedom for each out-
come and each group as stated earlier. The method explained in Section 1.3 was
applied to the transformed data. The transformation implies that the marginal
variance of the transformed process is 1, and, hence, the covariance function for
the transformed process is also its correlation function. In our study, estimates
of the marginal variance vary from 0.6 to 1.3 for the MS group, and 0.6 to 1.5
for the control group, due to the small sample sizes. We verified this by a sim-
ple simulation as follows. We generated data with 42 observations for control
group, and 162 observations for MS group according to the skew t distribution
using the estimated parameters obtained earlier. Then we transformed the sim-
ulated data as in Equation (1.5) and computed the marginal sample variances.
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The variances vary similarly to those of the DTI data. The sample variances are
noticeably closer to 1 as the number of observations for each group increases
to 200. Most of the sample variances lie well within [0.9,1.1] as the number of
observations increases to 500.
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Figure 2.3: Estimated correlations within each outcome for the control and
the MS groups.
The estimated correlations for the DTI data were obtained by converting the
estimated covariances for the transformed process (i.e., scale the covariances by
the marginal standard deviations). Figure 2.3 displays the estimated correla-
tions within each of the three outcomes for the healthy and MS groups. Fig-
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Figure 2.4: Estimated cross-correlations between different outcomes for
the control and MS groups.
ure 2.4 displays the estimated cross-correlations between different outcomes for
the control and MS groups. Both figures show the estimates for the control
group on the left panel and for the MS group in the right panel. The correlations
within the outcomes look somewhat similar for the two groups, while there
is a noticeable difference between the two groups for the cross-correlations,
especially for the cross-correlation between parallel diffusivity and fractional
anisotropy. The pointwise confidence intervals for the estimated correlations
can be computed using bootstrapping. Figure 2.5 shows the significance levels
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Figure 2.5: The differences of the correlations within each outcome (top
row) and between outcomes (bottom row).
of the difference of the correlations between the two groups calculated from the
90% and 95% bootstrap pointwise confidence intervals based on 1000 samples.
The top row shows the plots for correlation within the same outcome, while
the bottom row shows the those across different outcomes. The gray and black
regions are the areas at which the differences are statistically significant at 90%
and 95% levels, respectively. The computation is based on bootstrap pointwise
confidence intervals using 1000 samples.
The bootstrapping results confirm that there is no significant difference in
the correlations within fractional anisotropy and parallel diffusivity. The cor-
relation within perpendicular diffusivity is different in various small regions
of the tract. There is a significant difference between the two groups in the
cross-correlation between the fractional anisotropy and the parallel diffusivity
in a large middle part of the tract (at around locations 0.2 to 0.8). The cross-
correlation is slightly positive in the control group, while it is negative in theMS
group. The difference in the cross-correlation between the fractional anisotropy
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and the perpendicular diffusivity is significant in a smaller part of the tract (at
around locations 0.4 to 0.8). The cross-correlation is more negative in the MS
group in this region. The cross-correlation between the parallel and perpendic-
ular diffusivities is somewhat similar between the two groups with the paral-
lel diffusivity at around location 0.2 being more positively-correlated with the
overall perpendicular diffusivity in the MS group.
2.3 Case Status Prediction for DTI Data
In this section, we demonstrate an application of the prediction introduced in
Section 1.3.4 to predict subjects’ case status. We introduce ameasure that utilizes
the difference in both of the marginal distributions and the correlation structure
between the two groups we found in the previous section. For each subject
with unknown case status, we use the parallel and perpendicular diffusivities to
obtain two predictions for the fractional anisotropy using 2 sets of parameters:
one for the MS group and the other for the control group. If this subject is a
MS patient, the prediction using the MS parameters should be more similar to
the real observed curve than the prediction using the control parameters. One
possible criterion for measuring the similarity between curves is to compare the
areas between each predicted curve and the observed curve. The prediction can
be similarly applied to the parallel and perpendicular diffusivities.
We studied the discriminating power of our prediction using a leave-one-out
analysis. To predict case status for subject i, we obtained estimates for marginal
and dependence parameters using all of the subjects but subject i. Then we
performed prediction of an outcome using the other two outcomes as explained
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in Section 1.3.4 to subject i using the obtained parameter estimates for MS and
control groups. Let Areai;control;p and Areai;MS;p denote the areas between the
observed outcome p of subject i and the predicted outcome p for subject i using
the control and MS parameters, respectively. To predict the case status, we use
a test statistic
Ti;p = Areai;control;p  Areai;MS;p;
and classify this subject to be MS patient if Ti;p  p for some threshold value
p. Figure 2.6 depicts receiver operating characteristic curves as the thresh-
old values vary using predicted curves for each of the 3 outcomes: fractional
anisotropy, parallel diffusivity and perpendicular diffusivity. The vertical axis
shows the true positive rate which is the proportion of MS patients that are cor-
rectly classified, and the horizontal axis shows the false positive rate which is the
proportion of healthy subjects that are incorrectly classified. The ROC curves
and their confidence intervals were produced by the R package pROC (Robin
et al., 2011). The 95% confidence intervals were computed using 10000 stratified
bootstrap replicates. The gray horizontal lines show the confidence intervals for
the false positive rates conditioning on the true positive rates, and vice versa for
the vertical lines. The confidence intervals lie almost entirely above the 45 line,
which indicates that the differences in correlation structure between the control
and MS groups have statistically significant predictive power.
2.4 Discussion
In this chapter, we applied the copula-based approach introduced in the previ-
ous chapter to the three outcomes from the DTI study. We were able to identify
the differences in the pointwise marginal distributions between the control and
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Figure 2.6: Receiver operating characteristic curves for case status predic-
tion using the predicted fractional anisotropy, parallel diffusiv-
ity and perpendicular diffusivity.
MS groups. The mean of fractional anisotropy for the MS group is lower than
the control group, while the means of parallel and perpendicular diffusivities
for the MS group are higher than the control group. This is as expected due
to the loss of myelin surrounding the white matter tracts in MS patients. The
marginal variances for all of the three outcomes for the MS group are higher
than those of the control group. The skewness seems to be statistically signifi-
cantly different between the two groups only for the parallel diffusivity.
Our dependence structure study shows that the correlations within the same
outcome are not different between the two groups, while the cross correlation
between outcomes, especially between the parallel diffusivity and fractional
anisotropy, are different. We used the differencewe found in themarginal distri-
butions and cross-correlations between outcomes to derive a measure to predict
MS case status for patients. ROC curves show that the measure we derived is
predictive of MS status.
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CHAPTER 3
DIFFUSION TENSOR IMAGING STUDY IN LONGITUDINAL SETTINGS
3.1 Introduction
In the past chapters, the focus of the study is on identifying the difference of the
diffusion tensor imaging (DTI) scan between multiple sclerosis (MS) patients
and healthy controls. This includes both the pointwise marginal distribution
of the DTI outcomes and the correlation across different outcomes. The three
outcomes we have considered are fractional anisotropy, parallel diffusivity and
perpendicular diffusivity which measure water diffusion in different directions
as explained in Section 2.1. In this chapter, our focus is shifted toward under-
standing how the DTI outcomes of MS patients change over time. We consider
the DTI data from 162 MS subjects. These are the same MS subjects we consider
in Chapter 2. While the data we considered earlier contains only data from the
first visit, the data considered in this chapter includes the outcomes from mul-
tiple visits of these patients. The number of visits for each subject varying from
1 to 8. The total number of observations is 421.
There have been studies on longitudinal DTI data. Some examples are Gold-
smith et al. (2012) and Greven et al. (2010). Goldsmith et al. (2012) studied
the relation between cognitive disability in MS patients by incorporating DTI
tractography measurement from multiple visits as functional covariates in a
longitudinal penalized functional regression setting. Greven et al. (2010) de-
veloped a longitudinal functional principal component analysis approach to
decompose the longitudinal DTI data into a time-dependent population aver-
age, baseline subject-specific variability, longitudinal subject-specific variability,
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subject/visit-specific variability and measurement error.
Let Yi(t;Ti j) denote the data from an outcome, which can be fractional
anisotropy, parallel diffusivity or perpendicular diffusivity of subject i observed
at time Ti j at tract location t. Since the distribution of the data should depend
on the time between visits instead of the order of the visits, instead of using j as
the index for the visits of each subject, we use j as the count of 3-month inter-
vals since the subject’s first visit. In our DTI data, j can range from 0 to 17. As
a result, we can shorten the notation Yi(t;Ti j) to Yi j(t). Here j is rounded to the
closest integer.
Similar to Chapters 1 and 2, we use a copula approach to model the marginal
distributions and the dependence structure separately. The difference in the first
step here is that we allow the marginal mean functions to vary between visits.
That is, Yi(t;Ti j) can be written as
Yi j(t) =  j(t) + (t)G 1
n
Ui j(t);(t)
o
(3.1)
Here,  j(t) are the marginal mean functions which can vary across j. (t) and
(t) are the marginal standard deviation and shape parameter functions, respec-
tively, which are assumed to be common across j. Here G can be, for example,
a skew-normal or a skew-t distribution, with mean 0 and standard deviation 1.
This model seems to assume that each subject starts visits at the same point in
the disease process which is not the case in our DTI data. However, when we
model the copula, the transformed process, which is a function of Ui j(t), will
be decomposed. The first random component is subject-specific, which should
capture the variation across subjects prior to their first visit.
We proceed the marginal parameter estimation step similarly to the previ-
ous chapters. First, the maximum likelihood estimation is used at each location
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t to obtain undersmoothed estimates for  j(t), (t) and (t). Then, these un-
dersmoothed estimates are smoothed further using one-dimensional penalized
splines for (t) and (t), and two-dimensional penalized splines for  j(t). Af-
ter the estimates b j(t), b(t) and b(t) for  j(t), (t) and (t) are computed, the
observed data Yi j(t) can be transformed as
Ri j(t) = F 1t
"
G
(
Yi j(t)   b j(t)b(t) ;b(t)
)#
(3.2)
where Ft is the CDF of Ri j(t). In the DTI study, we assume a Gaussian cop-
ula; that is F 1t is the CDF of standard normal distribution. We apply a model
for modeling spatially correlated multilevel functional data proposed by Staicu
et al. (2010) to model the transformed processes Ri j(t). The key idea to estimate
the correlation of Ri j(t) is to decompose the data into 1) subject-specific part,
2) second-level visit-specific deviation from the subject-specific mean, and 3)
noise.
In Section 3.2, we explain the estimation for the marginal parameters and the
estimation for each component of Ri j(t). In Section 3.3, we present results from
DTI data. This chapter concludes with discussion in Section 3.4
3.2 Estimation Methods
Let Yi j(t;Ti j) denote the data of an outcome of subject i, i = 1; 2; : : : ;N observed at
location t and at time Ti j. To simplify the notation, assume that all subjects have
common observed time T1; : : : ; TJ; hence we can shorten the notation Yi j(t;Ti j)
to Yi j(t). Our DTI data doesn’t have common observed time; however, the com-
putation for the case of different observed time can be easily generalized. Us-
ing the copula approach, as explained in Section 1.2, we can write Yi j(t) as in
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equation (3.1). In Section 3.2.1, we explain the estimation of the marginal pa-
rameter functions. The standard deviation and shape parameter functions can
be generalized to vary across j when appropriate, as long as the number of ob-
servations is adequate. The methodology we present for  j(t) inSection 3.2.1 can
be easily applied to (t) and (t). Caution should be taken when the skew t
distribution is used as the shape parameter depends on the degree of freedom
for which the estimation is highly sensitive especially in the case of small num-
ber of observations. Once the estimates
nb j(t) : j = 1; 2; : : : ; Jo, b(t) and b(t) forn
 j(t) : j = 1; 2; : : : ; J
o
, (t) and (t) are obtained, the data Yi j(t) are transformed
using equation (3.1). The first part of this section explains the estimation for the
marginal parameters. The second part presents the estimation for each compo-
nent of Ri j(t).
3.2.1 Marginal Parameter Estimation
The estimation for the marginal parameters is done in 2 steps, similar to Sec-
tion 1.2.1. In the first step, undersmoothed estimates for these parameters are
obtained; then the estimates are smoothed further in the second step to obtain
the final estimates.
For simplicity, suppose the data are observed on a common dense grid of
points tik = tk for all i; j and k = 1; 2; : : : ;m. We first obtain undersmoothed
estimates e(t) and e(t) for (t) and (t) by maximizing the pointwise likelihood
function for each point tk
NX
i=1
log
"
g
(
Yi(tk)    j(tk)
(tk)
)
;(tk)
#
  logf(tk)g (3.3)
where g(y;) = @G(y;)=@y is the density function corresponding to the distribu-
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tion functionG. WhenG is assumed to be a skew normal or skew-t distribution,
the estimates e j(t), e(t) and e(t) can be computed using the functions sn.mle
or st.mle from R package sn (Azzalini, 2011). Note that usually in this step, in
addition to e(t) and e(t), we also obtain estimates fore j(t) which we will ignore
and consider only e(t) and e(t). After e(t) and e(t) are obtained, we calculate
the pointwise maximum likelihood estimatese j(t) for each j by maximizing
NX
i=1
log
"
g
(
Yi(tk)    j(tk)e(tk)
)
;e(tk)#   logfe(tk)g: (3.4)
When a skew t or skew normal distribution is assumed, the functions dst and
dsn from R package sn (Azzalini, 2011) can be used to compute the density
function g, aiding in the maximization step.
Now the undersmoothed estimates
ne j(t) : j = 1; 2; : : : ; Jo, e(t) and e(t) can
be smoothed further. This step is done for e(t) and e(t) using one-dimensional
penalized spline as in step 2 of Section 1.2.1 to obtain the final estimatesb(t) and
b(t)
The smoothing of
ne j(t)o j=1;2;:::;J is done using two-dimensional thin-plate
splines. Let stack e j(t) across j and call the resulting function of t and j e. The
goal is to findb that minimizes
kˆ   ˜k2 + Jm(ˆ) (3.5)
where
Jm(ˆ) =
Z Z X
1+2=m
m!
1!2!
 
@mb
@t1@ j2
!2
dtd j (3.6)
with m > 1. See Duchon (1975, 1976, 1977) and Meinguet (1979) for theoreti-
cal foundations for the thin-plate spline. Wahba (1990) and Green and Silver-
man (1994) provide further explanation about thin-plate splines. Additional
details about low-rank thin-plate regression splines (TPRS), which are low-rank
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approximations of thin-plate splines, can be found in Wood (2003). Some of
R functions that provide thin-plate spline fitting are function Tps in package
fields (Furrer, Nychka, and Sain, 2013) and function gam (which computes a
TPRS) in package mgcv (Wood, 2006). Tensor product splines can also be used to
fit the marginal mean functions and can also be computed using function gam.
After the smoothing step, we now obtain the final estimates for the marginal
parameters.
3.2.2 Estimation of the Dependence Structure
In this study, we assume a Gaussian copula. The data is transform using the
estimates from the previous section as
Ri j(t) =  1
"
G
(
Yi j(t)  b j(t)b(t) ;b(t)
)#
(3.7)
where  is the cumulative distribution function of the standard normal distri-
bution, and G is as in the previous section. As explained in Section 3.1, we can
decompose Ri j(t) as
Ri j(t) = Vi(t) + Qi j(t) + i j(t); (3.8)
where Vi(t) is the subject-specific part, Qi j(t) is the second-level visit-specific de-
viation from the subject-specific mean and i j(t) are white noise processes. We
assume that each process is Gaussian and has zeromean. Note that Qi j(t) are cor-
related across j and t. Modeling Qi j(t) directly would create a large-dimensional
problem. To reduce the model complexity, we further decompose Qi j(t) into 2
parts
1. the part that depends only on the tract location t, and exhibits no between-
visit correlationWi j(t), and
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2. the part that depends only on the visit time j and exhibits between-visit
correlation S i j.
This is a standard technique in multilevel model. We can rewrite Ri j(t) as
Ri j(t) = Vi(t) +Wi j(t) + S i j + i j(t): (3.9)
Wi j(t) and S i j are assumed to be Gaussian. In this section, we apply the
method for modeling spatially correlated multilevel functional data introduced
by Staicu et al. (2010) to estimate each component of Ri j(t). We make the follow-
ing assumptions:
1. Vi andWi j are square integrable, independent over i and jwithmean 0 and
some specific covariance functions.
2. S i =
n
S i j : j = 1; 2; : : :
o
is a second order stationary process with autoco-
variance function decreasing to zero. Let s() and s() denote the auto-
covariance and autocorrelation functions of S i. Let  be a threshold such
that S () is negligible for   .
3. Vi Wi j and i j are mutually independent.
The processes Vi and Wi j have a unique representation, provided that there
are no ties among their eigenfunctions,
Vi(t) =
1X
k1=1
i;k1
(1)
k1
(t) and Wi j(t) =
1X
k2=1
i j;k2
(2)
k2
(t) (3.10)
where the random coefficients ik1 and i jk2 are given by
ik1 =
Z
Vi(t)
(1)
k1
(t)dt; uncorrelated across k1; (3.11)
i jk2 =
Z
Wi j(t)
(2)
k2
(t)dt; uncorrelated across k2; (3.12)
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and (1)k1 (t) and 
(2)
k2
(t) are eigenfunctions of KV(t; s) = Cov(Vi(t);Vi(s)) and
KW(t; s) = Cov(Wi j(t);Wi j(s)), respectively (Levy, 2008). We also have that
var(ik1) = 
(1)
k1
, the eigenvalues of KV , and var(i jk2) = 
(2)
k2
, the eigenvalues of
KW . Since Vi and Wi j are independent,

ik1 : k1 = 1; 2; : : :
	
are uncorrelated withn
i jk2 : k2 = 1; 2; : : :
o
. We estimate Vi and Wi j using finite truncation
Vi(t) =
K1X
k1=1
i;k1
(1)
k1
(t) and Wi j(t) =
K2X
k2=1
i j;k2
(2)
k2
(t); (3.13)
where the numbers of components K1 and K2 need to be determined.
The following are the steps for the calculation for each component of Ri j(t)
1. Estimate autocovariance function of S i, S ().
2. Estimate covariance operators KV(t; s) and KW(t; s).
3. Obtain the estimated eigenvalues and eigenfunctions of KV and KW .
4. Estimate the principal component scores

ik1 : k1 = 1; 2; : : :
	
and
n
i jk2 : k2 = 1; 2; : : :
o
.
5. Estimate 2
First, we estimate S () for   0. Consider visit times j1 and j2 that are 
apart; that is  = j j1   j2j. The between-visit covariance is
KRB(t; s;) = Cov
n
Ri j1(t);Ri j2(s)
o
(3.14)
= KV(t; s) + S () (3.15)
Define
KRW(t; s;) =
1
2
Cov
n
Ri j1(t)   Ri j2(t);Ri j1(s)   Ri j2(s)
o
(3.16)
which can be shown to equal to
KW(t; s) + 2S   S () + 2ts (3.17)
41
where 2S = 
S (0), 2 is the variance of white noise i j(t), and ts is 1 if t = s and
0 otherwise. KRW(t; s;) will be estimated using method of moments, and 
S ()
can be estimated using
S ()  S ()   S () = KRW(t; s;)   KRW(t; s;): (3.18)
The value of  can be specified by experts in the field. In our DTI study, we
restrict the range of possible  to be relative large to be safe and use crossvali-
dation to choose .
First, consider the case  < . KRW(t; s;) is estimated by
KˆRW(t; s;) =
1
2
P
i; j
P
j, j0 w j j0()
n
Ri j(t)   Ri j0(t)
o n
Ri j(s)   Ri j0(s)
oP
i; j
P
j0, j w j j0()
(3.19)
where w j j0() equal 1 if j j   j0j 2 f   w; : : : ;   1;; + 1; : : : ; + wg, and 0
otherwise. The width w can be selected using crossvalidation.
For the case   , KRW(t; s;) is estimated by
KˆRW(t; s;) =
1
2jN()j
X
i; j
X
j0:j j0  jj
n
Ri j(t)   Ri j0(t)
o n
Ri j(s)   Ri j0(s)
o
(3.20)
where N() = f(i; j; j0) : j j   j0j  g. Note that the right hand size doesn’t
depend on . Now we use equation (3.18) and average over (t; s) to have
ˆS () =
1
j(t; s) : t  sj
X
t
X
ts
n
KˆRW(t; s;
)   KˆRW(t; s;)
o
: (3.21)
The next step is to estimate the covariance operators KV and KW . Again, the
method of moments estimator is used to get the estimate for the total covariance
KR(t; s) = Cov

Ri j(t);Ri j(s)

,
KˆR(t; s) =
P
i
P
j
n
Ri j(t)   R¯i(t)
o n
Ri j(s)   R¯i(s)
oP
i
P
j 1
(3.22)
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and
KˆV(t; s) = KˆR(t; s)   1
2jN()j
X
i; j
X
j0:j j0  jj
n
Ri j(t)   Ri j0(t)
o n
Ri j(s)   Ri j0(s)
o
: (3.23)
By using equation (3.17), we can estimate KW(t; s) by
KˆW(t; s) =
1
2jN()j
X
i; j
X
j0:j j0  jj
n
Ri j(t)   Ri j0(t)
o n
Ri j(s)   Ri j0(s)
o
  ˆ2S ; for t , s:
(3.24)
To avoid the nugget effect due to the white noise terms, KˆW(t; s) for t = s is
obtained by performing thin-plate spline smoothing on KˆW(t; s), t , s obtained
from the last equation. This approach was proposed by Staniswalis and Lee
(1998).
We can apply spectral decomposition to obtain estimated eigenvalues and
eigenfunctions for KV and KW . See Staicu et al. (2010) for details on various
methods to select the numbers of components K1 and K2. Some examples of
possible methods are choosing the numbers of the components such that the
percent explained variance is higher than a specified threshold, or choosing
them using a likelihood ratio test. The estimated principal component compo-
nent scores are computed using best linear unbias prediction (BLUP). Plugging
in Vi(t) and Wi j(t) in equation (3.13) to equation (3.9), we obtain a linear mixed
model with no fixed effects, where the random effects are the principal com-
ponent scores for Vi and Wi j and
n
S i j
o
. These random effects can be estimated
using Henderson’s mixed model equation (Henderson, 1950). For derivation
and discussion of BLUP in linear mixed model, see Robinson (1991). Finally, we
estimate 2 by
ˆ2 =
Z n
LˆW(t; t)   KˆW(t; t)   ˆS (0)
o
dt (3.25)
where LˆW(t; t) is KˆRW(t; s;
) computed at t = s.
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3.3 Longitudinal DTI Results
This section presents result from an analysis of parallel diffusivity (ParD) from
162 MS patients observed across 93 tract locations t, using the methodology
presented in the previous section. The tract distance is normalized to [0,1]. The
visit time j are in the unit of three-month intervals counting from the first visit.
Here, we have data from j = 0 to j = 17. Table 3.1 shows the number of obser-
vations for each j. We assumed skew t distribution and used function st.mle
in R package sn to obtain the maximum likelihood estimates as explained in
Section 3.2.1. The estimated degree of freedom is 5.96. The undersmoothed es-
timates e(t) and e(t) for the standard deviation and shape parameter functions
are smoothed further using function gam in R package mgcv. The smoothing
parameters are selected using GCV. For the mean function estimates e j(t), we
fitted a tensor product spline using function gam in R package mgcv instead of
a thin-plate spline, as a thin-plate spline smooths the same amount in both di-
rections which is not appropriate in this application. We placed knots at the 9
visit times j that have the highest number of observations. Table 3.1 displays
the number of observations for each j. We used 15 equally spaced knots for t.
Table 3.1: The number of observations for each visit time j
j 0 1 2 3 4 5 6 7 8
number of observations 162 14 44 10 73 18 12 5 25
j 9 10 11 12 13 14 15 16 17
number of observations 16 4 4 9 12 4 3 3 3
Figure 3.1 displays the final estimates for the mean functions after tensor
product spline smoothing. The mean functions fluctuate the most at locations
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Figure 3.1: Estimated marginal mean functions.
0.6 to 0.9, and seem to show a little bit of trend to increase over time. Note that
there are small number of observations beyond j = 14. Figure 3.2 shows the fi-
nal estimates for the variance and skewness (which depends on both the shape
parameters and the degree of freedom) functions. The estimated variance func-
tion is almost identical to the one in Figure 2.1 in the previous section, which
includes only the data from first visit. The estimated skewness function is sim-
ilar to the one in Figure 2.1 except for locations 0.2 to 0.4. The skewness in this
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Figure 3.2: Estimated marginal variance and skewness functions.
range seems to be slightly higher here.
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Figure 3.3: Estimated autocorrelation function of S .
The data was transformed using equation (3.1) and decomposed as in equa-
tion (3.9). Figure 3.3 shows the estimated autocorrelation of S i in black dots.
The black line shows the estimated autocorrelation function after positive-
semidefinite adjustment. The adjustment was done using the R function
nearPD in package Matrix (Bates and Maechler, 2013), which implements an
algorithm based on an alternating projection method introduced by Higham
(2002). The estimated variance of S i,bS (0) is 0.22. The threshold  we selected
from using crossvalidation is 16 and the width w is 1. The autocorrelation func-
tion significantly drops at lag 11 but doesn’t drop below 0.2 until lag 15. Since 
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is very close to 17 which is the largest lag we have in our data, we recommend
that this step should be carefully investigated when the observed data is avail-
able for larger range of time. The residual plots we present later in this chapter
suggest that our result is adequate for this data.
Table 3.2: Estimated eigenvalues at subject-specific and visit-specific levels
subject-specific (V) visit-specific (W)
comp 1 2 3 4 5 6 1 2 3
eigenvalues 10.43 1.27 1.03 0.59 0.47 0.32 25.41 6.08 3.20
% variation 64.7 7.9 6.4 3.7 2.9 2.0 71.5 17.1 9.0
cumulative % variation 64.7 72.5 78.9 82.6 85.5 87.5 71.5 88.6 97.5
The likelihood ratio test selected K1 = 17 and K2 = 8. Table 3.2 provides
some of the estimated eigenvalues for V (subject level) andW (visit level). These
values indicate that the variability at the visit-level is about 2.5 times of the
variability at the subject level.
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Figure 3.4: Estimated eigenfunctions of V .
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Figure 3.5: Estimated eigenfunctions of W .
At the subject-specific level, the first component explains about 65% of the
variability. The first 12 components explain about 96% of the variability. At the
visit-specific level, the first component explains about 71% of the variability and
the first 3 components explain over 97% of the variability. Figures 3.4 and 3.5
display the first 12 and 4 eigenfunctions for V and W, respectively. The gray
lines are the estimated eigenfunctions from the spectral decomposition. The
black lines are the estimated eigenfunctions after penalized spline fitting using
function gam in R package mgcv. None of the components 6-12 of V explains a
lot of the variability, and their corresponding estimated eigenfunctions are close
to a zero horizontal straight line. This is probably due to the variability of V is
more difficult to capture than that of W in this data set.
Figure 3.6 shows the boxplots for the estimated functional principal compo-
nent scores of V and W (for j = 0), respectively. Figure 3.7 displays the plots
of covariance of V and W. The variance of V is highest at locations close to 0.1,
while the variance of W is highest at locations close to 0.9.
Figure 3.8 shows a plot of sample correlation of all the residuals, where the
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Figure 3.6: Estimated functional principal component scores of V and W
( j = 0) .
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Figure 3.7: Estimated covariances of V and W .
residualsbi j are computed as
bi j = Ri j(t)   K1X
k1=1
ˆi;k1 ˆ
(1)
k1
(t)  
K2X
k2=1
ˆi j;k2 ˆ
(2)
k2
(t)   Sˆ i j (3.26)
where all the random components are estimated using BLUP. The corrrelation
seems to be close to 0 in most region except for the part close to the diagonal,
indicating that our model captures the correlation between tract locations that
are not too close quite well, but not between the locations that are less than
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Figure 3.8: Correlation of all residuals.
about 0.1 units apart. One possible remedy for this problem is to smooth the
transformed processes Ri j(t) before decomposing them.
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Figure 3.9: Cross-correlation of residuals from different visits.
We look at the residuals in more details in Figure 3.9 which shows the cross-
correlation between residuals from different j. The first plot shows the cross-
correlation between j = 0 and j = 2. The plot shows high correlation in small
areas at both ends of the diagonal, indicating a problem of capturing correlation
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between locations that are close together at the two ends of the tract. The pattern
is less apparent in the second plot for the cross-correlation of residuals from
j = 0 and j = 4. There doesn’t seem to be any pattern in the last plot which
shows the cross-correlation of residuals from j = 0 and j = 8. The first plot in
Figure 3.9 suggests that it might be useful to split the tract to 3 segments, left,
middle and right, and allow Wi j(t) to have different covariance structure for t
in different segments. This would increase the complexity of the model and is
possibly doable when the data set is fairly large.
3.4 Discussion
We found that the mean of parallel diffusivity in MS patients tend to increase
over time. There is not much change in the variance and skewness estimates
when we included data from multiple visits. From our copula modeling, we
found that the autocorrelation doesn’t drop below 0.2 until lag 15, suggesting
the persistence of autocorrelation over long period of time of the parallel diffu-
sivity. The variance of the second-level visit-specific that depends on the tract
location Wi j(t) is about 2.5 times of that of the first level subject-specific Vi(t).
This indicate that the variation across visits is higher than the variation across
subjects, and the latter can possibly be more difficult to model in this DTI appli-
cation.
We found that our model has problems capturing the correlation between
the tract locations that are very close together. One possible solution is to
smooth the transformed process before proceeding with the copula modeling.
Also, as a larger data set becomes available, it might be useful to split the tract
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into segments and allow the covariance structure to be different in different seg-
ments. Sufficiently large data set would also allow the degree of freedom pa-
rameter in the skew-t marginal distribution to vary across the tract locations,
and would possibly lead to better understanding of the change of DTI imaging
along the tract.
52
APPENDIX A
COMPUTATION FOR EM ALGORITHM
This appendix explains the detail for the EM algorithm used to estimate param-
eters 2p, p and .
A.1 The E-Step
Let E() denote the expectation given the observed data fRipg. The goal of this
step is to compute E(Zip), E(ZipZTip) and E
(Zip; Zip0). Suppose ZijRi  N (mi;Vi).
That is,
f (ZijRi) / exp
n
 (1=2)(Zi   mi)TV 1i (Zi   mi)
o
: (A.1)
Note that f (ZijRi) / f (Zi;Ri) and
f (Zi;Ri) / exp
26666664 12
8>><>>:X
p
1
2p

Rip   BpZip
T 
Rip   BpZip

+ ZTi 
 1Zi
9>>=>>;
37777775
/ exp
8>><>>: 12
0BBBBBB@X
p
1
2p
ZTip
T
pB
TBpZip + ZTi 
 1Zi
1CCCCCCA +X
p
1
2p
RTipBpZip
9>>=>>;
= exp
(
 1
2
ZTi (E
TE +  1)Zi + MiZi
)
; (A.2)
where
Mi =

1
2
1
RTi1B1
1
2
2
RTi2B2    12PR
T
iPBP

1Pp Kp ; (A.3)
E =
26666666666666666664
1
1
B1 0
: : :
0 1
P
BP
37777777777777777775
mPPp Kp
(A.4)
and  is the covariance matrix of Zi as defined in equation (1.9).
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Comparing the two expressions, we have that
Vi =

ETE +  1
 1
= V; (A.5)
mi = VTMTi = VM
T
i : (A.6)
Decompose the matrix V and vectors mi obtained from above as
V =
0BBBBBBBBBBBBBBBBBB@
V11    V1P
:::
: : :
:::
VP1    VPP
1CCCCCCCCCCCCCCCCCCA ;mi =
0BBBBBBBBBBBBBBBBBB@
mi1
:::
miP
1CCCCCCCCCCCCCCCCCCA : (A.7)
The dimension of Vpp0 and mip correspond to the dimension of Zip. The predic-
tions for Zip and their moments required by the EM algorithm are
E(Zip) = mip;
E(ZipZTip) = mipm
T
ip + Vpp;
E(ZipZTip0) = mipm
T
ip0 + Vpp0 : (A.8)
A.2 The M-Step
In the optimization, parameters 2p, p and  are updated in order. The values
of the parameters on the right hand side of the last equation in steps 1,2 and 3
are plugged in using their current values. The details are as follows.
Step 1: Update the estimates for 2p; p = 1; : : : ; P. We want to minimize
E
2666664 NX
i=1
(
m log(2p) +
1
2p

Rip   BpZip
T 
Rip   BpZip
)3777775 : (A.9)
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The expectation of the quadratic form can be written as
E

Rip   BpZip
T 
Rip   BpZip

= RTipRip   2RTipBpE(Zip) + E

ZTip
T
pB
TBpZip

= RTipRip   2RTipBpmip + tr
n
(TpB
TBp)E(ZipZTip)
o
= RTipRip   2RTipBpmip + tr
n
(TpB
TBp)(Vpp + mipmTip)
o
= RTipRip   2RTipBpmip + tr(mTipTpBTBpmip) + tr(BpVppTpBT )
= (Rip   Bpmip)T (Rip   Bpmip) + tr(BpVppTpBT ): (A.10)
So, we want to minimize
Nm log(2p) +
1
2p
NX
i=1
n
(Rip   Bpmip)T (Rip   Bpmip) + tr(BpVppTpBT )
o
: (A.11)
Hence, we update 2p by
b2p = 1Nm
NX
i=1
n
(Rip   Bpmip)T (Rip   Bpmip) + tr(BpVppTpBT )
o
; (A.12)
for each p = 1; : : : ; P.
Step 2: Update p, by updating each column pk sequentially. For each k, we
want to minimize
NX
i=1
E
0BBBBB@kRip  X
l,k
BplZipl   BpkZipkk2
1CCCCCA + 2ppTpk Z b00(t)b00(t)Tdtpk: (A.13)
Similar to the first step, the expression is minimized when
bpk = 8>><>>: NX
i=1
E(Z2ipk)B
TB + 2pp
Z
b00(t)b00(t)Tdt
9>>=>>;
 1

NX
i=1
BT
8>><>>:RipE(Zipk)  X
l,k
BplE(ZipkZipl)
9>>=>>; ; (A.14)
where E(Z2ipk), E
(Zipk) and E(ZipkZipl) are the (k; k) ; k  and (k; l)  element of
mipmTip + Vpp, mip and mipm
T
ip0 + Vpp0 , respectively.
55
Step 3: Update . We want to minimize
E
8>><>>: NX
i=1

log jj + ZTi  1Zi
9>>=>>; = NX
i=1
h
log jj + tr
n
 1(V + mimTi )
oi
: (A.15)
Since S =
P
i

V + mimTi

is positive-definite, there is a unique positive-definite
matrix S 1=2 such that S 1=2S 1=2 = S . Let W = S 1=2 1S 1=2. Then we want to mini-
mize
N log jj + tr(S 1) =  N log jW j + N log jS j + tr(W): (A.16)
The positive-definite W can be diagonalized to get the diagonal elements
1; : : : ; K , where K =
PP
p=1 Kp. What we finally want to minimize is
 NPKk=1 log k +PKk=1 k. The solution is k = N for all k. That is, W = NIK which
implies that  = S 1=2W 1S 1=2 = 1NS . Hence, in this step, we update  by
b = 1
N
S =
1
N
X
i
(V + mimTi ): (A.17)
Step 4: Orthogonalization and update of the covariance matrix. Suppose the
matrixb obtained in step 3 takes the form
b =
0BBBBBBBBBBBBBBBBBBBBBBBBBBB@
11 12    1P
21 22    2P
:::
:::
: : :
:::
P1 P2    PP
1CCCCCCCCCCCCCCCCCCCCCCCCCCCA
: (A.18)
Let bpppbTp = QpS pQTp be the eigenvalue decomposition in which Qp has or-
thogonal columns, and S p is diagonal with diagonal elements in a decreasing
order. We update bp by Qp and pp by S p. Since the updating in this step corre-
sponds to the transformation Zip  QTpbpZip, we update bCpp0 by QTpbppp0bTp0Qp0 .
The sign of each column of  is changed as necessary so that the elements with
the largest magnitude of each column are positive.
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