We consider the so-called Hopfield model for the electromagnetic field in a dielectric dispersive medium in a framework in which one allows a space-time dependence of microscopic parameters, aimed to a phenomenological description of a space-time varying dielectric perturbation induced by means of the Kerr effect. We discuss the analogue Hawking effect, by first analyzing the geometrical optics for the Hopfield model, and then by introducing a simplified model which has the bonus to avoid many difficulties which are involved in the full Hopfield model, still keeping the same dispersion relation. Amplitude calculations are indicated, and generalized Manley-Rowe identities are derived in a quantum scattering theory framework. Our main result is an analytical calculation of the spontaneous thermal emission in the single-branch case, which is provided non perturbatively for the first time in the framework of dielectric black holes. An universal mechanism for thermality between optical black holes and acoustic black holes is also pointed out.
I. INTRODUCTION
In the framework of analogue gravity, a very interesting possibility to check experimentally the existence of the analogue of Hawking radiation is represented by black holes in dielectric media. By taking into account in a very short summary the historical developments, we point out that there are several contributions to this topic, which was reassessed in a interesting framework in [1] and received a further impulse, especially on the experimental side, in [2] , grounded on [3, 4] , and then corroborated also by numerical simulations in [9] . Experimental results in [2] are controversial (see e.g. [5] [6] [7] [8] ). Subsequent studies involve both numerical and experimental situations. On the former side, an interesting 2D model where there is a sharp step behavior of the dielectric properties of the medium has been discussed in [10] [11] [12] , with numerical evaluations of the pair-production processes involved. Numerical but also analytical perturbative studies appeared in [13, 14] , where a smooth behavior of the refractive index was assumed, in the framework of a phenomenological model grounded on the UPPE approximation for the electromagnetic field, and thermality has been explored again in particular in [14] . The aforementioned studies contributed in a very important way to the comprehension of the physics at hand. In the present paper, our aim is to complement these studies on the analytical side, providing both a theoretical framework and analytical nonperturbative deduction of thermality which has been lacking up to now for dielectric black holes.
We consider the analogue Hawking effect in a dispersive dielectric medium in a nonperturbative framework. Our reference model is the covariant Hopfield model discussed in [15, 16] . In sec. II we start from a short discussion of the Hopfield model, which is our basic tool for analyzing conceptual issues which characterize the physics at hand. We then introduce a simplified model for dispersion, which is still covariant, but has the great advantage to be not involved in a constrained quantization procedure and also to be based on a couple of scalar fields (in place of a couple of vector fields). Its physical content is nontrivial, and can allow for a number of very interesting physical situations, which can be also experimentally tested. We stress that the full Hopfield model can also be exactly solved in the same physical situations, with the difference that it is much more difficult to be handled, both for the vectorial nature of the fields involved, and for their being constrained systems, as just discussed. We develop the scattering picture in order to point out the presence of pair creation from the vacuum. A derivation of the generalized Manley-Rowe identities in a full quantum context is provided. Then in sec. III we derive thermality in the limit of weak dispersion by matching asymptotic solutions with solutions obtained in the near horizon region, in strict analogy with calculations developed in [17, 18] . In sec. IV we discuss the problem of the nature of the horizon involved in the pair creation process. In sec. V we adapt our results to the case of multiple resonances in the dielectric medium. Then in sec. VI we summarize our main results. For the sake of completeness, we also provide some appendices. In appendix A we show that our model reproduces exactly the same dispersion relation as in the full electromagnetic case. Moreover, we show that, in line of principle, the model can be solved exactly, being reducible to a Gaussian path integral. In appendix B, some discussion of geometrical optics aspects is given. In appendix C we discuss some aspects of the scattering process in the Hawking case, and in appendix D, we also take into consideration naively the diabatic nature of the Hawking scattering process.
II. HOPFIELD MODEL REVISITED: THE ϕψ-MODEL AS A THEORETICAL BENCHMARK FOR THE ELECTROMAGNETIC CASE
The Hopfield model is aimed to the description of dielectric dispersive media, considered as transparent [19, 20] . The latter requirement can be relaxed, as e.g. in [21] [22] [23] . In particular, in [22] an interesting model including space-time variations of the susceptibility is provided. The original model can be described as follows:
We introduced in [15, 16] a full covariant 4D version of the Hopfield model, taking into account the requirements for a relativistic extension, which is apt for a simple discussion of physics in the comoving frame of a uniformly moving dielectric perturbation induced by means of the Kerr effect. Then, the covariant lagrangian density deduced in [16] is
In this model, we allow the microscopic parameters χ, ω 0 , g to depend on space-time variables. We notice that, as e.g. in the (non covariant) polariton model introduced in [21, 24] , where a space dependent coupling between the electromagnetic field and the polarization field is introduced, we have as well introduced a coupling g, which is a priori space-time dependent. The covariant quantization of the model has been pursued in [16] , and is a nontrivial task because of the gauge constraints implied by the model. See also [15] , where further analysis is presented in a perturbative framework. In order to look for our main goal, which is the Hawking effect in dielectric media, we simplify as possible the theoretical framework, as discussed in the following.
The electromagnetic lagrangian for the full Hopfield model is quite involved, and in order to test quantum effects is not so manageable. In order to gain insights into the real situation, and carry out analytical calculations as far as possible, we introduce a simplified model where the couple electromagnetic field -polarization field is simulated by a couple of scalar fields: ϕ, ψ in place of the electromagnetic field and of the polarization field respectively. The model we propose is constructed in such a way to maintain the same dispersion relation and to simulate the same coupling as in the real case. The model at hand is related to the 2D reduction of the Hopfield model which is adopted in [11] . We introduce
where χ plays the role of the dielectrical susceptibility, v µ is the four-velocity vector, ω 0 stays for the proper frequency of the medium, and g is a constant which plays the role of coupling constant between the fields. A priori, we could allow, in a phenomenological model aimed at describing the electromagnetic field, we can leave room for a space-time dependence of microscopic parameters like χ, ω 0 , g. Moreover, we can extend the model in such a way to include also N > 1 polarization fields ψ i , each one characterized by a different ω 0i , χ i , g i . We shall not use the latter freedom till the final sections of the paper, and focus our attention on the single-resonance model with just a single polarization field.
The equations of motion are (we omit space-time arguments):
Let G ψ be the Green function for ψ:
where δ stays for the Dirac delta function. Then, we get the following system:
which represent a simplified model equations set simulating dispersive effects in optics. It is also useful to introduce the Hamiltonian equations for the given model. In particular, we introduce the conjugate momenta
Then we calculate the Hamiltonian density H:
Let us also define h := dxH. Then we obtain
Of course, the following Poisson brackets hold true:
which will play a role in the quantization of the fields, as in the Hopfield model [16] .
A. Conserved scalar product
By following the same line of thought as in the electromagnetic case, we can show that the following (global) phase transformation
is a symmetry for the complexified Lagrangian
Noether's theorem implies that the following current:
is conserved: ∂ µ J µ = 0 along the solutions of the equations of motion. Then the charge
is conserved, and allows us to define a conserved scalar product. In particular, we obtain
This scalar product will be particularly important in the definition of the quantum states for the model at hand. The same scalar product can be obtained also as associated with the symplectic structure of the classical Hamiltonian equations. The starting point is still the complexified Lagrangian. One first defines
Then, we define
where the square matrix represent the symplectic form of standard Hamiltonian classical mechanics. Then, we can obtain the conserved scalar product as follows:
where · stays for the ordinary scalar product in R 4 , and
B. Separation of variables in the comoving frame for v =const
From the system (6,7) is not immediately evident that it is possible to separate variables in the comoving frame for v =const. As to the dependence on transversal spatial variables y, z, it is evident that separation of variables occurs. In the case of the time variable t, it is simply necessary to write the system (6,7) as a first order system in t; in other words, we have to re-write the aforementioned system of equations of motion in Hamiltonian form. Then we obtain the following Hamiltonian form of the system:
In a more concise form, we can write the previous equation as follows:
where Ψ := (ϕ, ψ, π ϕ , π ψ , ) T and where H is the matrix operator displayed in (30) . It is to be noted that H is formally self-adjoint in the scalar product <, > we have defined in the previous subsection. Indeed, it is not difficult to show that the hermitian conjugate of H, say H c = (ΩHΩ) † , has the same form as the operator H. Being H independent on t, it follows that one can find stationary solutions in the form
and separation of variables in t becomes evident. Notice that ω is a conserved quantity, and that this amounts to the following conservation in the lab frame
which was previously obtained in a perturbative approach and now is confirmed in an exact model. Note that this conservation is simply associated with the conservation of energy in the comoving frame.
C. Asymptotic behavior of solutions in the comoving frame for v =const
We consider in what follows the asymptotic behavior (in x) for simplicity in the case of the 2D model (in the 4D case, separation of variables also on transverse variables allows to show that it occurs only a little and not substantial modification of the calculations displayed below; see also [16] ). We work on stationary solutions, so we get the following second order system of ordinary differential equations:
Then, we associate with it a first order system by introducing
Then, if W (x) := (ψ(x), ϕ(x), p(x), q(x)) T , we obtain the following first order system:
where the 4 × 4 matrix operator K 4 (x) has the following structure:
0 2 , 1 2 are 2 × 2 matrices, the first one with all entries equal to zero, and the second one is the identity. As to A 2 , B 2 , we have
and
Let us write
where C is a constant matrix and R = R(x):
with
moreover,
Under the hypothesis
which physically can match very well the nature of travelling perturbation of δn, to be implemented by means of a suitable choice of the microscopic parameters g, ω 0 , χ, according to theorems in [27] , we can infer that, both as x → ∞ and as x → −∞, the asymptotic behavior of solutions is governed by the eigenvalues of C, which implies that the basis for the homogeneous case with g, ω 0 , χ asymptotically constants, is asymptotically a good scattering basis also for the perturbed problem. To be more precise: the asymptotic region solutions are a scattering basis, and, moreover, solutions of the full equations asymptotically behave as the asymptotic region solutions, which then represent a good scattering basis. Furthermore, we are interested in (localized) wave-packets, whose support is finite. This is relevant as far as we are concerned with the problem of defining particle and antiparticle states, as we show in the following.
D. Norm of the states and field quantization
The norm of the states is inherited by conserved scalar product:
Particle states correspond to positive norm states (which is a notion which remains invariant under Lorentz group), negative norm states correspond to antiparticles. This can be exemplified in the homogeneous case, i.e. in absence of the perturbation. Then, in the case of plane-wave solutions, it can be shown that
so that sgn ||Ψ|| 2 = sgn ω lab . This results matches well what happens in the electromagnetic case, and shows that particles in the lab are defined by the condition ω lab > 0. Then, in the comoving frame, we have that particle states are defined by the condition The monotone branch is G+, the nonmonotone one is G−. The dashed line divides antiparticle states (below it) and particle ones (above it). Two lines at ω =const and at −ω =const are also drawn, and relevant states introduced in the text are explicitly indicated.
ω > −vk. These conditions, due to the discussion in the previous subsection, should represent a good indication for particle and antiparticle states also for the full problem. This corroborates the common use of the asymptotic dispersion relation, to be indicated as (DR)-asymptotic in the following, in order to identify particle and antiparticle states. See figure 1. For example, in the Cauchy approximation
where n(0) is n(ω lab = 0), B is constant, and the Kerr effect indices the right-moving perturbation δn(x − vt), the (DR)-asymptotic displays three states on the same branch G − (cf. equation (74)) with the same ω in the comoving frame: the positive group velocity particle state, to be called IN, the negative group velocity particle state, to be called P, and a negative group velocity antiparticle state N * . It is also to be remarked that each state (ω, k) is conjugated to a state with (−ω, −k) (and then there is e.g. a state N which is the conjugate of N * ). See [13, 25] . There is also another branch G + (cf. equation (74)), which for the same ω displays only a single negative group velocity particle state B. Only the former branch G − is involved in the Hawking process.
Quantization follows the general lines we have found for the electromagnetic case [16] , with the important simplification associated with the absence of constraints, which makes easier and standard the treatment of the topic. In particular, in the comoving frame (which is static), we have
where N Ψ stays for a normalization factor, δ(dispersion relation) indicates that one considers solutions 'on shell', and U, V are positive norm solutions and negative norm solutions of the field equations. To be more specific, we also point out that we are interested in the following fields:
which represents the field asymptotically in the past: as t → −∞, and the corresponding asymptotic field in the future:
A single (rapid) transition from a region with a given set of parameters χ, g, ω 0 to a region with parameters χ , g , ω 0 is considered, and the above asymptotic field are interpolated by the field (52). Notice that the above quantization, in a two-dimensional model, on shell, can give rise both to an ω-representation, where only the integration in dω is left, and also to a k-representation, where the dispersion relation is used to leave only the integral in dk. In a four-dimensional model, the latter choice is to be preferred. In order to compute amplitudes for pair-creation, the strategy is the following. Let us expand in plane waves both the IN state and the P,N,B states emerging from the scattering process. Then, let us consider
where J x stays for the conserved current (20) , and the indexes N, IN indicate that one is considering the N-particle states and the IN-particle states respectively. Indeed, |N | 2 above is the ratio between the outgoing flux along x of negative energy particle states and the flux along x of ingoing particle states, where an infinitesimal surface element orthogonal to x has been simplified. |N | 2 coincides with the mean number per unit time and unit volume of created particles [26, 28, 29] . See also [30] . To this topic is devoted the following subsection.
E. Pair-creation amplitudes
We give a more systematic account of pair-creation amplitudes, which can be used both for analytical calculations and for numerical ones (see in the latter case results in [9, 13, 14] ). At first, we focus on the two-dimensional problem and we fix a scattering basis in the asymptotic regions. At fixed ω we have a number of states as x → −∞, which is equal to the number of intersections between the horizontal line ω =const and the asymptotic dispersion relation ω = f (k). Some of them can have positive group velocity v g > 0 (right moving), and some others can have v g < 0 (left moving). For frequencies and in situations where a blocking horizon is present, only the states belonging to the asymptotic region on the left (with δn = 0) are involved. In situations where blocking is absent or frequencies involved do not admit blocking, then also (transmitted) scattering states belonging to the asymptotic region on the right (with δn = 0) are involved. See also [11, 12] .
Some preliminary considerations are in order, concerning the Hawking effect. We shall discuss the scattering process involved in the Hawking effect for a white hole in this section, whereas in the following section thermality is discussed for a black hole. There is no contradiction, as white hole is the time-reversal of a black hole. Still, at the level of scattering, one has to investigate what happens. Time-reversal implies (ω, v) → (−ω, −v). We notice that the original Hopfield model, and also the one with varying χ, ω 0 , g, is invariant under time reversal, as is the Lagrangian of the model. As to the φψ-model we have introduced, equation of motion are invariant under time-reversal provided that g → −g. The latter freedom for the scalar model can be assumed without any problem, provided that the correct branch for the relation between microscopic parameters and macroscopic ones is chosen.
In general, we can expect to deal with several branches of the dispersion relation. In that case, it may be more useful to consider the asymptotic dispersion relations in the lab. An analogous reasonings leads to a number of states as x → ∞, for which again v g > 0 or v g < 0. A complete scattering basis is obtained by considering both a scattering with one initial right moving state, which can give rise to several reflected states and one transmitted state, and a scattering with one initial left moving state, with an analogous behavior. This is particularly important for the actual computation of the pair creation amplitude in the spontaneous emission case. Amplitudes can be calculated both in the traditional framework, by means of Bogoliubov transformations, or by means of the conservation of fluxes in the scattering process in the comoving frame. We adopt the latter frame, which is also more directly related to some previous works in literature [31] [32] [33] . We know that, in the comoving frame, there is a current J x which is conserved, as we have shown in the previous section. In particular, we can consider J x as a bilinear form:
where Ψ 1 , Ψ 2 is a couple of asymptotic plane wave solutions of the equations of motion. In the scattering '→', with a single initial state which is right moving, scattering solutions are denoted by Ψ → . An analogous definition is given for the scattering '←' and Ψ ← . Then we can obtain a number of 'wronskian relations' (WR), for example we can calculate
For definiteness, let us consider, for the case IN → P + N * + B + T , where T stays for a possible transmitted state, the following state:
where
are the usual scattering coefficients with the additional label → indicating that the initial state is right moving, and where W IN etc. are vector Fourier components of the plane wave which is considered. Then, (57) is of the following form:
Interference terms are washed out asymptotically in time, in the sense that separated 'photon packets' for the various modes are expected on long time scales (long with respect to the interaction time scale). This emerges from current conservation:
where 'left' and 'right' indicate states on the left and on the right of the step-like potential as x → −∞ and x → ∞ respectively. For well-separated packets, we also get
The above quantities have a sign which is determined by
where U is meant as a positive norm asymptotic solution; furthermore, we take into account that
i.e. the antiparticle state (negative norm) current is opposite to the corresponding particle state (positive norm) current. Cf. also [26] . Then, we define the following quantities:
It is not difficult to show that
where F (ω, k U ) is a positive kinematic coefficient which of course depends on the current structure. This analysis can be easily extended to the case of an arbitrary number of states (compatibly with the dispersion relation). It is also remarkable that, in the spontaneous case, we have to consider
where the sum has to be extended both to initial left-moving states and to initial right moving ones. This leads to the same particle creation amplitudes associated with (59).
As to the conservation of the fluxes, we recall that we could also define the Poynting vector for the theory at hand. It is easy to conclude that the same amplitudes as above would be obtained.
III. ANALYTICAL CALCULATIONS AND THERMALITY
We wish to set up an analytical approach allowing us to infer thermality for our model. Our reference works will be [17, 18] . Indeed, we also try to identify a common mechanism for thermality, including our model, and the general fluid model discussed in [18] , which is a generalization and a refinement of the seminal calculations by Corley [17] . The strategy is shared with the aforementioned calculations: WKB approximation is introduced at the level of the calculations for asymptotic states far from the horizon, and this expansion is matched with the near-horizon expansion, which is instead treated in Fourier space, in the approximation up to the linear order in x. It is not difficult to show that, under the hypothesis of not very strong gradient of the refractive index, one of the four asymptotic states (which belongs to the monotone branch of the dispersion relation) decouples and gives rise to a scattering phenomenon which is an almost negligible fraction of the dominant phenomenon represented by the Hawking effect. On the other hand, it is a consequence of the construction of the states in the near-horizon region that the states which match with the asymptotic states P and N (positive and negative norm states emerging from the scattering and lying on the non-monotone branch of the dispersion relation) are such that the ratio
where β h is the black hole temperature, i.e. it leads to the standard thermal spectrum as far as the fourth state is negligibly coupled (which means that |B| 2 is negligible).
We start from the asymptotic expansion.
A. WKB analysis
We consider our equations of motion. Instead of working in full generality, we take into account only the possibility to get g → g 0 + δg(x), where g 0 is constant. We could allow also a dependence on x of the susceptibility χ → χ 0 + δχ(x), as well as ω are constants, but this choice seems to represent an hindrance to a neat deduction of the Hawking effect, as we show in the following subsection. As a consequence, we avoid such a dependence, and justify this choice by recalling that our model is phenomenological: the travelling perturbation is introduced by means of inhomogeneities in the couplings of the model, which are chosen so that the refractive index displays the expected behaviour. What is important is the latter behaviour, and not the way the phenomenological model allows us to implement it. As a matter of facts, the model, as it is constructed, is able to reproduce a behaviour like n(x lab − vt lab , ω lab ) = n 0 (ω lab ) + δn(x lab − vt lab ), with the travelling perturbation described as independent on the dispersion, only in the limit of negligible dispersion [3] , when the Cauchy approximation holds true. Otherwise, such phenomenological behaviour cannot be approached by means of the Hopfield model, and its extension to the nonlinear regime would be required.
All considerations above in any case do not affect the zeroth order WKB approximation, which is obtained as follows. As in [17, 18] , one obtains ∂ t → iω. We adopt the following expansion:
Then we get the following zeroth order matrix by expanding in powers of :
As to the zeroth order, the mandatory vanishing of the determinant of M (0) amounts to
which is equivalent to the usual dispersion relation in the lab, apart for the dependence on space of the inhomogeneous terms. We obtain a polynomial of degree 4 in p 0 , to which we can associate four solutions, as expected. As to the amplitudes of φ, ψ, at the zeroth order the vanishing of the determinant implies that the amplitudes of the fields are proportional. Due to the intrinsic nature of our model, it makes sense to adopt the Cauchy approximation. As it is easy to understand, at this level there is no substantial difference between solutions one obtains as above and the solutions one can obtain from the two branches of the Cauchy approximation in a phenomenological model where the eikonal approximation is assumed. We assume that
i.e. we assume that p(x) is developable in series. Then, we consider the following perturbative solution ansatz, which is equivalent to the one adopted in [17, 18] :
which is equivalent to the ansatz ω pv. The two branches in the Cauchy approximation are
where G + = 0 corresponds to the monotone branch. From G − = 0, in the above perturbative ansatz, we obtain three solutions:
where we have purposefully introduced a notation which resembles the one in [17] , and indeed the modes we have found correspond to the modes identified therein. It can be noticed that asymptotically the norm of p + , p +s is positive, being ω + vp > 0, whereas the norm of p − is negative. Moreover, p ± are short wavelength states, and p +s is a long wavelength one. A fourth real solution emerges from G + = 0, and is the one which decouples from the spectrum in the approximation where a not too strong gradient in the refractive index occurs. The above solutions have to be matched with the ones which will be obtained in the near horizon region. With this aim, we investigate also the amplitude part of the WKB solutions. We need M (1) , which provides us the following equations for its imaginary part:
where we introduced:
Then we obtain
which are consistently proportional to p −1/2 as ω vp. We note that this implies that modes ±, whose momentum p ± is big, in the near horizon region where the WKB approximation still holds (in the so called linear region of [18] ) but not too near the horizon, where it breaks down, the amplitude goes as
which is also expected from the near horizon expansion.
B. Near horizon region analysis
For the region near the horizon x + which is such that n(x + ) = c/v, we proceed again by adopting the same ansatz as in [17, 18] . Our starting point is to Fourier transform the equations of motion, by keeping into account that x → i∂ p . The trick is a linearization in the neighborhood of the horizon x = 0:
In the following analysis, our guide is represented by the presence of a suitable branch cut in Fourier space which should allow us to pinpoint the origin of thermality. At first, we proceed by looking for a Fuchsian singularity as the one occurring at p = 0 also in [17, 18] . Our ansatz is that, given the universality in the Hawking effect in the nondispersive case, one should be able to find out a common origin of thermally also in the dispersive case. We show in the following that it is indeed possible to implement thermality according to our ansatz. As both our model and the ones in [17, 18] characterize a huge class of analogous systems, we conjecture that such a behaviour is a distinctive signal for the Hawking effect in analogous systems. Indeed, provided that a suitable matching exists with WKB solutions in the asymptotic region, the calculation of thermality can be associated with a (hyper-)local behaviour, in the sense that, once the aforementioned matching allows to find a relation between asymptotic WKB wavefunctions and local functions near the horizon, thermality can be calculated even locally. It is sufficient to compare |N | 2 /|P | 2 near the horizon to get the right behaviour. The aforementioned ansatz is interesting, in the sense that it is very selective on the way the phenomenological model should be related to the behaviour of microscopical parameters appearing in the Hopfield model. Indeed, in the latter one, we could allow the following dependence on x variable in the comoving frame of the dielectric perturbation:
The worst behaviour is obtained by the presence of a dependence on δχ(x), as it does not allow any Fuchsian structure and makes as hard as possible the problem of identifying the source of thermality. Even by considering only a first order equation arising from equation (84) (see below), it is not possible to identify a mechanism for thermality. So our choice is to factor out this behaviour. There is no problem, in our view, in this choice, as in any case the Hopfield model we are trying to adapt in order to match the phenomenological behavior is only an approximate model which should be more correctly described by a nonlinear version of quantum electrodynamics (as the dielectric perturbation arises from nonlinearities of the dielectric medium). Then we consider the correction δω 2 0 (x), which is interesting (indeed, it could be as well considered as arising from a linearization of the nonlinear polarization term P 4 one could add to the Lagrangian). Still, even if a Fuchsian structure can be identified, the roots of the indicial equation depend on ω 2 0 instead than on ω 2 , so that again thermality is not extracted from the model. The last possibility, which is to some extent an unexpected variant of the model, because it amounts to a variation of the plasma frequency, but at constant susceptibility χ, is at the very least satisfactory. Indeed, it not only provides us a good Fuchsian behavior with thermality, but it is also a good model at the level of a first order analysis. We also symmetrize the last term in the Lagrangian (2):
From the equations of motion we obtaiñ
Equations (83,85) lead in a natural way to a second order differential equation, which is better described in terms of the variable s and which displays a Fuchsian singularity for s = 0
whose indicial roots are
Then, near s = 0, the solutions behave as
We note that a similar Fuchsian singularity appears also in [17, 18] . As both the models characterize a huge class of analogous systems, we conjecture that such a behaviour is a distinctive signal for the Hawking effect in analogous systems. By comparing with the phenomenological dispersion relation G + G − = 0 in the Cauchy approximation (the latter approximation is the only one to be expected to provide a sensible match between the Hopfield model and the zeroth order assumption of non-dependence on ω of the dielectric perturbation δn(x)), we find
We assume χ > 0, g 0 > 0. In particular, we stress the following relation:
where the prime indicates the x-derivative and the above identity is considered at x = 0. Note that n = κ, which is not yet the surface gravity (because also of the sign to be taken into account).
Even if an almost satisfactory behaviour can be identified, there remain a problem: it is not possible to find out a solution for (85) in explicit form, so it is not clear how to prescribe the behaviour of the solutions. As a consequence, in the spirit of our above considerations, we turn to a first order analysis. This amounts to consider (85), whereφ is given by (83), and to neglect terms ∝ α 2 . The first order equation one obtains admits the following solution:
where the phase q(s) is
We aim to write the field ψ(t, x) as follows:
for a suitable path Γ in the complex plane. Our ansatz is the following: the contribution w(s) is not relevant in the saddle point approximation, in such a way that, keeping into account the contribution of the Fourier transform, the saddle points are determined by
In other terms, the relevant saddle points are the ones of the function
According to the saddle point approximation we have
where the sum is extended to the saddle points. From (97) we obtain
i.e.
where we have taken into account that α < 0. In particular, we get
where the case (a) refers to the outer region and (b) to the inner one. The large parameter in the saddle point approximation is the above parameter is manifestly large due to the smallness of B. Due to the strong analogy with [17, 18] case, we can adopt the same choice for circuits in the complex plane (the only difference being in using variable s instead of variable p). See Fig. 2 . Forbidden sectors in the complex s-plane are formally the same, albeit s cannot be too high because in our approximation ω 0 acts as ultraviolet cut-off s ω 0 . The case (b) above provides us modes with exponentially increasing/decreasing behaviour. The growing mode is not physically allowed, whereas the decreasing one is assumed to be defined along the curve Γ 0 passing through
1/2 and with asymptotes in the allowed regions in the lower s-plane. As to the branch point s = 0, we choose the associated branch cut along the positive (s) axis. The decreasing mode, in the saddle point approximation, is
where C 0 is a normalization constant and µ =const (the explicit expression is not interesting). The function f (x) is associated with the remaining dependence on x (it depends also on η). Modes with high momentum correspond to curves Γ ± , passing through ±( 2χ|α|g 0 γvω 0 1 c )|x| 1/2 , ending in the allowed region and flowing asymptotically near the branch cut (see figure) . Γ − flows from the allowed left region to the allowed region having the positive imaginary (s)-axis as asymptote. Γ + arises from the left of the aforementioned branch cut (asymptote) and ends in the right allowed region. We get
where C + is a (common) normalization constant and r ± indicates a pure phase function. The real 'thermal' characterization arises from the real exponential term, with exponent proportional to ω. In particular, thermality is related to the contribution
in the phase factor, by taking into account that log(s ± i ) → log |s| ± iπ as → 0.
One could wonder if this corresponds to a good temperature for our model, matching the one for the nondispersive model. The answer is positive, indeed
where the term in brackets is immediately realized to have the same form of the inverse of the nondispersive temperature. As it stands, the factor c v 1 n(0) is substantially equal to one, because the horizon condition n(0) + δn(x) = c/v implies, due to the smallness of δn, that n(0) ∼ c/v. Still, it is true that it is not an exact result. The model is imperfect, which is to be expected. It is interesting to point out that pair creation, in a thermal way, comes out because of the circuits suitably running around the branch point s = 0, which is also the threshold for defining particle (s > 0) and antiparticle (s < 0) states. There is a fourth circuit Γ b which is running around the branch cut. Its behavior can be inferred by analogy with [17, 18] .
Near the horizon, for ω → 0 (cf. [17, 18] ), the contribution to the amplitude arising from the saddle points is order of 1/ √ s, i.e. x −1/4 , which matches the WKB result in the same order of approximation. Of course, one has to keep into account if sign(x) is positive or negative (i.e. if the mode is in the inner part or in the outer part of the horizon). In the inner region, there is an evident decreasing exponential factor which tames the modes, as in [17, 18] . In particular, we are interested in the large p modes, which amount to modes p ± in the WKB approximation. These modes are involved with Γ ± which give rise to the well-known thermality factor, with temperature
We could proceed as in Corley and CPF for getting this result, or we can adopt a simpler ansatz, which is grounded on the nature of modes p ± to be associated with positive and negative norm states with an 'ultraviolet' momentum. They correspond to P and N modes respectively, and, as far as the fourth mode B is weakly coupled to the scattering, thermality can be inferred simply by the behavior of the ratio
where T H is given by (110).
IV. EXPANSION POINT: WHICH KIND OF HORIZON DO WE NEED?
We have assumed, up to now, to work with the nondispersive (geometrical) horizon NDH as expansion point where the near horizon analysis is carried out. As a matter of facts, this choice is not the only one. Indeed, we could as well choose two other horizons: the group horizon GH and the phase horizon PH, which are defined respectively as the blocking horizon for propagating waves at a given frequency in the comoving frame (the point where the group velocity of the wave packet vanishes), and the locus where the phase velocity of the waves composing the wave packet vanishes. From a physical point of view, at first sight, there is no doubt that GH is more attractive and meaningful than the PH, and should play the role of NDH in the dispersive case, as it results in the optical case in [14] , where GH is referred to as 'blocking horizon'. Pure thermality of the spectrum is supposed to rely on the presence of a GH. Still, we wish to consider both concepts, as they could play a role which is not yet made as evident from our previous calculations.
In our analysis in subsection III B the horizon is at a generic locus called horizon and shifted to x = 0, where only at the end of calculations our microscopic parameters are transformed into the macroscopic ones. Equation (109) remains unaltered, and changes occurs only at the level of the subsequent approximation for the factor c v 1 n(0) . It is still true that it is substantially equal to one, because n(0) ∼ c/v. Corrections in the temperature appear, depending on ω in the GH case, and on k 0 in the PH case. In particular, one finds
provided that in the former case 1 in the latter case and ζ B is given by equation (B7). No modifications in the saddle point approximation and in the choice of the paths appears, as quantities appearing in the calculations, like κ, do not depend on s (they can depend on ω or on k 0 , which are fixed parameters).
V. MULTI-RESONANCES CASE FOR THE HOPFIELD MODEL
We discuss shortly in this section how to modify the model in order to take into account several resonances ω 01 < ω 02 < . . . < ω 0N . We introduce
where N polarization fields ψ i appear, as well as N a priori different ω 0i , χ i , g i . As a consequence, in the homogeneous case we get
It is rather simple to manage expressions like
This allows to find expressions to the desired order of approximation for any value of s. The only warning is represented by the regions in a strict neighbourhood of the resonances themselves. Such regions cannot be described through the Hopfield model in the present simplified version, because there takes place a large absorption by the dielectric medium, whose dissipative aspects require a special care. We simply limit ourselves to neglect these regions, deserving their study to more complete models. As to the Hawking effect in dielectric media, we point out that the near horizon analysis does not introduces any new interesting features: indeed, the only Fuchsian term in a second order expansion, or the only logarithmic branch point in a first order expansion still occur at s = 0. E.g. with reference to the former expansion, and limiting ourselves to a two-resonance (N = 2) model, one finds
where α i amounts to the derivative of g i , in a straightforward generalization of previous . Microscopic parameters are related to macroscopic ones as follows in the region s < ω 01 :
We also get the following relation:
A first order expansion in α 1 , α 2 , allows to recover a phase term related to thermality of the form
it is easy to show that, thanks to (121), one is able to recover again (109). It is evident that the model is more involved, and is remarkable that there is the possibility to have more complex scattering processes, as it is evident also by inspection of the dispersion relation. In particular, there are processes which involve both the lower branch and the upper one, and which are candidated to be Hawking-like. For example, a process IN → P + N * is possible, where N * belongs to the lower branch and P , IN to the upper one (see Fig. 3 ). We shall consider details in a future publication, and limit ourselves to observe that in the latter case IN is a higher energy and momentum state than P , and then, whichever nature one would be able to attribute to the aforementioned scattering, what is sure is that vacuum emission still will be peaked at the lower branch emission process we have analyzed in the previous sections, being more energetically favourable. 
VI. CONCLUSIONS
In this paper we have presented analytical calculations in support of thermality in the case of analogous black hole radiation in dielectric media. We sum up our results as follows.
1. The microscopical (or rather, mesoscopical) model apt to the phenomenological description of the process involved in thermal pair creation has been previously identified with the Hopfield model. In place of the model with a step-wise behavior of the refractive index [10] [11] [12] , we have developed a model where microscopic parameters are left free to vary smoothly in space-time coordinates. We also introduced a scalar field doublet in order to simulate a simpler and more manageable model, which allows extensions to multi-resonances situations for the polarization. A conserved scalar product has been identified, in order to provide a norm for identifying particle and anti-particles states. We also have deduced, from Wronskian relations, the generalized Manley-Rowe relations which were deduced by other means in [31] [32] [33] .
2. The analytical calculations we have shown can be developed in a nice parallel way with respect to known calculations concerning fluid models [17, 18] . We have also tried to identify a common denominator between the two calculations. A double (but still consistent) identification is possible: on one hand, if one pursues a second order expansion in Fourier space near the horizon, a Fuchsian singularity structure of the second order equation one obtains can be associated with Hawking effect. On the other hand, a first order expansion has been shown to be also very interesting (and sufficient for the aim to find out thermality), and in this case a phase factor with a logarithmic branch point has been identified as the source of thermality. In all cases, thermality is involved with a ternary process (a fourth state is shown to decouple from the spectrum, as in [17, 18] ).
3. The aforementioned picture can be extended to the multi-resonances situation. Thermality is still preserved, and the possibility to get it in processes involving the lower branch and also the upper one has been indicated. We deserve to come back to this topic in future studies.
4. A more delicate, and still open, problem concerns what should be meant by 'horizon' in the near horizon expansion. We have discussed this problem in our model, and the non-dispersive horizon, the group horizon and also the phase horizon could have chances to be the right places fou our model. GH is a strong candidate. Our analysis cannot yet be conclusive. In particular, the expected role of a blocking horizon is not yet emerging in a neat way from the present (as well as in the existing one, albeit on a analytical footing) analysis.
Our analysis is completed in the appendix.
Further theoretical studies and further experimental analysis are still required in order to give better and stronger grounds to this fascinating field of investigation.
we can obtain the following form for the action:
As it stands, the action is quadratic in the field Φ, and this implies that the quantum theory is exactly soluble, as the path-integral formalism immediately reveals. Any amplitude is related to the Green function of the matrix operator Q, and, moreover, any (spontaneous) pair-creation process induced by the presence of a spacetime-dependent χ is in line of principle exactly calculable, being associated with the imaginary part of the effective action, which could be obtained, as usual, via ζ-function techniques, after having calculated the effective action (which amounts to calculating the functional determinant of Q). This route, even in simple cases can be very involved also for a Gaussian model as the one we are setting up. The approach we have adopted for revealing quantum instabilities, which consists in checking the presence of negative norm states (antiparticles) in stimulated scattering, is simpler. Sometimes, this approach is called transmission coefficient approach [26] .
Appendix B: Geometrical Optics
The eikonal approximation is a usual tool for analyzing solutions in the framework of analogue gravity. We explore also this conceptual frame, because it can give useful suggestions and provide us also analytical tools for a better comprehension of the phenomenon at hand. In particular, it is remarkable that thermality of the Hawking radiation arises as associated with the presence, in the comoving frame, of a so-called group horizon (GH), i.e. a turning point (TP) for the waves which reach the perturbation, at least for frequencies in a given interval. E.g. in WKB approximation, a turning point is to be handled with care, due to the fact that it violates the requirements of the approximation itself. In geometrical optics, a TP represent a caustic for rays, so, again, the eikonal approximation fails there. It is necessary to point out immediately the limits of the given approximation, due to the fact that all the phenomenology which we are interested in arises near such a TP, where some other analytical tool has to be assumed. In what follows, we point out that even in presence of dispersion, the eikonal approximation still gives useful suggestions, and the method of characteristics can be used in order to explore solutions (geometrical optics is a good tool for studying the problem in the non-dispersive case, as known). Moreover, the problem of the group horizon, and also the problem of the phase horizon, can be exactly solved in the Cauchy approximation.
We shall limit ourselves mainly to the 2D eikonal equation
Let us consider the Cauchy approximation (51). We have in the comoving frame [3] :
We are interested in the expression for the group horizon (if any), which is obtained by solving the system [37]
As to the latter equation, we obtain
which can be solved explicitly:
which is again suppressed with respect to the correspondent ternary one. See the following subsection. The mixed general process, where l + m couples, l of (P, N ) type, and m of the (B, N ) type are created,
is again suppressed with respect to the 1 IN → (l + m + 1) P + (l + m) N process. So, even if our considerations herein are still at a qualitative level, we don't expect a third B-peak contribution in the out states.
Appendix D: Naiveties: adiabaticity vs. non-adiabaticity and particle creation from scattering
In the ternary process IN → P + N * which is associated with the Hawking effect, having in mind for simplicity the Cauchy approximation for the dispersion relation, we have to reach a sufficient steepness of the perturbation in order to see pair-creation in the numerical simulations [9, 13, 14] . We can give a naive explanation for the existence of two regimes: an adiabatic one, in which the process is simply IN → P , where no pair-creation occurs, and which can be also described in terms of geometrical optics (it is indeed characterized by an adiabatic invariant: see [34, 35] ), and a non-adiabatic regime, where the Hawking process IN → P + N * occurs. In line of principle, we should also take into account a further process: IN → P + N * + B, where B is the particle state lying on the decreasing branch of the (DR)-asymptotic. The latter (DR) helps us in naively justify the fact that there are regimes where, at fixed ω, the process is adiabatic, with no particle creation, and processes where N * appears. Other processes where also B appears are instead less probable. As to the adiabaticity vs. non-adiabaticity question, the point is that both IN → P and IN → P + N * are involved in a momentum conservation violation, in the sense that 
where κ corresponds to the so-called surface gravity in the non-dispersive case, and coincides with κ = c ∂vg ∂x at the horizon. On the left hand side of the previous equation, a numerical factor O(1) is understood: the equation in itself is only qualitative. Note that κ is valued at the bounce, i.e. in the full interaction region, whereas the momenta are in the asymptotic (free) region. Let us fix ω ∈ (0, ω M ), for a relative isolated maximum ω M of the frequency. We define
If we focus on 1 IN → (l + 1) P + l N , the qualitative balance (D3) could be written as
where α := η c 2 , and η is a constant O(1). Then we find
where the square brackets this time indicate the integer part of their argument. The most favourable condition appears to be the one of 'undulation' for the IN state: ω ∼ 0, k IN ∼ 0, where also ∆ ω ∼ 0, and l → ∞. This divergence is only apparent, because the finite size of the sample acts as a natural infrared cut-off, and, moreover, because of possible absorption of the photons by the dielectric itself at very low frequencies. In order to allow for the adiabatic process, we have to find the minimum value for l ω and impose that it is equal to zero. We introduce a further assumption of weak dependence of κ on ω. Then, by taking into account that σ ω decreases as ω → ω M , and that ∆ ω increases in the same limit, we can easily find that
which leads to the following minimum value for l:
When ακ
the adiabatic case occurs, in particular, it occurs for all ω ∈ [ω 0 , ω M ), where ω 0 is defined as the ω such that l = 0. In such frequency interval, the process can be only adiabatic. If, instead, we have
then the process is always nonadiabatic in (0, ω M ). As to our hypothesis concerning κ, note that (D8) is expected to be true at least near ω M . Let us take into account the alternative process (C4). We obtain
and, in view of the fact that
we find that the process is suppressed with respect to the ternary one discusses above. The process (C5) is again suppressed with respect to the correspondent ternary one. Note that at the undulation l → ∞ as in the ternary case. The mixed general process (C6) is again suppressed with respect to the 1 IN → (l + m + 1) P + (l + m) N process. As to the situation when ω > ω M , we have scattering states which do not meet any blocking horizon, so that three states are involved, belonging to two asymptotic regions (the one on the left, with δn = 0, and the one on the right, with δn = 0). Such a scattering is not of the Hawking type [11] .
In the case of a Sellmeier DR, we have to consider a higher number of branches ω(k), and it is better to work in the lab frame. We can find out the corresponding IN,P,N,B simply by looking to the character of the derivative with respect to k lab of the asymptotic dispersion relation ω lab (k lab ) to be compared at the intersection point with the pendence of the straight line ω lab = vk lab + ω, i.e. with the velocity v of the pulse (right moving). When v lab g > v at the intersection, we have a scattering state which can reach the pulse; in the opposite case, we get scattering states which are left behind by the pulse. To be more explicit, the branches are 
The first two (low frequency) branches ω L lab (k lab ) provide us four intersections which are corresponding to the ones we found in the Cauchy DR. Still, for higher values of v, we can find that e.g. the IN states, instead of being a low energy and low momentum state, becomes a high energy and high momentum state on the higher branch of the DR. The process is always of the type IN → P + N * or also IN → P + N * + B.
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