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Abstract
For given graphs G and F , the Tura´n number ex(G,F ) is defined to be the maximum number
of edges in an F -free subgraph of G. Briggs and Cox introduced a dual version of this problem
wherein for a given number k, one maximizes the number of edges in a host graph G for which
ex(G,H) < k. We resolve a problem of Briggs and Cox in the negative by showing that the
inverse Tura´n number of C4 is Θ(k
3/2). More generally, we determine the order of magnitude of
the inverse Tura´n number of Ks,t for all s and t. Addressing another problem of Briggs and Cox,
we determine the asymptotic value of the inverse Tura´n number of the paths of length 4 and
5 and provide an improved lower bound for all paths of even length. We also obtain improved
bounds on the inverse Tura´n number of even cycles
1 Introduction
Tura´n’s theorem [21] asserts that the maximum number of edges in a subgraph of the complete
graph Kn on n vertices with no subgraph isomorphic to the complete graph on r vertices is attained
by the complete r-partite graph with parts of size ⌊n/r⌋ and ⌈n/r⌉.
Since Tura´n’s seminal result, the problem of maximizing the number of edges in an n-vertex
graph not containing a fixed graph F as a subgraph has been investigated for a variety of graphs F .
A graph G containing no member of F as a subgraph is said to be F-free, and for F = {F} we say
that such a graph is F -free. The Tura´n number ex(n,F) is defined to be the maximum number of
edges in an F-free subgraph of Kn. The classical Tura´n problem was settled asymptotically for all
finite families of graphs F of chromatic number at least three by Erdo˝s, Stone and Simonovits [12,
11]. However, for most bipartite graphs F the Tura´n problem remains open.
More generally for a given host graph G, the number ex(G,F) is defined to be the maximum
number of edges in an F-free subgraph of G (so ex(n,F) = ex(Kn,F)). Common alternative
host graphs include the complete bipartite graph Km,n (the so-called Zarankiewicz problem), the
hypercube Qn [8], a random graph [22], as well as the class of n-vertex planar graphs [7].
In this paper, we will be concerned with a dual version of Tura´n’s extremal function introduced
by Briggs and Cox [4]. The number of vertices and edges in a graph G are by v(G) and e(G),
respectively. Briggs and Cox defined the inverse Tura´n number as follows.
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Definition 1. For a given family of graphs F ,
ex−1(k,F) = sup{e(G) : G is a graph with ex(G,F) < k}.
Note that ex−1(k,F) may be infinite. However, Briggs and Cox [4] showed that ex−1(k, F )
is finite whenever F is not a matching or a star. Equivalently, we are interested in finding the
maximum number of edges in a graph G such that any subgraph of G with k edges has a copy of
some F ∈ F . Briggs and Cox determined ex−1(k, F ) for several specific graphs including cliques,
paths of length 3, and the union of a path of length 2 and a path of length 1. Observe that if F1
is a subgraph of F2, then ex
−1(k, F1) ≥ ex−1(k, F2).
In Section 2 we will prove new bounds for the cases of even cycles and complete bipartite graphs,
and resolve a problem of Briggs and Cox [4] about C4. In Section 3 we will consider the inverse
Tura´n problem for paths, resolving a conjecture of Briggs and Cox asymptotically and providing a
new lower bound for paths of even length. Finally in Section 4 we present some conjectures and
directions for future work.
We conclude this section by introducing some notation which we will require in our proofs. For
any graph G, let V (G) and E(G) denote the set of vertices and edges of G, respectively. For a
graph G with bipartition (X,Y ), the number of edges between the vertex sets X and Y is denoted
by e(X,Y ). For graphs G and H, the number of copies of H in G denoted by N (H,G). The path
and cycle with k edges are denoted by Pk and Ck, respectively. For a graph G and a set X ⊂ V (G),
the induced subgraph of G on X is denoted G[X]. For a graph G and subgraph H of G, we denote
by G−H the induced subgraph of G on V (G) \ V (H).
2 Inverse Tura´n number of complete bipartite graphs and even
cycles.
In this section, we provide tight estimates for the order of magnitude of inverse Tura´n number of
complete bipartite graphs. In particular we resolve a problem of Briggs and Cox in negative for
cycles of length four. In contrast with the existing results on the classical Tura´n number, we are
able to determine order of magnitude of inverse Tura´n number of Ks,t for all s and t. We also
obtain some bounds on the asymptotic of the inverse Tura´n number of even cycles.
We begin by recalling a famous result of Erdo˝s, Re´nyi and So´s.
Theorem 1 (Erdo˝s, Re´nyi, So´s [10]).
ex(n,C4) =
1
2
n
3
2 + o(n
3
2 ).
In order to get lower bounds for the inverse Tura´n number of even cycles we will apply the
following theorem of Naor and Verstrae¨te.
Theorem 2 (Naor, Verstrae¨te [18]). For all t ≥ 2,
ex(Kn,m, C2t) ≤
{
(2t− 3)((mn) t+12t +m+ n), if t is odd,
(2t− 3)(m t+22t n 12 +m+ n), if t is even.
For the Tura´n number of the complete bipartite graph Ks,t, Ko˝va´ri, So´s and Tura´n [17] proved
the following theorem.
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Theorem 3 (Ko˝va´ri, So´s, Tura´n [17]). For all integers s, t ≥ 1,
ex(n,Ks,t) = O(n
2− 1
s ).
This result is only known to be of the correct order of magnitude in specific cases. In particular,
Brown [5] proved an asymptotic result for K3,3. Furthermore for s > t! and later s > (t − 1)! the
order of magnitude of Ks,t was determined by Kolla´r, Ro´nyai and Szabo´ [15] and Alon, Ro´nyai and
Szabo´ [1], respectively. For more results on the classical Tura´n number of bipartite graphs see the
survey paper [13].
We investigate the corresponding inverse Tura´n problem and determine the order of magnitude
of ex−1(k,Ks,t) for all s and t.
Theorem 4. Let s, t be integers with 1 < s ≤ t, then
ex−1(k,Ks,t) = Θ(k1+
1
s ).
Proof. For the lower bound, let G be the complete bipartite graph with color classes A and B of
size k/s and (k/t)1/s respectively. Let H be a subgraph of G with k edges. We will show that H
contains Ks,t as a subgraph. We have that the number of (s+ 1)-vertex stars in H with center in
A is ∑
v∈A
(
dH(v)
s
)
≥ |A|
(∑
v∈A dH(v)/|A|
s
)
=
k
s
(
s
s
)
=
k
s
,
by Jensen’s inequality. On the other hand, the number of s element subsets of B is(
(k/t)1/s
s
)
<
k
ts!
≤ k
st
.
Therefore there must exist an s element subset S of B such that there are at least t of the (s+1)-
stars in H with center in A and having S as the set of leaves. It follows that there is a copy of Ks,t
in H. Hence ex−1(k,Ks,t) ≥ k1+1/sst1/s .
For the upper bound, we are going to use an approach introduced by Briggs and Cox [4]. Observe
that, it is enough to prove that ex−1(k,Ks,s) = O(k1+1/s), since ex−1(k,Ks,t) ≤ ex−1(k,Ks,s). Let
G be a graph with 4k1+1/s edges. Let Gp be the subgraph obtain from G by keeping each edge
with probability p = k−1/s/2, and let H be the graph obtain from Gp by removing an edge from
every copy of Ks,s. Let X be the number of edges of Gp and Y be the number of copies of Ks,s in
Gp. Then E[X] = 2k and
E[Y ] =
1
2s2ks
N (Ks,s, G) ≤ 1
2s2ks
22sk1+s < k,
where to bound N (Ks,s, G) we use the simple estimate N (Ks,s, G) ≤ 2se(G)s obtained from the
fact that from any copy of Ks,s we have a s-matching in G. It follows that E[X − Y ] ≥ k, so there
is exists a Ks,s-free subgraph H of G with at least k edges.
Briggs and Cox [4] showed that Ω(k4/3) ≤ ex−1(k,C4) ≤ O(k3/2). They posed (Question 1.3
in [4]) the problem of determining the value of ex−1(k,C4). In Theorem 5 we have already proved
that Θ(k3/2) is the correct order of magnitude. With a more precise calculation we prove upper
and lower bounds within a factor of 3
√
3
2
√
2
< 2 in Theorem 5.
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Theorem 5. ⌊√
2
3
k
⌋⌊
2
3
k − 1
⌋
≤ ex−1(k,C4) ≤ k
3
2 + o(k
3
2 ).
Proof. For the lower bound, we take a complete bipartite graph G with color classes A and B,
with sizes
⌊√
2k/3
⌋
and ⌊2k/3 − 1⌋ respectively, and we show that every subgraph with k edges
contains a copy of C4. Assume on the contrary that there is a subgraph G
′ of G which is C4-free
and has k edges. Note that, without loss of generality, we may assume G′ has the same vertex set
as G. Therefore we have
∑
v∈B dG′(v) = k. Let us count the number of cherries, that is copies
of K1,2, with the degree two vertex from B in the graph G
′. On one hand, the number of such
cherries is equal to
∑
v∈B
(dG′ (v)
2
) ≥ ⌈k3⌉ + 1, by the convexity of the binomial coefficient. On the
other hand, for each pair of vertices from A, we may have at most one cherry, since G′ is C4-free.
Hence number of such cherries is at most
(⌊√2k/3⌋
2
) ≤ k/3, a contradiction. Therefore it follows
that every subgraph of G with k edges contains a copy of C4.
The upper bound comes from a probabilistic argument similar to one given in the paper of Briggs
and Cox [4] in a more general setting. For the sake of completeness we provide the argument here.
It is enough to show that for any graph G with e(G) ≥ k3/2 + g(k), for some g(k) = o(k3/2),
there exists a C4-free subgraph of G with k edges. Without loss of generality, we may assume
that G is connected, since otherwise we can identify a vertex from each component. Since G is
connected there exists a spanning tree. It follows that if v(G) > k, then we have a cycle-free
subgraph of G with at least k edges and we are done. Therefore we may assume v(G) ≤ k. From
Theorem 1, there exists a C4-free graph H, with the same vertex set as G, v(H) = v(G) and
e(H) = 12v(G)
3/2 + o
(
v(G)3/2
)
.
For any bijective function f : V (G) → V (H), let us define a graph Ff by V (F ) := V (G) and
E(Ff ) := {(u, v) : (u, v) ∈ E(G) and (f(u), f(v)) ∈ E(H)}. Observe that Ff is a subgraph of G.
By taking the bijection f uniformly at random we have,
E[e(Ff )] =
2(v(G) − 2)!
v(G)!
e(G)e(H) >
v(G)
3
2 + o
(
v(G)
3
2
)
v(G)2
(k
3
2 + g(k))
≥
(
v(G)−
1
2 + o
(
v(G)−
1
2
))
(k
3
2 + g(k))
≥ (k− 12 + o(k− 12 ))(k 32 + g(k)) ≥ k,
for a suitably chosen g(k) = o(k3/2). It follows that for some choice of f , we have a subgraph of Ff
and thus G with at least k edges and no C4.
In the following theorem we give some bounds for the inverse Tura´n number of even cycles.
Theorem 6. Let t ≥ 2, then
ex−1(k,C2t) =
{
O(k2−
2
3t−3 ) if t is odd,
O(k2−
2
3t−2 ), if t is even,
and
ex−1(k,C2t) =
{
Ω(k2−
2
t+1 ) if t is odd,
Ω(k2−
2
t+2 ), if t is even.
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Proof. First we prove the upper bound. We will make use of Theorem 3.32(2) in [4]. This theorem
implies that if H is neither a matching nor a star and ex(n,H) = Ω(nβ) for some real number β,
then ex−1(k,H) = O(k3−β). In the case where H = C2t, it was proved by Lazebnik, Ustimenko
and Woldar [19] that ex(n,C2t) = Ω(n
1+ 2
3t−2 ), if t is even and ex(n,C2t) = Ω(n
1+ 2
3t−3 ), if t is odd.
Thus we have that ex−1(k,C2t) = O(k
2− 2
3t−2 ), if t is even and ex−1(k,C2t) = O(k
2− 2
3t−3 ), if t is
odd.
We will give a construction for the lower bound on ex−1(k,C2t) which is similar to the one
used for C4. If t is odd, take a complete bipartite graph G with color classes A and B, with
sizes αk1−
2
t+1 and βk, respectively. If t is even, take the complete bipartite graph G with color
classes C and D of size γk1−
2
t+2 and δk, respectively. The constants are chosen small enough so
that (αβ)
t+1
2t + β < 12t−3 for odd t ≥ 3, and γ1−
2
t+2 δ
1
2 + δ < 12t−3 for even t ≥ 2. Then a direct
application of Theorem 2 yields that any C2t-free subgraph of G has less than k edges when k is
sufficiently large.
3 Inverse Tura´n numbers of paths
In this section, we investigate the inverse Tura´n problem for paths. We begin by recalling a well-
known result of Erdo˝s and Gallai.
Theorem 7 (Erdo˝s–Gallai [9]). For all n ≥ t,
ex(n, Pk) ≤ (t− 1)n
2
,
and equality holds if and only if t divides n and G is the disjoint union of cliques of size k.
Observe that the extremal graphs given in Theorem 7 are not connected in general. Kopy-
lov [16] determined the extremal number of paths under the additional assumption that the graph
is connected. Balister, Gyo˝ri, Lehel and Schelp [2] strengthened Kopylov’s result by characterizing
the extremal graphs for all t and n. For simplicity we will state a simple consequence of Kopylov’s
result which we will require: For sufficiently large n, the maximum number of edges in an n-vertex,
connected graph with no path of length k is
⌊
t−1
2
⌋
n+ f(t), for some fixed function f(t).
Surprisingly the asymptotic upper bounds on the number of edges in the connected and general
cases are the same when t is odd, but if t is even the coefficient of n is t−22 in the connected case
instead of t−12 as in the general case. For this reason we obtain different lower bounds of inverse
Tura´n number for paths of odd and even lengths.
Theorem 8 (Briggs, Cox [4]). For all t ≥ 3,
ex−1(k, Pt) ≥
(⌊ 2k
t−1
⌋
− 1
2
)
.
The bound in Theorem 8 comes from taking a complete graph of the appropriate size and
applying Theorem 7. Briggs and Cox noted that for P4 one can do better by considering a complete
bipartite base graph and using a result of Gya´rfa´s, Rousseau and Schelp [14] on the extremal number
of Pt in such graphs. However, starting with a clique is superior to a complete bipartite graph for
Pt, t 6= 4. We will improve the lower bound on ex−1(k, P2t) in general by considering balanced
complete multipartite graphs. We will make use of the following celebrated result of Dirac.
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Theorem 9 (Dirac [6]). Let H be a graph with minimum degree δ(H) ≥ t, then either each
connected component of H has at most 2t vertices or G contains a path of length 2t.
In the following theorem, we will provide a new lower bound on the inverse Tura´n number
of even length paths by considering Tura´n graphs. The Tura´n graph T (n, r) is the complete
multipartite graph formed by partitioning a set of n vertices into r classes with size ⌊n/r⌋ or ⌈n/r⌉
and connecting two vertices by an edge if and only if they belong to different classes. The number
of edges in the Tura´n graph T (n, r) is denoted by t(n, r).
Theorem 10. For t ≥ 2,
ex−1(k, P2t) ≥ e
(
T (
⌊
k − 1
t− 1
⌋
, t)
)
=
⌊
k−1
t−1
⌋2
2
(
1− 1
t
)
+O(1).
Proof. Let G be the graph T
(⌊
k−1
t−1
⌋
, t
)
, and let H be a P2t-free subgraph of G with the maximum
number of edges. Repeatedly remove the vertices of H of degree less than t until a graph of
minimum degree at least t is obtained. Let C1, . . . , Cs be the components of the resulting graph,
so that δ(Ci) ≥ t, By Theorem 9 we have v(Ci) ≤ 2t, and since Ci is t-partite we have
e(Ci) ≤ v(Ci)
2
2
(
t− 1
t
)
≤ v(Ci)(t− 1).
Summing over the components and the vertices which were removed, we obtain
e(H) ≤ v(H)(t − 1) ≤
⌊
k − 1
t− 1
⌋
(t− 1) < k.
Observation 1. By taking vertex disjoint subgraphs of T (n, r) of the form T (2t, r) or Kt−1,m we
can check that
ex(T (n, r), P2t) ≥
{
n(t− 1) +O(1) if 2 ≤ r ≤ t,
nmin{2t−12 , 2t−32 + r2t}+O(1) if r > t.
From Observation 1 and Theorem 10 we obtain the following remark.
Remark 1. Among the Tura´n graphs, T (n, r) with ex(T (n, r), P2t) < k, the one with the maximum
number of edges is such that r = t and n =
⌊
k−1
t−1
⌋
+O(1).
Theorem 11. We have ex−1(k, P4) = k2/4 +O(k3/2).
Proof. Let G be a graph with no P4-free subgraph of k edges and no isolated vertices. Clearly, G
does not contain a star forest of k edges as it would be P4-free, and so we have v(G) < 2k.
Here we are going to partition the vertex set of G, into four parts. Take maximum number,
x, of pairwise vertex disjoint copies of K4 in G. Let X denote the vertex set of their union, so
|X|= 4x. Take the maximum number, y, of pairwise vertex disjoint copies of K−4 in G −X. Let
Y denote the vertex set of their union, so |Y |= 4y. Take maximum number, z, of pairwise vertex
disjoint copies of C4 in (G−X)− Y . Let Z denote the vertex set of them, |Z|= 4z. Let us denote
the set of remaining vertices by S, so S = V (G) \ (X ∪ Y ∪ Z).
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We are going to estimate the number of edges in G by carefully analyzing the partition of the
vertices.
The number of edges in the set X is at most number of edges in a complete graph on 4x vertices.
We have e(G[X]) ≤ (4x2 ). We have e(G[Y ]) ≤ 3(4y/3)2 by Tura´n’s theorem since G[Y ] is K4-free by
the maximality of X. We have e(G[Z]) ≤ 4z2 by Simonovits’s theorem on color critical graphs [20],
since G[Z] is K−4 free by the maximality of Y . We have e(G[S]) = O(k
3/2), since G[S] is C4-free
by the maximality of Z and Theorem 1.
From the maximality of X we have e(X,Y ) ≤ 14xy. Indeed, otherwise there would be a K4 in
X and K−4 in Y , connected with at least 15 edges. In this case it is easy to find two vertex disjoint
copies of K4 among the 8 vertices, contradicting the maximality of X.
From the maximality of X and Y , we have e(X,Z) ≤ 12xz. Suppose otherwise, then there will
be a K4 in X and C4 in Z, connected with at least 13 edges. For the 4 vertices in the C4, let
us consider the vector indicating the number of edges from each vertex of the C4 to the K4. The
possibilities are (4, 4, 4, 1), (4, 3, 3, 3) or (4, 4, 3, 2).
In the case (4, 4, 4, 1), the vertex from the C4 with one neighbor in the K4 along with its
neighbors in the C4 and neighbor in the K4, yields a K
−
4 . The remaining vertex from the C4 and
the remaining 3 vertices from the K4 yield a K4, contradicting the maximality of X and Y . Now
consider the case (4, 3, 3, 3). Take two adjacent neighbors from the C4 each having 3 neighbors in
the K4. These two vertices have at least two common neighbors in the K4, take these as well to
obtain a K4. The remaining 4 vertices yield a copy of K
−
4 , contradicting the maximality of X and
Y .
Finally, consider the case (4, 4, 3, 2). If the vertices of the C4 with 3 or 2 neighbors in the K4
are adjacent in the C4 or share two common neighbors from the K4, then we have a vertex disjoint
K4 and K
−
4 (or two disjoint copies of K4) on these eight vertices, a contradiction to the maximality
of X and Y . Otherwise, a vertex from the C4 with 4 neighbors in the K4 along with the vertex in
the C4 with 2 neighbors in the K4 and its two neighbors yields a K4. Moreover, the remaining 4
vertices also induce a K4, contradicting the maximality of X.
From the maximality of Y and Z, we have e(Y,Z) ≤ 10yz. Otherwise there will be a K−4 in
Y and C4 in Z, connected with at least 11 edges. First observe that there is no vertex of the C4
adjacent to three vertices of K−4 which form a triangle, from the maximality of X. Hence there
is no vertex from the C4 adjacent to all vertices of the K
−
4 . Even more, if there is a vertex from
the C4 adjacent to 3 vertices in the K
−
4 , then it must contain the two nonadjacent vertices of K
−
4 .
Also if there are two adjacent vertices in the C4 each adjacent to 3 vertices in the K
−
4 , then they
must be adjacent to different triples for otherwise we would have a K4. Since there are at least
11 edges between the K−4 and the C4, three of the vertices of the C4 have 3 neighbors in the K
−
4
and the other has at least 2. Let the vertices of K−4 be v1, v2, v3, v4 with the missing edge (v2, v4),
and let the vertices of the C4 be w1, w2, w3, w4 in that order. Then from the observations given in
this paragraph and without loss of generality, we may assume that the neighbors of w1 and w3 are
v1, v2, v4 and the neighbors of w2 are v2, v3, v4. The neighbors of w4 are either v2, v4 or v3 and some
other vertex. If the neighbors of w4 are v2, v4, then v2, w1, w3, w4 induces a K
−
4 and the remaining
vertices also induce a K−4 , a contradiction to to the maximality of Y . Otherwise if the neighbors
of w4 are v3 and some other vertex, then w4 with both neighbors in the K
−
4 and w3 induce a K
−
4
or K4 as do the rest of the vertices, contradicting the maximality of X and Y .
Observation 2. Any selected K4, K
−
4 or C4 block has at most k − 6x − 5y − 4z + 6 neighbors in
the set S. Otherwise for each vertex of S incident to chosen block we may choose a neighbor from
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the block. In this we we find at most four vertex disjoint stars with at least k − 6x − 5y − 4z + 6
edges. These stars along with the rest of the remaining blocks contain at least k edges and no P4,
a contradiction to our initial assumption.
From Observation 2, we have e(X,S) ≤ 4x(k − 6x − 5y − 4z + 6). We also have e(Y, S) ≤
3y(k − 6x − 5y − 4z + 6), since by the maximality of X, there is no vertex of S incident to all
vertices of a chosen K−4 . Similarly, by the maximality of Y , no vertex in S is adjacent to at least
3 vertices in a selected C4 and so e(Z,S) ≤ 2z(k − 6x− 5y − 4z + 6).
Finally applying all these estimates, we get that e(G) is at most
e(G[X]) + e(G[Y ]) + e(G[Z]) + e(G[S]) + e(X,Y ) + e(X,Z) + e(Y,Z) + e(X,S) + e(Y, S) + e(Z,S)
≤ 8x2 + 16
3
y2 + 4z2 +O(k3/2) + 14xy + 12xz + 10yz + (k − 6x− 5y − 4z + 6)(4x + 3y + 2z)
≤ (k − 4x− 3y − 2z)(4x + 3y + 2z) +O(k3/2)
≤ k2/4 +O(k3/2).
Theorem 12. We have,
ex−1(k, P5) =
k2
8
+O(k).
Proof. The lower bound can be obtained by considering the complete graph K⌊k−12 ⌋, see Theorem 8.
To establish the upper bound we show that for all G with e(G) ≥ k28 + 100k, there exists a
subgraph of G with k edges and no copy of P5. The proof is by induction on k. The base case is
trivial. To establish the induction step, we divide the proof of the upper bound into cases depending
on what substructures of the graph are present. First we show that if G contains K5, then we are
done by induction.
Claim 1. If G contains K5 as a subgraph, then G contains a P5-free subgraph with k edges.
Proof. Let us fix a subgraph H of G isomorphic to K5. If G−H contains a P5-free subgraph with
k−10 edges, then we are done. Otherwise we have e(G−H) ≤ (k−10)28 +100(k−10), by induction.
Let us denote set of crossing edges (those between the H and the rest of the graph) by E2, that is
E2 =
{
(u, v) : u ∈ V (H) and v ∈ V (G−H)
}
.
Let us denote the number of edges in E2 by e2 and the vertex set of G −H incident to H by V2.
Then we have
e2 ≥ e(G) − 10 − (k − 10)
2
8
− 100(k − 10) ≥ k
2
8
+ 100k − 10− (k − 10)
2
8
− 100(k − 10) > 2.5k.
Now we will show that, there is a k edge, P5-free subgraph of G containing edges from only E2. We
note that for any t, K2,t is P5-free. Let us take a partition of vertices of H, into three sets of sizes
2, 2 and 1 uniformly at random. For a fixed partition, (A1, A2, A3), let us define a subgraph G
′ of
G on the vertex set V (H)∪ V2 and edge set a subset of E2 defined in the following way. We assign
each vertex v ∈ V2 to a partition class Ai to which there are the maximum number of neighbors
of v, and let those edges be in G′. Therefore we take at least one and at most two edges for each
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vertex of V2. Let us denote number of vertices from V2 incident to i vertices of H (in G) by ni,
i ∈ {1, 2, 3, 4, 5}. Then we have ∑5i=1 ini = e2 > 2.5k. Considering that there are 15 such 2, 2, 1
partitions, the expected number of edges in G′ is
E(e(G′)) = n1 +
(
12
15
· 1 + 3
15
· 2
)
n2 +
(
6
15
· 1 + 9
15
· 2
)
n3 + 2n4 + 2n5 ≥ e2
2.5
> k.
Therefore we are done, since there exists a P5-free subgraph of G, namely G
′ with k edges.
From here we may assume G is K5-free. We will now consider other graphs with a large ratio
of edges over vertices, namely a complete graph on 5 vertices missing one edge or two edges. Note
that there are three such graphs, K5 missing an edge, K5 missing a matching of size two and K5
missing a path of length two. Let us denote K5 missing one edge by K
−
5 and K5 missing two edges
in either way by K−−5 .
Claim 2. If G contains K−−5 as a subgraph then G contains a k edge, P5-free subgraph.
Proof. First we show that if G contains K−5 , then G contains a k edge, P5-free subgraph. Fix a
subgraph H isomorphic to K−5 and define ni, 1 ≤ i ≤ 5 as before. As in the previous claim we can
show that e2 >
9
4k > 2k. Even more since G is K5-free it follows that n5 = 0, and thus we have∑4
i=1 ini = e2 > 2k and taking a random subgraph G
′ in the same way as the previous claim we
obtain
E(e(G′)) = n1 +
(
12
15
· 1 + 3
15
· 2
)
n2 +
(
6
15
· 1 + 9
15
· 2
)
n3 + 2n4 ≥ e2
2
> k.
Therefore we are done, since there exists a P5-free subgraph G
′ of G with k edges.
Thus, if G contains K−5 we are done so suppose it contains just K
−−
5 . We have that there is
no vertex from V2 adjacent to all vertices of the K
−−
5 since this would yield a K
−
5 and we are done
with the same argument as for K−5 (here again we obtain e2 > 2k and the same calculation applies
for E(e(G′))).
From here we may assume G is K−−5 -free. Another graph with a large ratio of edges to vertices
is the complete graph on four vertices, K4.
Claim 3. If G contains K4 as a subgraph then G contains a k edge, P5-free subgraph.
Proof. In a similar way as in the earlier claims, we can deduce that e2 > 3k/2. Fix a subgraph
H isomorphic to K4 and define ni, 1 ≤ i ≤ 4 as before. Since G is K−−5 -free it follows that
n4, n3, n2 = 0, and so we have
E(e(G′)) = n1 = e2 > k.
Hence we have a P5-free subgraph of G
′ of G′ with at least k edges.
Now we may assume G is K−−5 and K4-free. Next we consider the graphs obtained from the
complete graph on 5 vertices by deleting three edges. Notice that K5 missing a star on four vertices
contains K4. So it remains to consider K5 missing a triangle, K5 missing a path of length three and
K5 missing an edge and a path of length two, denoted by K
−K3
5 , K
−P3
5 and K
−P1∪P2
5 , respectively.
Claim 4. If G contains K−K35 or K
−{P1∪P2}
5 as a subgraph then G contains a k edge, P5-free
subgraph.
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Proof. In the same way as in the preceding claims we deduce that e2 >
7
4k + 30. Let H be K
−K3
5
or K−P1∪P25 , then since G is K
−−
5 -free, we have n5, n4 = 0. Even more there are no two vertices
of degree three sharing the same neighborhood which induces more than one edge in H. Therefore
by removing at most
(5
3
)
vertices of degree three we will get that if there are still degree three
vertices they share the same neighborhood which induces the missing triangle for K−K35 or missing
path of length two of K−P1∪P25 . Finally we have n1 + 2n2 + 3n3 >
7
4k and all degree three vertices
share the same neighborhood. Let us denote the set of neighborhood of degree three vertices by
A := {v1, v2, v3} and the set of remaining vertices in V (H) by B := {v4, v5}.
In this case we are searching a 2, 2, 1 partition of the vertices {v1, v2, v3, v4, v5} by analyzing
the neighborhoods. We consider partitions where a partition class of size two is subset of A. For
each such partition we may take two edges for each degree three vertex. Let us consider following
seven classes:
{
{v1, v2}, {v3, v4}
}
,
{
{v1, v2}, {v3, v5}
}
,
{
{v1, v2}, {v4, v5}
}
.
{
{v2, v3}, {v1, v4}
}
,{
{v2, v3}, {v1, v5}
}
,
{
{v1, v3}, {v2, v4}
}
and
{
{v1, v3}, {v2, v5}
}
. Note that their union contains
every distinct pair of {vi, vj}, therefore since there are n2 vertices incident to pairs of {vi, vj}, there
are at least n2/7 vertices of degree two incident to pairs of vertices from the same class. Therefore
fixing that partition and defining G′ as before, we get
e(G′) = n1 +
(
1 +
1
7
)
n2 + 2n3 ≥ 4e2
7
> k.
We are done since we have a k edge, P5-free subgraph of G.
From here we may assume G is K−−5 , K
−K3
5 or K
−P1∪P2
5 and K4-free.
Claim 5. If G contains K−P35 as a subgraph, then G contains a k edge, P5-free subgraph.
Proof. Let H be a copy of K−P35 . Similarly as before we can show that e2 >
7
4k + 30. We have
since G is K−−5 -free that n5, n4 = 0. Even more there are no two vertices of degree three sharing
the same neighborhood since G is K−−5 , K
−K3
5 or K
−P1∪P2
5 -free. Therefore n3 ≤
(5
3
)
, and we have
n1+2n2 >
7
4k. Taking a random 2, 1, 1 partition as in the earlier claims and defining G
′ analogously,
we obtain
E(e(G′)) = n1 +
(
12
15
· 1 + 3
15
· 2
)
n2 ≥ 3e2
5
> k.
Therefore we are done since we have a k edge, P5-free subgraph of G.
From now on we may assume G is K−−−5 and K4-free, where K
−−−
5 denotes any of the graphs
obtained from K5 by deleting 3 edges.
Claim 6. If G contains K−4 as a subgraph, then G contains a k edge, P5-free subgraph.
Proof. Let H denote a copy of K−4 in G. Similarly as before we show that e2 >
5
4k. Since G is
K−−−5 -free we have then n5, n4, n3, n2 = 0. Therefore we are done since we may take all edges from
E2 and we have a k edge, P5-free subgraph of G.
From here we may assume G is K−4 -free.
Claim 7. If G contains C4 as a subgraph, then G contains a k edge, P5-free subgraph.
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Proof. Let H denote a copy of C4 in G. Similarly as before we can show that e2 > k + 6. Since
G is K−4 -free we have then n5, n4, n3 = 0. Even more there are no two vertices sharing the same
neighborhood which induces an edge of C4. Therefore by partitioning vertices of C4 into two classes
of size two containing opposite vertices of the C4, we get G
′ with at least k edges and no P5.
Finally since G is C4-free and the number of vertices of G is at most 2k (as in Theorem 11), we
get a contradiction of Theorem 1.
4 Remarks and open questions
We pose two conjectures about the inverse Tura´n number of the path depending on the parity of
its length. In agreement with the intuition of Briggs and Cox [4], we believe that the inverse Tura´n
number of a path with odd length is attained by a clique. On the other hand, we believe that a
balanced multipartite graph of t parts is optimal for forcing a path of length 2t.
Conjecture 1. The inverse Tura´n number of a path of length 2t+ 1 is attained asymptotically by
a complete graph. Therefore for every t,
ex−1(k, P2t+1) =
(⌊k
t
⌋
2
)
+ o(k2).
Conjecture 2. The inverse Tura´n number of a path of length 2t is attained asymptotically by a
balanced, complete t-partite graph. Therefore for every t,
ex−1(k, P2t) =
⌊
k
t−1
⌋2
2
(
1− 1
t
)
+ o(k2).
We have given upper and lower bounds for the value of ex−1(k,C4), and we conjecture that the
lower bound is asymptotically sharp.
Conjecture 3.
ex−1(k,C4) =
2
√
2k3/2
3
√
3
+ o(k3/2).
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