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Abstract
The intercept of the binary response model is irregularly identified when the supports of both
the special regressor V and the error term ε are the whole real line. This leads to the estimator
of the intercept having potentially a slower than
√
n convergence rate, which can result in a large
estimation error in practice. This paper imposes addition tail restrictions which guarantee the
regular identification of the intercept and thus the
√
n-consistency of its estimator. We then
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1 Introduction
In the seminal works of Lewbel (1997) and Lewbel (2000), the intercept of the binary response model
is identified and estimated with the aid of a special regressor V . When V has compact support,
Lewbel (1997), Lewbel (2000), and Lewbel and Schennach (2007) have shown that the estimator is√
n-consistent. However, for the sake of identification, the compactness of the support of V implies
that either ε also has a compact support (Lewbel, 1997, 2000) or ε has tail symmetry (Magnac and
Maurin, 2007). The former condition excludes the basic logit and probit models, as pointed out by
Lewbel (1997) and Lewbel (2000). The latter condition depends upon the unknown intercept value
being identified and thus is not generic. When V has unbounded support, the
√
n-consistency has
been established based on high-level assumptions on the bias and variance of the estimator. See,
for example, Lewbel (1997), Lewbel (2000), and Stoker (1991). These high level assumptions do
not hold in general because Khan and Tamer (2010) showed the intercept is irregularly identified
and cannot be
√
n-consistently estimated without additional tail restrictions. In addition, Khan
and Tamer (2010) pointed out that the relative thickness of the tails of V and ε plays the key
role of determining the convergence rate, but they did not provide sufficient conditions for the√
n-consistency.
This paper provides additional tail restrictions that are sufficient for the regular identification of
the intercept. We then propose a feasible estimator of the intercept and show it is
√
n-consistent
under the restrictions. We also provide another set of restrictions on the tails which ensures the
nonexistence of any
√
n-consistent estimator of the intercept.
The tail restrictions we impose for the regular identification basically require that the tail of the
special regressor V is thicker than the tail of the error term ε, which is in line with Khan and Tamer
(2010). In one particular case, we show the intercept is
√
n-consistently estimable if the unobservable
ε has rapidly varying tails (e.g., normal distribution) and the special regressor V has regularly varying
tails (e.g., T distributions with any degree of freedom). This result extends the previous results of
Khan and Tamer (2010) that if V has infinite variance, there exists a
√
n-consistent estimator of the
intercept.
We build our estimator by trimming based on extremal quantiles of the special regressor. Trimming
has been used to estimate the binary response model, GMM with heavy-tailed data, and average
treatment effect by Yang (2015), Hill and Renault (2010), and Chaudhuri and Hill (2015), respec-
tively. Hill and Renault (2010) and Chaudhuri and Hill (2015) proposed to trim the whole estimand,
which is not feasible in our case because our estimand contains the density of the special regressor,
which is unknown and should be estimated. Instead, we trim the estimand based on the extremal
quantile of the special regressor. In addition, in contrast to the trimming used in Yang (2015), our
trimming scheme is driven by data.
The rest of the paper is organized as follows. Section 2 defines a simple model. Section 3 investigates
the
√
n-consistency of an estimator of the intercept in the simple model. Section 4 extends the simple
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model to a general one, considered in Dong and Lewbel (2015), which incorporates endogenous
regressors X and instrumental variables Z. Section 5 shows a brief simulation, and Section 6
contains the conclusion. All proofs are stated in the Appendix and an online supplement.
2 The Model
We consider the binary response model
Yi = 1{V +X ′iβ − εi ≥ 0},
where the coefficient in front of V is normalized to 1 and covariates X include the constant. Identi-
fication and estimation of semiparametric binary choice models have been widely investigated in the
literature. If covariates X are independent of ε or satisfy an index condition, the coefficients of the
continuously distributed regressors can be estimated by the method of average derivatives proposed
by Powell, Stock, and Stoker (1989) and Stoker (1991). Han (1987), Ichimura (1993) and Klein and
Spady (1993) further estimated coefficients of the discrete covariates but not the intercept. Fur-
thermore, heteroskedasticity, which is important for economic applications, is ruled out by the full
independence assumption. Manski (1975), Manski (1985), and Horowitz (1992) considered the condi-
tional quantile independence, which allows for heteroskedasticity. However, the maximum-score-type
estimators proposed by the above three papers are not
√
n-consistent, although the convergence rate
of Horowitz’s (1992) smoothed maximum score estimator can be made arbitrarily close to
√
n rate,
given sufficient smoothness. In addition, Manski (1988) pointed out a conditional mean restriction
does not identify parameter β. Lewbel (1997) and Lewbel (2000) complemented the conditional
mean restriction by assuming V is a “special regressor,” such that it is independent of ε given X.
Then under certain support conditions, Lewbel (1997) and Lewbel (2000) established the identifi-
cation of β based on conditional mean restriction, allowing for heteroskedasticity on all covariates
X except the special regressor. For identification, we will follow the strategy of Lewbel (1997) and
Lewbel (2000).
To simplify the discussion, in this and the next section, we follow Khan and Tamer (2010) and
consider the case in which X contains only a constant. Then, the simple model can be written as
Yi = 1{α+ Vi − εi ≥ 0}. (2.1)
Section 4 will return to the general model in which X includes both the intercept and other covariates
that may be endogenous. Following Lewbel (1997), we make the next assumption.
Assumption 1. (1) {(εi, Vi)}ni=1 is i.i.d. (2) εi and Vi have full support <. (3) Vi⊥εi. (4) Eεi = 0.
V is referred to as the special regressor by Lewbel (1997) and Lewbel (2000) because it is independent
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of the unobservable ε and its support is the real line. Assumption 1(4) is the common location
normalization.
Under Assumption 1, Lewbel (1997) and Lewbel (2000) showed α is identified as
α = E
[
Yi − 1{Vi > 0}
f(Vi)
]
, (2.2)
in which f(·) denotes the true density of V .
3 The Semiparametric Estimation
3.1 The Estimator
Since the support of V is the real line, its density vanishes at two tails. Consequently, we face the
“zero-denominator” problem. To deal with this problem, we propose an estimator that is the sample
analogue of the RHS of (2.2) with a trimming function Iˆn,i:
αˆn =
1
n
n∑
i=1
Γn,i and Γn,i =
[
Yi − 1{Vi > 0}
fˆ(Vi)
]
Iˆn,i, (3.1)
in which fˆ(·) is a kernel estimator of f(·), Iˆn,i = 1{Vi ∈ Sˆn}, and Sˆn = (lˆn, rˆn). Iˆn,i is the feasible
trimming function whose infeasible counterpart is In,i = 1{Vi ∈ Sn}, in which Sn = (ln, rn) where
ln and rn are the non-random trimming points dependent upon the sample size n. lˆn and rˆn are the
estimators of ln and rn, respectively. ln, rn, lˆn and rˆn will be defined later.
3.2 Asymptotic Properties
Assumption 2. Recall that f(·) is the density of V .
(1) There exists some constant A > 0 such that f(v) is monotonic when |v| > A and is bounded
away from 0 on any compact subset of <.
(2) f(·) is ν-th order continuously differentiable with ν ≥ 2. All of its ν-th order derivatives are
bounded.
(3) For some nonnegative constant σ, there exist positive constants c1, c2, and c3 such that
f(v ± c2) ≤ c1f(v)1−σ
when |v| ≥ c3.
Several comments on these assumptions are in order. First, Assumption 2(2) is common in non-
parametric kernel estimation with higher order kernels. Second, both Assumption 2(1) and 2(3) are
satisfied by many well-known distributions such as normal distribution, t distribution, and Laplace
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distribution. Last, Assumption 2(3) holds when f(v) decays polynomially as |v| → ∞ and the den-
sity of V is bounded by some constant c. To see this, note that, by Definition A in Resnick (1987,
Section 0.4.1), if f(v) decays polynomially1 as |v| → ∞, then f(v±c2)f(v) → 1 for any c2 ∈ <. Therefore,
for any δ > 0, there exists c3 such that
sup
|v|>c3
f(v ± c2)
f(v)
≤ 1 + δ.
Then, for any σ ∈ [0, 1],
f(v ± c2) ≤ sup
v
f(v)σf(v ± c2)1−σ ≤ cf(v ± c2)1−σ ≤ c(1 + δ)f(v)1−σ.
Assumption 2(3) holds with c1 = c(1 + δ), any c2 ∈ <, and some c3 dependent upon δ and c2.
When f(·) decays exponentially, we further consider the case that log(f(·)) decays polynomially,
e.g., the normal and Laplace density. In this case, log(f(v±c2))log(f(v)) → 1 as |v| → ∞ for any c2 ∈ <. Thus
for any σ ∈ (0, 1), there exists a constant c3 such that, for |v| > c3,
1− σ ≤ log(f(v ± c2))
log(f(v))
≤ 1
1− σ .
In addition, without loss of generality, we can assume f(v) < 1 for |v| > c3 because f(v) will vanish
as |v| → ∞. Therefore, we have
log(f(v ± c2)) ≤ (1− σ) log(f(v)), or equivalently, f(v ± c2) ≤ f(v)1−σ.
One way to test Assumption 2(3) is to test its sufficient condition that the extreme value index (EV
index) of V is positive. There is vast literature on estimating and testing EV index. We refer readers
to Resnick (2007) for more detail.
Next, we state the requirement for the kernel function used to estimate f(·), the density of V .
Assumption 3. Let K(·) denote a univariate and differentiable kernel density. K(·) is supported
on [−1, 1], is symmetric, and has order higher than ν, with bounded derivatives up to degree ν.
K(1) = K(−1) = 0.
Higher order kernels are commonly used in density estimation. Here in addition, we assume the
kernel has a compact support, just to simplify the proof. We expect the theoretical results in the
paper are still valid when using kernels that decay sufficiently fast in tails.
The key restrictions for
√
n-consistency of αˆn are on the tails of V and ε. Next, we introduce some
definitions from the extreme value theory that help us characterize the tail behaviors of probability
distributions.
1f(·) is regularly varying at ∞.
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The cumulative distribution function (CDF) F belongs to the domain of attraction of type 1 or 2
generalized extreme value (GEV) distributions if
type 1 tails (ξ = 0): as z → +∞ (1− F )(z + va(z)) ∼ (1− F )(z)ev, ∀v ∈ <,
type 2 tails (ξ > 0): as z → +∞ (1− F )(vz) ∼ v−1/ξ(1− F )(z), ∀v > 0,
in which a(z) =
∫∞
z (1− F )(v)dv/(1− F )(z) and ξ is the EV index.
In addition, we write G ∈ RVa(s) for some constant a, and s = 0 or ∞, if G(xt)G(t) → xa as t → s
for any x > 0. The inverse of a CDF G is written as G←(τ) = inf{t : G(t) > τ}. The inverse of a
survival function 1−G is (1−G)←(τ) = inf{t : (1−G)(t) ≤ τ}.2
Now we are ready to state the regularity conditions for the tails of V and ε.
Assumption 4. Let F and Fε be the CDF of V and ε, respectively.
(1) F (v) and 1 − F (−v) are in the attraction domain of type 1 or 2 GEV distributions with EV
indices ξr and ξl, respectively.
(2) Fε(e) and 1 − Fε(−e) are in the attraction domain of type 1 or 2 GEV distributions with EV
indices λr and λl, respectively.
Assumption 4(1) and 4(2) are satisfied by almost all well-known continuous distributions with an
unbounded support. We refer readers to Resnick (1987) for further discussion of these conditions.
Next, we turn to the relative thickness of the tails of V and ε, which has been identified by Khan and
Tamer (2010) as the key condition for determining the convergence rate of semiparametric estimators
of α.
Assumption 5. For the right tail of the distribution of V and ε, One of the following three tail
restrictions is satisfied, and the symmetric condition holds for the left tail.
(1) ξr > 0 and λr = 0.
(2) ξr > 0, λr > 0 and
1
1+σ >
(1+ξr)λr
ξr(1−λr) .
(3) ξr = 0, λr = 0, 1 − F (t) = exp(−Tr(t)) with Tr(t) ∈ RVd1,r(∞), 1 − Fε(t) = exp(−Dr(t)) with
Dr(t) ∈ RVd2,r(∞), and ∞ ≥ d2,r > d1,r ≥ 0.
Assumption 5 is the sufficient tail restriction for our estimator to be
√
n-consistent. Assumption
5(1) implies ε and V have rapidly varying and regularly varying tails, respectively. Assumption 5(2)
considers the situation in which both ε and V have regularly varying tails. Then the tail restriction
is on the relative magnitude of the two EV indices. Assumption 5(3) considers the case in which
both tails are rapidly varying, in which case the varying speeds can no longer be compared using
the EV indices. The condition presented here can be viewed as a restriction on the varying index of
2Note here that (1−G)←(τ) = G←(1−τ) if G is continuous at (1−G)←(τ). Otherwise, (1−G)←(τ) and G←(1−τ)
are not necessarily the same. Throughout the paper, we consider the case in which the special regressor V and the
error term ε are both continuous random variables.
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the logarithm of the tail. Overall, all three conditions imply the tails of V are thicker than the tails
of ε.
In Section 1 of our supplement, we show the information of α is zero, if for any δ > 0, there exists
a function Cδ(·) such that
E(1− Cδ(α+ V ))2 ≤ δ (3.2)
and
ECδ(ε) = 0. (3.3)
Let Cδ(t) = 1 when |t| < Mδ for some Mδ → ∞ as δ → 0. If Cδ(t) was bounded from below when
|t| ≥Mδ, then (3.3) would not hold because P (|ε| > Mδ)→ 0 as Mδ →∞. In other words, we need
Cδ(t)→ −∞ as |t| → ∞ so that the negative part of Cδ(t) in the tails (|t| ≥Mδ) can cumulate and
cancel the positive part of Cδ(t) in the middle (|t| < Mδ). On the other hand, (3.2) implies that
C2δ (t) diverges to −∞ slower than the decaying rate of fV (t) as t→∞. Therefore, the existence of
such Cδ implies that, heuristically,
decaying rate of fV (t) > diverging rate of C
2
δ (t)
> diverging rate of Cδ(t) = decaying rate of fε(t),
i.e., V has thinner tails than ε does. This case is ruled out by our Assumption 5. Thus, the
information of α becomes positive.
Theoretically speaking, it is possible to construct a test for Assumption 5 because the CDFs of both
V and ε are identified. To illustrate this, note that Vi is observable, and the identification of the
CDF of V is obvious. In addition, because V is supported on the whole real line, we can identify α
and the CDF of ε− α by
Fε(α+ v) = E(Y |V = v), ∀v ∈ R.
This implies that we can identify the CDF of ε.
Although the CDFs can be identified, there is no formal test for Assumption 5 in the literature. The
same situation occurs in Khan and Tamer (2010), in which the support of V can be identified as <
but a formal test is lacking.
Next, we demonstrate a scenario in which we can test if Assumption 5(1) holds true. Suppose that
we are ready to impose that the tails of ε behave like those of normal or logistic distributions, which
are two most popular choices by applied researchers. In such cases, λr = λl = 0. In addition, V
is continuous and observable. So we can consistently estimate ξr and ξl, following Resnick (2007).
Furthermore, as argued by Lewbel, McFadden, and Linton (2011), in some experiments, the special
regressor V is randomly drawn from a distribution determined by researchers, so that its EV indices
are known. For example, consider an experiment where an individual is asked if he would be willing
to pay more than V dollars for some product. In this case, if the EV indices for V are positive and
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λr = λl = 0, then we know that Assumption 5(1) holds.
If the distribution of ε is unknown, in order to formally test Assumption 5, researchers have to
estimate λr and λl first. In our supplement, we provide such consistent estimators. However, the
proposed estimators are not precise for two reasons. First, only the information in tails is useful
for estimating the tail indices, which is limited. Second, there is additional information loss when
estimating λr and λl because we can only observe the binary outcome Y instead of the continuous
variable ε. We believe an independent treatment is required to obtain more precise estimators of
the EV indices of ε, derive their distribution theories, and construct formal tests.
Magnac and Maurin (2007) proposed a different set of tail restrictions in the same binary response
model as we do. Their conditions depend upon unknown parameter values and thus are not directly
linked to more conventional stochastic restrictions on heteroskedastic errors. See Chen, Khan, and
Tang (2016) for more details on this point. Our tail restrictions are not nested by the tail conditions
in Magnac and Maurin (2007). Conceptually, the tail restrictions in Magnac and Maurin (2007) are
for point identification, whereas ours are for
√
n-consistency. The reason they had an identification
problem is because they focused on the case in which the support of V is not the real line so that
the support of ε is not necessarily nested by the support of V , especially when ε has a full support
<. On the other hand, we focus on the case in which V has a full support < so that α is point
identified. To derive the
√
n-consistency of their estimator, Magnac and Maurin (2007) in fact relied
on the support of V being compact or on the high level assumptions used in Lewbel (2000). See, for
example, footnotes 9 and 10 in Magnac and Maurin (2007).
Now we can define our feasible trimming function Iˆn,i and the two end points lˆn and rˆn. Recall
that F is the CDF of the special regressor V . Ideally, we want to use In,i = 1{Vi ∈ [ln, rn]} where
rn = (1 − F )←(n−ρr) and ln = F←(n−ρl) for some tuning parameters ρr and ρl. However, it is
infeasible because F is unknown. On the other hand, since rn and ln are the extremal quantiles
of the special regressor V , they can be estimated by order statistics. We denote the estimators
for quantiles rn and ln by rˆn and lˆn, respectively, in which rˆn = V
(n)
(n−mr+1) and lˆn = V
(n)
(ml)
. Here
mr = bn1−ρrc, ml = bn1−ρlc3, and V (n)(1) ≤ V
(n)
(2) ≤ · · · ≤ V
(n)
(n) is the ascending order statistics of
{Vi}ni=1. For the asymptotic properties of rˆn and lˆn, please see Dekkers and De Haan (1989), Falk
(1991), and De Haan and Ferreira (2007). Our feasible trimming function is then constructed based
on lˆn and rˆn, instead of the infeasible ones ln and rn.
In simulations, we show that our trimming schedule is close to trimming the density estimator fˆ(v)
by a vanishing sequence bn, i.e., 1{fˆ(v) ≥ bn} where bn depends on extremal quantiles of V . This is
in contrast to using a fixed b to trim the density, which is the standard approach in semiparametric
estimations (e.g., Robinson, 1988). Klein and Spady (1993) did use a trimming scheme that depends
on the sample size. However, their estimator is still
√
n-consistent even if the density is just trimmed
by a fixed b. This is because their parameters of interest are regularly identified. The problem we
3bac is the largest integer that is smaller than a.
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face is more challenging because α is identified at infinity. Using fixed b can lead to inconsistency.
Even if we let bn decay to zero, the
√
n-consistency is not always obtainable without tail restrictions,
as has been shown in Khan and Tamer (2010).
Assumption 6. Let h = chn
−H be the tuning parameter in the kernel density estimation, in which
ch is a fixed positive constant.
(1) 12ν < ρr and
1+ρr(ξr+1)
1+2ν < H < min(1 − (1 + σ)ρr(ξr + 1), 12). In addition, if ξr > 0, then
ρr >
λr
2ξr(1−λr) .
(2) 12ν < ρl and
1+ρl(ξl+1)
1+2ν < H < min(1 − (1 + σ)ρl(ξl + 1), 12). In addition, if ξl > 0, then
ρl >
λl
2ξl(1−λl) .
In the scenario described after Assumption 5, we can test if Assumption 5(1) holds. If it holds, then
it is practically feasible to choose σ = 0 and ρr, ρl, and H that satisfy Assumption 6. If researchers
are not ready to impose any knowledge on the tails of ε, then in order to choose tuning parameters,
one has to estimate λr and λl. The consistent estimators of λr and λl proposed in our supplement
serve this purpose. On the other hand, as mentioned earlier, it is hard to obtain a precise estimator
of λr and λl, which makes the task of practically choosing our tuning parameters very difficult.
Overall, how to choose the tuning parameters when estimating irregularly identified parameters is
not an easy endeavor. See for example, Andrews and Schafgans (1998) and D’Haultfoeuille, Maurel,
and Zhang (2016) for sample selection models; Lewbel (1997), Lewbel (2000), and Khan and Tamer
(2010) for binary response models; and Khan and Tamer (2010) for treatment effect models.
Theorem 3.1. Recall (3.1). Under Assumptions 1–6,
(1)
√
n(αˆn − α) = 1√
n
n∑
i=1
Yi − Pi
f(Vi)
+ op(1),
where Pi = E(Yi|Vi).
(2) Let Σ = E(Yi−1{Vi>0}f(Vi) )
2 − α2, Σˆ = 1n
∑n
i=1 Γ
2
n,i − ( 1n
∑n
i=1 Γn,i)
2, then Σ <∞ and Σˆ p→ Σ.
(3) Σˆ−1/2
√
n(αˆn − α) = Σˆ−1/2 1√n
∑n
i=1 (Γn,i − α) N(0, 1).
Several comments on the above theorem are in order. First, as discussed after Assumption 6, if
ε is normal or logit and both ξr and ξl are positive, then our tail restrictions hold. In this case,
our estimator is still
√
n-consistent and more robust than the maximal likelihood estimator (MLE)
of probit or logit model, in the sense that we only exploit that the tail of the distribution of ε is
normal or logit but put no restriction on the middle of the distribution. It is possible to use the
difference between our estimator and the MLE to construct a specification test which is expected to
have power against some n−1/2-local alternatives.
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Second, one necessary condition for the existence of
√
n-consistent estimator of α is that
E
[
Yi − 1{Vi > 0}
f(Vi)
]2
=
∫ +∞
−∞
E(|Y − 1{V > 0}||V = v)
f(v)
dv <∞.
Although the density f(v) will vanish at ±∞, the numerator E(|Y − 1{V > 0}||V = v) vanishes
too. If the numerator vanishes at a much faster rate than the denominator does, their ratio is still
integrable at ±∞ w.r.t. v. Our tail restrictions exploit this intuition.
Third, notice as sample size increases, the order statistic of V will diverge. This implies the trimming
interval will eventually become the real line. Thus, even for a case in which the tail restrictions do
not hold, the proposed estimator can still be consistent.
Last, Theorem 3.1 extends the result in Khan and Tamer (2010) that
√
n-consistency can be obtained
in the binary response model if the special regressor has an infinite variance. In fact, Assumption 5
allows for any moments of V to exist. This extension is based on (1) additional knowledge of the tail
behaviors of V and ε, and (2) a careful calculation made possible by trimming based on extremal
quantiles.
Next, we show that the estimator αˆn proposed in Theorem 3.1 is in fact asymptotically efficient and
the efficient function is ψ˜ = Y−E(Y |V )f(V ) .
Corollary 3.1. Under the conditions in Theorem 3.1, ψ˜ is the efficient function for α, and αˆn is
asymptotically efficient with asymptotic distribution N (0,Eψ˜2).
Theorem 3.1 and Corollary 3.1 show that the tail restrictions in Assumption 5 are sufficient for the
regular identification of α when the support of ε is the whole real line and the proposed estimator
is asymptotically efficient. The estimator is asymptotically equivalent to the estimator proposed in
Lewbel (1997) when his high level assumptions for
√
n-consistency hold. The efficiency bound is also
the same as the one derived in Magnac and Maurin (2007) and Jacho-Cha´vez (2009), though the
underlying assumptions for
√
n-consistency are different. In fact, the tail restrictions in Assumption
5 do not affect the efficiency score. The same situation occurs in Magnac and Maurin (2007), as
their tail symmetry condition does not affect the efficiency bound.
3.3 An Impossibility Result
Researchers may be concerned about the necessity of this type of tail restriction. Assumption 7
characterizes situations of tails in which there does not exist any regular semiparametric estimator
for α. It roughly means α is not
√
n-estimable. Assumption 7 can be viewed as the reverse of
Assumption 5 in the sense that the roles of V and ε in Assumption 5 are reversed.
Assumption 7. ξr, ξl, λr, and λl are defined in Assumption 4. For the right tail, one of the
following three tail restrictions is satisfied or symmetric conditions for the left tail hold.
(1) ξr = 0 and λr > 0,
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(2) ξr > 0, λr > 0 and λr >
ξr
2ξr+1
.
(3) ξr = 0, λr = 0, 1 − F (t) = exp(−Tr(t)) with Tr(t) ∈ RVd1,r(∞), 1 − Fε(t) = exp(−Dr(t)) with
Dr(t) ∈ RVd2,r(∞), and ∞ ≥ d1,r > d2,r ≥ 0.
In short, Assumption 7 requires that the tails of V are thinner than the tails of ε. Section 3.1 of
Khan and Tamer (2010) considered several examples of distributions of special regressor V and error
term ε and found when the tail of the special regressor V is as thin or thinner than the tail of the
error term, the convergence rate for the estimator of the intercept term in (2.1) is slower than the
parametric rate. Theorem 3.2 extends Khan and Tamer’s (2010) observations to general situations
as described in Assumption 7.
Theorem 3.2. Under Assumptions 1, 4, and 7, the asymptotic variance E|Yi−1{Vi>0}f(Vi) |2 is infinite,
and there does not exist a regular estimator of α.
Theorem 3.2 shows for some DGPs, the α is irregularly identified. This confirms the result in Khan
and Tamer (2010) that, without tail restrictions, the semiparametric efficiency bound for α as the
worst-case bound is zero. It also shows that the high-level assumptions for
√
n-consistency in Stoker
(1991) do not hold in general.
The intuition for this theorem is the same as that mentioned in Khan and Tamer (2010). By
Corollary 3.1, Yi−Pif(Vi) is the efficient score when our tail restrictions hold. Suppose there exists an
efficient estimator α˜n, then it must have the following linear expansion:
√
n(α˜n − α) = 1√
n
n∑
i=1
Yi − Pi
f(Vi)
+ op(1).
However, E|Yi−1{Vi>0}f(Vi) |2 = E|
Yi−Pi
f(Vi)
|2+α2 =∞ under Assumption 7. This implies the second moment
of Yi−Pif(Vi) is infinite, and thus, the efficient estimator of α has an infinite asymptotic variance. This
is a contradiction.
4 Extensions
This section extends the method of trimming by extremal quantiles to the estimator of the binary
choice model proposed by Dong and Lewbel (2015) as follows:
Yi = 1{X ′iβ + Vi − εi ≥ 0}.
V is our special regressor and its coefficient is normalized to one. Let X = [X1, Z1] where X1 and
Z1 are the endogenous and exogenous elements of X, respectively. Both X1 and Z1 can contain
discrete elements. The error term ε can be heteroskedastic with respect to X. Z = [Z1, Z2] is a set
of instrumental variables (IVs).
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Dong and Lewbel’s (2015) estimator, which we will define later, is more relevant for empirical
applications than the toy estimator we considered in the previous section. It allows for endogenous
or mismeasured regressors and heteroskedastic errors; is numerically trivial to implement; and,
unlike the control function approach, can be used with limited, censored, or discrete endogenous
regressions.
However, as discussed in Dong and Lewbel (2015), the formal limiting distribution theory for their
estimator is still lacking, mainly because the β’s are irrgularly identified. We fill this gap by deriving
a
√
n-consistent estimator of β under additional tail restrictions similar to those in Section 3.2. In
particular, we consider the following setup adapted from Corollary 1 of Dong and Lewbel (2015).
Assumption 8. E(Zε) = 0, Σxz = EXZ ′ has full column rank, V = S′γ + U , EU = 0, U ⊥ (S, ε)
where S = (X,Z). U has density f(U), and its support is the real line <.
Several remarks are in order. First, the full column rank of Σxz implies the number of IVs is greater
than or equal to the number of endogenous variables, which is necessary for point identification.
Second, we will assume that U has a full support, which directly implies the support condition in
Corollary 1 of Dong and Lewbel (2015). Last, since U⊥(ε, S), we have V⊥ε|S, which is Assumption
A.2 in Lewbel (2000). Then, based on Theorem 1 of Dong and Lewbel (2015), β is identified as
β = ∆E
(
Z
Y − 1{V > 0}
f(V |S)
)
, (4.1)
in which ∆ = (ΣxzWΣ
′
xz)
−1ΣxzW and W is the usual weighting matrix. A popular choice for W is
Σ−1zz where Σzz = EZZ ′.
The identification of β does not rely on the condition that V = S′γ + U . The purpose of the latter
condition is to reduce the dimensionality. Based on (4.1), when estimating f(V |S) nonparametrically,
we will suffer from the curse of dimensionality. Dong and Lewbel (2015) imposed a parsimonious
parametric model such that V = S′γ + U . Under this parametric assumption, we need to estimate
only f(u), the density of U , which is univariate. In fact, β can be identified as
β = ∆E
(
Z
Y − 1{V > 0}
f(U)
)
. (4.2)
As for the
√
n-consistency for the estimator of β, the intuition from the previous section still applies:
the convergence rate depends upon the relative thickness between the tails of ε and U . Next, we
impose sufficient tail restrictions for β to be
√
n-consistently estimable. Compared to the simplified
model considered in Section 3.2, the additional difficulty here is that Ui is not directly observable.
We propose to replace it by the residual Uˆi from the regression of V on S.
In order to give a formal definition of our semiparametric estimator and the trimming scheme, we
need the following assumption.
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Assumption 9. The support of S is compact.
Assumption 9 implies the tails of V and U are the same. This ensures the tail restrictions on
U are sufficient for
√
n-consistency. If the support of Z is in fact unbounded, we can trim Z by
τ(Z) = 1{Z ∈ Z0}, where Z0 is a compact subset of <dz and dz is the dimension of Z. If E(εZ) = 0
is replaced by E(ε|Z) = 0, then β can still be identified as
β = ∆˜E
(
Zτ(Z)
Y − 1{V > 0}
f(U)
)
,
in which ∆˜ = (Σ˜xzW Σ˜
′
xz)
−1Σ˜xzW , Σ˜xz = EXZ ′τ(Z), and W is the usual weighting matrix.
If some elements of the endogenous variable X1 are unbounded, to trim X1 as above does not
maintain the moment equality. Fortunately, in many empirical applications, the endogenous variables
are bounded, and sometimes even discrete.
Given the identification of β, we propose to estimate β in two steps. In the first step, we regress V
on S and obtain the OLS estimator γˆ of γ. Then we compute the residual Uˆi as
Uˆi = Vi − S′γˆ.
In the second step, β is estimated as
βˆ = (ΣˆxzWnΣˆ
′
xz)
−1ΣˆxzWnΦˆ,
in which Wn is a (random) weighting matrix such that Wn
p−→ W for some positive definite (non-
random) matrix W ,
Σˆzx =
1
n
n∑
i=1
ZiX
′
i,
Φˆ =
1
n
n∑
i=1
Zi
(
Yi − 1{Vi ≥ 0}
f˜(Uˆi)
)
I˜n,i, (4.3)
f˜(Uˆi) =
1
(n−1)h
∑
j 6=iK(
Uˆj−Uˆi
h ), and I˜n,i = 1{Uˆi ∈ (l˜n, r˜n)}. Here r˜n = Uˆ
(n)
(n−mr+1) and l˜n = Uˆ
(n)
(ml)
in
which mr = [n
1−ρr ] and ml = [n1−ρl ], respectively. I˜n,i is the feasible estimator of In,i = 1{Ui ∈ Sn},
in which Sn = (ln, rn), rn = (1− F )←(n−ρr), ln = F←(n−ρl), and F is the CDF of U .
Assumption 10. Let f(·), F (·) and Fε(·) denote the density of U , the CDF of U , and the CDF of
ε, respectively. Then Assumptions 2 and 4 hold for f(·), F (·), and Fε(·).
Assumption 10 relies on the same tail regularity assumptions we used in the previous section. Next,
we state our tail restrictions on the relative thickness of the tails between U and ε.
Assumption 11. ξr, ξl, λr, and λl are defined in Assumption 4. For the right tail, one of the
following three tail restrictions is satisfied, and the symmetric conditions hold for the left tail.
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(1) ξr > 0 and λr = 0.
(2) ξr > 0, λr > 0, and
1
2+σ >
(1+ξr)λr
ξr(1−λr) .
(3) ξr = 0, λr = 0, 1 − F (t) = exp(−Tr(t)) with Tr(t) ∈ RVd1,r(∞), 1 − Fε(t) = exp(−Dr(t)) with
Dr(t) ∈ RVd2,r(∞), and ∞ ≥ d2,r > d1,r ≥ 0.
Since γ is identified, so is the CDF of Ui = Vi − S′iγ. In addition, β is identified. Thus, as discussed
after Assumption 5, the CDF of ε is also identified. However, as discussed previously, a feasible test
for Assumption 11 is lacking. It would be useful for future research to construct a feasible statistical
test for the tail restrictions.
On the other hand, in experiment, V is randomly generated from a distribution which is known to
researchers. If the distribution has positive EV indices, then Assumption 11(1) holds, given the tails
of ε behave like normal or logit. In this scenario again, the new estimator is more robust to MLE of
probit or logit models since it puts no restriction on the middle of the distribution of ε.
Given Assumption 11, we choose the two key tuning parameters ρr and ρl as follows:
Assumption 12. Let h = chn
−H be the tuning parameter in the kernel density estimator for some
positive constants ch and H.
(1) 12ν < ρr and
1+ρr(ξr+1)
1+2ν < H < min(1 − (1 + σ)ρr(ξr + 1), 14). In addition, if ξr > 0, then
ρr >
λr
2ξr(1−λr) .
(2) 12ν < ρl and
1+ρl(ξl+1)
1+2ν < H < min(1 − (1 + σ)ρl(ξl + 1), 14). In addition, if ξl > 0, then
ρl >
λl
2ξl(1−λl) .
Comparing Assumption 12 with Assumption 6, the key difference is the upper bound of H. This
is due to the fact that Ui is not observed and the estimator Uˆi is used to compute f˜(·), the kernel
estimator of the density of U . If Ui is observed, the accuracy of the univariate kernel density
estimator is Op(
√
Ln
nh ). Now since Uˆi is used, the accuracy becomes Op(
1√
nh4
).
The next theorem establishes the
√
n-consistency of βˆ.
Theorem 4.1. If Wn
p−→W for some positive definite (nonrandom) matrix W , and if Assumptions
3 and 8–12 hold, then
E|Ψi|2+σ <∞
and
√
n(βˆ − β) = (ΣxzWΣ′xz)−1ΣxzW
1√
n
n∑
i=1
(Ψi − (ZiX ′i − Σzx)β) + op(1) N (0,Σβ),
in which
Ψi =
Zi(Yi − 1{Vi > 0})
f(Ui)
−E(Zi(Yi − 1{Vi > 0})|Ui)
f(Ui)
+E(
Zi(Yi − 1{Vi > 0})f ′(Ui)(Si − ESi)′
f(Ui)2
)Σ−1ss SiUi,
14
Σβ = (Σ
′
zxWΣzx)
−1Σ′zxWΣ0WΣzx(Σ
′
zxWΣzx)
−1,
Σ0 = E(Ψi − (ZiX ′i − Σzx)β)(Ψi − (ZiX ′i − Σzx)β)′,
and Σss = ESS′.
5 Simulations
In this section, we exploit the finite sample performance of our estimator with trimming by extremal
quantiles. We use the same model as in the simulation section of Lewbel (1997):
Yi = 1{−1 + Vi − εi > 0}.
We consider six simulation designs. The first five designs satisfy Assumption 5 so that the proposed
estimator is
√
n-consistent and asymptotically normal. The last design satisfies Assumption 7 so
that no regular estimator exists. All simulations are repeated for 1,000 replications and the sample
sizes considered are 200, 400, 800, 1600, 3200, and 6400.
For each design, we report the bias and root-mean-square error (rMSE) of our estimator (denoted
as “Ex”) and four estimators computed by trimming out the observations for which the estimated
density is too small. In particular, these four estimators take the form of
αˆL(b) =
1
n
n∑
i=1
Yi − 1{Vi > 0}
fˆ(Vi)
1{fˆ(Vi) > b}
with b ∈ (0.05, 0.01, 0.002, 0). The corresponding estimators are named “L1–L4.” In particular, L4
is the untrimmed estimator.
Although Lewbel (1997) suggested choosing b such that it converges to zero as n→∞, the author
did not investigate the finite sample performance nor provide any suggestion on such trimming
constant. Here, we propose such a constant based on extremal quantiles and denote it as bˆ, where
bˆ = min(fˆ(lˆn), fˆ(rˆn)).
Then, αˆL(bˆ), the estimator corresponding to bˆ, is denoted as “L” and its finite sample performances
are reported for each design.
To estimate the density, we use the fourth-order Epanechnikov kernel;4 that is,
k(u) =
45
32
(1− 7
3
u2)(1− u2)1{|u| < 1}.
The tuning parameter for the kernel density estimation takes the form of h = chn
−H where ch is a
4This implies ν = 4.
15
positive constant and H is defined in Assumption 6. Since the bias is of order of h4, based on Powell
and Stoker (1996) and the results of numerical integration in Lewbel (1997), we set the constant as
ch =
(
2.532s × 8
0.0204× 2× s
) 1
8+s
,
in which s is the dimension of V and s = 1 in our simulation.
For H, when computing αˆL(b) with b ∈ (0.05, 0.01, 0.002, 0), i.e., “L1–L4”, we use the optimal rate
H∗ = 2s+8 . Our H
∗ is different from that proposed in Lewbel (1997) because we use a fourth-order
kernel while Lewbel (1997) used a second-order one.
When computing αˆn and αˆL(bˆ), i.e., “Ex” and “L”, we will specify the tuning parameters and verify
Assumption 6 case by case.
Design 1
V ∼ T (6) and ε ∼ N (0, 1). The EV indices for V are ξl = ξr = 16 , σ = 0, and λl = λr = 0 for ε.
This implies that Assumption 4 holds. By choosing ρr = ρl =
1.9
3 , Assumption 6(1) implies
31.3
162
< H <
4.7
18
.
Since the optimal rate H∗ = 29 satisfies the above inequality, we choose H = H
∗ when computing
αˆn and αˆL(bˆ). Table 1 shows the biases and rMSEs of the estimators.
Bias Root-MSE
N Ex L L1 L2 L3 L4 Ex L L1 L2 L3 L4
200 0.084 0.062 0.071 0.017 0.016 0.016 0.150 0.145 0.145 0.163 0.165 0.165
400 0.045 0.034 0.067 0.016 0.013 0.013 0.107 0.108 0.113 0.111 0.115 0.115
800 0.019 0.013 0.060 0.006 0.002 0.002 0.073 0.075 0.087 0.079 0.084 0.084
1,600 0.011 0.010 0.062 0.010 0.006 0.006 0.055 0.055 0.077 0.055 0.057 0.057
3,200 0.004 0.004 0.060 0.006 0.002 0.002 0.041 0.041 0.068 0.040 0.042 0.043
6,400 0.001 0.001 0.059 0.004 0.000 0.000 0.029 0.029 0.064 0.028 0.030 0.030
Table 1: Biases and rMSEs
Since the rMSEs for Ex decrease at rate
√
2 as sample size doubles, Ex is
√
n-consistent. This
provides evidence that even when V has a finite second moment, α is still
√
n-estimable. L has
similar performance as Ex. In addition, when b = 0.05, the estimator L1 has non-vanishing biases.
This is not surprising because the threshold b does not vanish as sample size increases. When we
choose a smaller b, the biases for estimators L2 and L3 are smaller. However, they are still fixed.
So asymptotically, the biases cannot vanish, although for the current sample sizes considered, the
biases are relatively small compared to the estimation errors. Last, our estimators Ex and L perform
as well as L2–L4 in terms of rMSEs.
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Design 2
Next, we consider the case in which ε is not symmetrically distributed. In particular, we set V ∼ T (6)
and ε =
e1+e22+e
2
3−2√
5
where (e1, e2, e3) are independent standard normals. As in the first design,
ξl = ξr =
1
6 , σ = 0, and λl = λr = 0. This implies that Assumption 5(1) holds and αˆn is
√
n-
consistent. We choose the same set of tuning parameters as in Design 1; that is,
ρr = ρl =
1.9
3
, H = H∗.
Bias Root-MSE
N Ex L L1 L2 L3 L4 Ex L L1 L2 L3 L4
200 0.097 0.078 0.103 0.037 0.035 0.035 0.160 0.157 0.159 0.175 0.175 0.175
400 0.057 0.045 0.099 0.030 0.022 0.022 0.113 0.112 0.129 0.115 0.126 0.126
800 0.041 0.032 0.102 0.031 0.019 0.019 0.087 0.087 0.118 0.085 0.097 0.097
1,600 0.021 0.016 0.094 0.024 0.008 0.008 0.066 0.068 0.103 0.064 0.076 0.077
3,200 0.011 0.008 0.095 0.021 0.004 0.003 0.050 0.051 0.100 0.048 0.053 0.055
6,400 0.008 0.006 0.095 0.022 0.006 0.005 0.038 0.038 0.098 0.037 0.038 0.040
Table 2: Biases and rMSEs
We see from Table 2 that estimator Ex is indeed
√
n-consistent and both estimators Ex and L
perform better than the un-truncated estimator L4 in terms of rMSEs.
Design 3
Here we consider the case in which V is not symmetrically distributed and the tails of ε decay
polynomially. In particular,
V = T1 + T
2
2 − 2, V ∼ T (11)
where T1 ∼ T (6), T2 ∼ T (4), and T1 ⊥⊥ T2. We have ξr = 12 , ξl = 16 , σ = 0, and λr = λl = 111 .
It is easy to check that Assumption 5(2) holds. Therefore, αˆn is
√
n-consistent. Choose ρr =
1
2 and
ρl =
1.9
3 . This implies that
7
36
< H <
1
4
and
31.3
162
< H <
4.7
18
.
H = H∗ suffices.
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Bias Root-MSE
N Ex L L1 L2 L3 L4 Ex L L1 L2 L3 L4
200 0.062 0.072 0.240 0.056 0.055 0.055 0.228 0.229 0.310 0.228 0.230 0.230
400 0.032 0.035 0.214 0.034 0.033 0.033 0.155 0.155 0.257 0.156 0.156 0.156
800 0.017 0.018 0.197 0.019 0.018 0.018 0.113 0.113 0.224 0.113 0.113 0.113
1,600 0.011 0.011 0.187 0.012 0.011 0.011 0.077 0.077 0.203 0.077 0.077 0.077
3,200 0.003 0.003 0.177 0.004 0.003 0.003 0.054 0.054 0.187 0.054 0.054 0.054
6,400 0.005 0.005 0.178 0.005 0.005 0.005 0.039 0.040 0.184 0.039 0.039 0.040
Table 3: Biases and rMSEs
From Table 3, we note that Ex and L are
√
n-consistent and our estimation method performs well
under asymmetry tail behaviors of V .
Design 4
For the fourth design, we consider the case in which V has exponentially decaying tails. In particular,
V ∼ N (0, 1), ε = sign(e1)|e1| 13 , and e1 ∼ N (0, 1). In this case, ξr = ξl = λr = λl = 0, but
Assumption 5(3) holds because d1,r = d1,l = 2 and d2,r = d2,l = 6. By Assumption 6(1), we can set
ρr = ρl =
1
4 and H = H
∗.
Bias Root-MSE
N Ex L L1 L2 L3 L4 Ex L L1 L2 L3 L4
200 0.105 0.077 0.041 0.018 0.018 0.018 0.152 0.139 0.127 0.131 0.131 0.131
400 0.040 0.029 0.027 0.006 0.006 0.006 0.095 0.092 0.091 0.093 0.093 0.093
800 0.017 0.014 0.028 0.007 0.007 0.007 0.064 0.063 0.068 0.064 0.064 0.064
1,600 0.005 0.005 0.022 0.004 0.004 0.004 0.045 0.046 0.048 0.046 0.046 0.046
3,200 0.001 0.001 0.018 0.001 0.001 0.001 0.032 0.032 0.036 0.032 0.032 0.032
6,400 0.001 0.001 0.019 0.001 0.001 0.001 0.022 0.022 0.028 0.022 0.022 0.022
Table 4: Biases and rMSEs
From Table 4, we see that even though every moment of V exists, Ex and L can still be
√
n-consistent.
Design 5
In this design, we consider the case in which both V and ε have exponentially decaying tails and
the CDF of ε is not symmetric. In particular, V = e31, ε =
e2+e23+e
2
4−2√
5
where e1, e2 ,e3, and e4 are
standard normally distributed and mutually independent. In this case, ξr = ξl = λr = λl = 0, but
Assumption 5(3) holds. We can choose ρr, ρl, and H as we did in Design 4; that is, ρr = ρl =
1
4 and
H = H∗.
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Bias Root-MSE
N Ex L L1 L2 L3 L4 Ex L L1 L2 L3 L4
200 0.083 0.082 0.257 0.079 0.077 0.077 0.230 0.229 0.297 0.231 0.232 0.232
400 0.053 0.054 0.240 0.060 0.052 0.052 0.172 0.170 0.264 0.165 0.172 0.172
800 0.036 0.036 0.228 0.044 0.036 0.036 0.120 0.119 0.241 0.116 0.120 0.120
1,600 0.036 0.036 0.227 0.042 0.036 0.036 0.082 0.082 0.234 0.083 0.082 0.082
3,200 0.023 0.023 0.219 0.028 0.023 0.023 0.061 0.061 0.224 0.061 0.061 0.061
6,400 0.019 0.019 0.215 0.024 0.019 0.019 0.045 0.045 0.218 0.046 0.045 0.045
Table 5: Biases and rMSEs
From Table 5, we see that when b is relatively large, as in L1, the biases do not vanish. When b is
small, the estimators L2-L4 have similar performances as our estimators Ex and L.
Design 6
Last, we consider the case in which Assumption 5 does not hold. In particular, V ∼ T (6) and
ε ∼ T (2). This implies that ξr = ξl = 16 , λr = λl = 12 , and Assumption 7(2) holds. Then, based
on Theorem 3.2, there does not exist any regular estimator for α. When computing Ex and L, we
choose ρr = ρl =
1.9
3 and H = H
∗, as before.
Bias Root-MSE
N Ex L L1 L2 L3 L4 Ex L L1 L2 L3 L4
200 0.216 0.180 0.194 0.102 0.102 0.102 0.263 0.244 0.246 0.269 0.269 0.269
400 0.156 0.129 0.181 0.091 0.068 0.068 0.194 0.182 0.210 0.187 0.214 0.214
800 0.135 0.117 0.187 0.098 0.069 0.069 0.166 0.156 0.203 0.149 0.188 0.188
1,600 0.108 0.094 0.183 0.095 0.053 0.052 0.134 0.128 0.190 0.127 0.155 0.157
3,200 0.079 0.067 0.181 0.084 0.049 0.040 0.102 0.097 0.186 0.103 0.108 0.137
6,400 0.069 0.060 0.182 0.087 0.050 0.037 0.089 0.085 0.184 0.097 0.087 0.116
Table 6: Biases and rMSEs
From Table 6, we first see that no estimator is
√
n-consistent. Second, the biases for our estimators
Ex and L are still decreasing, while the biases for L1 and L2 do not vanish. The un-truncated
estimator L4 achieves the smallest bias in a cost of large variance. That is why its rMSEs are much
larger than those of our estimators Ex and L.
Summary
In general, we obtained three notable findings from this simulation study. First, when Assumption
5 holds, both Ex and L are
√
n-consistent and they have similar finite sample performances. In
this case, Lewbel’s (1997) estimators based on a fixed trimming constant has non-vanishing and
dominant biases when the constant is not sufficiently small. When the constant is sufficiently small,
Lewbel’s (1997) estimators has small but fixed bias. Given the sample size we considered, Lewbel’s
(1997) estimators’ finite sample performances are similar to those of ours. Neither our estimators nor
Lewbel’s (1997) dominate each other because, ignoring bias, both estimators are efficient. Second,
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we verify that even if V has all its moments exist, the existence of a
√
n-consistency estimator of
α is still possible. Last, when Assumption 7 holds, neither our estimators nor Lewbel’s (1997) is√
n-consistent. However, our estimators are still consistent and have smaller rMSEs than those of
the un-truncated estimator. More simulation results about the inference results using t-statistics for
the six designs can be found in the supplement.
6 Conclusion
Because the intercept of the binary response model is irregularly identified, the convergence rate
for its semiparametric estimator depends upon the tail behaviors of the special regressor V and the
unobservable ε. This paper proposes a set of primitive tail restrictions that guarantee the existence
of a
√
n-consistent estimator of the intercept. In addition, we provided a set of opposite primitive
tail restrictions under which there does not exist any regular estimator for the intercept. Given
the tail restrictions for
√
n-consistency, we proposed a semiparametric estimator for the intercept
by trimming based on extremal quantiles of the special regressor, and showed that the estimator is
efficient. Last, we extended the method of trimming by extremal quantiles to allow for endogenous
covariates X.
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7 Appendix
This section contains the proof of Theorem 3.1, Corollary 3.1, and Theorem 3.2. The proof of
Theorem 4.1 and all lemmas are collected in a supplement.
7.1 Notations
Throughout the Appendix, we denote C as a generic positive constant whose value differs in different
contexts. Ln is a generic function of n, which is slowly varying as n→∞, i.e., LknLn → 1 as n→∞
for any k > 0.
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7.2 Proof of Theorem 3.1
For part (1), we first decompose αˆn =
1
n
∑n
i=1
Yi−1{Vi>0}
fˆ(Vi)
Iˆn,i as follows:
αˆn =
1
n
n∑
i=1
Yi − 1{Vi > 0}
fˆ(Vi)
Iˆn,i
=
1
n
n∑
i=1
Yi − 1{Vi > 0}
f(Vi)
In,i +
1
n
n∑
i=1
Yi − 1{Vi > 0}
f(Vi)
f(Vi)− fˆ(Vi)
f(Vi)
In,i +Rn,1 +Rn,2 +Rn,3,
(7.1)
in which
Rn,1 =
1
n
n∑
i=1
(
Yi − 1{Vi > 0}
f(Vi)
)
(Iˆn,i − In,i),
Rn,2 =
1
n
n∑
i=1
(
Yi − 1{Vi > 0}
f(Vi)
)(
f(Vi)− fˆ(Vi)
fˆ(Vi)
)
(Iˆn,i − In,i),
and
Rn,3 =
1
n
n∑
i=1
[
Yi − 1{Vi > 0}
f(Vi)
][
(f(Vi)− fˆ(Vi))2
f(Vi)fˆ(Vi)
]
In,i.
By Lemma 7.1, the remainder terms are all asymptotically negligible, i.e.,
Rn,1 +Rn,2 +Rn,3 = op(
1√
n
).
Hence, following (7.1), we have
αˆn =
1
n
n∑
i=1
Yi − 1{Vi > 0}
f(Vi)
In,i +
1
n
n∑
i=1
Yi − 1{Vi > 0}
f(Vi)
f(Vi)− fˆ(Vi)
f(Vi)
In,i + op(
1√
n
)
= δ˜n,1 + δ˜n,2 + op(
1√
n
).
(7.2)
In (7.2), δ˜n,2 represents the first-order error of the first stage kernel density estimation. Next we
consider the U-decomposition of δ˜n,2. Note
δ˜n,2 = (C
2
n)
−1
n−1∑
i=1
n∑
j=i+1
Pn(Wi,Wj),
in which
Pn(Wi,Wj) =
1
2
[
Yi − 1{Vi > 0}
f(Vi)2
(
f(Vi)− 1
h
K(
Vi − Vj
h
)
)
In,i
+
Yj − 1{Vj > 0}
f(Vj)2
(
f(Vj)− 1
h
K(
Vj − Vi
h
)
)
In,j
]
.
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By Lemma 7.2,
δ˜n,2 = − 1
n
n∑
i=1
P (Vi)− 1{Vi > 0}
f(Vi)
In,i + op(
1√
n
). (7.3)
Combining (7.2) and (7.3), we have
√
n(αˆn − α) = 1√
n
n∑
i=1
Yi − Pi
f(Vi)
In,i + op(1). (7.4)
In addition, we notice E[Yi−Pif(Vi) (1− In,i)]2 → 0. This implies
1√
n
n∑
i=1
Yi − Pi
f(Vi)
In,i =
1√
n
n∑
i=1
Yi − Pi
f(Vi)
+ op(1). (7.5)
Combining (7.4) and (7.5), we obtain
√
n(αˆn − α) = 1√
n
n∑
i=1
Yi − Pi
f(Vi)
+ op(1).
For part (2), we have
1
n
n∑
i=1
(
Yi − 1{Vi > 0}
fˆ(Vi)
)2
Iˆn,i =
1
n
n∑
i=1
(
Yi − 1{Vi > 0}
f(Vi)
)2
In,i +
4∑
j=1
Tn,j
where
Tn,1 =
1
n
n∑
i=1
2
(
Yi − 1{Vi > 0}
fˆ(Vi)
)2
(Iˆn,i − In,i)In,i,
Tn,2 =
1
n
n∑
i=1
(
Yi − 1{Vi > 0}
fˆ(Vi)
)2(
f(Vi)− fˆ(Vi)
fˆ(Vi)
)
Iˆn,i,
Tn,3 =
1
n
n∑
i=1
(
Yi − 1{Vi > 0}
f(Vi)
)2
(Iˆn,i − In,i)2,
and
Tn,4 =
1
n
n∑
i=1
(
Yi − 1{Vi > 0}
f(Vi)
)2(f(Vi)− fˆ(Vi)
fˆ(Vi)
)2
Iˆn,i.
Lemma 7.3 shows Tn,j = op(1), for j = 1, · · · , 4. This implies the desired result. Part (3) is just a
combination of parts (1) and (2).
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7.3 Proof of Corollary 3.1
Denote φ and f as the density of ε and V with a dominating measure µ, respectively. The model Pλ
is indexed by parameters λ = (α, φ
1
2 , f
1
2 ). The parameter space of λ is Λ ⊂ H where H is a Hilbert
space with inner product〈
(α, φ
1
2 , f
1
2 ), (α′, φ′
1
2 , f ′
1
2 )
〉
H
= αα′ +
〈
φ
1
2 , φ′
1
2
〉
L2(µ)
+
〈
f
1
2 , f ′
1
2
〉
L2(µ)
and some dominating measure µ.5
Define a functional ψ that maps the model Pλ into α, i.e., α = ψ(Pλ). Based on Lemma 25.23 in
Van der Vaart (1998), in order to prove the corollary, we need to verify three conditions: (1) ψ(Pλ)
is differentiable at Pλ relative to the tangent cone P˙Pλ in which Pλ satisfies the tail restrictions; (2)
ψ˜ is the efficient score; and (3)
√
n(Tn − ψ(P )) = 1√
n
n∑
i=1
ψ˜i + op(1).
Among them, (3) has been proved in Theorem 3.1. Next, we focus on (1) and (2).
We consider a one-parameter submodel λt = (α + th, φ
1
2
t , f
1
2
t ) and characterize the tangent sets of
α, φ, and f as follows. First, αP˙Pλt , the tangent set of α, is {h ∈ <}. To characterize the tangent
set of φ, we first note that η, the score of the submodel t → φt, is defined to satisfy the following
equation:
lim
t→0
∫
[
φ
1
2
t − φ
1
2
t
− 1
2
ηφ
1
2 ]2dµ = 0.
Since Eε = 0, the submodel should also satisfy
∫
εφt(ε)dε = 0. Then
Eεη(ε) = 〈ε, η(ε)〉L2(φ)
= 〈2εφ 12 , 1
2
ηφ
1
2 〉L2(dµ)
= lim
t→0
〈ε(φ
1
2
t + φ
1
2 ),
φ
1
2
t − φ
1
2
t
〉L2(dµ)
= lim
t→0
(
∫
εφt(ε)dε−
∫
εφ(ε)dε)
= 0.
Similarly, we can show Eη(ε) = 0. Thus, φP˙Pλt , the tangent set of φ, is
{η ∈ L2(φ) : Eη(ε) = 0,Eεη(ε) = 0}.
5Since ε and V are both assumed to be continuous random variables, µ is just the Lebesgue measure.
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It is worthwhile to note the tail restrictions cannot affect the tangent set. To see this, note that any
η, which is continuous on a compact support and satisfies Eη(ε) = 0 as well as Eεη(ε) = 0, is the
score function for the submodel t → φt = (1 + tη(ε))φ(ε). Because η(ε) has a compact support, φt
has the same tail behavior as φ. So the submodel satisfies the additional tail restrictions. In addi-
tion, continuous functions with compact supports are dense in L2(φ), so the (closure of) tangent set
is indeed φP˙Pλt .
Similarly, let g(v) denote the score of ft. Then the tangent set f P˙Pλt of f is
{g ∈ L2(f) : Eg(V ) = 0}.
We equip αP˙Pλt ×φ P˙Pλt ×f P˙Pλt with the inner product
〈(h, η, g), (h′, η′, g′)〉 = hh′ + 〈η, η′〉L2(Pλ) + 〈g, g′〉L2(Pλ).6
Let A: αP˙Pλt ×φ P˙Pλt ×f P˙Pλt → L2(Pλ) be the score operator that maps the score of λt (functions
of (V, ε)) to the score of Pλt (the function of (Y, V )), and Φ be the CDF of ε. Model Pλ has log
likelihood
y log(Φ(α+ v)) + (1− y) log(1− Φ(α+ v)) + log(f(v)). (7.6)
Then, by taking the ordinary derivatives of the log likelihood in (7.6) w.r.t. t, we obtain
A(h, η, g) = l˙αh+ l˙φη + l˙fg
where
l˙α = Y
φ(V + α)
Φ(V + α)
− (1− Y ) φ(V + α)
1− Φ(V + α) ,
l˙φη(Y, V ) = E(η(ε)|Y, V ),
and
l˙fg(Y, V ) = E(g(V )|Y, V ).
Let A∗ : L2(Pλ) →α P˙Pλt ×φ P˙Pλt ×f P˙Pλt be the adjoint of A. Then, by the definition of adjoint,
for any b ∈ L2(Pλ),
〈(h, η, g), A∗b〉 = 〈A(h, η, g), b〉 = 〈l˙αh+ l˙φη + l˙fg, b〉
= 〈l˙αh, b〉+ 〈l˙φη, b〉+ 〈l˙fg, b〉
= 〈h, 〈l˙α, b〉L2(Pλ)〉+ 〈η, l˙∗φb〉+ 〈g, l˙∗fb〉
= 〈(h, η, g), (〈l˙α, b〉L2(Pλ), l˙∗φb, l˙∗fb)〉.
(7.7)
6L2(Pλ) means L2 norm w.r.t. probability Pλ.
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Therefore,
A∗b = (〈l˙α, b〉L2(Pλ), l˙∗φb, l˙∗fb).
By Lemma 25.34 in Van der Vaart (1998) with X = (Y, V ) and Y = (V, ε), we have
l˙∗φb(V, ε) = E(b(Y, V )|V, ε)
and
l˙∗fb(V, ε) = E(b(Y, V )|V, ε).
By Theorem 25.31 of Van der Vaart (1998), ψ(Pλ) is differentiable at Pλ relative to P˙Pλ if and only
if there exists ψ˜ ∈ L2(Pλ) such that 〈A∗ψ˜, (h, η, g)〉 = h.7 Such ψ˜ is called the efficient score.
We claim that ψ˜ = Y−E(Y |V )f(V ) satisfies all the requirements above. First, Theorem 3.1 has shown,
under the tail restrictions, ψ˜ ∈ L2(Pλ). In addition,
〈ψ˜, l˙α〉L2(Pλ) = 1,
〈l˙∗φψ˜, η〉L2(Pλ) = E[E(ψ˜|ε)η(ε)] = Eεη(ε) = 0,
and
〈l˙∗φψ˜, η〉L2(Pλ) = E[E(ψ˜|V )g(V )] = 0.
This concludes that ψ(Pλ) is differentiable at Pλ relative to P˙Pλ and ψ˜ is the efficient score; that is,
(1) and (2) hold.
7.4 Proof for Theorem 3.2
Similar to the proof of Lemma 7.6 and 7.7, under Assumption 7(1) or (3), and for any qr > 0,
C + (1− F )←(z)
(1− Fε)←(zqr) → 0. (7.8)
Next, we consider the integrability of the variance at +∞. With a change of variables,∫ +∞
0
1− Fε(α+ v)
f(v)
dv =
∫ c
0
1− Fε(α+ (1− F )←(z))
f((1− F )←)(z)2 dz
≥
∫ c
0
1− Fε(α+ (1− Fε)←(zqr))
f((1− F )←)(z)2 dz
=
∫ c
0
zqr−2(ξr+1)L(z)dz.
(7.9)
7This is because we can define a functional χ as χ(λt) = ψ(Pλt) = α+ th. Then taking the ordinary derivative of
χ(λt) w.r.t t, we have
∂tχ(λt) = 〈(1, 0, 0), (h, η, g)〉 = h.
27
Since we can choose qr to be arbitrarily small, the RHS integral will diverge at 0, which means the
variance is ∞.
Under Assumption 7(2), there exists qr such that qr >
ξr
λr
and qr − 2(ξr + 1) ≤ −1. These two in-
equalities imply that (7.8) holds and (7.9) diverges to∞, respectively. This concludes E|Yi−1{Vi>0}f(Vi) |2
is infinite too. Therefore, for both cases, ψ˜ /∈ L2(Pλ).
If ψ˜ is the unique solution to 〈A∗ψ, (h, η, g)〉 = h, then we have shown that ∂tχ(λt) /∈ R(A∗), in
which R(A∗) denotes A∗’s range and A∗ is the adjoint of the score operator A. A∗, A, χ(λt), and λt
are defined in the proof of Corollary 3.1. Then, by Theorem 25.32 of Van der Vaart (1998), we can
conclude there is no regular estimator in existence.
What is left to show is that ψ˜ is indeed the unique solution to 〈A∗ψ, (h, η, g)〉 = h. We assume that
there exists ψˆ(V, Y ) which also solves
〈A∗ψ, (h, η, g)〉 = h. (7.10)
Then, we aim to show pi(V, Y ) = 0, where pi(V, Y ) = ψˆ(V, Y )− ψ˜(V, Y ).
First, (7.10) implies
Epi(V, Y )η(ε) = 0, ∀η ∈ φP˙Pλt ,
Epi(V, Y )g(V ) = 0, ∀g ∈ f P˙Pλt ,
and
El˙α(V, Y )pi(V, Y ) = 0.
Thus, there exists some constants C1 and C2, such that
E(pi(V, Y )|ε) = C1 + C2ε, E(pi(V, Y )|V ) = 0, and El˙α(V, Y )pi(V, Y ) = 0.
Further note
E(pi(V, Y )|ε) =
∫ ∞
ε−α
pi(v, 1)fV (v)dv +
∫ ε−α
−∞
pi(v, 0)fV (v)dv,
in which fV (·) is the density of V . Taking derivatives on both sides w.r.t. ε and letting ε range over
<, we have pi(t, 0)− pi(t, 1) = C2fV (t) for any t ∈ <. Then,
0 = El˙α(V, Y )pi(V, Y ) = Eφ(V + α)(pi(V, 1)− pi(V, 0)) = C2Eφ(V + α)
fV (V )
= C2.
This implies pi(t, 1) = pi(t, 0) = pi(t). At last,
0 = E(pi(V, Y )|V ) = pi(V ),
i.e., pi(V, Y ) = 0. This concludes the uniqueness of ψ˜, and thus, the whole proof.
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