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GREEN RING OF THE CATEGORY OF WEIGHT MODULES OVER THE
HOPF-ORE EXTENSIONS OF GROUP ALGEBRAS
Hua Sun and Hui-Xiang Chen
Abstract. In this paper, we continue our study of the tensor product structure of category
W of weight modules over the Hopf-Ore extensions kG(χ−1, a, 0) of group algebras kG,
where k is an algebraically closed field of characteristic zero. We first describe the tensor
product decomposition rules for all indecomposable weight modules under the assumption
that the orders of χ and χ(a) are different. Then we describe the Green ring r(W) of the
tensor categoryW. It is shown that r(W) is isomorphic to the polynomial algebra over the
group ring ZGˆ in one variable when |χ(a)| = |χ| = ∞, and that r(W) is isomorphic to the
quotient ring of the polynomial algebra over the group ring ZGˆ in two variables modulo a
principle ideal when |χ(a)| < |χ| = ∞. When |χ(a)| 6 |χ| < ∞, r(W) is isomorphic to the
quotient ring of a skew group ring Z[X]♯Gˆ modulo some ideal, where Z[X] is a polynomial
algebra over Z in infinitely many variables.
1. Introduction and Preliminaries
In [11], we studied the tensor product structure of the category of finite dimensional
weight modules over the Hopf-Ore extensions kG(χ−1, a, 0) of group algebras kG. Hopf-
Ore extensionswere introduced and studied by Panov in [9]. Krop, Radford and Scherotzke
studied finite dimensional rank one pointed Hopf algebras over an algebraically closed field
in [5] and [10], respectively. They showed that a finite dimensional rank one pointed Hopf
algebra over an algebraically closed field is isomorphic to a quotient of a Hopf-Ore exten-
sion of a group algebra. This result was generalized to the case of such Hopf algebras over
an arbitrary field by Wang, You and Chen in [14]. They also studied the representations
of the Hopf-Ore extensions of group algebras and rank one pointed Hopf algebras over an
arbitrary field, and classified the finite dimensional indecomposable weight modules over
such Hopf algebras [14]. In [2] and [6], the authors studied respectively the Green rings
the Taft algebras and the generalized Taft algebras based on the Cibil’s work [3]. Taft
algebras and generalized Taft algebras are finite dimensional rank one pointed Hopf alge-
bras. Wang, Li and Zhang [12, 13] studied the Green rings of finite dimensional rank one
pointed Hopf algebras over an algebraically closed field of characteristic zero. In [11], we
described the decomposition rules for tensor product of finite dimensional indecomposable
weight modules over the Hopf-Ore extensions kG(χ−1, a, 0) of group algebras kG in case
|χ| = |χ(a)|, where the ground field k is an algebraically closed field of characteristic zero.
In this paper, we continue the study of the tensor product structure of the categoryW
of finite dimensional weight modules over the Hopf-Ore extensions kG(χ−1, a, 0) of group
algebras kG over an algebraically closed field k of characteristic zero, but concentrate on
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the decomposition rules for tensor product modules in case |χ| , |χ(a)|, and the Green
rings of r(W) in the both cases: |χ| = |χ(a)| and |χ| , |χ(a)|. The finite dimensional
indecomposable weight modules can be clarified into two types: nilpotent type and non-
nilpotent type. For the tensor products of two nilpotent type modules, or a nilpotent type
module with a non-nilpotent one, the decomposition rules for |χ| , |χ(a)| are similar to
those in the case of |χ| = |χ(a)|. However, as we shall see in the case of the tensor products
of two non-nilpotent type modules, the decomposition rules for |χ| , |χ(a)| are much more
complicated than those for |χ| = |χ(a)|. The paper is organized as follows. In this section,
we recall the Hopf algebra structure of H = kG(χ−1, a, 0) and some notations. In Section 2,
we recall the classification of finite dimensional indecomposable weight modules over H.
In Section 3, we consider the tensor products of finite dimensional indecomposable weight
modules over H in case |χ| , |χ(a)|. We give the decomposition rules for all such tensor
product modules. In Section 4, we investigate the Green ring r(W) of the tensor category
W. We describe the Green ring r(W) in terms of polynomial ring and skew group ring.
r(W) is a commutative ring when |χ| = ∞, but r(W) is not when |χ| < ∞. It is shown that
r(W) is isomorphic to the polynomial algebra over the group ring ZGˆ in one variable in
case |χ(a)| = |χ| = ∞, and that r(W) is isomorphic to the quotient ring of the polynomial
algebra over ZGˆ in two variables modulo a principle ideal in case |χ(a)| < |χ| = ∞. For
the case of |χ(a)| 6 |χ| < ∞, we show that r(W) is isomorphic to the quotient ring of a
skew group ring Z[X]♯Gˆ modulo some ideal, where Z[X] is a polynomial algebra over Z in
infinitely many variables.
Throughout, we work over a field k. Unless otherwise stated, all algebras, coalgebras,
Hopf algebras and modules are vector spaces over k. All linear maps mean k-linear maps,
dim and ⊗ mean dimk and ⊗k, respectively. Our references for basic concepts and nota-
tions about representation theory and Hopf algebras are [1, 4, 8]. In particular, for a Hopf
algebra, we will use ε, ∆ and S to denote the counit, comultiplication and antipode, re-
spectively. Let k× = k \ {0}. For a groupG, let Gˆ denote the group of characters of G over
k, and let Z(G) denote the center of G. For a Hopf algebra H, an H-module means a left
H-module. Let Z denote all integers.
For a Hopf algebra H, the category modH of finite dimensional H-module is a tensor
(or monoidal) category [4, 8]. The Green ring (or representation ring) r(H) of H is defined
to be the abelian group generated by the isomorphism classes [V] of V in modH modulo
the relations [U ⊕V] = [U]+ [V], U,V ∈ modH. The multiplication of r(H) is determined
by [U][V] = [U ⊗ V], the tensor product of H-modules. Then r(H) is an associative ring
with identity. Notice that r(H) is a free abelian group with a Z-basis {[V]|V ∈ ind(H)},
where ind(H) denotes the category of indecomposable objects in modH.
Let G be a group and a ∈ Z(G). Let χ ∈ Gˆ with χ(a) , 1. The Hopf-Ore extension
H = kG(χ−1, a, 0) of the group algebra kG can be described as follows. H is generated, as
an algebra, by G and x subject to the relations xg = χ−1(g)gx for all g ∈ G. The coalgebra
structure and antipode are given by
∆(x) = x ⊗ a + 1 ⊗ x, ε(x) = 0, S (x) = −xa−1,
∆(g) = g ⊗ g, ε(g) = 1, S (g) = g−1,
where g ∈ G. H has a k-basis {gxi | g ∈ G, i > 0}.
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For any positive integer n and a scale α ∈ k, let Jn(α) be the n × n-matrix
α
1 α
. . .
. . .
1 α

over k, the Jordan block matrix.
Let 0 , q ∈ k. For any nonnegative integer n, define (n)q by (0)q = 0 and (n)q =
1 + q + · · · + qn−1 for n > 0. Observe that (n)q = n when q = 1, and
(n)q =
qn − 1
q − 1
when q , 1. Define the q-factorial of n by (0)!q = 1 and (n)!q = (n)q(n − 1)q · · · (1)q for
n > 0. Note that (n)!q = n! when q = 1, and
(n)!q =
(qn − 1)(qn−1 − 1) · · · (q − 1)
(q − 1)n
when n > 0 and q , 1. The q-binomial coefficients
(
n
i
)
q
are defined inductively as follows
for 0 6 i 6 n: (
n
0
)
q
= 1 =
(
n
n
)
q
for n > 0,
(
n
i
)
q
= qi
(
n − 1
i
)
q
+
(
n − 1
i − 1
)
q
for 0 < i < n.
It is well-known that
(
n
i
)
q
is a polynomial in q with integer coefficients and with value at
q = 1 equal to the usual binomial coefficient
(
n
i
)
, and that
(
n
i
)
q
=
(n)!q
(i)!q(n − i)!q
when (n − 1)!q , 0 and 0 < i < n (see [4, Page 74]).
2. Indecomposable weight modules
In this section, we recall the finite dimensional indecomposableweightH-modules (see
[14, 11]. We still assume that χ−1(a) , 1, and use the notations of last section. Throughout
the following, let H = kG(χ−1, a, 0) be the Hopf algebra given as in the last section. For an
H-module M and m ∈ M, let 〈m〉 denote the submodule of M generated by m.
Let M be an H-module. For any λ ∈ Gˆ, let M(λ) = {v ∈ M | g · v = λ(g)v, g ∈ G}.
Each nonzero element in M(λ) is called a weight vector of weight λ in M. One can check
that ⊕λ∈GˆM(λ) is a submodule of M. Let Π(M) = {λ ∈ Gˆ | M(λ) , 0}, which is called the
weight space of M. M is said to be a weight module if M = ⊕λ∈Π(M)M(λ). Let W be the
full subcategory of modH consisting of all finite dimensional weight modules. ThenW is
a tensor subcategory of modH.
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For any λ ∈ Gˆ and t ∈ Z with t > 1, let Vt(λ) be a t-dimensional k-space with a
basis {m0,m1, · · · ,mt−1}. Then one can easily check Vt(λ) is an H-weight modules with the
action determined by
g · mi = χ
i(g)λ(g)mi, x · mi = mi+1, 0 6 i 6 t − 2, x · mt−1 = 0.
When |χ| = s < ∞, for any λ ∈ Gˆ, β ∈ k, t ∈ Z with t > 1, let Vt(λ, β) be a vector
space of dimension ts with a basis {m0,m1, · · · ,mts−1} over k. Assume that (y − β)
t
=
yt −
∑t−1
j=0 α jy
j, where α0, α1, · · · , αt−1 ∈ k. Then one can easily check that Vt(λ, β) is an
H-module with the action determined by
g · mi = χ
i(g)λ(g)mi, x · mi =

mi+1, 0 6 i 6 ts − 2∑t−1
j=0 α jm js, i = ts − 1
,
where 0 6 i 6 ts − 1, g ∈ G. Obviously, Vt(λ, β) is a weight module and Vt(λ, 0) = Vts(λ).
Let 〈χ〉 denote the subgroup of Gˆ generated by χ, and [λ] denote the image of λ under
the canonical epimorphism Gˆ → Gˆ/〈χ〉. Let ǫ denote the identity element of the group
Gˆ, i.e., ǫ(g) = 1, ∀g ∈ G. The finite dimensional indecomposable weight H-modules are
classified in [14]. We state the classification (in case k is an algebraically closed field) as
follows (see [11]).
Proposition 2.1. Assume that |χ| = ∞. Then {Vt(λ)|t > 1, λ ∈ Gˆ} is a complete set of finite
dimensional indecomposable weight H-modules up to isomorphism.
Proposition 2.2. Assume that |χ| = s < ∞ and k is algebraically closed. Then{
Vt(λ),Vt(σ, β)
∣∣∣λ ∈ Gˆ, [σ] ∈ Gˆ/〈χ〉, t > 1, β ∈ k× }
is a complete set of finite dimensional indecomposable weight H-modules up to isomor-
phism.
Remark 2.3. For any t > 1, λ ∈ Gˆ and β ∈ k×, the linear endomorphism of Vt(λ) induced
by the action of x is nilpotent. However, the linear endomorphism of Vt(λ, β) induced by
the action of x is invertible. In the following, Vt(λ) is called a module of nilpotent type,
and Vt(λ, β) is called a module of non-nilpotent type.
In what follows, assume that k is an algebraically closed field of characteristic zero.
3. Decomposition rules for tensor products of weight modules
In this section, we will investigate the tensor products of finite dimensional indecom-
posable weight modules over H, and decompose such tensor products into the direct sum
of indecomposable modules in case |χ| , |χ(a)|, where |χ| and |χ(a)| denote the orders of χ
and χ(a), respectively.
Convention: If ⊕l6i6mMi is a term in a decomposition of a module, then it disappears
when l > m. For a module M and a nonnegative integer r, let rM denote the direct sum of
r copies of M. In particular, rM = 0 when r = 0. Let V0(λ) = V0(λ, β) = 0 for any λ ∈ Gˆ
and β ∈ k.
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3.1. Tensor products Vn(λ) ⊗ Vt(σ). In this subsection, we consider the tensor products
ot two modules of nilpotent type. Throughout this subsection, assume that |χ(a)| = s <
|χ| 6 ∞. Let q = χ−1(a). Then q is a primitive sth root of unity. In this case, [11, Lemmas
3.8, 3.9, 3.10 and 3.11] still hold with the same proofs.
Lemma 3.1. Let λ, σ ∈ Gˆ and t ∈ Z with t > 1.
(1) If s|t, then Vs+1(λ)⊗Vt(σ)  Vt(σ)⊗Vs+1(λ)  Vt−s(χ
sλσ)⊕Vt+s(λσ)⊕ (⊕
s−1
i=1
Vt(χ
iλσ)).
(2) Assume that s ∤ t and let t = rs + l with 1 6 l 6 s − 1.
(a) If r = 0, then Vs+1(λ) ⊗ Vt(σ)  Vt(σ) ⊗ Vs+1(λ)  Vs+l(λσ) ⊕ (⊕16i6l−1Vs(χ
iλσ)).
(b) If r > 1, then
Vs+1(λ) ⊗ Vt(σ)  Vt(σ) ⊗ Vs+1(λ)
 Vt+s(λσ) ⊕ (⊕16i6l−1V(r+1)s(χ
iλσ)) ⊕ Vt+s−2l(χ
lλσ)
⊕(⊕l+16i6s−1Vrs(χ
iλσ)) ⊕ Vt−s(χ
sλσ).
Proof. It is similar to [11, Lemma 3.12]. 
Lemma 3.2. Let λ, σ ∈ Gˆ and n, t ∈ Z with n, t > 1. Assume s|t and let t = rs and
n = r′s + l with 0 6 l 6 s − 1. Then
Vn(λ) ⊗ Vt(σ)  Vt(σ) ⊗ Vn(λ)
 (⊕
min{r′,r−1}
i=0
⊕06 j6l−1 V(r+r′−2i)s(χ
j+isλσ)) ⊕ (⊕06i6min{r,r′}−1 ⊕
s−1
j=l
V(r+r′−1−2i)s(χ
j+isλσ)).
Proof. It is similar to [11, Lemma 3.13]. 
Lemma 3.3. Let λ, σ ∈ Gˆ and n, r ∈ Z with n > 1 and r > 0. Assume s ∤ n and let
n = r′s + l with 1 6 l 6 s − 1 and r′ > 0. Then we have
Vn(λ) ⊗ Vrs+1(σ)  Vrs+1(σ) ⊗ Vn(λ)
 (⊕
min{r′,r}
i=0
V(r+r′−2i)s+l(χ
isλσ)) ⊕ (⊕06i6min{r′,r−1} ⊕16 j6l−1 V(r+r′−2i)s(χ
j+isλσ))
⊕(⊕06i6min{r′,r}−1V(r+r′−2i)s−l(χ
l+isλσ))
⊕(⊕06i6min{r′,r}−1 ⊕l+16 j6s−1 V(r+r′−1−2i)s(χ
j+isλσ)).
Proof. It is similar [11, Lemma 3.14]. 
Proposition 3.4. Let λ, σ ∈ Gˆ and n, t ∈ Z with n > t > 1. Assume that n = r′s + l′ and
t = rs + l with 0 6 l′, l 6 s − 1.
(1) Suppose that l + l′ 6 s. If l 6 l′ then
Vn(λ) ⊗ Vt(σ)  Vt(σ) ⊗ Vn(λ)
 (⊕r
i=0
⊕06 j6l−1 Vn+t−1−2is−2 j(χ
j+isλσ)) ⊕ (⊕06i6r−1 ⊕l6 j6l′−1 V(r+r′−2i)s(χ
j+isλσ))
⊕(⊕06i6r−1 ⊕l′6 j6l+l′−1 Vn+t−1−2is−2 j(χ
j+isλσ)) ⊕ (⊕06i6r−1 ⊕l+l′6 j6s−1 V(r+r′−1−2i)s(χ
j+isλσ)),
and if l > l′ then
Vn(λ) ⊗ Vt(σ)  Vt(σ) ⊗ Vn(λ)
 (⊕r
i=0
⊕06 j6l′−1 Vn+t−1−2is−2 j(χ
j+isλσ)) ⊕ (⊕r
i=0
⊕l′6 j6l−1 V(r+r′−2i)s(χ
j+isλσ))
⊕(⊕06i6r−1 ⊕l6 j6l+l′−1 Vn+t−1−2is−2 j(χ
j+isλσ)) ⊕ (⊕06i6r−1 ⊕l+l′6 j6s−1 V(r+r′−1−2i)s(χ
j+isλσ)).
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(2) Suppose that l + l′ > s + 1 and let m = l + l′ − s − 1. If l 6 l′ then
Vn(λ) ⊗ Vt(σ)  Vt(σ) ⊗ Vn(λ)
 (⊕r
i=0
⊕m
j=0
V(r+r′+1−2i)s(χ
j+isλσ)) ⊕ (⊕r
i=0
⊕l−1
j=m+1
Vn+t−1−2is−2 j(χ
j+isλσ))
⊕(⊕06i6r−1 ⊕l6 j6l′−1 V(r+r′−2i)s(χ
j+isλσ)) ⊕ (⊕06i6r−1 ⊕
s−1
j=l′
Vn+t−1−2is−2 j(χ
j+isλσ)),
and if l > l′ then
Vn(λ) ⊗ Vt(σ)  Vt(σ) ⊗ Vn(λ)
 (⊕r
i=0
⊕m
j=0
V(r+r′+1−2i)s(χ
j+isλσ)) ⊕ (⊕r
i=0
⊕l
′−1
j=m+1
Vn+t−1−2is−2 j(χ
j+isλσ))
⊕(⊕r
i=0
⊕l′6 j6l−1 V(r+r′−2i)s(χ
j+isλσ)) ⊕ (⊕06i6r−1 ⊕
s−1
j=l
Vn+t−1−2is−2 j(χ
j+isλσ)).
Proof. It is similar to [11, Theorem 3.15]. 
3.2. Tensor products Vn(λ) ⊗ Vt(σ, β) and Vt(σ, β) ⊗ Vn(λ). In this subsection, we con-
sider the tensor products of a module of nilpotent type with one of non-nilpotent type.
Throughout this and the next subsections, assume that 1 < s = |χ(a)| < |χ| = s < ∞. Let
q = χ−1(a) and s = ss′. The q is a primitive sth root of unity and s′ > 1.
Lemma 3.5. Let σ, λ ∈ Gˆ, β ∈ k×, 0 6 r 6 s and t > 1. Then
Vs+r(λ) ⊗ Vt(σ, β)  (s − r)Vt(σλ, β) ⊕ rVt−1(σλ, β) ⊕ rVt+1(σλ, β),
Vt(σ, β) ⊗ Vs+r(λ)  (s − r)Vt(σλ, λ(a)
sβ) ⊕ rVt−1(σλ, λ(a)
sβ) ⊕ rVt+1(σλ, λ(a)
sβ).
Proof. We only prove the first isomorphism since the second one can be shown similarly.
Let M = Vs+r(λ) ⊗ Vt(σ, β), and let ϕ : M → M be the endomorphism of M given by
ϕ(m) = xsm, m ∈ M. Let {mi|0 6 i 6 s+ r− 1} and {v j|0 6 j 6 ts− 1} be the standard bases
of Vs+r(λ) and Vt(σ, β), respectively. Then {mi⊗v j|0 6 i 6 s+r−1, 0 6 j 6 ts−1} is a basis
of M. Obviously, Π(M) = {λσ, χλσ, · · · , χs−1λσ}. Moreover, M(χlλσ) = span{mi ⊗ v j|0 6
i 6 s + r − 1, 0 6 j 6 ts − 1, i + j ≡ l (mod s)} for all 0 6 l 6 s − 1. In particular,
M(χs−1λσ) = span{mi ⊗ v js−i−1|1 6 j 6 t, 0 6 i 6 s + r − 1}.
Let Vi = span{mi ⊗ v js−i−1,mi+s ⊗ v js−s−i−1|1 6 j 6 t} for 0 6 i 6 r − 1 (if r > 0) and Vi =
span{mi⊗ v js−i−1|1 6 j 6 t} for r 6 i 6 s−1 (if r < s). Then M(χs−1λσ) = V0⊕V1⊕ · · ·⊕Vs−1
as vector spaces and ϕ(Vi) ⊆ Vi. For 0 6 i 6 r− 1 (if r > 0), a straightforward computation
shows that under the basis mi ⊗ vs−i−1,mi ⊗ v2s−i−1, · · · ,mi ⊗ vts−i−1,mi+s ⊗ vs−s−i−1,mi+s ⊗
v2s−s−i−1, · · · ,mi+s ⊗ vts−s−i−1 of Vi, the matrix of the restriction ϕ|Vi is C =
 A 0
αA A
,
where
A =

0 0 · · · 0 α0
1 0 · · · 0 α1
...
. . .
. . .
...
...
0 0
. . . 0 αt−2
0 0 · · · 1 αt−1

,
α = s′σ(a)s and α j = (−1)
t+1− j
(
t
j
)
βt− j for 0 6 j 6 t − 1. Similarly, under the basis
mi ⊗ vs−i−1,mi ⊗ v2s−i−1, · · · ,mi ⊗ vts−i−1 of Vi, the matrix of the restriction ϕ|Vi is the matrix
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A for r 6 i 6 s − 1 (if r < s). Hence the matrix of the restriction ϕ|M
(χs−1σλ)
(under some
suitable basis) is
D =

C
. . .
C
A
. . .
A

.
with r copies ofC and s−r copies of A. One can check that det(D) , 0. A tedious but stan-
dard computation shows that the Jordan form of C is
 Jt−1(β) 0
0 Jt+1(β)
, and the Jordan
form of A is Jt(β). Thus it follows from [11, Lemma 3.4] that Vs+r(λ) ⊗ Vt(σ, β) contains
a submodule isomorphic to (s − r)Vt(χ
s−1σλ, β) ⊕ rVt−1(χ
s−1σλ, β) ⊕ rVt+1(χ
s−1σλ, β) and
so Vs+r(λ) ⊗ Vt(σ, β)  (s− r)Vt(σλ, β) ⊕ rVt−1(σλ, β) ⊕ rVt+1(σλ, β) since the modules on
the both sides have the same dimension (s + r)ts. 
Corollary 3.6. Let σ, λ ∈ Gˆ, β ∈ k×, t > 1. Then
V2s(λ) ⊗ Vt(σ, β)  sVt−1(σλ, β) ⊕ sVt+1(σλ, β),
Vt(σ, β) ⊗ V2s(λ)  sVt−1(σλ, λ(a)
sβ) ⊕ sVt+1(σλ, λ(a)
sβ).
In particular, we have
V2s(ǫ) ⊗ Vt(σ, β)  Vt(σ, β) ⊗ V2s(ǫ)  sVt−1(σ, β) ⊕ sVt+1(σ, β).
Proposition 3.7. Let n, t ∈ Z with n, t > 1, λ, σ ∈ Gˆ and β ∈ k×. Let n = us + r with u > 0
and 0 6 r < s. Then
Vn(λ) ⊗ Vt(σ, β)  (⊕16i6min{t,u}(s − r)V2i−1+|t−u|(σλ, β))
⊕(⊕
min{t,u+1}
i=1
rV2i−1+|t−u−1|(σλ, β)),
Vt(σ, β) ⊗ Vn(λ)  (⊕16i6min{t,u}(s − r)V2i−1+|t−u|(σλ, λ(a)
sβ))
⊕(⊕
min{t,u+1}
i=1
rV2i−1+|t−u−1|(σλ, λ(a)
sβ)).
Proof. Similarly to [11, Theorem 3.6], it can be shown for n 6 s and n > s, respectively.
For n 6 s, the proof is similar to Case 1 in the proof of [11, Theorem 3.6]. For n > s,
the proposition can be shown by induction on t. We only consider the case of t = 1 since
the arguments are similar to Case 2 in the proof of [11, Theorem 3.6] for t = 2 and the
induction step.
Let n > s. We prove the decomposition of Vn(λ) ⊗ V1(σ, β) by induction on u for r = 0
and r > 0, respectively. Note that u > 1 by n > s. First assume that r = 0. Then for
u = 1, 2, it follows from Lemma 3.5. Now let u > 2. Then by the induction hypothesis,
Lemma 3.1 and Lemma 3.5, we have
Vs+1(ǫ) ⊗ Vus(λ) ⊗ V1(σ, β)
 Vs+1(ǫ) ⊗ sVu(σλ, β)
 s(s − 1)Vu(σλ, β) ⊕ sVu−1(σλ, β) ⊕ sVu+1(σλ, β)
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and
Vs+1(ǫ) ⊗ Vus(λ) ⊗ V1(σ, β)
 (V(u+1)s(λ) ⊕ (⊕
s−1
i=1
Vus(χ
iλ)) ⊕ V(u−1)s(χ
sλ)) ⊗ V1(σ, β)
 V(u+1)s(λ) ⊗ V1(σ, β) ⊕ (⊕
s−1
i=1
sVu(χ
iσλ, β)) ⊕ sVu−1(χ
sσλ, β).
Thus, it follows from Krull-Schmidt Theorem that V(u+1)s(λ) ⊗ V1(σ, β)  sVu+1(σλ, β).
Next assume that 1 6 r 6 s− 1. Then for u = 1, it follow from Lemma 3.5. Now let u > 1.
Then by the induction hypothesis, Lemma 3.1, Lemma 3.5, the result above for r = 0 and
the result for n 6 s, we have
Vs+1(ǫ) ⊗ Vus+r(λ) ⊗ V1(σ, β)
 Vs+1(ǫ) ⊗ ((s − r)Vu(σλ, β) ⊕ rVu+1(σλ, β))
 (s − r)(s − 1)Vu(σλ, β) ⊕ (s − r)Vu−1(σλ, β) ⊕ (s − r)Vu+1(σλ, β)
⊕r(s − 1)Vu+1(σλ, β) ⊕ rVu(σλ, β) ⊕ rVu+2(σλ, β)
and
Vs+1(ǫ) ⊗ Vus+r(λ) ⊗ V1(σ, β)
 (V(u+1)s+r(λ) ⊕ (⊕16i6r−1V(u+1)s(χ
iλ)) ⊕ V(u+1)s−r(χ
rλ) ⊕ (⊕r+16i6s−1Vus(χ
iλ))
⊕V(u−1)s+r(χ
sλ)) ⊗ V1(σ, β)
 V(u+1)s+r(λ) ⊗ V1(σ, β) ⊕ (⊕16i6r−1sVu+1(χ
iσλ, β)) ⊕ (s − r)Vu+1(χ
rσλ, β)
⊕rVu(χ
rσλ, β) ⊕ (⊕r+16i6s−1sVu(χ
iσλ, β)) ⊕ (s − r)Vu−1(χ
sσλ, β) ⊕ rVu(χ
sσλ, β)
 V(u+1)s+r(λ) ⊗ V1(σ, β) ⊕ (r − 1)sVu+1(σλ, β) ⊕ rVu(σλ, β) ⊕ (s − r)Vu+1(σλ, β)
⊕(s − 1 − r)sVu(σλ, β) ⊕ (s − r)Vu−1(σλ, β) ⊕ rVu(σλ, β).
Thus, it follows from Krull-Schmidt Theorem that
V(u+1)s+r(λ) ⊗ V1(σ, β)  (s − r)V(u+1)(σλ, β) ⊕ rVu+2(σλ, β).
The decomposition of V1(σ, β) ⊗ Vn(λ) can be shown similarly. 
3.3. Tensor products Vn(σ, α)⊗Vt(λ, β). In this subsection, we consider the tensor prod-
ucts of two module of non-nilpotent type. Throughout the following, let ξ ∈ k be a root of
unity of order s′.
Notation 3.8. For α, β ∈ k×, let θ, η ∈ k be two scales satisfying θs
′
= α and ηs
′
= β,
respectively. Then for λ ∈ Gˆ and 1 6 i, j 6 s′, let αi j = θλ
s(a)ξi−1 + ηξ j−1. Then αs
′
i j
= αs
′
mn
if j − i ≡ n − m (mod s′). Denote αs
′
1 j
by α j for all 1 6 j 6 s
′.
Lemma 3.9. Let λ, σ ∈ Gˆ and α, β ∈ k×. With the notations given in Notation 3.8, we have
(1) if β + (−1)s
′
+1αλ(a)s , 0, then V(σ, α) ⊗ V(λ, β)  ⊕s
′
j=1
sV(σλ, α j);
(2) if β + (−1)s
′
+1αλ(a)s = 0, then there is unique j0 with 1 6 j0 6 s
′ such that α j0 = 0,
and V(σ, α) ⊗ V(λ, β)  (⊕16 j6s′, j, j0 sV(σλ, α j)) ⊕ (⊕
s−1
j=0
Vs(χ
jσλ)).
Proof. Let {mi|0 6 i 6 s − 1} and {v j|0 6 j 6 s − 1} be the bases of V(σ, α) and V(λ, β) as
stated in the last section, respectively. Let M = V(σ, α) ⊗ V(λ, β). Then {mi ⊗ v j|0 6 i, j 6
s − 1} is a basis of M. Moreover,Π(M) = {χlλσ|0 6 l 6 s − 1} and for 0 6 l 6 s − 1,
M(χlλσ) = span{mi ⊗ v j|0 6 i, j 6 s − 1, i + j ≡ l (mod s)}.
Let ϕ : M → M be the linear endomorphisms of M defined by ϕ(m) = xm, m ∈ M. Then
ϕ(M(χiσλ)) ⊆ M(χi+1σλ) for 0 6 i 6 s−1 sinceM(χsσλ) = Mσλ. Hence Ker(ϕ) = ⊕
s−1
i=0
(Ker(ϕ)∩
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M(χiσλ)). For any 0 6 i 6 s− 2, let z =
∑i
j=0 γ jm j ⊗ vi− j +
∑s−1
j=i+1 γ jm j ⊗ vs+i− j ∈ M(χiσλ) for
some γ0, γ1, · · · , γs−1 ∈ k. By a straightforward computation, one gets that
ϕ(z) = (γ0 + αq
s−i−1λ(a)γs−1)m0 ⊗ vi+1 +
∑
16 j6i(γ j + q
j−i−1λ(a)γ j−1)m j ⊗ vi+1− j
+(λ(a)γi + βγi+1)mi+1 ⊗ v0 +
∑
i+26 j6s−1(γ j + γ j−1q
j−i−1λ(a))m j ⊗ vs+i+1− j.
Thus, ϕ(z) = 0 if and only if (γ0, γ1, · · · , γs−1) is a solution of following system of linear
equations

x0 + αq
s−i−1λ(a)xs−1 = 0
q−iλ(a)x0 + x1 = 0
q1−iλ(a)x1 + x2 = 0
· · · · · · · · ·
qi−1−iλ(a)xi−1 + xi = 0
λ(a)xi + βxi+1 = 0
qλ(a)xi+1 + xi+2 = 0
q2λ(a)xi+2 + xi+3 = 0
· · · · · · · · ·
qs−i−2λ(a)xs−2 + xs−1 = 0
Let D be the coefficient matrix of the system of linear equations, and r(D) the rank of
D. Then r(D) > s − 1 and det(D)=β + (−1)s
′
+1αλ(a)s. Hence Ker(ϕ) ∩ M(χiσλ) = 0 if
β + (−1)s
′
+1αλ(a)s , 0, and dim(Ker(ϕ) ∩ M(χiσλ)) = 1 if β + (−1)
s′+1αλ(a)s = 0, where
0 6 i 6 s−2. Similarly, one can check that Ker(ϕ)∩M(χs−1σλ) = 0 if β+(−1)
s′+1αλ(a)s , 0,
and dim(Ker(ϕ) ∩ M(χs−1σλ)) = 1 if β + (−1)
s′+1αλ(a)s = 0.
Let 1 6 l 6 s′. For any 0 6 i 6 s − 1, define a subspace V l
i
of M(χls−1σλ) by
V li = span{m js+i ⊗ v(l− j)s−1−i,mts+i ⊗ v(s′+l−t)s−1−i|0 6 j 6 l − 1, l 6 t 6 s
′ − 1}.
Then ϕs(V l
i
) ⊆ V l
i
and M(χls−1σλ) = V
l
0
⊕ V l
1
⊕ V l
2
⊕ · · ·V l
s−1
. For any 0 6 i 6 s− 1, let Cl,i be
the matrix of ϕs|V l
i
under the basis {mi⊗ vls−1−i,ms+i⊗ v(l−1)s−1−i, · · · ,m(l−1)s⊗ vs−1−i,mls+i⊗
vs′s−1−i,m(l+1)s+i ⊗ v(s′−1)s−1−i, · · · ,m(s′−1)s+i ⊗ v(l+1)s−1−i} of V
l
i
. A straightforward compu-
tation shows that Cl,0 = Cl,1 = · · · = Cl,s−1, denoted by Cl simply. Hence the matrix of the
restriction ϕs|M
(χls−1σλ)
(under some suitable basis ) is
Al =

Cl 0 · · · 0
0 Cl · · · 0
· · · · · · · · · · · ·
0 0 · · · Cl

.
We claim thatCl is diagonalizable, and so is Al, where 1 6 l 6 s
′. In fact, let V = span{mis⊗
v js−1|0 6 i 6 s
′ − 1, 1 6 j 6 s′}. Then one can check that ϕs(V) ⊆ V , and that under the
basis {m0⊗vs−1,m0⊗v2s−1, · · · ,m0⊗vs′s−1,ms⊗vs−1,ms⊗v2s−1, · · · ,ms⊗vs′s−1, · · · ,m(s′−1)s⊗
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vs−1,m(s′−1)s ⊗ v2s−1, · · · ,m(s′−1)s ⊗ vs′s−1} of V , the matrix of the restriction ϕ
s|V is
F =

B 0 · · · 0 αλ(a)sIs′
λ(a)sIs′ B · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · B 0
0 0 · · · λ(a)sIs′ B

where B =
 0 β
Is′−1 0
, In denotes the n × n identity matrix over k. Consider the matrix
yIs′2 − F ∈ Ms′2(k[y]), where k[y] is the polynomial algebra over k in one variable y. Since
B is similar to the diagonal matrix diag{η, ηξ, · · · , ηξs
′−1}, yIs′2 − F is equivalent to the
diagonal matrix
diag{1, · · · , 1, (y − η)s
′
− αλ(a)s, (y − ηξ)s
′
− αλ(a)s, · · · , (y − ηξs
′−1)s
′
− αλ(a)s}.
It follows that y − αi j gives all elementary divisors of F, where 1 6 i, j 6 s
′, and so
F is diagonalizable. Hence F s
′
is also diagonalizable, and αs
′
i j
(1 6 i, j 6 s′) are its all
eigenvalues. Note that V = V1
0
⊕V2
0
⊕ · · ·V s
′
0
, and ϕs(V l
0
) ⊆ V l
0
for all 1 6 l 6 s′. Therefore,
Cl is diagonalizable, and so is Al.
For 1 6 l 6 s′, let βl1, βl2, · · · , βls′ be the eigenvalues of Cl. Then βlt, 1 6 l, t 6 s
′ are
all eigenvalues of F s
′
. Hence there is a permutation π of the set {(i, j)|1 6 i, j 6 s′} such
that βlt = a
s′
π(lt)
for all 1 6 l, t 6 s′.
(1) Assume that β + (−1)s
′
+1αλ(a)s , 0. Then ϕ is bijective and det(Al) , 0 for
any 1 6 l 6 s′. It follows from [11, Lemma 3.4] that M contains a submodule isomor-
phic to ⊕s
′
j=1
sV(χs−1σλ, βl j)  ⊕
s′
j=1
sV(σλ, βl j), and so M  ⊕
s′
j=1
sV(σλ, βl j) since they
have the same dimension. Now let 2 6 l 6 s′. Then we have M  ⊕s
′
j=1
sV(σλ, βl j) 
⊕s
′
j=1
sV(σλ, β1 j). Thus, by Krull-Schmidt Theorem, one knows that there is a permutation
πl of the set {1, 2, · · · , s
′} such that βl j = β1πl( j) for all 1 6 j 6 s
′. Since αs
′
i j
= αs
′
lt
for
any 1 6 i, j, l, t 6 s′ with j − i ≡ l − t (mod s′), there is a permutation π0 of {1, 2, · · · , s
′}
such that β1 j = α
s′
1π0( j)
= απ0( j) for all 1 6 j 6 s
′. It follows that M  ⊕s
′
j=1
sV(σλ, β1 j) 
⊕s
′
j=1
sV(σλ, α j).
(2) Assume that β+ (−1)s
′
+1αλ(a)s = 0. Then Ker(ϕ)∩M(χiσλ) , 0 for all 0 6 i 6 s−1,
and hence Ker(ϕs|M
(χls−1σλ)
) , 0 for all 1 6 l 6 s′. This implies that det(Al) = 0, and so
det(Cl) = 0. Hence 0 is an eigenvalue of Cl. We claim that the multiplicity of eigenvalue 0
of Cl is 1 for any 1 6 l 6 s
′. In fact, det(F) = 0 by det(F)s
′
= det(C1)det(C2) · · ·det(Cs′) =
0. Hence 0 is an eigenvalue of F. By the discussion before, αi j and α
s′
i j
are all eigenvalue
of F and F s
′
, respectively, where 1 6 i, j 6 s′. For any 1 6 i, j 6 s′, we have αi j = α1tξ
i−1,
where t = j − i + 1 if i 6 j, and t = s′ + j − i + 1 if i > j. Moreover, α11, α12, · · · , α1s′
are distinct. It follows that the multiplicity of eigenvalue 0 of F is s′, and so is that of F s
′
.
Hence there is a unique j0 with 1 6 j0 6 s
′ such that α1 j0 = 0 and α j0 = 0. Since F
s′ is
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similar to 
C1 0 · · · 0
0 C2 · · · 0
...
...
. . .
...
0 · · · · · · Cs′

,
the multiplicity of eigenvalue 0 of each Cl is 1. Thus, for any 1 6 l 6 s
′, there exists
an integer jl with 1 6 jl 6 s
′ such that βl jl = 0 and βl j , 0 if j , jl, where 1 6
j 6 s′. It follows from [11, Lemma 3.4] that M contains a submodule Nl with Nl 
⊕16 j6s′, j, jl sV(χ
s−1σλ, βl j)  ⊕16 j6s′, j, jl sV(σλ, βl j).
Now let 0 6 i 6 s−1. Then i = ns+ r with 0 6 r 6 s−1 and 0 6 n 6 s′−1. Define zi ∈
M(χiσλ) by zi =
∑n
j=0(−1)
jλ(a) jsm js ⊗ v(n− j)s+r + β
−1
∑s′−1
j=n+1(−1)
jλ(a) jsm js ⊗ v(s′+n− j)s+r for
0 6 n 6 s′−2 (or equivalently, 0 6 i 6 s− s−1), and zi =
∑s′−1
j=0 (−1)
jλ(a) jsm js⊗v(s′−1− j)s+r
for n = s′−1 (or equivalently, s− s 6 i 6 s−1). Then a straightforward computation shows
that ϕs−1(zi) , 0 but ϕ
s(zi) = 0 by β + (−1)
s′+1αλ(a)s = 0. It follows that the submodule
〈zi〉 of M generated by zi is isomorphic to Vs(χ
iσλ). Obviously, the sum
∑s−1
i=0 〈zi〉 is direct.
Hence M contains a submoduleU with U  ⊕s−1
i=0
Vs(χ
iσλ). Since every simple submodule
of U is 1-dimensional and every simple submodule of Nl is s-dimensional, the sum Nl +U
is direct, and consequently, M = Nl ⊕ U by comparing their dimensions, where 1 6 l 6 s
′.
It follows from Krull-Schmidt Theorem that Nl  N1, and so
⊕16 j6s′, j, jlV(σλ, βl j)  ⊕16 j6s′, j, j1V(σλ, β1 j),
for any 2 6 l 6 s′. Thus, for any 2 6 l 6 s′, there is a permutation πl of the set {1, 2, · · · , s
′}
with πl( jl) = j1 such that βl j = β1πl( j) for all 1 6 j 6 s
′. Then by the discussion in (a), one
can see that ⊕16 j6s′, j, j1V(σλ, β1 j)  ⊕16 j6s′, j, j0V(σλ, α j). Therefore,
M = N1 ⊕ U  (⊕16 j6s′, j, j0 sV(σλ, α j)) ⊕ (⊕
s−1
j=0Vs(χ
jσλ)).

Theorem 3.10. Let n, t ∈ Z with n, t > 1, σ, λ ∈ Gˆ and α, β ∈ k×. With the notations given
in Notation 3.8, we have
(1) if β + (−1)s
′
+1αλ(a)s , 0, then
Vn(σ, α) ⊗ Vt(λ, β)  ⊕
min{n,t}
i=1
⊕s
′
j=1 sV2i−1+|n−t|(σλ, α j);
(2) if β + (−1)s
′
+1αλ(a)s = 0, then
Vn(σ, α) ⊗ Vt(λ, β)
 (⊕
min{n,t}
i=1
⊕16 j6s′, j, j0 sV2i−1+|n−t|(σλ, α j)) ⊕ (⊕
min{n,t}
i=1
⊕s−1
j=0
V(2i−1+|n−t|)s(χ
jσλ)),
where 1 6 j0 6 s
′ with α j0 = 0 as given in Lemma 3.9.
Proof. We only prove (2) since the proof is similar for (1). Assume β+ (−1)s
′
+1αλ(a)s = 0.
We work by induction on n. For n = 1, we work by induction on t. If t = 1, then it follows
from Lemma 3.9. For t = 2, by Lemma 3.2, Corollary 3.6 and Lemma 3.9, we have
V(σ, α) ⊗ V(λ, β) ⊗ V2s(ǫ)  sV(σ, α) ⊗ V2(λ, β)
12 Hua Sun and Hui-Xiang Chen
and
V(σ, α) ⊗ V(λ, β) ⊗ V2s(ǫ)
 ((⊕16 j6s′, j, j0 sV(σλ, α j)) ⊕ (⊕
s−1
j=0
Vs(χ
jσλ))) ⊗ V2s(ǫ)
 (⊕16 j6s′, j, j0 s
2V2(σλ, α j)) ⊕ (⊕
s−1
j=0
⊕s−1
i=0
V2s(χ
i+ jσλ))
 (⊕16 j6s′, j, j0 s
2V2(σλ, α j) ⊕ (⊕
s−1
j=0
sV2s(χ
jσλ)).
Then it follows from Krull-Schmidt Theorem that
V(σ, α) ⊗ V2(λ, β)  (⊕16 j6s′, j, j0 sV2(σλ, α j)) ⊕ (⊕
s−1
j=0V2s(χ
jσλ)).
Now let t > 2. Then by Lemma 3.2, Corollary 3.6 and the induction hypothesis, we have
V(σ, α) ⊗ Vt(λ, β) ⊗ V2s(ǫ)
 sV(σ, α) ⊗ Vt−1(λ, β) ⊕ sV(σ, α) ⊗ Vt+1(λ, β)
 (⊕16 j6s′, j, j0 s
2Vt−1(σλ, α j)) ⊕ (⊕
s−1
j=0
sV(t−1)s(χ
jσλ)) ⊕ sV(σ, α) ⊗ Vt+1(λ, β)
and
V(σ, α) ⊗ Vt(λ, β) ⊗ V2s(ǫ)
 ((⊕16 j6s′, j, j0 sVt(σλ, α j)) ⊕ (⊕
s−1
j=0
Vts(χ
jσλ))) ⊗ V2s(ǫ)
 (⊕16 j6s′, j, j0 s
2(Vt−1(σλ, α j) ⊕ Vt+1(σλ, α j)))
⊕(⊕s−1
j=0
⊕1
p=0
⊕s−1
i=0
V(t+1−2p)s(χ
j+ps+iσλ))
 (⊕16 j6s′, j, j0 s
2(Vt−1(σλ, α j) ⊕ Vt+1(σλ, α j)))
⊕(⊕s−1
j=0
⊕s−1
i=0
(V(t+1)s(χ
j+iσλ) ⊕ V(t−1)s(χ
j+s+iσλ)))
 (⊕16 j6s′, j, j0 s
2(Vt−1(σλ, α j) ⊕ Vt+1(σλ, α j)))
⊕(⊕s−1
j=0
sV(t+1)s(χ
jσλ)) ⊕ (⊕s−1
j=0
sV(t−1)s(χ
jσλ)).
Then it follows from Krull-Schmidt Theorem that
V(σ, α) ⊗ Vt+1(λ, β)  (⊕16 j6s′, j, j0 sVt+1(σλ, α j)) ⊕ (⊕
s−1
j=0V(t+1)s(χ
jσλ)).
For n = 2, by Lemma 3.2, Corollary 3.6 and the result for n = 1 above, we have
V2s(ǫ) ⊗ V(σ, α) ⊗ Vt(λ, β)  sV2(σ, α) ⊗ Vt(λ, β)
and
V2s(ǫ) ⊗ V(σ, α) ⊗ Vt(λ, β)  V2s(ǫ) ⊗ ((⊕16 j6s′, j, j0 sVt(σλ, α j)) ⊕ (⊕
s−1
j=0
Vts(χ
jσλ)))
 (⊕16 j6s′, j, j0 s
2(Vt+1(σλ, α j) ⊕ Vt−1(σλ, α j)))
⊕(⊕s−1
j=0
⊕s−1
i=0
(V(t+1)s(χ
j+iσλ) ⊕ V(t−1)s(χ
j+i+sσλ)))
 (⊕16 j6s′, j, j0 s
2(Vt+1(σλ, α j) ⊕ Vt−1(σλ, α j)))
⊕(⊕s−1
j=0
(sV(t+1)s(χ
jσλ) ⊕ sV(t−1)s(χ
jσλ))),
and so
V2(σ, α) ⊗ Vt(λ, β)
 ⊕16 j6s′, j, j0(sVt+1(σλ, α j) ⊕ sVt−1(σλ, α j)) ⊕ (⊕
s−1
j=0
(V(t+1)s(χ
jσλ) ⊕ V(t−1)s(χ
jσλ)))
 (⊕
min{2,t}
i=1
⊕16 j6s′, j, j0 sV2i−1+|2−t|(σλ, α j)) ⊕ (⊕
min{2,t}
i=1
⊕s−1
j=0
V(2i−1+|2−t|)s(χ
jσλ)).
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Now let n > 3. By Lemma 3.2, Corollary 3.6 and the induction hypothesis, we have
V2s(ǫ) ⊗ Vn−1(σ, α) ⊗ Vt(λ, β)
 sVn(σ, α) ⊗ Vt(λ, β) ⊕ sVn−2(σ, α) ⊗ Vt(λ, β)
 sVn(σ, α) ⊗ Vt(λ, β) ⊕ (⊕
min{n−2,t}
i=1
⊕16 j6s′, j, j0 s
2V2i−1+|n−t−2|(σλ, α j))
⊕(⊕
min{n−2,t}
i=1
⊕s−1
j=0
sV(2i−1+|n−t−2|)s(χ
jσλ))
and
V2s(ǫ) ⊗ Vn−1(σ, α) ⊗ Vt(λ, β)
 (⊕
min{n−1,t}
i=1
⊕16 j6s′, j, j0 sV2s(ǫ) ⊗ V2i−1+|n−t−1|(σλ, α j))
⊕(⊕
min{n−1,t}
i=1
⊕s−1
j=0
V2s(ǫ) ⊗ V(2i−1+|n−t−1|)s(χ
jσλ))
 (⊕
min{n−1,t}
i=1
⊕16 j6s′, j, j0 s
2(V2i+|n−t−1|(σλ, α j) ⊕ V2i−2+|n−t−1|(σλ, α j)))
⊕(⊕
min{n−1,t}
i=1
⊕s−1
j=0
⊕s−1
l=0
(V(2i+|n−t−1|)s(χ
j+lσλ) ⊕ V(2i−2+|n−t−1|)s(χ
j+l+sσλ)))
 (⊕
min{n−1,t}
i=1
⊕16 j6s′, j, j0 s
2(V2i+|n−t−1|(σλ, α j) ⊕ V2i−2+|n−t−1|(σλ, α j)))
⊕(⊕
min{n−1,t}
i=1
⊕s−1
j=0
(sV(2i+|n−t−1|)s(χ
jσλ) ⊕ sV(2i−2+|n−t−1|)s(χ
jσλ))).
Then by a straightforward computation for n − 1 < t, n − 1 = t and n − 1 > t, respectively,
it follows from Krull-Schmidt Theorem that
Vn(σ, α) ⊗ Vt(λ, β)
 (⊕
min{n,t}
i=1
⊕16 j6s′, j, j0 sV2i−1+|n−t|(σλ, α j)) ⊕ (⊕
min{n,t}
i=1
⊕s−1
j=0
V(2i−1+|n−t|)s(χ
jσλ)).
This completes proof. 
4. The Green ring of the category of weight modules
In this section, we investigate the Green ring r(W) of the tensor category W, which
is the subring of r(H) generated by all finite dimensional weight modules over H. By [14,
Lemma 3.3, Propositions 3.17 and 4.2], the map Gˆ → r(W), λ 7→ [V1(λ)], can be uniquely
extended to a ring monomorphism ZGˆ → r(W). Hence we may regard the group ring ZGˆ
as a subring of r(W) under the identification [V1(λ)] = λ, λ ∈ Gˆ. We state the observation
as follows.
Lemma 4.1. The commutative group ring ZGˆ is a subring of r(W) under the identification
[V1(λ)] = λ, λ ∈ Gˆ.
Throughout the following, let q = χ−1(a), and let |q| denote the order of q. Then |q| = ∞
or |q| = s < ∞. For any V ∈ W and m ∈ Z with m > 0, define V⊗m by V⊗0 = V1(ǫ) for
m = 0, V⊗1 = V for m = 1, and V⊗m = V ⊗ V ⊗ · · · ⊗ V , the tensor product of m-folds of
V , for m > 1. Note that [V1(ǫ)] = ǫ is the identity of the ring r(W). For any real number
r, let [r] denote the integer part of r, i.e., [r] is the maximal integer with respect to [r] 6 r.
Let
(
0
0
)
= 1.
Convention: For a sum r+
∑
l6i6m ri of some elements in a ring R, we regard
∑
l6i6m ri =
0 whenever m < l.
Lemma 4.2. Let 0 6 m < |q|. Then V2(ǫ)
⊗m
 ⊕
[ m
2
]
i=0
m−2i+1
m−i+1
(
m
i
)
Vm+1−2i(χ
i).
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Proof. We show the lemma by induction on m. The lemma holds obviously for m = 0 and
m = 1. Now let 1 < m < |q|. If m = 2l is even, then by the induction hypothesis, [11,
Theorem 3.3, Lemma 3.10(1)] and the explanation before Lemma 3.1, we have
V2(ǫ)
⊗m
 V2(ǫ) ⊗ V2(ǫ)
⊗m−1
 ⊕l−1
i=0
2l−2i
2l−i
(
2l−1
i
)
V2(ǫ) ⊗ V2l−2i(χ
i)
 ⊕l−1
i=0
2l−2i
2l−i
(
2l−1
i
)
(V2l+1−2i(χ
i) ⊕ V2l−1−2i(χ
i+1))
 (⊕l−1
i=0
2l−2i
2l−i
(
2l−1
i
)
V2l+1−2i(χ
i)) ⊕ (⊕l
i=1
2l−2i+2
2l−i+1
(
2l−1
i−1
)
V2l+1−2i(χ
i))
 V2l+1(ǫ) ⊕
2
l+1
(
2l−1
l−1
)
V1(χ
l) ⊕ (⊕16i<l−1(
2l−2i
2l−i
(
2l−1
i
)
+
2l−2i+2
2l−i+1
(
2l−1
i−1
)
)V2l+1−2i(χ
i))
 V2l+1(ǫ) ⊕
1
l+1
(
2l
l
)
V1(χ
l) ⊕ (⊕16i6l−1
2l−2i+1
2l−i+1
(
2l
i
)
V2l+1−2i(χ
i))
 ⊕
[ m
2
]
i=0
m−2i+1
m−i+1
(
m
i
)
Vm+1−2i(χ
i).
If m = 2l + 1 is odd, then by the same reason as above, we have
V2(ǫ)
⊗m
 V2(ǫ) ⊗ V2(ǫ)
⊗m−1
 ⊕l
i=0
2l−2i+1
2l−i+1
(
2l
i
)
V2(ǫ) ⊗ V2l+1−2i(χ
i)
 ⊕l
i=0
2l−2i+1
2l−i+1
(
2l
i
)
(V2l+2−2i(χ
i) ⊕ V2l−2i(χ
i+1))
 (⊕l
i=0
2l−2i+1
2l−i+1
(
2l
i
)
V2l+2−2i(χ
i)) ⊕ (⊕l+1
i=1
2l−2i+3
2l−i+2
(
2l
i−1
)
V2l+2−2i(χ
i))
 V2l+2(ǫ) ⊕ (⊕
l
i=1
( 2l−2i+1
2l−i+1
(
2l
i
)
+
2l−2i+3
2l−i+2
(
2l
i−1
)
)V2l+2−2i(χ
i))
 V2l+2(ǫ) ⊕ (⊕
l
i=1
2l−2i+2
2l−i+2
(
2l+1
i
)
V2l+2−2i(χ
i))
 ⊕
[ m
2
]
i=0
m−2i+1
m−i+1
(
m
i
)
Vm+1−2i(χ
i).

4.1. The case of |χ| = |q| = ∞. In this subsection, we consider the case that |χ| = ∞
and q is not a root of unity. Throughout this subsection, assume that |χ| = |q| = ∞. By
Proposition 2.1 and [11, Theorem 3.3], one knows that r(W) is a commutative ring. Let
y = [V2(ǫ)] in r(W).
Lemma 4.3. Let m > 1. Then [Vm(ǫ)] =
∑[ m−1
2
]
i=0
(−1)i
(
m−1−i
i
)
χiym−1−2i in r(W).
Proof. We work by inductionm. For m = 1 and m = 2, it is obvious. Now let m > 2. Then
by [11, Theorem 3.3], we have V2(ǫ)⊗Vm−1(ǫ)  Vm(ǫ)⊕Vm−2(χ)  Vm(ǫ)⊕V1(χ)⊗Vm−2(ǫ).
Thus, by the induction hypothesis, one gets
[Vm(ǫ)] = [V2(ǫ)][Vm−1(ǫ)] − [V1(χ)][Vm−2(ǫ)]
= y(
∑[ m−2
2
]
i=0
(−1)i
(
m−2−i
i
)
χiym−2−2i) − χ(
∑[ m−3
2
]
i=0
(−1)i
(
m−3−i
i
)
χiym−3−2i)
=
∑[ m−2
2
]
i=0
(−1)i
(
m−2−i
i
)
χiym−1−2i +
∑[ m−1
2
]
i=1
(−1)i
(
m−2−i
i−1
)
χiym−1−2i
=
∑[ m−1
2
]
i=0
(−1)i
(
m−1−i
i
)
χiym−1−2i.

Corollary 4.4. r(W) is generated, as a ring, by Gˆ and y. Moreover, {λyt|t > 0, λ ∈ Gˆ} is a
Z-basis of r(W).
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Proof. By Proposition 2.1, one knows that {[Vt(λ)]|t > 1, λ ∈ Gˆ} is a Z-basis of r(W). For
any t > 1 and λ ∈ Gˆ, by [11, Theorem 3.3] and Lemma 4.3, we have
[Vt(λ)] = [V1(λ) ⊗ Vt(ǫ)] = [V1(λ)][Vt(ǫ)]
= λ
∑[ t−1
2
]
i=0
(−1)i
(
t−1−i
i
)
χiyt−1−2i.
This shows that r(W) is generated, as a ring, by Gˆ and y. Hence as a Z-module, r(W) is
generated by {λyt|t > 0, λ ∈ Gˆ}. Then by [11, Theorem 3.3] and Lemma 4.2, we have
V1(λ) ⊗ V2(ǫ)
⊗t
 ⊕
[ t
2
]
i=0
t−2i+1
t−i+1
(
t
i
)
V1(λ) ⊗ Vt+1−2i(χ
i)
 Vt+1(λ) ⊕ (⊕16i6[ t
2
]
t−2i+1
t−i+1
(
t
i
)
Vt+1−2i(χ
iλ)),
and so λyt = [Vt+1(λ)] +
∑
16i6[ t
2
]
t−2i+1
t−i+1
(
t
i
)
[Vt+1−2i(χ
iλ)] in r(W), where λ ∈ Gˆ and t > 0.
It follows that the set {λyt|t > 0, λ ∈ Gˆ} is linearly independent over Z. Therefore, {λyt|t >
0, λ ∈ Gˆ} is Z-basis of r(W). 
Corollary 4.5. r(W) is isomorphic to the polynomial algebra ZGˆ[y] over the group ring
ZGˆ in one variable y.
Proof. It follows from Lemma 4.1 and Corollary 4.4. 
4.2. The case of |q| < |χ| = ∞. In this subsection, we consider the case that |χ| = ∞ and
q is a root of unity. Throughout this subsection, assume |χ| = ∞ and |q| = s < ∞. By
Proposition 2.1 and Proposition 3.4, r(W) is a commutative ring. Let y = [V2(ǫ)] and
z = [Vs+1(ǫ)] in r(W). Note that [11, Lemmas 3.8-3.11] hold in this case.
Proposition 4.6. r(W) is generated, as a ring, by Gˆ ∪ {y, z}.
Proof. Let R be the subring of r(W) generated by Gˆ ∪ {y, z}. By Proposition 2.1, It is
enough to show [Vt(λ)] ∈ R for all t > 1 and λ ∈ Gˆ. We work by induction on t. Obviously,
[V1(λ)] = λ ∈ R. By [11, Lemma 3.8], [V2(λ)] = [V1(λ) ⊗ V2(ǫ)] = λy ∈ R. Now Let
2 6 t 6 s − 1 and assume [Vm(λ)] ∈ R for any 1 6 m 6 t and λ ∈ Gˆ. Then by [11, Lemma
3.8 and Lemma 3.10], [Vt+1(λ)] = y[Vt(λ)] − χ[Vt−1(λ)] ∈ R. This shows that [Vt(λ)] ∈ R
for all 1 6 t 6 s and λ ∈ Gˆ. Since [Vs+1(ǫ)] = z ∈ R, it follows from [11, Lemma 3.8] that
[Vs+1(λ)] = λz ∈ R for λ ∈ Gˆ. Then a similar argument as above shows that [Vt(λ)] ∈ R for
s + 1 6 t 6 2s and λ ∈ Gˆ. Thus, we have proven that [Vt(λ)] ∈ R for all 1 6 t 6 2s and
λ ∈ Gˆ. Now let t > 2s and assume [Vm(λ)] ∈ R for all 1 6 m < t and λ ∈ Gˆ. If s|t, then
by Lemma 3.1(1), we have [Vt(λ)] = z[Vt−s(λ)]− [Vt−2s(χ
sλ)]−
s−1∑
i=1
[Vt−s(χ
iλ)] ∈ R. If s ∤ t,
then t − s = rs + l with r > 1 and 1 6 l 6 s − 1. In this case, by Lemma 3.1(2), we have
Vs+1(ǫ) ⊗ Vt−s(λ)  Vt(λ) ⊕ (⊕16i6l−1V(r+1)s(χ
iλ)) ⊕ Vt−2l(χ
lλ)
⊕(⊕l+16i6s−1Vrs(χ
iλ)) ⊕ Vt−2s(χ
sλ),
and so
[Vt(λ)] = z[Vt−s(λ)] −
∑
16i6l−1[V(r+1)s(χ
iλ)] − [Vt−2l(χ
lλ)]
−
∑
l+16i6s−1[Vrs(χ
iλ)] − [Vt−2s(χ
sλ)] ∈ R.
This completes the proof. 
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Lemma 4.7. In r(W), we have
(1) [Vm(ǫ)] =
∑[ m−1
2
]
i=0
(−1)i
(
m−1−i
i
)
χiym−1−2i, 1 6 m 6 s;
(2) [Vs+m(ǫ)] =
∑[ m−1
2
]
i=0
(−1)i
(
m−1−i
i
)
χiym−1−2iz −
∑[ m−2
2
]
i=0
(−1)i
(
m−2−i
i
)
χi+1ym−2−2i[Vs(ǫ)], 2 6
m 6 s;
(3) [Vms(ǫ)] =
∑[ m−2
2
]
i=0
(−1)i
(
m−2−i
i
)
χsi(z−
∑s−1
j=1 χ
j)m−2−2i[V2s(ǫ)]−
∑[ m−3
2
]
i=0
(−1)i
(
m−3−i
i
)
χs(i+1)(z−∑s−1
j=1 χ
j)m−3−2i[Vs(ǫ)], m > 3.
Proof. (1) and (2) can be shown similarly to Lemma 4.3 by induction on m and using [11,
Lemma 3.10(1)]. We prove (3) by induction on m. At first, by Lemma 3.1(1) and [11,
Lemma 3.8], for any integer k > 1, we have
[V(k+1)s(ǫ)] = z[Vks(ǫ)] − χ
s[V(k−1)s(ǫ)] −
∑s−1
i=1 χ
i[Vks(ǫ)]
= (z −
∑s−1
j=1 χ
j)[Vks(ǫ)] − χ
s[V(k−1)s(ǫ)].
Putting k = 2, one gets (3) for m = 3. Then putting k = 3, one gets (3) for m = 4. Now let
m > 4. Then by the equation above (putting k = m) and the induction hypothesis, we have
[V(m+1)s(ǫ)] = (z −
∑s−1
j=1 χ
j)[Vms(ǫ)] − χ
s[V(m−1)s(ǫ)]
=
∑[ m−2
2
]
i=0
(−1)i
(
m−2−i
i
)
χsi(z −
∑s−1
j=1 χ
j)m−1−2i[V2s(ǫ)]
−
∑[ m−3
2
]
i=0
(−1)i
(
m−3−i
i
)
χs(i+1)(z −
∑s−1
j=1 χ
j)m−2−2i[Vs(ǫ)]
−
∑[ m−3
2
]
i=0
(−1)i
(
m−3−i
i
)
χs(i+1)(z −
∑s−1
j=1 χ
j)m−3−2i[V2s(ǫ)]
+
∑[ m−4
2
]
i=0
(−1)i
(
m−4−i
i
)
χs(i+2)(z −
∑s−1
j=1 χ
j)m−4−2i[Vs(ǫ)]
=
∑[ m−2
2
]
i=0
(−1)i
(
m−2−i
i
)
χsi(z −
∑s−1
j=1 χ
j)m−1−2i[V2s(ǫ)]
+
∑[ m−1
2
]
i=1
(−1)i
(
m−2−i
i−1
)
χsi(z −
∑s−1
j=1 χ
j)m−1−2i[V2s(ǫ)]
−
∑[ m−3
2
]
i=0
(−1)i
(
m−3−i
i
)
χs(i+1)(z −
∑s−1
j=1 χ
j)m−2−2i[Vs(ǫ)]
−
∑[ m−2
2
]
i=1
(−1)i
(
m−3−i
i−1
)
χs(i+1)(z −
∑s−1
j=1 χ
j)m−2−2i[Vs(ǫ)]
=
∑[ m−1
2
]
i=0
(−1)i
(
m−1−i
i
)
χsi(z −
∑s−1
j=1 χ
j)m−1−2i[V2s(ǫ)]
−
∑[ m−2
2
]
i=0
(−1)i
(
m−2−i
i
)
χs(i+1)(z −
∑s−1
j=1 χ
j)m−2−2i[Vs(ǫ)].

Lemma 4.8. In r(W), we have
ys = (1 + χ)
∑[ s−1
2
]
i=0
(−1)i
(
s−1−i
i
)
χiys−1−2i
+
∑
16i6[ s−1
2
]
∑[ s−2i−1
2
]
j=0
(−1) j s−2i
s−i
(
s−1
i
)(
s−2i−1− j
j
)
χi+ jys−2i−2 j.
Proof. By Lemma 4.2, we have V2(ǫ)
⊗(s−1)
 ⊕
[ s−1
2
]
i=0
s−2i
s−i
(
s−1
i
)
Vs−2i(χ
i). Then by [11, Lemma
3.10], one gets that
V2(ǫ)
⊗s
= Vs(ǫ) ⊕ Vs(χ) ⊕ (⊕16i6[ s−1
2
]
s−2i
s−i
(
s−1
i
)
(Vs−2i+1(χ
i) ⊕ Vs−2i−1(χ
i+1))).
Thus, it follow from Lemma 4.7 that
ys = (1 + χ)
∑[ s−1
2
]
i=0
(−1)i
(
s−1−i
i
)
χiys−1−2i
+
∑
16i6[ s−1
2
]
∑[ s−2i−1
2
]
j=0
(−1) j s−2i
s−i
(
s−1
i
)(
s−2i−1− j
j
)
χi+ jys−2i−2 j.

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For any m > 0, define a set Pm of H-modules by P0 = {0} and Pm = {⊕
ms
i=1
niVi(λi)|λi ∈
Gˆ, ni > 0, 1 6 i 6 ms} if m > 1.
Lemma 4.9. Vs+1(ǫ)
⊗m
 Vms+1(ǫ) ⊕ Em for some Em ∈ Pm, m > 0.
Proof. We prove the lemma by induction on m. For m = 0, 1, it is obvious. Now let m > 1
and assume Vs+1(ǫ)
⊗m
 Vms+1(ǫ) ⊕ Em for some Em ∈ Pm. Then by Lemma 3.1(2), one
gets that
Vs+1(ǫ)
⊗(m+1)
 Vs+1(ǫ) ⊗ Vms+1(ǫ) ⊕ Vs+1(ǫ) ⊗ Em
 V(m+1)s+1(ǫ) ⊕ V(m+1)s−1(χ) ⊕ (⊕26i6s−1Vms(χ
i))
⊕V(m−1)s+1(χ
s) ⊕ Vs+1(ǫ) ⊗ Em.
Obviously, V(m+1)s−1(χ) ⊕ (⊕26i6s−1Vms(χ
i)) ⊕ V(m−1)s+1(χ
s) ∈ Pm+1. By Lemma 3.1, one
can see that Vs+1(ǫ) ⊗ Em ∈ Pm+1. This completes the proof. 
Proposition 4.10. {λytzm |0 6 t 6 s − 1,m > 0, λ ∈ Gˆ} is a Z-basis of r(W).
Proof. Since r(W) is a commutative ring, it follows from Proposition 4.6 and Lemma 4.8
that r(W) is generated, as a Z-module, by {λytzm |0 6 t 6 s − 1,m > 0, λ ∈ Gˆ}. It is left to
show that {λytzm |0 6 t 6 s − 1,m > 0, λ ∈ Gˆ} is linearly independent over Z.
Let 0 6 t 6 s − 1 and m > 0. Then by Lemma 4.2, Lemma 4.9 and [11, Lemma
3.11(2)], we have
V2(ǫ)
⊗t ⊗ Vs+1(ǫ)
⊗m
 V2(ǫ)
⊗t ⊗ (Vms+1(ǫ) ⊕ Em)

∑[ t
2
]
i=0
t−2i+1
t−i+1
(
t
i
)
Vt+1−2i(χ
i) ⊗ Vms+1(ǫ) ⊕ V2(ǫ)
⊗t ⊗ Em

∑[ t
2
]
i=0
t−2i+1
t−i+1
(
t
i
)
(Vt+1−2i+ms(χ
i) ⊕ (⊕16 j6t−2iVms(χ
i+ j))) ⊕ V2(ǫ)
⊗t ⊗ Em
 Vt+1+ms(ǫ) ⊕ (⊕16i6[ t
2
]
t−2i+1
t−i+1
(
t
i
)
Vt+1−2i+ms(χ
i))
⊕(⊕
[ t
2
]
i=0
⊕16 j6t−2i
t−2i+1
t−i+1
(
t
i
)
Vms(χ
i+ j)) ⊕ V2(ǫ)
⊗t ⊗ Em
 Vms+t+1(ǫ) ⊕ (⊕16i6[ t
2
]
t−2i+1
t−i+1
(
t
i
)
Vt+1−2i+ms(χ
i)) ⊕ E,
where E = (⊕
[ t
2
]
i=0
⊕16 j6t−2i
t−2i+1
t−i+1
(
t
i
)
Vms(χ
i+ j)) ⊕ V2(ǫ)
⊗t ⊗ Em ∈ Pm by [11, Lemma 3.10].
Thus, we have
λytzm = [Vms+t+1(λ)] +
∑
16i6[ t
2
]
t−2i+1
t−i+1
(
t
i
)
[Vt+1−2i+ms(χ
iλ)] + λ[E].
It follows that {λytzm|0 6 t 6 s − 1,m > 0, λ ∈ Gˆ} is linearly independent over Z. 
Let ZGˆ[y, z] be the polynomial algebra over the group ring ZGˆ in two variables y and
z, and let I be the ideal of ZGˆ[y, z] generated by the element
ys − (1 + χ)
∑[ s−1
2
]
i=0
(−1)i
(
s−1−i
i
)
χiys−1−2i
−
∑
16i6[ s−1
2
]
∑[ s−2i−1
2
]
j=0
(−1) j s−2i
s−i
(
s−1
i
)(
s−2i−1− j
j
)
χi+ jys−2i−2 j.
Corollary 4.11. r(W) is isomorphic to the quotient ring ZGˆ[y, z]/I.
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Proof. Since r(W) is commutative, it follows from Lemma 4.1 and Proposition 4.6 that
the ring embedding ZGˆ →֒ r(W) can be extended into a ring epimorphism φ : ZGˆ[y, z]→
r(W) such that φ(y) = [V2(ǫ)] and φ(z) = [Vs+1(ǫ)]. By Lemma 4.8, φ(I) = 0. Hence
φ induces a ring epimorphism φ : ZGˆ[y, z]/I → r(W) such that φ = φ ◦ π, where π :
ZGˆ[y, z] → ZGˆ[y, z]/I is the canonical epimorphism. Let u = π(u) for any u ∈ ZGˆ[y, z].
Then by the definition of I, one can see that ZGˆ[y, z]/I is generated, as a Z-module, by
{λytzm|0 6 t 6 s − 1,m > 0, λ ∈ Gˆ}. By Proposition 4.10, {φ(λytzm)|0 6 t 6 s − 1,m >
0, λ ∈ Gˆ} is a Z-basis of r(W). This implies that φ is a ring monomorphism, and so it is a
ring isomorphism. 
4.3. The case of |χ| < ∞. In this subsection, we consider the case of |χ| < ∞. Throughout
this subsection, assume that |χ| = s < ∞. Let |q| = s. Then s > 1 and s = s′s for some
integer s′ > 1. Let y = [V2(ǫ)], z = [Vs+1(ǫ)] and xβ = [V1(ǫ, β)] in r(W), where β ∈ k
×.
We first notice that when s′ = 1 (i.e. s = s), Lemmas 3.1-3.3 and Proposition 3.4
coincide with [11, Lemmas 3.12-3.14 and Theorem 3.15] respectively, Proposition 3.7
and Theorem 3.10 coincide with [11, Theorem 3.6 and Theorem 3.7] respectively, and
Lemma 3.9 coincides with [14, Proposition 3.18].
Let R′ be the Z-submodule of r(W) generated by {[Vt(λ)]|λ ∈ Gˆ, t > 1}. Then by
Proposition 3.4, one knows that R′ is a subring of r(W). From the notice above, one can
see that if we replace r(W) by R′ in the last subsection then all the statements there are
still valid. Hence R′ is generated, as a ring, by Gˆ ∪ {y, z}, and R′ has a Z-basis {λytzm |0 6
t 6 s − 1,m > 0, λ ∈ Gˆ}. Moreover, R′ is isomorphic to the quotient ring ZGˆ[y, z]/I, where
the polynomial ring ZGˆ[y, z] and its ideal I are defined as in the last subsection.
Lemma 4.12. r(W) is generated as a ring by Gˆ ∪ {y, z, xβ|β ∈ k
×}.
Proof. Let R′′ be the subring of r(W) generated by Gˆ ∪ {y, z, xβ|β ∈ k
×}. Then R′ ⊂ R′′.
By Proposition 2.1 and the discussion above, it is enough to show that [Vt(σ, β)] ∈ R
′′ for
all t > 1, β ∈ k× and [σ] ∈ Gˆ/〈χ〉. We proof it by induction on t. By Proposition 3.7, one
gets that V1(σ) ⊗ V1(ǫ, β)  V1(σ, β) and Vs+1(ǫ) ⊗ V1(σ, β)  (s − 1)V1(σ, β) ⊕ V2(σ, β)
for any β ∈ k× and [σ] ∈ Gˆ/〈χ〉, and hence [V1(σ, β)] = σxβ ∈ R
′′ and [V2(σ, β)] =
(z− s+1)[V1(σ, β)] ∈ R
′′. Now let t > 2 and assume that [Vm(σ, β)] ∈ R
′′ for all 1 6 m 6 t,
[σ] ∈ Gˆ/〈χ〉 and β ∈ k×. Again by Proposition 3.7, we have Vs+1(ǫ) ⊗ Vt(σ, β)  (s −
1)Vt(σ, β)⊕Vt−1(σ, β)⊕Vt+1(σ, β), and so [Vt+1(σ, β)] = (z− s+1)[Vt(σ, β)]− [Vt−1(σ, β)] ∈
R′′. This completes the proof. 
For m > 1, let Qm be the set of H-modules defined by
Qm = {⊕
n
i=1liVti (σi, βi)|li > 0, 1 6 ti 6 m, [σi] ∈ Gˆ/〈χ〉, βi ∈ k
×, 1 6 i 6 n}.
Proposition 4.13. The following set is a Z- basis of r(W):
{λytzm, σzmxβ|0 6 t 6 s − 1, λ ∈ Gˆ, [σ] ∈ Gˆ/〈χ〉,m > 0, β ∈ k
×, }
Proof. Let N be the Z-submodules of r(W) generated by {[Vt(σ, β)]|t > 1, [σ] ∈ Gˆ/〈χ〉, β ∈
k×}. Then r(W) = R′ ⊕ N as Z-modules. By Proposition 4.10, it is enough to show that
{σzmxβ|[σ] ∈ Gˆ/〈χ〉,m > 0, β ∈ k
×, } is a Z-basis of N. For m > 1, by Lemma 4.9 and
Proposition 3.7, we have Vs+1(ǫ)
⊗m⊗V1(ǫ, β)  Vm+1(ǫ, β)⊕ (s−1)Vm(ǫ, β)⊕Em⊗V1(ǫ, β),
where Em ∈ Pm, Pm is given as in the last subsection. Again by Proposition 3.7, one can
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see that (s−1)Vm(ǫ, β)⊕Em⊗V1(ǫ, β) ∈ Qm, and hence σz
mxβ = [Vm+1(σ, β)]+ [H] ∈ N for
some H ∈ Qm, where [σ] ∈ Gˆ/〈χ〉, m > 1 and β ∈ k
×. By the proof of Lemma 4.12, σxβ =
[V1(σ, β)] ∈ N. It follows that {σz
mxβ|[σ] ∈ Gˆ/〈χ〉,m > 0, β ∈ k
×} is linearly independent
over Z and that N is generated, as a Z-module, by {σzmxβ|[σ] ∈ Gˆ/〈χ〉,m > 0, β ∈ k
×}.
This completes the proof. 
Since k is an algebraically closed field of characteristic zero, the map ( )s
′
: k× → k×,
α 7→ αs
′
is a (multiplicative) group epimorphism with the kernel 〈ξ〉, the subgroup of k×
generated by ξ, where ξ ∈ k is a root of unity of order s′. Let [α] denote the image of
α under the canonical epimorphism k× → k×/〈ξ〉. Then there is a group isomorphism
k×/〈ξ〉 → k×, [α] 7→ αs
′
. Identifying the group k× with k×/〈ξ〉 via the isomorphism, we
may denote xαs′ by x[α] for any α ∈ k
×. When s = s (or s′ = 1 equivalently), x[α] = xα for
any α ∈ k×. By Lemma 4.12 and Proposition 4.13, one gets the following corollary.
Corollary 4.14. (1) r(W) is generated, as a ring, by Gˆ ∪ {y, z, x[α]|[α] ∈ k
×/〈ξ〉}.
(2) r(W) has a Z-basis as follows:
{λytzm, σzmx[α]|0 6 t 6 s − 1,m > 0, λ ∈ Gˆ, [σ] ∈ Gˆ/〈χ〉, [α] ∈ k
×/〈ξ〉}.
Lemma 4.15. Let λ ∈ Gˆ and [α], [β] ∈ k×/〈ξ〉. Then the following equations hold in r(W).
(1) χx[α] = x[α]χ = x[α].
(2) x[α]λ = λx[λ(a)sα].
(3) yx[α] = x[α]y = 2x[α].
(4) zx[α] = x[α]z.
(5) x[α]x[−α] = x[−α]x[α] =
∑
16i6s′−1 sx[(1−ξi)α] +
∑s−1
i=0
∑[ s−1
2
]
j=0
(−1) j
(
s−1− j
j
)
χiys−1−2 j.
(6) If [β] , [−α], then x[α]x[β] = x[β]x[α] =
∑s′−1
i=0 sx[α+βξi].
Proof. Since V1(χσ, α)  V1(σ, α), (1)-(4) follow from Proposition 3.7, (5)-(6) follow
from Lemma 3.9, Lemma 4.7(1) and [11, Lemma 3.8] since
∑s−1
i=0 χ
i+ j
=
∑s−1
i=0 χ
i for any
j ∈ Z. 
Let X = {y, z, x[α]|[α] ∈ k
×/〈ξ〉} and Z[X] be the corresponding polynomial ring. Then
there is a right action of Gˆ on Z[X], which can be described as follows. For any λ ∈ Gˆ, one
can define a map ( )λ : X → X by yλ = y, zλ = z and xλ
[α] = x[λ(a)sα] for any [α] ∈ k
×/〈ξ〉.
Obviously, ( )λ is a bijection. Thus, ( )λ induces a ring automorphism of Z[X], denoted
still by ( )λ : Z[X] → Z[X], r 7→ rλ. It is easy to see that (rλ)σ = rλσ and rǫ = r for all
r ∈ Z[X] and λ, σ ∈ Gˆ. Hence the group Gˆ acts on the ring Z[X] from the right. Moreover,
( )χ is the identity map on Z[X] by χ(a)s = 1.
Now one can form a skew group ring Z[X]♯Gˆ (see [7, p.22] for the definition of a
skew group ring). Z[X]♯Gˆ is a free right Z[X]-module with Gˆ as a basis, and with the
multiplication defined by (λr)(σt) = (λσ)(rσt) for λ, σ ∈ Gˆ, r, t ∈ Z[X]. Obviously,
Z[X]♯Gˆ contains Gˆ as a subgroup of its group of units, and Z[X] as a subring, under the
identifications λ = λ1, λ ∈ Gˆ, and r = ǫr, r ∈ Z[X], respectively. Note that each element
of (Z[X]♯Gˆ) has a unique expression as
∑
λ∈Gˆ λrλ with rλ ∈ Z[X] being almost all zero.
20 Hua Sun and Hui-Xiang Chen
Let J be the ideal of Z[X]♯Gˆ generated by the following subset
U =

ys − (1 + χ)
∑[ s−1
2
]
i=0
(−1)i
(
s−1−i
i
)
χiys−1−2i
−
∑
16i6[ s−1
2
]
∑[ s−2i−1
2
]
j=0
(−1) j s−2i
s−i
(
s−1
i
)(
s−2i−1− j
j
)
χi+ jys−2i−2 j,
χx[α] − x[α], yx[α] − 2x[α], x[α]x[β] −
∑s′−1
i=0 sx[α+βξi],
x[α]x[−α] −
∑
16i6s′−1 sx[(1−ξi)α]
−
∑s−1
i=0
∑[ s−1
2
]
j=0
(−1) j
(
s−1− j
j
)
χiys−1−2 j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[α], [β] ∈ k×/〈χ〉
with [β] , [−α]

.
Theorem 4.16. The Green ring r(W) is isomorphic to the quotient ring (Z[X]♯Gˆ)/J.
Proof. By Lemma 4.15(3)-(6) and the paragraph before Lemma 4.12, one knows that for
any α, β ∈ k×, the elements [V2(ǫ)], [Vs+1(ǫ)], [V1(ǫ, α
s′)] and [V1(ǫ, β
s′)] are pairwise
commutative in r(W). Hence there is a ring homomorphism f from Z[X] to r(W) such
that f (y) = [V2(ǫ)], f (z) = [Vs+1(ǫ)] and f (x[α]) = [V1(ǫ, α
s′)] for all [α] ∈ k×/〈χ〉. Define
a map φ : Z[X]♯Gˆ → r(W) by φ(
∑
λ∈Gˆ λrλ) =
∑
λ∈Gˆ λ f (rλ). Obviously, φ is a Z-module
map. By Lemma 4.15(2) and the paragraph before Lemma 4.12, we have f (y)λ = λ f (y) =
λ f (yλ), f (z)λ = λ f (z) = λ f (zλ) and f (x[α])λ = λ f (x[λ(a)sα]) = λ f (x
λ
[α]) for all λ ∈ Gˆ
and [α] ∈ k×/〈χ〉. Hence f (r)λ = λ f (rλ) for all λ ∈ Gˆ and r ∈ Z[X]. Thus, we have
φ(λr)φ(σt) = λ f (r)σ f (t) = λσ f (rσ) f (t) = λσ f (rσt) = φ((λσ)(rσt)) = φ((λr)(σt)) for all
λ, σ ∈ Gˆ and r, t ∈ Z[X], and so φ is a ring homomorphism. Then by Corollary 4.14(1),
one can see that φ is a ring epimorphism. By Lemma 4.8 and Lemma 4.15(1), (3), (5)-(6),
one can check that φ(u) = 0 for any u ∈ U, and so φ(J) = 0. Thus, φ induces a ring
epimorphism φ : (Z[X]♯Gˆ)/J → r(W) such that φ(u) = φ(u) for all u ∈ Z[X]♯Gˆ, where
u is the image of u under the canonical epimorphism Z[X]♯Gˆ → (Z[X]♯Gˆ)/J. Note that
{λytzmx[α1] · · · x[αn]|λ ∈ Gˆ, t,m, n > 0, [α1], · · · , [αn] ∈ k
×/〈χ〉} is a Z-basis of Z[X]♯Gˆ, here
we regard x[α1] · · · x[αn] = 1 when n = 0. It follows from the definition of J that (Z[X]♯Gˆ)/J
is generated, as a Z-module, by
{λytzm, σzmx[α] |0 6 t 6 s − 1,m > 0, λ ∈ Gˆ, [σ] ∈ Gˆ/〈χ〉, [α] ∈ k
×/〈χ〉}.
By Corollary 4.14(2), the image of the above set under φ is a Z-basis of r(W). This implies
that φ is an injection, and so it is a ring isomorphism. 
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