We propose a homotopy continuation method called FLUX for approximating complicated probability density functions. It is based on progressive processing for smoothly morphing a given density into the desired one. Distributed ordinary differential equations (DODEs) with an artificial time γ ∈ [0, 1] are derived for describing the evolution from the initial density to the desired final density. For a finite-dimensional parametrization, the DODEs are converted to a system of ordinary differential equations (SODEs), which are solved for γ ∈ [0, 1] and return the desired result for γ = 1. This includes parametric representations such as Gaussians or Gaussian mixtures and nonparametric setups such as sample sets. In the latter case, we obtain a particle flow between the two densities along the artificial time.
Introduction
We consider the approximation of complicated probability density functions (pdfs) by densities with convenient finite-dimensional representations. This includes parametric density approximation such as Gaussian densities or Gaussian mixture densities and nonparametric representations such as sample sets. Three problem classes are investigated: (1) The fundamental problem of approximating a given probability density function that may only be given at certain points. ( 2) The problem of approximating posterior densities in estimating a hidden state based on prior densities and given measurements. ( 3) The problem of propagating a state estimate through a discrete-time stochastic nonlinear dynamic system.
Optimal approximation of complicated probability density functions is a hard problem and typically involves the minimization of a suitable distance measure between the original density and its approximation. The minimization problem is in general nonlinear and nonconvex, which precludes efficient solution procedures and calls for iterative optimization methods. Depending on the selected starting points, the run time varies and one might end up in local minima.
In this manuscript, our goal is to find a flow between a simple density with a given approximation and the target density. This flow is then used to move the parameters of the approximating density in such a way that they finally approximate the target density.
of the PGF for measurement equations with a conditionally linear part is derived in [34] . The PGF can easily be parallelized, which is exploited for a GPU-based implementation in [35] .
Contributions
The contributions of this manuscript is a homotopy continuation method called FLUX for approximating complicated probability density functions. FLUX is based on a progressive mechanism for smoothly morphing a given density f 0 into a target density f 1 . An approximation for f 0 is already known. The goal is to find an approximation of f 1 . The evolution of the densities from f 0 to f 1 is described by distributed ordinary differential equations (DODEs) with an artificial time γ ∈ [0, 1]. These DODEs are expressed in terms of infinite-dimensional density representations that are impractical for computer implementation and can only be solved in special cases. In the case of a finite-dimensional parametrization, the DODEs can be converted to a system of ordinary differential equations (SODEs), which are solved for γ ∈ [0, 1] and return the desired result for γ = 1. This includes parametric representations such as Gaussians or Gaussian mixtures and nonparametric setups such as sample sets. In the latter case, we obtain a particle flow between the two densities along the artificial time.
FLUX is applied to various density approximation methods. This includes approximating the posterior densities in the measurement update step for state estimation in stochastic nonlinear dynamic systems by gradual inclusion of measurement information. The proposed particle flow method
• is fast,
• can be applied to arbitrary nonlinear systems and is not limited to additive noise,
• allows for target densities that are only known at certain points,
• does not require optimization,
• does not require the solution of partial differential equations, and
• works with standard procedures for solving SODEs.
Structure of the Paper
This manuscript is structured as follows. In Sec. 2, a rigorous formulation of the pursued approximation problem is given, which includes the most fundamental setup of morphing between two arbitrary densities and also its application to state estimation in stochastic nonlinear dynamic systems. The corresponding distributed ordinary differential equations (DODEs) for describing the evolution of the densities in the infinite-dimensional case are derived in Sec. 3. Exact solutions for special cases are given in Sec. 4. Finite-dimensional approximate solutions are derived for parametric density representations in Sec. 5 and for nonparametric density representations in Sec. 6. Conclusion are given in Sec. 7 followed by an outlook to future work.
Problem Formulation
The most fundamental problem we will consider is the approximation of a density f 1 (x) by some parametrized density f 1 (x, η 1 ) with parameter vector η 1 . We assume that a somehow related density f 0 (x) exists that is already approximated by a density f 0 (x, η 0 ). Our goal is to find a way to transfer the given approximation f 0 (x, η 0 ) of f 0 (x) to f 1 (x) in order to find η 1 .
In the following, we will consider special cases of related densities f 0 (x) and f 1 (x) by estimating posterior densities in the context of stochastic nonlinear dynamic systems. We start with the measurement update or filter step that uses measurements to update the state estimate in Subsec. 2.1. In Subsec. 2.2, we consider the time update or prediction step, where the state estimate is propagated through a nonlinear function and corrupted by noise.
Measurement Update
We consider a discrete-time system with a hidden state x k at time step k that is observed via a measurement equation
with measurement noise v k and a nonlinear measurement function h k (., .). We assume that a probabilistic description of the measurement equation is given in form of a likelihood function f L k (y k | x k ). We are given a prior density f
) that summarizes our knowledge about the state based on all past measurements
up to the previous time step. We are interested in the posterior density at time step k, which is defined as the density of the state x k f e k (x k ) = f (x k | y 1:k ) conditioned on all measurements up to the current time step
Via Bayes' law, the desired posterior can be expressed as the normalized product of the prior density before the measurement update and the likelihood describing the measurement equation as
where c k is a normalization constant.
Additive Noise
For additive measurement noise, the measurement equation can be written as
The measurement noise v k is assumed to be zero mean Gaussian with covariance matrix C v k or standard deviation σ v k in the scalar case. For the scalar case, the likelihood function is then given as
and in general as
where all multiplicative constants are omitted.
Non-additive Noise
In general, the structure of the measurement equation is not as simple as in the previous subsection. Typically, the noise does not enter additively. We will take a look at two examples: Purely multiplicative noise in Example 2.1 and combined multiplicative and additive noise in Example 2.2. 
The conditional density of the measurement y k given the state x k and the noise v k is given by
which is equivalent to
We finally obtain
which is the likelihood function f L k (x k ) for a given y k .
Example
We will take a look at a second example that generalizes the one on multiplicative noise. The insights will be used when deriving a progressive update for the multiplicative noise case.
Example 2.2 (Multiplicative and Additive Noise).
We now consider the case of a measurement corrupted by multiplicative and additive noise as
The conditional density of the measurement y k given the state x k and the noise terms v k and w k is given by
Marginalization gives
For m v k = 0 and m w k = 0 this gives
When the additive noise w k goes to zero, we obtain
which is equivalent to (4) in Example 2.1 for Gaussian noise f v k (.). When the multiplicative noise vanishes, which can be expressed as
which is the result that is also directly obtained for the purely additive case.
Example

Time Update
So far, we looked at a single measurement update, where a given measurement is used to update a prior estimate of the system state. Now we consider the propagation of a given state estimate through a discrete-time nonlinear stochastic system
with time step k, state x k , system noise w k , and nonlinear system function a k (., .). In analogy to the likelihood function as a probabilistic description of the measurement equation, we will use a probabilistic representation of the system equation. This so-called transition density is given by
It is calculated based on the system equation in a similar way as the likelihood function is determined based on the measurement equation.
Zakai-type Distributed Ordinary Differential Equations in Artificial Time
In this section, we will derive distributed ordinary differential equations (DODEs) that smoothly morph one density into another. Here, we will focus on infinite-dimensional representations, i.e., function spaces, with corresponding solutions derived in Sec. 4 for some special cases. Finite-dimensional spaces will be considered in Sec. 5 and Sec. 6. Parametric solutions are derived in Sec. 5, while Sec. 6 covers non-parametric solutions.
In the following, we omit the time index k for simplicity.
Key Idea
The most general setup is as follows. We are given two densities f 0 (x) and f 1 (x). The first density f 0 (x) is not necessarily known, but an approximation f 0 (x, η 0 ) is given, where η 0 is a parameter vector. The second density, the target, may only be implicitly known or only be given at certain points. Our goal is to find an approximation f 1 (x, η 1 ). Finding the parameter vector η 1 typically is a complicated optimization problem.
The key idea for efficiently obtaining η 1 is to first find a smooth progression for morphing f 0 (x) into f 1 (x) depending on an artificial time parameter γ ∈ [0, 1], i.e.,
Second, this progression is expressed as a DODĖ
depending on the artificial time γ ∈ [0, 1] and the state x. a γ (x) and b γ (x) are suitable functions, that will be derived in the following for specific problems. The initial condition is f γ=0 (x) = f 0 (x) and for γ = 1, we obtain the desired density f 1 (x). Third, this DODE is transferred to the approximate parametrized densities f 0 (x, η 0 ) and f 1 (x, η 1 ).
Remark 3.1. It is important to note the following two properties of the DODE: • The derived evolution equation is not a partial differential equation, but rather an ordinary differential equation for all values of the state x. Hence, it is called a distributed ordinary differential equation (DODE).
• We consider the evolution of unnormalized densities. This is the reason, why we call them Zakai-type DODEs.
These two properties make the solution for f γ (x), γ ∈ [0, 1] much simpler compared to state of the art approaches.
Remark
Fourth, by averaging the DODE resulting from inserting the approximate densities over the domain x, we finally obtain a system of ordinary differential equations for the parameter vectoṙ
M(η γ ) is a matrix depending on the functions a γ (x) and b γ (x) and the selected approximate representation f γ (x, η γ ).
DODE for Morphing from One Density to Another Density
The simplest progression to move from f 0 to f 1 is given by
with g γ ∈ [0, 1], i.e., g 0 = 0 and g 1 = 1, g γ continuous, and g γ strictly increasing. Taking the derivative with respect to γ givesḟ
or with
where we have to take care of the singularity due to g γ when γ = 0. 
DODE for Measurement Update
In the case of a measurement update according to (2), we set f 0 (x) = f p (x) and f 1 (x) = f e (x). Omitting the normalization constant in (2), the relation between the two densities is given by
We now introduce a progressive likelihood function f L (x, γ) with the property
Taking the derivative with respect to γ giveṡ
which is the desired DODE. A straightforward progression is
.
Its derivative isḟ
The DODE for this progression is theṅ
For exponential families, we obtain simpler expressions due to the logarithm taken above. For the special case of additive Gaussian measurement noise according to Subsec. 2.1.1 and g(γ) = γ, the likelihood function is
and in the scalar case
The corresponding DODE iṡ
and in the scalar caseḟ
Zakai Equation: Exact Solution
The distributed ordinary differential equation (DODE) in (5) can be solved exactly in a few simple (but interesting) cases. In general, however, approximate solution methods have to be employed. For the special case of a linear measurement equation, the solution procedure is shown in the next example. Of course, we obtain the expected result for the posterior density that in this case could have been easily obtained by directly solving (2).
Example 4.1. We consider a prior zero-mean Gaussian density
with standard deviation σ p . The measurement equation is assumed to be simply
with measurement y and measurement noise v ∼ N (v, 0, σ v ), which corresponds to the likelihood function
where we set y = 0 for simplicity. According to (5) , the DODE is given bẏ
For the solution of the DODE, we use the ansatz
with derivative with respect to γ given bẏ
Insertingf e (x, γ) andḟ e (x, γ) into the DODE gives
and it follows that
Using the initial conditioṅ
This can be written asf
with σ
Obviously, we get the same result as solving (2) 
Parametric Solution of Zakai Equation
For simplifying the exposition, we begin with the scalar DODE (5) repeated here for conveniencė
For solving this DODE, we plug in a parametric representation f e (x, γ) = f e (x, η e (γ)) with parameter vector η e (γ), which giveṡ
In order to calculate the desired parameter vector η e (γ) for γ = 1, the DODE has to be solved for γ ∈ [0, 1] and for all states x simultaneously. However, for a given parametric representation, the DODE typically cannot be exactly solved over all states x. Hence, we have to find a parameter vector η e (γ) in such a way that some average distance between the left-hand side and the right-hand side of (8) is minimized for all γ. We will pursue two options for minimizing an average distance: (1) a continuous version based on the squared integral distance and (2) a discrete version based on distances at collocation points. Both options will be used for different parametric representations.
Parametric Solution of Zakai Equation: Gaussian Posteriors
As a specific parametric representation of the posterior density, we assume that the state pdf can be represented by an (unnormalized) posterior Gaussian density, i.e.,
with η e (γ) = k e (γ) m e (γ) σ e (γ) depending on the artificial time γ.
Remark 5.1. The factor k e (γ) is not used for normalizing f e x, η e (γ) . For the start of the progression, i.e., γ = 0, it can be initialized with any convenient value such as 1 or the normalization constant of the prior density. During the progression, it is then used to take care of the change in probability mass due to the multiplication with the likelihood function. When the progression reaches
is generally discarded and the density f e x, η e (γ) properly normalized.
Remark
The derivative of f e x, η e (γ) with respect to γ is given bẏ
Plugging (10) into (8) results in a parametric DODE
f e x, η e (γ) .
(11) Our goal is to solve the parametric DODE (11) for γ ∈ [0, 1] in order to obtain the values of k e (γ), m e (γ), and σ e (γ) for γ = 1.
Squared Integral Solution
For solving the parametric DODE (11), we first employ a squared integral distance measure
(12) Taking the derivative of D with respect tok e (γ),ṁ e (γ), andσ e (γ) gives
The parameters k e (γ), m e (γ), and σ e (γ) corresponding to the minimum of D in (12) for all γ is obtained by setting D k , D m , and D σ to zero, which gives
withη e (γ) = k e (γ),ṁ e (γ),σ e (γ) and where I (.) is defined as
The right-hand side of (13) is given by
For solving the integral expressions in (14), we use the following moment expressions
σ n+1 (γ) for n even 0 for n odd .
(16) For the cases n = 0, . . . , 4, expressions are given in Fig. 1 . As a result, we obtain
Analytic Solution for q η e (γ) in (15): In many interesting cases, an analytic solution for q η e (γ) can be found. The following example gives the solution for the case of a linear system. This serves as a sanity check, as in this case, the exact solution is known.
Example 5.1. We consider a scalar linear measurement equation, i.e., h(x) in (3) is now given as h(x) = H x. In this case, we obtain
as the right-hand side of (13) .
Example
For solving the ODE (13), we use a standard ODE solver. We avoid the explicit inversion of the matrix P η(γ) by interpreting (13) as a linear equation that is solved forη(γ). The ODE solver is accelerated by using the Jacobian matrix of q η e (γ) given by
There are other interesting nonlinear functions h(x), where the analytic solution for q η e (γ) in (15) is possible. This includes polynomials, trigonometric functions, and exponential functions.
Numeric Solution for q η e (γ) in (15):
When an analytic solution is not possible, (15) has to be evaluated numerically. An elegant quadrature rule is obtained by replacing f 2 e x, η e (γ) by its Dirac mixture approximation given by (2) 
Inserting this approximation into (15) gives
q η(γ) ≈ − 1 2 N i=0 w i (γ) y − h x i (γ) 2 σ 2 v            1 ke(γ) x i (γ)−me(γ) σ 2 e (γ) (x i (γ)−me(γ)) 2 σ 3 e (γ)            .
Remark 5.2. Of course, we could now ask ourselves why this numerical procedure is simpler than just performing a numeric integration of the basic update equation
Solution at Collocation Points
In Subsec. 5.1.1, the distributed ordinary differential equation (11) was solved "on average" over the state domain by minimizing a squared integral distance between its left-hand side and its right-hand side for calculatingη e (γ). Here, we will solve the DODE (11) at selected discrete points only. There are several ways of selecting these points. The natural solution is to use a Dirac mixture approximation of f e x, η e (γ) collocation points for i = 1, . . . , C. The weights w i (γ) are typically selected to be equal. This automatically places more points where the density is large, putting a higher priority to large density regions.
By plugging these collocation points into (11), we obtain
. . , C. In vector-matrix-form, in analogy to (13) , this gives
. . . . . . . . .
Nonparametric Solution of Zakai Equation
Here, we extend the previous ideas to the case of nonparametric solutions. By "nonparametric" we mean that we directly use a set of samples that is updated during the measurement step. No fitting of these samples to a parametric density is performed.
We are given a set of L p prior sample vectors x p,i , i = 1, . . . , L p arranged in a matrix according to
Our goal is to find a posterior set of L e sample vectors x e,i (γ), i = 1, . . . , L e with
For simplicity, we start with the case of equally weighted samples in the prior and the posterior set X p and X e (γ). We also assume that the number of components does not change during the update, so L = L p = L e . Furthermore, we assume a scalar state domain. The key idea is to reconstruct the values of the density underlying the given samples at the sample locations. A simple density-spacings estimator is used for that purpose. An estimate of the density underlying the sample set X e (γ) is given by
where w i = 1/L and j is the index of the nearest neighbor sample to sample i. We write j = NN(i). 
Remark
For interpolation, we use a simple Gaussian kernel
, where σ i (γ) is chosen in such a way that the integral over f e,i (x, γ) is equal to one, which gives
Finally, for a single sample, we obtain
For all samples, we have
where k(γ) is the factor that takes care of the fact that we calculate an unnormalized solution of the DODE (11).
Derivation of DODE for Sample Locations
We will now derive a distributed ordinary differential equation (DODE) that describes the evolution of the sample locations for the measurement update step along the artificial time γ ∈ [0, 1]. The derivative of f e (x, γ) with respect to γ iṡ
The derivatives of f e,i (x, γ) in (17) with respect to γ are given bẏ
. . , L. We note thatḟ e,i (x, γ) only depends on the location x i (γ) with index i (and its derivativeẋ i (γ))) and on the location x j (γ) with index j, the nearest neighbor, (and its derivativė x j (γ)). The components of the vector b i (x, γ) will be named as follows for the subsequent derivations
It can be rewritten as
with
The derivative ofḟ e (x, γ) in (18) can now be expressed aṡ
which is equivalent tȯ
. . .
The summations can be simplified tȯ
for j = 1, . . . , L, which leads toḟ
The DODE for the sample locations is now obtained by equating (19) with the left-hand side given in Sec. 3.
Solution of DODE for Sample Locations based on Collocation Points
Solving this DODE is again performed by solving over a discrete set of points. Here, we focus on employing collocation points for an average solution over the state domain. This leads to a system of coupled ordinary differential equations for the desired sample locations. The collocation points are selected as follows. For each sample point x e,i (γ), a Dirac mixture approximation of the corresponding interpolation density f e,i x, η(γ) is performed. These points x n for n = 1, . . . , C are plugged into (19) , which gives q η(γ) = P η(γ) ·η(γ) ,
Conclusions
The proposed new density approximation method generates a set of ordinary differential equations for the evolution of a parameter vector over an artificial time γ ∈ [0, 1] that starts with an approximation for the prior density for γ = 0 and results in the desired approximation of the posterior for γ = 1. It provides some unique features compared with the current state of the art that make it well suited for practical applications:
• The derivations are easy to understand.
• Implementation is straightforward and can be done based on standard ODE solvers.
• It is applicable to a wide variety of density approximation problems, where the approximated density does not even have to be known explicitly. This includes approximating the posterior densities in the Bayesian filter step in stochastic nonlinear dynamic systems.
• Solving for the desired posterior density parameters such as particle locations is inherently fast as neither an optimization nor solving a partial differential equation is required.
Future work includes higher dimensions, varying the length of the parameter vector during the progression, and real-time implementations:
• The derivations in this manuscript are limited on the scalar case for the sake of simplicity. The next step is the generalization to a higher number of dimensions.
• The generated flow modifies the values of a parameter vector of fixed length in such a way that the posterior density is well approximated. However, for both parametric and nonparametric representations, an adaptation of the number of parameters might be required. For a particle representation, this means adding or removing particles depending on the local approximation quality.
• So far, the algorithms are implemented in Matlab. For real-time operation, we envision to auto-generate C++ code that can be compiled for different platforms.
