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Abstract
Gauge theories on manifolds with spatial boundaries are studied. It is shown that
observables localized at the boundaries (edge observables) can occur in such models irre-
spective of the dimensionality of spacetime. The intimate connection of these observables
to charge fractionation, vertex operators and topological field theories is described. The
edge observables, however, may or may not exist as well-defined operators in a fully
quantized theory depending on the boundary conditions imposed on the fields and their
momenta. The latter are obtained by requiring the Hamiltonian of the theory to be self-
adjoint and positive definite. We show that these boundary conditions can also have nice
physical interpretations in terms of certain experimental parameters such as the penetra-
tion depth of the electromagnetic field in a surrounding superconducting medium. The
dependence of the spectrum on one such parameter is explicitly exhibited for the Higgs
model on a spatial disc in its London limit. It should be possible to test such dependences
experimentally, the above Higgs model for example being a model for a superconductor.
Boundary conditions for the 3+1 dimensional BF system confined to a spatial ball are
studied. Their physical meaning is clarified and their influence on the edge states of this
system (known to exist under certain conditions) is discussed. It is pointed out that
edge states occur for topological solitons of gauge theories such as the ’t Hooft-Polyakov
monopoles.
1 Introduction
The study of gauge fields on spatial manifolds with boundaries has attracted attention in
recent times. A strong incentive for these investigations comes from attempts to model
Quantum Hall Effect (QHE) where edge states localized at spatial boundaries are known
to exist and to be of fundamental physical significance [1]. A second reason for these inves-
tigations is the remarkable relation of these states to conformal field therories (CFT’s) and
the possibility thereby suggested of a three-dimensional approach to these two-dimensional
theories [2, 3].
In previous work, we have examined Chern-Simons (CS) [3], Maxwell-Chern-Simons
(MCS) [4] and Higgs field dynamics [5] with disk as spatial manifold and reproduced
many previously known results on edge states. It was also established that much of the
previous work is limited in scope and fails to exhaust all available physical possibilities.
This is because quantization depends on certain boundary conditions (BC’s). The lat-
ter, for a Hamiltonian bounded below, and with suitable additional assumptions, can
be parametrized by a non-negative parameter λ for the CS and MCS cases, and by two
nonnegative parameters λ and µ for the Higgs case. All work we know of prior to [4]
had tacitly assumed that λ = 0. In [4], we had also announced an interpretation of λ: if
the disk is surrounded by a superconductor, then 1/λ is proportional to the penetration
depth into its ambient medium. That is, λ is proportional to the vector meson mass in
the surrounding medium.
In this paper, we will explain edge states using a few elementary examples and then
will establish the interpretation of λ stated above . [We do not however have a good
interpretation of µ.] With this meaning at hand, it is easy to imagine experiments to
observe the effects of λ, as we will see. Further, we will extend our previous work on
edge states of the BF system in three spatial dimensions [6] by enlarging the boundary
1
conditions contemplated. They too are characterized by parameters like λ and µ with
properties similar to those in two dimensions.
Section 2 initiates our considerations by introducing edge states using Maxwell’s theory
in 1 + 1 spacetime, the spatial slice being the interval [−L
2
, L
2
]. Although the quantum
physics of this model is simple, it is nevertheless rich enough to display several phenomena
of novelty and interest. Thus we will see that there are charged edge states localized at ±L
2
and that they are created by “vertex” operators (or “Wilson” integrals). The Coulomb
force between the charges comes out correctly in this approach. We will also encounter
fractionation of charge by a mechanism first discovered in monopole theory by Witten
[7, 8]. Just as for dyons, this phenomenon is related to the existence of a “θ-angle” here
as well. As a final result of this section, we will find that there is a topological field theory
which describes these states. This transparent model in this manner nicely illustrates
important ideas found in more complex field theories.
Section 3 continues the preceding discussion to 2 + 1 dimensional spacetime with a
disc or an annulus as the spatial slice. Just as in Section 2, we find here also charge
fractionation, vertex operators and a topological field theory for edge states, the latter
being a CS theory for a generic MCS Lagrangian. In this section we also summarize the
results found in [5] for a gauged Higgs theory and briefly discuss why this theory does not
have edge states.
The discussion of the last two Sections tacitly assumes the parameters λ and µ men-
tioned above to be zero and is therefore incomplete. We had previously discussed the
origin of these parameters from the characterization of certain boundary conditions in
the mathematical analysis, and also the quantization of our Lagrangians for their generic
values [4, 5]. In Section 4, we summarize these boundary conditions for convenience while
we establish the physical meaning of λ in Section 5. From this one sees that it is possible
to vary λ in an experimental arrangement. Now physical properties are sensitive to their
2
values and affected by their variations. The energy spectrum for example is affected by
λ and µ while edge states, existing in the MCS theory for λ = 0, get delocalized when λ
is changed from this critical number. It seems for these reasons possible to test our work
experimentally. With this possibility in mind, we also quote estimates for the dependence
of the energy spectrum on λ in Section 6, using our work on the gauged Higgs system
for generic λ (and µ = 0) [5] as a guide. This work incidentally not only quantizes the
gauged Higgs system for any λ and µ but also argues that it does not admit U gauge for
finite geometry and general λ and µ. The latter is established by showing that the gauged
Higgs system in the London limit is not equivalent to a massive vector meson theory for
this geometry.
Section 7 is the final one and concerns spatial manifolds with boundaries in 3 + 1
dimensions. It recalls previous work [6] on the BF system showing that edge states can
occur in 3+1 dimensions as well. States similar to the edge states of vortices remarked
upon in Sections 3 and 4 are shown to exist also for the ’t Hooft-Polyakov monopoles.
The possibility of BC’s depending on parameters like λ and µ, with properties similar
to those in 3+1 dimensions, is also shown. The edge states spread out now too when
λ deviates from zero. They should be observable by the dependence of their properties,
such as energies, on these parameters.
2 Edge Observables in 1 + 1 dimensions
We here consider abelian Maxwell’s theory on [−L
2
, L
2
] × R1, L being the spatial length
and R1 accounting for time. It is defined by the Hamiltonian
H =
1
2
∫ L
2
−L
2
E(x)2dx , (2.1)
the equal time commutators
[A1(x), A1(y)] = [E(x), E(y)] = 0 , (2.2)
3
[A1(x), E(y)] = iδ(x− y) (2.3)
and the Gauss law constraint
∂E(x)
∂x
|·〉 = 0 (2.4)
on physical states |·〉 . In these equations and in what follows, we do not show the
dependence of the fields on time. Also A1 here is the spatial component of the vector
potential and E is the electric field.
As emphasized elsewhere [3, 9], the Gauss law (2.4) should be interpreted to mean
G(χ)|·〉 = 0 , G(χ) :=
∫ L
2
−L
2
dχE (2.5)
where the test function χ vanishes at the boundaries:
χ(x)|x=±L
2
= 0 . (2.6)
One way to justify the formulation of the quantum Gauss law using (2.5,2.6) is as
follows. A quantum field is an operator-valued distribution. Classical equations involving
its derivatives should therefore be interpreted using operators obtained by smearing it
with suitable derivatives of test functions. One such expression is in (2.5). But in the
classical limit, it gives the classical Gauss law only if (2.6) is true. We thus justify (2.5,2.6).
Alternative and conventional justifications use classical considerations about the dif-
ferentiability of functionals on the phase space [3, 9].
We can now define two operators Q± corresponding to charges at ±L2 as follows:
Q± = G(Λ±),
Λ+(x)|L
2
= 1 , Λ+(x)|−L
2
= 0 ,
Λ−(x)|−L
2
= 1 , Λ−(x)|L
2
= 0 . (2.7)
The basis for the interpretation of Q± as charges at ±L2 is discussed in [9]. Note that the
action of Q± on |·〉 is independent of the value of Λ± in the interior of our spatial interval
because of (2.5). For this reason, we have not shown Λ± as an argument of Q±.
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We emphasize that Q± are observables localized at the edges. To see this, note that all
observables localized in the interior of our interval can be constructed from E(x) (|x| < L
2
)
and they commute with Q±. So we can prepare states with independent choices for the
values of E(x)(|x| < L
2
) and Q±. In addition, changing Λ± in the interior |x| < L2 does
not change the action of Q± on |·〉 as observed previously. For these reasons, we can think
of them as edge observables.
We now show that
(Q+ +Q−)|·〉 = 0 (2.8)
so that the charges at ±L
2
add up to zero. The proof follows from Q++Q− = G(Λ++Λ−)
where Λ+ + Λ− has the value 1 at both the edges. We can therefore choose it to be the
constant function with value 1 without altering (Q++Q−)|·〉 . But then Q(Λ++Λ−) = 0
and (2.8) follows.
Next let us show that the spectrum of an edge charge is not obliged to be quantized
even if the group that is gauged is U(1). The mathematical reason behind this result is
similar to the one leading to the possibility of fractional charges for dyons pointed out
by Witten [7]. The group G of gauge transformations leaving the Hamiltonian invariant
are maps of [−L
2
, L
2
] to U(1). It has generators G(Λ) with Λ|±L
2
being unrestricted. Of
these, the subgroup GB0 of gauge transformations generated by G(χ), with χ obeying (2.6),
leaves the physical states invariant. GB0 is connected since tχ obeys (2.6) for 0 ≤ t ≤ 1.
[The subscript of GB0 emphasizes this fact (while B stands for boundary).] The effective
symmetry group of quantum states is hence G/GB0 . The reason charge is not quantized is
because this group is not U(1), but its universal cover R1. The proof is as follows. We
can choose Q+ say as its generator, remembering (2.8). If Q+ has a quantized spectrum,
then there is a smallest period τ(> 0) such that eiτQ+|·〉 = |·〉 or eiτQ+ ∈ GB0 . GB0 being
connected, it should therefore be possible to deform eiτQ+ to the identity staying within
GB0 . But that we can not do, eitτQ+ not being identity on all states for t < 1 by hypothesis.
5
Charge is not therefore quantized.
Just as for dyons, we can understand the possibility of fractional charges from the
existence of certain gauge transformations with nontrivial topology. Thus consider the
group GB of all gauge transformations eiΘ which act as identities at ±L
2
:
eiΘ|±L
2
= 1 (2.9)
or
Θ(−L
2
) = 0, (2.10)
Θ(
L
2
) = 2πN , N ∈ Z . (2.11)
Here (2.10) is our choice of normalization for Θ. From (2.11), one can see that GB is the
disjoint union of GBN , with Θ for GBN fulfilling (2.10,2.11). It is only GB0 that is generated
by G(χ) and is required to act as identity on physical states. If the angle Θ associated
with GBN is denoted by ΘN , it follows that the operator T for the gauge transformation
eiΘ1 can have eigenvalue eiθ on a physical state:
T |·〉 = eiθ|·〉 . (2.12)
Note that the boundary condition (2.9) allows us to identify x = ±L
2
and regard space
as a circle S1 when discussing GB. Thus GB consists of maps of S1 to U(1) and these are
characterized by winding numbers. As these can be identified with N , we see that (2.12)
is similar to the equation defining θ-states in familiar gauge theories like QCD [10, 11].
Now
T = eiG(Θ1) = ei2πQ+ . (2.13)
It follows from (2.12) that |·〉 has charge θ/2π mod 1, showing that it is in general frac-
tional. Fractional charge hence becomes possible here for topological reasons similar to
those for dyons.
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There is even a topological term we can include in the action which is associated with
the θ-states of (2.12). It is the analogue of the integral of θTr(F ∧ F ) in QCD [10]. It is
just
θ
2π
∫
d2x(∂0A1 − ∂1A0) (2.14)
and is familiar from studies of the Schwinger model [12]. [Here and below, x0 is time
while x1 is the same as the x elsewhere in this Section.] Its association to θ-states is well
known and will not be repeated here.
Next consider the operator
W =
∫ L
2
−L
2
dxA1 . (2.15)
It is invariant under the gauge transformations due to generators G(χ) of GB0 :
W −→W +
∫ L
2
−L
2
dχ =W . (2.16)
It is hence an observable. It is conjugate to Q±:
[W,Q±] = ±i . (2.17)
The operator
V (e) = eieW (2.18)
therefore creates charges ±e at ±L
2
:
Q±V (e)|q〉 = (q + e)V (e)|q〉 if Q±|q〉 = ±q |q〉 . (2.19)
V (e) is the analogue of the vertex operator in conformal field theories (CFT’s) [13] and
will be called by the same name here.
This vertex operator shifts the electric field by a constant:
V (e)−1E(x)V (e) = E(x) + e . (2.20)
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Hence if |0〉 is the physical state with zero electric field and energy, then the energy of
V (e)|0〉 is 1
2
e2L, its electric field being e:
HV (e)|0〉 = (1
2
e2L)V (e)|0〉 . (2.21)
In other words, the vertex operator approach gives the correct linear potential between
the charges.
Since V (e) does not commute with E(x) for |x| < L
2
, it cannot be thought of as
localized at the edge. That is hence also the case for the excitations V (e) creates by
acting for instance on |0〉. Now as Q± fails to commute with V (e), the view that Q± is
localized at the edge requires comment. In CFT, V (e) is not regarded as an observable,
rather the algebra of observables is regarded as being generated by E(x) and Q±. In this
point of view, which we adopt, V (e) intertwines different representations of this algebra,
while Q±, which commutes with E(x)(|x| < L2 ), can be thought as localized at the edge.
There is also a description of edge observables using a topological “BF” theory in-
volving no metric. B here is a scalar field, we write it as E as it will later get identified
with the electric field. As for F , it is just the electromagnetic field tensor dA, A being
A0dx
0 + A1dx
1. The action is
S =
∫
EdA =
∫
dx0dx1[E∂0A1 −E∂1A0] . (2.22)
The first term gives (2.3) while the second gives (2.4). It thus correctly reproduces the
algebra of observables of the Maxwell theory. Of course, just as all topological field
theories, it gives zero for the Hamiltonian.
Summarizing, observables localized at the edges are charges, the total charge of both
the edges being zero and each edge charge having the option of being fractional. Wilson
integrals or vertex operators can create them and also correctly reproduce their Coulomb
attraction. But their kinetic energies have to be added by hand to get a complete de-
scription of their dynamics.
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3 Edge Observables in 2 + 1 Dimensions
In this section, we work with a round disk D with a round hole H in the middle, so that
the spatial slice is the annulus D\H .
We begin by recollecting old results for CS and MCS actions [14, 2, 3, 4, 6]. We then
move on to discuss the Higgs model. It may be noted that the material here corresponds
to the case λ = 0 in ref. [4] and λ = µ = 0 in ref. [5].
3.1 The CS Observables at the Edge
Chern-Simons Lagrangians were studied in [14, 2, 3]. They define affine Lie algebras
and can be interpreted in terms of two-dimensional massless scalar fields. There are no
excitations whatsoever in the interior of D\H in these models.
The Lagrangian and the non-vanishing equal time commutators for the U(1) CS model
are
L =
k
4π
∫
D\H
d2xǫµνρAµ∂νAρ (3.1)
[A1(x), A2(y)] = i
2π
k
δ(x− y) . (3.2)
The Gauss law operator for L is
G(χ) =
k
2π
∫
D\H
dχA , χ|∂D = χ|∂H = 0 ,
A := Aµdx
µ. (3.3)
[Here and in what follows, we omit the wedge symbol between differential forms.] It
annihilates physical states |·〉:
G(χ)|·〉 = 0 , (3.4)
and generates a group GB0 .
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The charge operators Q± for the outer and inner edges ∂D and ∂H are given by
Q± = G(Λ±) , (3.5)
Λ±||~x|=R± = 1 , Λ±||~x|=R∓ = 0 , (3.6)
∂D having the radius R+ and ∂H the radius R−. They commute. We can show as
previously that
(Q+ +Q−)|·〉 = 0 , (3.7)
that is that D\H has zero net charge.
The spectrum of Q+ is not quantized here just as it previously was not. The proof is
the same as before: eiΛQ+ is not in GB0 for any nonzero Λ.
We will omit writing the generators of the affine Lie algebras [2, 3] at the two edges.
As in Section 2, or as for dyons, there are also nonzero winding number gauge transfor-
mations which can be regarded as the cause of charge fractionation. These transformations
become identity at ∂H and ∂D and wind around U(1) an integral number of times as the
radial coordinate increases from a point on ∂H to a point on ∂D [15].
There is even an analogue of (2.14). If φ is the azimuthal angle in the annulus, it is
[15]
constant ×
∫
dφdA. (3.8)
The vertex operator V is essentially the parallel transport operator
exp ieW ≡ exp ie
∫
L
A , (3.9)
the line L starting at a point P− on ∂H and ending at a point P+ on ∂D. As discussed
elsewhere [3], V actually requires regularization by normal ordering so that its correct
form is
V =: eieW : . (3.10)
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It creates charges ±e at P± when applied to a state and is basically the Fubini-Veneziano
vertex operator.
The Hamiltonian for the CS action being zero, we can not now calculate an interesting
Coulomb energy for charges unlike in Section 2.
3.2 The MCS Observables at the Edge
The MCS Lagrangian is
L =
∫
D\H
d2xL
L = − 1
4e2
FµνF
µν +
k
4π
ǫµνλAµ∂νAλ . (3.11)
The Hamiltonian and Gauss law for (3.11) are
H =
∫
D\H
d2xH
H = e
2
2
[(Πi +
k
4π
ǫijAj)
2 +
1
e4
(ǫij∂iAj)
2]
G(χ)|·〉 = 0 for χ|∂D,∂H = 0 , (3.12)
where
G(χ) = −
∫
D\H
d2x ∂iχ
(0)[Πi − k
4π
ǫijAj ] (3.13)
and |·〉 is any physical state.
The edge observables Q(Λ±) for ∂D and ∂H are obtained as before fromG by changing
the boundary conditions on χ. They are
Q(Λ±) = −
∫
D\H
d2x ∂iΛ±[Πi − k
4π
ǫijAj ] , Λ+|∂H = Λ−|∂D = 0 . (3.14)
They are the generators of two affine Lie groups L˜U(1) and have the commutators
[Q(Λǫ), Q(Λ
′
ǫ′)] = −i
k
2π
δǫǫ′
∫
D\H
dΛǫdΛ
′
ǫ′ . (3.15)
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As argued previously, since the action of Q(Λǫ) on |·〉 depends only on the boundary value
of Λǫ, and since it commutes with observables localized within D\H , it can be regarded
as localized at the edge.
The charges Q± at ∂D and ∂H are special cases of Q(Λ±):
Q+ = Q(Λ+) with Λ+(x)|x∈∂D = 1 ,
Q− = Q(Λ−) with Λ−(x)|x∈∂H = 1 . (3.16)
We have, as usual,
(Q+ +Q−)|·〉 = 0 (3.17)
which means that D\H has zero total charge.
For k 6= 0, the topological field theory describing the edge states associated with (3.15)
is just the CS theory, as one can readily show using the results of [2, 3].
In the present case too, just as for the CS case, the spectra of Q± are not obliged to
be quantized for reasons similar to those in Section 3.1. The topological term analogous
to (2.14) is the same as in that Section, namely (3.8). Also there is a vertex operator
V for the creation of charges similar to (3.10) and we can as in Section 2 calculate the
Coulomb energy for the charges created by V .
The k → 0 limit of the MCS system is not smooth [4]. The choice k = 0 gives the pure
Maxwell theory, and that too can have edge observables, but with properties different
from the MCS edge observables.
3.3 Edge Observables and the Higgs Model
We next summarise the work of ref [5] showing that there are no edge observables in the
Higgs model.
Consider the U(1) Higgs model on D\H with the modulus of the Higgs field frozen
to its vacuum value. Its only degree of freedom left is then its phase eiqψ where q( 6= 0) is
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the charge of the Higg’s field. In this so called London limit, the Lagrangian reads
L =
∫
D\H
d2x
{
− 1
4e2
FµνF
µν − m
2
H
2
(∂µψ − Aµ)(∂µψ −Aµ)
}
, (3.18)
where the parameter q has been absorbed along with the vacuum value of the Higg’s field
(and a constant accounting for the thickness of the disk) into an effective parameter mH
(the vector meson mass being equal to emH).
It gives rise to the Gauss law
G(χ) =
∫
D\H
d2x(χΠ +
1
e2
∂iχEi), χ|∂D,∂H = 0 , (3.19)
annihilating the physical states |·〉 ,
G(χ)|·〉 = 0 , (3.20)
Π and Ei/e
2 being respectively the momenta conjugate to ψ and Ai.
As before, we might want to consider the observables
Q(Λ±) =
∫
D\H
d2x(Λ±Π+
1
e2
∂iΛ±Ei), (3.21)
Λ+|∂H = 0 = Λ−|∂D ,
Λ+|∂D and Λ−|∂H 6= 0, (3.22)
and argue that Q(Λ±) define edge states because of (3.20) and because they commute
with observables localised in the interior of D\H . If the excitations described by (3.18)
correspond to the fluctuations about a vortex solution (where the singularity in ψ is wholly
confined within the hole), then these edge observables will be associated with edge states
associated to a vortex.
There is however a major difference between this expression for Q(Λ±) and the cor-
responding one in the MCS theory. In the first term of (3.21), it is the function Λ± that
smears the momentum Π. But we can always choose to expand a scalar function on a
disc (or a disc with an annulus) in a basis of functions all of which vanish on both the
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boundaries. That is, Λ± can always be written as a (possibly infinite) sum of functions
χn1n2···, for a suitable set of indices {n1n2 · · ·}, where χn1n2···|∂D,∂H = 0. This is so despite
the second line of (3.22), convergence in the expansion being in the L2-sense. Hence,
by virtue of (3.20), Q(Λ±) annihilates any physical state |·〉 and represents the trivial
observable. Edge states are thus absent in the Higgs system [at least with this treatment
of Q(Λ±)].
That this is not the case in the MCS theory can be seen by noticing that the fields
are smeared out by derivatives ∂iΛ± of the test functions Λ± in (3.14). Now (as we have
rigorously proved in [4]) ∂iΛ± can, and actually has to, be expanded as a sum of functions
that do not necessarily vanish on the boundary. Hence Q± of (3.16) do not annihilate
the physical states. In fact, it is impossible to expand dΛ+ (dΛ−) in terms of exterior
derivatives of functions that vanish at ∂D (∂H) because dΛ+ (dΛ−) is always orthogonal
to these forms. The observables Q± are therefore non-trivial.
4 The Boundary Conditions
In this Section, we work in 2+1 dimensions and start by stating the BC’s for the MCS
Lagrangian and the Maxwell and CS cases which are its limiting forms. We next do the
same for the Higgs problem. From here onwards in this paper, we assume for simplicity
that there is no hole so that our spatial manifold is D. There is of course no difficulty at
all in restoring the hole.
4.1 The MCS Lagrangian and its Limiting Forms
Quantisation in D involves specification of BC’s on ∂D. In this case, as shown elsewhere
[4], there exists a one-parameter family of BC’s compatible with locality and nonnegativity
of the Hamiltonian for the MCS Lagrangian and its limiting forms. They are parametrised
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by a number λ ≥ 0. For each λ, they specify the following domain Dλ for a certain Laplace
like operator relevant for quantisation:
Dλ = {A| ∗ dA|∂D = −λAθ|∂D;λ ≥ 0}. (4.1)
Here ∗ is Hodge star. Throughout this paper, we use the Hodge star only on a spatial
slice and so we will need its definition only on a Euclidean manifold. The Hodge star of
a p-form α on an n-dimensional Euclidean manifold with flat metric is an n− p -form ∗α
defined as follows:
(∗α)i1i2...in−p =
1
p!
ǫi1i2...in−pj1j2...jp(α)j1j2...jp. (4.2)
Here ǫ is the totally antisymmetric Levi-Civita form while the components of the forms
are taken along an orthonormal basis. The components of an r-form ω are themselves
defined via the relation
ω =
1
r!
ωii...irdx
i1 . . . dxir (4.3)
where the dxik ’s are the one-forms along the orthonormal coordinate basis. Let us also
note our definitions of the wedge product, and the Hodge star of the exterior derivative,
in component form:
(α(p) ∧ β(q))i1...ipip+1...ip+q =
1
p!q!
ǫi1...ip+qαi1...ipβip+1...ip+q , (4.4)
(∗dα(p))i1...in−p−1 =
1
p!
ǫi1...in−p−1in−p...in∂in−pαin−p+1...in. (4.5)
Here and below d on a form always refers to its exterior derivative restricted to the spatial
manifold.
Also the Aθ in (4.1) has the familiar meaning:
Aθ = Ai
1
r
∂xi
∂θ
(r, θ). (4.6)
Here r, θ are polar coordinates on D with r = R corresponding to ∂D.
Let us also note here that (as explained at length in [4]) the edge observables discussed
in Section 3.2 exist only when the parameter λ defined above vanishes.
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4.2 The Higgs Model in the London Limit
BC’s compatible with locality and energy nonnegativity for (3.18) have been derived in
[5]. They are parametrised by two nonnegative numbers λ, µ, the pair λ, µ specifying a
domain Dλ,µ for a certain second order operator. The definition of Dλ,µ is
Dλ,µ = {(ψ,A) | ∗ dA|∂D = −λAθ|∂D , ψ|∂D = −µ(∂rψ − Ar)|∂D ; λ, µ ∈ IR , λ, µ ≥ 0} .
(4.7)
The following point is worthy of note. On D, with the magnitude of the Higgs field
frozen to a constant, eiqψ|∂D can have only zero winding number since eiqψ will not exist
as a smooth function on all of D in the contrary case. Hence ψ|∂D is a well defined
(single-valued) function. If this assumption is relaxed by for example restoring the hole,
eiqψ|∂D may have a non-zero winding number, say N ∈ Z. We must then replace ψ in
(4.7) by ∆ψ = ψ − 2πN/q. This will be the appropriate scenario for the description of
quantum excitations about the classical vortex solutions.
5 Physical Interpretation of Boundary Conditions
5.1 The MCS Model
We assume that D is surrounded by a superconductor with penetration depth 1/m, and
that the situation in the exterior near the edge is static, or in other words that time scales
for dynamics near the edge outside the disc are long compared to typical time scales of
our interest.
The order parameter for a superconductor is a complex Higgs field. It is a good
approximation to take its modulus to be fixed at the vacuum value for processes involving
moderate energies. Let us make this assumption and approximate the Higgs field by the
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field eiqψ, ψ being real valued. The field equations in the exterior near ∂D that arise from
the variation of (3.18) lead to
d ∗ d(A− dψ)− e2m2H ∗ (A− dψ) = 0, (5.1)
d ∗ (A− dψ) = 0, (5.2)
(5.2) following from (5.1) on applying d. Here we have assumed that the fields are static
and have used the definitions given in equations (4.2) to (4.5). Also we have not written
the equations involving A0 − ∂0ψ.
Now (5.1) and (5.2) imply that A− dψ satisfies Laplace’s equation:
~∇2(A− dψ) = e2m2H(A− dψ). (5.3)
Assuming variations along azimuthal direction to be suppressed compared to radial fluc-
tuations, this equation tells us that A − dψ decays like e−emHr outside D, r being the
distance from D. Thus the inverse penetration depth m is equal to emH .
We will now examine the conditions on A and ψ near ∂D following from (5.1,5.2).
Their compatibility with (4.1) will establish the claimed result that 1/λ is proportional
to the penetration depth 1/m, and will also constrain ψ.
Let P be a point on ∂D, and Q a point at a distance ∆ from P in the radial direction.
On integrating radially from P to Q, (5.1) gives
(∗dA)|Q − (∗dA)|P −m2
∫ Q
P
∗(A− dψ) = 0. (5.4)
Now
∫ Q
P
∗(A− dψ) =
∫ Q
P
εij(Aj − ∂jψ)∂x
i
∂r
dr =
∫ Q
P
(Aθ − 1
r
∂θψ) dr, (5.5)
Aθ − 1
r
∂θψ = (Ai − ∂iψ)1
r
∂xi
∂θ
, (5.6)
r and θ being polar coordinates with r = 0 being the center of the disc. With m∆ >> 1,
the right hand side of (5.5) is approximately (Aθ − 1r∂θψ)(P )/m. For example, if R is
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the radius of D, and we write (Aθ − 1r∂θψ)(x) = (Aθ − 1r∂θψ)(P )e−m(r−R), it is 1m(Aθ −
1
R
∂θψ)|P . Also under the same condition, we can assume that (∗dA)Q(= ∗d(A − dψ)|Q)
is approximately zero. So
(∗dA)|P ∼= −m(Aθ − 1
R
∂θψ)|P . (5.7)
Comparison with (4.1) then gives
λ = m, (5.8)
∂θψ|∂D = 0 . (5.9)
The interpretation of 1/λ in terms of the penetration depth is thus established. Equa-
tion (5.8) being in the nature of an estimate, it is best regarded as the statement of
proportionality of λ and m.
Equation (5.8) requires that λ is positive. It is significant that the same sign can be
derived by requiring that the Hamiltonian is non-negative.
Equation (5.9) is a condition on the static superconductor surrounding D. It is to
be used as a boundary condition when solving (5.1). Although it is not invariant under
gauge transformations which do not act as identity on ∂D, it is invariant under gauge
transformations generated by the Gauss law, the latter becoming identity on ∂D.
As (5.2) is a consequence of (5.1), there is no need to examine it separately here.
5.2 The Higgs Model
As before, we assume thatD is surrounded by a superconductor governed by the equations
(5.1) and (5.2). In the interior of D too, we have a superconductor described by the fields
A, ψ˜ (the latter decorated with a tilde to distinguish it from the phase ψ of the surrounding
superconducting medium) and the boundary conditions (4.7) with ψ˜ replacing ψ.
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Assuming the exterior of D to be static, we get (5.7) once more. Its comparison
with (4.7) shows that (5.8) and (5.9) are still valid, and that 1/λ is proportional to the
penetration depth in the exterior of D.
An interpretation for µ along similar lines is lacking because we do not have the analog
of a “Meissner effect” for the phase of the Higgs field. Note however that if the Higgs
model is to serve as an approximation for the MCS model, then the parameter µ must be
zero, as will be shown in Section 6.
6 The Energy Spectrum and its Dependence on λ
We have already remarked that physical quantities are sensitive to the BC’s obeyed by the
fields. In this section, we will study the energy spectrum of the MCS and Higgs theories
in a more quantitative way. In particular we will study how the spectrum changes when
we vary the parameter λ. [For reasons explained below we will fix µ to be zero.]
Our discussion of the MCS theory in [4] was limited by the fact that, for BC’s charca-
terized by a nonzero value of λ, we were not able to diagonalize the Hamiltonian in (3.12)
and could not therefore study its spectrum except when λ = 0.
On the other hand, in [5] we have shown that the Higgs Hamiltonian for the Lagrangian
(3.18) in the London limit can be exactly diagonalized for any value of the parameters
λ, µ characterizing its BC’s. We have also noticed that for µ = 0, there is a one-to-one
correspondence between the modes present in the Hamiltonian of the Higgs theory and
the ones in the Hamiltonian of the MCS theory provided they both have the same value
of λ. Indeed, both these theories describe massive vector mesons (with masses emH and
e2k
2π
respectively), the only major difference being the existence, for λ = 0, of edge states
in the latter and not in the former.
We might therefore argue that the Higgs Hamiltonian will serve us as a guide in the
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study of the MCS theory as well. The following results about the energy spectrum will
be exact for the Higgs model for any value of λ. But they will be exact for the MCS
theory only for λ = 0, that is when we are able to diagonalize its Hamiltonian exactly.
For the MCS theory with λ > 0, they represent only an approximation, which is probably
reasonable if λ deviates from zero only slightly.
In [5], we have second quantized the Higgs system in the London limit and shown that
its Hamiltonian can be written (when µ = λ = 0) as
H = Ω(α)nma
(α)†
nm a
(α)
nm + Ω
(β)
nma
(β)†
nm a
(β)
nm + Ω
(h)
n b
†
nbn , (6.1)
where the a(j)nm, a
(j)†
nm (j = α, β ) and the bn, b
†
n are annihilation-creation operators for the
three kinds of modes that appear in the mode expansion of (A(x), ψ(x)) when µ = λ = 0.
Their non-zero commutators are
[
a(j)nm, a
(k)†
n′m′
]
= iδjkδnn′δmm′ ,[
bn, b
†
n′
]
= iδnn′ . (6.2)
When λ 6= 0 (but µ still equal to 0), the Hamiltonian takes an almost identical form save
for the modes bn, b
†
n being absent, the latter having been deformed into a β-mode as we
will see shortly.
The energies Ω(α)nm, Ω
(β)
nm, Ω
(h)
n corresponding to the particle creation operators
a
(α)†
nm , a
(β)†
nm , b
†
n are respectively
Ω(α)nm =
√
α2nm + e
2m2H , Ω
(β)
nm =
√
β2nm + e
2m2H , Ω
(h)
n = emH , (6.3)
where the real numbers αnm, βnm are fixed by the following BC’s for µ = 0 and arbitrary
λ:
Jn(αnmR) = 0 , αnm 6= 0,
βnmJn(βnmR) = λ
[
d
d(βnmr)
Jn(βnmr)
]
r=R
. (6.4)
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Here, Jn(x) is the real Bessel function of order n. Incidentally, we see from (6.3) that
for the case µ = λ = 0 (the case for which the modes bn, b
†
n exist), there is an infinite
degeneracy of the spectrum at precisely the energy equal to the Higg’s mass. Also since
only the equation defining the βnm depends on λ, Ω
(α)
nm, unlike Ω
(β)
nm, will not change when
λ is changed.
Figures 1 to 3 give plots of
Gn(ωR) =
ωRJn(ωR)
J ′n(ωR)
, J ′n(ωR) :=
[
d
d(ωr)
Jn(ωr)
]
r=R
(6.5)
versus ωR for n = 0, 1 and 10 respectively. We can identify lines of constant λR in these
figures with lines parallel to the abscissas, the ωR-coordinates of their intersections with
the Gn(ωR) versus ωR giving βnm. The intersections of the graphs of the functions with
the abscissas at non-zero ω give instead αnm.
We can now numerically calculate the dependence on λ of some of the energies
Ω(α)nm, Ω
(β)
nm in (6.3).
Firstly, the αnmR, which are the same as βnmR when λ = 0, remain unchanged for all
λ. Their values for the first few allowed m’s when n = 0, 1 or 10 are approximately:
for n = 0 : 2.4, 5.5, 8.6, . . .
for n = 1 : 0, 3.8, 7.0, . . .
for n = 10 : 0, 14.5, 18.4, . . . (6.6)
Here m = 1, 2 and 3 respectively in each of the rows.
Similarly, the βnmR for λ very large (close to infinity so that the relevant points
correspond to the roots of J ′n(ωR)) again for the first few m’s when n = 0, 1 or 10 are
approximately:
for n = 0 : 3.8, 7.0, 10.2, . . .
for n = 1 : 1.8, 5.3, 8.5, . . .
for n = 10 : 11.8, 16.4, 20.2, . . . (6.7)
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Figure 1: This figure gives the plot of G0(ωR) vs ωR.
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Figure 2: This figure gives the plot of G1(ωR) vs ωR.
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Figure 3: This figure gives the plot of G10(ωR) vs ωR.
again for m = 1, 2 and 3 respectively in each of the rows.
In order to calculate the energies in equation (6.3), we need also to know the exper-
imental values of R (the radius of the disc on which the above quantization has been
carried out) and the mass emH of the gauge bosons. If we further assume that 1/R is
much smaller than emH (which is physically reasonable being equivalent to assuming that
the penetration depth is much smaller than the radius of the disc), then we can assume
that | βnm
emH
| << 1 (at least for the values of βnmR in (6.6) and (6.7)). Hence the following
approximation for the variation δΩ(β)nm of Ω
(β)
nm under the variation δβnm of βnm follows
from Ω(β)nm =
√
β2nm + e
2m2H :
δΩ(β)nm =
βnmδβnm√
β2nm + e
2m2H
≈ βnm
emH
δβnm (6.8)
If we choose a typical experimental value of 104 for emHR, then the above energy depen-
dence reduces to
δΩ(β)nm ≈ 10−4δβnm, (6.9)
showing therefore that the energy changes are extremely minute (much smaller than the
corresponding changes in βnm) in this approximation.
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However, this is no longer the case if we consider a very tiny disc whose radius is of
the order of the penetration depth itself. Then instead of (6.8) we would have
δΩ(β)nm ≈ δβnm (6.10)
so that, changes in the energy are now of the same order as the changes in βnm (namely,
1/R times the difference of the corresponding numbers in (6.6) and (6.7)).
From this rough analysis, we expect the effect of boundary conditions on the spec-
trum to be increasingly prominent as the size of the system under consideration becomes
smaller.
7 Higher Dimensions
Edge observables and their states are consequences of gauge invariance. They can exist
in gauge theories on manifolds with boundaries regardless of spatial dimensionality. The
algebra of these observables is sensitive to the nature of the gauge theory and is gener-
ally abelian for an abelian gauge theory (such as the Maxwell theory) when topological
interactions are absent. But it can become nonabelian even for an abelian gauge theory
in the presence of the latter as happens with the CS term.
The abelian generalisation of the CS Lagrangian to 3+1 dimensions is the BF inter-
action involving the two-form field B and the curvature F = dA of the abelian connection
A. With the Maxwell term and its analogue for B included in the action, the model
describes the London equations and gives a new approach to superconductivity and mass
generation of vector mesons [16, 6] differing from that based on the Higgs field. We think
therefore that there are good reasons to pay attention to this action. In previous work
[6], we have examined it with emphasis on its edge observables and have shown that the
latter are strikingly similar to their 2+1 analogues. Thus they provide a generalisation of
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affine Lie groups and enjoy a description using coadjoint orbits and a topological action
exactly like the WZNW action. The latter, as shown in [17], is the coadjoint action for the
Kac-Moody group and is known to be associated with the edge states of the CS theory
[2, 3].
This previous work on the BF system [6] had an important limitation in that it did
not investigate possible BC’s using operatorial methods. We have seen before [4], and will
also see in Section 7.1, that BC’s leading to edge observables in 2+1 dimensions are very
special, and require the medium outside the manifold to be vacuum. More general BC’s,
involving the substitution of other media for the vacuum, delocalise the edge effects.
With this knowledge in mind, we reexamine the BF interaction in this Section with a
solid ball B3 for a spatial manifold (this choice being only for specificity). The presence of
parameters like those in (4.7) is established here too and their interpretation is indicated.
Next we generalise our remarks of Section 3 and 4 regarding edge states of vortices to ’t
Hooft-Polyakov monopoles [18].
7.1 The BF Interaction
The Lagrangian of interest is
L =
∫
d3xL, (7.1)
L = 1
2
ǫµνλρBµνFλρ − 1
3γ
HµνλHµνλ − 1
4
F µνFµν ,
Hµνλ = ∂µBνλ + ∂νBλµ + ∂λBµν , γ > 0,
ǫµνλρ = the Levi-Civita symbol with ǫ0123 = 1. (7.2)
We first briefly review some pertinent results of [6].
(7.1) leads to the two first class constraints
∫
B3
d3x∂iχ
(0)Πi ≈ 0, (7.3)
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− 1
2
∫
B3
d3x∂jχ
(1)
i [Pji + 2ǫijkAk] ≈ 0 (7.4)
where Πi = F0i + ǫijkBjk and Pij =
4
γ
H0ij are fields of momenta conjugate to Ai and Bij,
and χ(0) and χ(1) are zero and one forms with zero pull backs to ∂B3. We can write the
latter constraints as the BC’s
χ(0)|∂B3 = χ(1)|∂B3 = 0,
χ(1) ≡ χ(1)i dxi. (7.5)
(7.5) are found by requiring differentiability of (7.3,7.4).
The constraints (7.3,7.4) generate the gauge transformations
A→ A + dχ(0), (7.6)
B → B + dχ(1), (7.7)
A ≡ Aidxi, B ≡ 1
2
Bijdx
idxj (7.8)
as can be shown using the usual equal time commutators
[Ai(x),Πj(y)] = iδijδ
3(x− y)
[Bij(x), Pkl(y)] = i(δikδjl − δilδjk)δ3(x− y) (7.9)
these being of course the only nonvanishing commutators for these fields. [The wedge
symbol between differential forms is being omitted in (7.8) and below.]
The algebra of edge observables is generated by
Q(Λ(0)) =
∫
B3
d3x∂iΛ
(0)Πi (7.10)
R(Λ(1)) = −1
2
∫
B3
d3x∂jΛ
(1)
i (Pji + 2ǫijkAk). (7.11)
They are got from (7.3,7.4) by relaxing the boundary conditions in (7.5) in the usual way.
Their nonvanishing commutators are all given by
[Q(Λ(0)) , R(Λ(1))] = i
∫
B3
dΛ(0)dΛ(1),
Λ(1) ≡ Λ(1)i dxi. (7.12)
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As mentioned before, operator quantisation involves BC’s on ∂B3 and (7.10,7.11) are
well-defined only for a particular choice of these BC’s. These BC’s emerge when we begin
diagonalising the Hamiltonian
H =
∫
B3
d3x[
1
2
(Πi − ǫijkBjk)2 + γ
16
P 2ij +
1
4
F 2ij +
1
3γ
H2ijk]
=
1
2
(Π− 2 ∗B,Π− 2 ∗B) + γ
8
(P, P ) +
1
2
(A, ∗d ∗ dA)− 2
γ
(B, ∗d ∗ dB),
A := Aidx
i, B :=
1
2
Bijdx
idxj, Π := Πidx
i, P :=
1
2
Pijdx
idxj . (7.13)
[As before d and ∗ refer respectively to the exterior derivative and the Hodge star on the
spatial manifold (see (4.2) to (4.5) for the relevant definitions).] Here we have introduced
a scalar product on the space of p-forms (p = 1, 2):
(α(p), β(p)) :=
∫
B3
α(p) ∗ β(p). (7.14)
Equation (7.13) shows that diagonalisation of H involves that of ∗d ∗ d in the space
of one- and two-forms. So we must first study the domains of self-adjointness of this
operator on the space of one-forms as well as of two-forms.
These domains can be found using standard rules characterising a domain, and also
locality of the boundary conditions, the analysis being much the same as in [4, 5]. The
possible domains Dλ,µ are characterised by two parameters λ and µ and are given by
Dλ,µ = {A,B|(∗(3)dA)|∂B3 = λ∗(2)(A|∂B3); (∗(3)dB)|∂B3 = −µ∗(2)(B|∂B3);λ, µ ∈ lR, λ, µ ≥ 0},
(7.15)
where the superscripts (3) and (2) on the ∗’s indicate the fact that these are defined
respectively on the three-dimensional ball and its two-dimensional boundary. We shall
omit these superscripts whenever there is no source for confusion about the dimension
on which the ∗ is defined. The requirements λ, µ ≥ 0 arise from the requirement of non-
negativity of the Hamiltonian (7.13). The quickest way to see how this comes about is by
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writing the terms in H which are not manifestly positive-semidefinite as follows:
1
2
(A, ∗d∗dA)− 2
γ
(B, ∗d∗dB) = 1
2
(dA, dA)+
2
γ
(dB, dB)−
∫
∂B
[
1
2
A(∗(3)dA)+ 2
γ
B(∗(3)dB)].
(7.16)
On using (7.15) in the RHS of above, we now get λ, µ ≥ 0 in order that this expression
be non-negative.
The physical meaning of λ can be deduced as before by considering an arrangement
with B3 surrounded by a superconductor, in general different from what is inside B3. We
can describe the latter using the Landau-Ginzburg or the BF formalism [16, 6], the latter
being more appropriate for this Section, the system in B3 having been described in that
way. So let A be the electromagnetic potential as before and B the two-form potential
for the current J outside the ball:
Jµ = −ǫµνλρ∂νBλρ. (7.17)
The constants in the Lagrangian and field equations can now be different from (7.1,7.2)
if the medium outside is different. We will therefore distinguish them by an additional
prime. As in the derivation of (5.1,5.2), here too we assume a static distribution of fields
in the exterior so that the time derivatives of electric/magnetic fields and of the currents
are assumed to be negligible. We then get the following equations from the variation of
the Lagrangian with respect to A and B:
−1
3
ǫµνλρHλµν + ∂σF
σρ = 0, (7.18)
ǫµνλρFλρ +
4
γ′
∂ρH
ρµν = 0. (7.19)
On using also the assumption that the electric and magnetic fields and the current are
static, (7.18) and (7.19) give the following equations (besides others):
d ∗ dA+ γ
′
2
P = 0 , x ∈ lR3\B3, (7.20)
d(A− 1
2
∗ P ) = 0 , x ∈ lR3\B3. (7.21)
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Here we have used our definitions Pij =
4
γ′
H0ij , P =
1
2
Pijdx
idxj and the fact that J i is
the same as ǫijkH0jk in view of (7.17).
From (7.21) it follows that A− 1
2
∗ P = dΦ. Thus (7.20) implies the equations
d ∗ dA+ γ′ ∗ (A− dΦ) = 0, (7.22)
d ∗ (A− dΦ) = 0, (7.23)
(7.23) following from (7.22) by applying d.
Exactly as in the arguments following (5.1,5.2), it can be shown that the above two
equations imply that A − dΦ decays like exp[−√γ′(r − R)] outside B3. Equation (7.22)
being an equation for two-forms, we now integrate it over a two-surface S to get the BC’s.
The latter is chosen as follows. Let C1 be a small segment on ∂B3. Then S has the shape
of a thin strip with C1 and another segment C2 as boundaries (see figure 4).
 
1
2
∂B3
Figure 4: Figure showing a strip coming out from the boundary of ball
On integration, we find,
∫
C2
∗dA−
∫
C1
∗dA+ γ′
∫
S
∗(A− dΦ) = 0. (7.24)
Let r, θ, ϕ be polar coordinates centered at the middle of B3, ∂B3 having the value R
and C2 the value R + ∆ for r. So C2 is at a distance ∆ from ∂B3. Choosing ∆ so that
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√
γ′∆ >> 1, we thus find, ∫
C1
∗dA = γ′
∫
S
∗(A− dΦ). (7.25)
Now, C1 being small, a further approximation is possible. If Bi is the tangential com-
ponent of the magnetic field ~B along C1 and Bi(P ) its value at a point P of C1, (7.25)
approximately gives
Bi(P ) = −
√
γ′ǫij(Aj − ∂jΦ)(P ) (7.26)
Here i labels the direction of this tangent while j labels the direction perpendicular to
this tangent on the surface ∂B3. This equation can be written as
(∗(3)dA)|∂B3 =
√
γ′ ∗(2) [(A− dΦ)|∂B3 ] (7.27)
where the ∗(j)’s here have the same meaning as in (7.15). The first minus sign in the
right hand side of (7.26) is absent in (7.27) because ∂B3 has opposite orientations when
viewed as boundary of domains outside and inside B3. Equation (7.27) is the same as the
boundary condition on A in (7.15), λ having the interpretation
λ =
√
γ′ (7.28)
provided also that dΦ|∂B3 = 0.
In other words, 1
λ
is the penetration depth.
It merits emphasis that the sign of λ required for this interpretation is the same as
the sign demanded by non-negativity of energy. [See (7.16) and what follows it.]
There remains the condition on the two-form B in (7.15). It is to be regarded as
a boundary condition for solving the equations (7.20,7.21) and the other equations that
arise from (7.18,7.19).
Gauss laws generate gauge transformations with test functions vanishing at ∂B3. The
BC’s (7.15) are compatible with these transformations. They are not however compatible
with the transformations due to the charges (7.10,7.11) with test functions nonvanishing
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at ∂B3 unless λ = µ = 0. For this reason, it is only for this special choice of BC’s that
the edge observables exist as operators with a well-defined action on the Fock states. For
other choices of BC’s, they must be thought of as spontaneously broken.
The detailed quantisation of (7.1) using the BC’s (7.15) is possible for λ = µ = 0,
although we have not done so. [See reference [6] in this regard.] For λ, µ 6= 0, however,
quantisation meets with the same difficulties as in the Maxwell-Chern-Simons case.
We also finally remark that a similar analysis in 3+1 dimensions can be performed
using the Landau-Ginzburg, that is the gauged Higgs field, description of superconductors.
7.2 Edge States for Monopoles
The monopoles under consideration here are the ’t Hooft-Polyakov monopoles in the
Georgi-Glashow model [18]. In the A0 = 0 gauge, they are constituted of an SO(3)
connection A = Aαi dx
i 1
2
τα ≡ Aidxi and a Higgs field Φ = ϕα 12τα transforming by the
SO(3) triplet representation, τα being Pauli matrices. Let us think of the monopole as
approximately confined to a ball B3 of radius R so that
DiΦ = ∂iΦ + ie[Ai,Φ] = 0 for r > R, (7.29)
the polar coordinates r, θ, ϕ having origin at the center of B3 as before. The condition
(7.29), as is well-known [18], is a consequence of requiring that the monopole energy is
finite. For the static monopole, A and Φ become A(0) = A(0)3 1
2
τ3 and Φ
(0) = Φ(0)3 1
2
τ3
in the U-gauge, A(0)3 being the potential for the static Dirac monopole field and Φ(0)3 a
nonzero constant.
Consider the field fluctuations aµ, ϕ, ϕ
∗ around the static solution defined by
Aµ = [A
(0)3
µ + aµ]
1
2
τ3,
Φ = Φ(0)3
1
2
τ3 + ϕ
1
2
τ+ + ϕ
∗1
2
τ−
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≡ Φ(0) + δΦ,
τ± = τ1 ± iτ2. (7.30)
They are compatible with (7.29) if
∂iφ+ ieAiφ ≡ Diφ = 0 for r > R. (7.31)
Now consider the dynamics of a complex field ϕ with U(1) charge e in interaction
with a U(1) connection in the region Bˇ3 outside the monopole. These excitations are
considered with their energy localised away from the monopole.
The dynamics of aµ and ϕ in Bˇ3 can be approximated by the usual Lagrangian L of a
charged scalar field:
L =
∫
Bˇ3
d3xL,
L = −(Dµϕ)∗(Dµϕ)− 1
4
(∂µaν − ∂νaµ)(∂µaν − ∂νaµ),
Dµϕ ≡ ∂µϕ+ ie(A(0)3µ + aµ)ϕ. (7.32)
It has the Gauss law constraint
G(Λ(0))|·〉 = 0,
G(Λ(0)) =
∫
Bˇ3
d3xΛ(0)∂iΠi +
∫
Bˇ3
d3xΛ(0)ie(ϕπϕ − ϕ∗π∗ϕ),
Λ(0)|∂B3 = 0 = Λ(0)|∞, (7.33)
|·〉 being any physical state and Πi and πϕ being the fields conjugate to ai and ϕ. The
field Πi is of course the electric field.
The edge observables localised at the boundary ∂B3 of the monopole are obtained
from (7.33) by partial integration:
Q(Λ) = −
∫
Bˇ3
d3x∂iΛΠi +
∫
Bˇ3
d3xΛie(ϕπϕ − ϕ∗π∗ϕ). (7.34)
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Here Λ|∂B3 need not vanish while Λ|∞ is still zero. [Nonzero Λ|∞ is associated with the
conventional charge operator.]
The algebra of these observables is abelian:
[Q(Λ), Q(Λ)] = 0. (7.35)
These observables can be interpreted as the infinitely many conserved charges of L local-
ized at ∂B3.
The system in Bˇ3 is not in a broken phase as regards the U(1) corresponding to τ3.
We cannot therefore write ϕ = constant ( 6= 0) × eiΨ in Bˇ3 and thereby get an approxi-
mate quadratic Lagrangian for this system. A simple gauge invariant approach for the
investigation of possible BC’s compatible with the Gauss law is not therefore available.
This means that we are unable to generalise our previous work on BC’s and display the
above conditions on Λ|∂B3 as being associated with a special choice of these BC’s.
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