Abstract-This paper studies the problem of finite-time H-infinity filter design of discrete Markovian jump neural networks with time-varying delays and norm-bounded disturbance. The definitions of stochastic finite-time boundedness and stochastic H-infinity finite-time boundedness are first given. Then, an Hinfinity state estimator is designed for the extended neural networks to ensure stochastic finite-time boundedness of the error dynamics with the prescribed disturbance attenuation level in a given finite-time interval. Furthermore, sufficient criteria are presented for the solvability of the state estimation problems by applying the linear matrix inequality technique and Markovian system approach. Finally, an example is presented to show the validity of the design method.
INTRODUCTION
In the past few decade, much attention has been paid to studying the stability analysis of time-delay neural networks and many results have been investigated due to a variety of their successful applications in various areas, including pattern recognition, signal processing, static image processing, associative memories, and target tracking [1] [2] [3] . In many practical applications, the information latching often happens in neural networks. Therefore, neural networks with Markovian jump have attracted a lot of research interests in mathematics and control communities, and much work has been studied in the literature, such as discrete-time neural networks [4] [5] [6] and continuous-time ones [7] [8] [9] [10] .
On the other hand, it should be noted that the considered neuron states are not fully available in real applications. Therefore, it is important and necessary to estimate the neuron state through available output measurements to make fully use of neural networks in practice. For instance, in [11] , the problem of state estimation was investigated for delayed neural networks when the neuron activation function of the measurement nonlinearity satisfied the standard Lipschitz condition by using the LMI technique. The authors in [12] investigated the state estimation problem of neural networks with Markovian jump parameters and time delays under the same Lipschitz condition for the measurement nonlinearity. Recently, under the assumption that the neuron activation function and the nonlinearity satisfied the type of sectorbounded conditions, the problem of state estimation was addressed for continuous-time neural networks with Markovian jumps and distributed delays in [13] . More detailed results on the topic are referred the reader to [14] [15] [16] .
As we know, the classical Lyapunov theory mainly deals with the asymptotic behavior of differential equations over infinite time interval and in general Lyapunov stability is enough for theoretical applications. However, the main attention in engineering applications is related to the behavior of the dynamics within a fixed finite time interval, for example, values of the state trajectories should be kept within some prescribed bounds in the presence of saturations in [17] . To tackle this transient performance of control systems, the finitetime stability or short-time stability was found in [18] . By utilizing linear matrix inequality (LMI) technique and Lyapunov function approach, a lot of interesting results on finite-time stability, finite-time boundedness and finite-time H∞ control have been obtained for stochastic systems [19] - [24] , singular systems [22, 23] , neural networks [20] , and so on.
In this paper, the problem of finite-time H∞ filter design is investigated for discrete-time time-delay neural networks with Markovian jumps and norm-bounded disturbance. Firstly, the concepts of stochastic finite-time boundedness and stochastic H∞ finite-time boundedness are presented. Then, the H∞ filter is designed for the extended neural networks to ensure stochastic finite-time boundedness of the error dynamics with a prescribed performance level in the given finite-time interval. Sufficient criteria are also provided for the solvability of the state estimation problems by applying the linear matrix inequality technique and Markovian system approach. Finally, a numerical example is given to illustrate the validity of the obtained results.
II. PROBLEM FORMULATION
Consider the discrete-time Markovian jump neural network (DMJNN) with time-delays: In order to estimate the state of the neural network (1), we construct the filter of the following structure:
is a compatible filter vector-valued initial condition, , , ,
A B C D and fi H are to design the filtering matrices with appropriate dimensions.
Combining the DMJNN (1) with the filter system (3), we can obtain the following extend time-delay DMJNN:
V and 2 V are real matrices of appropriate dimensions.
Assumption 2. The disturbance input ( )
Throughout the paper, we need the following definitions.
Definition 1 (SFTS).
The time-delay DMJNN (1) with ( ) 0 w k = is said to be stochastically finite-time stable (SFTS) with respect to 
, , 1,0 , 1,2, , .


Definition 2 (SFTB).
The extended time-delay DMJNN (4) is said to be stochastically finite-time bounded (SFTB) with respect to 1 2 ( , , , , ) 
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Definition 3 (stochastic finite-time H∞ state estimation). The extended time-delay DMJNN (4) is said to be stochastically H∞ finite-time bounded with respect to 1 2 ( , , , , , ), 
Moreover, the filter (3) is called the finite-time H∞ filter of the extended time-delay DMJNN (4).
III. MAIN RESULTS
In this section, we give our main results and the proofs of the results are also omitted due to the space limit. 
, ,
2 , 2 , , 2 , 
Moreover, the desired state estimator gain matrices are given by
, . 
0, 0, 0, 0, ,
û and other matrix parameters are defined in Theorem 1. Moreover, the desired filter gain matrices are given by 1  1  1  1  2  2  2  2 , , , .
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IV. A NUMERICAL EXAMPLE
In this section, we provide a simulation example to verify the developed results in this paper. 
