Abstract-In this paper, we revisit the content identification problem with lossy recovery (Tuncel and Gündüz, 2014) and establish the exponential strong converse theorem for the problem. Further, we derive an upper bound on the joint excess-distortion and error exponent for the problem.
I. INTRODUCTION
Have you ever wondered about the identify of a song when you only listen to a snippet of it? With the limited information, it is sometimes difficult to identify the song or a distorted version of it, yet not impossible. In fact, there is an app called Shazam [1] that does precisely this. There are three distinct steps in the process of identifying the song, namely, the enrollment phase, the identification phase and the lossy recovery phase. In the enrollment phase, the database of songs is sought; in the identification phase, we would like to infer certain details of the song; and finally, in the recovery phase, we hope to recover (at least) a lossy version of the song. An information-theoretic model was put forth by Tuncel and Gündüz [2] and they called this model the (high-dimensional) content identification problem with lossy recovery. This model is also applicable to other situations such as fingerprints identification [3] and behavior patterns matching. However, [2] only established a weak converse.
In this paper, we revisit the content identification problem with lossy recovery and establish the exponential strong converse theorem for the problem.
A. Related Work
The work that is most related to ours is [2] where Tuncel and Gündüz characterized the rate-distortion region for content identification problem with lossy recovery. Special cases of the problem in [2] include the biometrical identification problem in [4] and the content identification problem without lossy reconstruction in [5] . Other works on the content identification problem form the viewpoint of error exponents include [6] - [9] . We use Oohama's technique for deriving strong converses for a variety of problems in network information theory [10] - [12] with appropriate modifications to derive the strong converse for the problem at hand.
B. Main Contributions
For the content identification problem with lossy recovery, we first establish a finite blocklength upper bound on the probability of correct decoding of both the content identification index and the feature vector. By correct decoding of the feature vector, we mean that the reproduced feature vector is within certain distortion level under a distortion measure. Subsequently, we show that the probability of correct decoding decays exponentially fast to zero if the rate-distortion tuple falls outside the rate-distortion region derived by Tuncel and Gündüz in [2] . Hence, we establish the exponential strong converse theorem for the content identification problem with lossy recovery. Furthermore, we derive an upper bound on the joint error and excess-distortion exponent. Our main results can also be specialized to the biometrical identification problem [4] and the (lossless) content identification problem [5] .
II. PROBLEM FORMULATION AND EXISTING RESULTS

A. Notation
Random variables and their realizations are in capital (e.g., X) and lower case (e.g., x) respectively. All sets are denoted in calligraphic font (e.g., X ). We use X c to denote the complement of X . Let X n := (X 1 , . . . , X n ) be a random vector of length n. We use R + to denote the set of positive real numbers. Given a number a ∈ [0, 1], we useā to denote 1 − a. For quantities such as entropy and mutual information, we follow the notation in [13] . 
B. Problem Formulation
. Assume that each of the feature vectors {X n (m)} m∈M is generated i.i.d. according to
The content identification problem with lossy recovery is divided into three phases: the enrollment phase, the identification phase and the lossy recovery phase.
In the enrollment phase, for each m ∈ M, the noisy version Y n (m) of each feature vector X n (m) is observed, where
Subsequently, the observed noisy version of the feature vectors are compressed using a deterministic function
For convenience, let S(m) = f (Y n (m)) for all m ∈ M. In the identification phase, we are given an index W which is generated uniformly in M and is independent of
The index W is unknown to database users. Given W , database users observe Z n , which is the output of passing the feature vector X n (W ) through another DMC with transition matrix P Z|X , i.e.,
forms a Markov chain. The user aims to identify W using Z n and the compressed codebook C(f (n) ) = {S(m)} m∈M using the following deterministic identification function:
be the estimate of the user. Given the deterministic decoding function g (n) , we can define the following disjoint decoding regions
Finally, in the lossy recovery phase, we need to reproduce the feature vector X n (W ) in a lossy manner using Z n and S(Ŵ ) with a deterministic function
LetX n = h(S(Ŵ ), Z n ) be the reproduced feature vector. Define the joint identification-error and excess-distortion probability as follows:
Note that in (7) there are three sources of randomness: i) the randomness of the feature vectors x n (m) ∈ X n for each m ∈ M in the enrollment phase; ii) the randomness of the choice of w ∈ M in identification phase; iii) the randomness y n (m) ∈ Y n (for m ∈ M) and z n (w) ∈ Z n due to the two DMCs. Throughout the paper, we will consider the source distribution being P X and the two DMCs with transition matrices P Y |X and P Z|X . We will use P XY Z to denote P X × P Y |X × P Z|X . In all the definitions, we will omit the dependence on distributions P X , P Y |X , P Z|X for brevity.
C. Existing Results
Definition 1. A rate-distortion triple (R c , R i ,
D) is said to be -achievable if there exists a sequence encoding-decodingreproduction functions
The closure of all -achievable rate-distortion tuples is called the -rate-distortion region and denoted as R( ).
In the following, we recall the rate-distortion region by Tuncel and Gündüz [2, Theorem 1] which was derived under the average distortion criterion. However, their rate-distortion region turns out to be identical to R.
Let U be the random variable taking values in finite alphabet U . Let P * be a set of joint distributions Q XY ZUX such that i) |U| ≤ |Y| + 2 and the Markov chain
Theorem 1. The rate-distortion region R satisfies that
III. MAIN RESULTS
A. Preliminaries
In this subsection, we make necessary definitions and present a key lemma in order to state our main results in Section III-B. Let
Given (α, μ, β, θ) ∈ [0, 1] 3 × R + , define the linear combination of the likelihood ratios as
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We also define
Lemma 2. The following conclusions are true.
The proof of Lemma 2 is similar to that of [12, Property 4] and provided in the our extended version of this paper [14] .
B. Exponential Strong Converse
We define the probability of correct decoding as
given any deterministic function h (n) and any distortion level D, we have
Invoking Lemma 2 and Theorem 3, we obtain the following two theorems. The proofs of them are omitted.
First, we present the exponential strong converse theorem.
Theorem 4. For any sequence of encoding-decodingreproduction functions
given a distortion level D, we have that if (R c , R i , D) / ∈ R, then the probability of correct decoding vanishes to zero exponentially fast as n goes to infinity. Thus, R( ) = R * for all ∈ [0, 1). In particular, (24) says that F (R c , R i , D) serves as a lower bound on the strong converse exponent of the content identification problem.
Using the preceding results, we can present an upper bound on the joint error and excess-distortion exponent function. 
Definition 2. A non-negative number E is an (R c , R i , D)-achievable joint error and excess-distortion exponent if there exists a sequence of encoding-decoding-reproduction functions
We note that Dasarathy and Draper [7] and Merhav [8] 
We provide a corresponding upper bound but the tightness of these bounds is to be assessed. Our main results in this subsection (Theorems 4 and 5) can be specialized to the biometrical identification problem [4] , the content identification problem [5] and the Wyner-Ziv source coding problem [16] since all these three problems are special cases of the content identification problem with lossy recovery as argued in [2] . See our extended version [14] for details of the specializations to these cases.
IV. PROOF OF MAIN RESULTS
Due to space limitations, we only provide a proof sketch of Theorem 3 here. The proofs of Theorem 3 and supporting lemmas can be found in our extended version [14] .
A. Preliminaries
To ensure a smooth presentation of the proof sketch of Theorem 3, in this subsection, we present necessary definitions.
Given an encoding function f (n) and any m ∈ M, let
Given a deterministic function h (n) and any w ∈ M, let
For simplicity, we use x to denote
. , s(M ).
In a similar manner, we have y, z,x, y M and the corresponding random vectors X,
. . , n, let Q XiYiZiUiXi be any generic distributions and let Q Yi , Q Zi , Q Xi|YiZiUi , Q XiYi|ZiUiXi , Q YiZi|Ui be induced by Q XiYiZiUiXi . Further, for simplicity, we drop the subscripts of the distributions if there is no potential for confusion. Let
Given any η > 0, we define the following sets to be used in Lemma 6 to follow.
B. Proof Sketch
Our main proof technique is the information spectrum method proposed by Oohama [10] - [12] . We first present the following finite blocklength upper bound on the probability of correct decoding.
Lemma 6. For any encoding-decoding functions
A few remarks are in order. First, in order to introduce U i (W ) into the bound in Lemma 6, we make use of the Markov chain [11] on the degraded broadcast channel. In the subsequent analysis in Lemma 8, we will eliminate V i (W ) by using Hölder's inequality carefully.
In the following, for brevity, we use Q i to denote Q XiYiZiUiXi and use P i to denote P XiYiZiUiViXi . Let (α, μ, β, λ) ∈ [0, 1] 3 × R + be given. Then we need the following definitions to further upper bound the right hand side in Lemma 6. Respectively define f
) as in (40) and (41) 
Let
The next lemma is essential in the proof.
Proof. The proof of Lemma 8 is similar to that of [12, Proposition 2] and provided in the our extended version of our paper [14] . Here we briefly explain how we use Hölder's inequality to replace V i (W ) with U i (W ). In the proof of Lemma 8, we first remove W in the expression of
) by invoking symmetry. Subsequently, by adopting ideas from [11] , [12] and choosing distributions Q XiYiZiUiXi appropriately via the recursive method, we establish the following:
where g
is defined in (42). For brevity, let τ := 1 − λᾱ − λαμβ. Invoking (43) and (46), we have 
where (47) follows from (43); (48) follows from Holder's inequality; (49) follows from (15) and (43). The rest of the proof is similar to [12] and thus omitted.
Invoking Lemmas 7 and 8, we conclude that
