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Abstract
Consider the Cauchy problem for the non-degenerate Kirchhoff
type dissipative wave equations with the initial data belonging to
(H2(RN )∩L1(RN ))×(H1(RN )∩L1(RN )). Using the Fourier trans-
form method in the L2 ∩L1-frame, we can improve the decay rates
of the energies given by the energy method of the L2-frame.
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1 Introduction
In this paper we study on decay estimates of the solution u(t) for the non-






Au+ u′ = 0 in RN × [0,∞) ,
u(x, 0) = u0(x) and u
′(x, 0) = u1(x) in RN ,
(1.1)




2/∂x2j is the Laplace operator with domain D(A) = H2(RN ), ρ is







for f ∈ L2(RN ) .
For the non-local nonlinear term a(M) ∈ C0([0,∞)) ∩ C2((0,∞)), we as-
sume that as follows :
Hyp.1 K1 ≤ a(M) ≤ K2 +K3Mγ for M ≥ 0
Hyp.2 0 ≤ a′(M)M ≤ K4a(M) for M > 0
1
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Hyp.3 a′(M)M + |a′′(M)|M2 ≤ K5Mγ for M > 0
with γ > 0 and Kj > 0 (j = 1, 2, 3, 4, 5).
For a typical example, we have
a(M) = 1 +Mγ with γ > 0 .
Equation (1.1) describes small amplitude vibrations of an elastic string when
the dimension is one (see Kirchhoff [5] for the original equation, and [1], [2],
[8]).
In the previous papers [12] and [13], we have derived the following decay
estimates of the solution u(t) of (1.1) (see [3], [9], [11] for degenerate equations).
Theorem 1.1 Suppose that the initial data (u0, u1) belong to H
2(RN )×H1(R1)
and u0 ̸= 0, and Hyp.1 and Hyp.2 are fulfilled. Then, there exists ρ0 > 0 such
that for any ρ ∈ (0, ρ0) the problem (1.1) admits a unique global solution u(t)
in the class C0([0,∞);H2(RN )) ∩ C1([0,∞);H1(RN )) ∩ C2([0,∞);L2(RN ))
satisfying ∥A1/2u(t)∥2 ≥ Ce−αt with some α > 0.
Moreover, if Hyp.3 is fulfilled, then the solution u(t) satisfies
∥A1/2u(t)∥2 ≤ C(1 + t)−1 , (1.2)
∥u′(t)∥2 + ∥Au(t)∥2 ≤ C(1 + t)−θ , (1.3)
∥A1/2u′(t)∥2 + ∥u′′(t)∥2 ≤ C(1 + t)−σ for t ≥ 0 , (1.4)
where
θ = min{2 , 1 + 2γ} ,
σ = min{3 , (1 + γ)(1 + 2γ)} .
In order to derive (1.2)–(1.4) in the previous paper [12], we use the functions
E(t), F (t), L(t) defined by
E(t) = ρ∥u′(t)∥2 +
∫ M(t)
0
a(µ) dµ , M(t) = ∥A1/2u(t)∥2 , (1.5)
F (t) = ρ∥A1/2u′(t)∥2 + a(M(t))∥Au(t)∥2 , (1.6)
L(t) = ρ∥u′′(t)∥2 + a(M(t))∥A1/2u′(t)∥2 + a
′(M(t))
2
|M ′(t)|2 , (1.7)
respectively.










(E(t)− E(t+ 1)) , (1.8)
sup
t≤s≤t+1
F (s)2 ≤ C
(






















































When the initial data (u0, u1) belong to L
1(RN ) × L1(RN ), we can derive
the decay rate of L2-norm of the solution u(t), and then, we will improve the
decay rates of (1.2)–(1.4),
Our main result is as follows.
Theorem 1.2 If the initial data (u0, u1) belong to L
1(RN )×L1(RN ) in addi-
tion to the assumption of Theorem 1.1, then the solution u(t) of (1.1) satisfies
∥u(t)∥2 ≤ C(1 + t)−η , ∥A1/2u(t)∥2 ≤ C(1 + t)−1−η , (1.13)
∥u′(t)∥2 + ∥Au(t)∥2 ≤ C(1 + t)−ω , (1.14)
∥u′(t)∥2 + ∥Au(t)∥2 ≤ C(1 + t)−µ for t ≥ 0 , (1.15)
where
η = min{N/2 , 2} ,
ω = min{2 + η , (1 + 2γ)(1 + η)} ,
µ = min{3 + η , (1 + γ)(2 + η) , (1 + γ)(1 + 2γ)(1 + η)} .
The notations we use in the paper are standard. Positive constants will be
denoted by C and will change from line to line.
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2 Integral Forms
We denote the Fourier transform of g(x) by




where ξ · x =
∑N
j=1 ξjxj .
Through the Fourier transform, we can rewrite (1.1) to the following equa-
tion :
{
ρ�u′′ + �u′ + a(0)|ξ|2�u = f(M(t))�Au in RNξ × [0,∞) ,
�u(ξ, 0) = �u0(ξ) and �u′(ξ, 0) = �u1(ξ) in RNξ ,
(2.1)
where f(M) = a(0)− a(M). Then, we obtain the integral form for (2.1) :
�u(ξ, t) = �uL(ξ, t) + �uN (ξ, t) (2.2)
where we set
�uL(ξ, t) = 1
2
(ϕ1(ξ, t) + ϕ2(ξ, t))�u0(ξ) + ϕ2(ξ, t)�u1(ξ) , (2.3)
�uN (ξ, t) =
∫ t
0
ϕ2(ξ, t− s)f(M(s))�Au(ξ, s) ds , (2.4)
and
ϕ1(ξ, t) = e
−1+λ



















































if ξ ∈ X3 ∪X4 ,
with λ =
√




�� |ξ| < (23ρa(0))− 12 } ,
X2 = {ξ
�� (23ρa(0))− 12 ≤ |ξ| < (22ρa(0))− 12 } ,
X3 = {ξ
�� (22ρa(0))− 12 ≤ |ξ| < (2ρa(0))− 12 } ,
X4 = {ξ
�� (2ρa(0))− 12 ≤ |ξ|} .
We denote the cut-off functions χj(·) for j = 1, 2, 3, 4 by
χj(ξ) =
{
1 if ξ ∈ Xj ,
0 if ξ ̸∈ Xj .
Proposition 2.1 The solution u(t) of (1.1) satisfies
∥u(t)∥ ≤ C(1 + t)−N4 + C
∫ t
0






2ρ |f(M(s))|∥Au(s)∥ ds for t ≥ 0 . (2.5)





∥χj(ξ)(|ϕ1(ξ, t)|+ |ϕ2(ξ, t)|)(|�u0(ξ)|+ |�u1(ξ)|)∥












∥χ1(ξ)(|ϕ1(ξ, t)|+ |ϕ2(ξ, t)|)∥ if j = 1 ,
sup
ξ∈Xj
(|ϕ1(ξ, t)|+ |ϕ2(ξ, t)|) if j = 2, 3, 4 .
(i) When ξ ∈ X1, we observe that 1/
√






















≤ C(1 + t)−N4
with δ = (23ρa(0))−
1
2 > 0.
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with some 0 < ν ≤ (1− 1/
√
2)/(2ρ).












































with some 0 < ν ≤ 1/(2ρ).





(|ϕ1(ξ, t)|+ |ϕ2(ξ, t)|) ≤ Ce−
t




∥uL(t)∥ ≤ C(1 + t)−
N
4 (∥u0∥L1 + ∥u1∥L1) + Ce−νt(∥u0∥+ ∥u1∥) (2.6)
with some ν > 0.





∥ϕ2(ξ, t− s)�Au(ξ, s)∥|f(M(s))| ds
and
∥ϕ2(ξ, t− s)�Au(ξ, s)∥ ≤
4∑
j=1















|ξ|2|ϕ2(ξ, t)| if j = 1 ,
sup
ξ∈Xj
|ϕ2(ξ, t)| if j = 2, 3, 4 .
(i) When ξ ∈ X1, we observe 1/
√
2 < λ ≤ 1 and −1 + λ ≤ −2ρa(0)|ξ|2 and
sup
ξ∈X1
|ϕ2(ξ, t)| ≤ Ce−a(0)|ξ|
2t ,
and hence,
J1(t) ≤ C sup
ξ∈X1
|ξ|2e−a(0)|ξ|
2t ≤ C(1 + t)−1 .





|ϕ2(ξ, t)| ≤ Cte−(1−
1√
2
) t2ρ and J2(t) ≤ Ce−νt
with some 0 < ν ≤ (1− 1/
√
2)/(2ρ).





|ϕ2(ξ, t)| ≤ Cte−
t
2ρ and J3(t) ≤ Ce−νt
with some 0 < ν ≤ 1/(2ρ).





|ϕ2(ξ, t)| ≤ Ce−
t




∥uN (t)∥ ≤ C
∫ t
0






2ρ |f(M(s))|∥Au(s)∥ ds . (2.7)
Thus, from (2.6) and (2.7) we conclude (2.5). □
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3 Energy Decay
Proposition 3.1 Suppose that the initial data (u0, u1) belong to (H
2(RN ) ∩
L1(RN ))× (H1(RN ) ∩ L1(RN )). Then, the solution u(t) of (1.1) satisfies
∥u(t)∥2 ≤ C(1 + t)−η , (3.1)
E(t) = ρ∥u′(t)∥2 +
∫ M(t)
0
a(µ) dµ ≤ C(1 + t)−1−η , (3.2)
M(t) = ∥A1/2u(t)∥2 ≤ C(1 + t)−1−η , (3.3)
where η = min{N/2 , 2}.
Proof. We observe from Hyp.2 that












M dθ ≤ CMγ ,
and from (2.5) that
∥u(t)∥ ≤ C(1 + t)−N4 + C
∫ t
0






2ρ M(s)γ∥Au(s)∥ ds , (3.4)
and from (1.2) and (1.3) that
∥u(t)∥ ≤ C(1 + t)−N4 + C
∫ t
0






2ρ (1 + s)−(
3
2+γ)ds





(1 + t− s)−1(1 + s)−γ∥u(s)∥ ds






















(1 + τ − s)−1(1 + s)−γ−
η
2 (1−ε)dsµ(τ)1−ε
≤ C + Cµ(t)1−ε ,
and hence,
µ(t) ≤ C or ∥u(t)∥2 ≤ C(1 + t)−η . (3.5)





E(t) + (1 + t)−η
)
(E(t)− E(t+ 1)) . (3.6)
Applying Lemma 3.2 to (3.6), we obtain
E(t) ≤ C(1 + t)−1−η
which implies (3.2) and (3.3). □
We used the following Lemma for the energy estimate (see [4], [6], [7], [10]
for the proof).
Lemma 3.2 Let ϕ(t) be a non-negative function on [0,∞) and satisfy
sup
t≤s≤t+1
ϕ(s)1+α ≤ (k0ϕ(t)α + k1(1 + t)−β)(ϕ(t)− ϕ(t+ 1)) + k2(1 + t)−γ
with certain constants k0, k1, k2 ≥ 0, α > 0, β > −1, and γ > 0. Then, the
function ϕ(t) satisfies







for t ≥ 0 with some constant C0 depending on ϕ(0).
4 Improved Decay Estimates
Proposition 4.1 Under the assumptions of Theorem 1.1 and Proposition 3.1,
the solution u(t) of (1.1) satisfies
F (t) = ρ∥A1/2u′(t)∥2 + a(M(t))∥Au(t)∥2 ≤ C(1 + t)−ω , (4.1)
∥u′(t)∥2 + ∥u′′(t)∥2 ≤ C(1 + t)−ω , (4.2)
where ω = min{2 + η , (1 + 2γ)(1 + η)}.
Proof. From (1.6), (1.10), (3.3) we observe
f(t) ≤ C(1 + t)−(1+2γ)(1+η) and f(t) ≤ C(1 + t)−2γ(1+η)F (t) . (4.3)
Using (1.9) together with (3.3) and (4.3), we have
sup
t≤s≤t+1
F (s)2 ≤ C
(
F (t) + (1 + t)−(1+η)
)
(F (t)− F (t+ 1))
+ C(1 + t)−(1+2γ)(1+η) sup
t≤s≤t+1
F (s)
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(
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and from the Young inequality, we have
sup
t≤s≤t+1
F (s)2 ≤ C
(
F (t) + (1 + t)−(1+η)
)
(F (t)− F (t+ 1))
+ C(1 + t)−2(1+2γ)(1+η) . (4.4)
Thus, applying Lemma 3.2 to (4.4), we have
F (t) ≤ C(1 + t)−ω with ω = min{2 + η , (1 + 2γ)(1 + η)} .




∥u′(t)∥2 + 2∥u′(t)∥2 = −2a(M(t))(Au(t), u(t)) ,




∥u′(t)∥2 + ∥u′(t)∥2 ≤ a(M(t))2∥Au(t)∥2 ≤ C(1 + t)−ω ,
and hence, we derive the desired estimate (4.2). □
Proposition 4.2 Under the assumptions of Theorem 1.1 and Proposition 3.1,
the solution u(t) of (1.1) satisfies




≤ C(1 + t)−µ , (4.5)
where µ = {3 + η , (1 + γ)(2 + η) , (1 + γ)(1 + 2γ)(1 + η)}.
Proof. (i) When 0 < γ < 12 , we observe from (1.12), (4.1), (4.2) that
h(t)2 ≤ C(1 + t)−(1+γ)ω and h(t)2 ≤ C(1 + t)−γωL(t) . (4.6)





L(t) + (1 + t)−ω
)
(L(t)− L(t+ 1))
+ C(1 + t)−(1+γ)ω sup
t≤s≤t+1
L(s)





L(t) + (1 + t)−ω
)
(L(t)− L(t+ 1))
+ C(1 + t)−2(1+γ)ω (4.7)
Thus, applying Lemma 3.2 to (4.7), we have
L(t) ≤ C(1 + t)−µ for µ = min{1 + ω , (1 + γ)ω} ,
which implies (4.5) for 0 < γ < 12 .
(ii) When γ ≥ 12 , we observe from (1.12), (3.3), (4.1), (4.2) that
h(t)2 ≤ C(1 + t)− 32ω and h(t)2 ≤ C(1 + t)− 12ωL(t) . (4.8)





L(t) + (1 + t)−ω
)
(L(t)− L(t+ 1))










L(t) + (1 + t)−ω
)
(L(t)− L(t+ 1))
+ C(1 + t)−3ω . (4.9)
Thus, applying Lemma 3.2 to (4.9), we have
L(t) ≤ C(1 + t)−µ with µ = {1 + ω , 3
2
ω} = 1 + ω ,
which implies (4.5) for γ ≥ 12 . □
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and from the Young inequality, we have
sup
t≤s≤t+1
F (s)2 ≤ C
(
F (t) + (1 + t)−(1+η)
)
(F (t)− F (t+ 1))
+ C(1 + t)−2(1+2γ)(1+η) . (4.4)
Thus, applying Lemma 3.2 to (4.4), we have
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∥u′(t)∥2 + 2∥u′(t)∥2 = −2a(M(t))(Au(t), u(t)) ,




∥u′(t)∥2 + ∥u′(t)∥2 ≤ a(M(t))2∥Au(t)∥2 ≤ C(1 + t)−ω ,
and hence, we derive the desired estimate (4.2). □
Proposition 4.2 Under the assumptions of Theorem 1.1 and Proposition 3.1,
the solution u(t) of (1.1) satisfies




≤ C(1 + t)−µ , (4.5)
where µ = {3 + η , (1 + γ)(2 + η) , (1 + γ)(1 + 2γ)(1 + η)}.
Proof. (i) When 0 < γ < 12 , we observe from (1.12), (4.1), (4.2) that
h(t)2 ≤ C(1 + t)−(1+γ)ω and h(t)2 ≤ C(1 + t)−γωL(t) . (4.6)





L(t) + (1 + t)−ω
)
(L(t)− L(t+ 1))
+ C(1 + t)−(1+γ)ω sup
t≤s≤t+1
L(s)





L(t) + (1 + t)−ω
)
(L(t)− L(t+ 1))
+ C(1 + t)−2(1+γ)ω (4.7)
Thus, applying Lemma 3.2 to (4.7), we have
L(t) ≤ C(1 + t)−µ for µ = min{1 + ω , (1 + γ)ω} ,
which implies (4.5) for 0 < γ < 12 .
(ii) When γ ≥ 12 , we observe from (1.12), (3.3), (4.1), (4.2) that
h(t)2 ≤ C(1 + t)− 32ω and h(t)2 ≤ C(1 + t)− 12ωL(t) . (4.8)





L(t) + (1 + t)−ω
)
(L(t)− L(t+ 1))










L(t) + (1 + t)−ω
)
(L(t)− L(t+ 1))
+ C(1 + t)−3ω . (4.9)
Thus, applying Lemma 3.2 to (4.9), we have
L(t) ≤ C(1 + t)−µ with µ = {1 + ω , 3
2
ω} = 1 + ω ,
which implies (4.5) for γ ≥ 12 . □
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