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This paper describes everal parallel algorithms that solve geometric problems. The algo- 
rithms are based on a vector model of computation the scan model The purpose of this paper 
is both to show how the model can be used and to formulate a set of practical algorithms. 
The scan model is based on a small set of operations on vectors of atomic values. It differs 
from the P-RAM models both in that it includes a set of scan primitives, also called parallel 
prefix computations, and in that it is a strictly data-parallel model. A very useful abstraction 
in the scan model is the segment abstraction, the subdivision of a vector into a collection of 
independent smaller vectors. The segment abstraction permits a clean formulation of divide- 
and-conquer algorithms and is used heavily in the algorithms described in this paper. Within 
the scan model, using the operations and routines defined, the paper describes a k-D tree 
algorithm requiring O(lgn) calls to the primitives for n points, a closest-pair algorithm 
requiring O(lg n) calls to the primitives, a line-drawing algorithm requiring O(1) calls to the 
primitives, a line-of-sight algorithm requiring O(1) calls to the primitives, and finally, three 
different convex-hull algorithms. The last convex-hull algorithm, merge-hull, utilizes a 
generalized binary search technique using divide-and-conquer with the segment abstraction. 
The paper also describes how to implement the CREW version of Cole's merge sort in O(lg n) 
calls to the primitives. All these algorithms hould be noted for their simplicity rather than 
their complexity; many of them are parallel versions of known serial algorithms. Most of the 
algorithms discussed in this paper have been implemented on the Connection Machine, a 
highly parallel single instruction multiple data computer. © 1994 Academic Press, Inc. 
1. INTRODUCTION 
The purpose of this paper is twofold. First, it illustrates how a strictly 
data-parallel model, the scan model, can be used in a wide variety of algorithmic 
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techniques and how a set of scan and segment primitives play an important role. 
Second, it describes a set of practical algorithms for "solving a diverse set of 
problems in computational geometry and computer graphics. The scan model 
allows a particularly simple definition of the algorithms. 
The Model 
Researchers have suggested several synchronous parallel models of computation. 
The most popular of these models are the parallel random access machine 
(P-RAM) and related models [18, 34, 21]. A P-RAM consists of a set of processors 
(random access machines) attached to a single shared memory. Processors com- 
municate through the shared memory: one processor can write a value into the 
memory and another can read this value. Several variations of the P-RAM models 
have been suggested that differ in whether or not they permit concurrent access to 
a unique memory location and in how to resolve conflicts during these concurrent 
accesses. All operations, including memory accesses, are assumed to take constant 
time. 
In this paper we use an alternative class of models: the vector random access 
machine (V-RAM) models [9]. A V-RAM is based on a single processor that 
operates on vectors of atomic values. A V-RAM differs from a P-RAM in three 
significant ways: (1) it is strictly data-parallel (there is only one instruction inter- 
preter), (2) parallel data movement is effected using primitives that rearrange the 
order of a vector rather than through a shared memory, and (3) during a computa- 
tion the size of each vector in a V-RAM can differ, while the number of processors 
in a P-RAM is fixed. This third difference requires the inclusion of a second "time" 
complexity measure in the V-RAM models, the element complexity. The element 
complexity is the sum, over the steps, of the lengths of the vectors manipulated in 
each step, and it places an upper bound on the work (serial complexity) of an 
algorithm. For an input of size n, the element complexity will be denoted as E(n) 
and the number of program steps as S(n). The V-RAM models are variants of the 
bit-vector machine model suggested by Pratt and Stockmeyer [29]. The main 
difference is that in a V-RAM each element of a vector is a "word" of data instead 
of a single bit, and that V-RAM models include the element complexity, therefore 
avoiding the P = NP problem of the bit-vector models [29]. 
From a practical standpoint, the V-RAM models are an attractive alternative to 
the P-RAM models. Since V-RAM models are SIMD, they can be efficiently 
mapped onto a wider range of architectures. As well as being implementable 
on standard serial computers and on multiple instruction parallel computers, they 
can be efficiently implemented on vector processors or single instruction parallel 
computers. A language based on the V-RAM model, VCODE [10], has been 
implemented on a CRAY Y-MP [13] and on the Connection Machine [9]. It is 
also easy to include a more practical set of primitives in the V-RAM model. For 
example, one might include merging two ordered sequences into a single ordered 
result as a primitive, if fast hardware for the merge was available. It is hard to see 
how merge could be added to a P-RAM as a primitive. On the other hand, since 
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a V-RAM is data-parallel it is more restrictive than a control-parallel P-RAM. As 
should become evident in this paper, and as argued elsewhere [9], the additional 
power of control-parallelism is not necessary for a broad range of practical 
algorithms. We also believe that V-RAM models tend to lead to simpler and more 
concrete code (or pseudocode) than do P-RAM models. In particular, they allow 
simple code for algorithms in which the size of the data changes during the 
computation. 
As with the P-RAM models, the V-RAM models differ in the set of "constant- 
time" primitive instructions they supply. The scan model is a V-RAM with a 
particular set of primitives, including a set of scan primitives and segmented 
primitives. 
The Algorithms 
This paper describes everal algorithms based on the scan model. The first algo- 
rithm constructs a k-D tree, a technique for splitting n points in a k-dimensional 
space into n regions each with a single point. The k-D tree technique is used as a 
subroutine in a number of applications ranging from image rendering to machine 
learning [-27 ]. For n points, the algorithm described has complexities 
S(n)=O(klgn) and E(n)=O(knlgn). Based on the k-D tree algorithm, we 
describe a two-dimensional closest-pair algorithm. The two-dimensional closest-pair 
problem is to find the pair of points in a plane that are closest to each other 
(Euclidean distance). This algorithm is a parallel version of an algorithm of Bentley 
and Shamos [7]. For n points in a two-dimensional space, our algorithm has 
complexities S(n) = O(lg n) and E(n) = O(n lg n). 
The third algorithm is a line-drawing routine. The line-drawing problem is: given 
a pair of points on a two-dimensional grid (the two endpoints of a line), determine 
what pixels in a finite-resolution grid lie on a line between the endpoints. For n 
pixels in a line, this routine has complexities S(n)=O(1) and E(n)=O(n). The 
routine has been extended to render solid objects [32]. The fourth algorithm is a 
line-of-sight algorithm. Given a grid of altitudes and an observation point on the 
grid, the algorithm returns the points visible from the observation point. For n grid 
points, this routine has complexities S(n)= O(1) and E(n)= O(n). 
The paper then describes three algorithms for computing the convex hull of n 
points in the plane. Two of the convex-hull algorithms described are simple and are 
likely to perform well in practice, but they are not provably optimal--there are 
certain sets of points on which they perform badly. The third algorithm is more 
complicated and probably less practical, but has optimal speed-up: E(n)= 
O(nlgn). This algorithm is based on a parallel algorithm designed for the 
concurrent read exclusive write (CREW)P-RAM model [1, 4]. 
Both the k-D tree algorithm and the third convex-hull algorithm require as a 
substep. The paper therefore shows how to implement the CREW version of Cole's 
merge sort [14] in the scan model with S(n)= O(lg n) and E(n)= O(n lg n). 
Most of the algorithms described in this paper have been implemented on the 
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Connection Machine (Cole's merge sort and the second convex-hull algorithm have 
not). The code shown in the text, with some syntactic Changes, is actual code used 
to execute the algorithms. 
2. THE V-RAM AND THE SCAN MODEL 
The V-RAM is a standard serial RAM with the addition of a vector memory and 
a vector processor (see Fig. 1). Each memory location in the vector memory can 
contain an arbitrarily long vector of atomic values; the vector length is associated 
with the vector, not the memory location. Each instruction of the vector processor 
operates on a fixed number of vectors from the vector memory and possibly scalars 
from the scalar memory. A vector instruction might, for example, sum the elements 
of a vector or rearrange the order of the elements of a vector. A program for a 
V-RAM is no different from a program for a serial RAM except that it can include 
these additional vector instructions. 
Two time complexity measures are associated with the execution of a program on 
a V-RAM: the step complexity and the element complexity. The step complexity is 
the number of steps executed by a program, and the element complexity is the sum, 
over the steps, of the lengths of the vectors manipulated in each step. The two com- 
plexities can be thought of as the parallel and serial complexities, respectively, and 
are analogous to the depth and size complexities in the boolean circuit models 
[-35, 11, 17]. To guarantee that the primitives run in reasonable times and to put 
useful bounds on simulating them within other models, two restrictions are placed 
on them. First, it is required that all vector instructions can be simulated on a serial 
RAM in O(n) time on vectors of length n. Second, it is require that all primitives 
can be executed on a boolean circuit of depth O(lg n) (are in NC 1 [-17]). 
Scalar Vector 
Program Memory Memory 
] Scalar Parallel Vector 
Controller Processor ' ' Processor 
Scalar I/O Vector I/O 
FIG. 1. The architecture of a V-RAM. The machine is a random access machine (RAM) with the 
addition of a vector memory, a vector processor, and a vector input/output port. Each location of the 
vector memory can contain a vector of different length. The vector processor executes operations on 
Whole vectors. 
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If E(n) is the element complexity for an algorithm with an input of lengtn, then 
E(n) is an asymptotic upper bound on the time for simulating the algorithm on a 
sequential RAM. This is based on the first requirement and the definition of ele- 
ment complexity. If Seq(n) is the fastest worst-case running time of a sequential 
RAM algorithm and if E(n)=Seq(n), then we say the algorithm has optimal 
speed-up. This is analogous to the notion of optimal speed-up as defined for the 
P -RAM model [16]. 
The scan model is a V-RAM with three classes of primitive instructions: 
elementwise arithmetic and logical operations, permutation operations, and scan 
operations. All these primitives satisfy the above conditions [-9]. Each elementwise 
primitive operates on equal length vectors, producing a result vector of the same 
length. The ith element of the result is an elementary arithmetic or logical 
primitive--such as +,  - , . ,  or, and not-applied to the ith element of each of the 
input vectors (see Fig. 2). In addition to the standard elementary operations, we 
allow elementwise application of the select operator. Based on a boolean argument, 
the select operator will return one of its two integer arguments. 
The permutation primitive takes two vector arguments- -a  data vector and an 
index vector--and permutes each element in the data vector to the location specified 
in the index vector. It is an error if the permutation is not one-to-one. This restric- 
tion is similar to the restriction made in the exclusive read exclusive write (EREW) 
P -RAM model, in which it is an error to write more than one value to a particular 
memory location at a time. To allow communication between vectors of different 
sizes, the scan model includes a version of permute (d-permute) that returns a 
vector of different length from the source vectors. This version takes two extra 
arguments: a default vector, which specifies the length of the destination vector and 
puts default values in positions that do not receive any value; and a selection vector, 
which masks out certain elements o that they do not permute. 
A = [5 1 3 4 3 9 2 6] 
B = [2 5 3 8 1 3 6 2] 
F = [T F F F T T F T] 
A -I- B = [7 6 6 12 4 12 8 8] 
A × B = [10 5 9 32 3 27 12 12] 
select(F, A, B) = [5 5 3 8 3 9 6 6] 
+-scan(A) = [0 5 6 9 13 16 25 27] 
max-scan(A) = [0 5 5 5 5 5 9 9] 
A = [o t e m e r g y] 
I (index vector) = [2 5 4 3 1 6 0 7] 
D (default vector) = [f r e el 
S (selection vector) = [T F F T F F F F] 
permute(A, I) -- [g e o m e t r y] 
d-permute(A, I, S, D) -- If r o m] 
FIG. 2. Examples of the vector primitives of the scan model. 
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The scan primitives execute a scan operation, also called an all-prefix-sums com- 
putation [24], on a vector. The scan operation takes a binary associative operator 
O, with identity I s,  and a vector [ao, al, ..., a, 1] of n elements, and returns the 
vector [-I s ,  a0, (a0Oa l )  ..... (a0Oa10 . - -@an-z ) ] .  This paper will only use and, 
or, +,  maximum, and minimum as operators for the scan primitives. We will hence- 
forth call these scan operations and-scan, or-sean, +-scan, max-scan, and min-sean. 
Some readers might be skeptical about considering the scan operations as 
primitives. Our justification is straightforward. On a serial machine, it is clear that 
scan operations using simple operators uch as + will be just as fast as the other 
primitives: all the primitives will take O(n) time on vectors of length n. On a 
parallel machine it is not hard to show, both in theory and in practice, that a circuit 
that executes the scan operations can be built with less hardware and will run just 
as fast, or faster, than a circuit that executes a read or write into a shared memory 
(such a read or write can be used to implement the permutation primitive). This is 
argued in more detail in [8]. Admittedly, both the scanmodel and the P-RAM 
models suffer the same problem: some of the primitives require O(lg n) time on 
realistic hardware models. The important issue here is that if one assumes that a 
permutation (an exclusive read or write on a P-RAM) takes "constant ime," then 
it is reasonable to also assume that the scan takes "unit time." 
It is not hard to show, based on Brent's scheduling principle [12], that any scan 
model algorithm with element complexity E(n) and step complexity S(n) can be 
simulated on a pure EREW P-RAM in time O(E(n)/p+ S(n)lg p) [-9]. If the 
P-RAM has a scan primitive [8], then the simulation time is O(E(n)/p + S(n)). 
In the description of algorithms we will often loosely refer to vectors in which 
each element contains more than one atomic value. For example, we will use 
vectors of points in a two-dimensional space; each point has two values--x and y 
coordinates--so the vector 
[(3, 6) (4, 5) (9, 7)] 
represents the three points (3, 6), (4, 5), and (9, 7). At the primitive level such a 
structure vector would be implemented With two vectors ([3, 4, 9] and [6, 5, 7]) 
but a higher level language could support vectors of record-like lements, each with 
some constant number of components, and them map this onto multiple vectors. 
2.1. Segments 
A segmented vector is a vector partitioned into a set of contiguous egments. The 
segmented vector can be represented with two vectors, one containing the values 
and the second containing the length of each segment. 1 For example, the two 
vectors: 
A = [s y l l a b l e s ]  
L=[3  2 4] 
1 There are several other ways of representing segments [-9] but we find this representation the most 
convenient. 
571/48/1-7 
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a = [5 11 [a 4 a 9] [2 6] 
I = [1 o]  [2 0 3 1] [0 1] 
+-scan(A) = [0 5 ] [0 3 7 10] [ 0 2 ] 
max-scan(a) = [0 5 ] [0 3 4 4 ] [ 0 2 ] 
permute(A, I) = [ 1 5 ] [4 9 3 3 ] [ 2 6 ] 
FIG. 3. Examples ofthe segmented versions of the primitive operations. 
would represent the vector: 
A'=Es y l] [-1 a] [b l e s]. 
For each primitive of the scan model we define a segmented version that works 
independently within each segment. Figure 3 shows examples of segmented versions 
of some of the primitives. The version of the permutation primitive bases its indices 
relative to the beginning of each segment so values permute within a segment--it 
is an error for an index to reference outside of the segment. The version of a scan 
primitive restarts at the beginning of each segment. 2 The segmented versions of the 
elementwise operations are unchanged. 
All the segmented versions can be simulated with a small constant number of 
calls to the unsegmented versions [9], but they are so useful that in practice they 
might be implemented irectly. We will henceforth assume that the segmented 
versions of the primitives are themselves primitives. 
2.2. Some Simple Operations 
This section describes everal useful, simple operations that can be implemented 
with a small constant number of calls to the primitive operations [-8] and shows 
how one of them, the split operation, can be implemented. As with the segmented 
versions of the primitives, these operations are useful enough that they might 
themselves be considered primitives and be implemented irectly. Figure 4 shows 
examples of the use of all the operations. The examples are for the segmented 
versions. 
The distribute operation takes a vector of values and a vector of lengths and 
distributes each value into a segment of length specified by lengths. The index 
operation takes a vector of lengths, creates a segment for each length, and returns 
the index of each element in its segment. The element operation takes segmented 
vector values, and a vector of indices with one element per segment. Each index i 
is used to extract he ith element from the corresponding segment in values. The 
reduce operations take a segmented vector of values and combines all the elements 
in each segment using one of five binary operators: and, or, +, maximum, and 
minimum. It returns a vector with as many elements as segments. The append 
operation takes two segmented vectors of values with the same number of segments 
2A similar operation was suggested bySchwartz [33]. 
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A = [aoo am] [alo 
B = [bo bl b2] 
L = [2 4 2] 
I = [0 2 1] 
distribute(B, L) = [bo bo] [bl 
index(L) = [ 0 1 ] [ 0 
element(A, I) = [aoo a12 a21] 
A = [5 1] [3 4 3 
+-reduce(A) = [ 6 19 8 ] 
max-reduce(A) = [ 5 9 6 ] 
A = [aoo a01 ao2] 
B = [] 
append(A, B) = [aoo am ao2] 
A = [a00 aol ] [alo 
F = [T F] [T 
I = [1 0] [2 
pack(A, F) = [aoo] [alo 
split(A, F) = [aol] [aoo] [all 
delete-split(A, F) = [aol] [aoo] [an 
rank-split(I, F) = [ 0 ] [ 0 ] [0 
FIG. 4. 
a11 a12 al~] [a~o a21] 
bl bl bl] [b2 b2] 
1 2 3] [0 1] 
9] [2 6] 
[aao] [a20 a21] 
[blo bu] [b20 b21] 
[alo blo bill [a20 a21 520 
al l  a12 a13] [a2o a~,] 
F F T] [T T] 
1 3 0] [0 i] 
a,~] [alo a~] [a2o a~] 
1] [1 0] [1 [0 1] 
Examples of the simple operations. 
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b21] 
and appends the two vectors segmentwise. The append operation takes two 
segmented vectors of values with the same number of segments and appends the 
two vectors segmentwise. 
The pack operation takes a segmented vector of values and a segmented boolean 
vector of flags and packs all the elements with a T in their flag into consecutive 
elements, deleting elements with an F in their flag. The nondeleted elements 
maintain their order. The split operation takes a segmented vector of values and a 
segmented boolean vector of flags and packs all the elements with an F in their flag 
to the bottom of each segment and elements with a T in their flag to the top of each 
segment, again maintaining the order within each group. It also splits each segment 
in two at the boundary between the T and F elements. Figure 5 shows the code 
necessary for the segmented version of the split operation. We also define a delete- 
split operation which is the same as split but deletes any empty segment. The 
rank-split operation is similar to the split operation except hat the ranks argument 
must be a valid set of indices for the permutation primitive. As well as splitting 
these indices, the rank-split operation renumbers them so they are valid within the 
new segments but maintain the same order. In the example, the F part of the 
second segment starts with the indices 1 and 3; these are renumbered to 0 and 1 
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procedure  split(A, Flags, SegLengths): 
Sums +-- +-reduce(not(Flags), Seglengths); 
I-down *-- -t--scan(not(Flags), Seglengths); 
I-up ~ -t--scan(Flags, Seglengths) + distribute(Sums, Seglengths); 
I ~ select(Flags, I-up, I-down); 
Newvalues ~ permute(A, I); 
News~glens ~ interleave(Sums, Seglengths - Sums); 
A = [aoo aol] [alo 
Flags = [ 1 0] [ 1 
SegLengths = [ 2 4 2 ] 
Sums = [ 1 2 0 ] 
I-down = [0 ~ [0 
i-up = [[]  2] 
I = [1 O] [2 
Newvalues = [aol aoo all  
Newseglens = [ 1 1 2 2 
Result = [aol] [aoo] [all 
a l l  a12 a13] [a20 a21] 
0 0 1] [1 1] 
[] [] 2] [0 0] 
3 3 D 
o 1 3] [o 1] 
0"12 al0 a13 a20 0"21] 
0 2] 
0"12] [0"1o 0"13] H 0'20 0"21] 
FIG. 5. The code and an example of the split operation. A 1 is a true flag and a 0 is a false flag. The 
boxes show the indices which get selected and placed in index. The interleave function interleaves 
(shuffles) the element of its two argument vectors and can be implemented with some address arithmetic 
and two permutes. 
so that they represent a valid index set for the new segments and maintain the same 
order. The rank-split operat ion is used to update pointers when performing a split 
operation. 
2.3. Divide-and-Conquer 
The segment abstract ion and primitives described above al low simple definitions 
of paral lel  d iv ide-and-conquer algorithms. As an example, consider the following 
paral lel  version of quicksort (see Fig. 6). As with the serial algorithm, the algor ithm 
picks one of the keys as a pivot value, splits the keys into two sets, one with greater 
valued keys and one with lesser valued keys, and then recurses on each set. In the 
paral lel  version the sets are kept in distinct segments. To pick a random element 
from each segment, the algor ithm uses an elementwise random primitive 3 to 
generate an index within each segment and an element operat ion to extract the 
pivot. The algor ithm distributes this pivot value over each segment using a 
distribute operat ion and splits the keys based on whether a key is more or less than 
the pivot using the delete-split operation. The algor ithm is now appl ied recursively 
to the result. Unl ike the serial version of quicksort, however, this paral lel  version 
3 Given a vector of integers, the elementwise random primitive returns a vector containing at each 
element a pseudo-random number that is less than the corresponding element in A. 
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procedure quicksort(keys): 
if keys are sorted 
then 
result ~ keys; 
else 
pivots ~-- element(keys, random(length(keys))); 
flags ~ (distribute(pivots, length(keys)) <_ keys); 
result *-- quicksort(delete-split(keys, flags)); 
keys = [4 7 2 1 5 3 7 2] 
pivots = 5 
flags = [F T F F T F T F] 
delete-split = [4 2 1 3 2] [7 5 7] 
pivots = 3 7 
flags = [T F F T F] [T F T] 
delete-split = [2 1 21 [4 3] [5] [7 7] 
pivots = 2 4 5 7 
flags = IT F T] [T F] [T] [T T] 
delete-split = [11 [2 2] [31 [4] [5] [7 7] 
FIGURE 6 
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only makes a single recursive call to itself. This stresses the strictly data-parallel 
nature of the algorithm since the parallelism is achieved by invoking quicksort on 
multiple segments, rather than by making multiple parallel function calls. When the 
numbers within all segment are in non-decreasing order, the algorithm returns. In 
the scan-model, each step has complexities S(n)= O(1) and E(n)= O(n). 
Segments can be used in most divide-and-conquer algorithms. In this paper the 
use of segments for divide-and-conquer algorithms will appear in the k-D tree 
algorithm discussed in Section 3, the quickhull algorithm discussed in Section 8.1, 
and the binary tree search method discussed in Section 4. 
3. BUILDING A k-D-TREE 
A k-D tree is a technique for splitting n points in a k-dimensional space into n 
regions each with a single point [6]. It starts by splitting the space into two parts 
along one of the coordinates using a (k - 1)-dimensional hyperplane. It then recur- 
sively splits each of the subspaces into two parts. Figure 7 illustrates an example of 
a 2D tree. At each step the algorithm must select which dimension to split within 
each subspace; the criterion for selection depends on how the tree will be used. 
A common criterion is to select the dimension along which the spread of points is 
greatest. 
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procedure 2d-tree(points): 
ranks.x ~ rank(points.x); 
ranks.y ~ rank(points.y); 
while more than one point per segment 
flags ~ above-split-line?(ranks); 
ranks.x *-- rank-split(ranks.x, flags); 
ranks.y ~ rank-split(ranks.y, flags); 
Y Lx 
e a 
• 2 
m "g 
f b • 
O• 
n d ° 
1 • 
k 
h 
~x 
point = [a b c d e f g h i j k 1 m n o p] 
ranks.x = [0 6 15 10 7 2 4 12 14 8 13 3 1 5 11 9] 
ranks.y = [13 7 4 3 15 6 11 0 9 8 14 1 10 2 5 12] 
flags = [F F T T F F F T T T T F F F T T]  
rank-split(ranks.x, flags) 
= [0 6 7 2 4 3 1 5] [7 2 4 6 0 5 3 1] 
rank-split(ranks.y, flags) 
= [6 3 7 2 5 0 4 1] [2 1 0 5 4 7 3 6] 
FIGURE 7 
The k-D tree is often used as a step in other algorithms; 3-D trees are used in 
ray tracing algorithms for rendering solid objects. In such algorithms, objects need 
only be stored in the regions they penetrate and rays need only examine regions 
they cross. This can greatly reduce the number of objects that each ray must 
examine; k-D trees are also used in many proximity algorithms such as the 
all-closest-pairs problem [20] or the closest-pair problem (see Section 5); k-D trees 
have also been suggested for use in some machine-learning algorithms [273. 
The algorithm described here is a parallel version of a standard serial algorithm 
[303. For n points, our algorithm has complexities S(n)=O(k lgn)  and 
E(n) = O(kn lg n). 
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Our algorithm consists of one step per split. For-each step, S(n) = O(k). Before 
executing any steps, the algorithm sorts the set of points according to each of the 
k dimensions. The sorting can be done with the scan-model version of Cole's merge 
sort discussed in Section9. For this sort, S(n)=O(lgn) and E(n)=O(nlgn). 
Instead of keeping the actual values in sorted order for each dimension, the algo- 
rithm keeps the rank of each point along each dimension. The rank of a point is 
the position at which the point would be located if the vector were sorted. We call 
the vectors that hold these ranks rank-vectors--there is one rank vector for each 
dimension. Figure 7 shows the code and an example for a 2D tree. 
At each step of the algorithm the rank vectors contain a segment for each sub- 
space, and the ranks within each segment are the correct ranks for that subspace. 
It suffices to demonstrate that we can execute a split along any dimension and 
generate new ranks within the two subspaces. The algorithm is then correct by 
induction. 
To split along a given dimension the algorithm distributes the cut line and 
determines for each point whether it is above or below the line. 4 The algorithm now 
uses the rank-split operation defined in Section 2.2 to split each rank-vector based 
on whether a point is below or above the split line. The rank-split operation as 
defined correctly generates the rank within each subspace. Each step therefore 
requires O(k) calls to the instructions: O(1) operations to determine whether each 
point is below or above the split, and k rank-split operations, each of step com- 
plexity O(1). Since there are O(lg n) steps, for the whole algorithm S(n) = O(k lg n), 
and since the vectors are always of length O(n), E(n)= O(nk lg n). 
4. GENERALIZED BINARY SEARCH 
This section considers the problem of n elements of a set A each executing an 
implicit binary search on a balanced binary tree T with m vertices. Each element 
of A starts at the root of a tree and at each vertex it visits it executes a test left- 
right? to decide whether to go to the left or right child. The test is not necessarily 
a comparison to a value stored at the vertex, but it can be any user-supplied func- 
tion. If the scan model allowed concurrent access to a single vector location, the 
search would be easy to implement: each element could keep a pointer to its current 
position in the tree and directly access the data at that vertex. Since the scan model 
does not allow concurrent access and since many elements might point at the same 
vertex, the elements cannot directly access the data. The main idea of the search 
technique is therefore to avoid this direct access. This section also considers a 
generalization of the search in which new elements can be inserted at the root on 
every step, and the user supplies a second test function remain? such that if it 
returns true, the element remains at the current vertex of the tree. This generaliza- 
tion is needed for the ~fn-merge-hull a gorithm discussed in Section 8.2. 
4 As stated earlier, the method for choosing a cut line depends on the particular use of the k-D tree. 
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We first consider how to implement the nongeneralized case on the scan model. 
The tree T is organized in a vector using the standard heap ordering: the root value 
is stored at T[-0] and the two children of a vertex stored at T[i] are stored at 
T[2i + 1 ] and T[2i + 2]. The algorithm starts with all the elements of A in a single 
segment, and at each level I it will use 2 t segments, one for each vertex at that level 
of T. The elements in a segment will be the elements that are at the corresponding 
vertex. At each step of the search, the algorithm executes the test (left-right?) and 
splits each segment into two, based on the result. Since all the elements of A that 
are accessing the same vertex of T are in a contiguous egment, the algorithm can 
use a segmented istribute operation to distribute the value from each vertex to the 
elements that need it. This avoids the need for a concurrent read. Figure 8 shows 
the necessary code. 
We now consider a generalization of the simple binary search. In this generalized 
binary search, new elements can be inserted at the root, and elements can remain 
at a vertex of the binary tree on each step. Unlike the simple binary search, in the 
generalized version there might be elements at every level of the tree on any given 
step. Figure 9 illustrates how the elements of A are stored and shows an example 
of a step of the search. The basic idea of this search algorithm is first to separate 
the elements that remain from those that go to a child into two separate vectors 
using two segmented pack operations. For the example in Fig. 9, this returns: 
remain=[-ao] [ ]  [a4] [ ]  [a 5 a6] [-] [a7] 
not- remain=[-a l ]  I-a2] [a3] [ ]  [ ]  [ ]  [ ]  
It then splits the elements going to a child, based on whether they are going to the 
left or right, using a segmented split operation. This returns: 
split(not-remain, left-right?) 
=[3  [a l ]  I-a2] [-3 [a3] [3 [3 [-3 [ ]  [-3 [3 [-] [-3 [ ]  
procedure search(A, T): 
for level +-- 0 to (depth - 1) 
vals +-- get-values(T, level) 
node-value +-- distribute(vals, eglen); 
lr-flag +- left-right?(node-vaiue, A);
A ~ split(A, Ir-flag); 
procedure generalized-step(A, T, New, remain?, left-right?): 
remain +-- pack(A, remain?); 
not-remain +-- pack(A, not(remain?)); 
children ~ shift-segments-right(New, split(not-remain, left-right?)); 
result *-- append(remain, children); 
FIG. 8. The simple (non-generalized) search routine, and a step of the generalized search routine. 
The routine get-values xtracts each value from the current level of the heap ordered tree. 
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The algorithm now shifts the segments of the split vector right by one and inserts 
the new elements on the left. Because of the heap order of T, the combination of 
the split and segment shift causes the elements of each segment to be moved to the 
segments of its two children. This is because the split causes the mapping of the 
indices i~  (2i, 2i+ 1) and the shift causes the mapping (2i, 2i+ 1) ~ (2i+ 1, 2i+ 2). 
The composition of these two mappings is the mapping from a parent o its two 
children. The algorithm truncates the segments that correspond to children of the 
leaf vertices. These calculations return: 
children= [as a9] []  [al l  [a2] []  [a3] []  
The algorithm appends the shifted vector (children) to the vector of elements that 
remained. This is done using the segmented append operation discussed in 
Section 2.2, giving the result: 
[a8 a9 ao] [ ]  [al a4] [a2] [as a6] [a3] [aT] 
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The second routine in Fig. 8 implements a step of the described algorithm. The 
remain? flag specifies elements that go to the right branch. The vector New contains 
the new elements to be inserted at the root. 
5. CLOSEST PAIR 
In a two-dimensional closest-pair problem, we want to find the pair of points in 
a plane that are closest to each other (Euclidean distance). The algorithm we 
describe is a parallel version of an algorithm described by Bentley and Shamos I-7]. 
For n points, it has a step complexity of O(lg n) and an element complexity of at 
most O(n lg n). The algorithm requires O(n lg n) space (lg n vectors of length n), 5 
but can be modified to run with a step complexity of O(lg n lg lg n) and space of 
O(n). Atallah and Goodrich have described an O(lg n lg lg n) time O(n) processor 
algorithm to solve the closest-pair problem in the CREW) P-RAM model [4]. Cole 
and Goodrich have described an O(lgn) time O(n) processor algorithm for 
the EREW P-RAM model [15], which uses the cascading divide-and-conquer 
technique [3]. The algorithm discussed here is significantly simpler. 
Our algorithm consists of building a 2D tree as defined in Section 3, 6 and then 
merging rectangles back to the original region. Given two adjacent rectangles and 
their closest pairs, a merge step can determine the closest pair of the merged 
rectangle with a step complexity of O(1). Segments are used to merge all the pairs 
of rectangles at each level of the tree in parallel. 
The 2D splitting was described in Section 3 and the merging phase is describe 
here. The merging works on the same principle as described by Bentley and Shamos 
I-7]. We first review the principle and then show how it is implemented in the scan 
model. Let us denote the separation distance of the clasest pair in a rectangle R 
by fiR. 
At each merging step, we know the closest pair within each of a pair of merging 
rectangles A and B and want to find the closest pair in the rectangle A w B. The 
closest pair is either the pair in A, the pair in B, or a pair with one point in A and 
the other in B. In the last case, the two end points must each lie within 
~rnin = min(fA, fiB) of the boundary between the two rectangles. We call this region 
AB' (see Fig. 10). 
If we look at a point p in AB', no more than 11 other points in AB' can be less 
than 6mi n away from p. Figure 10 shows the tightest packing. If the points in AB' 
are sorted along the merge line, each point can determine the minimum distance to 
another point in AB' by looking at a fixed number of neighbors in the sorted order 
(at most 11). Once all points in AB' have determined their closest neighbor in AB', 
5 These vectors are all boolean vectors. 
6 In this algorithm it does not matter in what order we pick the dimensions-- in fact, we could always 
split on the same dimension. 
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FIG. 10. Merging two rectrangles to determine closest pair. As claimed by Bentley and Shamos [7], 
only 12 points can fit in the 26rnin × 20rain dashed box such that no two points in either A or B are closer 
than 6]rnin. 
we take the minimum of these distances to. determine 6Ae, and then calculate the 
desired result: CSAB = min(6min, C~AB,). 
We now show how this technique is applied in the scan model. The merge 
consists of the following steps (each step has a step complexity of O(1)): 
1. Derive the vector of points in A u B sorted along the direction of the split 
line. To obtain this vector, we need only keep the appropriate split-flags when 
executing the 2D splitting--remember that when building a k-D splitting tree we 
had the sorted order for all dimensions for all rectangles. 
2. Determine •min by taking the minimum of 6A and fiB. Distribute Omi n to all 
points in the sorted vector of A w B. 
3. Pack elements which are within 6mi n of the merge line using the paek 
operation into a new sorted vector AB'. 
4. Make a copy of AB' and shift the copy relative to the original one position 
at a time. At each shift, 12 in total, calculate the distance between adjacent points, 
and at each point keep track of the minimum. Since the points are sorted along the 
cut line and it is known that a closest pair must appear within a distance of 12 
along the line, this is sufficient o find the closest-pair f it straddles A and B. 
5. Determine 6AB, by taking the minimum distance found in the previous tep 
using a min-reduce. Take the minimum of ~min and JAB, to obtain ,SAa. 
The algorithm runs with S(n)=O(lgn) since the k-D splitting has a step 
complexity of O(lgn) (see Section 3) and there are lg n merge steps each with 
S(n)= O(1). To execute the merges with a step complexity of O(1), we must store 
the split-flags when executing the 2D splitting. Since there are lg n levels, this 
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requires that we store lg n boolean vectors each of length n. If allocating this space 
is a problem, we can derive the sorted vector for A • B on the fly by merging the 
sorted vectors of A and B. If we include a merge instruction in the model, the 
closest-pair algorithm will run with a step complexity of O(lgn), an element 
complexity of O(n lg n), and a space of O(n). 
6. LINE DRAWING 
Two-dimensional line drawing is the problem: given a pair of points on a 
two-dimensional grid (the two endpoints of a line), determine what pixels in a fixed 
finite resolution grid lie on a line between the endpoints. Line drawing is used 
extensively in practice to generate computer images, especially in computer-aided 
design. In this section we describe a simple line drawing routine. It generates the 
same set of pixels as does the simple digital differential analyzer (DDA) serial 
technique [26]. For n pixels in the output, the routine has complexities S(n) = O(1) 
and E(n)= O(n). By using segments (Section 2.1) the routine can be used to draw 
many lines in parallel-still with a constant number of calls to the primitives. The 
routine we describe has been extended by Salem [32] to render solid objects. 
The basic idea of the routine is to calculate the number of pixels in a line and 
allocate a set of vectors of that length, with the line information distributed across 
the vectors. Then, based on the line information and a unique index for each 
element, the elements can calculate their final position on the grid. Figure 11 
illustrates pseudocode for line-drawing, along with an example. The distribute 
operation is used to allocate the vectors and the index operation generates a unique 
index for each element. A total of (length + 1) elements are needed to include both 
endpoints. 
7. Line of Sight 
Given an x/-£-by-x/n grid of altitudes and an observation point on or above the 
surface, a line-of-sight algorithm finds all points on the grid visible from the obser- 
vation point. Figure 12 shows an example. A line-of-sight algorithm can be applied 
to help determine where to locate potential eyesores. For example, when designing 
a building, a highway or a city dump, it is often informative to know from where 
the "eyesore" will be visible. The algorithm is also useful for real time vision 
applications. 
The algorithm we describe in this section has a step complexity of O(1) and an 
element complexity of O(n). The basic idea is to allocate a segment in a vector for 
every ray (straight line) that propagates in the plane from the observation point, 
henceforth referred to as X, to a boundary position (see Fig. 13). Based on some 
calculations on the points in each ray, we can determine if the point is visible. 
The algorithm consists of four basic steps: 
1. Each point p in the grid calculates the vertical angle between the horizon- 
tal plane that passes through X (the observation point) and the line from p to X. 
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procedure line-draw(pl, P2): 
% determine the length of the line 
length *-- 1 + maximum((p2.x - pl.x), (p2.Y - pl.Y)) 
% determine the per point x and y increments 
A.x ,-- (P2.X - pl.X) / length 
A.y ~ (P2.Y - Pl.Y) / length 
% distribute one endpoint and the increments, and generate indices 
p~ ~ distribute(pa , length) 
A' ,-- distribute(A, length) 
index ~ index(length) 
% determine the final positions 
result.x ~ p~.x + round(index A'.x) 
result.y ~ p~.y + round(index A'.y) 
107 
3~ 
2-  
1 -  . ,~  . qp • 
pl  = (1, 1), 
length = 1+5 = 6 
A = (1, .2) 
2 3 
m = (6, 2) 
4 5 6 7 
index(length) = [ 0 1 2 3 4 5 ] 
distribute(p1, length) = [(1, 1) (1, 1) (1, 1) (1, 1) (1, 1) (1, 1)] 
distribute(A, length) = [(1, .2) (1, .2) (1, .2) (1, .2) (1, .2) (1, .2)] 
result = [(1, 1) (2, 1) (3, 1) (4, 1) (5, 1) (6, 1)] 
FIGURE 11 
This is executed by distributing the location of X over all points and calculating the 
arc tan  of the horizontal difference over the vertical difference. 
2. The algorithms allocates a set of rays - -one  for each boundary grid po in t - -  
and distributes the angles from each point p in the grid to all the rays containing 
it. Let us call the segmented vector that contains these rays the ray  s t ruc ture .  
3. Following a ray from X to the boundary,  a point p is visible if its angle is 
greater than all the angles that precede it in the ray. This can be determined for all 
points in all rays with a single segmented max-scan and a comparison. 
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FIGURE 12 
4. Visibility information is returned back to the grid points. Since a grid point 
may belong to many rays, the visibility flags are combined using or. 
Since steps 1 and 3 should be clear, and step 4 is basically the reverse of step 2, 
we only describe step 2. To allocate the ray structure the algorithm draws a line 
from the observation point to each boundary element using the routine discussed 
in Section 6. Each grid point might belong to several of these rays (points near X 
belong to more rays than points near the edges). To distribute the angle from a grid 
point to all the rays containing it, the algorithm creates another segmented vector 
structure--the copy structure. In the copy structure, the algorithm allocates a 
segment for each grid point p. The size of the segment for a point p is equal to the 
number of rays containing p. Consider the case where the displacement from X to 
p is (dr, dy), where dy <<. dx. Each point p finds the intersection of the line from J( 
to the boundary, and those lines from X through the points above and below p. All 
F1GURE 13 
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rays below the line above, and above the line below, pass through p. The number 
of rays containing p is the number of points between the intersection of these two 
lines with the boundary. Each point p distributes its angle to its segment in the 
copy structure using the distribute operation. 
There is now a 1-to-1 mapping between positions in the copy structure and 
positions in the ray structure. The algorithm can calculate the permutation i dices 
needed to execute this mapping based on the location of X. Once the angles are per- 
muted to the ray structure, the algorithm executes tep 3. To return the information 
back to the grid structure after step 3, the algorithm uses the same copy structure 
but instead of distributing, it reduces using an or-reduce. At completion, all points 
visible from any ray are marked and returned. 
The longest vectors required by the algorithm are the vectors of the copy and ray 
structures. In the ray structure, there are rays emanating from X to each of the 
4 ~fn points on the boundary. The maximum length of the rays is x~,  so the length 
of the ray structure vector is no more than 4n. Since there is a 1-to-1 mapping 
between positions in the copy structure and positions in the ray structure, the copy 
structure vector is also no longer than 4n. It is actually possible to show that the 
ray and copy structure vectors contain exactly 2n elements, independent of the 
location of X. 
8. CONVEX HULL 
The planar convex hull problem is: given n points in the plane, find which of 
these points lie on the perimeter of the smallest convex region that contains all 
points. The planar convex-hull problem is probably the most studied problem in 
computational geometry, both because it is a simple problem, making it easy to 
study, and because it has many applications--applications range from computer 
graphics [19] to statistics [22]. 
This section describes three scan-model based algorithms for determining the 
convex hull of a set of points. The first two, a parallel quickhull [30] algorithm and 
a parallel Jarvis march algorithm [23, 2], are simple and likely to perform well in 
practice but are not provably optimal. The third algorithm is more complicated and 
impractical but is theoretically optimal. The algorithm is based on a parallel 
algorithm designed for the CREW P-RAM model [1, 4]. 
8.1. QuickHull 
This section describes a parallel version of the quickhull algorithm [30]. The 
quickhull algorithm was given its name because of its similarity to the quicksort 
algorithm. As with quicksort, the quickhull algorithm picks a "pivot" element, splits 
the data based on the pivot, and is recursively applied to each of the split sets. Also, 
as with quicksort, the pivot element is not guaranteed to split the data into equal 
sized sets, and in the worst case E(n)= O(n2). 
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Figure 14 shows an example of the quickhull algorithm. The algorithm first splits 
the points into two sets with a line that passes between the two x extrema -let us 
call these points l and r (l and r must lie on the hull). In the scan model, this is 
executed with a few reduce and distribute operations, some elementwise arithmetic 
calculations, and a split operation. 
The algorithm now recursively splits each of the two subspaces into two using the 
following steps. It determines for each point p in the subspace the perpendicular 
distance from the point to the line lr. This can be calculated with a cross product 
of the lines lr and lp. The algorithm selects the farthest point from the line lr and 
distributes it to all other elements in the subspace--let us call this point t. It should 
be clear that t lies on the convex hull (as a line parallel to lr moves torward lr, it 
must first hit t). Points within the triangle ltr cannot be on the convex hull and are 
eliminated with a pack operation. The point t is now used to further split each 
segment based on which of the two sides of the triangle, It or rt, the points in the 
segment fall. The algorithm is now applied to the new segments recursively. The 
algorithm is completed when all segments are empty. 
Each step has a step complexity of O(1) and an element complexity of at most 
O(n): since many points might be deleted on each step, the element complexity 
could be significantly less. For m hull points, the algorithm runs in O(lg m) steps 
for well-distributed hull points and has a worst-case running time of O(m) steps. 
8.2. xf-£ Merge Hull 
This section describes a variation of a parallel algorithm by Aggarwal et al. [ 1 ] 
and independently by Atallah and Goodrich [43. Their algorithm is based on the 
CREW P-RAM model. We cannot use their algorithm directly because the scan 
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FIG. 15. An example of the x/n merge hull algorithm. The horizontal dashed lines show the division 
of the points into x/n groups of x/-£ elements each. The subhulls within each group are merked with 
solid lines. The upper chain is the chain A B J O P. 
model does not permit concurrent access to a single value, a necessary part of their 
algorithm. The variation we describe keeps all elements that require the same data 
in a contiguous egment so the data can be distributed a distribute operation. The 
contribution of our version is showing how the concurrent-read operation can be 
replaced by the distribute operation and involves the binary search method 
described in Section 4. Our variation has a step complexity of O(lg n) and an 
element complexity of O(n lg n). The algorithm has optimal speed-up. Miller and 
Stout have shown an EREW convex-hull algorithm with an O(lgn) complexity 
[25]. Our algorithm, however, is simpler, and the binary search technique it uses 
is interesting on its own. 
We begin by reviewing the CREW algorithm. The algorithm sorts the points 
according to their x coordinate. It slices this ordering into ~ equal sized sets of 
points and recursively solves the convex hull for each set. It then merges the x/~ 
subhulls (see Fig. 15). The sort and the merge both take O(lg n) time. 7 The running 
time of the algorithm thus has the recurrence relation T(n) = T(x//-£) + k lg n which 
yields O(lg n) time. 
Since the elements can be sorted using existing algorithms, we concentrate on the 
merging step. The merge is executed in two parts: one part finds the upper chain 
of the convex hull and the other part finds the lower chain. The upper chain is the 
section of the convex hull that runs across the top between the two x maxima. In 
the CREW algorithm the merge of each chain works as follows: 
The algorithm assigns an element (a processor) for each pair of subhulls. Since 
there are x/n subhulls, O(n) elements are sufficient. Each of these pairs inde- 
pendently finds the upper tangent line-segment s between its two subhulls using a 
7 The algorithm of Cole [14] can be used for sorting in the CREW model. 
8 An upper tangent line-segment of two sets of points is the line that passes through at least one point 
from each set so that all other points in the two sets are below the line. 
571/48/1-8 
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serial method of Overmars and van Leeuwen [28]. This method executes a binary 
search alternating between the two subhulls and requires O(lg n) time. At the kth 
step of the binary search, an element either goes down the left branch, the right 
branch, or remains in place. 
Once the upper tangent lines have been found, the algorithm determines the 
bridges among the ,,/-£ subhulls. The bridges are the upper tangent line-segments 
that belong to the upper chain. To find which of the upper tangent lines are bridges, 
each subhull finds the highest sloped line in both directions (to a point on the right 
and to a point on the left). If the joint formed by these lines is convex, then both 
lines are bridges. If the joint formed by the lines is concave, neither are bridges. All 
edges on a subhull that lie between bridges of  that subhull also belong to the 
convex hull. 
This algorithm cannot be implemented directly on the scan model since each pair 
of subhulls independently finds the upper tangent-line segments using the algorithm 
of Overmars and van Leeuwen, and, therefore, requires concurrent reads: several 
pairs, while executing the binary search, will require access to the same elements. 
We divide the points, initially sorted, into ,,f~ segments, each representing one of 
the ~ subhulls. We generate x /n -1  search ecords in each segment to perform 
the binary search on the other subhulls. Each pair of subhulls i ~ j has two records 
(i, j) and (j, i). We keep pointers between each pair of corresponding searches (i in 
j and j in i). Initially only the set of searches where i < j are active. We maintain 
a vector of flags to specify which search of each pair is active (only one for each 
pair is set at a given step). In each step, the search is performed only for active 
elements (inactive lements tay at the current level of search tree). After each step, 
the next search subhull is chosen in each pair as in Overmars and van Leeuwen. 
Then the search record is permuted, if necessary, to the other hull, updating poin- 
ters, the new record becomes active, and the search continues. The search alternates 
between the two segments as necessary. The segments are split in the binary-search 
method described in Section 4, and the records move accordingly. Since some 
elements tay at a given level of the search, the general search technique is required. 
This search takes O(lg n) time and involves no concurrent-reads. 
Our variation of the CREW algorithm runs with the same number of calls to the 
primitives as the original since, as with the original, the sort runs in O(lg n) time 
(see Section 9), and, as shown above, the merge also runs in O(lg n) time. This 
variation trades the concurrent-read capability for the scan capability. 
8.3. Jarvis March 
This is a parallel version of the Jarvis march algorithm [23, 2]. As with the serial 
version, it will work well when there are only a few points on the hull. The algo- 
rithm starts at an extremun point e and finds the point p that makes the maximum 
polar angle with e; p is the next point on the ull. The algorithm then finds the maxi- 
mum polar angle to this point. The step repeats around the hull until we return to 
the original point. To find each hull point we need a few arithmetic operations and 
a single max-reduce. 
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For m hull points, this algorithm requires O(m) steps, but each step is so simple 
that in some cases the algorithm is faster than the other algorithms mentioned. 
9. A SCAN-MODEL VERSION OF COLE'S MERGE SORT 
This section assumes the reader is familiar with Cole's merge sort [14]. It 
discusses how the CREW version of the sort, which is significantly simpler than the 
EREW version, can be implemented on the scan model. 
Cole's merge sort is a variant of the standard merge-sort, but instead of only 
having one level of the recursion tree active at a time (merging all pairs, then all 
4s, then all 8s,...), many levels are active and the merges are pipelined up the tree 
from the leaves to the root. The CREW version of Cole's sort uses four basic arrays, 
UP, SAMPLEUP, NEWUP, and NEWSAMPLEUP for each vertex of the tree. In 
the scan model, each array can be kept in the representation for trees discussed in 
the section on generalized binary-search (Section 4). In this representation, each 
vertex of the tree is placed in its own segment, and data can be moved up the tree 
by appropriately shifting the segments. In the merge sort, segments at the top of 
the tree will start out empty, and segments at the bottom will end up empty. All 
operations in Cole's CREW merge sort that require an exclusive read or exclusive 
write can be replaced by a permute in the scan-model version. 
We now consider how to execute the concurrent reads in the scan-model version. 
As mentioned in Section 3 of Cole's paper, the biggest problem is when deriving the 
ranking of NEWUP(u) in NEWSAMPLEUP(v)  and NEWSAMPLEUP(w), where 
v and w are the children of u. A potentially large set of contiguous keys in 
NEWUP(u) could all be from one of the children, let us say w. When deriving the 
ranking in NEWSAMPLEUP(v),  this set of keys will all try to access the same four 
keys from NEWSAMPLEUP(v)  to determine where in they belong in the order. 
This will require a concurrent read. However, since the set of keys is contiguous, 
they form a segment, and in the scan model, the first key of the segment can fetch 
the four keys from NEWSAMPLEUP(v)  and then use a segmented scan to copy 
these keys across the segment. The segments will never overlap and the head 
is easy to identify (a pointer to SAMPLEUP(v) followed by a pointer to 
SAMPLEUR(w)). The other concurrent reads can be handled is a similar fashion 
since the elements that are required to read from the same location are always in 
a contiguous block. 
10. CONCLUSIONS 
This paper described a set of algorithms for solving a set of problems in com- 
putational geometry and computer graphics in a parallel machine model based on 
vector operations. Since many of the algorithms discussed in this paper are variants 
of known algorithms, we believe that much of the contribution of this paper is to 
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methodology rather than to algorithms. Both the scan and segmented primitives 
played a crucial role in the algorithms discussed in this paper. 
We believe that algorithms based on V-RAM models have two important 
practical advantages over algorithms based on P-RAM models. First, they are more 
portable and can lead to the design of faster algorithms when run on real machines. 
This is because the V-RAM models permit efficient implementations on vector 
processors and single instruction parallel processors and because they can treat a 
wider variety of operations as primitives. Second, they are more pleasant as a 
programming model. Since vector lengths can change, the programmer never 
has to worry about simulating multiple elements on a processor, nor about turning 
processors off when there are fewer elements than processors. From a theoretical 
standpoint, it is easy to ignore such "details" since it is often clear that it can be 
done, but when actually implementing code that needs to generate results, these 
"details" become significantly more than just details. As mentioned in the 
Introduction, the code shown in this paper with only slight syntactic hanges is 
actual running code. 
In more recent work we have been considering the effect of including other 
operations as primitives. The inclusion of a merge primitive, for example, could 
greatly simplify the construction and manipulation of the plane-sweep tree data 
structure [-3, 1, 5, 31]. It is also possible to argue that on feasible hardware models, 
a merge primitive can be as efficient as a read or write to a global shared memory. 
We hope that the paper will help spur further interest in designing algorithms for 
vector models of computation. 
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