Let A be an M{matrix and B a nonnegative matrix. In this paper it is shown that with some additional constraints, the index of zero for BA is at least as large as the index of zero for A. This result is used to develop properties of splittings of an M{matrix. Weak collapsed graph compatible and collapsed graph compatible splittings are introduced here, and graph compatible, weak graph compatible and block upper triangular splittings are also investigated in the context of Z{splittings. This furthers work done by Schneider, Kavanagh, and Li.
INTRODUCTION
Properties of M{matrices and of their splittings have received much attention in the mathematical literature. In this paper we establish properties of splittings of M{matrices by developing a theorem on the relationship between the index of an M{matrix and the index of its product with a nonnegative matrix.
A splitting of a matrix A = M ? N can be useful in solving a system of linear equations Ax = b (see Berman and Plemmons 1] , and Varga 10] ). In order for the iterative scheme for such a splitting to converge, it is required that the spectral radius of the iteration matrix M ?1 N is less than or equal to 1. In the case where the spectral radius is 1, it is also necessary that 1 is the only eigenvalue with this magnitude and that its index is 1 (or equivalently that the index of 0 for M ?1 A is 1), and this is where we focus our attention. In this regard, Schneider 8] introduces the concept of a graph compatible splitting (see section 2 for de nitions) and shows that for a graph compatible weak regular splitting of an M{matrix, the index of 0 for M ?1 A is no greater than that of A, and the spectral radius of M ?1 N is at most 1. Kavanagh 4] , in his Ph.D. thesis, generalizes this result by showing that for a graph compatible Z{splitting of an M{matrix, the index of 0 for M ?1 A is the same as that of A. Li 5] shows that for a regular splitting of an M{matrix, block upper triangularity is equivalent to graph compatibility. McDonald, Neumann, and Schneider 6] also discuss graph compatibility and weak graph compatibility, and their relationships to the singular distances (and hence indexes) of splittings of an M{matrix.
In the present work, we begin by considering the index of the product of two matrices (see section 3). We make use of the combinatorial structure of A and of BA to show that if a nonnegative, nonsingular matrix B is class nonsingular for an M{matrix A, and BA is an M{matrix, then the index of 0 for BA is at least as large as that for A. In section 4 we make use of this result to develop properties of splittings. We show that for a class nonsingular splitting of an 
DEFINITIONS
We begin with some standard de nitions.
Let X 2 IR nn .
We let (X) denote the spectral radius, mult (X) denote the degree of as a root of the characteristic polynomial, and index (X) denote the degree of as a root of the minimal polynomial. We will write hni = f1; : : : ; ng: X is called: positive (X 0) if X ij > 0; for all i; j 2 hni; semipositive (X > 0) if X i;j 0; for all i; j 2 hni and X 6 = 0; and nonnegative (X 0) if X i;j 0; for all i; j 2 hni.
X is called a Z{matrix if X = I ? P for some 2 IR with P nonnegative.
If in addition,
(P ), then we say X is an M{matrix. Let J; K hni. We will write X J; K] or X JK to represent the submatrix of X whose rows are indexed from J and whose columns are indexed from K.
The set J 0 will be hni n J. We say J is nal if X J; J 0 ] = 0:
Let ? = (V; E) be a (directed) graph, where V is a nite vertex set and E is an edge set. A path from j to k in ? is a sequence of vertices j = r 1 ; r 2 ; :::; r t = k, with (r i ; r i+1 ) 2 E, for i = 1; :::; t?1. A path for which the vertices are pairwise distinct is called a simple path. The empty path will be considered a simple path linking every vertex to itself. If there is a path from j to k, we say that j has access to k. If j has access to k and k has access to j, we say j and k communicate. The communication relation is an equivalence relation, hence we may partition V into equivalence classes, which we will refer to as the classes of ?. We call an edge (j; j) a loop. We say ? is acyclic if the only nonempty paths which begin and end at the same vertex are loops. Let ? 1 = (V 1 ; E 1 ) and ? 2 = (V 2 ; E 2 ) be graphs. If V 1 = V 2 = V , then we de ne the union of the graphs to be ? 1 We de ne the graph of X by G(X) = (V; E), where V = hni and E = f(i; j) j X ij 6 = 0g. We de ne the closure of the graph of X by G(X) = (V; E), where V = hni and E = f(i; j) j i has access to j in G(X)g.
It is well known that the indices of X can be ordered so that X is in block upper triangular Frobenius normal form, with each diagonal block irreducible.
The irreducible blocks of X correspond to the classes of X. If an irreducible block is singular, we call the corresponding class a singular class. Similarly if an irreducible block is nonsingular, we call the corresponding class a nonsingular class. Capital letters will be used to represent classes of the various matrices involved, and small letters will be used when referring to their individual elements.
We de ne the reduced graph of X by R(X) = (V; E) where V = fJ j Jis a class of G(X)g and E = f(J; K) j there exist j 2 J and k 2 K with X jk 6 = 0g.
A class of X is said to be nal if it does not access any other classes in R(X). A vertex J in R(X) is called singular or nonsingular depending on whether the corresponding class is singular or nonsingular. The (singular) length of a simple path in R(X) is the sum of the indexes of zero of the singular vertices lying on it. If there is a path from J to K de ne the (singular) distance, d(J; K)(X), from J to K to be the maximal length of a simple path connecting J and K in R(X). If there is no path from J to K we set d(J; K)(X) = ?1. For j; k 2 hni de ne d j;k (X) = d(J; K)(X) where j 2 J and k 2 K, with J and K classes of X.
We de ne the singular graph of X by S(X) = (V; E) where V = fJ j Jis a singular class of G(X)g and E = f(J; K) j there exist j 2 J and k 2 K such that j has access to k in G(X)g. we show that even with weaker hypothesis and in the general context of the product of two matrices, this access is still preserved.
Let A, B 2 R nn be such that A is an M-matrix, B is nonnegative and class nonsingular for A, and BA is an M-matrix. Lemma 3.3 shows that for any singular class S of A, there exists Q S such that Q is a singular class of BA.
We then show that if j 2 hni has access to the vertices in S in G(A), then j has access to the vertices in Q in G(BA). We do this by using four lemmas to trace out a path in G(BA) corresponding to the path in G(A). Lemma 3.3 and Lemma 3.4 are used to begin the path. Lemma 3.5 shows that either there is an edge to a vertex in R(BA) corresponding to the next nonsingular vertex in R(A), or B has a property which allows us to skip the vertex in R(BA), but does not allow us to break the path. Lemma 3.6 is used to show that a singular vertex cannot be skipped. We begin with Lemma 3.1 in which we establish some properties of the product of a nonsingular matrix with an irreducible M-matrix. These results are needed for Lemma 3.3 and in section 4. Property (iii) appears in Kavanagh 4] . We now prove the four lemmas which we use in proving the main theorem in this section. Since (BA) SS is an irreducible M-matrix it follows that (BA) SS x S = 0 (see 1, Theorem 4.16, p. 156]) and hence P SK = 0. Since S is a class of (BA) KK , it is part of a class J of BA. Since (BA) SS will be a singular principal submatrix of the irreducible M-matrix (BA) JJ , it must be the case that J = S. This establishes part (a). Since P SK = 0, (BA) SK = (B KK A KK ) SK , we see that either there is a t 2 hmi such that (BA) fLt 6 = 0 (thus there is an edge in G(BA) from f to some vertex h t 2 L t ) or for every i 2 hmi, B fLi 0. In the latter case, Lemma 3.6 shows that there is an edge in G(BA) from f to some vertex l 2 K. In the former case, by Lemma 3.4 we can begin from any nal class of (BA) LtLt , to which h t has access, and proceed with the same argument. Eventually we will have found a path in G(BA) from f to some vertex l 2 K. By Lemma 3.3 l has access to k in G(BA). Thus there is a path in G(BA) from j to k, going through f, which establishes the claim.
Notice that if J is singular, then Lemma 3.3 implies that F is singular. Consider any path in R(A) from J to K. By applying the claim to the part of the path from J to the rst singular vertex, and then applying the claim repeatedly to each singular vertex to singular vertex path thereafter, we are guaranteed a path in R(BA) from the vertex containing j, to Q, which has at least as many singular classes as the path in R(A) from J to K. By combining the Rothblum index theorem with Theorem 3.7, we establish a product index theorem. 
SPLITTINGS OF AN M{MATRIX
We begin this section with our main theorem on splittings. This result follows directly from Theorem 3.10, and many of the other theorems in this section follow as corollaries. To get equality to hold in (ii) and (iv), we need to add some further condition. In our corollary we state a general condition which will work, and then remark on the various other known types of splittings which imply this condition. 
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In closing we show that weak graph compatibility and collapsed graph compatibility are indeed di erent, and are di erent from graph compatibility. 
