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Abstrakt
Cílem práce je návrh a implementace dvou nových modulu˚, které rozšírˇí funkcionalitu
systému FOTOMNG. První modul slouží k rekonstrukci objektu zájmu v rˇezech ze sé-
rie snímku˚ pomocí algoritmu inverzní Radonovy transformace. Druhý modul je urcˇen k
3D modelování objemových dat pomocí vybraných vizualizacˇních algoritmu˚. Objemová
data jsou reprezentována v podobeˇ série snímku˚ rˇezu˚ objektu a mohou být vytvorˇena
pomocí algoritmu inverzní Radonovy transformace, který implementuje první modul.
Oba moduly byly otestovány na reálných datech. Soucˇástí implementovaných modulu˚
je programátorská a uživatelská dokumentace. Vytvorˇené moduly jsou implementovány
v programovacím jazyku Java nad platformou NetBeans. Soucˇástí práce je zhodnocení
dosažených výsledku˚.
Klícˇová slova: objemová data, Radonova transformace, 3D modelování, NetBeans, Java,
FOTOMNG, modul
Abstract
The aim of this work is design and implementation of two new modules, which extends
functionality of system FOTOMNG. The first module is intended to reconstruction object
of interest in cuts from series of images by using algorithm of inverse Radon transform.
The second module is intended to 3D modeling of volumetric data by using selected
visualisation algorithms. Volumetric data are represented as series of images contain-
ing cuts of object and can be created by algorithm of inverse Radon transform, which
is implemented by first module. The both modules were tested on real data. As a part
of implemented modules is programming documentation and user documentation. Cre-
ated modules are implemented in Java programming language over NetBeans platform.
Additional part of work is evaluation of reached results.
Keywords: volumetric data, Radon transform, 3D modeling, NetBeans, Java, FOTOMNG,
module
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51 Úvod
Trojrozmeˇrná pocˇítacˇová grafika v soucˇasnosti prˇedstavuje velmi cˇastý zpu˚sob, jak lze
vizualizovat výstup ru˚zných veˇdeckých simulací, technických meˇrˇení cˇi výstup jiných
programu˚ v 3D podobeˇ. Výpocˇetní výkon pocˇítacˇu˚ se neustále zvyšuje a umožnˇuje nám
tak provádeˇt pocˇítacˇovou 3D vizualizaci ve stále detailneˇjší podobeˇ a také nám umožnˇuje
vizualizovat data, která svými vlastnostmi kladou v pru˚beˇhu vizualizace vysoké nároky
na výpocˇetní výkon a dostupnou dynamickou pameˇt’ pocˇítacˇe. Pro modelování 3D ob-
jektu˚ existuje více vizualizacˇních technik, které se od sebe liší na základeˇ pojetí reprezen-
tace teˇles. Nejcˇasteˇji bývají používány metody založené na hranicˇní reprezentaci teˇles,
kde jsou teˇlesa popsána hranami a vrcholy. Ve specializovaných nástrojích pro projekto-
vání je naopak cˇasteˇji používána reprezentace pomocí konstruktivní geometrie pevných
teˇles. Existují však i typy dat, které svými vlastnostmi nejsou snadno geometricky defi-
novatelné a prˇedstavují tak problém pro vizualizaci pomocí uvedených technik. Jedním z
typu˚ takových dat jsou data objemová, která jsou tvorˇena množinou vzorku˚ bodu˚. Obje-
mová data mohou být vytvárˇena, jako výstup ru˚zných simulací, cˇasteˇji se však s nimi mu˚-
žeme setkat, jako s výstupem pocˇítacˇové tomografie v podobeˇ jednotlivých CT snímku˚.
Pro vizualizaci objemových dat je nutné zvolit sofistikovaneˇjší zpu˚sob, jak data popsat
a zobrazit. Pro tyto úcˇely existují vybrané algoritmy, které jsou založeny na fyzikálním
principu pru˚chodu paprsku sveˇtla skrz objemová data a následném vycˇíslení objemo-
vého integrálu, který pru˚chod popisuje. Na základeˇ uvedeného principu jsme schopni
objemová data popsat a dále vizualizovat.
Jak bylo uvedeno výše, cˇastým zdrojem výstupu objemových dat jsou snímky po-
cˇítacˇové tomografie. Zpu˚sob porˇízení snímku˚ pocˇítacˇovým tomografem je založen na
principu Radonovy transformace. Rentgenka tomografu obíhá okolo pacienta po urcˇené
dráze a pod ru˚znými úhly porˇizuje rentgenové snímky. K jednotlivým snímku˚m tak
známe úhly, pod kterými byly porˇízeny. Získané snímky spolu s úhly slouží, jako vstup
pro Radonovu transformaci, která akumuluje soucˇty intenzit jasu˚ podél prˇímek, které
byly pod danými úhly vrhány skrz snímky. Uvedený princip není nijak omezen pouze
na pocˇítacˇovou tomografii a zdravotnictví a lze jej tak aplikovat i pro snímání jiných
objektu˚. Radonova transformace má i svou inverzní variantu, která mu˚že být využita
pro zpeˇtnou rekonstrukci snímku˚ v podobeˇ, jakou nám poskytuje pocˇítacˇový tomograf,
avšak pro libovolný rekonstruovaný objekt. Tímto zpu˚sobem lze vytvárˇet objemová data
pro následnou 3D vizualizaci pomocí vhodných vizualizacˇních algoritmu˚.
Cílem této práce je popis a praktická implementace vybraných vizualizacˇních algo-
ritmu˚ objemových dat v 3D podobeˇ a také algoritmu inverzní Radonovy transformace,
který bude využit k efektivnímu zpu˚sobu, jak získat objemová data vybraného objektu
zájmu. Soucˇástí praktické cˇásti je také implementace vybraných algoritmu˚ zpracování
obrazu, které umožní prˇesneˇjší detekci objektu˚ zájmu. Praktická cˇást práce bude prˇidána
v podobeˇ modulu˚ do fotogrametrického systému FOTOMNG, který tak bude rozšírˇen
o novou funkcionalitu. Noveˇ prˇidaná fukcionalita bude otestována na reálných datech.
Textová cˇást práce je rozdeˇlena do neˇkolika kapitol. V prvních cˇtyrˇech kapitolách jsou
popsány teoretické principy a východiska realizace zadaného problému, která jsou ná-
6sledneˇ použita pro praktickou realizaci modulu vizualizace objemových dat a modulu
inverzní Radonovy transformace. Následující kapitoly popisují samotnou praktickou re-
alizaci modulu˚. Kapitoly obsahují popis technických aspektu˚ realizace modulu˚, spolu
s úryvky zdrojových kódu˚ a obrázky, znázornˇující grafický výstup modulu˚. V prˇedpo-
slední cˇásti je provedeno zhodnocení dosažených výsledku˚ s ohledem na stanovené body
zadání práce. Poslední kapitola obsahuje záveˇr, ve kterém je práce shrnuta, jako celek.
72 Segmentace obrazu
2.1 Úvod
Segmentací obrazu rozumíme operaci, prˇi které se snažíme z obrazové funkce oddeˇlit
objekty zájmu, také oznacˇované jako objekty poprˇedí, od objektu˚ pozadí. Segmentace
obrazu není tvorˇena pouze jednou samostatnou metodou, ale soustavou ru˚zných druhu˚
metod, které slouží ke stejnému úcˇelu a to k extrakci objektu˚ zájmu pomocí odlišných
technik. V zásadeˇ lze rozdeˇlit segmentacˇní metody do dvou základních skupin. První
skupinu tvorˇí metody založené na detekci objektu˚ pomocí detekce jejich hran, druhou
skupinu pak tvorˇí metody založené na detekci celých oblastí. Pro obeˇ uvedené skupiny
jsou veˇnovány následující podkapitoly.
2.2 Detekce hran
Prˇi detekci hran prˇedpokládáme, že každý objekt je tvorˇen souvislou oblastí, která je
ohranicˇena hranou. Hrany pak tvorˇí hranice mezi jednotlivými objekty. Pro detekci hran
existuje více postupu˚. Veˇtšina postupu˚ detekce hran je založena na skutecˇnosti, že v místeˇ
hrany je absolutní hodnota první derivace funkce pru˚beˇhu jasu rovna vysokým hodno-
tám. [4] Souhrnneˇ tyto metody nazýváme gradientními metodami. Ukázka typického
pru˚beˇhu jasu ve smeˇru naprˇícˇ hranou vcˇetneˇ první a druhé derivace mu˚žeme videˇt na
obrázku cˇíslo 1. Hodnoteˇ derivace též rˇíkáme velikost hrany.
Obrázek 1: Pru˚beˇh hrany vcˇetneˇ první a druhé derivace [4]
Pro urcˇení velikosti hrany používáme hranové operátory, které jsou veˇtšinou apliko-
vány na každý bod obrazu. Jako nejjednodušší hranový operátor mu˚žeme použít deri-
vaci jasové funkce ve smeˇru osy x a derivaci ve smeˇru osy y. Pokud bychom však pra-
covali pouze s takto jednoduše definovanými hranovými operátory, dokázali bychom
detekovat jen hrany rovnobeˇžné s osou x nebo osou y. Pro zobecneˇní na hrany libovol-
ného smeˇru je nutné vyšetrˇovat pru˚beˇh jasu ve smeˇru kolmém na smeˇr potenciální hrany.
Smeˇr potenciální hrany není ve veˇtšineˇ prˇípadu˚ znám, ale je znám fakt, že smeˇr hrany
je vždy kolmý ke smeˇru gradientu. [4] To nám umožnˇuje urcˇit smeˇr hrany na základeˇ
8hodnot jasové funkce. Vektor popisující smeˇr kolmý ke smeˇru potenciální hrany odpo-
vídá vztahu n = (cosθ, sinθ) a ζ odpovídá sourˇadnici meˇrˇené v tomto smeˇru. Derivaci ve
smeˇru kolmo k hraneˇ popisuje vztah cˇíslo 1.
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Velikost hrany odpovídá ze vztahu 1 hodnoteˇ |∂f/∂ζ|. Pro stanovení, zda ve vyšetrˇova-
ném bodeˇ je cˇi není hrana je rozhodující smeˇr, v neˇmž je zmeˇna jasu nejveˇtší. V smeˇru s
nejvyšší zmeˇnou jasu se pak nachází gradient obrazové funkce. Smeˇr hrany je kolmý na
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e(x, y) je velikost hrany
φ(x, y) smeˇr gradientu
ψ(x, y) znacˇí smeˇr hrany v bodeˇ (x, y)
fx(x, y) je zkrácený zápis pro ∂f∂x
fy(x, y) je zkrácený zápis pro ∂f∂y
Uvedené vztahy jsou platné pouze pro spojitou obrazovou funkci. V praxi však pra-
cujeme s diskrétními hodnotami. Pro použití uvedených vztahu˚ v diskrétní varianteˇ je
nutné nahradit derivaci pomocí diferencí.[4] Úprava pro diskrétní prˇípad je uvedena v
následujících vztazích:
fx(x, y) = f(x+ 1, y)− f(x, y) (5)
fy(x, y) = f(x, y + 1)− f(x, y) (6)
Po úpravách podle vztahu˚ 5 a 6 lze uvedené vztahy aplikovat na obrazovou funkci v dis-
krétní varianteˇ. Na základeˇ získaní hodnoty e(x, y) je stanoveno, zda daný bod spadá do
oblasti hrany okolo daného objektu. Cˇastým postupem je stanovení pevneˇ dané prahové
hodnoty, se kterou je hodnota e(x, y) porovnána a v prˇípadeˇ, kdy je e(x, y) veˇtší než sta-
novená prahová hodnota, považujeme daný bod za bod hrany. Problematice prahování
je veˇnovaná podkapitola 2.3 na straneˇ 9.
Prˇi detekování hran, jakožto hranic mezi objekty, mu˚žeme narazit na problémy neú-
plné hranice cˇi problém chybneˇ detekovaného bodu, jako bodu hranice. V prˇípadeˇ pro-
blému neúplné hranice mu˚že být obraz upraven pomocí operací matematické morfolo-
gie, která rˇeší problém neúplné hrany pomocí operace dilatace, ale také problém prˇíliš
9široké hrany pomocí operace eroze. Širokou hranou je myšlena hrana, která je složena s
více bodu˚ (pixelu˚). Intuitivneˇ chápeme hranu, jako tenkou linii tvorˇenou pouze jedním
bodem na šírˇku, nicméneˇ prˇi pocˇítacˇovém detekování hrany nejsme schopni zajistit, aby
nebyly detekované hrany tvorˇeny více body na šírˇku. Krom operací matematické mor-
fologie rovneˇž existují složiteˇjší hranové detektory, které se snaží zmíneˇné problémy od-
stranit v pru˚beˇhu detekce. Du˚ležité je také zmínit problém s obrazy obsahujícími znacˇné
množství šumu, kde se prˇítomnost šumu negativneˇ projevuje prˇi detekci hran. Šum prˇed-
stavuje vysokofrekvencˇní hodnoty ve frekvencˇním spektru. Ve stejné oblasti vysokých
hodnot frekvencˇního spektra se rovneˇž nacházejí hodnoty bodu˚ hran. Odstraneˇní šumu
není úplneˇ jednoduchou operací, protože prˇi potlacˇení šumu zárovenˇ dochází ke zhor-
šení detekce hran. Je tedy nutné stanovit vhodnou úrovenˇ potlacˇení šumu tak, aby nedo-
šlo k omezení detekce hran. Pro odstraneˇní šumu se cˇasto používají obrazové filtry, které
jsou aplikovány pomocí operace konvoluce. Cˇasto používaným filtrem k potlacˇení šumu
je Gaussu˚v filtr, který provádí rozmazání obrazu a tím potlacˇuje šum.
Uvedené informace o problematice detekce hran byly cˇerpány ze zdroje [4].
2.3 Prahování
Prahování patrˇí do segmentacˇních metod, které pracují na principu detekce celých ob-
lastí. Prˇedpokladem pro úspeˇšnou detekci oblasti je homogenita detekované oblasti. Ho-
mogenitou rozumíme konstantní rozložení vybrané velicˇiny, která rovnomeˇrneˇ pokrývá
oblast. Mezi takové velicˇiny, které cˇasto bývají konstantneˇ rozloženy v detekované ob-
lasti, patrˇí hodnota jasu, barvy cˇi výplnˇ texturou. Pokud bychom tuto metodu segmen-
tace prˇímo porovnávali, jako rovnocennou metodu k metodám detekce hran, nebylo by
toto porovnání prˇíliš správné. Jak bylo v prˇedchozím textu uvedeno, metody detekce
hran jsou velmi citlivé na prˇítomnost šumu v obrazu. Pro velmi nekvalitní obrazy obsa-
hující velké množství šumu, je lepším rˇešením detekce oblastí pomocí metody prahování.
V teˇchto obrazech je vyšší pravdeˇpodobnost, že narazíme na homogenitu oblastí, která
umožní jejich detekci. Naopak u obrazu˚ s nízkou úrovní šumu mohou metody založené
na detekci hran podávat lepší výsledky.
Metoda prahování patrˇí k nejjednodušším metodám, které lze použít pro detekci ce-
lých oblastí a soucˇasneˇ která za vhodných podmínek poskytuje dobré výsledky. Prˇes-
neˇjším oznacˇením je název binární prahování obrazu. Název binární je zde z du˚vodu
skutecˇnosti, že vstupní obraz, ve kterém dochází k detekci oblastí, je po aplikování me-
tody prahování prˇeveden na binární výstupní obraz. Binární obraz obsahuje hodnoty
logická 1 v bodech, kde se nachází detekovaná oblast a hodnotu logická 0 v bodech ostat-
ních. Detekce oblasti probíhá za prˇedpokladu konzistentních hodnot jasu˚ (cˇi jiné velicˇiny)
jednotlivých bodu˚ oblasti. Nejcˇasteˇji porovnávanou hodnotou, podle které dochází k od-
deˇlení oblasti od pozadí, je jasová hodnota. Za bod oblasti považujeme bod, jehož jasová
hodnota spadá do urcˇeného intervalu < a, b >. V praktických aplikacích je cˇasto postu-
pováno tak, že je stanovena jedna prahová hodnota t, podle které dochází k rozhodnutí,
kam daný bod zarˇadit. Princip je založen na porovnání aktuálneˇ zpracovávané hodnoty
bodu s touto prahovou hodnotou t a pokud je úrovenˇ jasu zpracovávaného bodu vyšší
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nebo rovna hodnoteˇ prahu, je bod považován za bod oblasti, pokud je naopak nižší, je
bod považován za bod pozadí. Celý princip je popsán následujícím vztahem:
g(x, y) =

1, f(x, y) ≥ t
0, f(x, y) < t
(7)
Kde:
g(x, y) je hodnota bodu binárního obrazu v sourˇadicích x a y
f(x, y) je hodnota bodu pu˚vodního obrazu v sourˇadicích x a y
t je prahová hodnota
Obecným problémem je stanovení vhodné hodnoty t, prˇi které dochází ke správné de-
tekci oblastí a pozadí. Hodnotu lze stanovit experimentálneˇ zkoušením nebo na základeˇ
uživatelských zkušeností s daným typem obrazu˚. Pokud nejsme schopni urcˇit vhodnou
hodnotu prahu t, lze využít obecného doporucˇení, kdy v prˇípadeˇ obrazu˚ s bimodál-
ním histogramem rozdeˇlení jasu˚ volíme minimální hodnotu ležící mezi obeˇma vrcholy.
Ukázku takového bimodálního histogramu lze videˇt na obrázku cˇíslo 2.
Obrázek 2: Ukázka bimodálního histogramu [4]
Bimodální rozdeˇlení vzniká za prˇedpokladu, kdy v obrazu existují dva druhy pixelu˚
(bodu˚), které mají cˇetné zastoupení. Díky cˇetnosti zastoupení vznikají dva vrcholy, mezi
kterými poté leží minimum. Pokud se zameˇrˇíme na konkrétní popis obrazu, pak body
oblasti zabírají vybranou cˇást obrazu a body pozadí zabírají zbylou cˇást obrazu. Cˇasto
se mu˚žeme setkat s obrazy, které bimodální rozdeˇlení jasu˚ nemají. Mezi takové obrazy
patrˇí obrazy s nerovnomeˇrným rozdeˇlením jasu. V takových prˇípadech je nutné prˇejít k
metodeˇ prahování s promeˇnlivou hodnotou prahu. Prahování poté probíhá s dynamicky
se meˇnící hodnotou prahu podle cˇásti obrazu, ve které prahování aktuálneˇ probíhá. Prˇi
praktické realizaci prahování s promeˇnlivou hodnotou prahu rozdeˇlíme obraz na neˇko-
lik cˇástí a poté v každé cˇásti provádíme lokální prahování. Hodnotu prahu t v aktuálneˇ
zpracovávané oblasti mu˚žeme stanovit na základeˇ bimodálního histogramu rozložení ja-
sových hodnot pro daný blok anebo v prˇípadeˇ absence bimodálního histogramu zvolíme
hodnotu prahu t, jako pru˚meˇr prahových hodnot sousedních bloku˚.[4]
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2.3.1 Ostatní metody detekce celých oblastí
Kromeˇ metody prahování existují i jiné metody, které slouží k detekci celých oblastí. Mezi
tyto metody patrˇí:
• Metoda spojování oblastí
• Metoda deˇlení oblastí
Uvedené metody nejsou vhodné pro zamýšlenou aplikaci, a proto zde nejsou dále po-
drobneˇji rozepsány.
2.4 Matematická morfologie
Matematickou morfologii rˇadíme do zvláštní skupiny metod, které jsou urcˇeny pouze
pro práci s binárními obrazy. Operace, které tyto metody provádeˇjí, jsou urcˇeny pouze
pro dvouhodnotové (binární) obrazy a nelze je aplikovat na jiné typy obrazu˚. Binární
obraz bývá cˇasto výstupem segmentacˇních metod, nejcˇasteˇji je produkován segmentacˇní
metodou binárního prahování. Základní myšlenkou matematické morfologie je apliko-
vání prˇedem známé binární masky na vstupní binární obraz a následné provedení modi-
fikace obrazu podle zvolené operace. Matematickou morfologii tvorˇí dveˇ základní ope-
race, které mohou být aplikovány v ru˚zném porˇadí, prˇípadneˇ mohou být kombinovány.
Základními operacemi matematické morfologie jsou:
• Dilatace - znacˇíme D
• Eroze - znacˇíme E
Uvedené operace jsou definovány následovneˇ:
E = B ⊗ S = {x, y|Sx,y ⊆ B}
D = B ⊕ S = {x, y|Sx,y ∩B ̸= ∅}
(8)
Kde:
B oznacˇuje vstupní binární obraz
S oznacˇuje binární masku
Sx,y oznacˇuje bod masky o sourˇadnicích [x, y]
Z matematické formulace vidíme, že v prˇípadeˇ operace eroze je bod výstupního obrazu
oznacˇen za binární jedna tehdy, když jsou všechny body binární masky podmnožinou
vstupního binárního obrazu. Obecneˇji formulováno, v prˇípadeˇ, kdy jsou všechny body
masky obsahující hodnotu binární jedna na pozicích vstupního obrazu, které rovneˇž ob-
sahují hodnoty binární jedna, je výsledkem operace binární jedna ve výstupním obrazu.
V ostatních prˇípadech je výstupem binární 0. Pro operaci dilatace platí, že bod výstup-
ního obrazu je oznacˇen jako binární jedna, pokud je pru˚nik hodnot mezi binární maskou
a vstupním obrazem neprázdný. Z této definice vyplývá, že stacˇí pouze jeden bod, který
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nese v binární masce hodnotu jedna a soucˇasneˇ na stejné pozici ve vstupním obraze také
hodnotu jedna, pak je výsledkem operace jedna. Na základeˇ definice operace eroze vi-
díme, že tato operace slouží k ztencˇování hrubých objektu˚, prˇípadneˇ k eliminaci tenkých
objektu˚. Operace dilatace naopak tenké objekty rozširˇuje a slouží k propojení prˇeruše-
ných hran objektu˚.[4]
2.4.1 Varianty použití
Uvedené operace matematické morfologie lze ru˚zneˇ kombinovat. Lze použít neˇkolik
operací dilatace za sebou a poté provést stejný pocˇet operací eroze. Porˇadí, kombinace
a pocˇet aplikování není nijak omezen, záleží na daném typu rˇešeného problému. Mezi
cˇasté operace matematické morfologie, které jsou složeny z operací eroze a dilatace patrˇí
operace uzáveˇru a operace otevrˇení. Operace otevrˇení je definována, jako provedení ope-
race eroze následované operací dilatace. Uzavrˇení je definováno opacˇným postupem, kdy
je na vstupní binární obraz aplikována jako první operace dilatace a následneˇ operace
eroze. Operace otevrˇení je vhodná pro odstraneˇní malých objektu˚ v obraze a rozdeˇlení
velkých objektu˚ v místech, kde mají prˇerušenou hranu. Operace uzavrˇení naopak slouží




Radonovou transformací rozumíme matematickou transformaci, která je postavena na
integrální transformaci. Hlavní princip transformace spocˇívá v integraci funkce prˇes prˇímky.
Transformace byla formulována rakouským matematikem Johannem Karl Gustav Rado-
nem v roce 1917, který rovneˇž formuloval její inverzní variantu. V soucˇasnosti je Rado-
nova transformace (a její inverzní varianta) využívána v pocˇítacˇové tomografii (CT) k
rekonstrukci snímaných objektu˚.[1]
3.2 Matematická formulace
Z prˇedchozího textu vyplývá, že se jedná o matematickou transformaci postavenou na
integraci funkce prˇes prˇímky. Pro vyjádrˇení transformace ve spojitém tvaru existuje více







f(x, y)δ(xcosθ + ysinθ − t) dxdy (9)
Kde:
θ je úhel, který svírá normála parametrické prˇímky s osou x v intervalu [ 0, π)
t je vzdálenost parametrické prˇímky od pocˇátku
δ je Dirakova delta funkce
Pokud se na tuto matematickou formulaci podíváme z pohledu pocˇítacˇové tomografie
(CT), mu˚žeme parametry oznacˇit jako:
θ je úhel natocˇení rentgenky
t je pozice rentgenky
f(x, y) je zobrazovaná scéna
Výstupem transformace je matice obsahující soucˇty intenzit podél všech prˇímek vede-
ných obrazem pod všemi úhly podle θ. Výslednou matici lze vhodneˇ vizualizovat v po-
dobeˇ sinogramu. Název sinogram je odvozen podle vlastnosti Radonovy transformace,
kdy prˇi provedení transformace nad Dirakovou delta funkcí vzniká sinusoida. Ukázku
sinogramu mu˚žeme videˇt na obrázku 3.[1, 3]
3.3 Filtrovaná zpeˇtná projekce
Pro výpocˇet inverzní Radonovy transformace v 2D prostoru existuje algoritmus, který
nazýváme filtrovaná zpeˇtná projekce. Tento algoritmus používá prosté myšlenky zpeˇtné
projekce. Pru˚beˇh zpeˇtné projekce je takový, že algoritmus vyplnˇuje celý prostor (rovinu)
jednotlivými projekcemi obrazu˚ pod úhlem, pod kterým vznikly. Tento postup provede
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Obrázek 3: Ukázka sinogramu
pro všechny úhly a výsledné intenzity všech projekcí secˇte. Vzniká tak rekonstrukce Dira-




fˆ(xcosθ + ysinθ, θ) dθ (10)
V matematické formulaci cˇíslo 10 mu˚žeme videˇt, že výstupem není pu˚vodní funkce
f(x, y), jak by mohlo být ocˇekáváno, ale p(x, y). Je to z toho du˚vodu, že zrekonstruo-
vaný obraz není ve skutecˇnosti shodný s obrazem pu˚vodním. Prˇi malém pocˇtu zpeˇtných
projekcí vzniká okolo rekonstruovaného objektu hveˇzdicový artefakt, který se ztrácí s na-
ru˚stajícím pocˇtem projekcí. K potlacˇení vzniku artefaktu je tedy nutné provést velký po-
cˇet projekcí. Další možností potlacˇení prˇítomnosti artefaktu je provedení vhodné filtrace
pomocí ramp-filtru˚. Prˇi použití ramp-filtru˚ se stává zpeˇtná projekce filtrovanou, odtud
tedy vzniká její název samotný. Filtrace se aplikuje ješteˇ prˇed samotným provedením
projekce. Je však nutné poznamenat, že aplikace filtrací pomocí ramp-filtru˚ na jednot-
livé projekce vyžaduje vysoký výpocˇetní výkon a znacˇneˇ tak zpomaluje celkovou zpeˇt-
nou rekonstrukci rekonstruovaného objektu. Ramp-filtry jsou obecneˇ filtry horní pro-
pusti (high-pass), odstranˇují tedy hodnoty nízkých frekvencí. Negativním jevem teˇchto
filtru˚ je zesílení šumu v obrazu, který se nachází ve vysokých frekvencích. Pro odstra-
neˇní (rozmazání) zmíneˇného šumu je nutné aplikovat další filtrace pomocí uživatelsky
definovaných filtru˚ dolní propusti (low-pass). Výsledný filtr, který bude aplikován na
projekci, vznikne konvolucí ramp-filtru a uživatelského filtru nebo jejich vynásobením
ve frekvencˇní oblasti. Uživatelský filtr by meˇl být volen s ohledem na úrovenˇ rozmazání.
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V prˇípadeˇ vysoké úrovneˇ rozmazání dochází ke ztráteˇ ostrosti hran celého rekonstruo-
vaného objektu.[2]
3.4 Praktické využití
3.4.1 Pocˇítacˇová tomografie (CT)
Inverzní Radonova transformace, je intenzivneˇ využívána ve zdravotnictví, prˇedevším
v pocˇítacˇové tomografii (CT) k porˇizování snímku˚ pru˚rˇezu vybrané cˇásti lidského teˇla.
Pocˇítacˇová tomografie využívá rentgenového zárˇení, které umožnˇuje porˇízení hloubko-
vých snímku˚ celé skenované cˇásti lidského teˇla, na základeˇ vystavení teˇla radioaktivnímu
zárˇení. Jednotlivé vrstvy snímané cˇásti lidského teˇla mají rozdílnou úrovenˇ pohlcení ra-
dioaktivních paprsku˚, což se na výsledném snímku rekonstruovaného objektu projeví
odlišnou úrovní jasu jednotlivých vrstev. Principu rekonstrukce snímaného objektu lze
využít i mimo oblast oboru pocˇítacˇové tomografie (CT) a zdravotnictví. Pokud vhodneˇ
upravíme podmínky porˇizování snímku˚, to znamená, nahradíme rentgenový zárˇicˇ (rent-
genku) za fotoaparát cˇi jiné obdobné zarˇízení k porˇizování snímku˚, mu˚žeme provést sní-
maní a následnou rekonstrukci libovolného objektu, za podmínky dodržení základních
pravidel vzdálenosti snímacího zarˇízení od snímaného objektu, jako je tomu v prˇípadeˇ
pocˇítacˇové tomografie (CT) ve zdravotnictví. V souvislosti s nahrazením rentgenového
zárˇicˇe za jiný druh snímacího zarˇízení s absencí radioaktivního zárˇení, ztrácíme schop-
nost rekonstrukce vnitrˇní struktury snímaného objektu. V prˇípadeˇ rekonstrukce objektu˚
nevyžadujících znalost vnitrˇní struktury není toto omezení zásadní prˇekážkou.
3.4.2 Spolupráce s Fakultou stavební VŠB-TU Ostrava
Na základeˇ výše uvedené skutecˇnosti možnosti rekonstrukce libovolného objektu zájmu
i mimo oblast zdravotnictví, vznikla myšlenka spolupráce s Fakultou stavební VŠB-TU
Ostrava, k jejímu využití k rekonstrukci vybraného stavebního objektu. Následneˇ po re-
konstrukci provést meˇrˇení a vyhodnocení vlastností rekonstruovaného objektu a porov-
nat výsledky meˇrˇení s výsledky meˇrˇení poskytnutými Fakultou stavební VŠB-TU Ost-
rava.
Jako objekty urcˇené k rekonstrukci a meˇrˇení bylo vybráno neˇkolik sloupu˚ elektric-
kého napeˇtí, které svými vlastnostmi náklonu a polohy umísteˇní poskytují vhodná data
k prˇemeˇrˇení a k následnému porovnání nameˇrˇených hodnot. Snímky sloupu˚ byly po-
rˇízeny Fakultou stavební VŠB-TU Ostrava a soucˇasneˇ prˇemeˇrˇeny pomocí standardních
geodetických postupu˚ používaných v praxi. Prˇi tvorbeˇ snímku˚ byla dodržena konstantní
vzdálenost snímacího zarˇízení od snímaného objektu. Pro každý sloup bylo dodáno cel-
kem 8 snímku˚, kde jednotlivé snímky byly porˇízeny pod odlišnými úhly (analogicky
k pohybu rentgenky). Každý sloup byl snímán od pocˇátecˇního úhlu 0 stupnˇu˚ až po ko-
necˇný úhel 360 stupnˇu˚ s krokem 45 stupnˇu˚. Ze všech sloupu˚ byl vybrán sloup s nejveˇtším
náklonem a tento sloup byl dále podroben rekonstrukci a meˇrˇení s využitím inverzní Ra-





Pro práci s objemovým typem dat je nutné mít alesponˇ základní znalost teoretických po-
znatku˚, které umožní lepší pochopení dané problematiky a taktéž umožní lépe pochopit
techniky jejich vizualizace. Následující kapitola si klade za cíl popsat základní teoretické
principy práce s objemovými daty a jejich modelováním. V kapitole budou podrobneˇji
vysveˇtleny charakteristické zpu˚soby reprezentace objemových dat, techniky prˇístupu prˇi
jejich vizualizaci a taktéž problémy, které se prˇi práci s tímto typem dat vyskytují. Rovneˇž
bude v kapitole popsán základní matematický model, na kterém je práce s objemovými
daty založena.
4.2 Obecný popis
Základní myšlenkou objemového grafiky je reprezentace objemových dat v podobeˇ 3D
modelu. Neliší se tedy od klasické 3D pocˇítacˇové grafiky, která produkuje taktéž 3D mo-
dely na základeˇ znalostí vektoru˚ bodu˚ v definovaném 3D prostoru. Objemová data jsou
reprezentována v 3D skalárním (obecneˇ cˇíselném) prostoru. Pu˚vod objemových dat je
cˇasto tvorˇen výstupem simulací a meˇrˇení, které vznikají na ru˚zných specializovaných
veˇdeckých cˇi odborných pracovištích. Data mohou mít ru˚zné reprezentace uložení, což
ovlivnˇuje zpu˚sob chápání jejich vizualizace. Základní princip vizualizace je založen na
pru˚chodu sveˇtelného paprsku objemem a jeho vyjádrˇením pomocí cˇíselné (skalární) hod-
noty. Prˇi pru˚chodu paprsku objemem (obecneˇ 3D skalárním prostorem tvorˇícím pro-
strˇedí) jsou sledovány interakce paprsku s prostrˇedím, kde mu˚že být paprsek prostrˇedím
pohlcován nebo naopak mu˚že být prostrˇedí dalším zdrojem zárˇení a paprsek tak zesilo-
vat. Po pru˚chodu paprsku prostrˇedím získáváme cˇíselnou hodnotu, která popisuje výsle-
dek interakce paprsku s prostrˇedím. To, jak paprsek reaguje s daným prostrˇedím, je dáno
fyzikálním popisem prostrˇedí. Pokud známe fyzikální popis prostrˇedí, naprˇíklad hus-
totu prostrˇedí, mu˚žeme prˇizpu˚sobit interakci paprsku podle fyzikálního chování. Zde
mu˚žeme videˇt první potenciální problém, kdy vyhodnocování interakce každého bodu
objemu je výpocˇetneˇ nárocˇná úloha, která potrˇebuje dostatecˇný výpocˇetní výkon ke sní-
žení cˇasové nárocˇnosti výpocˇtu. Existují však výpocˇetní techniky, které se snaží tento
problém rˇešit snížením režie výpocˇtu˚ prˇi vizualizaci. Na základeˇ znalosti získané cˇíselné
hodnoty interakce paprsku s prostrˇedím provádíme klasifikaci této hodnoty. Klasifikací
objemových dat rozumíme popsání bodu˚ objemu tak, abychom dokázali ve výsledném




V prˇedchozí cˇásti veˇnované obecnému popisu modelování objemových dat byl popsán
princip šírˇení sveˇtelného paprsku objemem. Paprsek do objemu vstupuje v urcˇitém bodeˇ,
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prochází objemem a poté vystupuje v koncovém bodeˇ. Po výstupu paprsku známe hod-
notu popisující interakci paprsku s prostrˇedím v daném bodeˇ. Prˇesným oznacˇením této
hodnoty je intenzita nebo též radiance ve výstupním bodeˇ. Dále je pak tato hodnota po-
užívána prˇi klasifikaci, jak bylo uvedeno výše. Intenzita ve vstupním bodeˇ je popsána
pomocí integrálu objemového vykreslování, který je uveden ve vztahu 11:
I(s) = I(s0)e
−  ss0 κ(t) dt +
 s
s0
q(s)e−  ss˜ κ(t) dt ds (11)
Uvedený vztah je složen z neˇkolika cˇástí. Pro lepší pochopení je vhodné tento vztah
rozdeˇlit na menší cˇásti a dále je popsat samostatneˇ. Integrál objemového vykreslování
je složen z následujících cˇástí:
• I(s) = I(s0)
I(s0) popisuje pocˇátecˇní intenzitu (radianci) paprsku, ve vstupním bodem s0. Bod
s0 je pocˇátecˇním bodem, kterým vstupuje paprsek do objemu. V pocˇátecˇním bodeˇ
nedochází k útlumu intenzity, znamená to tedy, že v bodeˇ s0 je intenzita (radiance)
rovna intenziteˇ (radianci), se kterou paprsek vstupuje do objemu.
• I(s) = I(s0) e−τ(s0,s)




Postupným procházením paprsku skrze objem dochází k útlumu radiance. Paprsek
je postupneˇ prˇi své cesteˇ pohlcován objemem. τ oznacˇuje optickou hloubku mezi
dveˇma body. κ pak oznacˇuje absorpci sveˇtelného paprsku prˇi postupu objemem.
Paprsek objemem postupuje tak dlouho, dokud není úplneˇ pohlcen.
V této cˇásti koncˇí první polovina celkového vztahu 11. Jelikož existuje možnost,
že jednotlivé body objemu mohou prˇispívat svým sveˇtelným zárˇením k prostupují-
címu paprsku, je nutné definovat druhou polovinu výrazu, která tento jev popisuje.
• I(s) = I(s0)e−τ(s0,s)+ q(s)
q(s) popisuje emisi v bodeˇ s. Emisí rozumíme sloucˇení aktuální energie sveˇtelného
paprsku s energií, kterou vyzarˇuje bod s. Sloucˇením teˇchto energií dochází k zvý-
šení radiance paprsku.
• I(s) = I(s0)e−τ(s0,s) + q(s) e−τ(s˜,s)
e−τ(s˜,s) má stejný význam, jako tomu bylo v první polovineˇ výrazu. Radiance pa-
prsku po emisi je znovu pohlcována objemem. Paprsek pokracˇuje z bodu s˜, kde
došlo k emisi a tím i navýšení radiance paprsku, dále objemem, kde je dále pohlco-
ván až do koncového bodu s, kterým cesta paprsku koncˇí.
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Protože se druhá polovina výrazu mu˚že opakovat pro více bodu˚, nikoliv jen pro
jeden prˇípad, je nutné provést integraci prˇes všechny body, které se úcˇastní emise.
Po provedení integrace získáváme celkový prˇíspeˇvek všech bodu˚, které se podíleli
na zmeˇnách intenzity (radiance) paprsku prˇi pru˚chodu objemem.
4.3.2 Diskrétní interpretace
V praktické realizaci je pru˚chod paprsku objemem realizován, jako iterativní proces. Je
tedy nutné upravit pu˚vodní integrál objemového vykreslování do formy, která je prˇi
praktické realizaci použitelná. Tento úkol je rˇešen pomocí Riemannova integrálu. Hlavní
myšlenkou Reimannova integrálu je rozdeˇlení meˇrˇeného prostoru na cˇásti, které jsme
schopni matematicky vycˇíslit pomocí známých vzorcu˚. Pokud se nyní omezíme pouze
na 2D prostor, tak pro výpocˇet obsahu plochy pod grafem rozdeˇlíme prostor na obdél-
níky, jejichž obsah jsme schopni snadno vycˇíslit. Rozdeˇlení je provádeˇno jak pro dolní,
tak i pro horní odhad. Tím získáváme zpu˚sob, jak získat obsah plochy složitých objektu˚,
pro které neznáme vzorce pro prˇímý výpocˇet. Ukázku rozdeˇlení plochy pod grafem na
obdélníky pro horní odhad lze videˇt na obrázku cˇíslo 4. Pro dolní odhad je zpu˚sob roz-
deˇlení plochy analogický k hornímu odhadu, avšak rozdíl spocˇívá v rozdeˇlení plochy
pouze na obdélníky, které neprˇesahují krˇivku grafu.
Obrázek 4: Horní odhad soucˇtu obdélníku˚
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I(D) oznacˇuje intenzitu v koncovém bodeˇ D
Tj oznacˇuje pru˚hlednost v j-tém intervalu
ci oznacˇuje intenzitu (radianci) v i-tém intervalu
Ve vztahu cˇíslo 12 bylo zavedeno nové oznacˇení jednotlivých promeˇnných, které je
nutné vysveˇtlit. Promeˇnná T obecneˇ odpovídá vztahu Tj = T (sj−1, sj) = e−τ(sj−1,sj),
který popisuje pru˚hlednost daného média v intervalu definovaném pocˇátecˇním bodem
sj−1 a koncovým sj . Promeˇnná ci pak znacˇí intenzitu (radianci) v i-tém intervalu, který
je dán body si−1 a si a odpovídá tak druhé polovineˇ výrazu cˇíslo 11 v podobeˇ ci = si
si−1 q(s)T (s, si) ds. Prˇejmenování na písmeno c znacˇí, že radianci od ted’ chápeme, jako
barevný prˇíspeˇvek v daném intervalu.
4.3.3 Kompozice
Algoritmy spadající do kategorie prˇímého zobrazování objemu, kterým bude pozdeˇji
veˇnovaná samostatná cˇást textu, využívají diskrétní reprezentaci, která byla uvedena v
prˇedchozím cˇásti textu. Jak již také bylo uvedeno, v diskrétním prˇípadeˇ zobrazování ob-
jemových dat se jedná o iterativní proces, což nakonec potvrzuje i aproximovaný vzorec
pru˚chodu objemem. Kompozice je jednou z nedílných cˇástí algoritmu˚ prˇímého zobra-
zování objemu, jejímž úcˇelem je sloucˇení všech vzorku˚, prˇes které došlo k pru˚chodu
paprskem a vytvorˇení tak jednotného prˇíspeˇvku teˇchto vzorku˚ k finální hodnoteˇ da-
ného bodu výsledného obrazu. Kompozice tedy spojuje aktuálneˇ zpracovávaný vzorek
se vzorky prˇedešlými a vytvárˇí novou hodnotu na základeˇ alfa kompozice, která zohled-
nˇuje prˇíspeˇvek pru˚hlednosti aktuálního vzorku k naakumulované hodnoteˇ vzorku˚ prˇe-
dešlých. Barva a pru˚hlednost jsou postupneˇ meˇneˇny až do finální podoby, kdy paprsek
koncˇí cestu objemem. Pro celý popsaný princip slouží jednoduché kompozicˇní schéma,
které ješteˇ zjednodušuje diskrétní interpretaci a prˇibližuje ji tak více k pocˇítacˇovému zpra-
cování. Standardní kompozicˇní schéma prˇi pru˚chodu zezadu-doprˇedu (back-to-front)
odpovídá následujícímu vztahu:
Cacc = Cact + (1− αact)Cacc (13)
Kde:
Cacc znacˇí dosud naakumulovanou hodnotu barvy
Cact znacˇí barevný prˇíspeˇvek aktuálneˇ zpracovávaného vzorku
αact znacˇí aktuální prˇíspeˇvek pru˚hlednosti zpracovávaného vzorku
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Méneˇ cˇastou variantou je pru˚chod zeprˇedu-dozadu (front-to-back), který má násle-
dující kompozicˇní schéma:
Cacc = (1− αacc)Cact + Cacc
αacc = (1− αacc)αact + αacc
(14)
Kde:
Cacc, Cact a αact mají stejný význam, jako ve vztahu cˇíslo 13
αacc znacˇí dosud naakumulovanou hodnotu pru˚hlednosti (alfa kanálu)
Informace k popisu matematického modelu ve spojité a diskrétní varianteˇ vcˇetneˇ vy-
sveˇtlení principu kompozice byly cˇerpány ze zdroju˚ [5, 6, 7].
4.4 Formáty 3D dat
V úvodu byla uvedena zmínka o tom, že objemová data mají ru˚zné reprezentace uložení.
Du˚vodem existence ru˚zných reprezentací uložení je zefektivneˇní práce s objemovými
daty a taktéž snížení pameˇt’ové nárocˇnosti u vybraných druhu˚ reprezentací s využitím
kompresních algoritmu˚. Pocˇátecˇní reprezentaci dat nejsme cˇasto schopni ovlivnit, pro-
tože objemová data jsou cˇasto tvorˇena výstupem technických meˇrˇení, medicínským vý-
stupem cˇi výstupem ru˚zných druhu˚ simulací na odborných pracovištích. Základním po-
hledem na reprezentaci objemových dat, je pohled na jednotlivé vrstvy, které nazýváme
mrˇížky, konkrétneˇ na formát organizace uložení jednotlivých bodu˚ v mrˇížce.[10]








Pro lepší prˇedstavu, jak vypadají reprezentace uložení bodu˚ na jednotlivých mrˇížkách
tvorˇících objemové struktury, je vhodné se podívat na obrázek cˇíslo 5.
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Obrázek 5: Reprezentace uložení dat v mrˇížce
Nejcˇasteˇji se setkáváme s daty uloženými v pravidelných mrˇížkách a to prˇevážneˇ z
du˚vodu snadného zpracování pomocí pocˇítacˇe. Jednotlivé body v každé mrˇížce uklá-
dáme do datové struktury více rozmeˇrného pole. V prˇípadeˇ objemových dat se nejcˇasteˇji
setkáváme s poli trˇetí dimenze. Neznamená to však, že jsme omezeni nejvýše trˇetí di-
menzí. Data mohou být obecneˇ více dimenzionální, což také není problém v prˇípadeˇ
realizace datových struktur. Objemová data se vyznacˇují svou datovou nárocˇností, která
se projevuje prˇi pocˇítacˇovém zpracování. Ve veˇtšineˇ zobrazovacích algoritmu˚ dochází k
nahrání celé datové struktury nesoucí všechna objemová data do pameˇti pocˇítacˇe. Na
pocˇítacˇe urcˇené k vizualizaci objemových dat jsou tak kladeny vyšší výpocˇetní nároky. S
objemovými daty lze pracovat i pomocí jiných datových struktur, než jen pomocí více di-
menzionálního pole. Mezi tyto datové struktury patrˇí varianty K-D stromu˚, nejcˇasteˇji pak
v prˇípadeˇ 3D dat oktalové stromy (octrees). K-D strom deˇlí rekurzivneˇ prostor dimenze D
na K cˇástí, prˇicˇemž s rostoucí dimenzí dochází k exponenciálnímu ru˚stu stupneˇ uzlu.[8]
Z popisu K-D stromu lze videˇt nevýhodu v podobeˇ rychlého ru˚stu pameˇti s rychlým
ru˚stem stromu. Další nevýhoda je jev zvaný prokletí dimenzionality.[8] Tento jev se pro-
jevuje u velkých dimenzí, kde dochází k hromadeˇní objemu na okrajích prostoru, zbytek
prostoru tak zu˚stává nevyužit. Všechny body objemu v prostoru jsou od sebe vzdáleny
ve stejné vzdálenosti.
Strukturovaná objemová data ukládáme, jako 3D pole skalárních hodnot s definova-
nou mrˇížkou rozdeˇlení. Osm sousedních hodnot pak tvorˇí základní objemový element
voxel. Voxel si mu˚žeme prˇedstavit, jako malou krychli tvorˇící jeden bod celkového pro-
storu objemu. Existují i mírneˇ odlišné interpretace voxelu, které berou jako voxely body
v pru˚secˇících mrˇížky, avšak práce se samostatnými voxely se v principu nemeˇní. Voxely
tedy tvorˇí v pocˇítacˇovém podání 3D datovou strukturu reprezentující objem, která je dále
iterativneˇ procházena pomocí vizualizacˇních algoritmu˚. Zde je du˚ležité uvést podstatný
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fakt, že s takto reprezentovanými objemovými daty ve formeˇ voxelu˚ pracujeme s dis-
krétním vzorkem dat, naproti tomu pu˚vodní integrál objemového vykreslování pocˇítá
s funkcí spojitou. Prˇi pru˚chodu voxely využívají vizualizacˇní algoritmy vyšší frekvenci
vzorkování spolu s interpolací, která definuje odpovídající bod pro dané sourˇadnice v ob-
jemu. Nepoužitím zvýšené frekvence vzorkování spolu s interpolací dochází ke vzniku
artefaktu˚ v rekonstruovaném obrazu. Problému˚m provázející rekonstrukci objemových
dat bude veˇnována následující cˇást textu.
4.5 Problémy rekonstrukce objemových dat
Acˇkoliv reprezentace uložení objemových dat v pocˇítacˇovém podání neprˇedstavuje zá-
sadní prˇekážku, jedná se pouze o pocˇátecˇní cˇást celkového procesu vizualizace. Beˇhem
procesu vizualizace se mu˚žeme setkat s problémy, které neprˇízniveˇ ovlivnˇují kvalitu vý-
sledného modelu a jejichž korˇeny zacˇínají již od reprezentace dat v datových strukturách
v pocˇítacˇi. V prˇedchozí cˇásti textu bylo uvedeno, že objemová data v pocˇítacˇi prˇedsta-
vují diskrétní vzorek dat. Zde narážíme na první problém, kdy nikdy nemáme k dispo-
zici kompletní soubor hodnot. Takto reprezentovaná data neobsahují nekonecˇný soubor
hodnot, který je nutný pro spojitou reprezentaci, ale jen diskrétní vzorek v urcˇitých in-
tervalech. Úkolem vizualizacˇních algoritmu˚ je sestavení pu˚vodní spojité funkce, která
prˇedstavuje rekonstruovaný objem. Du˚sledkem práce s diskrétním vzorkem hodnot je
stanovení ideálního pocˇtu vzorku˚, které vedou ke kompletní rekonstrukci pu˚vodního
spojitého signálu. Tento pocˇet lze stanovit na základeˇ Shannonova teorému, který rˇíká,
že k rekonstrukci pu˚vodního spojitého signálu potrˇebujeme vzorkovat s nejméneˇ dvoj-
násobnou frekvencí, než je nejvyšší frekvence vyskytující se v signálu. [9] Znamená to
tedy, že je nutné provést vzorkování s vyšší frekvencí (oversampling), neˇž kolik máme
diskrétních vzorku˚ k dispozici. V praxi veˇtšinou informaci o nejvyšší frekvenci v objemo-
vých datech nemáme k dispozici a musíme tedy urcˇit ideální hodnotu vzorkování jiným
zpu˚sobem. Mezi možné zpu˚soby patrˇí experimentální urcˇení frekvence pomocí rucˇního
zkoušení, cˇasteˇji se pak volí metoda adaptivního vzorkování. Adaptivní vzorkování rea-
guje na velikosti mrˇížky a pocˇet diskrétních vzorku˚ a upravuje na základeˇ teˇchto infor-
mací vzorkovací frekvenci. Du˚sledkem špatneˇ zvolené frekvence vzorkování dochází k
jevu známému jako aliasing. Rekonstruovaný spojitý signál je zkonstruován chybneˇ a
obsahuje tak nežádoucí obrazové artefakty. Ukázku aliasingu mu˚žeme videˇt na obrázku
cˇíslo 6.
Obrázek 6: Levá cˇást obrazu s aliasingem, pravá cˇást bez aliasingu
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Další problém, na který lze v rámci rekonstrukce spojitého signálu narazit, je urcˇení
správné hodnoty pro body vytvorˇené prˇi procesu vzorkování. Tento problém rˇešíme
pomocí interpolace. Úkolem interpolace je urcˇení nejvhodneˇjší hodnoty pro daný bod
vzorku na základeˇ okolních bodu˚ z dostupných vzorku˚. Interpolace také bývá soucˇástí
ru˚zných filtru˚, které mohou být aplikovány pomocí operace konvoluce.
Rozlišujeme neˇkolik druhu˚ interpolací:





Uvedené interpolacˇní techniky zvyšují výpocˇetní nárocˇnost vizualizacˇního procesu,
protože jsou provádeˇny pro každý vzorkovaný bod. S nástupem více jádrových proce-
soru˚ a moderních grafických karet je možné tento výpocˇet provést paralelneˇ a snížit tak
jeho cˇasovou nárocˇnost. Interpolace pomocí nejbližšího souseda je jednou z nejjednoduš-
ších interpolací, která je výpocˇetneˇ nenárocˇná a je snadno implementovatelná. Její nevý-
hodou je však nižší kvalita interpolace, která se projevuje znatelneˇ viditelným rastrem
v rekonstruovaném modelu objemu. Lineární interpolace pracuje na principu proložení
dvou bodu˚ pomocí prˇímky na jedné ose. Rozšírˇením této interpolace do dvou sourˇadni-
cových os získáváme bilineární interpolaci, analogicky pak prˇi rozšírˇení o trˇetí osu získá-
váme trilineární interpolaci. Trilineární interpolace je nejcˇasteˇji nasazovanou interpolací
pro objemová data, protože poskytuje dobré výsledky s prˇijatelnou nárocˇností výpocˇtu.
Nicméneˇ i u této interpolace mu˚že docházet k artefaktu˚m v obraze. Radiální interpolace
se pak hodí pro mrˇížky s nepravidelnou topologií. V praxi je nejcˇasteˇji nasazována trili-
neární interpolace, jak bylo uvedeno výše. Její výpocˇet je rozdeˇlen do cˇtyrˇ následujících
cˇástí:
1. Výpocˇet rozdílu˚ mezi aktuálním bodem, prˇedchozím bodem a následujícím bodem
na všech osách (x, y, z):
xd = (x− x0)/(x1 − x0)
yd = (y − y0)/(y1 − y0)
zd = (z − z0)/(z1 − z0)
(15)
Kde:
x0 znacˇí bod prˇecházející prˇed bodem x, x1 znacˇí následující bod po bodu x, analo-
gicky pak platí stejneˇ pro y0, y1, z0 a z1.
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2. Provádíme interpolaci podél osy x:
c00 = V [x0, y0, z0](1− xd) + V [x1, y0, z0]xd
c10 = V [x0, y1, z0](1− xd) + V [x1, y1, z0]xd
c01 = V [x0, y0, z1](1− xd) + V [x1, y0, z1]xd
c11 = V [x0, y1, z1](1− xd) + V [x1, y1, z1]xd
(16)
Kde:
V [x0, y0, z0] znacˇí funkcˇní hodnotu (hodnotu objemu) v bodeˇ [x0, y0, z0], analogicky
pak pro ostatní sourˇadnice.
3. Dále provádíme interpolaci podél osy y:
c0 = c00(1− yd) + c10yd
c1 = c01(1− yd) + c11yd
(17)
4. A nakonec provádíme interpolaci podél osy z:
c = c0(1− zd) + c1zd (18)
Kde:
c znacˇí finální interpolovanou hodnotu pro daný bod objemu
Neˇkteré vizualizacˇní algoritmy využívají k interpolaci grafickou kartu, kde k interpo-
laci dochází prˇímo v pru˚beˇhu zobrazení dat. Interpolace je provádeˇna hardwaroveˇ po-
mocí grafické karty. To má velmi pozitivní du˚sledek na rychlost provedení interpolace.
Informace k popisu interpolací byly cˇerpány ze zdroje [10].
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4.6 Vizualizace objemových dat
4.6.1 Zobrazovací rˇeteˇzec
Dosud uvedené informace o zpracování vzorku˚ objemových dat, vzorkování a interpo-
laci tvorˇí první cˇást celkového zobrazovacího rˇeteˇzce, který je až na drobné rozdíly stejný
pro všechny vizualizacˇní algoritmy. Tento celý rˇeteˇzec je složen ze šesti cˇástí, které jsou
uvedeny v následujícím seznamu podle porˇadí tak, jak jsou provádeˇny:
1. Vzorkování - (prˇevzorkování viz aliasing)
2. Interpolace (volitelná cˇást)
3. Výpocˇet gradientu (v závislosti na osveˇtlovacím modelu)
4. Klasifikace
5. Stínování (dle úrovneˇ požadované fotorealismu)
6. Kompozice
Následuje popis jednotlivých cˇástí:
Vzorkování - vzorkování byla veˇnována cˇást textu zabývající se problémy provázející
vizualizaci objemových dat, viz podsekce 4.5. Zpu˚sob pru˚chodu objemem a frekvence
vzorkování jsou definovány daným algoritmem pro vizualizaci. Pokud není použito adap-
tivní vzorkování, je vzorkovací frekvence konstantní v celém pru˚beˇhu procesu vzorko-
vání.
Interpolace - interpolaci byla rovneˇž veˇnovaná samostatná cˇást textu, viz podsekce 4.5.
Interpolace není podmíneˇným krokem v celkovém procesu vizualizace objemových dat.
Její absencí se však vystavujeme riziku horší kvality vizualizovaného modelu objemu.
Výpocˇet gradientu - vypocˇtená hodnota gradientu je využívána v osveˇtlovacích mode-
lech, pro správné nasvícení scény s objektem. Nejcˇasteˇji je používán Phongu˚v osveˇtlovací
model.
Klasifikace - klasifikace je pomeˇrneˇ komplexní cˇást procesu vizualizace, jejíž úlohou je
namapování odpovídající pru˚hlednosti a barvy na každý bod objemu, který spadá do
urcˇité oblasti. Oblastmi rozumíme úseky dat, at’ již souvislé, což bývá cˇastým prˇípadem
nebo nesouvislé, které rozlišujeme od ostatních typu˚ oblastí na základeˇ konstantní ve-
licˇiny, kterou je daná oblast vyplneˇna. Pokud tuto definici prˇevedeme do praktické re-
alizace modelování medicínský snímku˚, tak jako ru˚zné oblasti rozlišujeme typy tkání,
svalovinu, kosti a další vrstvy tvorˇící modelovaný objekt. Pro tyto oblasti stanovujeme
odpovídající pru˚hlednost a barvu podle daného typu oblasti. Lze tak docílit barevného
3D modelu s opticky rozdílnými vrstvami. Rozhodujícím kritériem, podle kterého do-
chází k zarˇazení bodu do dané oblasti je jeho intenzita jasu (radiance). Pro tento úcˇel
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se používají tak zvané prˇenosové funkce, které definují prˇíslušnou barvu a pru˚hlednost
pro danou oblast. Obecným problémem je vytvorˇení vhodného uživatelského rozhraní,
které by usnadnilo pochopení principu prˇenosové funkce a jejího vhodného nastavení.
Ukázku grafu prˇenosové funkce, který definuje jasové intervaly pro ku˚ži a lebku a k nim
odpovídající pru˚hlednost a barvu, mu˚žeme videˇt na obrázku cˇíslo 7.
Obrázek 7: Prˇenosová funkce
Stínování - stínování úzce souvisí s osveˇtlovacím modelem, úcˇelem je vytvorˇení správneˇ
osveˇtleného modelu spolu se stínováním, které dodává reálneˇjší vzhled modelu. Foto-
realismus obecneˇ není nutným požadavkem, zlepšuje však celkový dojem z modelu a
prezentuje ho tak v prˇirozeneˇjší formeˇ pro cˇloveˇka.
Kompozice - kompozici byla veˇnována samostatná podsekce 4.3.3.
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4.6.2 Vizualizacˇní algoritmy
Vizualizacˇní algoritmy vychází z matematického modelu uvedeného v podkapitole 4.3.
Jejich úkolem je vycˇíslení objemového integrálu a sestavení prˇíslušného modelu objemu.
Vybrané algoritmy využívají možnosti grafických primitiv k urychlení celkového procesu
vizualizace, další algoritmy pak prˇímo implementují diskrétní interpretaci objemového
integrálu.
Zobrazovací algoritmy deˇlíme do dvou skupin:
1. Výpocˇet izoploch - První skupinu tvorˇí algoritmy prˇevádeˇjící data do povrchové
reprezentace. Prˇi povrchové reprezentaci dochází k aproximaci povrchu viditel-
ného objemu na sít’ trojúhelníku˚, obecneˇ n-úhelníku˚. Trojúhelníky pokrývají povrch
s konstantní hodnotou vzorku a vytvárˇejí tak sít’. Vzniklé síteˇ nazýváme izoplochy.
Odtud dostala skupina algoritmu˚ pracujících na principu povrchové reprezentace
název výpocˇet izoploch. Tato skupina se vyznacˇuje využíváním grafických primitiv
poskytovaných grafickou kartou, které umožnˇují rychlé renderování pomocí hard-
warové akcelerace. Mezi grafická primitiva rˇadíme body, prˇímky, trojúhelníky, cˇtyrˇ-
úhelníky a obecneˇ n-úhelníky. Vizualizovaný model nevyžaduje opakovanou re-
konstrukci, lze s ním tedy velmi rychle pracovat, meˇnit pohledy a aplikovat ru˚zné
transformace.[10]
2. Prˇímé zobrazovací metody - Algoritmy spadající do druhé skupiny pracují na prin-
cipu vycˇíslení integrálu objemového vykreslování. Algoritmy vzhledem k zpu˚sobu
pojetí vizualizace objemu využívají grafická primitiva v omezené formeˇ nebo vu˚-
bec. Prˇi zmeˇneˇ scény, aplikování transformace nebo jiné operaci s modelem, je nutné
celý model opakovaneˇ zrekonstruovat. To se negativneˇ projevuje na výpocˇetní ná-
rocˇností celé úlohy. Avšak i prˇes tyto vlastnosti je skupina zastoupena vybranými
algoritmy s vysokou rychlostí vizualizace s kvalitním výstupem díky rozvoji mo-
derních grafických karet. Metody obecneˇ poskytují více možností pro nastavení
kvality výsledného modelu a poskytují tak reálneˇjší výsledky.
Každá z uvedených skupin je zastoupena neˇkolika algoritmy. V následujícím textu budou
uvedeny nejcˇasteˇjší algoritmy pro každou skupinu.
Nepru˚hledné kostky - Algoritmus rˇadíme do skupiny výpocˇtu izoploch. Algoritmus
aproximuje plochu pomocí krychlí, kde u každé krychle stacˇí vykreslit pouze trˇi steˇny,
které jsou viditelné vu˚cˇi pozorovateli. Dochází tak k znacˇné aproximaci povrchu s ne-
žádoucím efektem vzniku hranatého povrchu. Cˇástecˇným vylepšením pomocí stínování
lze dosáhnout lepšího vzhledu, hranatý povrch však zu˚stává.[10]
Napojování izocˇar - Algoritmus rovneˇž spadá do skupinu algoritmu˚ výpocˇtu izoploch.
Algoritmus pracuje s jednotlivými rˇezy, které mezi sebou propojuje. Na každém rˇezu jsou
urcˇeny body, které budou sloužit k propojení s body definovanými v následujícím rˇezu.
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Dochází tak k aproximaci prˇibližného tvaru objektu v rˇezu naprˇíklad pomocí n-úhelníku.
Jednotlivé vrcholy n-úhelníku jsou propojovány s prˇíslušnými body n-úhelníku˚ v násle-
dujícím rˇezu. Na výsledný model lze poté provést oplášteˇní naprˇíklad namapováním
textury.
Pochodující kostky (marching cubes) - Jako prˇedchozí dva algoritmy i tento algoritmus
spadá do skupiny algoritmu˚ výpocˇtu izoploch. Algoritmus je nejcˇasteˇjším algoritmem
nasazovaným ve své skupineˇ. V každé bunˇce objemu generuje algoritmus sít’ trojúhel-
níku˚. Bunˇka objemu je tvorˇena kostkou sestavenou z trojúhelníku˚. Dochází zde k využití
hardwarové podpory grafické karty. Povrch je aproximován pomocí síteˇ malých trojúhel-
níku˚.
Vrhání paprsku˚ (raycasting) - Tento algoritmus patrˇí do skupiny prˇímých zobrazova-
cích metod. Algoritmus postupuje klasickým zpu˚sobem vycˇíslením objemového inte-
grálu tak, jak je uveden ve své diskrétní podobeˇ. Prvním krokem je namapování objemo-
vých dat do krychle o rozmeˇrech 1 x 1 x 1. Jako barvy vrcholu˚ krychle slouží normované
sourˇadnice definující rozmeˇry objemu. Krychle je následneˇ vykreslována bez prˇedních
steˇn a poté bez zadních steˇn. Oba zpu˚soby vykreslení uchováváme v pomocných textu-
rách. Tyto textury definují body vniknutí paprsku do objemu a výstupní body opušteˇní
objemu. Barvy definované ve vrcholech slouží k identifikaci sourˇadnic bodu˚, kterými pa-
prsek vstupuje a vystupuje.[6] Vzhledem k tomu, že známe možné body vniknutí a body
opušteˇní objemu, lze vypocˇítat smeˇrový vektor paprsku jednoduchým výpocˇtem:
direction = rayOutput− rayInput
Po výpocˇtu smeˇrového vektoru postupuje paprsek objemem po definovaných krocích
v daném smeˇru, až na hranici objemu. Krok pru˚chodu je definován parametrem, který
je potrˇeba vhodneˇ nastavit. Jeho hodnota urcˇuje intenzitu vzorkování prˇi pru˚chodu pa-
prsku objemem. Prˇi pru˚chodu paprsku objemem dochází k akumulaci barvy a pru˚hled-
nosti podle vztahu˚ definovaných kompozicí, viz podkapitola 4.3.3. Aby došlo k redukci
kroku˚ beˇhem pru˚chodu paprsku objemem, je pru˚beˇžneˇ sledována akumulovaná hodnota
pru˚hlednosti a pozice paprsku v objemu. Pokud dojde k situaci, kdy je hodnota pru˚hled-
nosti nízká a jedná se tedy o nepru˚hlednost nebo je paprsek mimo objem, je pru˚chod
prˇedcˇasneˇ ukoncˇen. Pseudokód pru˚chodu paprsku objemem je následující:
castRay(smerovy vektor)
{
while(paprsek je v objemu)
{
nacti hodnotu vzorku v objemu
proved kompozici




Výpis 1: Pru˚chod paprsku objemem (RayCasting)
Jednotlivé paprsky jsou na sobeˇ nezávislé a jejich pru˚chody se navzájem neovlivnˇují. Tato
vlastnost vede s nástupem více jádrových procesoru˚ k myšlence paralelního zpracování.
V jeden okamžik je možno zpracovat více paprsku˚ soucˇasneˇ a urychlit tak proces vizua-
lizace. Algoritmus lze taktéž provádeˇt paralelneˇ na moderních grafických kartách, které
umožnˇují provádeˇt paralelní výpocˇty na samostatných výpocˇetních jádrech.
Texture slicing - Algoritmus je zástupcem skupiny prˇímých zobrazovacích metod. Patrˇí
mezi nejrychlejší algoritmy pro vizualizaci objemových dat díky znacˇnému využití hard-
warových primitiv grafické karty. Algoritmus prˇistupuje k objemovým datu˚m rozdílným
zpu˚sobem, než prˇedchozí algoritmus vrhání paprsku˚. Objemová data mu˚žeme chápat,
jako soustavu rovnobeˇžných plátu˚ umísteˇných na jednom zásobníku. Tato reprezentace
odpovídá naprˇíklad snímku˚m z magnetické rezonance nebo CT snímku˚m, které tvorˇí
soustavu snímku˚ zachycující jednotlivé rˇezy snímaného teˇlesa. Tento zásobník plátu˚ lze
vizualizovat umísteˇním plátu˚ v definovaném prostoru nad sebe a pomocí grafické karty
provést kompozici pru˚hlednosti a barvy. Jednotlivé pláty jsou reprezentovány pomocí
textur a jsou namapovány na prˇíslušná grafická primitiva, nejcˇasteˇji cˇtyrˇúhelníky. Gra-
fická karta rovneˇž provádí interpolaci k dosažení vizuálneˇ co nejlepších výsledku˚. Vzhle-
dem k provádeˇní procesu vizualizace prˇímo na GPU je celá operace velice rychlá.
Algoritmus má dveˇ rozdílné techniky provedení:
• 2D texture slicing - tato technika provedení patrˇí mezi starší zpu˚sob realizace, který
je vhodný i pro starší grafické karty nedisponující podporou 3D textur. Jednotlivé
snímky jsou zarovnány do zásobníku složeného z 2D textur a tento zásobník je
zobrazen v odpovídající sourˇadné ose proti pozorovateli. Ve skutecˇnosti jsou ob-
jemová data reprezentovaná v 2D pohledu, nikoliv trojrozmeˇrneˇ. Vzhledem k této
skutecˇnosti je nutné uchovávat trˇi zásobníky se zarovnanými rˇezy (pláty) pro sou-
rˇadné osy x, y, z. Prˇi rotaci dochází k pru˚beˇžnému prˇepínání mezi zásobníky podle
natocˇení sourˇadných os vu˚cˇi pozorovateli. Metoda využívá bilineární transformaci,
která je provádeˇna prˇímo pomocí GPU k vylepšení vizuální stránky modelu. I když
je metoda velmi rychlá, provází ji problém plynoucí z dvourozmeˇrné reprezentace.
Prˇi urcˇitém úhlu natocˇení dochází ke stavu, kdy jsou 2D pláty natocˇeny proti po-
zorovateli v nejednoznacˇné poloze. Grafická karta není schopna provést prˇepnutí
mezi zásobníky a výsledný model není zobrazen. Prˇepínání mezi zásobníky také
prˇináší negativní jev výskytu aliasingu z du˚vodu nedostatecˇné frekvence vzor-
kování. Pocˇet plátu˚ je dán pocˇtem dostupných snímku˚, frekvence vzorkování je
konstantní a v pru˚beˇhu vizualizace ji nelze meˇnit. Ukázku zásobníku˚ zarovnaných
podle sourˇadných os lze videˇt na obrázku cˇíslo 8.
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Obrázek 8: Zásobníky plátu˚ zarovnané podle sourˇadných os
• 3D texture slicing - dnes nejcˇasteˇji nasazovaná technika vizualizace objemových
dat. Technika vychází z prˇedchozí techniky 2D texture slicing, avšak zásadní rozdíl
spocˇívá v nahrazení 2D textur pomocí 3D textur. 3D textury dnes patrˇí k beˇžným
funkcím, kterými jsou vybaveny soucˇasné grafické karty. U starších grafických ka-
ret nemusí být podpora 3D textur samozrˇejmostí a je nutné ji zkontrolovat. 3D tex-
tury jsou rozšírˇením klasických 2D textur, které umožnˇují meˇnit polohu v prostoru.
Textury tak lze orientovat podle pozice pozorovatele. Díky této vlastnosti již není
potrˇeba uchovávat trˇi kopie snímku˚ v zásobnících, jako tomu bylo u prˇedchozí tech-
niky. Na 3D textury je aplikována trilineární interpolace, která znatelneˇ zlepšuje
výstupní kvalitu výsledného modelu. Vzhledem k vlastnostem 3D textur lze dy-
namicky upravovat frekvenci vzorkování zmeˇnou pozice textur v trojrozmeˇrném
prostoru. Lze tak meˇnit vzdálenost mezi texturami a frekvenci vzorkování vzhle-
dem k aktuálnímu natocˇení modelu vu˚cˇi pozorovateli. Trilineární interpolace je i
prˇes zvýšenou nárocˇnost výpocˇtu provádeˇna grafickou kartou, celý proces je tak
velmi rychlý. Ukázku zobrazení objemu pomocí 3D textu lze videˇt na obrázku cˇíslo
9.
Obrázek 9: Zobrazení objemu pomocí 3D textur
Informace k vizualizacˇní metodeˇ objemových dat Texture slicing byly cˇerpány ze
zdroje [11].
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5 Návrh a realizace
5.1 Obecný popis realizace
V následující sekci budou popsány kroky praktické realizace modulu˚ inverzní Radonovy
transformace a vizualizace objemových dat, které vychází z teoretických východisek uve-
dených v prˇedchozích kapitolách. Cílem práce je rozšírˇení systému FOTOMNG, který
je již neˇkolik let vyvíjen na Fakulteˇ elektrotechniky a informatiky VŠB-TU Ostrava o
uvedené moduly. Popis praktické realizace modulu˚ je rozdeˇlen do samostatných cˇástí,
které jsou veˇnovány konkrétní realizaci daných modulu˚. Dále budou popsány technické
aspekty praktické realizace zahrnující použité technologie a postupy.
5.2 Modulární systém FOTOMNG
Systém FOTOMNG je založen na modulární platformeˇ NetBeans Platform, na které je
rovneˇž založeno vývojové prostrˇedí NetBeans. NetBeans Platform je implementována v
programovacím jazyku Java a je poskytována, jako základ pro tvorbu nových komplex-
ních aplikací, které využívají možností modulárního rozšírˇení. [13] Vzhledem k obecným
vlastnostem platformy NetBeans Platform byl vybrán, jako výchozí programovací jazyk
pro tvorbu nových modulu˚, jazyk Java, ve kterém jsou rovneˇž realizovány již existující
moduly systému FOTOMNG.
5.3 Vývojové a testovací prostrˇedí
Vývoj a testování modulu˚ bylo provedeno na následující sestaveˇ softwaru a hardwaru:
• Operacˇní systém Windows 7 Professional 64 bit
• Vývojové prostrˇedí NetBeans ve verzi 8.02
• JDK ve verzi 8 (32 bit)
• Procesor AMD Phenom II X4 Mobile (4 jádrový procesor, 2 GHz taktovací frek-
vence)
• Grafická karta ATI Mobility Radeon HD 5650 (1 GB grafické pameˇti GDD3)
• Operacˇní pameˇt’ 6 GB DDR3
5.4 Modul inverzní Radonovy transfomace
Modul byl navržen na základeˇ požadavku˚ reálného nasazení v konkrétním projektu,
který byl realizován ve spolupráci se Fakultou stavební VŠB-TU Ostrava, s cílem otes-
tovat a porovnat výsledky meˇrˇení definovaného objektu zájmu. Jako konkrétní objekt
zájmu byl zvolen sloup elektrického napeˇtí. Návrh modulu však není omezen pouze na
práci s uvedeným objektem, ale je urcˇen i pro práci s ostatními možnými objekty zájmu,
které mohou být dále zkoumány. Konkrétní popis a výsledky spolecˇného projektu jsou
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uvedeny v kapitole 6. Modul je složen z neˇkolika dílcˇích cˇástí, které budou v následujícím
textu popsány.
Základní strukturu modulu lze popsat v následujících bodech:
1. Aplikování segmentacˇních metod (pro všechny snímky)
2. Detekce objektu zájmu (na všech snímcích)
3. Provedení rˇezu˚ objektem (na všech snímcích)
4. Provedení inverzní Radonovy transformace (na všech snímcích)
5.4.1 Segmentace obrazu
Aby bylo možné dosáhnout kvalitní rekonstrukce požadovaného objektu, vyžaduje in-
verzní Radonova transformace prˇesnou detekci rˇezu˚ na snímcích. Zde narážíme na obecný
problém nejen detekce rˇezu˚, ale také detekce samotného objektu zájmu na jednotlivých
snímcích. V okamžiku správné detekce objektu lze omezit zpracovávanou cˇást snímku
pouze na konkrétní oblast, ve které jsou dále detekovány samotné rˇezy. Pro tento úkol
je nutné využít možností segmentacˇních metod, které byly popsány v kapitole 2. V pru˚-
beˇhu realizace modulu bylo využito reálných snímku˚, které byly získány v rámci spolu-
práce na projektu s Fakultou stavební VŠB-TU Ostrava, které obsahují typické prˇekážky,
které brání kvalitní rekonstrukci objektu zájmu. Na základeˇ teˇchto prˇekážek byly zvoleny
vhodné segmentacˇní metody, které umožnili prˇesnou detekci požadovaného objektu na
snímcích. Ukázku snímku sloupu elektrického napeˇtí, který spolu s ostatními snímky z
dané série posloužil k návrhu modulu, mu˚žeme videˇt na obrázku cˇíslo 10. Sloup elektric-
kého napeˇtí prˇedstavuje objekt zájmu, na kterém jsou dále provádeˇny rˇezy. Na obrázku
mu˚žeme dále videˇt nežádoucí objekty, které mohou negativneˇ ovlivnˇovat detekci sku-
tecˇného objektu zájmu. Mezi tyto objekty patrˇí okolní krajina, oblast snímku s oblohou,
která obsahuje souvislé oblasti mraku˚, projíždeˇjící automobily a jiné nežádoucí prˇekážky.
Další prˇekážku tvorˇí nerovnomeˇrné osveˇtlení scény, které vytvárˇí nerovnomeˇrné rozlo-
žení jasu v oblasti hledaného objektu a znesnadnˇuje tak jeho prˇesnou detekci.
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Obrázek 10: Ukázka snímku sloupu elektrického napeˇtí
K prˇekonání uvedených problému˚ byla zvolena kombinace segmentacˇních metod
spolu s využitím funkcionality již existujícího modulu systému FOTOMNG. Kombinace
segmentacˇních metod je tvorˇena metodou detekce hran, metodou binárního prahování
a na záveˇr je aplikována operace matematické morfologie v podobeˇ operace uzáveˇru. U
velmi nerovnomeˇrneˇ osveˇtlených snímku˚, které vykazovali nedostatky i po aplikování
uvedené kombinace segmentacˇních metod, bylo využito funkcionality existujícího mo-
dulu, který umožnˇuje rucˇní zvýrazneˇní hran hledaného objektu zájmu. V následujícím
textu je vhodné podrobneˇji popsat úlohu jednotlivých segmentacˇních metod. Jako první
je na snímek aplikována metoda detekce hran. Úkolem metody je odstraneˇní souvislých
oblastí bodu˚ se stejnou nebo podobnou jasovou hodnotou, které vytvárˇí objekty ve scéneˇ.
Souvislé oblasti jsou cˇasto mylneˇ považovány za objekty, které však nejsou cílem detekce.
Typickým zástupcem, který prˇedstavuje tento problém, je mrak, který je tvorˇen souvislou
oblastí bodu˚. Pokud bychom se spoléhali pouze na detekci objektu˚ na základeˇ jasových
hodnot jednotlivých pixelu˚, snadno bychom detekovali mnoho objektu˚, cˇasto by se však
jednalo o vedlejší objekty, které nejsou cílem detekce. Výstupem operace je obraz obsa-
hující hrany objektu˚, prˇicˇemž hledaný objekt má cˇasto hrany s vyšší jasovou hodnotou
než okolní objekty. V prˇípadeˇ, kdy je obraz nerovnomeˇrneˇ osveˇtlen a detekované hrany
nelze snadno rozlišit na základeˇ hodnot jasu, je nutné aplikovat postup pro zvýrazneˇní
hran hledaného objektu, pomocí existujícího modulu pro úpravu snímku˚ nebo lze využít
možností externích programu˚ pro úpravu snímku˚ a upravené snímky zpeˇtneˇ nacˇíst do
systému FOTOMNG. Další problém mohou prˇedstavovat nežádoucí hrany, které kompli-
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kují tvorbu rˇezu˚. Detekovány objekt je cˇasto tvorˇen hranami, které jsou sice jeho soucˇástí,
avšak v prˇípadeˇ operace tvorby rˇezu˚ prˇedstavují prˇekážky, k vu˚li kterým nelze snadno
urcˇit, které hrany prˇedstavují hranice objektu. Rˇešením tohoto problému se zabývají ná-
sledující cˇásti modulu. Ukázku snímku po aplikování segmentacˇní metody detekce hran
mu˚žeme videˇt na obrázku cˇíslo 11.
Obrázek 11: Ukázka snímku po aplikování metody detekce hran
V dalším kroku je aplikována segmentacˇní metoda binárního prahování. Úkolem me-
tody je odstraneˇní hran, které jsou tvorˇeny nízkou jasovou hodnotou a neprˇedstavují tak
hrany hledaného objektu. Dále tento princip platí i pro nežádoucí objekty scény a hrany,
které zu˚staly ve scéneˇ i po aplikování první segmentacˇní metody. Výsledkem je obraz
v binární podobeˇ, který obsahuje pouze hrany s vyšší nebo stejnou jasovou hodnotou,
jako je stanovená hodnota prahu. Ukázku snímku po aplikování segmentacˇní metody
binárního prahování mu˚žeme videˇt na obrázku cˇíslo 12.
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Obrázek 12: Ukázka snímku po aplikování metody binárního prahování
I po aplikování druhé segmentacˇní metody nelze vyloucˇit situaci, že výsledný binární
obraz bude obsahovat nežádoucí hrany. Tento stav lze cˇástecˇneˇ eliminovat nastavením
vyšší prahové hodnoty, avšak za cenu rizika možného prˇerušení hran, které chceme za-
chovat. Aby bylo možné použít vyšší prahové hodnoty a soucˇasneˇ neprˇijít o potrˇebné de-
taily objektu, je operace binárního prahování automaticky následována operací uzáveˇru
matematické morfologie. Operace uzáveˇru opravuje místa, kde došlo vlivem prahování
k prˇerušení hran. Dále vyplnˇuje prázdná místa, která mohou vzniknout uvnitrˇ objektu˚.
V kombinaci s metodou binárního prahování lze dosáhnout vyšší variability prˇi volbeˇ
prahové hodnoty.
Uvedené segmentacˇní metody jsou aplikovány na všechny snímky z dané série. Uži-
vateli je umožneˇno nastavit hodnotu prahu pro jednotlivé snímky individuálneˇ. Uživatel
také mu˚že aplikovat uvedené metody jednotliveˇ na vybraných snímcích, s cílem dosažení
nastavení co nejprˇesneˇjších hodnot parametru˚ segmentace.
5.4.2 Detekce objektu zájmu
V této cˇásti modulu dochází k detekci samotného objektu zájmu, na kterém jsou ná-
sledneˇ provádeˇny horizontální rˇezy. Úspeˇšnost operace je závislá na prˇedchozích kro-
cích segmentace obrazu. Pokud byla segmentace provedena s vhodnými parametry pro
všechny snímky, lze stanovit hranice objektu a provést rˇezy. V návrhu aplikace je po-
cˇítáno s horizontálními rˇezy, které jsou vzhledem k povaze rekonstruovaných objektu˚
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vhodneˇjší. V prˇedchozí cˇásti textu veˇnované segmentaci bylo uvedeno, že i po aplikování
obou segmentacˇních metod zu˚stávají v obrazu doplnˇkové hrany, které nejsou prˇínosné
pro prˇesnou lokalizaci objektu. Tyto hrany nyní komplikují prˇesnou detekci objektu a je
nutné je eliminovat. Uvedený problém je v modulu rˇešen pomocí uživatelsky definované
oblasti výbeˇru v aktuálneˇ zobrazeném snímku, ve kterém se nachází objekt zájmu. Vý-
beˇr je následneˇ aplikován na ostatní snímky z dané série. Aplikování výbeˇru na zbylé
snímky je umožneˇno na základeˇ prˇedpokladu konstantní polohy snímaného objektu na
všech snímcích, který musí být dodržen prˇi porˇizování snímku˚ snímacím zarˇízením. Vý-
beˇr umožnˇuje pracovat i s malou odchylkou polohy objektu na jednotlivých snímcích,
avšak prˇi velké odchylce je detekce méneˇ prˇesná a mu˚že docházet k nerozpoznání hranic
objektu. Po aplikování výbeˇru získáváme dostatecˇneˇ prˇesnou polohu objektu zájmu na
všech snímcích a soucˇasneˇ eliminujeme nežádoucí vneˇjší hrany. Získaná oblast je dále
použita prˇi tvorbeˇ rˇezu˚, které jsou vytvárˇený v následujícím kroku.
5.4.3 Provedení rˇezu˚
Provádeˇní rˇezu˚ objektem probíhá v oblasti získané z prˇedchozí cˇásti modulu. Každý ho-
rizontální rˇez je tvorˇen úsecˇkou, která je definována pocˇátecˇním a koncovým bodem.
Tyto body jsou urcˇeny hranami objektu, které v této fázi známe. Algoritmus tvorby rˇezu
postupuje bod po bodu, až do momentu, kdy je nalezena levá hrana objektu zájmu. Po
nalezení levé hrany je definován pocˇátecˇní bod úsecˇky a je pokracˇováno hledáním konco-
vého bodu úsecˇky. Algoritmus pokracˇuje dále bod po bodu, až do nalezení pravé hrany,
která definuje polohu koncového bodu úsecˇky. Algoritmus pracuje s minimální délkou
rˇezu, která zabranˇuje uváznutí algoritmu v prˇípadeˇ prˇíliš krátké hrany objektu. Pocˇet
rˇezu˚ je stanoven na základeˇ uživatelského vstupu. Zvolený pocˇet rˇezu˚ je poté aplikován
na všechny snímky z dané série. Získáváme tak rˇezy urcˇené polohou v objektu a úhlem,
pod kterým byl nasnímán objekt na daném snímku. Získané rˇezy prˇedstavují vstup pro
inverzní Radonovu transformaci. Ukázku uživatelského výbeˇru spolu s provedenými
rˇezy mu˚žeme videˇt na obrázku cˇíslo 13. Ve vybraných prˇípadech mu˚žeme narazit na
problém, kdy délka rˇezu prˇesáhne koncovou levou hranu a pokracˇuje dále až do hranice
definované oblastí výbeˇru. Tento problém nastává v prˇípadeˇ prˇíliš vysoké prahové hod-
noty, která byla použita v druhé fázi segmentace a prˇerušila tak hranu objektu. Problém
je možné rˇešit dveˇma zpu˚soby. První zpu˚sob vyžaduje zmeˇnu prahové hodnoty na nižší
úrovenˇ, která zesílí hrany objektu a poté opeˇtovné provedení rˇezání objektu. Druhý zpu˚-
sob je založen na rucˇní úpraveˇ problematických rˇezu˚. Modul uživateli umožnˇuje vybrat
konkrétní rˇezy a tyto rˇezy prˇesunout o jeden cˇi více bodu˚ výše nebo níže na místa, kde
jsou hrany objektu neprˇerušené. Jednotlivé rˇezy je nutné zkontrolovat a prˇípadneˇ upravit
na všech snímcích z dané série. Pokud rˇezy, které na sebe v jednotlivých snímcích nava-
zují, budou nepravidelné délky, bude výstup rekonstrukce pomocí inverzní Radonovy
transformace deformován.
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Obrázek 13: Ukázka uživatelského výbeˇru spolu s rˇezy
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5.4.4 Provedení inverzní Radonovy transformace
Posledním krokem, který je v navrženém modulu vykonán, je provedení inverzní Rado-
novy transformace pro všechny rˇezy na všech snímcích z daná série. Úspeˇšnost rekon-
strukce je dána kvalitou výstupu˚ z prˇedchozích kroku˚. Inverzní transformaci lze také
provést pro jednotlivé rˇezy, které si zvolí uživatel zvlášt’. Výstupem transformace pro
každý rˇez je snímek rekonstruovaného objektu spolu s hveˇzdicovým artefaktem, který
byl popsán v kapitole 3. Druhou cˇást výstupu tvorˇí filtrovaný snímek bez hveˇzdicového
artefaktu, který obsahuje pouze rekonstruovaný objekt. Uvedené snímky mu˚žeme vi-
deˇt na obrázcích 14 a 15. Pozice rekonstruovaného objektu na snímku odpovídá pozicím
jednotlivých rˇezu˚ v pu˚vodních snímcích, ze kterých byl objekt pomocí inverzní trans-
formace zrekonstruován. Tato vlastnost umožnˇuje s výstupem dále pracovat pomocí vy-
braných rekonstrukcˇních technik, které nám umožnˇují provádeˇt rekonstrukci a meˇrˇení
objektu zájmu. Jednou z technik, která umožnˇuje z dostatecˇného pocˇtu rˇezu˚ zrekonstru-
ovat pu˚vodní objekt v 3D podobeˇ, je technika rekonstrukce pomocí objemové (voxelové)
grafiky.
Obrázek 14: Rekonstruovaný objekt s hveˇzdicovým artefaktem
Obrázek 15: Rekonstruovaný objekt bez hveˇzdicového artefaktu
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5.5 Modul vizualizace objemové (voxelové) grafiky
Druhou cˇást praktické realizace tvorˇí modul pro vizualizaci objemové (též voxelové) gra-
fiky. Popisu zpracování a vizualizaci objemových dat byla veˇnována rozsáhlá kapitola 4.
Navržený modul implementuje dva zobrazovací algoritmy, mezi kterými lze uživatelsky
prˇepínat. Implementované zobrazovací algoritmy tvorˇí algoritmus RayCasting a algorit-
mus 3D Texture Slicing. Algoritmy byly zvoleny na základeˇ jejich vlastností, které byly
podrobneˇji popsány v kapitole 4. V rámci implementace modulu bylo využito vybraných
technologií, které umožnily zvýšit celkový výkon aplikace. Popis použitých technologií
spolu s popisem implementace modulu bude uveden v následujícím textu.
5.5.1 Použité technologie
Práce s objemovými daty a jejich vizualizace vyžaduje efektivní využití dostupného vý-
pocˇetního výkonu pocˇítacˇe, pro dosažení optimálního chodu aplikace. Pro platformu
Java existuje více možností, jak navýšit výkon aplikace. Základní technika, která je po-
užívána soucˇasnými virtuálními stroji platformy Java k navýšení rychlosti cˇasto prová-
deˇného kódu, se nazývá Just In Time kompilace, zkráceneˇ (JIT). JIT prˇeklad je speciální
technika, která prˇekládá spušteˇný program do strojového kódu pocˇítacˇe. Technika zvy-
šuje celkový výkon aplikace, avšak nevýhoda spocˇívá v cˇasové prodleveˇ, ke které do-
chází prˇed spušteˇním samotného prˇekladu. Další technikou je implementace kritických
cˇástí kódu v nativním jazyku (naprˇíklad C/C++) a poté volání takto implementovaných
cˇástí kódu z jazyku Java. Technika je v programovacím jazyku Java známa pod ozna-
cˇením JNI (Java Native Interface). JNI je používána vybranými knihovnami k dosažení
maximálního výkonu provádeˇného kódu. V soucˇasnosti je také cˇasto nasazována tech-
nika paralelního vykonávání kódu, která je díky rozšírˇení více jádrových procesoru˚ snáze
realizovatelná. Omezení prˇedstavují algoritmy, které nejsou plneˇ paralelizovatelné.
Navržený modul využívá kombinaci uvedených optimalizací. V následujícím výpisu
jsou uvedeny technologie, které byly použity v rámci praktické realizace modulu.
Výpis použitých technologií:
1. Grafická knihovna JOGL ve verzi 2.1
2. Fork Join Framework - framework pro paralelní vykonávání kódu
Grafická knihovna JOGL - Použitá grafická knihovna slouží, jako prˇímá nadstavba (an-
glicky wrapper) nad knihovnou OpenGL. Knihovna je implementovaná technikou JNI
a volá tak prˇímo metody implementované v nativním jazyku C. Du˚vodem nasazení
knihovny je umožneˇní prˇímého využití grafické karty, prˇevážneˇ hardwaroveˇ akcelerova-
ných grafických primitiv. Nativní knihovna OpenGL, nad kterou je postavena knihovna
JOGL, je multiplatformní. Díky této vlastnosti lze implementovaný modul použít nad
operacˇními systémy MS Windows, Linux a MAC OS.[12]
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Fork Join Framework - Jedná se o rozšírˇení standardní kolekce trˇíd paralelního progra-
mování v jazyku Java, které prˇidává nové techniky paralelizace. Toto rozšírˇení je stan-
dardní soucˇástí JRE (JDK) od verze 7. Jednou z noveˇ prˇidaných technik je fork-join model.
Principem fork-join modelu je rekurzivní rozdeˇlení dílcˇí úlohy na menší cˇásti (fork), které
jsou následneˇ paralelneˇ zpracovávány a poté jsou výsledky zpracování zpeˇtneˇ spojeny
(join) v jeden celek. Schéma fork-join modelu mu˚žeme videˇt na obrázku cˇíslo 16.
Obrázek 16: Schéma fork-join modelu
Ve stavu, kdy je dílcˇí úloha rekurzivneˇ rozdeˇlena na menší cˇásti, je nutné zvolit algorit-
mus, který tyto jednotlivé cˇásti zpracuje. Fork Join Framework rˇeší tento úkol pomocí
algoritmu work stealing.[14] Algoritmus je založen na principu spolupráce vláken, které
se podílí na zpracování jednotlivých cˇástí. Každé vlákno obsahuje frontu úkolu˚, které má
v plánu obsloužit. Úkoly rozumíme jednotlivé cˇásti, které vznikly rozdeˇlením pu˚vodní
úlohy. Vlákna poté zpracovávají své fronty úkolu˚ a v prˇípadeˇ, kdy kterékoliv vlákno
vyprázdní svou frontu, prˇevezme neˇkolik úkolu˚ z front ostatních vláken, které stále ne-
dokoncˇili své úkoly, a pokracˇuje dále v práci. Tento princip platí navzájem pro všechny
vlákna. Snahou je co nejrychlejší paralelní zpracování všech úkolu˚.
Fork Join framework v navrženém modulu slouží k paralelnímu zpracování snímku˚,
které tvorˇí objemová data. Série snímku˚ prˇedstavují vhodná data k paralelnímu zpraco-
vání, vzhledem k možnosti rozdeˇlení na cˇásti, které lze nezávisle na sobeˇ zpracovávat.
Druhým du˚ležitým využitím Fork Join Frameworku byla implementace algoritmu Ra-
yCasting, který byl podrobneˇji popsán v podsekci 4.6.2. Algoritmus vrhá paprsky obje-
mem nezávisle na sobeˇ, proto lze tyto paprsky paralelneˇ zpracovat a docílit tak rychlejší
vymodelování výsledného 3D objektu.
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5.5.2 Algoritmus 3D Texture Slicing
Algoritmus 3D Texture Slicing prˇedstavuje první z implementovaných algoritmu˚, které
jsou v modulu použity pro vizualizaci objemových dat. Základní prvek algoritmu prˇed-
stavuje 3D textura, jak již samotný název napovídá. Tato textura je realizována pomocí
grafické knihovny JOGL, která umožnˇuje vytvorˇit 3D texturu prˇímo pomocí grafické
karty. Pro dosažení vizuálneˇ dobrého výsledku je na grafické karteˇ hardwaroveˇ prová-
deˇna trilineární interpolace. Implementovaný algoritmus prˇedstavuje jen jednu z cˇástí
zobrazovacího rˇeteˇzce, prˇes který jsou objemová data zpracovávána, až do konecˇné po-
doby na obrazovce.
Základní cˇásti zobrazovacího rˇeteˇzce:
1. Nacˇtení objemových dat
2. Provedení filtrace jasu
3. Provedení klasifikace (namapování barvy)
4. Vizualizace pomocí algoritmu 3D Texture Slicing
Nacˇtení objemových dat - Objemová data jsou nacˇítána v podobeˇ série snímku˚, které
tvorˇí pru˚rˇezy snímaným teˇlesem. Tato reprezentace odpovídá snímku˚m z pocˇítacˇové to-
mografie (CT), které jsou rovneˇž rozdeˇleny do série. Po nacˇtení dat z jednotlivých sou-
boru˚ snímku˚, jsou data prˇevádeˇna do datové struktury pole bytu˚, které prˇedstavuje úlo-
žišteˇ jednotlivých voxelu˚. Vytvorˇené pole je dále prˇedáno dalším cˇástem zobrazovacího
rˇeteˇzce ke zpracování. Modul není omezen pouze na lékarˇské snímky. Pokud je dodána
jako vstup série snímku˚, které v pravidelných rˇezech mapují libovolný objekt, jsou tyto
snímky dále prˇedány k vizualizaci. Podporované formáty vstupních dat jsou obrazové
soubory ve formátu JPEG, PNG, BMP a GIF. Du˚ležitým faktorem je název jednotlivých
souboru˚ snímku˚. Snímky by meˇly být pojmenovány abecedneˇ tak, aby bylo dodrženo
porˇadí, jak snímky na sebe navazují. Prˇedchozí modul inverzní Radonovy transformace
pojmenovává výstupní snímky cˇíselným oznacˇením od 0 do konecˇného pocˇtu. V prˇí-
padeˇ, kdy není dodrženo vhodné pojmenování, jsou soubory nacˇítány v nepravidelném
porˇadí. Výsledkem je poté deformovaný objekt, který byl z teˇchto dat zrekonstruován.
Provedení filtrace jasu - Dalším krokem je filtrace objemových dat. Pokud uživatel na-
staví filtr, který mu˚že být vybrán z dostupných filtru˚ obsažených v modulu nebo filtr
prˇímo vytvorˇí, je provádeˇna filtrace objemových dat. Úkolem filtrace je odstraneˇní ja-
sových hodnot, které nespadají do definovaného intervalu prˇípustných hodnot filtrace.
Základním scénárˇem použití filtrace je zvýrazneˇné kostí u CT snímku˚ lidského teˇla. Body
kostí prˇedstavují obecneˇ vyšší jasové hodnoty, než jasové hodnoty tkání. Filtr potlacˇí
nízké jasové hodnoty a vysoké ponechá. Výsledkem je zobrazení kostí bez tkaní. Fil-
try lze uživatelsky definovat pomocí nastavení jasových intervalu˚ bodu˚, které mají být
ponechány. Tímto zpu˚sobem lze dynamicky prˇizpu˚sobovat filtraci vzhledem k aktuál-
nímu typu objemových dat. Objemová data prˇedstavují rozsáhlou datovou strukturu,
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kde je nutné filtraci provést pro všechny body objemu. Modul zde využívá Fork-Join
Frameworku k paralelnímu zpracování objemových dat. Data jsou rozdeˇlena na menší
cˇásti, které jsou paralelneˇ zpracovány. V prˇípadeˇ složiteˇjších filtru˚, které obsahují více in-
tervalu˚ jasových hodnot, dochází k znatelnému zrychlení filtrace. Každý filtr, který je v
modulu obsažen, implementuje rozhraní, které je dále používáno vizualizacˇními trˇídami.
Úkolem rozhraní je sjednocení zpu˚sobu komunikace mezi filtry a samotnými vizualizacˇ-
ními trˇídami. Uvedený zpu˚sob implementace umožnˇuje budoucí prˇidání nových filtru˚,
bez nutností zmeˇny vnitrˇní struktury modulu. Ukázku trˇídního diagramu popisujícího
zpu˚sob implementace filtru˚ mu˚žeme videˇt na obrázku cˇíslo 17.
Obrázek 17: Trˇídní diagram popisující implementaci filtru˚ objemových dat
Z obrázku cˇíslo 17 mu˚žeme videˇt, že k prˇidání nového filtru objemových dat stacˇí imple-
mentovat pouze rozhraní VolumeFilter, které deklaruje jednu metodu.
Provedení klasifikace (namapování barvy) - Následující krok úzce navazuje na krok
prˇedchozí. Stejneˇ jako prˇedchozí krok je i tento krok volitelný. K aplikování dochází v
prˇípadeˇ definování klasifikacˇního filtru. Filtr je založen na stejném principu, jako prˇed-
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chozí jasový filtr, avšak nedochází zde k potlacˇení jasových hodnot, ale k namapování
zvolené barvy na body v daném jasovém intervalu. Vybrané oblasti objektu, které se na-
chází ve stejné vrstveˇ objemu, mají obvykle konstantní jasovou hodnotu. Prˇíkladem mu˚že
být vrstva ku˚že lidského teˇla, které má vyšší jasovou hodnotu bodu˚, než vrstva tkání, ale
naopak nižší než vrstva kostí. Tímto zpu˚sobem lze provést klasifikaci jednotlivých vrs-
tev objektu a zobrazit tak vizualizovaný objekt v barevném podání. I klasifikace probíhá
paralelneˇ pomocí Fork-Join Frameworku. Zpracování jednotlivých cˇástí objemových dat
je na sobeˇ nezávislé. Díky této vlastnosti zde nedochází ke kolizím prˇi zpracování jednot-
livých cˇástí dat a jednotlivé filtry jsou tak paralelneˇ aplikovány.
Vizualizace pomocí algoritmu 3D Texture Slicing - Posledním krok zobrazovací rˇeteˇzce
tvorˇí samotná vizualizace pomocí algoritmu 3D Texture Slicing. Detailní popis algoritmu
byl uveden v sekci 4.6.2. Vzhledem k plánovanému nasazení dvou vizualizacˇních algo-
ritmu˚ byla funkcionalita obou algoritmu˚ sjednocena pomocí jednotného rozhraní, které
umožnˇuje pracovat s více vizualizacˇními algoritmy. Cílem rozhraní je sjednocení komu-
nikace mezi modulem a trˇídami implementující toto rozhraní. Modul je tak otevrˇen bu-
doucí možnosti prˇidání nových vizualizacˇních algoritmu˚, bez nutnosti zmeˇny vnitrˇní lo-
giky. Ukázku trˇídního diagramu popisujícího strukturu dostupných vizualizacˇních trˇíd
mu˚žeme videˇt na obrázku cˇíslo 18.
Vizualizacˇní trˇída, která implementuje uvedený algoritmus, ocˇekává objemová data,
která již byla zpracována pomocí prˇedchozích kroku˚ filtrace. Prˇijatá data následneˇ vi-
zualizuje pomocí 3D textur. Ukázka cˇásti kódu provádeˇjící vizualizaci pomocí 3D textur
mu˚žeme videˇt ve výpisu cˇíslo 2.
for(float fIndx = −1.0f; fIndx <= 1.0f ; fIndx += step) {
gl .glBegin(GL_QUADS);
float zCor = fIndx;
float texIndex = (zCor + 1.0f) ∗ 0.5f ;
gl .glTexCoord3f(0.0f, 0.0f , texIndex);
gl .glVertex3f(−1.0f, −1.0f, zCor);
gl .glTexCoord3f(1.0f, 0.0f , texIndex);
gl .glVertex3f(1.0 f , −1.0f, zCor);
gl .glTexCoord3f(1.0f, 1.0f , texIndex);
gl .glVertex3f(1.0 f , 1.0f , zCor);
gl .glTexCoord3f(0.0f, 1.0f , texIndex);
gl .glVertex3f(−1.0f, 1.0f , zCor);
gl .glEnd();
}
Výpis 2: 3D Texture Slicing - vizualizace
Z výpisu mu˚žeme videˇt, že každá 3D textura je mapována na cˇtyrˇúhelník umísteˇný v
ortogonálním prostoru, který je definován intervalem (-1, 1) v sourˇadných osách x, y, z.
Samotné 3D textury jsou v grafické pameˇti umísteˇny v krychli s délkou hrany 1. Je tedy
nutné prˇepocˇítat sourˇadnice 3D textury do vhodného intervalu (interval 0 až 1). Tento
výpocˇet znázornˇuje inicializace promeˇnné s názvem texIndex. Promeˇnná s názvem step
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Obrázek 18: Trˇídní diagram popisující zpu˚sob implementace vizualizacˇních trˇíd
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urcˇuje úrovenˇ vzorkování. Tato hodnota je automaticky upravována na základeˇ vlast-
ností objemových dat, která jsou aktuálneˇ vizualizována. Vzhledem k principu vizu-
alizace, která využívá grafická primitiva vcˇetneˇ samotných 3D textur, jsou uživatelské
transformace, jako je naprˇíklad rotace, velmi rychlé a umožnˇují reagovat na tyto události
v reálném cˇase.
Ukázka výstupu vymodelovaných objektu˚ pomocí algoritmu 3D Texture Slicing:
Obrázek 19: 3D model hrudníku
Obrázek 20: 3D model lebky
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Obrázek 21: 3D model chodidel v barevném podání
5.5.3 Algoritmus RayCasting
Algoritmus RayCasting je druhým zástupcem z dostupných vizualizacˇních algoritmu˚.
Algoritmus rovneˇž využívá funkcionality grafické knihovny JOGL, avšak princip zob-
razení objemových dat je odlišný od principu algoritmu 3D Texture Slicing. Algoritmus
byl podrobneˇ popsán v podsekci 4.6.2. Hlavní rozdíl spocˇívá v postupu vizualizace obje-
mových dat. Jako první krok je vytvorˇena krychle o délce hrany 1, jejíž steˇny jsou vypl-
neˇny barevnými prˇechody, které jsou vypocˇítány na základeˇ normovaných hodnot barev
ve vrcholech. Normované hodnoty barev ve vrcholech jsou stanoveny na základeˇ roz-
meˇru˚ objemových dat. Tento krok je realizován pomocí grafické knihovny JOGL, ze které
jsou využity pro vytvorˇení krychle dostupná grafická primitiva. V následujícím kroku je
krychle zobrazena bez prˇedních steˇn a následneˇ bez zadních steˇn. Tímto krokem defi-
nujeme pocˇátecˇní a koncové body, kterými parsek do objemu vstupuje a poté vystupuje.
Zobrazenou krychli v obou pohledech ukládáme do pomocných datových struktur, které
jsou následneˇ použity v procesu vizualizace. Od tohoto kroku již algoritmus nevyužívá
žádná grafická primitiva a celý výpocˇet se prˇesouvá na dostupnou výpocˇetní jednotku,
v aktuální implementaci na dostupný procesor. Rychlost vizualizace je znacˇneˇ závislá na
dostupném výpocˇetním výkonu. Algoritmus je ze své povahy paralelizovatelný, tudíž
prˇi jeho beˇhu prˇedstavují výhodu výpocˇetní jednotky s vysokým pocˇtem jader, které jsou
schopny paralelního beˇhu. Modul využívá Fork-Join Frameworku k rozdeˇlení výpocˇetní
úlohy na dostupná výpocˇetní jádra s cílem využití maximálního paralelního výkonu prˇi
procesu vizualizace. Zobrazovací rˇeteˇzec je tvorˇen stejnými kroky jako je tomu u algo-
ritmu 3D Texture Slicing. Rozdílný je pouze cˇtvrtý krok, kde je provádeˇna vizualizace
pomocí algoritmu RayCasting.
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Upravený rˇeteˇzec odpovídá následující podobeˇ:
1. Nacˇtení objemových dat
2. Provedení filtrace jasu
3. Provedení klasifikace (namapování barvy)
4. Vizualizace pomocí algoritmu RayCasting
Vizualizace pomocí algoritmu RayCasting - První trˇi cˇásti zobrazovacího rˇeteˇzce, které
jsou shodné, byly popsány v prˇedchozí cˇásti textu veˇnované algoritmu 3D Texture Sli-
cing. Cˇtvrtá cˇást je jedinou cˇástí zobrazovacího rˇeteˇzce, která je odlišná od prˇedchozího
prˇípadu. Stejneˇ, jako v prˇedchozím prˇípadu, je i zde komunikace s vizualizacˇním algo-
ritmem zajišteˇna prˇes jednotné rozhraní, které je implementováno vizualizacˇní trˇídou,
viz obrázek cˇíslo 18. Po pru˚chodu prvními trˇemi cˇástmi zobrazovacího rˇeteˇzce jsou obje-
mová data prˇedána vizualizacˇní trˇídeˇ. Následneˇ algoritmus paralelneˇ simuluje pru˚chod
paprsku˚ objemem a vycˇísluje objemový integrál, který byl popsán v sekci 4.3. Ukázku
cˇásti kódu simulující pru˚chod paprsku˚ objemem, která je paralelneˇ vykonávána, mu˚-
žeme videˇt ve výpisu cˇíslo 3.
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protected void computeDirectly() {
int y = mStart / screenWidth;
int x = mStart − (y ∗ screenWidth);
for ( int i = mStart; i < mStart + mLength; i++, x++) {




if (y >= screenHeight) {
return;
}
int i0 = (y ∗ screenWidth + x) ∗ 4;
int i1 = i0 + 1;
int i2 = i0 + 2;
Point3D backHit = new Point3D(new Vector3f((float) (backTexBuff[i0] & 0xFF) / 256.0f, (float
) (backTexBuff[i1] & 0xFF) / 256.0f, (float ) (backTexBuff[i2] & 0xFF) / 256.0f)) ;
Point3D frontHit = new Point3D(new Vector3f((float) (frontTexBuff[i0 ] & 0xFF) / 256.0f, (
float ) ( frontTexBuff [ i1 ] & 0xFF) / 256.0f, (float ) ( frontTexBuff [ i2 ] & 0xFF) / 256.0f))
;
backHit.mulPointOperation(longest − 1.0f);
frontHit .mulPointOperation(longest − 1.0f);
Vector3f dir = backHit.subOperation(frontHit) ;
float sqrLen = dir .sqrMag();
if (sqrLen > 0.0001f) {
float len = (float ) Math.sqrt(sqrLen);
dir = dir .mulOperation(1.0f / len) ;
float stepSize = 0.5f ;




Výpis 3: RayCasting - vizualizace
V uvedeném výpisu mu˚žeme videˇt cˇást kódu, která se stará o simulaci pru˚chodu jed-
noho paprsku objemem. Uvedená cˇást kódu je paralelneˇ provádeˇna pro více pru˚chodu˚
soucˇasneˇ. V první cˇásti uvedeného kódu je nutné urcˇit sourˇadnice aktuálního bodu ob-
razovky, ze kterého bude provádeˇno vrhání paprsku. Získaná sourˇadnice slouží, jako
pocˇátek, od kterého budou dále vrhány další paprsky v porˇadí. Poslední úlohou zís-
kané sourˇadnice obrazovky je její využití prˇi dopocˇítání indexu˚ (i0, i1, i2), které slouží
k prˇístupu do polí, které obsahují zobrazenou krychli bez prˇedních steˇn (frontTexBuf-
fer) a bez zadních steˇn (backTexBuffer). Získáváme tak vstupní bod parprsku (frontHit) a
výstupní bod paprsku (backHit). Následneˇ body normalizujeme a poté pomocí jednodu-
chého vzorce získáváme smeˇrový vektor (dir). Po získání smeˇrového vektoru urcˇíme jeho
velikost (sqrLen) a v prˇípadeˇ, že je dostatecˇneˇ velká, provedeme výpocˇet délky trasy, kte-
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rou bude paprsek procházet po jednotlivých krocích. Velikost vektoru nám rˇíká, zda lze
zanedbat pru˚chod paprsku nebo je nutné simulaci provádeˇt. Pokud byla velikost dosta-
tecˇné velká a známe již délku trasy paprsku, provedeme normalizaci smeˇrového vektoru
a vrháme paprsek do objemu (metoda castRay). Úlohou metody castRay je provádeˇní kom-
pozice pro každý krok, který urazí paprsek po trase, jejíž délka a smeˇr byly prˇedány, jako
argumenty funkce. Velikostí kroku urcˇujeme úrovenˇ vzorkování. Cˇím je hodnota stepSize
menší, tím vyšší je úrovenˇ vzorkování.Zde je nutné upozornit na negativní dopad, který
mu˚že být zpu˚soben prˇíliš nízkou hodnotou kroku vzorkování, která zpomaluje celkový
proces vizualizace. Je tedy nutné urcˇit optimální hodnotu, která bude podávat vizuálneˇ
dobré výsledky a soucˇasneˇ prˇijatelnou dobu trvání vykreslování scény.
Ukázka výstupu vymodelovaných objektu˚ pomocí algoritmu RayCasting:
Obrázek 22: 3D model humra vizualizovaný pomocí algoritmu RayCasting
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Obrázek 23: 3D model humra vizualizovaný pomocí algoritmu RayCasting v barevném
podání
5.6 Obecné vlastnosti modulu˚
Pro oba implementované moduly byla vytvorˇena uživatelská prˇírucˇka a také programá-
torská dokumentace. Soucˇástí programátorské dokumentace jsou rovneˇž trˇídní diagramy
zachycující moduly, jako celek. Moduly jsou vytvorˇeny podle návrhového vzoru MVC
(Model View Controller), který umožnˇuje oddeˇlit logiku aplikace od uživatelského roz-
hraní. Zpu˚sob ovládání uživatelského rozhraní obou modulu˚ je popsán v samostatné uži-
vatelské prˇírucˇce, která je soucˇásti práce. Moduly jsou na sobeˇ navzájem nezávislé a lze je
provozovat oddeˇleneˇ. Pro externí knihovnu JOGL byl vytvorˇen samostatný modul, který
obsahuje pouze knihovnu samotnou. Výhodou vytvorˇení samostatného modulu je mož-
nost budoucího využití knihovny dalšími moduly. Soucˇasneˇ je modul knihovny JOGL
vyžadován, jako povinná závislost modulu vizualizace objemové grafiky. Moduly spo-
lupracují s interní logikou systému FOTOMNG, který umožnˇuje nacˇítat soubory z disku,
tyto soubory upravit pomocí existujících nástroju˚ pro práci s obrazem a následneˇ prˇe-
dat zpracovaná data dále ke zpracování ostatním modulu˚m. Tato možnost nacˇítání dat
je zohledneˇna a je tak možné do modulu˚ takto zpracované snímky nacˇítat a dále s nimi
pracovat. Soucˇástí uživatelského rozhraní obou modulu˚ jsou okna zobrazující aktuální
informace o nacˇtených datech (v terminologii platformy NetBeans se jedná o manažer-
ská okna). V prˇípadeˇ modulu Radonovy transformace jsou zobrazeny informace o jed-
notlivých rˇezech v aktuálneˇ zobrazeném snímku, úrovni nastavené prahové hodnoty pro
daný snímek a obecné vlastnosti týkající se snímku. V modulu vizualizace objemových
dat jsou naopak zobrazeny informace o aktuálneˇ nacˇtených objemových datech. Mezi
tyto informace patrˇí údaj o velikosti objemu, plocha pru˚rˇezu a další informace popisující
objemová data.
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6 Zhodnocení dosažených výsledku˚
Na základeˇ teoretických východisek, definovaných na pocˇátku práce, byly úspeˇšneˇ se-
strojeny dva nové moduly pro systém FOTOMNG. První modul je urcˇen pro využití al-
goritmu inverzní Radonovy transformace k rekonstrukci objektu˚ zájmu a druhý modul
slouží pro vizualizaci objemových dat pomocí vybraných vizualizacˇních technik. Beˇhem
práce byly implementované moduly prakticky vyzkoušeny na spolecˇném projektu s Fa-
kultou stavební VŠB-TU Ostrava. Konkrétní výsledky spolupráce jsou popsány v násle-
dující podkapitole.
6.1 Výsledky spolecˇného projektu s Fakultou stavební VŠB-TU Ostrava
Zámeˇrem projektu bylo porovnání konvencˇních geodetických postupu˚ prˇi meˇrˇení de-
formací objektu zájmu, spolu se softwaroveˇ provedeným meˇrˇením, které je provádeˇno
pouze nad sérií snímku˚ nafoceného objektu zájmu. Vybraným objektem zájmu byl zvo-
len sloup vysokého napeˇtí, jehož ocelová konstrukce podléhá deformaci vlivem pohybu
podloží, pracujících spoju˚ a vlivem tahu vodicˇu˚, které jsou na sloup prˇipojeny. V první
fázi projektu byly stanoveny kontrolní body na sloupu, které posloužily jako referencˇní
body pro geodetické meˇrˇení. Kontrolních bodu˚ bylo ucˇeno celkem peˇt. Ve stejných bo-
dech byly provedeny rˇezy na poskytnutých snímcích. Jelikož sloup prˇedstavuje vysoký
objekt, porˇízené fotografie podléhají perspektivnímu zkreslení. Vrchol sloupu, který je
vysoko a je od pozorovatele dále, se nám jeví menší, než jeho podstava, která je k pozo-
rovateli blíže. V ideálním prˇípadeˇ by meˇlo být snímací zarˇízení prˇi porˇizování snímku˚
kolmé vu˚cˇi snímanému objektu. Toho lze docílit velkou vzdáleností snímacího zarˇízení
od snímaného objektu, avšak za cenu snížení detailu˚. Toto rˇešení je v prˇípadeˇ meˇrˇení
neprˇípustné. Pro rˇešení uvedeného problému byl spolurˇešitelem sestrojen nový modul,
který umožnˇuje provést náklon snímku v ose z. Pomocí tohoto modulu byly následneˇ
upraveny všechny snímky, kde docházelo k výraznému perspektivními zkreslení. Úko-
lem implementovaného modulu inverzní Radonovy transformace bylo provedení zpeˇtné
rekonstrukce objektu zájmu v daných rˇezech. Vytvorˇené filtrované snímky byly dále
použity k rekonstrukci sloupu pomocí existujícího modulu pro 3D modelování v sys-
tému FOTOMNG. Pro 3D modelování bylo nutné urcˇit polygonální tvar objektu˚ na všech
filtrovaných snímcích. Tento úkol byl proveden pomocí dostupných nástroju˚ systému
FOTOMNG, které umožnˇují definovat body tvorˇící polygon, který geometricky popisuje
vytvorˇený objekt. Na základeˇ peˇti polygonu˚ byl pomocí modulu 3D modelování sestro-
jen 3D model sloupu. Poslední fází projektu bylo softwarové prˇemeˇrˇení náklonu sloupu
vlivem deformací a porovnání výsledné hodnoty spolu s výsledkem geodetického meˇ-
rˇení. Meˇrˇení bylo provedeno pomocí modulu 3D modelování, který kromeˇ vytvorˇeného
3D modelu poskytuje i údaje o zrekonstruovaném objektu.
I prˇesto, že poskytnuté snímky sloupu vysokého napeˇtí nesplnˇovaly ideální pod-
mínky postupu porˇízení, výsledek porovnání nameˇrˇených hodnot spolu s numerický
získanými hodnotami dopadl uspokojiveˇ. Skutecˇné hodnoty vychýlení konstrukce od
projektované hodnoty, nameˇrˇené pomocí geodetických postupu˚, se pohybovaly v roz-
mezí 162 mm až 346 mm. Ve stejném rozmezí se pohybovali i nameˇrˇené hodnoty pomocí
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modulu˚ systému FOTOMNG. Z výsledku˚ projektu vyplývá, že byl realizován velmi efek-
tivní zpu˚sob, kterým lze pomocí numerických metod provádeˇných pouze nad dostup-
nými snímky objektu zájmu provést analýzu deformacˇního stavu objektu. Na základeˇ
teˇchto výsledku˚ byl napsán cˇlánek, který bude prezentován na mezinárodní konferenci
SGEM 2015, která se koná v období od 16.6.2015 do 25.6.2015 v Bulharsku. Dále bude
tento cˇlánek prezentován na Mezinárodní konferenci Geodézie a Du˚lního Meˇrˇictví 2015,
která se koná v období od 24.6.2015 do 26.6.2015 v Praze. Cˇlánek popisuje detaily meˇrˇení
spolu s popisem realizace a výsledky samotného projektu. Na záveˇr projektu, jako do-
plnˇující vizualizacˇní cˇást, byly na sloupu provedeny dodatecˇné rˇezy (celkem 200), které
byly využity k rekonstrukci sloupu pomocí druhého modulu, který zobrazil sloup z ob-
jemových dat. Výsledný snímek vizualizace mu˚žeme videˇt na obrázku cˇíslo 24.
Obrázek 24: Rekonstrukce sloupu vysokého napeˇtí pomocí druhého modulu vizualizace
objemových dat z 200 rˇezu˚
V horní trˇetineˇ snímku mu˚žeme videˇt dveˇ místa, kde je kontura 3D modelu sloupu
prˇerušena. K tomuto jevu dochází v situaci, kdy v daném rˇezu není správneˇ zrekonstru-
ován objekt pomocí inverzní Radonovy transformace. Vybrané rˇezy nebyly správneˇ de-
tekovány na hranicích objektu ve všech snímcích z dostupné série. Rˇešením této situace
je opravení chybných rˇezu˚ na snímcích a opeˇtovné provedení inverzní Radonovy trans-
formace. I prˇes to, že objemová data (série snímku˚ zrekonstruovaného objektu v rˇezech)
obsahují deformované rˇezy, lze úspeˇšneˇ zrekonstruovat 3D model objektu. V prˇípadeˇ mo-
delování pomocí objemové grafiky není nutné, aby byly všechny zrekonstruované rˇezy
objektu v ideální podobeˇ. Rekonstrukci 3D objektu lze provést i s poškozenými rˇezy. V
prˇípadech, kdy jsou zrekonstruované rˇezy potrˇeba pro definování polygonálního tvaru
objektu, je nutné tyto rˇezy opravit a provést opeˇtovnou zpeˇtnou rekonstrukci. Výsledný
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modul pro modelování objemové (voxelové) grafiky je v praxi použitelný a lze jej použít
i na rekonstrukci objektu˚, které nespadají pouze do oblasti zdravotnictví.
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7 Záveˇr
V rámci realizace diplomové práce byly splneˇny všechny body zadání. Výstup práce lze
rozdeˇlit do dvou cˇástí. První cˇást je tvorˇena teoretickým popisem postupu˚ a východisek
vedoucích k rˇešení dané problematiky. Druhá cˇást je tvorˇena praktickou realizací dvou
nových modulu˚ systému FOTOMNG, jejichž návrh je založen základeˇ teoretického vý-
stupu první cˇásti.
První z vytvorˇených modulu˚ implementuje algoritmus inverzní Radonovy transfor-
mace spolu s vybranými algoritmy zpracování obrazu. Zámeˇrem modulu je použití in-
verzní Radonovy transformace k rekonstrukci vybraného objektu zájmu v rˇezech, které
jsou automaticky vytvárˇeny v sérii snímku˚ objektu. Funkcionalita modulu byla úspeˇšneˇ
otestována použitím modulu na praktickém projektu, který se uskutecˇnil ve spolupráci s
Fakultou stavební VŠB-TU Ostrava, z jehož výstupu byl napsán cˇlánek pro prezentaci na
mezinárodní konferenci SGEM 2015 a Mezinárodní konferenci Geodézie a Du˚lního Meˇ-
rˇictví 2015. Popis a výstup projektu byl popsán v teoretické cˇásti práce. Modul využívá
prˇi automatické tvorbeˇ rˇezu˚ algoritmy segmentace obrazu, doplneˇné o algoritmy mate-
matické morfologie, k detekci objektu zájmu na snímcích. Výstup dat prvního modulu
mu˚že být použit, jak vstup pro druhý modul, který data vizualizuje v 3D podobeˇ.
Druhý realizovaný modul je urcˇen pro vizualizaci objemové (voxelové) grafiky z ob-
jemových dat, která jsou prˇedstavována sérií snímku˚ rˇezu˚ objektu. Modul implementuje
dva vizualizacˇní algoritmy, pro jejichž implementaci byla využita grafická knihovna Java
OpenGL (JOGL). Prvním implementovaným algoritmem je algoritmus 3D Texture Sli-
cing, druhým algoritmem je algoritmus RayCasting. Dále modul umožnˇuje filtraci ob-
jemových dat spolu s možným vykreslením v barevné podobeˇ. Modul byl otestován s
úspeˇšnými výsledky vizualizace na dostupných snímcích pocˇítacˇové tomografie a taktéž
na snímcích, které byly vytvorˇeny v rámci spolupráce na uvedeném projektu.
Noveˇ implementované moduly byly zacˇleneˇny do systému FOTOMNG a rozšírˇili tak
jeho funkcionalitu. V pru˚beˇhu realizace modulu˚ byl kladen du˚raz na optimalizaci vý-
konu použitím paralelního zpracování vykonávaných úloh. Vybrané cˇásti algoritmu˚ jsou
navrženy a implementovány pro paralelní zpracování na více jádrových procesorech, s
cílem využití maximálního dostupného výkonu. Pro oba moduly byla vypracována uži-
vatelská dokumentace s popisem ovládání a také programátorská dokumentace s popi-
sem implementovaného kódu.
Jako doporucˇená možnost budoucího rozšírˇení je implementace dalších modulu˚ pro
práci s objemovými daty, zameˇrˇených na jejich úpravu, segmentaci a prˇípadnou detekci
vybraných objektu˚ zájmu. Dále by bylo vhodné zvážit budoucí možnost využití výkonu
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