We consider the problem of approximating a maximum weighted matching, when the edges of an underlying weighted graph G(V, E) are revealed in a streaming fashion. We analyze a variant of the previously best-known (4 + )-approximation algorithm due to Crouch and Stubbs (APPROX, 2014), and prove their conjecture that it achieves a tight approximation factor of 3.5 + .
Introduction
We consider the Maximum Weighted Matching (MWM) problem in the semi-streaming model of sublinear computation. In the classical formulation of the problem, the input is a weighted graph G(V, E) and the goal is to output a matching of maximum possible weight. If the graph is not weighted, the MWM problem becomes the Maximum Cardinality Matching (MCM) problem. The MWM/MCM problems are fundamental to classical algorithmic graph theory, and have recently received a lot of interest in big data models, including streaming (e.g., [11, 17, 18, 1, 13, 2, 14, 10, 3] ), online (e.g., [5, 15, 6] ), sublinear-time (e.g., [22, 20, 8, 21, 23] ), MapReduce (e.g., [16] ), and LOCAL and CONGESTED distributed models (e.g., [4] ). Despite the recent focus in these problem, many natural questions about the complexity of MWM and MCM are still open in these models.
In streaming models, the graph is revealed to the algorithm as a sequence of edges arriving one at a time, and the algorithm is required to operate using only a small amount of memory, typically o(n), where |V| = n. However, this memory restriction may be too stringent, as shown in [11] , leading to the proposal of the more relaxed semi-streaming model introduced in [11, 19] , where the amount of allowed memory is O(n · poly log n). We focus on the insertion-only arrival model, where the graph is built via a sequence of edge-insertions.
An intuitive approach to solving problems in the streaming model is to start from techniques used in the classical model, where the algorithm can save the whole input into memory, and then the challenge is to adapt it to streaming models. This is usually difficult, if possible. For instance, there is no known streaming variant of the optimal algorithm computing a maximum weighted matching, due to Gabow [12] . However, the natural greedy algorithm for MCM, which adds an edge to the matching if its vertices are not already matched, can be immediately adapted to the streaming model, where it gives a 2-approximation guarantee. Using this observation and a clever splitting of the stream of edges into substreams according to their weights, Crouch and Stubbs [7] establish a (4 + )-approximation for MWM, improving upon a sequence of recent results on this problem, summarized in Table 1 Table 1 : Selected approximate MWM in the semi-streaming.
Our main result is the analysis of a (3.5 + )-approximation guarantee for the MWM problem in the semi-streaming model.
Theorem 1 Let G(V, E)
be an undirected weighted graph with weights w : E → R + . Let M * be a maximum weighted matching in G. There is an insertion-only semi-streaming algorithm (Algorithm 1) that returns a 3.5 · (1 + )-approximate matching M of G, i.e., Our main contribution in this work is the analysis of an algorithm of [7] which was conjectured to give a 3.5(1+ )-approximation guarantee. The challenge in going below the (4+ )-approximation guarantee lies in understanding the structure of the matching output, with respect to that of an optimal weighted matching.
Our analysis is tight for the algorithm; namely we show that the algorithm achieves a 3.5(1 + )-approximation for an example proposed in [7] . We defer the proof of this result to Appendix A.
Preliminaries
Let S be a stream of insertions of edges of an underlying undirected weighted graph G(V, E) with weights w : E → R. We assume that the vertex set V is fixed and given, and the size of V is |V| = n. Observe that the size of stream S is |S| ≤ n 2 = n(n−1) 2 ≤ n 2 , so that we may assume that O(log |S|) = O(log n). Without loss of generality we assume that at time i of stream S, edge e i arrives (or is revealed). Let E i denote those edges which are inserted (revealed) up to time i, i.e., E i = {e 1 , e 2 , e 3 , · · · , e i }. Observe that at every time i ∈ [|S|] we have |E i | ≤ n 2 ≤ n 2 , where [x] = {1, 2, 3, · · · , x} for some natural number x. We assume that at the end of stream S all edges of graph G(V, E) have arrived, that is, E = E |S| .
We assume that there is a unique numbering for the vertices in V so that we can treat v ∈ V as a unique number v for 1 ≤ v ≤ n = |V|. We denote an undirected edge in E with two endpoints u, v ∈ V by (u, v). The graph G can have at most n 2 = n(n − 1)/2 edges. Thus, each edge can also be thought of as referring to a unique number between 1 and n 2 . Let M be a matching in a graph G(V, E). Edges in a matching M are called matched edges; the other edges are free. Let V M be the vertices of M and V M = V\V M . A vertex v which is in V M is called a matched vertex, otherwise, i.e., if v ∈ V M , v is called a free or unmatched vertex. A matching M is called a maximal matching if it is not a proper subset of any other matching in G.
If S, T are sets, then S ⊕ T denotes the symmetric difference of S and T , defined as S ⊕ T = (S − T ) ∪ (T − S). Given a matching M (not necessarily a maximal matching) and an alternating path p, if M = M ⊕ p is a new matching with w(M ) > w(M), then we call p an augmenting path.
Overview of the Analysis of Theorem 1
In this overview, for ease of presentation, we omit (1 + ) factors in various bounds.
The algorithm first splits the stream according to edge weights, and then applies a greedy matching on unweighted graphs in each substream as a sketch. At the end of the stream, the algorithm computes the maximum weighted matching offline, over the union of each of the sketches. All steps can be performed using O(n poly log n) space. Our algorithm only differs from the algorithm of [7] in the final step, where we use a maximum weighted matching algorithm, due to Gabow [12] , whereas [7] uses another greedy matching. The formal description appears in Algorithm 1.
Algorithm 1 Weighted Matching in Data Streams
Input: A stream S of edges of an underlying graph G(V, E) with weights w : E → R; > 0 Output: 3.5 · (1 + )-approximation to a maximum weighted matching M * in G.
1: Let W = n c for some constant c be the maximum weight of an edge e ∈ E.
Let S i be a substream defining an underlying graph G i (V, E i ), where E i = {e ∈ S : w(e) ≥ (1+ ) i }.
4:
Let S i and G i (V, E i ) be the unweighted versions of S i and G i , respectively.
5:
Let Ψ i be a maximal matching in G i , computed using the greedy algorithm for MCM. 6: Let Ψ i be the corresponding weighted version of Ψ i in G i .
Output the matching M reported by the exact MWM algorithm [12] on the weighted subgraph H(V, Ψ).
The analysis from [7] is based on showing that there is a 2-approximate reduction from the MWM problem to O( 1 log n) instances of the MCM problem, and on the fact that one instance of the greedy algorithm is a 2-approximation. This gives an immediate 4-approximation.
To go below the 4-approximation guarantee, our analysis is based on a careful comparison between weights of edges in the matching M output by the algorithm, and weights of nearby edges from a fixed optimal matching M * . In particular, our analysis only uses the approximation guarantee of the greedy subroutines implicitly.
We start with a simple, but critical observation, namely that each edge e * ∈ M * is at distance at most 2 from some edge e in M (See the formal statement in the "two-influenced" Lemma 5.) In this case, we say that e influences e * . This observation leads to a natural partitioning of the edge-set M * into 5 distinct sets
, where each edge e * is assigned to a set according to its distances from edges in M that influence it, and according to its weight (See Section 2 for the formal definitions.)
To show a 3.5-approximation, we show that if M * is a maximum-weighted matching, and if M is a matching output by Algorithm 1, then w(M * ) ≤ 3.5 · w(M), where w(M) and w(M * ) represent the total weight of the edges in M and M * , respectively.
We view the analysis of the algorithm as a charging argument, in which each edge e ∈ M is assigned a budget of 3.5 · w(e), that can be used to cover weights of nearby edges in M * . For each edge e * ∈ M * , we look for edges in M from whose budget we could charge the weight w(e * ).
It is relatively straightforward to show that for each edge e * ∈ M * 1 ∪ M * 2 there exist adjacent edges in M from whose budget we can charge the full amount of w(e * ). In Lemma 7 we show that the edges in M * 1 ∪ M * 2 can charge at most 2 · w(M) from the overall budget of 3.5 · w(M). Dealing with edges in e * ∈ M * 3 ∪ M * 4 ∪ M * 5 is the most difficult part of the proof, since for these edges we might not find a single edge e ∈ M from which we could fully charge the entire amount of w(e * ). In that case we charge the full weight of w(e * ) from a combination of edges in M, but we must ensure that once the budget of an edge e ∈ M is charged by an edge e * ∈ M * , the amount allocated to e * will not be re-used for other edges in M * . Furthermore, we must confirm that indeed a total of w(e * ) is charged from these various sources.
We overcome this challenge in two "non-poaching" lemmas (Lemma 14 and 19). The high-level idea of Lemma 14 is the following. On one hand, we show that there is an injection from edges in M * 3 ∪ M * 4 to V M (the vertices of M), such that e * ∈ M * 3 ∪ M * 4 is mapped to vertex v ∈ V M satisfying: (1) v is also the endpoint of an edge e saved in memory, whose other endpoint, say v , is a free vertex (i.e. v / ∈ V M and hence, e / ∈ M), and (2) w(e ) < w(e * ). Property (1) ensures that we can map each edge in M * 3 ∪ M * 4 to a distinct edge saved in memory but not in M. (In particular, we map e * to e here.) Since each edge e has a free endpoint, the sum of all such edges is at most w(M); otherwise there exists an augmenting path, contradicting the optimality of the matching M. Thus, property (2) ensures that w(M * 3 ∪ M * 4 ) < w(M). In Lemma 19 we show a similar result for M * 5 . The remaining part of the challenge is to show that only 0.5 · w(M) additional weight is needed to cover the edges of M * 5 ) (See Lemma 9) . In order to analyze this case we need to design a careful charging scheme that revisits the budget left unused by edges in M * . For each edge e * ∈ M * , we define a notion of surplus representing the amount of budget remaining available after dealing with the edges in each set M * i , out of a limited amount that is allowed to be charged according to each M * i . Specifically, the maximum budget that can be used for edges in M * 1 ∪ M * 2 is 2w(M). If the limit is not met, then there is a surplus of available budget, which we will view as sitting on the respective edges of M that were charged by corresponding edges in M * 1 ∪ M * 2 . Similarly, the maximum budget allocated for M * 3 ∪ M * 4 is w(M). If the edges in M * 3 ∪ M * 4 do not use the entire allocated budget, then again there is surplus, which we view as sitting on the respective edges of M. This surplus will be we used to cover charges of edges in M * 5 . In Lemma 9 we show that there is just enough surplus in the graph to cover the charges of the edges in M * 5 . We note that some edges in M * 5 also produce surplus. The surplus of edges in M * 5 are used to cover other nearby edges in M * 5 . The allocation of the surplus takes into account the local structure of the graph around edges in M * 5 .
Organization
In Section 2 we start by introducing the setup for the proofs and the three main lemmas: 7, 8, 9. In Section 3 we prove Lemma 7; in Section 4 we introduce the setup for the remaining cases of the proof and prove Lemma 8. In Section 5 we prove Lemma 9.
Setup for the analysis
For the analysis we fix a maximum weighted matching M * of the graph G(V, E). Observe that since H(V, Ψ) is a subgraph of the graph G(V, E), the maximum weighted matching M of H is a weighted matching of G. Thus, we are left to prove that the weight of the matching M is a (3.5 + )-approximation of the weight of
We frequently use the following fact and lemma in our analysis.
Fact 2 (Optimality Property (of M in H(V, Ψ)))
Recall that M is a maximum weighted matching in the graph H(V, Ψ). Therefore, there is no augmenting path in H(V, Ψ)) with respect to M. Specifically, let e = (u, v) ∈ M. If e is adjacent to an edge e = (u, w) ∈ Ψ or e = (v, w) ∈ Ψ such that w is a free vertex, then we must have w(e ) ≤ w(e). If e is adjacent to two edges e = (u, w) ∈ Ψ and e = (v, z) ∈ Ψ such that w, z are free vertices, then we must have w(e ) + w(e ) ≤ w(e).
Lemma 3 Let e * ∈ M * be an arbitrary edge in the maximum weighted matching M * of G. Suppose that (1 + ) i ≤ w(e * ) < (1 + ) i+1 and edge e * ∈ Ψ i . Then, there exists an edge e ∈ Ψ i which is adjacent to e * in the graph G(V, E) such that w(e * ) < (1 + ) · w(e ).
Proof :
Since e * ∈ Ψ i , the greedy algorithm for S i picks an edge e ∈ S i adjacent to e * and adds it to Ψ i so that e prevents e * from being in Ψ i . Since e ∈ S i , we have w(e ) ≥ (1 + ) i . Since
We next define the notion of edge distance.
Definition 4 (Edge Distance) We say two edges e i , e j ∈ G are at distance one (or adjacent) if they share an endpoint. Recursively, we say two edges e i , e j ∈ G are at distance d and we denote it by dist(e i , e j ) = d if (1) there exists an edge e k adjacent to e i so that dist(e k , e j ) = d − 1 and (2) no edge adjacent to e i is at distance less than d − 1 from e j .
The next lemma shows that the edges of M * are at distance of at most two from the edges in M.
Lemma 5 (The Two-Influenced Lemma) Let e * ∈ M * be an arbitrary edge in the maximum weighted matching M * of G. Let M be the matching that Algorithm 1 returns for subgraph H(V, Ψ). Then, either e * ∈ M, or there exists some other edge, say e ∈ M, which is at distance of at most two from e * , i.e., dist(e * , e) ≤ 2.
Proof : We prove the lemma by contradiction. Suppose that e * / ∈ M, and for any edge e ∈ M we have dist(e * , e) ≥ 3. We consider two cases. Case (1) occurs when e * ∈ Ψ, that is, there exists an index i such that Algorithm 1 adds edge e * to set Ψ i . Case (2) is if e * / ∈ Ψ. We first deal with Case (1) that is, e * ∈ Ψ. Since e * ∈ M and dist(e * , e) ≥ 3 for any edge e ∈ M, then M = M ∪ {e * } is a new matching in subgraph H(V, Ψ). However, since w(e * ) > 0, we then have w(M ) = w(M) + w(e * ) > w(M), which contradicts the Optimality Property (Fact 2). In fact, if e * ∈ Ψ\M, there must be an edge e ∈ M for which we have dist(e * , e) = 1.
Observe that e * is in G i and any other subgraph G j for j < i. Since we run the greedy algorithm on the stream S i and e * / ∈ Ψ, there must be an edge f ∈ G i at distance one from e * (i.e., adjacent to e) that will be added to Ψ i and f ∈ Ψ prevents e * from being in Ψ i . Since dist(e * , e) ≥ 3 for any edge e ∈ M, we must have dist(f, e) ≥ 2, so M = M ∪ {f} is a new matching in the subgraph H(V, Ψ). Once again since w(f) > 0, we have w(M ) = w(M) + w(f) > w(M) which contradicts the Optimality Property (Fact 2). In particular, if e * / ∈ Ψ, there must be an edge e ∈ M for which we have dist(f, e) = 1. However, since dist(e * , f) = 1 and f ∈ Ψ, we must have dist(e * , e) ≤ 2.
2 Definition 6 (Influenced edges) Let e * ∈ M * \M be an edge in the maximum weighted matching M * which is not in M. Let e ∈ M be an edge in the matching M reported by Algorithm 1. We say e * is influenced by e if dist(e * , e) ≤ 2. We define F 1 e * = {e ∈ M : dist(e * , e) = 1} and F 2 e * = {e ∈ M : dist(e * , e) = 2} be the set of edges of M that influence e * and are at distance one and two of e * , respectively. We define F e * = F 1 e * ∪ F 2 e * .
We decompose the edges of M * into 5 classes M * 1 , M * 2 , M * 3 , M * 4 , M * 5 , as described in Table 2 . For edges in M * ∩ M we do not consider them in this decomposition as they are already in the reported matching M. Let e * = (b, c) ∈ M * \M be an edge in M * which is not in M.
• The edge e * is in M * 1 if e * is only influenced by its adjacent edges. That is, M * 1 = {e * = (b, c) ∈ M * : F 2 e * = ∅ ∧ F 1 e * = F e * }.
• The edge e * is in M * 2 if e * is influenced by edges at distance one and two, but the weight of e * is upper-bounded by a (1 + )-factor of the sum of the weights of its adjacent edges.
w(e)}.
• The edge e * is in M * 3 if e * is only influenced by edges at distance two.
• The edge e * is in M * 4 if e * is influenced at one endpoint, say b, only by edges of M that are at distance two, and at the other endpoint, say c, only by an adjacent edge (c,
• The edge e * is in M * 5 if e * is influenced at one endpoint, say b, by at least one edge of M of distance two and an edge, say
w(e) < w(e * )}.
An example of the class partitions of M * appear below in Figure 1 . Our main results are the following three lemmas that we prove in Sections 3, 4, and 5, respectively. w(e * ) ≤ 3.
w(e * ).
Using Lemmas 7, 8 and 9 we prove Theorem 1 as follows.
Proof of Theorem 1:
, and M * 5 are pairwise disjoint. Using Lemmas 7, 8 and 9 and taking = 2 7 we achieve our desired result w(M * ) = e * ∈M * w(e * ) = e * ∈M *
w(e * ) ≤ 3.5 (1 + ) w(M). 2
Proof of Lemma 7
In this section we prove that 2 · (1 + )w(M) budget suffices for edges of M * 1 ∪ M * 2 . Recall that an edge e * is in M * 1 if it is only influenced by its adjacent edges and e * is in M * 2 if it is influenced by edges at distance one and two, but the weight of e * is upper-bounded by a (1 + )-factor of the sum of the weights of its adjacent edges.
Let us fix an edge e * = (u,
Recall that e * is in G i (V, E i ) and any other subgraph G j (V, E j ) for j < i.
The edge e * is in M * 1 . By definition, e * = (u, v) ∈ M * 1 if F 2 e * = ∅ and F 1 e * = F e * .
Claim 10 Let e * = (u, v) ∈ M * 1 be an edge in M * 1 .
1. If e * is adjacent to one edge, say (v, t) ∈ F 1 e * , i.e., |F 1 e * | = 1, then w(u, v) ≤ (1 + )w(v, t).
2.
If e * is adjacent to edges (v, t), (u, z) ∈ F 1 e * , i.e., |F 1 e * | = 2, then w(u, v) ≤ (1+ )(w(u, z)+w(v, t)).
Proof :
We prove the first claim by contradiction, that is, we assume that w(u, v) > (1 + )w(v, t). Recall that since (v, t) ∈ F 1 e * and |F 1 e * | = 1, the edge (v, t) is the only matched edge in M adjacent to e * = (u, v). Thus, the vertex u is free. Observe that the edge (v, t) ∈ Ψ, because it is in M. We have two cases.
If (u, v) ∈ Ψ, and since we assume that w(u, v) > (1 + )w(v, t), the set M = M\{(v, t)} ∪ {(u, v)} is a new matching in the subgraph H(V, Ψ) with weight w(M ) = w(M) − w(v, t) + w(u, v) > w(M) which contradicts the Optimality Property (Fact 2). Thus, we must have w(u, v) ≤ (1 + )w(v, t). Now, suppose e * ∈ Ψ. Using Lemma 3, there is an edge e ∈ Ψ which is adjacent to e * and w(e * ) < (1 + )w(e ). Thus, we have either e = (u, z) or e = (v, z). Suppose that e = (x, z), that is, either x = u or x = v. Recall that e * ∈ M * 1 which means that F 2 e * = ∅ and (v, t) ∈ M is the only edge in M influencing e * . Therefore, e cannot be adjacent to any other edge in M besides possibly (v, t), and so M = M\{(v, t)}∪{(x, z)} is a new matching in H(V, Ψ) with weight w(M ) = w(M)−w(v, t)+w(x, z) > w(M) as (1 + )w(e ) > w(e * ) = w(u, v) ≥ (1 + )w(v, t) which again contradicts the Optimality Property (Fact 2). Thus, we must have w(u, v) ≤ (1 + )w(v, t).
Next we prove the second claim. Suppose (1 + ) i ≤ w(e * ) < (1 + ) i+1 . Observe that since (v, t), (u, z) ∈ F 1 e * we have (v, t), (u, z) ∈ M. Suppose for the sake of contradiction we have w(u, v) >
If e * = (u, v) ∈ Ψ. Since we assume that w(u, v) > (1 + )[w(u, z) + w(v, t)], then M = M\{(v, t), (u, z)}∪{(u, v)} is a new matching in subgraph H(V, Ψ) with weight w(M) = w(M)−w(v, t)− w(u, z) + w(u, v) > w(M) which contradicts the Optimality Property (Fact 2). Thus, we must have
If e * ∈ Ψ, using Lemma 3, there is an edge e = (x, z) ∈ Ψ i adjacent to e * with w(e * ) < (1 + )w(e). Again the fact that e * ∈ M * 1 means that F 2 e * = ∅ and (u, z), (v, t) ∈ M are the only edges in M influencing e * . Therefore, the only edges of M adjacent to (x, z) are (u, z) and (v, t). Thus, the set M = M\{(v, t), (u, z)} ∪ (x, z) is a matching. But since (1 + )w(e) > w(e * ) and w(e
The edge e * is in M * 2 .
Recall that e * ∈ M * 2 if F 2 e * = ∅ and F 1 e * = ∅, and w(e * ) ≤ e∈F 1 e *
(1 + )w(e).
Finishing the proof of Lemma 7. Using Claim 10 and the definition of M * 2 , e * ∈ M * 1 ∪ M * 2 implies that w(e * ) is upper bounded by (1 + ) times the sum of the weights of its adjacent edges in M, that is, w(e * ) ≤ (1 + ) e∈F 1 e * w(e). Observe that since M * 1 ∪ M * 2 ⊆ M * is a subset of the maximum weighted matching M * in G(V, E), the set M * 1 ∪ M * 2 is a matching (not necessarily maximum weighted) in G. Therefore, an edge e ∈ M can be adjacent to at most two matched edges of M * 1 ∪ M * 2 , one at each endpoint, i.e., e ∈ F 1 e * for at most two edges e * ∈ M * 1 ∪ M * 2 . Thus, w(e * ) ≤ (1 + ) e∈M 2w(e) ≤ 2(1 + )w(M), as desired.
Proof of Lemma 8
In this section we prove that (1 + )w(M) budget suffices for edges in M * 3 ∪ M * 4 . Recall that an edge e * is in M * 3 if it is only influenced by edges at distance two, and e * is in M * 4 if it is influenced at one endpoint, say b, only by edges of M that are at distance two, and at the other endpoint, say c only by an adjacent edge (c, d c ) ∈ M s.t. 
Blocking Edges
We first show that the edges of (M * 3 ∪ M * 4 ∪ M * 5 ) cannot be in Ψ.
Then, e * ∈ Ψ.
Proof : We prove the lemma by contradiction by finding a new matching M in H(V, Ψ) of greater weight than M which contradicts the Optimality Property (Fact 2). Thus, e * ∈ Ψ. First, assume that e * ∈ M * 3 and e * ∈ Ψ. By definition of M * 3 , no neighbors of e * are in M, so e * is a free edge. Thus the set M = M ∪ {e * } is a matching in H(V, Ψ) whose weight is w(M ) = w(M) + w(e * ) > w(M) as w(e * ) > 0. Now, assume that e * ∈ M * 4 and e * ∈ Ψ. Let e * = (b, c) and its adjacent edge which is in M is e = (c, d c ) incident to c. Be definition of M * 4 , we have (1 + )w(c, d c ) < w(b, c). Since e * at b is influenced by edges of M that are at distance two, the endpoint b is free. Thus, the set M = M\{e} ∪ {e * } is a matching in H(V, Ψ) whose weight is w(M ) = w(M) − w(e) + w(e * ) > w(M).
Finally, assume that e * ∈ M * 5 and e * ∈ Ψ. By definition of M * 5 , (1 + ) · e∈F 1 e * w(e) < w(e * ). Thus, the set M = M ∪ {e * }\ ∪ e∈F 1 e * {e} is a matching in H(V, Ψ) whose weight is w(M ) = w(M) + w(e * ) − e∈F 1 e *
w(e) > w(M). 2
We define the notion of blocking edge as follows.
Definition 12 (Blocking Edge) Let e * ∈ M * 3 ∪ M * 4 ∪ M * 5 so that e * ∈ Ψ (as by Lemma 11) . Suppose that (1 + ) i ≤ w(e * ) < (1 + ) i+1 , that is, e * ∈ S j for 0 ≤ j ≤ i. For 0 ≤ j ≤ i, we call e ∈ S j the blocking edge for e * if e * is not in Ψ j because of edge e which happens when the greedy algorithm (in Step 5 of Algorithm 1) chooses the edge e ∈ S j that is adjacent to e * .
Lemma 13 Let e
. Let e ∈ Ψ j ⊆ Ψ be a blocking edge of the edge e * in a substream S j . Then, the blocking edge e / ∈ M, i.e., is not in the matching M. Moreover, if e * ∈ M * 3 ∪ M * 4 , one of the endpoints of e is free and the other is matched; otherwise if e * ∈ M * 5 , both endpoints of e are matched.
Proof : Suppose e is a blocking edge of e * ∈ M * 3 in substream S j . Since e prevents e * from being recorded in Ψ j , then e must be adjacent to e * . By definition of M * 3 , e * is not influenced by any edges at distance one, so the endpoint common to both e and e * is free. However, if both endpoints of e are free, then M ∪ {e } is a matching with greater weight than M, contradicting the Optimality Property (Fact 2). Thus, one endpoint of e is free, and the other endpoint must be matched.
Suppose e is a blocking edge of e * ∈ M * 4 in substream S j . Let v be the endpoint of e * which is influenced by an adjacent edge e ∈ M, with (1 + )w(e) < w(e * ). Since e prevents e * from being recorded in Ψ j , then e must be adjacent to e * . Since v is not influenced at distance two, then e cannot be incident to v, since w(e * ) < (1 + )w(e ), so M ∪ {e } − e would be an augmenting path, which contradicts the Optimality Property (Fact 2). Hence, e is adjacent to e at the endpoint which is only influenced at distance two, so the endpoint common to both e and e * is free. However, if both endpoints of e are free, then M ∪ {e } is a matching with greater weight than M, contradicting the Optimality Property (Fact 2). Thus, one endpoint of e is free, and the other endpoint must be matched.
Suppose e is a blocking edge of e * ∈ M * 5 in substream S j . Let v be an endpoint of e * which is influenced by edges in M at both distance one and two, and suppose e is incident to v. Recall that the edge e at distance one satisfies (1 + )w(e) < w(e * ). Since e blocks e * , then w(e * ) < (1 + )w(e ), so if the other endpoint of e is free, then M ∪ {e } − e would be an augmenting path, which contradicts the Optimality Property (Fact 2). Hence, both endpoints of e are matched.
2
We refer to blocking edges of edges in M * i for i ∈ {3, 4, 5} as blocking edges of M * i . Next, we prove that there is a two-step injection from edges M * 3 ∪ M * 4 to the endpoints of edges in M.
Lemma 14 (Non-Poaching Lemma for
There is an injection I 1 from edges in M * 3 ∪ M * 4 to blocking edges in M * 3 ∪ M * 4 such that for each edge e * ∈ M * 3 ∪ M * 4 with e = I 1 (e * ) we have w(e * ) ≤ (1 + )w(e ). Let R I 1 be the image set of I 1 . There is an injection I 2 from R I 1 to V M , i.e., to endpoints of edges in M.
Proof :
In Claims 15, 16, 17, we observe three useful facts to prove the Non-Poaching Lemma for
Claim 15 A single edge cannot be the blocking edge of two different edges in (M * 3 ∪ M * 4 ) in the same substream. Thus, the number of edges in (M * 3 ∪ M * 4 ) ∩ S j equals the number of blocking edges in S j .
Proof : Suppose, by way of contradiction, for a substream S j , there is an edge e = (x, y) ∈ Ψ j which is the blocking edge of two different edges (x, r), (y, s) ∈ (M * 3 ∪ M * 4 ). Then, since (x, r) and (y, s) are each at distance two from any edge in M of weight at least (1 + ) j , then e must also be at least distance two from any edge in M. But then M ∪ {e } would be a matching with greater weight than M which contradicts the fact that M is a maximum weighted matching in H(V, Ψ).
Claim 16
Let us consider a substream S j . Two blocking edges in S j cannot be adjacent (i.e., share a vertex).
Proof : Indeed if there are two blocking edges e 1 = (x 1 , y 1 ), e 2 = (x 1 , y 2 ) ∈ Ψ j (share x 1 ) that block two edges (y 1 , z 1 ), (y 2 , z 2 ) ∈ (M * 3 ∪ M * 4 ) (respectively), the greedy algorithm for S j chooses the one that comes first, say e 1 = (x 1 , y 1 ) and adds it to Ψ j and ignores the second one, say e 2 = (x 1 , y 2 ). Thus, the edge (y 2 , z 2 ) will be free by its arrival and the greedy algorithm adds it to Ψ j which contradicts the claim of Lemma 11 that (y 1 , z 1 ), (y 2 , z 2 ) / ∈ Ψ j ⊆ Ψ. Therefore, the edge e 2 = (x 1 , y 2 ) is not the blocking edge of (y 2 , z 2 ).
Claim 17
For each edge e * ∈ (M * 3 ∪M * 4 ) there must be a blocking edge e for which w(e * ) ≤ (1+ )w(e ).
Proof : Claim 17 Indeed, assume that this is not the case, that is there is an edge e * ∈ (M * 3 ∪ M * 4 ) for which we do not have a blocking edge e having w(e * ) ≤ (1 + )w(e ). Assume that e ∈ S j and e * ∈ S k for k > j. Since e / ∈ S k and there is no other blocking edge for e * in S k , the edge e * in the substream S k will be free and the greedy algorithm of S k will add e * to Ψ k which contradicts the claim of Lemma 11 that e * / ∈ Ψ. 2
Using these three claims, we now finish the proof of Lemma 14. We start from the substream of highest weight and proceeding to substreams of lower weights and iteratively construct injection I 1 from the edges of (M * 3 ∪ M * 4 ) to blocking edges of (M * 3 ∪M * 4 ) by repeating the same process for each edge in e * ∈ M * 3 ∩ S j whose I 1 (e * a ) is not defined before proceeding to S j−1 . Let us consider a substream S j . By Claim 15, the number of edges in (M * 3 ∪ M * 4 ) ∩ S j is at most the number of blocking edges in S j . Each blocking edge is incident to some endpoint of M and no two blocking edges share the same endpoint of M, by Claim 16. Thus, the number of edges in (M * 3 ∪ M * 4 ) ∩ S j is at most |V M |. Hence, for each edge e * ∈ (M * 3 ∪ M * 4 ) ∩ S j for which I 1 (e * ) is not defined, there exists some vertex v ∈ V M which has not been assigned as the image of I 2 and is the endpoint of some blocking edge e in S j . We define I 1 (e * ) = e and I 2 (e ) = v and iteratively repeat the same process for each edge in e * ∈ (M * 3 ∪ M * 4 ) ∩ S j for which F(e * ) is not defined before proceeding to S j−1 . Since we define I 1 by starting from the stream of highest weight and proceeding downward, then for I 1 (e * ) = e , we must have w(e ) > (1 + )w(e * ), as desired.
Proof of Lemma 8: By Lemma 14, each edge of M * 3 ∪ M * 4 injects to a blocking edge in R I 1 , which has a free vertex. Since R I 1 ⊂ Ψ, then any edge e ∈ M must be at least the weights of the blocking edges injected to it by I 2 , or else e and its adjacent blocking edges would form an augmenting path, contradicting the Optimality Property (Fact 2). Hence, e ∈R I 1 ≤ e∈M w(e) = w(M). By the construction of the injection, each edge e * ∈ M * 3 ∪ M * 4 injects to an edge e ∈ R I 1 with w(e * ) < (1 + )w(e ). Therefore, e * ∈(M * 3 ∪M *
Proof of Lemma 9
In this section we prove that outside of the budget for
, at most 0.5 · (1 + )w(M) additional budget is needed for the edges of M * 5 . Recall that an edge e * is in M * 5 if it is influenced at one endpoint, say b, by at least one edge of M of distance two and an edge, say (b, a b ), of M of distance one such that (1 + ) e∈F 1 e * w(e) < w(e * ). We now describe the high level intuition for the proof of Lemma 9. Since Lemma 11 states that edges of M * 5 cannot be in Ψ, there exists some blocking edge e for e * such that 1(+ )w(e ) > w(e). In Lemma 18, we show that it suffices to assume that w(e ) is at most the average of the weight of its neighbors. We then decompose M * 5 into three classes, X, Y, Z based on the weights of the neighbors of e . In Claims 20 and 21, we show how to charge e * ∈ X ∪ Y to each of the neighbors of e . In Claim 22, we show how to charge e * ∈ Z to each of the neighbors of e , as well as an additional nearby edge. To ensure that this additional nearby edge has not already been charged by another edge of e * , we show a Non-Poaching Lemma for M * 5 , (Lemma 19). In each of the Claims 20, 21, and 22, e * is charged at most 0.5 · (1 + )w(M) additional budget outside of the budget for
Thus, the proof of Lemma 9 follows.
Lemma 18
Suppose that for each edge e * = (b, c) ∈ M * 5 the influencing edges at distance one and two are (a b , b), (u b , v b ) ∈ M, respectively, and its blocking edge is e = (b, u b ) ∈ Ψ (as in Figure 2 .) Define
. Proof : Fix an edge e * = (b, c) ∈ M * 5 whose blocking edge is (b, u b ) and whose influencing edges at distance one and two are (a b , b), (u b , v b ) ∈ M, respectively. Recall that using Lemma 13, blocking edges of edges in M * 3 ∪ M * 4 ∪ M * 5 are in Ψ and in H(V, Ψ), but they are not in the matching M of H. Let P be the longest path containing (b, u b ) and alternating between edges in M and blocking edges of edges in
Since M is a maximum weighted matching in H, e ∈(P\M) w(e ) ≤ e∈(P∩M) w(e), i.e., the sum of the weights of the blocking edges in P is at most the sum of the weights of the matching in P. We have two cases for P. Either P is a cycle or is a path.
If P is a cycle, then both endpoints of each blocking edge e ∈ P must be matched and the number of blocking edges in P equals to the number of matched edges in P, i.e., |P\M| = |P ∩ M|. Recall that using Lemma 13, if e * ∈ M * 3 ∪ M * 4 , one of the endpoints of e is free and the other is matched; otherwise if e * ∈ M * 5 , both endpoints of e are matched. Therefore, all the blocking edges in P are the blocking edges of edges in M * 5 , that is, P\M ⊆ M * 5 . Every blocking edge e = (b, u b ) ∈ P is adjacent to two edges (b, a b ), (u b , v b ) of M * 5 in P, so in the formula e ∈(P\M) w(e ) ≤ e∈(P∩M) w(e) we can assign half of the weight of each of (b, a b ), (u b , v b ) to e to obtain
The second case is when P is a path. Let P = [p 1 , p 2 , · · · , p k ] for k ∈ Z + and k ≤ n. Let (x 1 , x 2 ) and (x t−1 , x t ) be the matching edges of M at the ends of P for an even number t. Observe that (x 1 , x 2 ) can be (p 1 , p 2 ) or (p 2 , p 3 ). Similarly, (x t−1 , x t ) can be (p k−1 , p k ) or (p k−2 , p k−1 ). Observe that only the blocking edges at the ends of P if they exist (i.e., (p 1 , p 2 ) and/or (p k−1 , p k )) can be blocking edges for edges in M * 3 ∪ M * 4 . All the intermediate blocking edges must be blocking edges of edges in M * 5 because both endpoints of every one of them are matched; thus, using Lemma 13 they must be in M * 5 . Therefore, the blocking edges e 1 = (x 2 , x 3 ), e 2 = (x 4 , x 5 ), · · · , e (t−2)/2 = (x t−2 , x t−1 ) are blocking edges for edges in M * 5 and the edges e 1 = (x 1 , x 2 ), e 2 = (x 3 , x 4 ), · · · , e t/2 = (x t−1 , x t ) are in M.
We consider two inequalities.
(1)
assuming both edges (p 1 , p 2 ), (p k−1 , p k ) are blocking edges of edges in
The other cases when at most one of (p 1 , p 2 ), (p k−1 , p k ) is a blocking edge follow similarly. Specifically, if either (p 1 , p 2 ) or (p k−1 , p k ) is not a blocking edge, then edges of M * 3 are absent, lending additional surplus, as described below.
First of all, we cannot have
as otherwise we have e ∈(P\M) w(e ) =
, and so, P is an augmenting path with respect to M which contradicts the fact that M is a maximum weighted matching in H.
Therefore, either we have
. If the former is correct, the claim of this lemma is correct for P and we are done. Thus, let us consider the case when
. We prove that we have an extra surplus of w(p 1 , p 2 )/2 for (p 1 , p 2 ) and Using Lemma 18, we can assume the blocking edge of each edge e * ∈ M * 5 has weight that is average of its neighbors. We partition the edges of M * 5 into 3 classes, based on the weights of those neighbors.
Decomposition of M * 5 into 3 classes
•
}.
Similar to the charging of edges in M * 3 ∪ M * 4 , for each edge e * in M * 5 , we seek a blocking edge e which prevents e * from being added to Ψ. This occurs because no edges of M * 5 can be in Ψ by Lemma 11. But according to Lemma 18, for edge e = (b, u b ), it suffices to charge weight
from M. Otherwise, if e were larger, then the difference is provided from M because other edges in
do not charge as much as allocated. For edges in M * 5 we have a similar non-poaching lemma, however the first step of this lemma is not an injection. Let V 2 = (X ∈ 2 V M : |X| ≤ 2} be the set of subsets of V M of size at most two, where 2 V M is the power set of V M .
Lemma 19 (Non-Poaching Lemma for M * 5 ) There is a function J 1 from edges in M * 5 to V 2 such that 1. For every edge e * ∈ M * 5 , there is a blocking edge e adjacent to v ∈ J 1 (e * ) such that w(e * ) ≤ (1 + )w(e ); and 2. For every two edges e * 1 , e * 2 ∈ M * 5 , we have J 1 (e * 1 ) ∩ J 1 (e * 2 ) = ∅.
Proof : Similar to the construction of the Non-Poaching Lemma for M * 3 ∪ M * 4 , we start at the highest substream and proceed to streams of lower weight. By Lemma 11, no edge of M * 5 is in Ψ. Thus, for any substream S j , each edge e * ∈ M * 5 ∩ S j must be blocked by some edge e . Let v be an endpoint of e which is opposite to an endpoint of M * 5 . Note that if v is not matched, then e * can be charged in the same manner as edges of M * 3 ∪ M * 4 . Thus, we assume v is matched. Since the number of edges in M * 5 equals the number of endpoints of edges in M * 5 incident to blocking edges, we may arbitrarily assign J 1 (e * ) to these endpoints. Moreover, edges e * ∈ Z may have multiple blocking edges. For a stream S j for which e is not the blocking edge of e * because v has a blocking edge for M * 3 , arbitrarily let J 1 (e * ) map to these endpoints as well, so that J 1 (e * ) ∈ V 2 . We repeat this mapping for all edges in M * 5 ∩ S j whose images are not defined, and then proceed to S j−1 .
Note that for any e * ∈ M * 5 , a blocking edge of e * can be incident to at most one of J 1 (e * ) ∈ V 2 . Thus, we have J 1 (e * 1 ) ∩ J 1 (e * 2 ) = ∅, as desired. 2
We now show the following lemma to complete Lemma 9.
Proof of Lemma 9:
The proof relies on Claims 20, 21, 22 below. Therefore, for every edge e * ∈ X we charge the full weight w(e * ) to w(b, a b ) and edge (u b , v b ) does not receive a charge from w(e * ). . Suppose (u b , v b ) has surplus 2σ ≥ 0 from
