The paper suggests a modification of the contracting mapping method for non-linear 
space being dual to the space 0 W 1 2 (D) (see, e.g., the first energy inequality in Ladyzhenskaia [3] ). We suggest a modification of this estimate.
We found a suboptimal upper estimate that can be achieved by varying the zero order coefficient of the original equation by adding a constant. In other words, we study the case when the original equation is transformed into a new one such that the original solution u (x, t) is to be replaced by u(x, t)e −Kt ; the value of K is being varied (Theorem 3.1 and Lemma 7.1).
The limit constant in these estimates is the same for all possible choices of the dimension, domain, time horizon, and the coefficients of the parabolic equations. It is why it can be called a universal estimate. These results represent an important development of the extension of the results from [2] , where an "universal" estimate was obtained for the gradient via L 2 -norm of the free term. In contrast, the present paper gives the estimate of the L 2 -norm via a H −1 -type norm of the nonhomogeniuos term, i.e., via a weaker norm. It is shown that the estimate obtained is sharp (Theorem 6.1).
As an example of applications, this estimate was used to obtain explicit sufficient conditions of existence and regularity for a variety of non-linear and non-local parabolic equations 
Definitions Spaces and classes of functions.
We denote by | · | the Euclidean norm in R k and the Frobenius norm in R k×m , and we denote byḠ denote the closure of a region G ⊂ R k .
We denote by ∥ · ∥ X the norm in a linear normed space X, and (·, ·) X denote the scalar product in a Hilbert space X. Let T > 0 be given, and let Q We will write (u, w) H 0 for u ∈ H −1 and w ∈ H 1 , meaning the obvious extension of the bilinear form from u ∈ H 0 and w ∈ H 1 .
We denote byl 1 the Lebesgue measure in R, and we denote byB 1 the σ-algebra of Lebesgue sets in R 1 .
For k = −1, 0, 1, 2, we introduce the spaces
We introduce the spaces
with the norm ∥u∥ Y k
We use the notations
In addition, we use the notation
The boundary value problem
We consider the following problem
Here u = u(x, t), (x, t) ∈ Q, and To proceed further, we assume that Conditions 2.1-2.2 remain in force throughout this paper.
Condition 2.1 There exists a constant
Inequality (2.3) means that equation (2.1) is coercive.
Condition 2.2 The functions
R n × R → R, are measurable, and
We introduce the sets of parameters
We consider all possible µ such that the conditions imposed above are satisfied.
Special estimates for the solution
We assume that φ ∈ X −1 . This means that there exist functions F = (F 1 , ..., F n ) : Q → R n and
.., n, and
The classical solvability results for the parabolic equations give that there exists a unique solution u ∈ Y 1 of problem (2.1) for any φ ∈ X −1 .
Theorem 3.1 For any µ and any
where u is the solution of problem (2.1), and where F i ∈ X 0 are such that (3.1) holds.
The case of non-linear and non-local equations
Let us consider a mapping N (v) :
t), and λ(x, t) = λ(u(·), x, t), and such that φ(x, t)
and is such that (3.1) holds for
2) holds, where P(µ) is defined as above for the functions b, f, λ.
Note that the parabolic equation in (4.2) is non-linear and non-local in time and space.
Moreover, the operator N (u) are not necessary causal with respect to time; the case of (N (v))(t) defined by the values {v(·, s), s ≥ t} is not excluded.
Theorem 4.1 does not establish existence. Some existence results for non-local and non-linear problems are given below.
Applications: existence for non-linear and non-local equations
The estimates from Theorem 3.1 can be also applied to analysis of non-linear and non-local parabolic equations. These equations have many applications, and they were intensively studied (see. e.g., Ammann [1] , Ladyzenskaya et al [4] , Zheng [5] , and references there). Theorem 3.1
gives a new way to establish conditions of solvability of these equations. This approach covers many cases when the solutions and the gradient are included into the non-local and non-linear term.
Let B(u(·)) : X 0 → X −1 be a mapping that describes non-linear and non-local term in the equation.
Let us consider the following boundary value problem in Q:
Here A is the linear operator defined above. For K > 0, introduce the mappings
Then there exists a unique solution u ∈ Y 1 of problem (5.1) for any φ ∈ X −1 .
Theorem 5.2 Assume that
Further, assume that B(u) maps X 1 into X 0 and that there exist constants K * > 0 and C * > 0 such that β(u(x, t), x, t) ,
where β : R × Q → R n is a measurable function such that β(0, ·) ∈ L 2 (Q) and (5.6) holds.
(iii) A non-local in space non-linearity (integral nonlinearity):
as a function of (x, t), and there exists a constant C L > 0 such that
We assume here that D is a bounded domain.
(iv) A non-local in space distributional non-linearity:
as a function of (x, t), and (5.7) holds. We assume here that D is a bounded domain.
(v) A non-local in time and space non-linearity:
where β : R × Q 2 → R is a measurable function such that
(vi) A non-local in time and space distributional non-linearity: 
) as a function of (x, t), and (5.8) holds. We assume here that D is a bounded domain. (vii) Nonlinear delay parabolic equations:
(B(u))(x, t) ∆ = ∇ · β(u(x, τ (t)), x, τ (t)) + β(u(x, τ (t)), x, τ (t)). (5.9)
Here τ (·) : [0, T ] → R is a given measurable function such that τ (t) ∈ [0, t], and that there exists θ ∈ [0, T ) such that τ (t) = 0 for t < θ, the function τ (·) : [θ, T ] → R is non-decreasing and absolutely continuous, and ess sup t∈[θ,T
, and there exists a constant C L > 0 such that
.10) (viii) Non-local term for the backward Kolmogorov equations for a jump diffusion process:
(Bu)(x, t) ∆ = ∫ R n I {x+c(x,
y,t)∈D} (u(x + c(x, y, t), t) − u(x, t) − c(x, y, t) ⊤ ∇u(x, t))ρ(y, t)dy.
Here ρ(y, t) : 5.3(vii) given that β ≡ 0.
is measurable, and there exists a uniquely defined
function ψ : D × R n × [0, T ] → R n such that z = x + c
(x, y, t) for y = ψ(x, z, t). In addition, we assume that ess sup t∈[0,T ] ∫ D×D |r(x, z, t)| 2 dxdz < +∞, where the function r(x, z, t)
∆ = ρ(ψ(x, z, t), t) ∂ψ ∂z (x, z, t) is such that the derivative ∂c ∂x (x, y, t) is bounded.
Theorem 5.4 Assume that (5.4) holds. Then the remaining assumptions of Theorem 5.2 hold for B(u) such as in Theorem 5.3(i),(iii),(v), as well as for B(u) with delay such as in Theorem
Clearly, linear combinations of the non-linear and non-local terms listed above are also covered, as well as terms formed as compound mappings.
The statement of Theorem 5.4 for the case of B(u) with delay was presented in [2] . 6 On the sharpness of the estimates
Theorem 6.1 There exists a set of parameters (n, D, b(·), f (·), λ(·)) such that, for any T > 0,
where u is the solution of problem (7.1) and F i ∈ X 0 are such as presented in (3.1) , F = (F 1 , ..., F n ).
Proofs
Lemma 7.1 For any admissible µ and any
is the solution of the boundary value problem
Uniqueness and existence of solution u ∈ Y 1 of problem (7.1) follows from the classical results (see, e.g., Ladyzhenskaia [3] , Chapter III).
Proof of Lemma 7.1. Clearly, Au = A s u + A r u, where
Assume that φ(·, t) is differentiable and has a compact support inside D for all t. We have that
Let arbitrary ε 0 > 0 and ε 0 > 0 be given. Let v
In addition, we have that, under the integrals in (7.2),
By the first energy inequality, there exist constants c ′ * = c ′ * (P) > 0 and c * = c * (P) > 0 such that
(See, e.g. inequality (3.14) from [3] , Chapter III). Moreover, this constant c * can be taken the same for all t ∈ [0, T ] and all K > 0. Further, there exists a constant c 1 = c 1 (P) > 0 such that
By (7.2)-(7.6), it follows that 
where φ K (x, t)
Therefore, the solvability and uniqueness in Y 1 of problem (5.1) follows from existence of K > 0 such that problem (7.7) has an unique solution in Y 1 . Let us show that this K can be found.
We introduce operators F K : X −1 → Y 1 such that u = F K φ is the solution of problem (7.1).
Let g ∈ X −1 be such that
is the solution of (7.7). Equation (7.8) can be rewritten as g = φ + R K (g), or
where the mapping R K : X −1 → X −1 is defined as
Let w = F K h, where h ∈ X −1 . By Theorem 3.1 reformulated as Lemma 7.1, for any ε > 0,
and, therefore,
By the contraction mapping theorem, it follows that the equation (7.9) has an unique solution g ∈ X −1 . Hence problem (7.7) has an unique solution 
By the assumptions, it follows that B(0) ∈ X −1 . Hence B(u) ∈ X −1 for all u ∈ X 0 .
Let us prove statement (viii). We have that B K (u) = B(u), i.e., it is independent from K. Proof of Theorem 6.1. Repeat that u(x, t) = e Kt u K (x, t), where u is the solution of problem (2.1) and u K is the solution of (7.1) for h K (x, t) = e −Kt h(x, t). Therefore, it suffices to find n,
