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Abstract
This paper presents two hierarchically preconditioned methods for the fast solution of mesh equations that
approximate three-dimensional-elliptic boundary value problems on unstructured quasiuniform triangulations
above all aiming at the numerical investigation of the previously suggested algorithms. Furthermore, improv-
ing the practical applicability of the methods unstructured three-dimensional grids possessing locally re'ned
regions are considered. Based on the 'ctitious space approach, the original problem can be adaptively em-
bedded into an auxiliary one in which hanging nodes occur. We implemented the corresponding Yserentant
preconditioned conjugate gradient method as well as the BPX-preconditioned cg-iteration having nearly opti-
mal computational costs. Several numerical examples demonstrate the e7ciency of the arti'cially constructed
hierarchical methods.
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1. Introduction
Continuing the previous work in [10] made for the two-dimensional approach in this paper
we solve three-dimensional boundary value problems e7ciently numerically using an arti'cially
constructed hierarchical preconditioning technique.
For the two-dimensional case, in [10,17] we determined the structured auxiliary problem into
which the original one can be embedded. Introducing an operator R we de'ned the one-to-one cor-
respondence between the N nodes in the unstructured quasiuniform mesh h and selected vertices
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in the hierarchically discretized square h de'ning the 'ctitious space. Based on this strategy both
the hierarchical grid information and the preconditioner are well de'ned. It is easy to see that the
technique can be directly transfered to three-dimensional problems using a cubic hull discretiza-
tion h instead of the square embedding. In this case, the whole numerical algorithm has optimal
computational costs performing O(N ) numerical operations.
In practical applications, adaptively re'ned and a priori graded meshes are usually used. Taking
this into account, the described method can be modi'ed by successively re'ning the auxiliary cube
adaptively while only choosing grid cells, which contain more than one node of the unstructured grid.
In doing so, 'nally hanging nodes will occur in the auxiliary grid. However, the number of auxiliary
unknowns is reduced substantially, and less auxiliary storage is required. For the previous step that
maps the unstructured locally re'ned grid appropriately onto the arti'cial hierarchy O(log(N )N )
numerical operations are necessary, whereas the corresponding solution algorithm again needs solely
O(N ) operations provided that the arti'cial BPX-preconditioning was applied. Both approaches, the
fully hierarchical scheme and the adaptive scheme with hanging nodes are implemented numerically
comparing their performance as follows:
1. We illustrate the e7cient implementation of the two hierarchical preconditioners computing sev-
eral three-dimensional-potential problems discretized using unstructured tetrahedral and (skewly)
hexahedral grids, respectively.
2. At certain grid levels we compare the arti'cially constructed hierarchical iteration based on the
canonically performed re'nement of a coarse and structured user mesh with the same new pro-
cedure using unstructured 'ne grids generated by the advancing front mesh generator described
in [7].
This section also demonstrates the practical importance of the designed methods. Often in industrial
engineering, boundary value problems must be solved. In this situation a 'ne mesh of the complex
domain and the discretization concept are given eventually resulting in the corresponding system of
linear algebraic equations. However, no fast hierarchical solver can be applied because nothing is
known about the grid structure. By our strategy a new opportunity is given to overcome this bottle-
neck. Other techniques for constructing the preconditioner on unstructured meshes are proposed in
[4,5,20], see also [8,10] and the speci'cal references therein. A short summary on the new hierar-
chical solution technique for problems being discretized by unstructured grids completes the article.
2. The description of the original problem
Let  ⊂ R3 be a bounded spatial domain with a Lipschitz continuous boundary  that can be
divided up into piecewisely smooth boundary parts belonging to the class C2, see [21]. We consider
a second-order elliptic boundary value problem, which is formally written as the following partial
di;erential equation:
−
3∑
i; j=1
9
9xi
(
aij(x)
9u
9xj
)
+ a0(x) u= f(x); x = (x1; x2; x3)T ∈;
u(x) = g0(x); x∈0 and 9u(x)9N + (x)u(x) = g1(x); x∈1: (1)
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The symbol 9=9N denotes the conormal derivative w.r.t. the outward normal. On the boundary
 = 0 ∪ 1 of the domain  both Dirichlet boundary conditions and Robin boundary conditions
may be imposed. We introduce the subspace H 1(;0) of the Sobolev space H 1() as follows:
H 1(;0) = {u∈H 1() : u(x) = 0; x∈0}: (2)
Let us suppose that the coe7cient functions aij(x); i; j=1; 2; 3 , the function g1(x) and the right-hand
side f(x) of the above boundary value problem are such that from (1) we may derive the symmetric
and coercive bilinear form
a(u; v) =
∫


 3∑
i; j=1
aij(x)
9u
9xj
9v
9xi
+ a0(x)uv

 dx + ∫
1
(x)uv dx
and the continuous linear functional
l(v) =
∫

f(x)v dx +
∫
1
g1(x)v dx;
which de'ne the variational problem
u∈H 1() : a(u; v) = l(v) for all v∈H 1(;0); (3)
where we seek the solution u∈H 1() such that u(x) = g0(x); x∈0. For the variational problem
(3) there exists a unique solution u∈H 1() (see e.g. [3]) which we want to compute numerically.
Hereafter, for simplicity we assume g0(x) to be equal to zero.
Approximating the variational problem (3), see also [3], let a positive parameter h be 'xed,
which is su7ciently small. Furthermore, let the corresponding mesh h be a grid discretization of
the domain , where we have
h =
M⋃
i=1
i: (4)
The grid h is consisted of M 'nite elements i; i = 1; : : : ; M . In practice, the grid h is often 'ne
and unstructured, i.e., the mesh data information comprises the nodal coordinates and the element
connectivity only, see also [10]. In this paper, the grid h is either quasiuniform or it may have
local re'nements, see also [17].
Let us assume that the boundary h of the grid h approximates the boundary  = 9 with an
error O(h2). According to the underlying theory in [14,17], we mention the following conditions. If
we have 1 = , we suppose that  ⊂ h; if 0 = , we assume h ⊂ . In the case of mixed
boundary conditions (0 = ∅ and 1 = ∅) we suppose that the loci where the boundary conditions
are changing coincide with element edges bounded by nodes of the mesh h. Furthermore, in this
case, we assume that 1 ⊂ h and 0 ⊂ (R3 \ h). As regards the shape of the boundary faces, also
curvilinear elements are admissible. The part of h approximating 0 is denoted by h0 and that for
1 by h1.
Using the grid discretization h we de'ne the 'nite-dimensional space Hh(h) to be suitably
composed of functions uh which vanish at the boundary h0. E.g., we may de'ne the space Hh(
h)
consisting of corresponding real continuous functions which are linear on each tetrahedron of a
268 G. Globisch / Journal of Computational and Applied Mathematics 150 (2003) 265–282
possibly tetrahedral mesh discretization h. We extend these functions on the set  \ h by zero.
The solution uh of the following projection problem:
uh ∈Hh(h) : a(uh; vh) = l(vh) for all vh ∈Hh(h) (5)
is called an approximate solution. Each function uh ∈Hh(h) is put in standard correspondence with
a column vector u∈RN whose components are the values of the function uh at the corresponding
nodes of h. Having the discretization of the problem (3) e.g., by applying the 'nite element method,
the problem (5) 'nally leads to the solution of the system of linear algebraic equations
Au= f (6)
with a symmetric and positive de'nite sti;ness matrix A and the right-hand side vector f. For more
details discretizing problem (3) we refer to the previous work [10] and the references cited therein.
Our aim is the e7cient numerical solution of system (6) by hierarchically preconditioned conjugate
gradient (hpcg) methods, see e.g., [12]. Thus, having the residual vector r per each iteration step
the preconditioning system
Cw = r (7)
must be solved correspondingly e;ective to get the correction w, although, in practice, we have the
unstructured three-dimensional discretization available only. In other words, the goal is to construct
a symmetric and positive de'nite hierarchical preconditioner C which is spectrally equivalent to the
sti;ness matrix A as follows. The inequality
c1(A−1u; u)6 (C−1u; u)6 c2(A−1u; u) (8)
holds for all vectors u∈RN having positive constants c1 and c2 which are independent of the
discretization parameter h. Using the ratio c2=c1 of the above constants c1 and c2 the condition number
 of the operator C−1A can be estimated characterizing the desired quality of the preconditioned
cg-iteration. Clearly, the multiplication of a vector by C−1 should be easy to implement, see also
[10].
3. The technique in the case of quasiuniform unstructured 3D-grids
Let h in (4) be a quasiuniform grid of the spatial domain . This grid is called quasiuniform if
there are positive constants s1; s2 and s is independent of h such that we have
s1h6 ri6 s2h;
ri
i
6 s; i = 1; : : : ; M: (9)
Here ri and i are the radii of the circumscribed and the inscribed balls of the elements i. In other
words, condition (9) excludes locally re'ned regions as well as anisotropic 'nite elements from the
domain discretization made.
The hierarchical preconditioner C in (7) is de'ned by applying the method of 'ctitious space, see
e.g., [14]). In doing so, we pass from the arbitrary unstructured grid h to an auxiliary structured
hierarchical mesh, which is de'ned in the hull cube encompassing the original domain  with its
discretization.
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This runs as follows. We embed the grid h into the hull cube  with the side length l as
follows. In the cube  we construct an auxiliary grid h consisting of 23J ; J¿ 0; J ∈N, congruent
subcubes. Let these subcubes denoted by
Dijk = {(x; y; z) : xi6 x¡xi+1; yj6y¡yj+1; zk6 z¡ zk+1}
having the vertices Zijk = (xi; yj; zk); i; j; k = 1; 2; : : : ; L, which are the nodes of the grid h. In doing
so, we get h =
⋃L
i; j; k=1
NDijk , with L= 2J + 1. Every subcube Dijk must have the same cell length
Nh for which the following estimation holds:
Nh¡
1
2
√
3
min
i=1(1)N
(di); (10)
where di represents the maximum of the radii of balls that may be inscribed into the union of 'nite
elements having the ith node in common. In order to 'x the size Nh ultimately w.r.t. the side length
l we set
Nh := l · 2−J → h : h := Nh; (11)
where J is the positive integer appropriately chosen as small as possible such that condition (10) is
just guaranteed. Throughout the paper, when discussing the set h and its subsets we identify Nh by
h. Based on this side length Nh of the subcubes NDijk it is guaranteed that every subcube contains at
most one vertex of the original grid h consisting of N grid points. In practice, in the case of one
point inside of the cell this point is assigned to one of the eight cell vertices, e.g., to the vertex in
the left below of the face in the cell front.
Let Qh be the minimum 'gure consisting of cells NDijk containing h. Thus we have h ⊂ Qh.
This closed set Qh is called step form approximation of h.
Let Sh be the set of the boundary nodes of Qh. We subdivide the set Sh into two subsets Sh0
and Sh1 as follows. If NDijk ∩ 0 = ∅, all the nodes of NDijk ∩ Sh are in Sh0 . Consequently we have
Sh1 = S
h \ Sh0 .
For the grid h, e.g., we 'x the space Hh(h) of real continuous functions, which are linear on
each tetrahedron in h and vanish on the boundary h0. In this case, we may suppose that Hh(Q
h) is
the 'nite element space consisting of real continuous functions which are trilinear on the subcubes
of Qh and vanish at the nodes of Sh0 .
We de'ne the projection operator R and the extension operator T.
R :Hh(Qh)→ Hh(h); T :Hh(h)→ Hh(Qh): (12)
We put these mappings into practice as given in [10]. For a given mesh function Uh(Zijk)∈Hh(Qh)
we de'ne a function uh ∈Hh(h). Let zl be a vertex in the mesh h. Assuming that zl ∈Dijk we put
uh(zl) ≡ (RUh)(zl) = Uh(Zijk): (13)
The function uh is equal to zero at the nodes zl ∈h0. Furthermore, let us de'ne the extended
operator R : Hh(h)→ Hh(h), which has the matrix representation R=(R O). Here the zero block
O corresponds to nodes belonging to the set h \ Qh. The de'nition of the operator T is given in
the following. For the mesh function uh ∈Hh(h) we construct a function Uh ∈Hh(Qh). The function
Uh is equal to zero at the nodes Zijk ∈ Sh0 . At all of the other nodes the function Uh is de'ned as
follows. If a cell Dijk contains a certain vertex zl in the grid h we put
Uh(Zijk) ≡ (Tuh)(Zijk) = uh(zl): (14)
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For each of the remaining nodes Zijk ∈Qh we 'nd the closest vertex zl of the mesh h. In the
case of several closest vertices we may choose any of them and use it as above. We note that the
correspondence determined by R must be given explicitly whereas the existence of the operator T
is su7cient.
Moreover, we de'ne the space Hh(h) consisting of trilinear nodal basis functions vanishing on
the boundary 9 of the hull cube . E7cient preconditioning operators in Hh(h) are well known.
In particular, we may use the BPX-preconditioner, see [6]. Thus, having the grid h as given above
we may consider the sequence of nested grids
h0; 
h
1; : : : ; 
h
J ; (15)
where we have h0 = and 
h
J =
h. These grids have the mesh sizes h0 = l; h1 = l ·2−1; : : : ; hJ =
Nh= l · 2−J . In addition, based on these grids we consider corresponding 'nite element spaces
Wh0 ⊂Wh1 ⊂ · · · ⊂WhJ ; (16)
where WhJ = Hh(
h) is valid. By {+(l)m }Nlm=1 we introduce the usual 'nite element nodal basis of
the space Whl ; l = 0; 1; : : : ; J . Let +˜
(l)
m be the restriction of the basis function +
(l)
m onto the step
form approximation Qh. Furthermore, we put each function Uh ∈Hh(Qh) in correspondence with a
function U˜ h ∈Hh(h) as follows:
U˜ h(Zijk) =
{
Uh(Zijk); Zijk ∈Qh;
0; Zijk ∈h \ Qh:
(17)
Using the given splitting of the space Hh(h) we de'ne the arti'cial BPX-preconditioner (artBPX)
formally represented by the symbol C−1h;bc(h) in each case depending on distinct boundary conditions
(bc) as they are imposed on h.
Having Robin boundary conditions on h for all Uh ∈Hh(Qh) we set
C−1h;bc(h)U
h := C−1N U
h =
J∑
l=0
∑
supp+(l)m ∩Qh =∅
(U˜ h; +(l)m )L2(h)
a(+(l)m ; +
(l)
m )
+˜(l)m :
Having Dirichlet boundary conditions on h for all Uh ∈Hh(Qh) we set
C−1h;bc(h)U
h := C−1D U
h =
J∑
l=0
∑
supp+(l)m ⊂Qh
(Uh; +(l)m )L2(h)
a(+(l)m ; +
(l)
m )
+(l)m :
Having Mixed boundary conditions on h for all Uh ∈Hh(Qh) we set
C−1h;bc(h)U
h := C−1M U
h =
J∑
l=0
∑
supp+(l)m ∩Qh =∅
supp+(l)m ∩Sh0=∅
(U˜ h; +(l)m )L2(h)
a(+(l)m ; +
(l)
m )
+˜(l)m :
The corresponding Yserentant-preconditioner (artYs) is de'ned making use of the classical hier-
archical basis due to [22]. Thus, instead of the aforementioned 'nite element nodal basis spaces
Whl ; l=0; 1; : : : ; J , we have the hierarchical Yserentant basis V
h
l ; l=0; 1; : : : ; J , which is recursively
de'ned as follows. Starting with Vh0 =W
h
0 at the coarsest level, let V
h
l ; l = 1; 2; : : : ; J , be the
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subspace of Whl consisting of all 'nite element functions -
(l)
m vanishing in the nodes of the level
l− 1. Based on this de'nition, the space WhJ is the direct sum of the spaces Vhl ; l= 0; 1; : : : ; J . In
doing so, e.g., in the case of imposing Dirichlet boundary conditions on the whole boundary of the
domain , for all Uh ∈Hh(Qh) we de'ne the artYs-preconditioner as follows:
C−1h;bc(h)U
h := C−1D U
h =
J∑
l=0
∑
supp -(l)m ⊂Qh
(Uh; -(l)m )L2(h)
a(-(l)m ; -
(l)
m )
-(l)m :
Having the spaces Hh(h) and Hh(Qh), and the operators R and T between them the ﬁctitious space
lemma (see [10,16,17]) can be applied. Finally, this results in the validity of the spectral equiva-
lence inequality (8) describing the preconditioning property of the arti'cially constructed hierarchical
preconditioner C−1, where we set
C−1 = RC−1h;bc(h)R
∗: (18)
Here, the symbol R∗ denotes the transpose of the matrix R. To get insight into the numerical aspects
implementing the preconditioner, we may use the same designation for an operator and its matrix
representation.
For the arti'cial BPX-preconditioner there are positive constants c1 and c2 independent of the mesh
size parameter h such that the spectral equivalence inequality (8) is ful'lled for all vectors u∈RN
belonging to the original discretization. The proof is given in [17]. Hence, the condition number of
the operator C−1A characterizing the convergence of the corresponding preconditioned cg-iteration
is of order O(1). We note that in the case of representing the operator C−1 by the arti'cially
constructed Yserentant preconditioner the condition number (C−1A) is equal to O(2J ) ∼ O(h−1).
The numerical recipes for implementing the artBPX-preconditioner and the artYs-preconditioner
are described in [10].
4. The technique for locally re ned three-dimensional grids
In this section, we consider a 'nite element discretization h as given in (4). However, we assume
that h is regular but not quasiuniform, i.e., there exists a constant s, independent of h, such that
for all of the elements i; i = 1; : : : ; M , in this unstructured grid the condition
ri
i
6 s; i = 1; : : : ; M (19)
remains. It means that the mesh h can be locally re'ned. Considering the introduced mesh peculiari-
ties occurring locally the arti'cially hierarchical preconditioner C−1 can be constructed appropriately.
However, the corresponding numerical implementation is more expensive performing the following
strategy.
Let us embed the domain  in the cube  and start with a coarse uniform grid h0. We re'ne 
h
0
adaptively several times to get the sequence h0; 
h
1; : : : ; 
h
J . The grid 
h
l consists of cells ND
(l)
ijk ; l=
0; : : : ; J . As in the quasiuniform case the level depth J is computed in advance using the edge length
l of the cube. Starting with the coarsest grid level, let h0 be this hull consisting of cells D
(0)
ijk and
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Fig. 1. Locally re'ned grid h and auxiliary hierarchical grid ˜h with hanging nodes.
containing h. By I0 we denote a set of indices (i; j; k) such that
h0 =
⋃
(i; j; k)∈I0
D(0)ijk : (20)
Now, we construct the grids h1; 
h
2; : : : as follows. Denoting by Il a set of indices (i; j; k) having
the property that the cell D(l)ijk contains more than one vertex of the mesh 
h. We divide D(l)ijk and
all neighbor cells (which have at least one node with the cell D(l)ijk in common) into eight (in the
two-dimensional case: four) congruent subcells by connecting the midpoints of the faces (edges).
We 'x the new cells by D(l+1)ijk and the resulting grids by 
h
l+1; l=0; 1; : : : ; which build the step form
approximation containing h. The process stops if each cell contains no more than one vertex of h
specifying the 'nal grid by hJ which has L˜ nodes. Illustrating for simplicity the two-dimensional
case the mapping between the locally re'ned grid h and the grid hJ = ˜
h with hanging nodes is
outlined in Fig. 1.
We have the sequence Whl ; l = 0; 1; : : : ; J of 'nite element spaces analogously to the previous
section. Here, we de'ne the 'nite element space Hh(hJ ) consisting of multilevel functions +
(l)
m as
follows:
Hh(hJ ) =


∑
supp+(0)m ⊂hJ
/(0)m +
(0)
m +
J−1∑
l=0
∑
(i; j; k)∈Il
∑
supp+(l+1)m ∩D(l)ijk =∅;
supp+(l+1)m ∩Sh0=∅
/(l+1)m +
(l+1)
m : /
(l)
m ∈R1


: (21)
We use the projection operator R and the extension operator T analogously to the previous section,
see also [10,17]. Now, for any Uh ∈Hh(hJ ) we de'ne the artBPX-preconditioner in Hh(hJ ).
C−1
˜h
Uh =
∑
supp+(0)m ⊂hJ
(Uh; +(0)m )L2(hJ )
a(+(0)m ; +
(0)
m )
+(0)m
+
J−1∑
l=0
∑
(i; j; k)∈Il
∑
supp+(l+1)m ∩D(l)ijk =∅
supp+(l+1)m ∩Sh0=∅
(Uh; +(l+1)m )L2(hJ )
a(+(l+1)m ; +
(l+1)
m )
+(l+1)m : (22)
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Let the multilevel preconditioner (22) be given. Then, there exist positive constants c1 and c2
which are independent of h such that for all vectors u∈RN relation (8) is valid with C−1 =
RC−1
˜h
R∗, see [15,17] for more details. The corresponding artYs-preconditioner w.r.t. the grid ˜h
can be introduced using the hierarchical basis Vhl ; l = 0; 1; : : : ; J , analogously to the previous
section.
5. Aspects of the numerical implementation
In the corresponding section in [10] we described the implementation of the new hierarchical
methods arti'cially constructed to solve e;ectively two-dimensional-elliptic boundary value prob-
lems having unstructured mesh discretizations. In doing so, the arti'cial Yserentant preconditioning
(artYs) as well as the more important arti'cial BPX-preconditioning (artBPX) became software so-
lutions. The mentioned software ingredients can be straightforwardly transfered to three-dimensional
applications.
In the following speci'cs are discussed which are of primary importance in this paper. The
software solution was implemented into the package supported by Apel [1] and Apel et al. [2]. In
the case of quasiuniform unstructured three-dimensional grids the algorithmic complexity is of order
O(N ). However, in practice, three-dimensional grids must be generated appropriately to discretize
the complicated geometry of subdomains in  e.g., determined by di;erent material properties. In
this cases, the corresponding mesh often tends to lose the quasiuniformity either by using relatively
thin and longish elements or by local re'nements. Therefore, the arti'cial mesh size parameter Nh is
rather small. Using the full scheme, the grid h de'nes a lot of arti'cial unknowns the mapping
does not need really. Nevertheless, the corresponding coe7cients in the large correction vector v
belonging to the preconditioning system
Cv= R∗r (23)
must be included in performing the hierarchical multiplication, see [10]. Here, we have v = R∗w,
where v∈RL3 . Applying simply the fully hierarchical scheme the solution of the preconditioning
system causes an indefensibly increasing CPU-time per iteration as it is shown by the corresponding
numerical experiments below. We avoid this cumbersome nuisance by constructing the mapping
adaptively which was described in Section 4.
The main di;erence between the implementation of the arti'cially constructed full-hierarchical
method and their adaptive version is the mapping principle. In the full scheme the mesh size pa-
rameter Nh was computed in advance de'ning the depth J of the arti'cially hierarchical mesh h
consisting of all of the L3 = (2J + 1)3 vertices. Considering the nodal coordinate set X (3; i); i =
1; 2; : : : ; N of the unstructured grid h one time only, for i = 1; 2; : : : ; N , the one-to-one correspon-
dence between selected points in h and all of the points in h was performed according to (13)
and (14).
In the hanging node scheme we also 'x the depth J in advance. However, for l = 1; 2; : : : ; J
we run through the grid cells Dlijk of a transiently available 
h
l doing as it was given in the
previous section. In the case of more than one point of the unstructured mesh inside of the cell
Dlijk we re'ne D
l
ijk and their neighborhood cells successively using the 26-adic tree description of
the grid hierarchy. From the graph theoretical point of view the 26-adic tree data structure can
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be explained as follows. Except for the boundary cells at each grid level every cubic cell has
26 adjacent cells. The hierarchy de'nes the tree data structure as follows. A tree is a connected
graph without circuits. Starting with the root node representing the zero level cell, the correspond-
ing graph can be simply called 26-adic tree provided that every node has 26 valences upwards.
In the two-dimensional case an octal tree structure is given which is numerically less expensive.
The handling of the data in the tree structure is implemented by pointer vectors. Applying the op-
erator C−1
˜h
in (22) to the vector v for solving the preconditioning system, the components of v
that refer to hanging nodes in ˜h are set to zero while the Jacobi-smoothing is correspondingly
performed between the hierarchical multiplications, see [10,11]. Contrary to the full scheme this
setting is done even though the components belong to arti'cial nodes which lie in h. In com-
parison with the L3 arti'cial nodes in the fully hierarchical grid h we have merely L˜ auxiliary
unknowns which are de'ned by the grid ˜h. In general, we get the relation L˜L3. Hence, the
amount of the arti'cially performed hierarchical preconditioning using the father–son connectivity
of L˜ arti'cial unknowns is nearly as fast as in the case of the classically hierarchical method. As
it is asymptotically corroborated by the made numerical experiments, the relation L˜ ∼ N is ful'lled
in the two-dimensional case sooner (see [9]) or later in the three-dimensional case. Furthermore,
implying suitable constraints on the degree of the mesh re'nement in h the condition J ∼ logN is
supposed. That means, e.g., that the unstructured grid h has neither highly graded mesh regions nor
very dense local re'nements. Thus, the corresponding mapping process costs O(log(N )N ) numerical
operations. It seems that this complexity slightly increases for meshes with a very strongly local
re'nement.
6. Numerical results
This section presents the numerical tests computing the numerical solution of the given three-
dimensional partial di;erential equations discretized either by unstructured tetrahedral or hexahedral
grids using linear and trilinear ansatz functions, respectively. Here, the CPU-times (in sec) for
the given number of cg-iterations are listed, which were needed to get the relative error of the
corresponding cg-iteration less than the previously de'ned accuracy 1=10−6. The relative error was
measured in the AC−1A-norm.
The tables contain the results for the cg-algorithm preconditioned by the “artYs”-method as well
as by the “artBPX”-method computing the itemized example. The subcolumn marked by “struct.
grid” means that we perform computations having a coarse structured initial grid successively re-
'ned canonically as the level depth J increases but embedded in the corresponding auxiliary grid
h consisting of L3 points. Furthermore, in this column using small size numbers the added brackets
include the iterations and the corresponding CPU-time for the classically hierarchical method. It can
be seen that the arti'cially hierarchical method is a good practice comparing the iteration numbers.
The subcolumn marked by “Unstr. grid” contains two results per row belonging to unstructured grids
generated by the mesh generator in [7]. In the given CPU-time neither the times for computing the
hierarchical lists of the auxiliary grid h and the step form approximation Qh inside nor the time
for considering the support of the corresponding grid functions w.r.t. the boundary conditions on h
are incorporated. In practice this hidden amount does not substantially enlarge the real CPU-time at
most running to a total of 30% of the time listed. Here, the data written in normal script belong
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Table 1
#cg-it. and CPU-times for the computing in the cube, tetrahedral grids
artYs artBPX
J N L˜ Amax Struct. grid Unstr. grid Struct. grid Unstr. grid
[10 (0.00)] {12 (0.01)} [10 (0.00)] {11 (0.01)}
1/2 39 125 4.47 10 (0.00) 12 (0.01) 10 (0.00) 11 (0.01)
[27 (0.00)] {17 (0.00)} [19 (0.00)] {14 (0.03)}
2/3 145 729 2.91 23 (0.00) 17 (0.02) 16 (0.00) 14 (0.02)
[48 (0.07)] {51 (0.96)} [24 (0.02)] {22 (0.27)}
3/4 783 4379 3.20 33 (0.09) 34 (0.41) 16 (0.02) 22 (0.33)
[78 (1.03)] {77 (11.73)} [27 (0.31)] {25 (2.69)}
4/5 5321 30337 3.85 46 (0.78) 55 (7.75) 15 (0.51) 26 (2.68)
[118 (15.62)] {109 (87.94)} [28 (3.10)] {30 (26.28)}
5/6 39105 199715 5.31 61 (13.10) 87 (78.34) 15 (2.82) 27 (23.95)
[173 (224.69)] {169 (682.41)} [29 (27.32)] {34 (197.64)}
6/7 299585 1:4·106 6.10 88 (311.60) 116 (775.3) 14 (21.62) 27 (191.30)
[245 (3767.3)] {204 (7131.4)} {36 (1251.5)}
7/8 2:2·106 8:6·106 5.87 mem. ex. mem. ex. mem. ex. mem. ex.
{65 (0.54)} {39 (0.59)}
7 196 2963 81.38 — 84 (742.5) — 43 (307.11)
{136 (7.69)} {52 (2.75)}
8 290 10360 113.47 — 170 (2426.8) — mem. ex.
{227 (24.68)} {47 (10.77)}
9 2145 35790 55.21 — mem. ex. — mem. ex.
to the test series which use the arti'cially constructed full hierarchical scheme. The other data con-
tained in braces and typed in bold face script are the results for the adaptive scheme with hanging
nodes.
In the 'rst table column indicating the depth J sometimes two numbers divided by the sym-
bol “/” are given which di;er from each other. Then, the 'rst number belongs to the auxiliary
grid depth due to the canonical re'nement of the structured initial mesh. The second one is the
depth of the auxiliary grid having some mesh inhomogeneities causing the di;erent values of J .
In the second column the number N of degrees of freedom in the “Struct. grid”-discretization is
given. This number agrees reasonably well with that in the real “unstruct. grid”-experiment at the
same stage of J . The corresponding numbers of arti'cial unknowns L˜ are given in the third col-
umn whereas the full numbers L3 can be calculated easily using the values of J . In the forth
column the computed maximum aspect ratio Amax of all of the elements forming the “Unstr. grid”
is added, where the given order of magnitude is typical for the locally re'ned region dominat-
ing in each case. The aspect ratio of a convex body is the ratio between its longest dimen-
sion and its shortest dimension. To enlighten the e;ectiveness of the hanging node approach
additionally, in examples 1 and 3, the bottom part of the tables separated by two bars from
the top contains results belonging to unstructured meshes constructed (highly) graded in some
regions as it is presented e.g., in selected 'gures. The top table part includes the numerical
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Table 2
#cg-it. and CPU-times for the computing in the cube, hexahedral grids
artYs artBPX
J N L˜ Amax Struct. grid Unstr. grid Struct. grid Unstr. grid
[2 (0.00)] [2 (0.00)]
2 27 — — 5 (0.00) — 5 (0.01) —
[7 (0.03)] {20 (0.06)} [3 (0.02)] {13 (0.02)}
3 125 684 14.96 25 (0.04) 21 (0.07) 13 (0.04) 13 (0.04)
[25 (0.15)] {40 (0.44)} [5 (0.07)] {19 (0.28)}
4 729 2869 16.71 39 (0.44) 40 (0.65) 17 (0.23) 19 (0.49)
[41 (0.85)] {55 (4.82)} [10 (0.39)] {24 (3.34)}
5 4913 33630 17.11 49 (5.75) 64 (6.71) 19 (1.96) 23 (4.30)
[64 (12.18)] {95 (99.30)} [13 (1.98)] {27 (34.41)}
6 35937 248720 18.14 63 (58.24) 102 (92.09) 19 (29.40) 28 (37.95)
[97 (175.18)] {145 (555.0)} [14 (17.96)] {29 (205.60)}
7 274625 1:6·106 16.92 77 (651.35) mem. ex. 19 (137.83) mem. ex.
{213 (36.61)} {59 (12.94)}
8 3147 52103 253.78 — 192 (1535.5) — mem. ex.
{241 (96.68)} {56 (45.80)}
10 5967 117855 165.70 — mem. ex — mem. ex.
gradt1 - Level 0 -   1 proc. N=196 gradt3 - Level 0 -   1 proc. N=290
Fig. 2. A priori graded unstructured tetrahedral grids in the cube.
experiments based on quasiuniform grid discretizations. Regarding the artBPX-method in several
examples their convergence seems to be slightly dependent on the mesh size parameter h. Due
to [18] the independency of h can be expected to have the starting point at a su7ciently 'ne
level.
G. Globisch / Journal of Computational and Applied Mathematics 150 (2003) 265–282 277
femlq - Level 0 -   1 proc. N=1538fem 3dgg - Level 0 -   1 proc. N=648
Fig. 3. The FEM-domain with unstructured hexahedral and tetrahedral grids tending to lose their quasiuniformity.
Table 3
#cg-it. and CPU-times for the computing in the FEM-domain, tetrahedral grids
artYs artBPX
J N L˜ Amax Struct. grid Unstr. grid Struct. grid Unstr. grid
{45 (0.79)} {29 (0.61)}
4 122 3130 10.06 No struc- 39 (0.85) No struc- 30 (0.86)
{55 (1.82)} {47 (1.70)}
5 648 7779 5.64 tured coarse 46 (8.60) tured coarse 40 (7.55)
{88 (9.48)} {60 (7.94)}
6 4032 31673 7.30 user mesh 84 (153.04) user mesh 66 (168.24)
{158 (103.70)} {98 (68.26)}
7 28026 153794 11.65 available 177 (1543.2) available 96 (1253.1)
{206 (1131.0)} {112 (633.24)}
8 208086 1:2 · 106 14.01 mem. ex. mem. ex.
{296 (9460.7)} {120 (5240.8)}
9 1539836 7:2 · 106 18.32 mem. ex. mem. ex.
The results are computed by means of the HP 9000/J2240-workstation using large memory size
(1 GByte) and on an average 12MFlop performance. The information on the underlying software
package including tools of the pre- and postprocessing is contained e.g., in [1,2].
1. Laplace equation in the cube: (Fig. 2, numerical results in Tables 1 and 2).
−Uu= 0 in  = (0; 10)× (0; 10)× (0; 10)
u=
{
0 on 01 = {x = (x1; x2; x3)T : x3 = 0}
1 on 02 = {x : x3 = 1};
where 0 = 01 ∪ 02; and 9u=9N = 0 on 1 = 9 \ 0:
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Table 4
#cg-it. and CPU-times for the computing in the FEM-domain, hexahedral grids
artYs artBPX
J N L˜ Amax Struct. grid Unstr. grid Struct. grid Unstr. grid
{74 (4.90)} {55 (2.80)}
5 631 13655 43.38 No struc- 68 (12.72) No struc- 56 (13.48)
{84 (8.59)} {50 (9.01)}
6 1538 20758 51.38 tured coarse 88 (179.18) tured coarse 58 (147.16)
{129 (22.43)} {85 (18.96)}
6 11278 54979 35.99 user mesh 166 (302.43) user mesh 85 (138.86)
{226 (260.11)} {126 (187.03)}
7 79570 290908 68.76 available 282 (2400.4) available 108 (1378.7)
{302 (2985.1)} {143 (1592.6)}
8 556990 2:5 · 106 48.12 mem. ex mem. ex.
lame11d - Level 3 -   1 proc. N=1377 lame11d5 - Level 0 - 1 proc. N=1359
gradlam1 - Level 0 -   1 proc. N=497 gradl2q - Level 0 -   1 proc. N=1195
Fig. 4. Structured and three unstructured tetra-/hexahedral grids in the edge-block.
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Table 5
#cg-it. and CPU-times for the computing in the edge-block, tetrahedral grids
artYs artBPX
J 3 ∗ N 3 ∗ L˜ Amax Struct. grid Unstr. grid Struct. grid Unstr. grid
[9 (0.00)] {9 (0.02)} [9 (0.00)] {8 (0.02)}
3 3 ∗ 45 3 ∗ 698 2.33 10 (0.03) 8 (0.04) 9 (0.03) 8 (0.02)
[28 (0.04)] {30 (0.56)} [21 (0.04)] {19 (0.41)}
4 3 ∗ 225 3 ∗ 2801 2.91 33 (0.98) 32 (0.81) 19 (0.54) 19 (0.64)
[55 (0.61)] {87 (6.41)} [31 (0.37)] {29 (2.54)}
5 3 ∗ 1359 3 ∗ 9952 4.01 51 (11.52) 42 (12.72) 25 (12.97) 25 (10.29)
[84 (14.21)] {134 (56.83)} [38 (4.16)] {40 (19.19)}
6 3 ∗ 9401 3 ∗ 42854 6.38 83 (247.40) 59 (118.85) 30 (61.62) 29 (56.74)
[124 (100.31)] {147 (408.19)} [42 (32.27)] {53 (164.30)}
7 3 ∗ 69729 3 ∗ 225772 4.27 134 (2152.4) 80 (1166.8) 36 (547.7) 36 (572.43)
[183 (376.58)] {209 (1410.4)} [46 (141.33)] {60 (607.46)}
8 3 ∗ 177111 3 ∗ 549044 8.89 mem. ex. mem. ex. mem. ex. mem. ex.
{53 (2.02)} {31 (1.78)}
6 3 ∗ 497 3 ∗ 5681 32.80 — 31 (91.70) — 30 (76.15)
{20 (0.58)} {10 (0.51)}
7 3 ∗ 88 3 ∗ 4353 101.08 — 13 (238.29) — 40 (1042.4)
{170 (375.79)} {56 (145.89)}
8 3 ∗ 23225 3 ∗ 133651 52.80 — mem. ex. — mem. ex.
2. Poisson equation in the FEM-domain (see Fig. 3, numerical results in Tables 3 and 4) resulting
in the variational problem: Find u∈V0 such that∫

a(x)∇Tu(x)∇v(x) dx =
∫

(−6x3)v(x) dx ∀v∈V0
holds with V0 = {u∈H 1() : u = 0 on 0}, where 0 is the reverse basis de'ned to be 0 = {x =
(x1; x2; x3) : x3 = 0}. The coe7cient function a(x) jumps between the “letter-subdomains” as given:
a(x) = 1 in the “F”, a(x) = 100 in the “E”, and a(x) = 105 in the “M”.
3. Problem of linear elasticity in the edge-block, see Fig. 4, numerical results in Tables 5 and 6:
−E
[
1
2 + 24
Uu˜− 2(1 + 4)
1− 24 grad(div u˜)
]
= 0 in ; u˜= (u1; u2; u3)T;
where
E = 2 · 105 and 4= 0:3; u˜=
( x3
10
;
x3
10
;
x3
10
)T
on 9:
As it is known while solving systems of equations classically, we also may collect the degrees of
freedom in the L3 and L˜ arti'cial unknowns, respectively.
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Table 6
#cg-it. and CPU-times for the computing in the edge block, hexahedral grids
artYs artBPX
J 3 ∗ N 3 ∗ L˜ Amax Struct. grid Unstr. grid Struct. grid Unstr. grid
[6 (0.00)] {15 (0.12)} [6 (0.00)] {12 (0.16)}
3 3 ∗ 45 3 ∗ 729 13.15 8 (0.02) 14 (0.12) 8 (0.03) 12 (0.15)
[26 (0.06)] {24 (0.52)} [18 (0.03)] {17 (0.40)}
4 3 ∗ 225 3 ∗ 2099 12.41 26 (0.62) 24 (1.15) 17 (0.47) 16 (0.82)
[47 (0.71)] {45 (4.81)} [27 (0.46)] {24 (2.34)}
5 3 ∗ 1377 3 ∗ 6967 17.86 51 (10.19) 47 (17.40) 21 (5.82) 25 (9.73)
[73 (9.69)] {101 (50.46)} [32 (4.12)] {35 (15.55)}
6 3 ∗ 9537 3 ∗ 30514 20.91 60 (102.33) 100 (350.82) 28 (49.17) 33 (97.07)
[103 (125.18)] {135 (648.73)} [36 (40.48)] {49 (230.22)}
7 3 ∗ 70785 3 ∗ 325672 17.38 115 (1507.1) 91 (1742.3) 37 (455.71) 41 (951.75)
[164 (646.88)] {202 (7154.7)} {56 (2815.4)}
8 3 ∗ 125751 3 ∗ 2403151 28.70 mem. ex. mem. ex. mem. ex. mem. ex.
{165 (28.76)} {55 (149.67)}
8 3 ∗ 1195 3 ∗ 24620 168.27 — 145 (2877.1) — mem. ex.
{111 (141.07)} {43 (82.36)}
8 3 ∗ 9369 3 ∗ 139542 199.37 — 68 (1309.2) — mem. ex.
{139 (14.16)} {63 (325.21)}
9 3 ∗ 8041 3 ∗ 14204 227.67 — mem. ex. — mem. ex.
7. Conclusions
Finally, the following survey brieVy sums up both the advantages (marked by “+”) and the
shortcomings (marked by “−”) of the methods performing the described hierarchical preconditioning
arti'cially on unstructured grids.
+ Concerning the iteration number we got a robust approach for solving partial di;erential equa-
tions e7ciently on sequential computers having the good convergence property of the precondi-
tioned cg-iteration, i.e., the method is applicable to a wide class of problems whose numerical
solution can be accelerated by hierarchical preconditioning although the classical father–son
nodal connectivity is a priori not available in the underlying discretization.
+ Based on the modular toolkit the implementation of the method into available software packages
is easy, especially in comparison with the algebraic multigrid method, see e.g. [13,19].
+ The solution strategy could be of practical importance in engineering.
+ The discretization of the original problem can be performed independently of the method. Above
all, various types of 'nite elements can be used.
+ Using the hanging node scheme while reducing visibly the number of unknowns in the arti'cial
hierarchy, the auxiliary memory size and the iteration time per step are substantially less than
in the case of the full scheme.
− The memory size additionally required for the arti'cial method based on the full hierarchy is not
negligible especially in the case when the unstructured mesh tends to lose the quasiuniformity.
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Moreover, the more the quasiuniformity is deteriorated progressively the more the iteration
number of the full-method increases.
− Computing interface problems the fast convergence speed is slightly degraded, since, in general,
the step form approximation Qh does not coincide with the interfaces.
− In principle, the designed methods can be performed also in parallel as described in [10].
However, up to now the convergence property of the implemented parallel version has not
been satisfactory. We forego presenting the corresponding results for the three-dimensional
case so as not to transfer the optimistic experiments the imperfect two-dimensional parallelism
in [10] provides.
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