I. Introduction
The common method of extracting the EDD from an incomplete and noisy data set is to fit the data to a model that depends on adjustable parameters. One of the reasons a model is used is to reduce the effect of noise in the measured reflections on the resulting EDD. The global characteristics of the resulting EDD are expected to be correct since these are incorporated in the model. However, if there are subtle features in the EDD that cannot be accommodated by the model, these features will either get lost or show up in distorted form in the EDD. Several programs [e.g. POP (Craven, Weber & He, 1987) , MOLLY (Hansen & Coppens, 1978) and LSEXP (Hirshfeld, 1971 (Hirshfeld, , 1977 ] exist to model the data. They all use the least-squares method to obtain the fit parameters but their models differ in functional form and in number of adjustable parameters. EDDs obtained with these programs are often slightly different from each other (Baert, Coppens, Stevens & Devos, 1982; Lecomte, 1991) . This raises the question of the best estimate of the EDD given a certain data set.
The EDD is a positive and additive quantity. In this case, the principle of maximum entropy states that, out of all the EDDs consistent with the data, we should choose the one that maximizes the Shannon-Jaynes entropy (Jaynes, 1983) , defined in the next section.
The data are a set of M measured reflections. The system studied is a centrosymmetric crystal in which the phase problem is assumed to be solved. The experimental structure factors are denoted Dhkt. The structure factors corresponding with the desired EDD are denoted Fhk~. With the assumption that the experimental errors (~rhkl) are independent and that M is large enough, the quantity C= Z (Fhkl--Ohkl) 2/Or2kl (1) h.k,l will satisfy C=M. (2) This is the only information provided by the experiment and serves as a constraint in the maximization of the entropy.
The unconstrained maximum of the entropy is given by a flat EDD. This means that, if we do not have any data apart from a knowledge of the total number of electrons per unit cell, the best estimate we can make is a flat EDD, any other estimate being based on some sort of information. If we do have data, it is still possible that the unconstrained maximum satisfies C _< M, which means the data are too noisy for any information to be extracted. Otherwise, the solution lies on the boundary, C = M.
For the resulting EDD, the quantities
may be calculated and presented in a frequency
histogram. This histogram should be nearly Gaussian from a statistical point of view. With the application of the usual maximum-entropy method in EDD studies, this is not the case (Jauch & Palmer, 1993) , with serious consequences for the EDD. We anlyse the cause of this artefact and suggest a solution to it in §4. In §2, we describe some computational aspects of the program that was written to perform the entropy maximization. In §3, we present the results of an application of the method to the Fourier components of a hypothetical crystal with a known EDD. We have calculated those Fourier components that would be measured in a standard X-ray experiment and added noise. After presenting our modification of the method in §4, we apply the new method to the same Fourier components. Finally, in §5, we apply both methods to the Pendell6"sung data for silicon measured by Saka & Kato (1986) . We compare our results with those of a previous application of the MEM to this data by Sakata & Sato (1990) .
Description of the algorithm
It is our aim to maximize the Shannon entropy S(f), defined by
i=l j=l m=l
i=l j=l t?t=l where the electron density f(r) in the crystallographic unit cell is represented by its values f~,, on a threedimensional grid of NIx N2 × N3 points. The maximization has to be done under the constraints fj,,, _> 0,
i,j,m
We make sure that the first constraint is satisfied by using lnf~;, as our basic variables instead offijm. 
One then optimizes Q(f) unconditionally for given values of ,~ and # and changes ,t and /x until the constraints on C(f) and T(f) are satisfied. Here, we adopt a method developed by Skilling & Bryan (1984) , who maximize
where a is chosen such that (8) is satisfied and A such that (9) is satisfied. It is not difficult to demonstrate that (10) and (11) have the same solutions. Equation (11), however, has several computational advantages.
In the actual calculations, we choose A and optimize Q(f) under the constraint (8). We then vary A until (9) of the constraint C(f) and the value of the entropy S-(f) from the run on the silicon data ( §5).
Test on a hypothetical water crystal
To test the maximum-entropy method, a set of structure factors was generated from a known density. This density was constructed in three steps. First, the density of one water dimer was calculated from an ab initio molecular wavefunction using a 6-31G** basis set. Two water dimers were put into a centrosymmetric unit cell ( Fig. 2 ) with dimensions 6
x 6 x 3 A and ce = fl = y = 90 ° (space group P2/m; unique axis c). Next, the EDD was partitioned into atomic contributions and thermally smeared with the assumption of independent atomic vibrations, as described by Bruning & Feil (1992) . Isotropic temperature factors for the atoms at 100 K were taken from Eriksson & Hermansson (1983) . The resulting reflections were finally transformed into our EDD by Fourier summation of all the reflections with (sin 0)/~ < 5 A -~. The result is plotted in Fig. 3 . From now on, we call this EDD our reference EDD.
Experimentally, when molybdenum radiation is used, one can only measure reflections for which (sin 0)/A < 1.4/k-]. As is well known, a direct Fourier transformation of this limited set of reflections usually yields rather bad EDDs, even when the reflections can be measured exactly. In Fig. 4 , we present the result of such a direct Fourier transformation; reflections which would have been considered insignificant in a real experiment have been 
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omitted. One easily recognizes the oscillations introduced by the abrupt truncation of the Fourier summation. The MEM does not suffer from this problem because it operates in real space; it effectively extrapolates the set of measured reflections in a smooth way. In Fig. 5 , we have plotted the results of an application of the MEM with a 64 x 64 x 32 grid to the exact reflections for which (sin 0)/A < 1.4 A-. In order to make the predicted reflections equal to the exactly measured reflections, we have taken nearly all the O'hk l values to be equal to 1 (for a few strong low-order reflections Orhkl = 0.1) and made C=0.2. Fig. 5 shows, rather spectacularly, the great power of the MEM as a tool to diminish truncation effects. The difference between the MEM density and the reference EDD is given in Fig. 6 situation, we used reflections for which (sin O)/a < 1.4 A-~ and added Gaussian noise to them such that low-order reflections had an error of 1% of their absolute value (including an assumed background) and the high-order reflections had an error of 10%.
Reflections for which the amplitude was less than 3{r
were omitted since the phase of the reflections cannot be determined with 100% certainty (these are the reflections that we referred to in the preceding paragraph). This resulted in 1752 unique reflections. In Fig. 7 , we have plotted the EDD obtained from a MEM calculation with the data described above. Comparing this density with the reference EDD given in Fig. 3 , we see that the agreement between the two is very poor. The MEM solution is little better than the direct Fourier transformation given in Fig. 4. 
Weighting scheme
In this section, we investigate the reason for the poor result obtained with the MEM applied to noisy data. In constructing the 'experimental' reflections, we Fig. 6 . The difference between the EDD obtained with the MEM (Fig. 5 ) and the reference density (Fig. 3) . The zero contour has been omitted. The contours are at intervals of 0.1 e ,&, -3 have assumed Gaussian noise. We therefore want the differences between the predicted and the measured structure factors to have a Gaussian distribution also. A histogram of this distribution is given in Fig.  8 , showing that the resulting distribution is far from Gaussian. In fact, a few strong low-order reflections tend to deviate by many (up to 18.8) ~r from their measured values (these are not shown in Fig. 8) . As a result, the weaker high-order reflections have to be exactly equal to their measured values. By optimizing the entropy subject to C = M, we have constrained the variance of the resulting distribution but not its shape.
In order to gain more insight into the cause of our problem, we have calculated the entropy of a single reflection. This we have done by taking one structure factor of given wavelength and amplitude, adding F(000) and calculating the entropy of the corresponding EDD. First, we have found that the result is independent of the wavelength of the structure factor. The dependence on its amplitude is given in Fig. 9 . Of course, the entropy of the total EDD is not a sum of the entropies of the individual reflections but nevertheless we think that Fig. 9 gives an approximate impression of what happens to the entropy when the amplitude of one single reflection is changed. From Fig. 9 , we see that the entropy decreases almost quadratically with the amplitude of the structure factor. As a result, the increase of the entropy will be much larger when a large-amplitude reflection is reduced in value than when a small amplitude reflection is reduced in value. This is exactly what happens in the optimization.
We suggest that the problems mentioned in the last paragraph can be solved by the use of a Fig. 7 . The EDD calculated with the MEM from the reflections that were used to calculate the EDD of Fig. 4 . Noise was added to these reflections. The contours are at intervals of 0.1 e/~-3. weighting scheme in the constraint C. Therefore, we have maximized the entropy subject to
h,k.l
The value of Whk~ has to be large for strong low-order reflections so that they do not deviate much from their measured values. After some practice, it was found that choosing Whkz equal to the inverse of the length of the reciprocal-lattice vector to the fourth power,
where G = ha* + kb* + le*, gives the best results. The value of P can be chosen in several ways. One choice might be P = Y~Whkz. Another possibility is to choose P such that C= M. Because Whkz and (Fhk~-Dhkt)2/Ot2k! are not independent, these choices are not equivalent. We have chosen the latter possibility, i.e. P such that C = M.
The EDD resulting from this optimization is given in Fig. 10 . The map resembles the reference EDD quite well although the contour level of 0.1 e A-3 is not as smooth as might be expected. This may be caused by a remaining tendency of the M EM to lower the absolute values of the strong reflections. The corresponding error distribution is presented in Fig. I1 . This distribution is nearly Gaussian and there are no extremes as in the histogram presented in Fig. 8 .
Silicon
Accurate Pendell6"sung data on silicon have been measured by Saka & Kato (1986) . The M EM has been applied to these data by Sakata & Sato (1990) . Using our program, we have calculated the EDD of silicon (on a 64 x 64 x 64 grid) with and without the use of the weighting scheme proposed in the preceding section. Of course, the calculation without the use of the weighting scheme gives the same EDD as that obtained by Sakata & Sato (1990) . The EDD obtained with the use of the weighting scheme was almost exactly equal to the EDD obtained by Sakata & Sato (1990) .
The reason for this is that the error in the measured reflections is very small. With an error of zero on each reflection, the use of the weighting scheme has no effect: both methods will give the same EDD. So, when the error is very small, not much difference between the methods is to be expected. The error distributions of the methods are given in Figs Fhk~[ --ID,,k,I )/O',,*, at intervals of 0.05 from the MEM calculation using a weighting scheme in the constraint C(f). The thick solid line is the exact Gaussian distribution.
slightly better error distribution but, since we have only 30 reflections, the statistics do not allow us to draw definite conclusions.
Concluding remarks
From the calculations on the hypothetical waterdimer crystal, we can conclude that the MEM handles the series-termination effect very well. When the data are noisy, calculated values of strong reflections from the resulting maximum-entropy EDD show large deviations from the measured values. Of all reflections, the strong reflections cause the largest decrease of entropy from its maximum, which is obtained with the flat EDD. The MEM will therefore always try to lower the absolute values of these strong reflections within the limits of the constraints. This contradicts the assumed randomness in the errors of the reflections and leads to a bad EDD. When maximizing the entropy subject to C = M, we are only fitting the variance of the distribution, we do not put any constraint on its shape. The use of an appropriate weighting scheme partially solves this problem. It leads to an improved EDD because it prevents the strong reflections deviating much from their measured values.
APPENDIX A
We now describe the optimization algorithm in some detail. We consider the densities f~jm as the components of an N] × N2 x N3-dimensional vector. At every step of the optimization, we choose a search direction in the space spanned by the vectors e l, e 2 and e 3, with components aS e~m -,
8 lnfjm of e I and e 2, we explicitly use In fore as the basic variables. This does not hold true for e3; in practice, however, this never leads to negative densities, e 3 was suggested by Skilling & Bryan (1984) , after some experience with this and other choices. In the search space, we construct quadratic expansions of S(f) and C(f) around the densities fOm of the last iteration step 
Um i7 ',,' OfjmOf"/m' ei,j,m,. It is at this point that we meet the great advantage of (11) over (10) because both S, and h~,, can be obtained from very simple expressions:
Calculation of C, and t~,~ is a bit more involved and we defer its description to Appendix B. To simplify the calculations even further, we introduce linear combinations E ~' of e ~, e 2 and e 3 such that h~,. becomes minus the identity. According to (24), this can always be done by a Gramm-Schmidt orthogonalization with ~ijm.iV,m,/fijm as metric, In the next step, we diagonalize t~,~,. Our final model is then
/z S(f) S(f°) + 7. S.y.
Iz Iz where the y~ are the eigenvalues of t~,~ referred to above and S, and (~,. are the transformed S, and C~,.
Maximization of Q(f) = aS(f) -C(f) yields

Yu. = (aS~, -d~.)/(y, + or).
We still have to choose a such that the constraint of (8) is satisfied. This can most easily be done by choosing a such that (~(f)=M. a can be determined easily since the value of C increases monotonically in a. Of course, in the first part of the run a situation may occur in which this criterion cannot be satisfied. The minimum value of (~ that can be obtained at every step is given by
/z
The choice of a such that C(f) = Cmi n would cause the density to be completely determined, at this step, by the constraint and not by the entropy. We therefore choose a such that C(f) =Caim, with Caim = max (~?m~, + ~Co,M).
If the optimization starts from a fiat image, the value of C(f) will gradually decrease during the first part of the run and be constant once the surface C(f)= M has been reached. Since the quadratic model will be inaccurate at large distances, a limit has to be placed on the difference 6fj m. Skilling & Bryan (1984) have chosen
The value of l 2 should be O(Y.f). In all our calculations, a value of l 2 = 0.2Yf was used. So another Lagrange multiplier is introduced. We have to maximize
The maximum of (32) can be found at y~ = (aS~ -C.)/(213 + Yu + or).
If the optimization starts with 13 = 0, the value of 13 is increased until the distance constraint is satisfied. This means that, for 13 ~ 0, the desired value of (? might not be reached.
APPENDIX B
The matrix t.~ can be calculated from 02C = u,, eijm Of.jmOf.,j,m ' er;,,,,. iT'rn' The Hessian of C is not diagonal, so the calculation of t,~ involves a matrix-vector operation. Calculating this matrix-vector product involves of the order of N 2 operation, where N is the total number of pixels. Since N can be very large [O(106) ], this operation is prohibitive. Using
O2C O2C
OF~kt OFh,k,r ~ hv, 'r ~ OF, , k, orh, k, , , Ofj, . of'i'm'' (35) 
02C
OFhkI OFh'k'r × hk, ~ h'k', " ~ Orhk, OF, , .k, , , Ofjm of'v'm' eiV'j'm'" (36) Changing the order of summation, we get 02C [~ ~, OFhkl\ G"= ~ ~ OFh,,OFh,,',' ~Leo"-a~-J hkl h'k'l' x ijm ~d um ¢ in solution (Feigin & Svergun, 1987) . The SAS intensity I(s) of a dilute monodisperse solution of biopolymers is proportional to the scattering from a single particle averaged over all orientations [here s denotes the modulus of the scattering vector s, s = (4rr/,~)sin0, ,~ is the wavelength and 20 is the scattering angle]. Recent developments in experimental techniques (see e.g. Feigin & Svergun, 1987, ch. 8; Koch, 1991) allow one to register precise SAS curves over a wide range of scattering vectors and comprehensive data interpretation is therefore of great importance.
As solution scattering provides low-resolution structural information, it is usually interpreted in terms of homogeneous particles. Shape modeling is still one of the most frequently used approaches (Feigin & Svergun, 1987, ch. 3.5) . The direct method of Stuhrmann (1970b) with the recent improvements of Svergun & Stuhrmann (1991) allows lowresolution shape determination using a straightforward procedure. As the scattering-length density of biopolymers in solution is by no means homogeneous, shape modeling or determination, in a strict sense, has to be applied to the 'shape scattering'
