is shown that distribution-free confidence intervals can be placed about the resubstitution estimate of the probability of error of any linear discrimination procedure.
I. INTRODUCTION In the discrimination problem the statistician is given an observation X, a random vector taking values in Rd, and wishes to estimate its state 0 E (1,2]. The only knowledge that the statistician has of the distribution of X, given 0 = i, is that which can be inferred from a sample of size ni drawn from F; where P[X I x ) 8 = i] = Fi (x), i = 1,2.
The two samples, here called data, are denoted Xi, a . . ,Xi, and xp, * --,Xz2, respectively, and are assumed to be independent of X regardless of its state. A discrimination procedure which has been frequently investigated in the pastjsee, for example, Duda and Hart [l, ch. 51 The question that we address ourselves to here is: how much confidence can the statistician place in these estimates, that is, for a given c > 0, what is P[l& -L;I < c].
(3) There is, of course, no way of calculating (3) since the distribution functions (1) are unknown. However, if pi denotes the measure on the Bore1 sets corresponding to Fi and pi denotes the empirical measure on the Bore1 sets for Xi, . . . ,X$ (e.g., Pi(A) is the proportion of the X with state i falling in the set A), then where @i deontes the class of sets of the form (x:w % 2 we], for i = 2, and (x:w% < we), for i = 1. The random variable on the right in (4) Wolfowitz [2] showed that this random variable tends to zero with probability one as ni -m. While this gives the statistician some assurance that, for large ni, his estimate of Li will be close to the actual value uniformly in all procedures for determining w and we (see Glick [3] for a thorough discussion of this point), he still falls short of getting a numerical grasp on (3).
Suppose now that X1, . . . ,X, is a sample of size n drawn from the distribution function F. If p denotes the measure corresponding to F and fi denotes the empirical measure for X1, . . . ,X,, then Vapnik and Chervonenkis [4, theorem 2, p. 2691 have shown that
where @ is a class of Bore1 sets in Rd and S(e,n) is the maximum over x1, *. a ,x, ofthe number of sets in {(xl, . s. ,x,) n A:A E @). For the class of "half planes" that we are considering here (e.g., 
The significance of (5) The data become the sequence x:, -* * ,x;,, -* -,xy, --* ,XfM (6) where Xi, . . . ,Xii is a sample of size ni drawn from Fi. The sequence (6) will be denoted simply by the vector D. The linear decision rule for M states is 8 = smallest integer which achieves max (w FX + wio), (7) lSi5M where, as before, the weights and thresholds wl,wlo, . . . ,WM,WMO are determined in some manner from the data. If Li = P(B # i/D, 6' = i], then its resubstitution estimate just counts the frequency of errors made by (7) on the sample Xi, . . a ,Xl,,. It is not very difficult to see that a distribution-free bound for this case is given by
Finally, we may assume, in some situations, that 0 is a random variable taking values in (1, . . . ,MJ with an unknown distribution
The data (Xl,&), . . ., (X,,&) is now a sample of size n drawn from the distribution of (X,0) which is determined from (1) and (9) while the random variable 587 is the probability of error for (7) 
No attempt here has been made to find the tightest bound possible. The interest in (lo) , as stressed earlier, is that it works fOrUll~l,..-,aM,F1,... ,FM and all ways of choosing the weights and thresholds.
