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Abstract
We give a framework to describe gauge theory on a certain class of commutative but non-
associative fuzzy spaces. Our description is in terms of an Abelian gauge connection valued in
the algebra of functions on the cotangent bundle of the fuzzy space. The structure of such a
gauge theory has many formal similarities with that of Yang-Mills theory. The components
of the gauge connection are functions on the fuzzy space which transform in higher spin
representations of the Lorentz group. In component form, the gauge theory describes an
interacting theory of higher spin fields, which remains non-trivial in the limit where the
fuzzy space becomes associative. In this limit, the theory can be viewed as a projection
of an ordinary non-commutative Yang-Mills theory. We describe the embedding of Maxwell
theory in this extended framework which follows the standard unfolding procedure for higher
spin gauge theories.
1 Introduction
We formulate gauge theory on a certain class of commutative but non-associative algebras,
developing the constructions initiated in [1]. These algebras correspond to so called fuzzy
spaces which reduce to ordinary spacetime manifolds in a particular associative limit. We
find that such gauge theories have a realisation in terms of interacting higher spin field
theories.
The non-associative algebra of interest A∗n(M) is a deformation of the algebra of func-
tions A(M) on a D-dimensional (pseudo-)Riemannian manifold M . The ∗ denotes a non-
associative product for functions on the fuzzy space whilst n ∈ Z+ provides a quantitative
measure of the non-associativity (in particular A∗∞ = A). For simplicity, we take M = RD
with flat metric. Most of our formulas will be independent of the signature of this metric,
though we will take it to be Lorentzian in discussions of gauge-fixing etc. Furthermore,
although we focus on the deformation for RD, there is a conceptually straightforward gener-
alisation for curved manifolds. For example, the deformation A∗n(S2k) has been used in the
study of even-dimensional fuzzy spheres in [2].
In section 2 we define the commutative, non-associative algebra A∗n(RD) which deforms
A(RD), and give the derivations of this algebra. In this review, we recall that the associator
(A ∗ B) ∗ C − A ∗ (B ∗ C) of three functions A, B and C on A∗n(RD) can be written as an
operator F(A,B) acting on C or as an operator E(A,C) acting on B. These operators have
expansions in terms of derivations of the algebra (given in Appendix B) and naturally appear
when one attempts to construct covariant derivatives for the gauge theory. We find that an
inevitable consequence of this structure is that the connection and gauge parameter have to
be generalised such that they too have derivative expansions (i.e. they can be understood as
functions on the deformed cotangent bundle A∗n(T ∗RD)). The infinite number of component
functions in these expansions transform as totally symmetric tensors under the Lorentz
group. Consequently we find that this extended gauge theory on A∗n(T ∗RD) is related to
higher spin gauge theory on A∗n(RD). The local and global structure of this extended gauge
1
theory is analysed in section 3.
We observe that the extended gauge theory remains non-trivial even in the limit where
the non-associativity parameter goes to zero. In section 4 we describe certain physical
properties in this associative limit. In particular we construct a gauge-invariant action
and field equations for the extended theory using techniques related to the phase space
formulation of quantum mechanics initiated by Weyl [20] and Wigner [21]. The infinite
number higher spin components of the extended gauge field become just tensors on RD in
the associative limit. We describe various aspects of the extended theory in component
form in order to make the connection with higher spin gauge theory more explicit. From
this perspective it will be clear that the extended theory (as we have presented it) does
not realise all the possible symmetries of the corresponding higher spin theory on RD. We
suggest that it could describe a partially broken phase of some fully gauge-invariant theory.
We then compare the structure we find with that of the interacting theory of higher spin
fields discovered by Vasiliev [14]. A precise way to embed Maxwell theory in the extended
theory is given. The method is identical to the unfolding procedure which has been used by
Vasiliev in the context of higher spin gauge theories [16]. It can also be understood simply
via a change of basis in phase space under a particular symplectic transformation.
In section 5 we describe how the extended theory in the associative limit described in section
4 is related to a projection of an ordinary non-commutative Yang-Mills theory. We also
describe connections to Matrix theory. We then discuss how one might generalise the results
of section 4 to construct a gauge-invariant action for the non-associative theory. Section 6
contains some concluding remarks.
2 The non-associative deformation A∗n
We begin by defining the non-associative space of interest. Following [1], we consider the
commutative, non-associative algebra A∗n(RD) which is a specific deformation of the commu-
tative, associative algebra of functions A(RD) on RD (which is to be thought of as physical
spacetime in D dimensions). Another space that will be important in forthcoming discus-
sions is the algebra of differential operators acting on A∗n(RD). This algebra is isomorphic
to the deformed algebra A∗n(T ∗RD) of functions on the (flat) cotangent bundle T ∗RD. This
correspondence will be helpful when we come to consider gauge theory on A∗n(RD).
The space RD has coordinates xµ and flat metric. The Euclidean signature metric δµν
arises most directly in the Matrix theory considerations motivating [1] but the algebra can
be continued to Lorentzian signature by replacing this with Lorentzian metric ηµν . The
algebraic discussion in this and the next section (and in the appendices) works equally
well in either signature, but some additional subtleties related to gauge-fixing discussed in
section 4 are specific to the Lorentzian case. The deformed algebra A∗n(RD) is spanned by
the infinite set of elements {1, xµ, xµ1µ2 , ... } 1 , where each xµ1...µs transforms as a totally
symmetric tensor of rank s under the Lorentz group. The commutative (but non-associative)
product ∗ for all elements xµ1...µs is defined in [1] and Appendix B (this appendix also defines
a more general set of products with similar properties to ∗). The explicit formula is rather
complicated but the important point is that xµ1...µs ∗ xν1...νt equals xµ1...µsν1...νt up to the
addition of lower rank elements with coefficients proportional to inverse powers of n (for
example xµ ∗ xν = xν ∗ xµ = xµν + 1
n
ηµν). This means that the algebra is associative
up to terms involving inverse powers of n. An immediate consequence of this structure is
that limn→∞A∗n(RD) = A(RD), since limn→∞ xµ1...µs = xµ1 ...xµs (the ∗-product being just
pointwise multiplication in this limit). Henceforth we refer to n → ∞ as the associative
limit .
Recall that symmetries of non-commutative spaces are typically generated by the sub-
group of the Lorentz group corresponding to symplectic transformations preserving the
non-commutativity parameter (see e.g. [19], [36]). As explained in [1] however, A∗n(RD) cor-
responds to a milder deformation of RD since it is still commutative and the non-associativity
parameter is a Lorentz scalar (proportional to 1/n). Therefore the deformation above does
1In [1], the elements x were called z and the deformed algebra A∗n(RD) was called B∗n(RD).
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not break Lorentz symmetry.
One can define derivations ∂µ of A∗n(RD) via the rule
∂µx
µ1...µs = s δ(µ1µ x
µ2...µs) , (1)
where brackets denote symmetrisation of indices (with weight 1) 2 . This definition implies
that ∂µ satisfy the Leibnitz rule when acting on ∗-products of elements of A∗n(RD). This
Leibnitz property also holds with respect to the more general commutative, non-associative
products described in Appendix B. It is clear that composition of these derivations is a
commutative and associative operation. In the associative n → ∞ limit, ∂µ just act as the
usual partial derivatives on RD.
2.1 Functions
Functions of the coordinates xµ1...µs are written A(x) ∈ A∗n(RD). Such functions form a
commutative but non-associative algebra themselves with respect to the ∗ multiplication. A
quantitative measure of this non-associativity is given by the associator
[A,B,C] := (A ∗B) ∗ C − A ∗ (B ∗ C) (2)
for three functions A, B and C. Since A∗n(RD) is commutative then the associator (2) has
the antisymmetry [A,B,C] = −[C,B,A]. The associator also satisfies the cyclic identity
[A,B,C] + [B,C,A] + [C,A,B] ≡ 0. An important fact noted in [1] is that such associators
can be written as differential operators involving two functions acting on the third. In
particular, one can define the two operators E(A,B) and F(A,B) via
[A,B,C] =: E(A,C)B
=: F(A,B)C . (3)
The antisymmetry property of the associator implies E(A,B) = −E(B,A) and the cyclic
identity implies F(A,B)−F(B,A) = E(A,B). These operators have the following derivative
2The derivations ∂µ were called δµ in [1].
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expansions (see [1] or Appendix B)
E(A,B) =
∞∑
s=1
1
s!
(E µ1...µs(A,B))(x) ∗ ∂µ1 ...∂µs ,
F(A,B) =
∞∑
s=1
1
s!
(F µ1...µs(A,B))(x) ∗ ∂µ1 ...∂µs , (4)
where the coefficients E µ1...µs(A,B) and F µ1...µs(A,B) are both polynomial functions of the
algebra transforming as totally symmetric tensors under the Lorentz group 3 . The properties
quoted above follow for each of these coefficients so that E µ1...µs(A,B) = −E µ1...µs(B,A) and
F µ1...µs(A,B)−F µ1...µs(B,A) = E µ1...µs(A,B). The reason there are no s = 0 terms in (4) is
that the associators [A, 1, C] and [A,B, 1] are both identically zero. Thus since (4) are valid
as operator equations on any function then including such zeroth order terms in (4) would
imply their coefficients are identically zero by simply acting on a constant function. The first
non-vanishing s = 1 coefficients in (4) can be expressed rather neatly as associators, such
that E µ(A,B) = [A, xµ, B] and F µ(A,B) = [A,B, xµ]. In a similar manner, all subsequent
s > 1 coefficients in (4) can also be expressed in terms of (sums of) associators of A and B
with coordinates xµ1...µs (though we do not give explicit expressions as they are unnecessary).
An important point to keep in mind is that E(A,B) and F(A,B) vanish in the associative
limit as expected.
The algebra of the differential operators in (4) closes under composition and is non-associative
(following non-associativity of A∗n(RD)) but it is also non-commutative. Since E(A,B) and
F(A,B) vanish in the associative limit the algebra of these operators becomes trivially com-
mutative when n → ∞. As will be seen in the next subsection, more general differential
operators acting on A∗n(RD) also close under composition to form a non-commutative, non-
associative algebra. However, this more general algebra remains non-commutative (but as-
sociative) when n → ∞. For example, the commutator subalgebra of differential operators
acting on RD corresponding to sections of the tangent bundle TRD (i.e. vector fields over
R
D) is non-Abelian (even though RD is itself commutative). Indeed this is often how one
3The ∗-product in the expression for the operators (4) means act first on a function with the derivatives,
then ∗-multiply this differentiated function with the coefficients (for each s in the sum).
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considers simple non-commutative geometries – as Hamiltonian phase spaces of ordinary
commutative position spaces (see e.g. [19]). We will draw on this analogy when we come to
construct a gauge theory on A∗n(RD).
2.2 Differential operators
General differential operators acting on A∗n(RD) are written
Aˆ =
∞∑
s=0
1
s!
Aµ1...µs(x) ∗ ∂µ1 ...∂µs , (5)
where Aµ1...µs are functions of the algebra transforming as totally symmetric tensors under
the Lorentz group. It is clear that such operators can equivalently be viewed as elements of
the deformed algebra A∗n(T ∗RD) of functions on the cotangent bundle T ∗RD. In the associa-
tive limit, A∗∞(T ∗RD) is just the Weyl algebra of RD (i.e. the infinite-dimensional universal
enveloping algebra of the Heisenberg algebra in D-dimensions spanned by all polynomials of
coordinates xµ and partial derivatives ∂µ). Because of this A∗n(T ∗RD) may also be thought
of as a deformed Weyl algebra.
Just as in (4), the general operators (5) also close under composition to form a non-
commutative and non-associative algebra. The operator realisations E(A,B) and F(A,B)
(3) of the associator of functions have useful generalisations to the case where functions A
and B are replaced by operators Aˆ and Bˆ respectively. In particular, we define
Eˆ(Aˆ, Bˆ)C := Bˆ(AˆC)− Aˆ(BˆC) ,
Fˆ(Aˆ, Bˆ)C := [Aˆ, Bˆ, C] = (AˆBˆ)C − Aˆ(BˆC) , (6)
where C is a function. The definition of Fˆ still involves the associator (just as in (3)). Notice
though that the definition of Eˆ does not involve the associator [Aˆ, C, Bˆ] = (AˆC)Bˆ − Aˆ(CBˆ)
directly since the algebra of differential operators is non-commutative. It is the Eˆ operator
defined in (6), however, that will be of interest in the forthcoming discussion. This new
definition reduces to the usual associator definition (3) when Aˆ = A and Bˆ = B (since
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the algebra of functions is commutative). The definitions (6) obey the identities Eˆ(Aˆ, Bˆ) ≡
−Eˆ(Bˆ, Aˆ) and Fˆ(Aˆ, Bˆ)− Fˆ(Bˆ, Aˆ) ≡ Eˆ(Aˆ, Bˆ) + [Aˆ, Bˆ] (where [Aˆ, Bˆ] := AˆBˆ − BˆAˆ is just the
commutator of operators). These reduce to the identities found earlier in terms of functions
when Aˆ = A and Bˆ = B. In the associative limit, notice that Fˆ(Aˆ, Bˆ) vanishes identically
whilst Eˆ(Aˆ, Bˆ) reduces to the commutator [Bˆ, Aˆ].
The explicit derivative expansion for Eˆ(Aˆ, Bˆ) is given in Appendix A for later reference
(the corresponding expression for Fˆ(Aˆ, Bˆ) will not be needed). We should just conclude
this review of the relevant algebras associated with A∗n(RD) by noting that, unlike (4), the
operator expression for Eˆ(Aˆ, Bˆ) includes a non-vanishing zeroth order algebraic term. It is
easy to see that this is so by considering C in (6) to be the constant function. In this case all
derivative terms in Eˆ(Aˆ, Bˆ) on the left hand side vanish whilst the right hand side reduces
to the non-vanishing function BˆA− AˆB (where A and B are the zeroth order parts of Aˆ and
Bˆ respectively). Thus the zeroth order part Eˆ(Aˆ, Bˆ)(0) = BˆA − AˆB, which vanishes when
Aˆ = A and Bˆ = B as expected.
3 Non-associative gauge theory
We begin this section by reviewing the subtleties raised in [1] associated with formulating an
Abelian gauge theory on A∗n(RD). We show that a naive formulation is not possible on this
non-associative space. Instead it is rather natural to consider an extension of such an Abelian
gauge theory on the deformed algebra A∗n(T ∗RD) of functions on the cotangent bundle. We
describe the local and global gauge structure of this non-associative extended theory. We
find the structure to be similar to that of a Yang-Mills theory with infinite-dimensional gauge
group. We will return to the question of embedding an Abelian gauge theory on A∗n(RD) in
this extended structure in later sections.
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3.1 Abelian gauge theory on A∗n(RD)
A necessary ingredient in the construction of any gauge theory is the concept of a gauge-
covariant derivative. Consider a field Φ which is a function of A∗n(RD) and define it to have
the infinitesimal gauge transformation law
δΦ = ǫ ∗ Φ , (7)
where ǫ is an arbitrary polynomial function of A∗n(RD). (One reason for the choice of (7) is
that it is reminiscent of the infinitesimal gauge transformation for a field in the fundamental
representation of the gauge group in ordinary Yang-Mills theory.) An operator Dµ that is
covariant with respect to (7) must therefore obey
δ(DµΦ) = ǫ ∗ (DµΦ) . (8)
Clearly the derivation ∂µ (1) alone does not obey this covariance requirement since δ(∂µΦ) =
ǫ∗(∂µΦ)+(∂µǫ)∗Φ. To compensate we must introduce a gauge connection Aµ, which we take
to be a function on A∗n(RD) and which transforms such that δ(Aµ∗Φ) = ǫ∗(Aµ∗Φ)−(∂µǫ)∗Φ.
Clearly the existence of such an Aµ would imply that
DµΦ := ∂µΦ + Aµ ∗ Φ (9)
indeed defines a covariant derivative on functions, satisfying (8). Using (7) then implies that
we require Aµ to transform such that
(δAµ) ∗ Φ = −(∂µǫ) ∗ Φ + ǫ ∗ (Aµ ∗ Φ)− Aµ ∗ (ǫ ∗ Φ) . (10)
In ordinary gauge theory (10) would allow one to simply read off the necessary gauge transfor-
mation for Aµ but here things are more complicated due to non-associativity. In particular,
notice that the last two terms in (10) can be written as the associator [Aµ,Φ, ǫ] and therefore,
using (3), we require
δAµ = −(∂µǫ) + E(Aµ, ǫ) . (11)
This requirement, however, leads to a contradiction since the first two terms in (11) are
algebraic functions onA∗n(RD) whilst (4) tells us that the third term acts only as a differential
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operator on A∗n(RD). Therefore such an Aµ can only exist when E(Aµ, ǫ) = 0, i.e. in the
associative limit where this would simply be an Abelian gauge theory on RD!
As indicated in [1], the most conservative way to proceed is therefore to simply generalise the
gauge connection Aµ from an algebraic function to a differential operator Aˆµ with derivative
expansion
Aˆµ =
∞∑
s=0
1
s!
A α1...αsµ (x) ∗ ∂α1 ...∂αs , (12)
where each component A α1...αsµ is an algebraic function on A∗n(RD) which transforms in
the (GL(D,R)-reducible) tensor product representation corresponding to a vector times a
totally symmetric rank-s tensor of the Lorentz group (we denote this representation (1)⊗(s)).
Unlike the associator operators (4), there is no reason not to include all possible terms in
the sum (12). Indeed, in the associative limit, we will see that the only algebraic s = 0 term
Aµ has the interpretation of an Abelian gauge field embedded in this extended theory. In
a similar manner one can also generalise the gauge parameter ǫ to a differential operator ǫˆ
with derivative expansion
ǫˆ =
∞∑
s=0
1
s!
ǫα1...αs(x) ∗ ∂α1 ...∂αs . (13)
As noted already, the algebra of such operators is both non-associative and non-commutative.
Consequently we must take care when revising the arguments of this subsection in terms of
these extended fields. This revised analysis is described, in the next subsection, within the
framework of global gauge transformations for the extended theory.
In concluding, it is important to stress that the generalisation we have made is a modification
of the original theory and therefore the extended theory need not trivially reduce to an
Abelian gauge theory on RD in the associative limit. (Notice that the s > 0 terms in (12)
and (13) do not vanish as n → ∞.) Indeed we will find it does not though we will give a
precise way to embed the Abelian theory in its extension on RD.
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3.2 Global structure
Consider again a field Φ which is a function of A∗n(RD) but now with infinitesimal gauge
transformation law
δΦ = ǫˆΦ , (14)
where ǫˆ is the extended differential operator (13). Formally this is similar to Yang-Mills
theory where one then obtains the global gauge transformation by exponentiating the lo-
cal (Lie algebra valued) gauge parameter to obtain a general Lie group element (or more
precisely the fundamental representations of these quantities). The main difference here is
that the algebra of local gauge transformations (14) is non-associative. Despite this, given a
general differential operator ǫˆ, there still exists a well-defined exponential exp(ǫˆ) [18]. The
construction essentially just follows the power series definition of the exponential map for
matrix algebras but here one must choose an ordering for powers of ǫˆ (so as to avoid the
potential ambiguities due to non-associativity). We follow [18] and define powers via a ‘left
action’ rule so that
exp(ǫˆ) Φ := Φ + ǫˆΦ +
1
2
ǫˆ (ǫˆΦ) +
1
3!
ǫˆ (ǫˆ (ǫˆΦ)) + . . . , (15)
for any function Φ. It is then clear that the exponentiated operator gˆ := exp(ǫˆ) is also a
differential operator acting on the algebra (albeit a rather complicated function of ǫˆ) and we
define the ‘global’ transformation of Φ to be
Φ → gˆΦ . (16)
This transformation obviously reduces to (14) in some neighbourhood of the identity where
gˆ = 1+ ǫˆ (the ‘identity’ here is the unit element of A∗n(RD)). The set of all transformations
(16) does not quite form a group under left action composition since it fails to satisfy the
associativity axiom (due to non-associativity of the algebra). However, all the other group
axioms are satisfied 4 .
4Closure under composition follows using an extension of the Baker-Campbell-Hausdorff formula whereby
the composition of two exponentials can itself be expressed as an exponential with the exponent being the sum
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The derivation ∂µ is not covariant with respect (16) since this transformation implies ∂µΦ→
[∂µ, gˆ]Φ + gˆ(∂µΦ). As noted at the end of the previous subsection, we therefore introduce a
gauge connection Aˆµ which must transform such that AˆµΦ → −[∂µ, gˆ]Φ + gˆ(AˆµΦ) in order
that
DˆµΦ := ∂µΦ+ AˆµΦ (17)
transforms covariantly under (16). This necessary gauge transformation of AˆµΦ under (16)
can be realised provided the gauge transformation of Aˆµ is defined such that
AˆµΦ → −[∂µ, gˆ](gˆ−1Φ′) + gˆ(Aˆµ(gˆ−1Φ′)) (18)
under the more general function transformation Φ → Φ′. This gives the desired gauge
transformation when Φ′ = gˆΦ. One can obtain the gauge transformation of Aˆµ itself by
using the operator Fˆ (6) to rearrange the brackets in (18). In particular, notice that the
right hand side of (18) can be written
(
−[∂µ, gˆ] + gˆAˆµ − Fˆ(gˆ, Aˆµ)
)
(gˆ−1Φ′) (19)
=
((
−[∂µ, gˆ] + gˆAˆµ − Fˆ(gˆ, Aˆµ)
)
gˆ−1
)
Φ′ − Fˆ
((
−[∂µ, gˆ] + gˆAˆµ − Fˆ(gˆ, Aˆµ)
)
, gˆ−1
)
Φ′ .
Therefore Aˆµ must have the following gauge transformation
Aˆµ →
(
−[∂µ, gˆ] + gˆAˆµ − Fˆ(gˆ, Aˆµ)
)
gˆ−1 − Fˆ
((
−[∂µ, gˆ] + gˆAˆµ − Fˆ(gˆ, Aˆµ)
)
, gˆ−1
)
. (20)
Setting gˆ = 1 + ǫˆ in (20) leads to the infinitesimal form of the gauge transformation
δAˆµ = −[∂µ, ǫˆ] + Eˆ(Aˆµ, ǫˆ) . (21)
Of course, at the infinitesimal level, this transformation equivalently follows by the require-
ment that δ(DˆµΦ) = ǫˆ(DˆµΦ) under (14).
of the two original exponents plus corrections involving commutators and associators of these exponents.
As already mentioned above, the identity element is simply the unit element of A∗n(RD). Every element
gˆ = exp(ǫˆ) has the left inverse gˆ−1 := exp(−ǫˆ) which satisfies gˆ−1(gˆΦ) = gˆ(gˆ−1Φ) = Φ for any function Φ.
Thus gˆ−1 = 1− ǫˆ locally.
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Notice that (20) and (21) do not quite take the form one would expect by naively following
the Yang-Mills analogy (that is they differ from what one might expect by associator terms).
This is a consequence of the non-associativity of the underlying algebra of functions. In the
following section we will find that the expected Yang-Mills type structure follows exactly in
the associative limit.
In the discussion above we have only defined covariant derivatives Dˆµ on functions and not
on differential operators. Although not of the standard Yang-Mills form, (minus) the right
hand side of (21) can still be taken as the definition for the action of the covariant derivative
on operator ǫˆ, such that
Dˆµ · ǫˆ := [∂µ, ǫˆ] + Eˆ(ǫˆ, Aˆµ) . (22)
This statement is partially justified by the fact that Dˆµ then satisfies the Leibnitz rule
Dˆµ(ǫˆΦ) = (Dˆµ · ǫˆ)Φ + ǫˆ(DˆµΦ) (for general operator ǫˆ and function Φ) 5 .
Based on the transformation law found above, we define the field strength Fˆµν as
Fˆµν := Eˆ(Dˆν , Dˆµ) = [∂µ, Aˆν ]− [∂ν , Aˆµ] + Eˆ(Aˆν , Aˆµ) . (23)
It is clear from this definition that Fˆµν is indeed a differential operator which transforms
as a two-form under the Lorentz group. In addition, since the gauge transformations above
imply that
DˆµΦ → gˆ (Dˆµ( gˆ−1Φ′)) , (24)
under (18), then it follows that FˆµνΦ = Dˆµ(DˆνΦ)− Dˆν(DˆµΦ) transforms as
FˆµνΦ → gˆ (Fˆµν( gˆ−1Φ′)) , (25)
and is therefore also gauge-covariant when Φ′ = gˆΦ. The infinitesimal form of the covariant
gauge transformation of Fˆµν is
δFˆµν = Eˆ(Fˆµν , ǫˆ) . (26)
5It should be noted that the naive commutator action [∂µ + Aˆµ, ǫˆ] on an operator ǫˆ fails to satisfy the
Leibnitz rule due to associator terms. The commutator action is identical to the covariant derivative proposed
above in the associative limit.
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From the evidence above, it is clear that there are various subtleties related to the non-
associative nature of the theory. Indeed the non-associativity complicates matters even
further in the description of more physical aspects of the theory like Lagrangians, field
equations and the embedding of an Abelian gauge theory in this extended framework. Recall
though that this extended theory should have a non-trivial structure, even in the associative
limit. We therefore postpone further discussion of the non-associative extended theory to
analyse its associative limit in more detail.
4 Gauge theory on T ∗RD and higher spin gauge theory
on RD
We begin this section by briefly summarising the results of the previous subsection in the
associative limit. We then describe how one can construct a gauge-invariant action and
equations of motion for this theory. Writing the extended gauge field Aˆµ in terms of com-
ponent functions A α1...αsµ we find that the extended theory describes an interacting theory
involving an infinite number of higher spin fields. When written in component form, it will
be clear that the extended theory (as we have described it) does not realise all the possible
symmetries of the corresponding higher spin gauge theory. We suggest that the extended
theory could correspond to a partially broken phase of some fully gauge-invariant higher spin
theory. A comparison of the structure we find with that of the interacting theory of higher
spin fields discovered by Vasiliev [14] is then given. We conclude the section by showing
how an Abelian gauge theory can be embedded in this extended framework. The embedding
is related to the unfolding procedure used by Vasiliev in the context of higher spin gauge
theory [16].
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4.1 The associative limit
Many expressions found in the previous section retain their schematic form in the associative
limit. For example, the gauge transformations for functions are just as in (14), (16) though
Φ is now simply a function on RD whilst operators like ǫˆ in (13) now have the expansion
ǫˆ =
∞∑
s=0
1
s!
ǫα1...αs(x) ∂α1 ...∂αs , (27)
in terms of an infinite number of functions ǫα1...αs on RD (which still transform as totally
symmetric tensors under the Lorentz group). It should also be noted that the set of gauge
transformations (16) now form a group since the associativity axiom is no longer violated in
this limit.
Recall that the associator operators E, F and Fˆ in (4), (6) vanish in the associative limit
whilst Eˆ(Aˆ, Bˆ) reduces to the commutator [Bˆ, Aˆ]. Consequently the gauge transformation
(20) takes the more familiar Yang-Mills form
Aˆµ → −[∂µ, gˆ] gˆ−1 + gˆ Aˆµ gˆ−1 . (28)
This reduces to the infinitesimal variation
δAˆµ = −[∂µ + Aˆµ, ǫˆ] . (29)
As explained earlier, from this transformation we define the action of the covariant derivative
Dˆµ = ∂µ + Aˆµ on operators ǫˆ to be Dˆµ · ǫˆ := [Dˆµ, ǫˆ].
Since connections and gauge parameters are functions of both x and ∂ then the associative
limit of the extended theory in D dimensions is also related to Yang-Mills theory on a
2D-dimensional non-commutative space. This connection will be clarified in section 5.1.
The transformation (28) implies that Dˆµ indeed transforms covariantly as
Dˆµ → gˆ Dˆµ gˆ−1 . (30)
Hence the field strength (23)
Fˆµν = [Dˆµ, Dˆν ] = [∂µ, Aˆν ]− [∂ν , Aˆµ] + [Aˆµ, Aˆν ] , (31)
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also transforms covariantly. The infinitesimal form of this covariant transformation being
δFˆµν = [ǫˆ, Fˆµν ] . (32)
4.2 Action and field equations
A simple equation of motion to consider for the extended theory in the associative limit is
[Dˆµ, Fˆµν ] = 0 . (33)
This is the field equation one would expect from following the Yang-Mills type structure
found for the extended theory in the previous subsection. The equation (33) is invariant
under the gauge transformation (28). Moreover it is this equation (rather than, say, the also
gauge-invariant equation DˆµFˆµν = 0) which reduces to the correct Maxwell equation as we
will see in section 4.5.
Following the Yang-Mills analogy further, a natural gauge-invariant action to consider is of
the form
− 1
4
Tr
(
FˆµνFˆ
µν
)
. (34)
Such an action can be constructed for the extended theory we are considering provided there
exists a well-defined map
Tr : A(T ∗RD) → R . (35)
Furthermore, since we are now dealing with an associative theory, it is clear that an action
(34) would be gauge-invariant provided the map (35) is symmetric, such that it satisfies
Tr(AˆBˆ) = Tr(BˆAˆ) , (36)
for any differential operators Aˆ and Bˆ. The next task is therefore to show that such a
symmetric map exists.
Before going into the details of the map we should make a few remarks. Firstly, notice that
we write the map Tr which alludes to the Yang-Mills analogy where it simply consists of
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taking the usual gauge-invariant trace (using the Cartan-Killing metric for the gauge group)
followed by integrating over spacetime. However, we do not assume a priori that the map
(35) can be factorised in this way 6 . In the Yang-Mills case the symmetry property of Tr
simply follows from the fact that the trace is symmetric. The symmetry of the trace is a
rather general property of finite-dimensional representations – as one considers for Yang-
Mills theories with compact gauge groups – since such representations can be expressed in
terms of finite-dimensional square matrices (and for two such matrices X , Y , the trace of
XY is just X ijY
j
i = Y
i
jX
j
i). For the extended theory we are considering though fields are
valued in the algebra of differential operators on RD and the situation is very different for
the case of such infinite-dimensional representations. For example, in quantum mechanics,
if the Heisenberg algebra [xˆ, pˆ] = i had any representations of finite dimension n 6= 0 (and
hence a symmetric trace) then it would imply the well-known contradiction 0 = in !
The example above is quite pertinent since we will now show that fields in the extended
theory we are considering are related to certain functions in the formulation of quantum
mechanics based on the original work of Weyl [20] and Wigner [21] which was later developed
by Groenewold [23] and Moyal [24] (see [27] for a nice review). Within this framework, there
exists a natural concept of the symmetric map Tr. In terms of the abstract canonically
conjugate operators xˆµ and pˆµ, a general operator Aˆ of the form (27) is written
Aˆ = A(xˆ, pˆ) =
∞∑
s=0
is
s!
Aα1...αs(xˆ) pˆα1 ...pˆαs . (37)
Such objects form the most general set of operators for a quantum mechanical system on
R
D. These operators can be given definite Hermiticity properties by simply reordering xˆ
and pˆ appropriately in (37) at the expense of changing the values of the coefficients in the
expansion of a general A(xˆ, pˆ). Of course this would put restrictions on the kind of coefficient
functions Aα1...αs permitted in (37). Let us therefore just proceed with the ‘pˆ to the right’
6As explained in [19], non-commutative gauge theories provide a counter example where such a factori-
sation of Tr is not possible.
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ordering prescription above 7 .
Given this ordering rule, the Weyl homomorphism [20] says that every operator A(xˆ, pˆ) (37)
is naturally associated with an ordinary c-number function A˜ on the classical phase space
R
2D (spanned by coordinates (x, p)), such that
A(xˆ, pˆ) =
1
(2π)2D
∫
dy dq dx dp A˜(x, p) exp(i qµ(xˆ
µ − xµ)) exp(i yµ(pˆµ − pµ)) . (38)
The operator Aˆ and function A˜ in (38) are then said to be Weyl-dual . For the ordering rule
we have chosen, notice that the q and y integrals can be evaluated in (38) to give the formal
Dirac delta functions δ(xˆ− x) and δ(pˆ− p) respectively. Since these delta functions involve
the operators xˆ and pˆ, they do not commute. Their arrangement in (38) clearly respects
our ordering rule. Therefore, for example, if A˜ is a polynomial function of the phase space
variables x and p then (38) says that the corresponding operator function A is exactly the
same polynomial function, but of the operators xˆ and pˆ respectively – with the pˆ operators
ordered to the right. In particular this means that (38) relates the operators xˆµ and pˆν to the
classical phase space coordinates xµ and pν respectively. The coefficient position operators
Aα1...αs(xˆ) in (37) can therefore also be written in terms of the function A˜, such that
Aα1...αs(xˆ) =
1
(2π)2D
∫
dy dq dx dp A˜(x, p) yα1. . . yαs exp(i qµ(xˆ
µ − xµ)− i yµpµ) . (39)
The trace Tr of the operator A(xˆ, pˆ) is defined by
Tr (Aˆ) :=
∫
dx dp A˜(x, p) . (40)
This integral is only defined for functions A˜ with suitably rapid asymptotic decay properties.
We will describe a particular Wigner basis for a class of such integrable functions in the next
subsection.
7This prescription is sometimes referred to as standard ordering and was considered originally by Mehta
[25]. An alternative prescription (considered by [27] and the references therein) is the totally symmetricWeyl
ordering of xˆ and pˆ in a given operator. Weyl ordering guarantees that operators are Hermitean. We are
very grateful to C. Zachos for pointing out the comprehensive review by Lee [26] of the precise relationships
between the various possible ordering prescriptions.
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The inverse of the relation (38) can then be expressed in terms of this trace, such that
A˜(x, p) =
1
(2π)2D
∫
dy dq exp(i (qµx
µ + yµpµ)) Tr
(
exp(−i qµxˆµ) Aˆ exp(−i yµpˆµ)
)
. (41)
That (38) defines a homomorphism was first noted by von Neumann [22]. It follows from
the fact that, given two operators Aˆ and Bˆ (of the form (37)) with respective Weyl-dual
functions A˜ and B˜, then one can find a new function denoted A˜ ⋆ B˜ which is related to
the operator product AˆBˆ precisely as in (38) (i.e. AˆBˆ and A˜ ⋆ B˜ are also Weyl-dual) 8
. The ⋆ in the Weyl-dual function mentioned above denotes the so called Moyal product
[23] of two functions on phase space with respect to the standard ordering of Mehta [25] we
are using 9 . The ⋆-product is non-commutative and associative (as one would expect since
these properties are also true of the operator product). The action of this product between
functions can be expressed succinctly in terms of the following exponentiated differential
operator
⋆ = exp
(
−i
←−
∂
∂pµ
−→
∂
∂xµ
)
, (42)
where a left (right) pointing arrow denotes the action of that derivative on the function to
the left (right) of the ⋆-product only 10 . More specifically, given two functions A˜ and B˜
then
A˜ ⋆ B˜ =
∞∑
m=0
1
m!
(−i)m
(
∂
∂pµ1
· · · ∂
∂pµm
A˜
)(
∂
∂xµ1
· · · ∂
∂xµm
B˜
)
. (43)
Notice in particular that the m = 0 term in (43) is just the commutative classical product
of functions A˜B˜. The m > 0 terms are not commutative but are invariant under the
combined exchange A˜ ↔ B˜ and x ↔ p. Equation (43) implies that xµ ⋆ pν = xµpν and
8In general, the product AˆBˆ of two ordered operators Aˆ and Bˆ is not ordered. Nonetheless the operator
algebra still closes since this product can be rewritten as a sum of correctly ordered terms. The sum of terms
correspond to the various commutators one picks up through reordering xˆ’s and pˆ’s.
9This ⋆-product of phase space functions should not be confused with the ∗-product of elements of the
fuzzy space A∗n(RD) used earlier.
10We thank C. Zachos for pointing out an error in the expression (42) in an earlier version of the paper.
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pν ⋆x
µ = xµpν− i δµν , thus confirming that the ⋆-product of functions preserves the structure
of the Heisenberg algebra. It is also worth noting that partial derivatives (with respect to
x or p) act as derivations on the algebra of classical phase space functions with ⋆-product
since they obey the Leibnitz rule when acting on (43).
The definition (43) implies that∫
dx dp (A˜ ⋆ B˜)(x, p) =
∫
dx dp A˜ ′(x, p)B˜ ′(x, p) =
∫
dx dp (B˜ ⋆ A˜)(x, p) , (44)
where the primed phase space functions denote A˜ ′ := exp
(
i
2
∂
∂xµ
∂
∂pµ
)
A˜ and B˜ ′ := exp
(
i
2
∂
∂xµ
∂
∂pµ
)
B˜
which are just multiplied with respect to the classical product in (44). Thus the trace (40)
of the operator product AˆBˆ is indeed symmetric, as required.
The precise form of the gauge-invariant action (34) is therefore given by
− 1
4
Tr
(
FˆµνFˆ
µν
)
= −1
4
∫
dx dp F˜ ′µν(x, p)F˜
′µν(x, p) , (45)
where the function F˜ ′µν := exp
(
i
2
∂
∂xµ
∂
∂pµ
)
F˜µν and F˜µν is the Weyl-dual of the operator Fˆµν ,
which can be obtained using (41).
The formal similarity with Yang-Mills theory found thus far might lead one to expect that
the field equation (33) follows as the Euler-Lagrange equation for (45). Indeed, varying the
action (45) gives Tr
(
(δAˆν)[Dˆµ, Fˆµν ]
)
which would seem to suggest the equation of motion
(33). This is not the case however. The obstruction is due to the fact that the trace Tr
does not act diagonally on the components of general operator products. More will be
said about this subtlety in subsection 4.2.2. We just conclude by noting that the Euler-
Lagrange equation for (45) consists of a particular linear combination of all the components
of [Dˆµ, Fˆµν ]. It is therefore less restrictive than (33) in the sense that solutions of (33) are
also solutions of this field equation though the converse statement is not necessarily true. It
may be possible to obtain (33) from (45) via additional constraints but we will not explore
this further here.
19
4.2.1 Wigner basis for integrable functions
We will now briefly describe a particular basis for a class of classical functions which have
finite integrals over phase space (a more detailed review of this construction is given in [27]).
This will show us how to restrict to the class of Weyl-dual operators for which the trace map
Tr is well-defined. Of course, this is necessary so that the gauge-invariant action (45) exists.
Consider a complete orthonormal basis of eigenfunctions {ψa} for a given Hamiltonian H .
To each such eigenfunction ψa(x) on R
D, there is an associated Wigner function
fa(x, p) =
1
(2π)D
∫
dy ψ∗a (x− y) e−iy
µpµψa (x) , (46)
on phase space.
One can show that such Wigner functions satisfy the orthogonality relation fa(x, p)⋆fb(x, p) =
(1/2π)D δab fb(x, p) with respect to the ⋆-product (following from the fact that the eigenfunc-
tions are orthonormal with respect to the L2(RD) inner product). Consequently the set of
Wigner functions {fa} is closed with respect to ⋆ multiplication. One can also show that (46)
implies that each Wigner function is integrable over phase space since
∫
dx dp fa(x, p) = 1
(this follows from the fact the eigenfunctions are L2(RD) normalised).
Clearly linear combinations of these Wigner functions form a vector space with a closed
⋆-product and admit partial derivatives which obey the Leibnitz rule. Moreover, any phase
space function A˜ which has an expansion in terms of Wigner functions, such that A˜(x, p) =∑
a A˜a fa(x, p), is guaranteed to be integrable over phase space provided the set of constant
coefficients {A˜a} have a finite sum
∑
a A˜a < ∞. Thus if we restrict to classical functions
which can be expanded in this way then the corresponding Weyl-dual operators (obtained
from (38)) will have finite traces. Imposing these restrictions guarantees the gauge-invariant
action (45) is well-defined.
An explicit realisation of the Wigner basis defined above that would be suitable for our
purposes follows from the Hamiltonian H = (pµp
µ + xµxµ)/2 (in Euclidean signature R
D)
corresponding to D decoupled harmonic oscillators. The Wigner functions fa are then each
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proportional to
[
exp
(
−i
2
∂
∂xµ
∂
∂pµ
) (
e−2HLa(4H)
)]
, where {La | a ∈ Z+} are the Laguerre poly-
nomial functions. Each of these Wigner functions has Gaussian decay at large x and p. This
structure is appealing from the point of view of constructing convergent integrals though it
must be understood that considering only functions of this nature on T ∗RD is quite a severe
restriction. In particular, the set of such integrable functions on the classical phase space
R
2D is roughly as large as the set of all functions on RD, since the basis of the former set
is in one-to-one correspondence with complete set of eigenfunctions of the Hamiltonian for
a particle moving on RD. In this sense, the corresponding Weyl-dual space of finite trace
operators is much smaller than the complete set of functions on T ∗RD. Consequently the
number of degrees of freedom is more apt to describe a theory living on RD, with the use of
T ∗RD viewed as a tool which allows generalisation to the non-associative theory. We expect
other ways to construct finite trace operators exist wherein, for example, delta-normalisable
functions like eikx would be permitted. In particular, it is conceivable that there exists a
much larger space of finite trace operators that would capture more of the structure of a
gauge theory on T ∗RD.
4.2.2 Action in position space
The gauge-invariant action (45) was expressed as an integral over phase space. To understand
the physical properties of the extended theory it would be desirable to see how this action
looks as an integral over spacetime only. Such an expression can be obtained as follows.
Using (41) allows us to express (45) as
− 1
4(2π)4D
∫
dxdp dydq dy′dq′ exp
(
− i
2
(yµqµ + y
′µq′µ)
)
×Tr
(
exp(−i qµ(xˆµ − xµ)) Fˆαβ exp(−i yµ(pˆµ − pµ))
)
×Tr
(
exp(−i q′µ(xˆµ − xµ)) Fˆ αβ exp(−i y′µ(pˆµ − pµ))
)
= − 1
4(2π)2D
∫
dy dq exp (−i yµqµ)
×Tr
(
exp(−i qµxˆµ) Fˆαβ exp(−i yµpˆµ)
)
Tr
(
exp(i qµxˆ
µ) Fˆ αβ exp(i yµpˆµ)
)
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= − 1
4(2π)D
∫
dy dx dx′ δ(x− x′ + y) 〈x| Fˆαβ exp(−i yµpˆµ) |x〉 〈x′| Fˆ αβ exp(i yµpˆµ) |x′〉
= − 1
4(2π)D
∫
dy dx 〈x| Fˆαβ exp(−i yµpˆµ) |x〉 〈x+ y| Fˆ αβ exp(i yµpˆµ) |x+ y〉 . (47)
In the second line of (47) we have performed the x and p integrals to obtain delta functions
δ(y + y′) and δ(q + q′) which have then been integrated. The third line of (47) follows by
introducing a position basis |x〉 for the traces, on which xˆµ|x〉 = xµ|x〉 and pˆµ|x〉 = −i∂µ|x〉.
Given the operator expansion (of the form (37)) for Fˆµν then one can formally evaluate
(47) in terms of the coefficient functions F α1...αsµν by writing ipˆαe
iyµpˆµ = ∂(eiy
µ pˆµ)/∂yα. The
action (47) is then proportional to
∞∑
s,t=0
(−1)s+t
s!t!
t∑
k=0
(
t
k
)
Kα1...αsβk+1...βt
∫
dx F α1...αsµν (x) ∂β1 ...∂βkF
µν β1...βt(x) , (48)
where Kα1...αsβk+1...βt are ‘volume factors’[
∂
∂yα1
...
∂
∂yαs
∂
∂yβk+1
...
∂
∂yβt
δ(y)
]
y=0
, (49)
that are constant totally symmetric tensors which weight each term in the sum (48). Since
the delta function is a symmetric function then only the even rank tensor volume factors are
non-zero and are proportional to (totally symmetrised) tensor products of the flat metric
ηµν . Despite the obvious divergence of each of these weights, provided we restrict to the
Wigner basis of integrable functions described in the previous section then the overall sum
(48) is guaranteed to be finite. This statement is consistent with the fact that the volume
factors are different for each term in the sum (48), so that one cannot simply redefine the
action by an overall infinite scale to remove the individual divergent terms (e.g. δ′′(0)/δ(0)
is still infinite).
The action (48) can be expressed as a finite sum of finite terms by regulating the distributions
in (49). We achieve this by introducing an ultraviolet cutoff N in the momentum integrals
defining the delta function. In particular, we define the function δN on Euclidean R
D such
that
δN (x) :=
(
N√
2π
)D
exp
(−N2x2/2) . (50)
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This corresponds to a standard representation of the Dirac delta function in the N → ∞
limit (but also satisfies
∫
dx δN(x) = 1 for any finite N). At the origin δN(0) = (N/
√
2π)D.
The regulated even rank volume factors in (49) can then be written
∂µ1 ...∂µ2r δN (0) = (−1)r
(2r)!
2rr!
N2r η(µ1µ2 ...ηµ2r−1µ2r) δN(0) , (51)
whilst the odd rank factors indeed vanish identically. This is useful because it allows one to
formally factor out the delta function at the origin in (48) to obtain the regulated action
δN (0)
∞∑
s,t=0
1
s!t!
t∑
k=0
(
t
k
)
(−1) s+t+k2 (s+ t− k)!
2
s+t−k
2
(
s+t−k
2
)
!
N s+t−k (52)
×
∫
dxF α1...αsµν ∂β1 ...∂βkF
µν β1...βt η(α1α2 ...ηαsβk+1...ηβt−1βt) ,
where the sums are over all terms with s+ t− k even. A finite action in position space will
be obtained from (52) in the N → ∞ limit where the cutoff is removed following a simple
field redefinition that will be described in section 4.3.
The expression above illustrates the point made about the non-diagonal action of the trace
on operator products at the end of section 4.2. That is, the total symmetrisation of all the
metric indices above implies that, even in the k = 0 sum, one does not have only diagonal
terms of the form Fµν α1...αs F
µν α1...αs in the Lagrangian. Off-diagonal terms involving traces
of individual field strength component indices, like F αµν α1...αsα F
µν α1...αs, are also present.
This property is clearly independent of having introduced the cutoff and would indeed occur
when formally evaluating (48).
4.3 The extended theory in component form
To investigate the connection with interacting higher spin gauge theory, it will now be en-
lightening to examine in more detail some of the features of the extended theory in component
form.
The components of the gauge field Aˆµ transform infinitesimally as
δA α1...αsµ = − ∂µ ǫα1...αs + Eˆα1...αs(Aˆµ, ǫˆ) (53)
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= − ∂µ ǫα1...αs +
s∑
k=0
(
s
k
) ∞∑
r=1
1
r!
{(
∂β1 ...∂βrA
(α1...αk
µ
)
ǫαk+1...αs)β1...βr
− (∂β1 ...∂βrǫ(α1...αk)A αk+1...αs)β1...βrµ } ,
under (29). The second line of (53) follows from equation (72) proven in Appendix A.
The components of the field strength Fˆµν (31) are functions which can be written in terms
of the components of Aˆµ as
F α1...αsµν = 2 ∂[µA
α1...αs
ν] − Eˆα1...αs(Aˆµ, Aˆν) (54)
= 2 ∂[µA
α1...αs
ν] −
s∑
k=0
(
s
k
) ∞∑
r=1
1
r!
{(
∂β1 ...∂βrA
(α1...αk
µ
)
A αk+1...αs)β1...βrν
− (∂β1 ...∂βrA (α1...αkν )A αk+1...αs)β1...βrµ } ,
where (square) bracketed indices are (anti)symmetrised with weight 1. By construction,
the functions F α1...αsµν transform in the (GL(D,R)-reducible) tensor product representation
corresponding to a two-form times a totally symmetric rank-s tensor of the Lorentz group
(written (1, 1)⊗ (s) 11 ).
The non-linear terms in the field strength components above imply that the gauge-invariant
action (52) is not conformally-invariant. Since the momentum cutoff N has length dimension
−1 then the action (52) is only dimensionless provided the field strength component F α1...αsµν
in (54) has length dimension s (coordinates xµ have dimension 1 and metric components ηµν
are dimensionless). One must then introduce dimensionful coupling constants to ensure that
the linear and non-linear gauge field terms in (54) have the same dimension. If one considers
the linear part of the field strength (54) only then the action (52) would be scale invariant
provided each gauge field A α1...αsµ has length dimension s + 1. A non-linear term in (54)
must then have length dimension s+ 2. The associated coupling constant g must therefore
have dimension −2 for any value of s. Dimensional consistency thus requires a factor of g
to multiply the non-linear terms in both (53) and (54). Since the action (52) is quadratic in
11We take (p1, ..., pk) to denote the GL(D,R)-irreducible representation corresponding to a Young tableau
with k rows, each of length pi (where i = 1, ..., k).
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the field strength components (54) then, in addition to the kinetic terms that are quadratic
in the gauge fields, there are both cubic and quartic interaction terms with couplings g and
g2 respectively. This structure is just as in standard Yang-Mills theory.
The cutoff dependence of the k = 0 terms in (52) can be formally removed by a simple
redefinition F α1...αsµν → N−s−D/2 F α1...αsµν of each of the field strength components (54).
The redefined action is then proportional to
∞∑
s=0
∑
t≤s
(−1)s(2s)!
(s+ t)!(s− t)!2ss!
∫
dxF α1...αs+tµν F
µν αs+t+1...α2s η(α1α2 ...ηα2s−1α2s) , (55)
up to the addition of k > 0 terms involving only inverse powers of N that will vanish in the
N →∞ limit when the cutoff is removed.
Since N is dimensionful, the redefinition modifies the dimensions of each gauge field and
coupling in the action. In particular, the redefinition of the field strength above follows
from the redefinition A α1...αsµ → N−s−D/2A α1...αsµ (hence each A α1...αsµ now has dimension
1−D/2). The effect of this redefinition in the gauge transformation (53) and field strength
(54) is to modify the coupling constants multiplying the non-linear terms. For every s, a
non-linear term of fixed r in (53) and (54) has the coupling g mentioned above replaced by
g(r) := N
−r−D/2g. The coupling g(r) has dimension r− 2 +D/2, which is always positive for
D > 2. Notice that, if g is a fixed finite number, all the couplings g(r) vanish in the limit
N → ∞. The single coupling constant g(1) can be kept finite and non-zero as N → ∞, by
choosing g to scale like N1+D/2gf in this limit (for some finite parameter gf). The free theory
can then be obtained by setting g(1) = gf = 0. For small gf , the interacting theory could be
quantised as a perturbation of this free limit.
Coupling constants with positive spin-dependent length dimensions, such as discussed above,
have also been found for interacting higher spin theories in flat space in the earlier work [7].
The couplings g(r) are similar in structure to the ’t Hooft parameters discussed in the context
of holography for general brane solutions of string theory in [8]. This is because the cutoff
N we have introduced to regulate the delta functions is related to the number of degrees
of freedom of the extended theory. It would be interesting to understand whether these
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couplings are also indicative of a holographic interpretation for the extended theory we have
described.
4.3.1 Higher spin symmetry
By construction, the field strength components (54) transform in the appropriate covariant
sense under (53). Indeed if we restrict attention to the linear terms in these formulas then it
is clear that Fµν α1...αs = 2 ∂[µAν]α1...αs is invariant under δAµα1...αs = − ∂µ ǫα1...αs. However,
as explained in [3], the most general first order infinitesimal transformation for a linear gauge
field in the representation (1)⊗ (s) of the Lorentz group is
δAµα1...αs = ∂µ εα1...αs + s ∂(α1 ξα2...αs)µ , (56)
in terms of the rank-s tensor parameters εα1...αs (in the totally symmetric (s) representation)
and ξα1...αs−1 µ (in the GL(D,R)-reducible (1)⊗ (s− 1) representation). The corresponding
linear field strength that is invariant under (56) involves s+ 1 derivatives of Aµα1...αs and is
given by
2s+1 ∂[α1 ...∂[αs∂[µAν]βs]...β1] . (57)
The various sets of square brackets indicate antisymmetrisation of the s+ 1 pairs of indices
[µν], [α1β1], ..., [αsβs] separately. It is therefore important to understand that the extended
theory (as we have described it) does not realise all the possible gauge symmetries even at
the linear level. That is we have effectively taken ε = −ǫ and ξ = 0 in (56) and so were
able to realise a gauge-invariant field strength involving only one derivative of Aµα1...αs. A
consequence of this fact is that one has not enough gauge symmetry to fix all the components
of the higher spin fields that could give rise to states of negative norm in the quantum theory
in Lorentzian signature. This is not an issue in Euclidean RD. The interpretation of the
extended theory in Euclidean signature will be discussed in section 5.2.
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4.3.2 Gauge-fixing in Lorentzian signature
Let us briefly review how a gauge-fixing of the theory in Lorentzian signature could be
achieved at the linear level, given the full symmetry (56). For simplicity, let us first focus on
the s = 1 component Aµα in (56). There are exactly 2D−1 temporal components A0 a, Am 0
and A0 0 of this field that lead to non-unitarity (since they obstruct Aµα being transverse to
the timelike/null direction defining the massive/massless little group of SO(D−1, 1)). There
are 2D gauge parameters εα and ξµ which contain 2D − 2 spacelike components εa and ξm
that can be used to gauge away the components A0 a and Am 0. One of the two timelike gauge
parameter components (ε0 or ξ0) is itself removed via the residual δεα = ∂αλ, δξµ = −∂µλ
symmetry in (56). The remaining timelike component can then be used to gauge away A0 0.
As discussed in [3], this can be done in a Lorentz-covariant way via a specific gauge-fixing
procedure, resulting in the on-shell constraints ∂µAµα = 0, ∂
αAµα = 0 and A
µ
µ = 0 on the
gauge field. The analysis above can be repeated for the general higher spin field Aµα1...αs
and one again finds that all the temporal components of this gauge field can be removed
using the gauge parameters εα1...αs and ξα1...αs−1 µ. In terms of counting this can be easily
seen from the fact that all the timelike components of Aµα1...αs can be written as A0α1...αs
and Aµ 0α1...αs−1, which are in the same representations of the Lorentz group as the gauge
parameters εα1...αs and ξα1...αs−1 µ respectively. Of course, A0α1...αs and Aµ 0α1...αs−1 have the
temporal elements A0 0α1...αs−1 in common and so it would seem there are
(
D+s−2
s−1
)
more gauge
parameters than temporal components of the gauge field. However, the residual symmetries
δεα1...αs = s ∂(α1λα2...αs), δξα1...αs−1 µ = −∂µλα1...αs−1 of the gauge parameters in (56) mean
that precisely the
(
D+s−2
s−1
)
unaccounted for parameters can be gauged away, thus making
the counting correct. This gauge-fixing can be performed covariantly to yield the on-shell
constraints ∂µAµα1...αs = 0, ∂
αAµαα1...αs−1 = 0, A
µ
µ α1...αs−1
= 0 and A αµ αα1...αs−2 = 0, for
each Aµα1...αs.
A unitary version of the extended theory we have described would require sufficient con-
straints on Aµα1...αs and ǫα1...αs to compensate for the lack of ξα1...αs−1 µ symmetry. One
obvious way this could be achieved would be to define the ‘partially gauge-fixed’ path inte-
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gral as a sum over the Aµa1...as and ǫa1...as components only (that is where the ‘gauge’ indices
α are purely spacelike). Clearly the gauge symmetry ǫa1...as is sufficient to fix the non-
vanishing timelike components A0 a1...as of the higher spin fields. In the linear theory, such a
gauge can be imposed in a Lorentz-covariant manner via the constraints ∂αAµαα1...αs−1 = 0,
A µµ α1...αs−1 = 0 and A
α
µ αα1...αs−2
= 0, which are invariant under gauge transformations with
parameter satisfying ∂αǫαα1...αs−1 = 0 and ǫ
α
αα1...αs−2 = 0. The constraint ∂
µAµα1...αs = 0,
however, only follows after fixing the remaining (harmonic part of the) ǫa1...as symmetry. It
is not clear though whether there exist appropriate generalisations of the Lorentz-covariant
constraints above for the non-linear theory. As for massive gauge theories, it is possible that
the symmetry broken by interactions in the extended theory implies that such constraints
follow as identities from the equation of motion (33).
4.3.3 Comments on restoring full gauge symmetry
Since the extended theory has a Yang-Mills type structure on T ∗RD then it is not surprising
that it does not realise all the higher spin symmetries. This is simply because of the U(1)
principal bundle structure over T ∗RD we are implicitly using. The connection on this bundle
is just given by the covariant derivative Dˆµ (30) and so the curvature Fˆµν = [Dˆµ, Dˆν ] naturally
contains a linear term involving only one derivative of the higher spin fields. As already
noted above, even at the linear level one requires a higher derivative field strength (57) to
realise all the higher spin symmetries. Of course, if a fully gauge-invariant formulation of
the extended theory exists then one might expect there to exist some generalised covariant
derivative that would replace partial derivatives in (56) and (57) (followed by appropriate
Young symmetrisation if necessary). Such a generalised covariant derivative cannot simply
be Dˆµ since, by construction, this only transforms covariantly under the ǫα1...αs part of the
higher spin symmetry. All that can be said is that it must reduce to Dˆµ in the ‘partially
broken’ phase of the theory we have described.
Such a partially broken structure would perhaps be similar to what happens for free higher
spin theories where the Fronsdal equations [9] for totally symmetric tensor gauge fields
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(which are second order in derivatives) are not invariant under the most general gauge
transformation for such fields. In particular one finds that the trace part of the gauge
parameter cannot be realised as a symmetry of the equations of motion and so is set to
zero. To construct an action realising this traceless gauge symmetry one must then impose
the constraint that the double trace of the higher spin field vanishes. It is now known that
these Fronsdal equations can be reobtained from the fully gauge-invariant (but non-local)
field equations given in [13], [3]. One can also realise the trace part of the gauge symmetry
by reintroducing the double trace part of the field as a compensator field which restores the
full gauge symmetry in the Fronsdal formalism [9]. A fully gauge-invariant reformulation of
the extended theory may therefore require additional compensator fields. More will be said
about this point in section 5.2.
4.4 Comparison with Vasiliev theory
The non-linearities in (53) and (54) suggest that the action and field equations found earlier
describe interactions between the infinite number of component higher spin gauge fields
A α1...αsµ . As we have seen, even at the free level, the formulation of higher spin gauge
theories is a rather subtle problem (and is discussed, for example in [3], [4], [5], [6], [9],
[10], [11], [12], [13]). Perhaps not surprisingly, the formulation of gauge-invariant interacting
higher spin theories is even more complicated. Attempts to construct such models in flat
space have been considered in [7], [28], [29]. The only known consistent framework to describe
interacting higher spin gauge theories was developed by Vasiliev [14], [15] (see also [17]). We
now give a brief summary of this construction [16] in order to compare the structure with
that of (the associative limit of) the extended theory we have described above.
The approach is based on an extension of the MacDowell-Mansouri formulation of anti-de
Sitter gravity [30]. Recall that the frame-like formulation of gravity can be considered as a
gauging of the Poincare´ group SO(D − 1, 1)⋉ RD. The gauge fields related to translations
and rotations are the vielbein e αµ and the Lorentz connection ω
αβ
µ = −ω βαµ respectively.
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The curvature for the vielbein and Lorentz connection are respectively proportional to the
torsion and Riemann tensors of the spacetime geometry. Setting the torsion to zero then
allows one to solve for the Lorentz connection in terms of the vielbein in the usual way. The
MacDowell-Mansouri idea was to instead gauge the AdSD isometry group SO(D−1, 2). The
gauge field associated with SO(D − 1, 2) rotations is written ω ABµ = −ω BAµ . If one fixes a
timelike vector in the auxiliary space RD+1 then this gauge field can be decomposed into e αµ
and ω αβµ (with gauge indices transverse to the fixed timelike direction). This reduced theory
does not quite correspond to the gauging of the Poincare´ group described above though since
the ‘translation’ generators fail to commute with each other up to an SO(D− 1, 1) rotation
with coefficient proportional to the inverse norm-squared of the fixed timelike vector in the
auxiliary space. In fact the reduced theory precisely describes gravity on AdSD (i.e. in the
presence of a cosmological constant which is identified with the aforementioned coefficient in
the algebra). A particularly nice feature of this construction is that it allows one to express
the Einstein-Hilbert Lagrangian (with cosmological term) in a manifestly SO(D − 1, 2)-
invariant form, in terms of the curvature of the connection ω ABµ and the fixed timelike
vector in the auxiliary space only.
Vasiliev considers an extended version of this formulation of gravity on AdSD in terms of an
infinite set of fields {ω A1...AsB1...Bsµ | s ≥ 0}. The gauge indices for a given field here transform
in the traceless (s, s) irreducible representation of the anti-de Sitter group SO(D − 1, 2)
(i.e. they correspond to Young tableau with two rows of equal length). Just as in the
MacDowell-Mansouri formulation of gravity, one can fix a timelike vector in the auxiliary
space (whose norm is again related to the cosmological constant) and decompose the fields
above in representations of SO(D − 1, 1). This results in the set of generalised vielbeins
{e α1...αsµ | s ≥ 0} and Lorentz connections {ω α1...αs β1...βtµ | 0 < t ≤ s , s ≥ 0}. The underlying
infinite-dimensional extension of the anti-de Sitter algebra that determines the non-linear
terms in the curvature for this gauging is called hu(1| sp(2) [D − 1, 2]) and has also been
found as an extension of the conformal algebra in D − 1 dimensions by Eastwood [31] in
considering all possible symmetries of the Laplace equation for a scalar field on RD−1. The
details of this rather complicated algebra need not concern us here, sufficed to say that its
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maximal finite-dimensional subalgebra is so(D − 1, 2).
The precise form of the non-linear interaction terms involving all the component fields also
becomes very complicated. To simplify matters one can perform a linearised analysis around
a fixed anti-de Sitter background. The gauge-invariant action for this free theory can be
written in a MacDowell-Mansouri form in terms of the linearised curvature for ω A1...AsB1...Bsµ
and the fixed timelike vector only. More precisely, it is a sum of MacDowell-Mansouri type
actions with relative coefficients fixed such that the only non-trivial variations come from the
gauge transformations of the fields e α1...αsµ and ω
α1...αs β
µ . The gauge parameters for these
fields are written εα1...αs and ξα1...αs β respectively (and can be understood as generalisations
of linearised diffeomorphisms and local Lorentz transformations). A generalisation of the ‘no
torsion’ constraint further implies that all ω α1...αs βµ can be solved in terms of (first derivatives
of) the fields e α1...αsµ . Consequently, each remaining ξ
α1...αs β symmetry can be used to gauge
away the ‘hook’ part of eβ α1...αs
12 . The resulting action is then simply an infinite sum of
Fronsdal actions [9] for all possible free totally symmetric fields e(µα1...αs) on AdSD. Since
e αα2...αsµα = 0 then the symmetric parts e(µα1...αs) obey the double tracelessness constraint
in [9].
Despite the fact that we have considered a flat rather than anti-de Sitter background, it is still
tempting to naively identify the components of the extended gauge field A α1...αsµ with the
generalised vielbeins e α1...αsµ in the Vasiliev theory. The similarity between these fields does
not seem to extended much beyond their index structure though. Even at this level there are
some subtle differences. In particular, gauge-invariance in the Vasiliev theory requires the
trace constraint e αα2...αsµα = 0, which is not necessary in the extended theory. As discussed
in subsection 4.3.2, this constraint seems to be related to unitarity in the extended theory.
We therefore do not exclude the possibility that a fully gauge-invariant formulation of the
extended theory could be related more closely to Vasiliev theory. We will not investigate
12That is, the piece of eβ α1...αs which is not totally symmetric and so transforms in the (s, 1) representation
of the local Lorentz group. This is simply the generalisation of the antisymmetric part of the vielbein being
removed by local Lorentz symmetry to give the graviton.
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this possibility further here though since many of the spacetime geometrical concepts in the
Vasiliev theory (e.g. the generalised Lorentz connections) have no obvious analogue from
the gauge theory perspective.
At the level we have described it, it is not even clear whether the extended theory contains
gravity. Indeed naively setting all the component higher spin fields (and gauge parameters)
except the vielbein-like field A αµ (and parameter ǫ
α) to zero does not reproduce the frame-
like formulation of gravity (that one would obtain by doing this for the Vasiliev theory). In
particular, the only non-trivial parts of the gauge transformation (53) and field strength (54)
then become δA αµ = −∂µǫα+ (∂βA αµ )ǫβ − (∂βǫα)A βµ and F αµν = 2 ∂[µA αν] − 2 (∂βA α[µ )A βν] .
This gauge transformation and field strength would correspond to vielbein diffeomorphism
and torsion tensor in the naive correspondence with gravity. These quantities clearly do not
have the form necessary for this correspondence to be true 13 (except maybe in the presence
of additional constraints).
These differences should perhaps be expected since our description was considered as an
extension of Maxwell theory which, of course, has a local U(1) gauge symmetry and a global
Poincare´ spacetime symmetry. The Vasiliev theory follows from a similar extension but of
gravity on AdSD with local SO(D−1, 2) spacetime symmetry. Thus, just as Vasiliev theory
naturally contains anti-de Sitter gravity, we should expect that there exists some consistent
way to embed Maxwell theory in our extended formalism.
4.5 Abelian embedding
A similarity between Vasiliev’s formulation of higher spin gauge theory and the associative
limit of the extended theory can be seen in the way one embeds a simple Abelian gauge
theory in the latter which just follows the unfolding procedure for the former. In particular,
notice that all the non-linear terms in (53) and (54) vanish if we take the extended gauge
13For example, unlike the vielbein, the field A αµ is not even required to be an invertible matrix.
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field Aˆµ and parameter ǫˆ to have components
Aµα1...αs = ∂α1 ...∂αs Aµ ,
ǫα1...αs = ∂α1 ...∂αs ǫ . (58)
This result is proved in Appendix A where it is found that operators with components of this
form generate an Abelian subalgebra of the commutator algebra of differential operators on
R
D. The constraint (58) relates all the higher spin components of Aˆµ and ǫˆ to their lowest
order components Aµ and ǫ. These functions represent the Maxwell potential and parameter
used in the conventional description of Abelian gauge theory on RD. The higher spin s > 0
component gauge transformations (53) and field strengths (54) are also not independent
since they just correspond to s > 0 derivatives of the s = 0 Maxwell gauge transformation
δAµ = − ∂µ ǫ and field strength Fµν = 2 ∂[µAν]. In a similar manner, the field equations (33)
just reduce to the Maxwell equations ∂µFµν = 0 upon imposing (58). The field equations
that follow from the gauge-invariant action (55) upon imposing (58) however take the form
(
∑∞
s=0 cs
s) ∂µFµν = 0, where cs are constants and  := ∂µ∂
µ. As already observed for the
non-linear theory, this equation is indeed less restrictive than ∂µFµν = 0. In fact, equations
of this less restrictive kind were also described for more general free higher spin fields in [3].
The constraints (58) are a simple case of the more general principle of unfolding used by
Vasiliev (see e.g. [16]) to show how a higher spin theory with an infinite number of fields
can describe a finite number of physical degrees of freedom. A classic example is where
one has an infinite set of independent totally symmetric traceless tensors of increasing rank
{φµ1...µs|s ≥ 0}. This set simply describes a massless free scalar field φ if supplemented with
the infinite set of constraints φα1...αs = ∂α1 ...∂αs φ. It is clear that such constraints relate
all the higher spin fields to the scalar φ. The dynamics of this scalar field are encapsulated
by the tracelessness of each φµ1...µs when supplemented with the constraints. In particular,
the tracelessness of the constraint φµν = ∂µ∂ν φ implies that φ satisfies the massless Klein-
Gordon equation φ = 0. This is similar to what we find for the embedding described
above. In particular, if Aµα1...αs are traceless (for any pair of contracted indices), then
the first constraints in (58) are equivalent to the correct Maxwell equations Aµ = 0 and
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∂µAµ = 0 (in Lorentz gauge). If ǫα1...αs are also traceless then the second constraints in (58)
imply  ǫ = 0 which gives the class of harmonic gauge transformations δAµ = − ∂µ ǫ under
which the aforementioned (gauge-fixed) Maxwell equations are invariant.
4.5.1 Symplectic transformations and Abelian embedding
The construction of the ansatz (58) relied on the existence of an Abelian subalgebra of the
commutator algebra of differential operators on RD. The Abelian subalgebra used in (58)
was the one given in Appendix A. A generalisation which leads to other (less restrictive)
ansatze can be derived as follows.
Recall that the Heisenberg algebra [xˆµ, pˆν ] = iδ
µ
ν in D-dimensions is invariant under the
linear action of the symplectic group Sp(D). This group consists of real 2D×2D matrices
M which obey MJM t = J , where
J =
(
0 1D
−1D 0
)
, (59)
is the canonical symplectic form. When divided into D×D blocks,
M =
(
a b
c d
)
, (60)
where a, b, c and d are real D×D constant matrices which obey abt = bat, cdt = dct and
adt − bct = 1D. Block triangular symplectic matrices of the form (60) with c = 0 form a
subgroup of Sp(D). The symplectic constraints for this subgroup are that abt = (abt)t and
dt = a−1. The fact that abt is a symmetric D×D matrix for this subgroup implies that a−1b
is also symmetric.
Consider now the canonical position space representation of this Heisenberg algebra (where
xˆµ and pˆν act as x
µ and −i∂ν respectively on the basis vectors |xµ〉 of the Hilbert space).
General operators in this representation thus correspond to functions A(x, ∂). If we write
the operators xµ and ∂ν as a 2D-component column vector
X :=
(
x
∂
)
, (61)
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then the symplectic group defined above has the simple matrix multiplication action X →
MX on this representation. In terms of the D-dimensional blocks, this translates to x →
a x + b ∂ and ∂ → c x + d ∂. A class of mutually commuting operators are those which
are diagonal with respect to the basis |xµ〉. That is, functions H(x) := A(x, 0) of xµ only
in this representation. The subgroup of block triangular symplectic matrices defined above
map commuting operators to commuting operators. In particular, such triangular matrices
transform x→ a x + b ∂ and ∂ → d ∂, so that the function H(x) is mapped to the function
H(ax+ b∂). All such functions H(ax+ b∂) are still mutually commuting. This fact can be
verified using the Taylor expansion
H(ax+ b∂) = H(ax) + (∂µH(ax))(a
−1b ∂)µ +
1
2
(∂µ∂νH(ax))(a
−1b ∂)µ(a−1b ∂)ν + . . .
=
∞∑
s=0
1
s!
(∂µ1 ...∂µsH(ax)) (a
−1b)µ1ν1...(a−1b)µsνs ∂ν1 ...∂νs , (62)
together with the fact that a−1b is symmetric (where (a−1b ∂)µ ≡ (a−1b)µν∂ν). Such com-
muting operators clearly correspond to a restricted class of functions on T ∗RD but are more
general than those found in Appendix A. The discussion in Appendix A corresponds to
operators in (62) with a = b = 1D.
The natural generalisation of the embedding (58) is therefore to impose
Aµα1...αs(x) = (a
−1b)α1β1 ...(a
−1b)αsβs ∂
β1 ...∂βs Aµ(x) ,
ǫα1...αs(x) = (a
−1b)α1β1 ...(a
−1b)αsβs∂
β1 ...∂βs ǫ(x) , (63)
on all the s > 0 components, for any constantD×D matrices a and b satisfying a−1b = (a−1b)t
(hence a must also be invertible) 14 . Taking a = b in (63) reproduces the embedding (58)
whilst taking b = 0 in (63) gives the embedding proposed in [1]. Since operators with
components of this form commute with each other then Maxwell theory follows in the same
way as was described in the previous subsection.
14The s = 0 components must satisfy Aµ(x) = A
′
µ(ax) and ǫ(x) = ǫ
′(ax) for some auxiliary fields A′µ and
ǫ′. For a given a, if one just defines A′µ(x) := Aµ(a
−1x) and ǫ′(x) := ǫ(a−1x) then this constraint is simply
an identity.
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5 Comments and discussion
This section outlines how the theory described in section 4 is related to several constructions
familiar in string theory. Various generalisations of the extended theory are also discussed.
We begin by showing how the associative limit of the extended theory is equivalent to a gauge-
invariant projection of a non-commutative gauge theory. We explain that consideration of
the theory in Euclidean signature is important from the perspective of fuzzy sphere solutions
of Matrix theory. We suggest how a formulation in de Sitter space could resolve the issues
regarding non-unitarity in the Lorentzian theory. We then discuss how one might describe
certain physical properties of the non-associative theory.
5.1 Relation to non-commutative gauge theory
We have observed that the gauge theory related to the non-associative space A∗n(RD) is
naturally formulated on the deformed cotangent bundle A∗n(T ∗RD). This extended gauge
theory was found to remain non-trivial in the associative limit in section 4. In this limit
there are D covariant derivatives Dˆµ = ∂µ + Aµ(x, ∂). The structure of gauge fields here is
just as one finds for gauge theory on the 2D-dimensional non-commutative space T ∗RD (see
for example [19], [36]), where the non-commutativity parameter is given by the canonical
symplectic form on the cotangent bundle. One difference is that the non-commutative gauge
theory on T ∗RD has 2D covariant derivatives DˆM = ∂M+AM(X) (whereM = 1, ..., 2D). The
2D coordinates on T ∗RD are written XM = (xµ, xν˜) = (−i∂µ˜,−i∂ν) (where µ, ν = 1, ..., D
and µ˜ = µ + D = D + 1, ..., 2D) and obey the algebra [XM , XN ] = iΘMN (where only
Θµν˜ = −Θν˜µ = δµν are non-vanishing). The discussion can be formally developed for the
Lorentzian case by replacing δµν with ηµν , but will be more subtle since there are then two
timelike directions.
A gauge field satisfying Dˆµ˜ = 0 is given by (Aˆµ, Aˆν˜) = (aµ,−ixν). This configuration
has vanishing field strength [DˆM , DˆN ] = 0 for any constant aµ. It evidently solves the
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field equations although for actions usually considered in non-commutative gauge theory
(e.g. [37]), which contain the square of a shifted field strength [DˆM , DˆN ] + iΘMN , such
solutions have infinite energy. General fluctuations around such a background in the non-
commutative theory would not preserve the Dˆµ˜ = 0 condition. Imposing this condition is
therefore a projection of the non-commutative theory. This projection is consistent with
the extended theory we have described in the sense that Dˆµ˜ = 0 is gauge-invariant under
conjugation by a general element exp(ǫ(x, ∂)). The non-vanishing component of the field
strength [DˆM , DˆN ] for a gauge field with Aˆν˜ = −ixν is precisely the field strength Fˆµν (31)
of the extended theory. The gauge-invariant action obtained in section 4.2 as an integral
over position and momentum space is related to the standard non-commutative Yang-Mills
action by the projection above.
5.2 Matrix theory realisations
Recall from subsection 4.3.2 that the gauge symmetry realised by the extended theory in
Minkowski spacetime is not sufficient to remove all negative norm states from the spectrum
(without additional constraints). This issue does not arise in Euclidean RD where the theory
defines a statistical mechanical model of fields transforming in higher spin representations
of SO(D). A time direction can be added to this theory to obtain a non-relativistic system
in D + 1 dimensions with spatial SO(D) invariance. One can then consider a sphere SD−1
embedded in the Euclidean subspace RD. This construction is natural in the context of
fuzzy spheres which give rise [1], [2] to the class of non-associative algebras we started the
paper with. These fuzzy sphere constructions follow as solutions to 0-brane actions (which
initially contain a time direction) as used in the BFSS Matrix theory conjecture [38]. The
fuzzy spherical worldvolume emerges from matrix degrees of freedom associated with the
spatial directions of the spacetime only. The fuzzy RD considered above is to be understood
as the Euclidean embedding space of these fuzzy spheres.
The non-associative Lorentzian theory could also arise from a Matrix theory construction
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where the matrix components are associated with a Lorentzian subspace of the physical
spacetime. For example, one could attempt to follow the fuzzy sphere construction to obtain
a fuzzy de Sitter space from the IKKT Matrix model [39]. In fact, such a formulation could
potentially restore full gauge-invariance in the associative limit of the Lorentzian theory. The
reason is because one classifies positive energy states in dSD locally
15 via unitary irreducible
representations of SO(D, 1) (rather than of SO(D− 1, 1) in Minkowski space). This means
that one cannot always describe higher spin field theories on flat and curved spacetimes in
terms of the same number of degrees of freedom [33]. In particular, for massless theories,
gauge symmetry often requires one to introduce compensator fields which are coupled to the
fundamental higher spin field in curved space and become decoupled only in the flat space
limit 16 . Of course, for massive theories, gauge symmetry implies that the compensator fields
must not decouple in flat space [34], [35]. In a similar manner, it is conceivable that the
gauge symmetries broken by interaction terms in the extended theory could be restored via
compensator fields introduced following a de Sitter space reformulation. It is possible that
such a reformulation could have interacting ‘partially massless’ phases, of the kind discovered
by Deser and Waldron [32] for free higher spin bosonic theories in de Sitter space, which are
unitary despite only realising a reduced gauge symmetry.
5.3 On the non-associative theory
Deviation from the precise Yang-Mills type structure in the non-associative theory onA∗n(T ∗RD)
makes the physical properties of the associative theory on T ∗RD found in section 4 rather
difficult to generalise. The appropriate generalisation of the associative equation of motion
15Of course, globally, de Sitter space is not causally complete and so this analysis is restricted to a given
causal patch.
16For example, in [33] it was found that the gauge-invariant formulation of a massless ‘hook’ field (in the
(2, 1) representation of the local Lorentz group) in anti-de Sitter space requires an additional ‘graviton-like’
compensator field (in the (2) representation of the local Lorentz group). The hook and graviton-like fields are
only decoupled in flat space where a fully gauge-invariant description of each massless free field is possible.
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(33) is
Dˆµ · Fˆµν = 0 . (64)
This certainly gauge transforms covariantly (in the non-associative sense defined in section 3)
and also reduces to (33) in the associative limit. The precise structure of the gauge-invariant
action and Abelian embedding for the non-associative theory is less clear though.
5.3.1 Non-associative trace
Recall that the construction of a gauge-invariant action for the associative theory relied on the
existence of a well-defined symmetric trace. An example of such a map was given in terms
of a basis of integrable Wigner functions. We see no obvious obstruction to generalising
this to the non-associative case. The explicit construction requires a choice of function
that is an appropriate non-associative generalisation of the harmonic oscillator Hamiltonian
(− + x2)/2 used in subsection 4.2.1. The simplest ‘Hamiltonian’ function on A∗n(T ∗RD)
which reduces to this form in the associative limit is
1
2
ηµν (−∂µ∂ν + xµν) . (65)
One must then construct a basis of eigenfunctions of this operator on A∗n(RD). The ground-
state of the associative Hamiltonian is simply ψ0(x) = exp (−x2/2) (with eigenvalue D/2).
It is not clear whether the operator (65) is also bounded below but a reasonable guess for
the corresponding non-associative state would be a ‘Gaussian’ of the form
ψ0(x) :=
∞∑
s=0
(−1)s
2ss!
xµ1µ2...µ2s−1µ2s ηµ1µ2 ...ηµ2s−1µ2s . (66)
Of course, this reduces correctly in the associative limit but is not an eigenfunction of (65)
due to non-associative corrections. In particular, one can show that
− 1
2
∂µ∂
µ ψ0(x) = f(n)
D
2
ψ0(x)− g(n) 1
2
x µµ ψ0(z) , (67)
where the functions f(n) = 1 − (n − 1)/4n3 + ... and g(n) = 1 + 1/n + ... are constants on
A∗n(RD) which both equal unity in the associative limit (the dots indicate higher powers in
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the 1/n expansion). The function (66) is therefore an exact eigenfunction of the modified
Hamiltonian (−∂µ∂µ + g(n) x µµ )/2 with eigenvalue f(n)D/2. It is likely that there exist
1/n-dependent modifications of the coefficients in (66) that make it an exact eigenfunction
of (65). In this manner we expect the non-associative eigenvalue problem can be solved and
the corresponding Wigner functions constructed. Of course, it may be that one has a much
larger class of integrable functions than such Wigner functions on the fuzzy space.
5.3.2 Non-associative unfolding
Recall that one of the motivations for the extended theory was the impossibility of a naive
formulation of Abelian gauge theory on A∗n(RD). A more sophisticated method might be to
consider the embedding (63) for the non-associative extended theory. Unfortunately, non-
associative operators of this form no longer commute and the constraints (63) are not well-
defined under gauge transformations. All we can say is that, fundamentally, any consistent
embedding must allow all the higher spin components A α1...αsµ to be solved for in terms of
a single component Φµ in a gauge-invariant way.
6 Summary and outlook
We analysed gauge theory on a class of fuzzy spaces which correspond to particular non-
associative deformations A∗n(RD) of flat spacetime RD. Gauge theory on A∗n(RD) is most
naturally formulated in terms of the non-associative deformation A∗n(T ∗RD) of the cotangent
bundle of RD. We have extended the discussion in [1] to give explicit formulas for global
gauge transformations and field strengths appropriate to describe this non-associative gauge
theory. The theory we considered remains non-trivial in the associative limit and can be
interpreted as an interacting theory involving an infinite number of higher spin fields on RD.
We have examined the physical properties of this limit of the theory in some detail.
In principle, the non-associative deformation we defined can be considered for any (pseudo-
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)Riemannian manifold M . This would proceed by deforming the realisation of such geome-
tries as algebraic curves in flat spaces of suitably large dimension. For Euclidean signature
spherical spaces, we explained that the non-associative gauge theory can be related to con-
structions in Matrix theory via fuzzy spheres. The associative limit of the gauge theory on
Minkowski space encounters subtleties related to removing all negative norm states from the
spectrum by gauge-fixing. We discussed these subtleties and proposed possible solutions.
Gauge theory constructions on fuzzy de Sitter geometries from Matrix theory could help
resolve such issues.
The extension of fields from functions on M to functions on T ∗M also arises in Hull’s
discussion of W -gravity [40]. This suggests that the related W -geometries may allow non-
associative deformations. The physical interpretation of the non-associativity parameter in
that context is an interesting question. A cotangent bundle construction for gauge theory on
non-associative spaces has also been used in [41], albeit for somewhat different reasons and
for a different class of non-associative algebras. Other descriptions of non-associative gauge
theories have been considered in [42] and [43] though the detailed relation to the formalism
we develop here is not yet clear.
The number of higher spin fields required to describe interactions can be related to the
non-associativity parameter n of A∗n(RD). This is because, in the Matrix theory origin of
these algebras, n is related to the size of matrices [1]. All our considerations in the present
paper (starting from the validity of the derivation property of ∂µ) have assumed the infinite
number of higher spin fields to be independent of the deformation parameter n. However,
a more careful treatment of the Matrix theory example could allow the construction of a
gauge-invariant interacting theory with finitely many higher spin fields.
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Appendix A : Eˆ
In terms of E and F (3) (whose explicit form are given in Appendix B and [1]), the operator
Eˆ(Aˆ, Bˆ) (6) is given by
Eˆ(Aˆ, Bˆ) =
∞∑
r,s=0
1
r!s!
[ E(Aµ1...µr , Bν1...νs) ∗ ∂µ1 ...∂µr∂ν1...∂νs
+
s∑
k=1
(
s
k
)
{Bν1...νs ∗ (∂ν1 ...∂νkAµ1...µr)
−F(Bν1...νs, (∂ν1...∂νkAµ1...µr))} ∗ ∂νk+1 ...∂νs∂µ1 ...∂µr (68)
−
r∑
k=1
(
r
k
)
{Aµ1...µr ∗ (∂µ1 ...∂µkBν1...νs)
−F(Aµ1...µr , (∂µ1 ...∂µkBν1...νs))} ∗ ∂µk+1 ...∂µr∂ν1 ...∂νs
]
.
This expression for Eˆ(Aˆ, Bˆ) can be arranged in a derivative expansion of the form
Eˆ(Aˆ, Bˆ) =
∞∑
s=0
1
s!
(Eˆ µ1...µs(Aˆ, Bˆ))(x) ∗ ∂µ1 ...∂µs , (69)
where the coefficients Eˆ µ1...µs(Aˆ, Bˆ) are functions on A∗n(RD). The s = 0 term in this
expansion is
Eˆ(Aˆ, Bˆ) =
∞∑
s=1
1
s!
(Bµ1...µs ∗ (∂µ1 ...∂µsA)− Aµ1...µs ∗ (∂µ1 ...∂µsB)) . (70)
Unlike in (4), this zeroth order term is generally non-vanishing. Notice also that it does not
depend on E nor F and so does not vanish in the associative limit. The s = 1 coefficient
function in (69) is
Eˆµ(Aˆ, Bˆ) = Eµ(A,B) +
∞∑
s=1
1
s!
{F µ(Aν1...νs, (∂ν1...∂νsB))− F µ(Bν1...νs, (∂ν1...∂νsA))}
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+
∞∑
s=1
1
s!
{Bµν1...νs ∗ (∂ν1 ...∂νsA)− Aµν1...νs ∗ (∂ν1...∂νsB)} (71)
+
∞∑
s=1
1
s!
{Bν1...νs ∗ (∂ν1...∂νsAµ)− Aν1...νs ∗ (∂ν1 ...∂νsBµ)} .
The operator Eˆ(Aˆ, Bˆ) is still non-trivial in the n→∞ limit since it reduces to the commu-
tator [Bˆ, Aˆ]. The derivative expansion for this commutator can be read off from (68) after
taking E, F → 0 in the associative limit. In this limit the coefficient functions in (69) are
given by
Eˆ µ1...µs(Aˆ, Bˆ) =
s∑
k=0
(
s
k
) ∞∑
r=1
1
r!
{
(∂ν1...∂νrA
(µ1...µk)Bµk+1...µs)ν1...νr (72)
−(∂ν1 ...∂νrB(µ1...µk)Aµk+1...µs)ν1...νr
}
,
where bracketed indices are to by symmetrised with weight 1.
The coefficients (72) generally do not vanish for any s. This statement implies that the
commutator algebra of differential operators on RD is non-Abelian. Notice though that
the sum on the right hand side of (72) has a symmetry under k → s − k. Therefore this
commutator algebra has an Abelian subalgebra generated by operators Hˆ (of the form (27))
whose components satisfy
Hµ1...µs = ∂µ1 ...∂µsH , (73)
for all s (indices have been lowered using the flat metric ηµν). Indeed (72) implies that
[Aˆ, Bˆ] = 0 for any operators Aˆ and Bˆ whose coefficient functions both take the form (73).
The commutator algebra of differential operators on RD is infinite-dimensional. Indeed an
operator of the form (27) has an infinite number of linearly independent component functions.
The constraint (73) relates all these component fields to the zeroth order scalar function in
the expansion of the operator. Consequently the Abelian subalgebra defined above is one-
dimensional.
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Appendix B : E and F
As found in [1], the ∗-product discussed in section 2 can be written in terms of the derivations
∂µ given in (1). Writing the product in this way allows computation of its action on more
general functions. For two sets of integers S and T , the ∗-product rule for basis elements of
A∗n(RD) can be written
xµ(S) ∗ xµ(T ) =
∑
U⊂S, V⊂T
1
n2|U |
n!
(n− |U |)! ∂µ(U∪V ) x
µ(S∪T\U∪V ) , (74)
where xµ(S) := xµ1...µs (the number of elements in S is written |S| ≡ s) and ∂µ(S) := ∂µ1 ...∂µs .
One can check that the derivations ∂µ indeed obey the Leibnitz rule when acting on (74). The
mapm∗2 : A∗n(RD)⊗A∗n(RD)→ A∗n(RD) is defined such thatm∗2(xµ(S)⊗xµ(T )) := xµ(S)∗xµ(T ).
One can also define a concatenation product map mc2 such that m
c
2(x
µ(S)⊗xµ(T )) := xµ(S∪T ).
We can write m∗2 in terms of m
c
2 using the derivations such that
m∗2 = m
c
2
∞∑
k=0
1
n2k
(
n
k
)
∂µ1 ...∂µk ⊗ ∂µ1 ...∂µk . (75)
This equation is of the form
m∗2 = m
c
2 f(∂µ ⊗ ∂µ) , (76)
where the function
f(x) :=
(
1 +
x
n2
)n
. (77)
With this expression, f−1 is easy to write down and expand. This allows us to recover the
inverse formula expressing mc2 = m
∗
2 (f
−1(∂µ ⊗ ∂µ)), which agrees with (and proves) the
formula in Appendix 1 of [1]. It should be noted that ∂µ is also a derivation with respect to
a more general product than m∗2 that can be written in terms of m
c
2 as above but for any
function f(∂µ ⊗ ∂µ). If one considers a function which also depends on the degree operator
acting on the polynomials in xµ then one obtains deformed derivations such as those which
follow from the product m2 in [1]. The remaining formulae are therefore also valid for more
general products expressed as in (76) but for any f that is a function of ∂µ ⊗ ∂µ only.
Using the fact that the concatenation product is associative now enables us to give expres-
sions for the associativity operators E and F (3) in terms of the function f . Let us begin by
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defining a map ∆ from the space of multiple derivatives of A∗n(RD) to the tensor product of
two copies of this space. That is
∆(∂µ(S)) :=
∑
U∪V=S
∂µ(U) ⊗ ∂µ(V ) . (78)
Consequently, we can write ∂µ(S)m
∗
2 = m
∗
2∆(∂µ(S)) when acting on A∗n(RD)⊗A∗n(RD). The
same equation also holds when we replace m∗2 with m
c
2, since ∂µ also obeys the Leibnitz rule
with respect to mc2.
Now consider the product A ∗ (B ∗ C) for any three functions on A∗n(RD),
A ∗ (B ∗ C) = m∗2(1⊗m∗2)(A⊗ B ⊗ C)
= mc2 f(∂µ ⊗ ∂µ)(1⊗mc2)f(1⊗ ∂ν ⊗ ∂ν)(A⊗ B ⊗ C) (79)
= mc2 (1⊗mc2)((1⊗∆)f(∂µ ⊗ ∂µ))f(1⊗ ∂ν ⊗ ∂ν)(A⊗ B ⊗ C) ,
which can be rearranged using associativity of mc2 to give
= m∗2 f
−1(∂µ ⊗ ∂µ)(m∗2 ⊗ 1)f−1(∂ν ⊗ ∂ν)((1⊗∆)f(∂ρ ⊗ ∂ρ))f(1⊗ ∂σ ⊗ ∂σ)(A⊗ B ⊗ C)
= m∗2 (m
∗
2 ⊗ 1)((∆⊗ 1)f−1(∂µ ⊗ ∂µ))f−1(∂ν ⊗ ∂ν)((1⊗∆)f(∂ρ ⊗ ∂ρ))
×f(1⊗ ∂σ ⊗ ∂σ)(A⊗ B ⊗ C) .
(80)
This manipulation has expressed the product A ∗ (B ∗ C) in terms of a sum of products
involving derivatives of the functions A, B and C (where the ∗-multiplication of the first two
entries is done first and so is similar in structure to (A ∗B) ∗C). Thus the F operator in (3)
can be read off from
F(A,B)C = m∗2 (m
∗
2 ⊗ 1)[1− ((∆⊗ 1)f−1(∂µ ⊗ ∂µ))f−1(∂ν ⊗ ∂ν)
×((1⊗∆)f(∂ρ ⊗ ∂ρ))f(1⊗ ∂σ ⊗ ∂σ)](A⊗B ⊗ C) ,
(81)
in terms of derivatives acting on C (as in (4)). The analogous derivative expansion of the E
operator immediately follows, since E(A,B) = F(A,B)− F(B,A).
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