Abstract. In this paper, we study how to automatically predict reliability of web pages in the medical domain. Assessing reliability of online medical information is especially critical as it may potentially influence vulnerable patients seeking help online. Unfortunately, there are no automated systems currently available that can classify a medical webpage as being reliable, while manual assessment cannot scale up to process the large number of medical pages on the Web. We propose a supervised learning approach to automatically predict reliability of medical webpages. We developed a gold standard dataset using the standard reliability criteria defined by the Health on Net Foundation and systematically experimented with different link and content based feature sets. Our experiments show promising results with prediction accuracies of over 80%. We also show that our proposed prediction method is useful in applications such as reliability-based re-ranking and automatic website accreditation.
Introduction
As the dependence on online content increases, it is important to also know what content is reliable. This is especially true in the medical domain, where patients try to find much of the knowledge online.There are some non-profit organizations, such as Health on Net Foundation (HON, http://www.hon.ch/ ) and Quackwatch (http://www.quackwatch.com/ ), that rate websites based on how reliable they believe the website is. They do it by manually looking through a site to determine if it satisfies some conditions, such as citing references, attributing articles to experts, and so on. This task is highly effort-intensive and hence, cannot scale up well to keep pace with the rapid growth of medical information on the Web.
In this paper, we want to explore if it is possible to automate this process of assessing the reliability of a webpage in the medical domain. As a first step in studying this novel problem, we focus on classifying webpages, to differentiate good informational pages from other less reliable ones. We cast the problem in a supervised learning setup and study the feasibility of learning to classify pages as reliable or not. We propose a variety of features defined based on both the content of a webpage and other information such as links and study how different features help in this classification.
A big challenge in studying this prediction problem is that no existing test collection is available for evaluation. To solve this challenge, we have created a labeled test set by leveraging the websites accredited by the Health on Net (HON) Foundation. We have also proposed appropriate measures to quantitatively evaluate this task.
Evaluation results on the dataset show that we are able to achieve an overall accuracy of over 80% in prediction. Thus, the proposed method can help significantly reduce manual labeling efforts currently in practice. Experiments also show that our prediction method works better than Google PageRank alone in reliability prediction and can be used for reranking search results based on reliability.
Related Work
The quality of medical information on the Web has attracted considerable attention from medical domain researchers. Matthews et al. [15] evaluated a set of 195 webpages pertaining to alternative cancer treatments and found nearly 90% have atleast one flaw. Related studies by Marriott et al. [13] and Tang et al. [18] also concluded that medical information quality on the Internet was variable.
The first attempt to automatically identify high quality health information on the Web was published in 1999, by Price and Hersh [16] who developed a simple rule based system which perfectly separated desirable and undesirable documents using a heuristic scoring function. However their dataset, comprising of only 48 documents, was too small to draw concrete conclusions on either the characteristics of medical webpages or the discriminative power of features. In recent related attempts, Aphinyanaphongs and Aliferis [2] used text categorization models for classifying pages discussing unproven treatments, Wang and Richard [21] used a regular expression based heuristic approach for measuring information quality and Gaudinat et al. trained classifiers to predict each of the Health on Net reliability criteria (e.g. presence of author names) using content based features [7] and only URL based features [6] .
Some approaches for identifying low quality webpages have focused mainly on detecting spam webpages through link structures [9, 4] , the most popular being Page Rank [5] . Our goal differs from spam detection approaches [3, 1, 22] , since we attempt to directly assess reliability of legitimate webpages and analyze the utility of our learnt models in real applications. Other related works include [12, 17, 14] .
Notion of Medical Reliability
For identifying reliable pages, we define our reliability guidelines based on the eight HONcode Principles 1 . These principles are generally accepted by experts in medical community worldwide (e.g. [7] ). We assume the reliability of a webpage to be a binary value (1 for reliable and 0 for unreliable), judged based on the HONcode. In reality, reliability may have multiple degrees, but similar to relevance judgments in information retrieval, assuming a binary notion of reliability makes it easier to create judgments. Further, it is not clear what principles an intermediate class ("moderately reliable") should satisfy. Manually defining criteria for such additional classes would lead to the problem of evaluating the criteria themselves. Other potential formulations, such as generating a real valued reliability score or estimating a reliability probability, also run into the same definition and evaluation hurdles. As a first step in exploring this problem, we thus restrict our study to a binary notion of reliability.
It can also be argued that even if a webpage is deemed reliable based on the HONcode principles, the content may still be inaccurate; e.g. an article based on (and citing) an inaccurate published research study. At this point, we must distinguish between reliability and veracity. Being able to extract potential facts from text and judge their veracity is not the goal of this work, but has been explored elsewhere (e.g. [20] ).
Supervised Learning for Reliability Prediction
We cast the problem of reliability prediction as a supervised binary classification problem. In a supervised setting, reliability of a webpage is defined as a binary function over computable features that model the abstract HONcode principles. We present a wide range of features in Sec. 4.1 and learn a Support Vector Machine classifier [19, 11] to label webpages as reliable or not.
Once the reliability of individual webpages is determined, the reliability of a website W is computed as the fraction of webpages in W found to be reliable. Thus the reliability of a website is not binary, but a real value. Our formalism fits well with the nature of the Web, where we often find a mix of reliable and unreliable pages in a website. For example, a commercial website may have some reliable pages with information about diseases, and other less reliable pages that advertise their products. Other examples include sites where both doctors and laypersons may post articles, or where some articles are properly referenced while others are not. In such cases, a binary classification of websites is insufficient to capture the diversity of the Web.
Features
In this section, we provide a detailed description of our proposed features. Apart from the PageRank-related feature set, all other features are calculated over individual pages.
Link-based Features:
Links can often give a good indication on the type of webpage. For example, a reliable site is likely to contain a large number of internal links, whereas a small unreliable site is more likely to be dominated by external links of advertisements. We also defined two boolean features based on the presence of contact and privacy policy links, that are inspired by the HON reliability criteria. The absence of such information usually means the website is less 
Commercial Features:
Commercial interests often indicate unreliability. For example, information about a drug on a company's website may be commercially biased, and hence unreliable. To estimate if there is a commercial bias involved, we define two features based on the number of commercial keywords and commercial links:(a)Normalized count of commercial links and (b)Normalized frequency of commercial keywords in the webpage. To compute these features, we manually compiled a list of commercial words, such as buy, sell, cheap, deal, free, guarantee, shop, price, etc.
PageRank Features:
PageRank provides an indication of relative "importance" of a website and has been successfully used to improve Web search performance. Moreover, unreliable sites are more likely to link to low PageRank-ed sites as compared to the reliable ones. We generated six features the first feature below represents the PageRank of the website to which the webpage belongs. 
Word Features:
The textual content and the writing style used in a webpage are usually good indicators of its reliability. For a document D, each unique word is an independent feature taking the normalized word frequency (
max w ∈D (#(w ,D)) ) as its value.
Test Set Construction
Next, we wanted to build a balanced dataset that was representative of the typical webpages an Internet user might encounter. For the positive set, we used 32 medical websites that had been accredited by the HON staff during Sep-Oct 2009. 2 We applied our reliability criteria on pages from these sites and randomly selected 180 reliable pages. Since the websites had already been thoroughly reviewed and certified by experts, the task of finding reliable pages was simplified. We removed the HON seal from these pages at the time of feature generation.
For the negative set, however, we could not use this approach, since the HON website does not provide information on websites that failed the certification process. So, the negative set had to be built by directly searching for unreliable pages on the Web. We initially considered several "simple" approaches for this purpose. Intuitively, it is relatively easy to find a large number of unreliable websites by simply searching for queries like "disease name"+"what your doctor doesn't want you to know" or "disease name"+"miracle cure", etc. In addition, it is easy to find websites that promote treatments banned by the FDA [2] , or the ones criticized on Quackwatch. However, it is important to ensure topical overlap between the reliable and unreliable sets of documents, so as to prevent a simple classifier from discriminating documents based solely on topic-specific keywords. Similarly, simply picking unreliable pages from obscure websites could bias the classifier to choose Page Rank as the most discriminating feature.
Therefore, for the unreliable set, we first compiled a list of topics (keywords representing diseases/conditions), covered by the 32 reliable websites. We then searched Google for (a) the topic keyword, (b) the topic keyword + "treatment", and (c) the topic keyword + "treatment" + a randomly chosen keyword from {"cure", "miracle", "latest", "best"}. For each query, we manually analyzed the webpages appearing in both the general results and advertisements, and ultimately selected 180 webpages from 35 websites that failed comprehensively on one or more of our reliability criteria. Finally, for all positive and negative pages in our dataset, we ensured that some medical information was present on the page. Thus, our dataset (available at http://timan.cs.uiuc.edu/downloads.html ) consists of a total of 360 webpages divided evenly into two classes -reliable and unreliable. The size of our dataset was mainly restricted by the amount of labor needed to judge the negative documents. Since reliability analysis requires reasonable amount of expertise in understanding the criteria and the content, we chose not to use Amazon Mechanical Turk (https://www.mturk.com/mturk/ ) for data quality concerns, even though the entire process of compiling the dataset took over two weeks. Nevertheless, we believe the dataset is sufficiently large for experimenting with binary classifiers and features for reliability prediction in the sense that even with 5-fold cross validation, we still have over 72 test cases in the held-out set, which would give us a meaningful average of performance.
Experiment Design

Evaluation Measures
Our evaluation criteria are based on two prominent application settings. In the first setup, which we call as the webpage classification task, we assume that the user is surfing the Web and the classifier is required to classify every new page that the user observes. In this setting, the utility of a classifier would depend on its classification accuracy. The classifier will make two types of errors -mislabel a reliable page as unreliable (type I error) and mislabel an unreliable page as reliable (type II error). Intuitively, the type II errors would cost more. In order to account for this bias, we measure the utility of our classifiers by a weighted accuracy function, parametrized by λ:
where unreliable pages are labeled positive, reliable pages are labeled negative, and T P , T N , F P , and F N are the numbers of true positives, true negatives, false positives, and false negatives, respectively. The function assumes that cost of making a type II error is λ times the cost of making a type I error. We measure the utility of our classifiers with three different utility functions corresponding to λ ∈ {1, 2, 3}, for unbiased, moderately biased, and heavily biased setup, respectively.
In our second application setting, the system helps a human expert in labeling webpages as reliable or unreliable. We term this the webpage re-ranking task. The system generates an ordering of all webpages by ranking the reliable documents higher than all unreliable documents and the user can then look at this ordering and correct the mistakes. Ideally, the user would only need to choose a single cutoff threshold separating all reliable pages from the unreliable ones. The utility of a classifier depends on the number of mistakes that need to be corrected. This is similar to the problem of evaluating relevance ranking and, therefore, we use Mean Average Precision (MAP) as the evaluation measure for this setting.
Experiment Procedure
For our experiments, we used the SVMlight toolkit [10] to train an SVM classifier on different feature set combinations with varying amounts of training data, for all three bias settings. For evaluation, we used 5-fold cross validation. Each fold consisted of 288 training pages (144 reliable and 144 unreliable) and 72 test pages (36 reliable and 36 unreliable). In each case, the train and test examples belonged to different sets of websites. The overall weighted accuracies and MAP scores were calculated by averaging the five values. When measuring the weighted accuracy for λ ∈ {2, 3}, the SVM classifiers were trained to account for the bias. This was realized by setting the "-j" parameter in SVMlight to λ. The interpretation of the parameter is the same as our interpretation of λ.
Experiment Results
In this section, we first describe the results of our different lines of experiments and then present a thorough analysis of the observations. In particular, we are interested in identifying feature set combinations that lead to high performance while being robust towards amount of training data and different bias settings.
Effectiveness of feature sets
In our first set of experiments, we measured the performance of different feature set combinations based on overall accuracy and MAP scores. Table 1 shows the variation of weighted accuracy and MAP for the three bias settings over all feature sets, using SVM classifier.
Among the feature sets, word features tend to be the most discriminative, reinforcing our observation that authors of reliable and unreliable content tend to have different writing styles. PageRank features perform better than linkbased features, especially when the bias is high. In such cases, we found that the internal PageRank feature, P R int , becomes predominant. On the other hand, link-based classifiers use the presence of contact link CL and privacy policy link P L as dominant features. But their discriminative power is limited as many unreliable pages also contain these links and many reliable pages do not.
In general, addition of more features usually resulted in a measurable performance improvement. This is to be expected as the features belonging to different sets are largely independent and unlikely to have a high mutual information. A notable exception is the drop in performance when adding features to word based SVM classifiers. In order to better understand this behaviour, we show the MAP values of different SVM classifiers in Table 1 . In spite of the 5% accuracy drop between Word and All Non-PageRank feature sets, the MAP value continues to remain high, suggesting that additional features are leading to a number of near misses possibly due to low performing link-based features. Similarly, while percentage accuracy of classifier based on all features is nearly same as the one trained on only word features, a higher MAP value indicates that the ordering generated by the former is more accurate, making it more robust than the latter. 
Influence of training set size
Our next line of experiments was to measure the influence of training set size on performance of different feature sets. We experimented with four high performing feature set combinations using 5-fold cross validation. For calculating performance on x% of training data, we trained each fold with only the first x ∈ {25%, 50%, 75%, 100%} of training examples and tested them on the entire test set. The variation of weighted accuracy with x for λ ∈ {1, 2, 3} are shown in Fig. 1 . We observe that the classifier based on all features is the most robust and clearly outperforms other combinations. On the other hand, word-based features tend to perform poorly when the amount of training data is low, but their performance improves the fastest as we add more training examples. In general, both accuracy and MAP show an increasing trend with training set size, suggesting that increasing the amount of training data is likely to further improve performance. A surprising observation, however, is the fluctuation in the accuracy of PageRank based classifiers. We discuss this issue in detail below.
Issue of PageRank: PageRank is often regarded as a crude measure of reliability. To gain a deeper insight into the performance fluctuations of PageRank features, we looked at the PageRank statistics of our dataset, shown in Fig. 2 . The graph shows the distribution of all reliable and unreliable webpages present in the dataset based on their internal PageRank values (P R int ). Pages with high PageRank, in the band of [6, 10] , tend to be mostly reliable and, hence, easily separable. On the other hand, when the PageRank values are in [0, 5], we find a mixture of reliable and unreliable pages that is hard to separate. Classifiers trained on PageRank features, tend to use P R int > θ as their primary rule. Of the remaining five features, high values of ExtP R min (minimum ExtP R) and ExtP R Q1 (first quartile of ExtP R) features are sometimes used for labeling pages as reliable when P R int < θ. The performance, therefore, mainly depends on learning an appropriate value of θ from the training examples. However, the narrow band between (4, 6) contains a large number of both positive and negative examples. Thus, shifting θ by a single point on either side leads to high fluctuations in accuracy. For example, a simplistic classifier with only 1 rule: P R int > 4 → Reliable would achieve an accuracy of 78.5% on our dataset. Raising or lowering the threshold by 1 results in a drop of 10% in accuracy. This is the reason for fluctuations in performance of PageRank classifiers. When we bias the classifier heavily, the learned classifier sets a high θ and completely disregards the remaining five PageRank features, resulting in a high reliability precision and, consequently, high weighted accuracy. We can therefore conclude that using PageRank alone as a measure of reliability is not sufficient.
Applications
In this section, we evaluate our classifier for two potential applications. The first is webpage re-ranking where we re-rank the results generated by a search engine based on reliability scores. The second is website accreditation, where we automatically process websites to generate a site reliability score.
Webpage Re-ranking: For this task, we re-ranked Google's results for 22 medical queries. The queries were chosen randomly from the list of "Similar Queries" displayed by Google. For each query, we manually judged the top 10 results as reliable and unreliable. We then classified each of the results using an unbiased SVM classifier (λ = 1) trained on all features. A re-ranked list was then generated based on the reliability scores. We assumed that the relevance values of all top 10 results were similar and hence our re-ranking would only slightly hurt relevance. Google's reliability MAP over 22 queries was found to be 0.753. After re-ranking, the reliability MAP improved to 0.817. The re-ranked results were found to be better in 15, worse in 5, and same in case of 2 queries. Using Wilcoxon's signed-rank test, the improvement was significant at 0.05-level. Table 2 shows results from Google and our re-ranking for a sample query "cure back pain". A main difference between the two ranked results is that the webpage http://www.cure-back-pain.org/ was ranked the highest by Google, but our system ranked it at the bottom. When we looked at the page, we observed that it was actually a biased site which talked about the owner's own experiences and promoted a book. To summarize, these results show that even with a small training set of 360 examples, the trained classifier can already improve the quality of search results over rankings that ignore reliability. Given that our performance improves with training data, by adding more training examples, the automatic prediction method is expected to be even more useful.
Website Accreditation: For the website accreditation task we selected a set of 10 websites and classified their webpages. None of these websites were included in our original training set. For each website, 100 webpages selected in a breadth-first manner were classified, and the percentage of reliable and unreliable pages was calculated. Classification results using a moderately biased SVM classifier (λ = 2) trained on all feature sets except PageRank are as shown in Table 3 . The websites are ordered based on percentage of reliable pages. We observe that more authoritative and trustworthy sites, such as www.mayoclinic.com or www.cancer.gov, are ranked high. On the other hand, websites like www.northstarnutritionals.com, which is purely a commercial site selling online medications, and www.shirleys-wellness-cafe.com, which is an alternative medicine website not conforming to most of the HON criteria and containing content strongly critical of modern medicine, are ranked lowest. Websites like www.guide4living.com and www.healthy-newage.com, which are not particularly authoritative, conform to only some of HON criteria and provide mostly unbiased non-commercial information are ranked in the middle. Thus, our system generated a reasonable overall ranking of websites. We did not use the PageRank features for these experiments, as PageRank values need to be requested from an external Google Web Service that does not serve the requisite high volume of requests generated for obtaining external PageRank features, ExtP R. Additional website accreditation experiments with upto 5000 pages per website returned similar results.
Conclusion
In this paper, we presented a study of automatically predicting reliability of webpages in the medical domain. We cast the problem in a supervised learning setup and created a publicly available test set to quantitatively evaluate the task. Experimental results on this dataset are very encouraging. We were able to achieve an overall accuracy of 80%, showing that it is indeed feasible to predict the reliability of medical webpages through automatic feature extraction and classification. Results further show that using all the types of proposed features works better than only some of them, and performance can generally be improved over the Google PageRank baseline. Due to the importance of reliability in medical domain, we believe that our study can potentially have an impact on helping users to better assess reliability of information on the Web in this very important domain.
