Introduction
There is a widely held perception that flood risk has increased across Europe during the last decade (EEA, 2005) . Following extensive flash flooding in England, the Pitt Review (2008) concluded that: "The Summer 2007 floods cannot be attributed directly to climate change, but they do provide a clear indication of the scale and nature of the severe weather events we may experience as a result". The review further asserted that, "timely decisions will allow organisations the flexibility to choose the most cost-effective measures, rather than being forced to act urgently and reactively. Early action will also avoid lock-in to long-lived assets such as buildings and infrastructure which are not resilient to the changing climate". This echoes the position held by the Stern Review (2006) that early action on adaptation will bring clear economic benefits by reducing the potential costs of climate change to people, property, ecosystems and infrastructure. The UK Government's Climate Change Act places a statutory requirement upon competent authorities to undertake risk assessments as part of their duties covering adaptation to climate change. The Environment Agency (2007) is already calling on key utilities and public services to take responsibility for "climate proofing" critical infrastructure, facilities and services. Following the flooding of the Summer 2007, the UK Government's Environment Secretary Hilary Benn announced that budgets for flood risk management would reach at least £650 million in 2008, increasing to £700 million in 2009 and eventually attaining £800 million by 2010. Inevitably, higher spending on flood defence infrastructure will prompt questions about when and where to prioritise investment? This chapter addresses three complementary issues. First, we define the terminology and then summarise the latest scientific evidence on detection of changes in climate and their attribution to human influence. Although we are primarily concerned with climate change detection we explain the current limits to attribution. Second, we provide an update on recent trends in rainfall and flood metrics across the UK and then review the factors that determine the potential detectability of changing climate extremes at regional scales. Third, we describe a methodology and provide a case study of detection times for projected changes in seasonal precipitation extremes in north-west (NWE) and south-east (SEE) England. Results for other regions of the UK are reported in Fowler and Wilby (2009) 
Detection and attribution studies
Detection is the process of demonstrating that climate has changed in some defined statistical sense, without providing the reason(s) for the change . A change is detected in observations when the likelihood of an observation (such as an extreme temperature) lies outside the bounds of what might be expected to occur by chance. Changes may not be found if the underlying trend is weak compared with the "noise" of natural climate variability (e.g., McCabe and Wolock, external forcing because instrumental records are too short. Alternatively, climatologies of the last millenium may be reconstructed from proxy evidence such as tree rings or lake sediments. Whenever an observation lies outside the range of internal variability, climate change may be detected; whenever a pattern of climate anomalies is only explained by inclusion of human influences in model simulations, attribution is established. However, uncertainties in the representation of physical processes in climate models, in reconstructing climate from proxy data, and in the effects of the forcing agents mean that attribution results are most robust when based on several models . Evidence of human influences on the climate system has been accumulating steadily over the last two decades (Table 22 .1). Early studies focused on large-scale, long-term changes in variables such as seasonal or annual global mean temperatures (e.g., Stott and Tett, 1998; Tett et al., 1999) . However, since the IPCC Third Assessment Report (IPCC, 2001 ) there has been a proliferation of studies covering a much wider range of variables, and some are now even attributing climate changes at sub-continental scales (see . For example, Karoly and Stott (2006) assert that the observed warming in annual mean central England temperatures since 1950 is very unlikely due to natural factors but is consistent with the expected response to anthropogenic forcing. With the possible exception of rainfall reductions over south-west Australia (Timbal et al., 2005) , attribution of rainfall trends to human influence is not yet possible below the scale of the global land area, broken into latitudinal zones (Zhang et al., 2007) . However, changes in moderately extreme precipitation events are, in theory, more robustly detectable than changes in mean precipitation (Hegerl et al., 2004; because as precipitation increases (under higher temperatures and greater water holding capacity of the atmosphere) a greater proportion falls in heavy and very heavy rainfall events (Katz, 1999; Trenberth et al., 2003; Pall et al., 2007) . Disproportionate increases in heavy rainfall have been widely reported for the observed climate record (Groisman et al., 2005) but rates of change and/or regional patterns of observed and simulated rainfall extremes show little similarity in early studies (e.g. Kiktev et al., 2003) . This is partly due to the inability of climate models to adequately resolve extreme precipitation at sub-grid box scales, the scale mismatch between point observations and gridded climate model output, and the difficulty of defining statistically robust "extreme" indices (Hegerl et al., 2006) . These points will be revisited below. Gillett et al. (2004) Attributing individual extreme weather events to human activities presents additional challenges. It is often said that this kind of event is consistent with expected climate changes or might become more commonplace in the future. Formal attribution can only be accomplished in a probabilistic sense. In much the same way that smoking increases the risk of lung cancer by X%, the risk of an extreme meteorological event is said to be Y% more likely as a consequence of past greenhouse gas emissions than without. For example, the exceptional European heatwave in the summer of 2003 resulted in an area-average temperature anomaly of 2.3°C compared with the 1961-1990 average. By simulating probability distributions of summer temperatures with and without anthropogenic emissions it was shown that the risk of a 2003 heatwave has increased by a factor of at least two due to human influence . Attributing changes in flood risk to carbon dioxide emissions is not yet feasible using the same approach because of the very large uncertainty in modelled precipitation changes at the river catchment scale (Prudhomme et al., 2003) . For example, using results from the EU PRUDENCE project, Fowler and Ekström (2009) showed the extent to which the present generation of regional climate models (RCMs) is unable to reproduce properties of observed extreme summer rainfalls.
Changes in UK flood risk indices
Long-term changes in UK fluvial flood risk have been reviewed elsewhere (see Wilby et al., 2008) . Several studies report increasing winter precipitation, larger multi-day rainfall totals, and higher contributions from intense daily events since the 1960s (Table 22 .2). Others suggest strong regional gradients with larger winter increases in the north and west of the UK, and at higher elevation sites. These patterns translate into increased Winter mean runoff, especially in the upland areas of western England and Wales. The most widely accepted explanation is that the changes were forced by a strongly positive phase of the North Atlantic Oscillation (NAO) since the 1960s. This displaced storm tracks northwards and strengthened westerly moisture advection from the Atlantic over north-west Europe (Haylock and Goodess, 2004) . Whether or not recent variability in the NAO is itself a manifestation of anthropogenic forcing remains an open question . However, when longer UK rainfall-runoff records are analysed, many of the trends found in shorter series cease to be significant (CEH and UKMO, 2001; Robson et al., 1998; Robson, 2002; Wilby et al., 2008) . As mentioned above, trend detection for extreme events is far from straightforward because the outcome can depend on the chosen metric, period of record, power of the statistical test, and confounding factors:
• Flood risk metrics. A variety of indices have been used to detect changes in flood risk. For example, the sample studies in Table 22 .2 employ series of monthly, seasonal and annual rainfall/river flow, annual maxima of daily rainfall intensities/river flows or N-day rainfall totals/maximum flows, proportional contribution of heavy events to total rainfall, and annual counts of peaks over threshold flows. Analyses may be performed using point or area average data, individual records, data from networks of stations, via pooling of (rainfall) maxima by region or elevation, and using gridded extreme indices (e.g. Alexander et al., 2006) . In some cases, more exotic indicators may be applied such as frequencies of flood generating atmospheric circulation patterns (e.g. Bárdossy and Filiz, 2005) , changes in the timing of extreme events (e.g. Fowler and Kilsby, 2003b) ; or standardised precipitation indices (e.g. Seiler et al., 2002) . In any event, the chosen metric should be meaningful in terms of flood generation mechanisms and interpretable from a policy perspective (e.g. sub-daily data are needed for flash flooding). Fortuitously, model experiments show that changes in indices of extreme precipitation are stronger than corresponding changes in mean precipitation (Hegerl et al., 2004) . Widely employed indicators of extreme events (e.g. number of days with precipitation greater than 10mm, or the fraction of total rainfall due to events exceeding the 95th percentile amount) are acknowledged to be "not as extreme" as they could be (Frich et al., 2002; Tebaldi et al., 2006) . Here, the trade-off is between having extremes that are severe enough to have repercussions for society, yet are not so rare that there are insufficient events to enable detection of change.
• Period of record. When longer rainfall and river flow records are analysed, many trends found in shorter series cease to be significant. This can be due to the influence of outliers (at the start or the end of the record), or simply the large multi-decadal variability of the UK rainfall regime. It is widely recognised that extreme statistics derived from conventional 30 year climatological periods are subject to large uncertainty (Kendon et al., 2008; Lane, 2008) . Following a detailed review of the 2000/01 UK flooding, it was recommended that records of at least 50 years duration should be used for investigating possible climate change signals in rainfall and river flows (CEH and UKMO, 2001; Kundzewicz and Robson, 2004) . Unfortunately, continuous river flow records of this length, with accompanying meta-data, are rare. Out of more than 1000 flow records held by the Global Runoff Data Centre, less than 200 worldwide have continuous daily flow series longer than 40 years that extend into the late 1990s . Decadal variability in the frequency of heavy snowfall peaking in the 1860s, 1870s and the 1970s; no overall trend Wild et al. (2000) • Statistical tests. As noted, climate variability affects the detectability of a trend within a finite series of observations. The possibility of erroneous trend detection (Type I errors) are controlled by choosing an appropriate statistical test, and level of confidence. Widely used methods for extremes include (logistic) linear regression, "change point" tests, and the non-parametric Spearman rank correlation and Mann-Kendall tests (Lanzante, 1996) . Alternatively, an actual trend might be overlooked because it is overshadowed by short-term climate fluctuations (Type II error). In this case, the detectability depends on the power of the test as a function of record length, magnitude of the trend and rarity of event(s). Even when presented with the same data, different (flood) indices may reveal different numbers of significant trends (e.g. Svensson et al., 2005) . Detectability of trends in very rare events is particularly difficult for small sample sizes but can be improved through regional pooling of data (Frei and Schär, 2001 ). For most practical situations, this points to the necessity of analysing "less extreme" extremes.
• Confounding factors. Unerring faith in detected trends without a supporting conceptual framework can lead to invalid statistical inference (Sparks and Tryjanowski, 2005) . Creeping or sudden changes in meteorological records can arise for a range of reasons such as changing instrumentation or instrument location, observing or recording practices, site characteristics, or sampling regime (Zwiers and von Storch, 2004) . Some claim that the entire observational record has been contaminated to some extent by human influences on climate and hydrology (Tett et al., 2007) . Discharge records may respond to a host of non-climatic influences including land cover and management, urbanisation, river regulation, water abstraction and effluent returns, or flood flows may by-pass gauging structures (Archer, 2007; Legates et al., 2005) . Occasionally false trends and biases arise from the statistical method used to divide data, such as percentile-based indices for temperature and precipitation extremes (Michaels et al., 2004; Zhang et al., 2005) .
In summary, the choice of index, spatial and temporal scale of aggregation, statistical test (including significance testing), and the account taken of confounding factors, all require careful justification in a detection study. The next section briefly describes earlier work on climate change detection at river catchment scales. Then we outline a method for detecting changes in heavy precipitation using RCM output. This involves calculating when and where changes in downscaled rainfall metrics are not likely to have been entirely the result of (modelestimated) natural internal variability.
Detection time for changes in heavy precipitation
Detection times for climate change trends in hydroclimatic data depend on the strength of the assumed trend, the sample variance of the time series in question, and the probabilities of making errors of Type I or II. Preliminary estimates using data for river catchments in the US and UK suggest that statistically robust trends in seasonal runoff are unlikely to be found until the second half of the 21st century (Ziegler et al., 2005; Wilby, 2006) . The same statistical relationship can be inverted to estimate the strength of trend required for detection by specified time horizons. For example, Figure 22 .1 shows that, on average, a 60% change in winter rainfall is needed for detection by 2025 given long-term (L) inter-annual variability over the UK catchments used by Wilby (2006) , whereas the change needed for detection by 2055 is 44%. The smallest changes needed for detection in winter rainfall over the same periods are in the River Tyne catchment (54% and 39% respectively). Even smaller changes are needed for detection in annual rainfall totals by 2025 and 2055 (25% and 18% respectively). Analysis of UK Winter and annual rainfall totals suggests that changes of ~25% will be needed for early detection (by year 2025) in the best case catchment (River Tyne). Although increases (or decreases) in seasonal totals could affect overall flood risk, it is suspected that more useful flood-risk information can be extracted from daily precipitation indices. Furthermore, as noted before, projected trends in indices of heavy precipitation may be detectable earlier than trends in seasonal means (Hegerl et al., 2004) . However, more complex flood events involving rainfall and snowmelt, or fluvial flooding and tidal surge (as in Svensson et al., 2002) are clearly not captured by "rain only" indices. (S, 1961-1990) , medium (M, 1921-1990) and long (L, 1865-1990) records. Each point represents a different river catchment; the bars show the mean detection trend by time horizon and variance estimate.
Case study: north-west and south-east England
Here, we provide a case study for detecting changes to extreme rainfall metrics based on a combination of regional frequency analysis (RFA) and pattern scaling. The estimation of the frequencies of extreme events is difficult as extreme events are, by definition, rare and observational records are often short. In RFA, data from the "region" are assumed to share the same frequency distribution and only differ in their magnitude (mean or median values). Therefore, RFA trades "space for time" and pools standardised data from several different sites within a "region" to fit a single frequency distribution (Hosking and Wallis, 1997) .
Data
We employed RCM output from the PRUDENCE (Prediction of Regional scenarios and Uncertainties for Defining European Climate change risks and Effects) ensemble, which contains daily data for a range Table 22 .3 The thirteen RCM integrations used in this study. The first part of each acronym refers to the RCM, and the second to the GCM supplying the boundary conditions. All RCM integrations are from PRUDENCE. Giorgi et al. (1993a Giorgi et al. ( ,b, 2000 , Pal et al. (2000) .
RegCM HadAM3H
RACH The Royal Netherlands Meteorological Institute (KNMI), Netherlands; Dynamical core from HIRLAM, Parameterisations from ECMWF physics. Model: Tiedtke (1989 Tiedtke ( , 1993 , Lenderink et al. (2003) .
RACMO2 HadAM3H
METH Norwegian Meteorological Institute; Version of HIRHAM. Model: Christensen et al. (2001) , HanssenBauer et al. (2003) .
MetNo HadAM3H
of climatic variables for control and future (2071-2100) time slices . We used 13 RCM integrations from the PRUDENCE ensemble. All experiments yield daily precipitation totals for control and future (2071-2100) time periods under the IPCC SRES A2 emissions scenario (Nakićenović et al., 2000) (Table 22. 3). Nine of the RCM experiments were performed by nesting within the atmosphere-only high-resolution global climate model (GCM) HadAM3H of the UK Hadley Centre. One RCM, HadRM3P, was nested within HadAM3P, a more recent version of the same atmosphere-only GCM; but HadRM3H and HadRM3P can be considered as essentially the same model for Europe (Moberg and Jones, 2004) . The variable resolution global atmospheric model, Arpége, is nested directly within HadCM3. Additionally, two RCM integrations, HIRHAM and RCAO, are driven by lateral boundary conditions from two separate integrations of the ECHAM4/OPYC3 coupled ocean-atmosphere GCM.
All the RCMs operate with grid spacing of ~0.5° longitude by ~0.5° latitude (~50 km spatial resolution) over a European domain and data were re-gridded to a regular 0.5° x 0.5° grid to allow direct comparison between models. Suffixes E and H denote RCMs driven by ECHAM4/OPYC3 and HadAM3H/P/HadCM3 GCMs respectively. More details of the experimental design of the PRUDENCE integrations can be found in Jacob et al. (2007) . A dataset of comparable spatial scale to the RCM outputs was produced by aggregating a daily observed precipitation 5 km by 5 km grid produced by the UK Meteorological Office (Perry and Hollis, 2005a,b) to the regular 0.5° x 0.5° grid. This was achieved by taking a daily average across the 5 km boxes contained within each 0.5° x 0.5° grid cell for each day of 1961-1990.
Detection indices
Seasonal maximum (SM) series of 1, 5 and 10 day precipitation totals were extracted for each grid cell, for each RCM time-slice (the control period, , and future period, 2071-2100), and for observations. These SM series were standardized by their median (Rmed; following Fowler et al., 2005 ) and the standardised SM were then pooled for each of the nine UK rainfall regions delineated by Wigley et al. (1984) (Figure 22 .2). The homogeneity of these regions for extreme precipitation was confirmed previously by Fowler and Kilsby (2003a) . Next, a Generalised Extreme Value (GEV) distribution was fitted to each pooled SM sample using Maximum Likelihood Estimation (MLE) and return values of precipitation intensities with average recurrence of 10 and 50 years were estimated. The estimates were then rescaled using the regional average Rmed from the original SM dataset. We also calculate the associated error by the 95% confidence intervals on the return value estimates via the delta method using three different estimates of variance to test the sensitivity: (i) RCM pooled sample variance; (ii) observed variance, 1961-1990; (iii) observed variance, 1958-2002 (full length of record) . Note that the use of the full record of observed variance gives a more conservative estimate of confidence intervals compared to the RCM pooled sample variance. A further step is needed to estimate transient changes in the return values of precipitation intensities for each RCM between the two time-slices, 1961-1990 and 2071-2100. We applied a conventional pattern scaling approach (Mitchell, 2003) . The technique assumes that regional changes in extreme precipitation (or any climate variable) will occur in proportion to the projected change in global mean temperature, in this case, from the two GCMs providing lateral boundary conditions for the 13 PRUDENCE RCMs and Future (2071-2100) time slices respectively. For intervening years the scale factors were linearly interpolated to provide transient scale factors. Therefore, for 1990 to 2100, SF varies from zero to one. The transient scale factors show that global mean temperature change will accelerate over the next 100 years. An alternative to pattern scaling on global mean temperature change would be to simply apply linear scaling between 1990 and 2100; this would imply earlier detection times. We use the more conservative non-linear pattern-scaling to estimate return values of precipitation intensities and the associated confidence intervals for each year between 1990 and 2100.
Detection times
We define a detectible increase in extreme precipitation, σ is the variance in the return level estimate for RCM generated control period . Note that the observed variance, 2 2 o σ , for 1961-1990 and 1958-2002 respectively, was substituted for the summed variance from the RCM control and future integrations, 2 2 c f σ σ + , in Equation (22.2) to establish the sensitivity of the test to assumed variance (where the delta confidence intervals on the return level estimates were also calculated using the same assumed variance estimate, either RCM generated or observed for 1961-1990 and 1958-2002 We apply the principle of equal weighting across different RCMs to produce probability distributions of estimated x D for change to the return levels of seasonal extreme precipitation in the 9 UK rainfall regions. This is reasonable because weighting RCMs in the PRUDENCE ensemble by their skill at reproducing observed extremes did not make any practical difference since most are driven by lateral boundary conditions from the same GCM, HadAM3H/CM3 (Fowler and Ekström, 2009; Manning et al., in revision) . However, we examine the sensitivity of x D to the assumed variance in extremes and to theα level used in the detection test. The analysis is truncated at 2100 as we cannot assume that the pattern scaling relationship holds true after this time. Furthermore, although the analysis includes summer precipitation extremes, it should be noted that the present generation of RCMs do not adequately reproduce observed extremes during this season (Fowler and Ekström, 2009) . Throughout the study we define the point beyond which the probability of detection is more likely than not as when more than 50% of the RCMs detect a significant change in extreme precipitation.
Results
Cumulative frequency distributions (cdfs) of detection time by region and season are presented for 1 and 10 day precipitation totals at the 10-year return level. Figure 22 .3 shows the detection times for significant change (at the 05 . 0 = α level) to Winter extreme precipitation. In these plots, the vertical black dotted line indicates the year 2050 and the horizontal red dashed line indicates the point at which the probability of detection is 0.5 (i.e. the chance of detection is 50%). Beyond this point, change to these metrics is more likely than not to be detectible. Three individual cumulative frequency distributions are shown on each plot: the green cdf shows the detection time, x D , using RCM internal variability (i.e. using Equation 22.2); the red cdf shows the same but for observed variability for 1961-1990 (i.e. substituting regions, use of the observed variability available from the 5km gridded dataset (for 1958-2002) provides the shortest detection times for 1-day totals. But for the 10-day totals the RCM-estimated natural internal variability enables earlier detection. In these cases, low variance of seasonal maxima within the RCM integration (and/or outliers in the longer observed record) decreases (increases) the width of confidence intervals and thus produces shorter (longer) detection times. Records prior to the early nineteenth century are thought to be less representative of the present climate regime (see for example, and so were not used to characterize the variance statistic. Even so, it is recognized that long-term rainfall and reconstructed runoff records can help to quantify multi-decadal variability without anthropogenic climate change (see Jones et al., 2006) . For example, a 200-year monthly precipitation series for the English Lake District varied by -17% to +11% of long-term average between the driest (1850s) and wettest (1920s) decades (Barker et al., 2004) . For the two exemplar regions, future changes in some winter precipitation indices could be detectable relative to conditions as early as the 2020s and 2030s (Table 22 .4). The earliest detection year (2027) was found for 10-day winter precipitation totals in SEE, although even earlier detection may be possible in south-west England (not shown). Detection years were earlier for 1-than 10-day precipitation totals in NWE; but the opposite applies in SEE. However, detection is earliest for 10-year return period winter precipitation indices, and earlier than for spring or autumn. At 50-year return periods it is unlikely that changes will be detectible by 2050, and for some regions changes are not even detectible by the end of the 21 st century (not shown). Across all regions and seasons, the earliest detection times were generally found in Winter, for longer duration (10-day) precipitation events, with shorter (10-year) return periods, based on estimates of variability taken from RCM output. The earliest mean detection times for variance estimates based on observations were also found for Winter 10-year return period events but were broadly similar for 1-and 10-day totals. Table 22 .4 Detection years for significant changes in 1-and 10-day seasonal precipitation totals with 10-year return period, using variance estimates based on observations for the period 1958-2002. Note that summer was excluded because of the low confidence in RCM projections of regional rainfall. See Fowler and Wilby (2009) 
Concluding remarks
Following extensive flooding in England during Summer 2007, budgets for flood risk management were significantly increased. This raises the questions as to when and where to prioritise future investment in flood management measures? This chapter has summarised the latest scientific evidence for the detection and attribution of extreme events to climate change. Although attribution of changes in precipitation or flood risk is not yet possible at regional scales, techniques are being developed for detection of trends in these indices at river catchment scales, and for estimating the time-horizons for formal detection. We set the scene by reviewing evidence of changing flood risk in the observational records of the UK and by identifying some of the main factors that confound detection. We then demonstrated a method for estimating detection times for changes in seasonal precipitation extremes projected by the EU PRUDENCE regional climate model (RCM) ensemble. We showed that for selected regions and extreme precipitation indices, the climate change signal(s) in the PRUDENCE projections could be detectable as early as the 2020s. The next step is to broaden the analysis to a national scale, and to investigate a larger suite of extreme indicators. By identifying potential "hotspots" of emerging flood risk, a more targeted approach to monitoring and investment might then be feasible.
