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Given a single copy of an n qubit quantum state |ψ〉, the no-cloning theorem greatly limits the
amount of information which can be extracted from it. Moreover, given only a procedure which
verifies the state, for example a procedure which measures the operator |ψ〉〈ψ|, we cannot prepare |ψ〉
in time polynomial in n. In this paper, we consider the scenario in which we are given both a single
copy of |ψ〉 and the ability to verify it. We show that in this setting, we can do several novel things
efficiently. We present a new algorithm that we call quantum state restoration which allows us to
extend a large subsystem of |ψ〉 to the full state, and in turn this allows us to copy small subsystems
of |ψ〉. In addition, we present algorithms that can perform tomography on small subsystems of |ψ〉,
and we show how to use these algorithms to estimate the statistics of any efficiently implementable
POVM acting on |ψ〉 in time polynomial in the number of outcomes of the POVM.
I. INTRODUCTION
Quantum mechanics places constraints on what can be done with only a single copy of an unknown state. The
no-cloning theorem says that it is impossible to copy such a state. Measuring an observable on an unknown state
generically damages it. Learning the full description of a state or even the description of a small piece of it cannot be
done with only a single copy of it.
We are interested in the additional power given by the ability to verify a state. Given a single copy of an unknown
quantum state |ψ〉 and a verifier, that is a black box (or quantum circuit) which measures the operator P = |ψ〉〈ψ|,
the no-cloning theorem no longer applies. In this setting, we present novel algorithms that can copy small parts of
the state and make measurements on |ψ〉 without damaging the state. One situation where such a verifier exists is
when |ψ〉 is the unique ground state of a particular gapped local Hamiltonian which we know. Measuring the energy
of |ψ〉 gives the ground state energy E0. We can then use E0 and the Hamiltonian H to verify whether any state has
energy E0.1
To understand quantum state restoration, first consider a classical problem. Suppose that there is some unknown
n-bit string z = zAzB , where zA is the first n− k bits of z and zB is the last k bits. Suppose further that there is a
function
f (x) =
{
1 if x = z
0 otherwise
on n-bit strings that tests whether they are equal to z. If we are given zA and the ability to evaluate f , we can find z
by randomly guessing: we pick a random k-bit string xB and evaluate f (zAxB), repeating until we get f = 1. This
finds z in expected time 2k.
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1 Verification is not the same as measuring the energy. One way to verify the state is to apply phase estimation, compute an indicator of
whether the energy has the right value, uncompute the phase estimation step, and measure the indicator.
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2Quantum state restoration is a straightforward quantum generalization of this classical algorithm, which surprisingly
works even on entangled states. If |ψ〉 lives in the Hilbert space HA ⊗HB , our algorithm takes as input the part of
|ψ〉 that lives in subsystem A and uses P to produce as output the state |ψ〉 in expected time O (poly(dimHB)). It
works by randomly guessing the part of |ψ〉 that lives in subsystem B and measuring P . On a successful iteration
(i.e. if the measurement outcome is 1), then |ψ〉 is recovered. On a failed iteration, there is minimal damage to the
part of the state in subsystem A and we can try again.
This can be used to copy small subsystems of |ψ〉: if |ψ〉 has the reduced density matrix ρB on a small subsystem
B, we can set aside subsystem B and then use state restoration to extend subsystem A to the full state |ψ〉. We
are left with |ψ〉 and a mixed state ρB . If we use this to obtain multiple copies of ρB , we can perform tomography
on subsystem B. We call this application single-copy tomography, and we give two more specialized algorithms to
do the same thing. All these algorithms have running time polynomial in the dimension of subsystem B. We also
give a reduction from estimating the statistics of a general POVM measurement (even if it includes noncommuting
operators) to single-copy tomography, with running time polynomial in the number of POVM operators.
Our original motivation for developing these algorithms was to understand the security of a class of public-key
quantum money schemes. Public-key quantum money is a quantum state that can be produced by a bank and
verified by anyone—ideally, the verification algorithm is a projector onto the state in question [1, 2, 7]. The definition
of quantum money requires that no one other than the bank can efficiently produce states that pass verification,
and when a state passes verification it is returned undamaged by the procedure. Whether or not secure quantum
money protocols exist is an open question. However, algorithms such as quantum state restoration and single-copy
tomography rule out a large class of possible quantum money schemes.
The simplest example of a quantum money scheme that is broken by our algorithm is based on product states. The
bank chooses a string of n uniformly random angles θi between 0 and 2pi. This string is a classical secret known only
to the bank. Using these angles, the bank generates the state |ψ〉 = ⊗i|θi〉 where |θi〉 = cos θi|0〉+sin θi|1〉 and chooses
a set of (say) 4-local projectors {Pi} which are all orthogonal to |ψ〉. This set is chosen to be large enough so that
|ψ〉 is the only state in the intersection of the zero eigenspaces of all of the projectors. The quantum money consists
of the state |ψ〉 and a classical description of the projectors2. The bank must choose a new set of angles {θi} for each
quantum money state it produces; otherwise standard tomography can break this protocol. Anyone can verify the
money by measuring the projectors. Since a good money state is an eigenstate of the projectors, the measurement
passes along good money undamaged.
At first glance, product state quantum money seems promising. First, given only the state |ψ〉, the no-cloning
theorem prevents anyone from making a second copy. In general, given only a set of 4-local projectors, the problem of
finding the corresponding angles (if they exist) is NP-complete (although in our case the projectors are chosen from
a specific distribution and there is a planted solution, so the problem may be easier). However, given both the state
|ψ〉 and the projectors, |ψ〉 can be efficiently copied using quantum state restoration. We use the quantum money’s
verifier as our projector P = |ψ〉〈ψ|. We can then copy the qubits one at a time. To copy the first qubit, a simplified
version of quantum state restoration proceeds as follows:
1. Set aside the first qubit. We are left with the state |θ2〉 · · · |θn〉.
2. Add a new register at the beginning containing a random one-qubit state. We now have a state which can be
written as (
α |θ1〉+ β
∣∣θ⊥1 〉) |θ2〉 · · · |θn〉
where 〈θi|θ⊥i 〉 = 0 and α and β are unknown random variables.
3. Verify the quantum money. This produces either the desired state |ψ〉 or an invalid quantum money state∣∣θ⊥1 〉 |θ2〉 · · · |θn〉
with equal probability (averaged over the choice of the random state in step 2). If we have produced the desired
state, then we have cloned the first qubit: we have both the copy in the |ψ〉 and the qubit that we set aside in
step 1. If not, then we discard the qubit |θ⊥1 〉 and go back to step two and repeat until we get |θ1〉.
2 The bank must also digitally sign the description of the projectors using a classical digital signature protocol which is a secure against
quantum adversaries. Such protocols are believed to exist.
3Repeating this procedure for each qubit allows us to clone the state |ψ〉 in linear time.
The algorithm we just described can copy the full n-qubit state |ψ〉 because |ψ〉 is a product state. We can think
of this algorithm as first removing a subsystem of |ψ〉 (step 1) and then recovering the state |ψ〉 from the part that
remains (steps 2 and 3). Surprisingly, a small modification of steps 2 and 3 leads to an algorithm that efficiently
restores small missing subsystems, even on entangled states: this is quantum state restoration.
Our paper is structured as follows. In section II, we present the quantum state restoration algorithm and analyze
its running time. In section III, we present two alternative algorithms for single-copy tomography, one of which is
asymptotically faster than quantum state restoration. Finally, we give several scenarios in which new algorithms could
be developed using the techniques in this paper.
II. QUANTUM STATE RESTORATION
Quantum state restoration takes as input a large subsystem of a state |ψ〉 (this subsystem could be, for example,
the first n−k qubits of the n qubit state |ψ〉) and, using the ability to measure the projector P = |ψ〉〈ψ|, reconstructs
the full state |ψ〉.
Theorem 1. Suppose that |ψ〉 is an unknown quantum state in a Hilbert space HA ⊗ HB and we are given oracle
access to a coherent measurement of P = |ψ〉〈ψ| (that is, the oracle performs the operation P ⊗ I + (1− P )⊗ σx on
the original Hilbert space plus a single-qubit ancilla). Then there exists an efficient quantum algorithm that takes as
input a mixed state in HA with density matrix TrB |ψ〉〈ψ| and outputs |ψ〉. This algorithm makes an expected number
O
(
(dimHB)2
)
of calls to the measurement oracle.
The idea is that any state |ψ〉 on a Hilbert space HA ⊗ HB (where d is the dimension of HB) can be Schmidt
decomposed as
|ψ〉 =
χ∑
i=1
√
pi|ui〉|vi〉
where χ is the Schmidt rank of |ψ〉 (note that χ ≤ d). If we start with the state |ψ〉 and set aside the part that lives
on HB , then we are left with the mixed state ρA = TrB |ψ〉〈ψ|, which has all of its support on the Schmidt basis
span {|ui〉}. From ρA, we can construct the state ρA⊗ Id on HA⊗HB . We now measure the projector P . If we obtain
the outcome 1, then we are left with the state |ψ〉, If not, we discard (i.e. trace out) HB , leaving a state on HA that
still has all of its support on the Schmidt basis. We then try again until we obtain the outcome 1. If all the pi are
equal, then each attempt succeeds with probability 1χd , and the entire algorithm finishes in an expected number of
iterations χd. For general values {pi}, the expected running time is still exactly χd, although the distribution of the
running time becomes more complicated.
We now summarize the quantum state restoration algorithm.
1. Start with the state |ψ〉 ∈ HA ⊗HB and set aside the part of |ψ〉 that lives in subsystem B. We are left with
the mixed state
ρA = TrB |ψ〉〈ψ|.
2. Add a random state on subsystem B. The state is now
ρA ⊗ I
d
.
3. Measure the projector P = |ψ〉〈ψ|. If the outcome is +1 then you are done: you still have the original copy of
subsystem B that you set aside and you have recovered the state |ψ〉. If not, discard subsystem B and repeat
from step 2.
We now show that the expected running time of this algorithm is χ · d ≤ d2 (measured in number of uses of P ).
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Figure 1: Probability of restoring the state on a given iteration conditioned on all previous iterations failing. Condi-
tioned on failing every time, the first two flat regions are metastable states and the third is stable. In this graph,
|ψ〉 = √1− 10−2 − 10−4|0〉A|0〉B +
√
10−2|1〉A|1〉B +
√
10−4|2〉A|2〉B , dimHB = 10, and the expected number of iterations
required is 30.
A. Running Time of Quantum State Restoration
In the simple case where all of the pi are equal, then the initial state ρA is the fully mixed state over the span {|ui〉}.
In this case, if you measure 0 in step 3, the density matrix left in register A after discarding register B is unchanged.
The algorithm terminates with probability 1χ·d on each iteration, finishing in an expected number of iterations χ ·d. If
the pi are not all equal, then the algorithm can reach bad states where most of the weight is on low-weight elements of
the Schmidt basis. When this happens, the chance of success on any given iteration drops (see Fig. 1 for an extreme
example), but the probability of reaching these bad states decreases with the corresponding pi. Surprisingly, these
effects exactly cancel, and the expected number of iterations required to restore the state is χ · d regardless of the
values of the pi.
To prove this, we define two maps
F0(σ) = TrB
[
(1− |ψ〉〈ψ|)
(
σ ⊗ I
d
)
(1− |ψ〉〈ψ|)
]
F1(σ) = TrB
[
|ψ〉〈ψ|
(
σ ⊗ I
d
)
|ψ〉〈ψ|
]
.
Here Fb(σ) is the unnormalized density matrix obtained by measuring P on the state given by the density matrix
σ, conditioned on the measurement outcome b ∈ {0, 1}. The probability of obtaining a sequence of measurement
outcomes b1, b2, . . . , bm, starting with the state σ is then given by
Pr
[{b1,b2, b3, ..., bm} ∣∣σ] = Tr[Fbm ◦ · · · ◦ Fb1(σ)], (1)
which can be seen by induction:
Pr
[{b1,b2, b3, ..., bm} ∣∣σ] = Pr [bm ∣∣σ, {b1,b2, b3, ..., bm−1}]
× Pr [{b1,b2, b3, ..., bm−1} ∣∣σ]
= TrFbm
(
Fbm−1 ◦ · · · ◦ Fb1 (σ)
Tr
(
Fbm−1 ◦ · · · ◦ Fb1 (σ)
))
× Tr (Fbm−1 ◦ · · · ◦ Fb1 (σ))
= TrFbm
(
Fbm−1 ◦ · · · ◦ Fb1 (σ)
)
.
5We can use this equation to write an explicit formula for the expected number of measurements T (σ), starting with
the state σ:
T (σ) =
∞∑
k=1
k · Pr [{0, 0, . . . , 0︸ ︷︷ ︸
k−1
, 1} ∣∣σ]
=
∞∑
k=1
k · Tr [F1 ◦ F0 ◦ · · · ◦ F0(σ)] . (2)
As written, this formula is difficult to evaluate, but we can see that it is linear in σ. We are interested in the quantity
T (ρA), which we expand as
T (ρA) =
χ∑
i=1
piT (|ui〉〈ui|). (3)
We expand T (|ui〉〈ui|) by conditioning on the outcome of the first measurement:
T (|ui〉〈ui|) = Pr
[
1
∣∣ |ui〉〈ui|]+ Pr [0 ∣∣ |ui〉〈ui|](1 + T ( F0(|ui〉〈ui|)
Pr
[
0
∣∣ |ui〉〈ui|]
))
= 1 + T (F0(|ui〉〈ui|))
= 1 + T
|ui〉〈ui| − 2pi
d
|ui〉〈ui|+ pi
d
χ∑
j=1
pj |uj〉〈uj |

= 1 +
(
1− 2pi
d
)
T (|ui〉〈ui|) + pi
d
χ∑
j=1
pjT (|uj〉〈uj |) .
Using (3), this can be transformed into
2piT (|ui〉〈ui|)− piT (ρA) = d.
Summing both sides over i = 1, . . . , χ using
∑
pi = 1 and (3) again, we obtain
T (ρA) = χ · d,
which is the desired result. This proves theorem 1.
III. SINGLE-COPY TOMOGRAPHY AND ESTIMATION OF MEASUREMENT STATISTICS
We expect that quantum state restoration will most commonly be used to perform tomography on a single copy of
a verifiable quantum state. We can perform several different types of tomography, and we give algorithms for some
types that are faster than quantum state restoration.
General tomography on a subsystem
In the simplest case, we have a single copy of an unknown state |ψ〉 and access to the measurement P = |ψ〉〈ψ| and
we would like to estimate properties of the density matrix ρB = TrA |ψ〉〈ψ| for a subsystem B. We can do this by
using quantum state restoration to prepare many unentangled states, each with (independent) density matrixes ρB .
We can then use any standard state tomography algorithm on these states.
Measurement of a subsystem in an orthogonal basis
For many applications, it is sufficient to estimate the probabilities qi = Tr [|i〉B〈i|B |ψ〉〈ψ|] of obtaining the outcome
i if one were to measure subsystem B of |ψ〉 in the orthonormal basis {|i〉B}. Quantum state restoration can sample
these probabilities directly. We discuss this application in section IIIA.
In sections IIIA and III B, we present two other specialized algorithms to compute these probabilities.
Both algorithms measure the qi one at a time by considering the statistics of the two-outcome measurements
{|i〉B〈i|B , I− |i〉B〈i|B}, and both are based on previously presented schemes for amplifying QMA verifiers [6, 8].
6In each case, we fix a precision δ > 0 and an error probability  > 0 and compute the running time to produce
estimates qesti such that
|qesti − qi| < δ
for all i with probability at least 1− .
Estimation of the statistics of any POVM
We can use any of our algorithms to estimate the statistics of a general measurement (on the complete state, not
just a subsystem). This is because a general POVM measurement can be reduced to a measurement of a subsystem
in an orthogonal basis, as we now review. Given an efficiently implementable POVM {Ei} where i ∈ {1, . . . , d}, we
can implement a unitary operator U such that
U (|φ〉A|1〉B) =
d∑
i=1
(√
Ei|φ〉A
)
|i〉B
for any state |φ〉. If we work in a two-register Hilbert space, where register A can hold |φ〉 and register B has dimension
d, then the probability of measurement outcome i when the POVM is measured on |φ〉 is equal to
〈φ|Ei|φ〉 = Tr [ρB |i〉B〈i|B ]
where ρB = TrA
[
U |φ〉A|1〉B〈1|B〈φ|AU†
]
. If we define
|ψ〉 = U |φ〉A|1〉B
P ′ = |ψ〉〈ψ| = UPU†
then |ψ〉 can be efficiently prepared (given |φ〉) and P ′ can be efficiently measured. Now we can use any of the
algorithms to estimate the measurement statistics of subsystem B of |ψ〉 using the projector P ′ in the computational
basis (that is, any of the algorithms below) to estimate the probabilities 〈φ|Ei|φ〉 = Tr [|i〉〈i|ρ′B ]. After estimating the
probabilities, we uncompute U to recover the initial state |φ〉. We summarize this ability with the following theorem.
Theorem 2. Suppose that |φ〉 is an unknown quantum state and we are given oracle access to a coherent measurement
of P = |φ〉〈φ| (that is, the oracle performs the operation P⊗I+(1− P )⊗σx on the original Hilbert space plus a single-
qubit ancilla). Fix 0 <  < 1, δ > 0, and an efficiently implementable d-outcome POVM given by operators {Ei}.
Then there exists an efficient quantum algorithm that takes as input a single copy of |φ〉 and outputs an undamaged
copy of |φ〉 along with estimates qesti such that
|qesti − 〈φ|Ei|φ〉| < δ
for all i with probability at least 1− . This algorithm uses an expected number O (dδ log (d )) calls to the measurement
oracle and the POVM.
The algorithm which achieves this running time is given in section III B 2.
If we want to perform tomography on a subsystem of |φ〉, we can use theorem 2 to estimate an informationally
complete POVM on that subsystem.
A. Using quantum state restoration to estimate measurement statistics
In this section we consider the running time of estimating the probabilities qi = Tr [ρB |i〉B〈i|B ] on a given state |ψ〉
using quantum state restoration. We do this by repeatedly measuring register B and then restoring the state. Let mi
be the number of times we observe outcome i in N trials. Our estimate of qi is
qesti =
mi
N
.
For the jth observation, let xi,j ∈ {0, 1} indicate whether the outcome of that observation was i. For fixed i, the
xi,j are independent. To obtain a bound on the error |qesti −qi|, we use Hoeffding’s inequality [4], which for a sequence
of N independent and identically distributed random bits xi,j with mean value Ej [xi,j ] = qi implies that
Pr
∣∣∣∣∣∣ 1N
N∑
j=1
xi,j − qi
∣∣∣∣∣∣ ≥ δ
 ≤ 2e−2Nδ2 , for any δ > 0. (4)
7So
Pr
[|qesti − qi| ≥ δ] ≤ 2e−2Nδ2
for each i individually, and, by a union bound,
Pr
[|qesti − qi| ≥ δ for any i] ≤ 2de−2Nδ2 .
Choosing N =
⌈
1
2δ2 ln
2d

⌉
makes the right hand side ≤ . Each of the N repetitions of quantum state restoration
takes an expected time χ ·d, so the total expected number E[MSR] (where the subscript stands for “state restoration”)
of uses of P is
E[MSR] = χ · d
⌈
1
2δ2
ln
2d

⌉
.
B. Improved algorithms to estimate measurement statistics
In this section we describe two other algorithms which can be used for single-copy tomography. Both of these
approaches are based on Jordan’s lemma [5]. The algorithms we discuss in this section are based on the QMA
amplification schemes of Marriott and Watrous [6] and Nagaj et al. [8].
To use these algorithms, we fix i ∈ {1, . . . , d} and we will estimate
qi = Tr [ρB |i〉B〈i|B ] .
We repeat this for each value of i.
We begin by defining the projector
Qi = |i〉B〈i|B
and the states
|vi〉 = 1√
qi
Qi|ψ〉,
|v⊥i 〉 =
1√
1− qi (1−Qi) |ψ〉.
Note that we can write
|ψ〉 = √qi|vi〉+
√
1− qi|v⊥i 〉. (5)
We also define the state
|ψ⊥i 〉 = −
√
1− qi|vi〉+√qi|v⊥i 〉. (6)
We can then use the above expressions to write |vi〉 and |v⊥i 〉 in terms of |ψ〉 and |ψ⊥i 〉
|vi〉 = √qi|ψ〉 −
√
1− qi|ψ⊥i 〉
|v⊥i 〉 =
√
1− qi|ψ〉+√qi|ψ⊥i 〉. (7)
The principal angle θi ∈ [0, pi2 ] between the two bases {|ψ〉, |ψ⊥i 〉} and {|vi〉, |v⊥i 〉} is defined by
cos2 θi = |〈vi|ψ〉|2 = 〈ψ|vi〉〈vi|ψ〉 = 〈ψ|Qi |ψ〉 = qi. (8)
Having defined the two bases {|vi〉, |v⊥i 〉} and {|ψ〉, |ψ⊥i 〉}, we are now ready to describe two algorithms for computing
the expectation value qi more efficiently than by using quantum state restoration. For any chosen  and δ, each of
these algorithms will generate an estimate qesti such that |qesti − qi| < δ with probability at least 1− d . Repeating for
each i, we have |qesti − qi| < δ for all i with probability at least 1 −  by a union bound. The running times of these
algorithms as a function of δ and  are summarized in Table I.
81. Alternating Projections
This algorithm is an application of the scheme of Marriott and Watrous [6] which was originally proposed for
witness-reusing amplification of the complexity class QMA. Observe from (5), (6) and (7) that when performing the
measurement P on the state |vi〉, the probability of obtaining 1 (and the state |ψ〉) is qi. Similarly, when measuring
P on the state
∣∣v⊥i 〉, the probability of obtaining 0 (and the state ∣∣ψ⊥i 〉) is also qi. We can estimate qi by performing
many alternating measurements of P and Qi and counting the number of transitions |vi〉 ↔ |ψ〉 or |v⊥i 〉 ↔ |ψ⊥i 〉. Let
us now present the algorithm and compute its complexity measured by the expected number of measurements of P ,
as a function of the desired precision δ and error probability d .
1. Start with the state |ψ〉. Fix N =
⌈
1
2 +
ln 2d
4δ2
⌉
.
2. Repeat for t = 1, . . . , N
(a) Measure Qi and record the measurement outcome as a bit a2t−1 ∈ {0, 1}. This produces one of the two
states |vi〉 or |v⊥i 〉.
(b) Measure the projector P = |ψ〉〈ψ| and record the result a2t ∈ {0, 1}. This produces either the state |ψ〉 or
|ψ⊥i 〉 .
3. If the state is not currently |ψ〉 (because the last measurement in step 2b gave a 0), then the state is |ψ⊥i 〉. In
this case alternate measuring Qi and P until you recover |ψ〉.
4. From the list (a1, . . . , a2N ), compute the list of differences (∆1,∆2, ...,∆2N−1) where ∆j = aj+1 ⊕ aj . Let m
denote the number of zeros in this list of differences. Then the estimate of q is given by
qesti ≡
m
2N − 1 . (9)
As discussed above, the probability of getting a measurement outcome (1 or 0) which is the same as the previous
measurement outcome is qi. So the number of zeros which appear in the list (∆1,∆2, ...,∆2N−1) is a binomial random
variable with mean qi(2N − 1). This is why (9) gives an estimator for the value of qi.
We now show that the estimate qesti from (9) has the required precision δ, with probability at least 1− . To show
this, we again use Hoeffding’s inequality (4). Applying this to the case at hand with qk = 1⊕∆k for k ∈ {1..., 2N−1},
we obtain
Pr
[|qesti − qi| ≥ δ] ≤ 2e−2(2N−1)δ2 .
The choice N =
⌈
1
2 +
log 2d
4δ2
⌉
guarantees that the right hand side is ≤ d . Thus we have shown that the desired
precision δ is achieved by our scheme with probability at least 1− d .
We now derive the expected number E[M (i)AP] (AP stands for alternating projections) of uses of P in the above
algorithm. The random variableM (i)AP is N plus the number of additional uses of P in step 3. The operation composed
of measuring Qi and then measuring P is an update of a symmetric random walk on the two states
{|ψ〉 , |ψ⊥i 〉}. Let
w (r) be the probability of transitioning from |ψ〉 to |ψ⊥i 〉 in r steps. Then with probability 1 − w (N) step 3 does
not use P at all and, with probability w (N) it uses an expected number 1w(1) invocations of P . Thus the expected
running time of the algorithm is
E
[
M
(i)
AP
]
= N + w (N)
1
w (1)
≤ 2N.
In the last line, we used the fact that w (N) is less than or equal to the probability of at least one transition occurring
in N steps, which is at most Nw (1) by a union bound.
Hence
E[M (i)AP] ≤ 2
(⌈
1
2
+
1
4δ2
ln
2d

⌉)
.
Repeating this procedure to obtain estimates of each qi (which are all within the desired precision δ with probability
at least 1− ) takes the expected running time
E[MAP] ≤ 2d
(⌈
1
2
+
1
4δ2
ln
2d

⌉)
.
92. An improved algorithm using phase estimation
In this section we will give an improved algorithm for single-copy tomography using phase estimation, based on
a fast QMA amplification scheme given in [8]. Its advantage over the previous two algorithms is that it requires
quadratically fewer measurements of P . The results of this section will prove Theorem 2.
As in the previous section, we estimate the qi one at a time for i ∈ {1, . . . , d}.
We begin by defining the unitary operator
Wi = (2P − I)(2Qi − I),
which is a product of two reflections. Note that if we can implement P so that it coherently xors its measurement
outcome into an ancilla register (as in the assumption of theorem 2), then we can implement the operator (2P − I)
by first initializing that ancilla to |−〉 and applying the measurement.
Within the 2D subspace Si spanned by the vectors |ψ〉 and |ψ⊥i 〉 (7), the operator Wi is a rotation
Wi
∣∣
Si
= e−2iθiσy , (10)
where θi is the principal angle as defined in (8) (and σy refers to the Pauli matrix).
We now describe how to obtain qi = 〈ψ|Qi |ψ〉 = cos2 θi by running phase estimation of the operator Wi on the
state |ψ〉. The eigenvectors of Wi are
|φ±i 〉 =
1√
2
(|ψ〉 ± i|ψ⊥i 〉) . (11)
and correspond to eigenvalues e∓i2piφi , where φi = θipi so that 0 < φi <
1
2 . After running phase estimation of Wi on
the input state |ψ〉, we will likely measure a good approximation to either φi or 1 − φi. Note that either outcome
provides a good estimate of
qi = cos
2(piφi) = cos
2(pi(1− φi)).
This is the idea of the algorithm we present in this section. Our algorithm must have a failure probability lower than
that obtained by a single use of phase estimation, and we must recover the state |ψ〉 at the end of the algorithm.
Our algorithm begins by defining
t =
⌈
log2
(
3pi
δ
)⌉
+ 2.
r =
 1log2 ( 2√3) log2
(
d
2
) . (12)
We proceed as follows:
1. Start in the state |ψ〉|0〉⊗t.
2. Repeat for j = 1, ..., r:
(a) Reset the t qubits of the second register to the state |0〉⊗t. Perform phase estimation of the operator Wi
on the state of the first register, computing the phase using the t ancillae in the second register. Define
q
(j)
i = cos
2
(
piφ
(j)
i
)
where φ(j)i is the measured phase.
(b) Measure the projector P = |ψ〉〈ψ| on the first register.
3. If the state is not currently |ψ〉 (because the last measurement in step 2(b) gave a 0), then the state is |ψ⊥i 〉.
In this case repeat phase estimation followed by measurement of P until you measure a 1 for P , recovering the
state |ψ〉.
4. Let qesti be the median of the values {q(j)i } for j ∈ {1, ...r}.
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We now determine the expected runtime of this algorithm, and then we will show that the resulting estimate qesti
achieves the desired precision with high enough probability. Our analysis of the runtime is based on the observation
that each iteration of phase estimation followed by measurement of P is an update of a random walk on the two states
{|ψ〉, |ψ⊥i 〉}. If we start in state |ψ〉 of the first register then after applying phase estimation (but before measuring
the phase) we obtain a state
|Ψi〉 = 1√
2
(|φ+i 〉|γ〉+ |φ−i 〉|µ〉) .
where |γ〉 and |µ〉 are t-qubit states. So the probability of measuring 1 in step 2b is
Pr [|ψ〉 → |ψ〉] = Tr [(|ψ〉〈ψ| ⊗ I) |Ψi〉〈Ψi|]
in which case the resulting state of the first register is |ψ〉. The probability of measuring a zero in this step is
Pr
[|ψ〉 → ∣∣ψ⊥〉] = Tr [(|ψ⊥〉〈ψ⊥| ⊗ I) |Ψi〉〈Ψi|] = 1− Pr [|ψ〉 → |ψ〉]
in which case the resulting state of the first register is |ψ⊥〉. Similarly, one can compute the transition probabilities
starting from the state |ψ⊥〉 of the first register. These satisfy
Pr
[∣∣ψ⊥〉→ ∣∣ψ⊥〉] = Pr [|ψ〉 → |ψ〉]
Pr
[∣∣ψ⊥〉→ |ψ〉] = Pr [|ψ〉 → ∣∣ψ⊥〉]
so the random walk is symmetric. We can then directly apply our analysis of the previous section to show that
E[# of uses of phase estimation followed by measurement of P ] ≤ 2r.
Each time we use phase estimation with t ancillae, we use the gate Wi less than 2t times [9]. So each time we
repeat phase estimation followed by measurement of P we use less than 2t + 1 measurements of P so the expected
total number of times E[M (i)PE] (PE stands for phase estimation) that we use the measurement of P is
E[M (i)PE] < 2r ·
(
2t + 1
)
≤ 2r
(
12pi
δ
+ 1
)
= 2
 1log2 ( 2√3) log2
(
d
2
)
(
12pi
δ
+ 1
)
.
Repeating this procedure to obtain estimates of each qi takes expected running time
E[MPE] < 2d
 log2
(
d
2
)
log2
(
2√
3
)

(
12pi
δ
+ 1
)
. (13)
We now show that the probability that all the estimates qesti obtained by using the above algorithm satisfy
|qesti − qi| < δ
is at least 1 − . Our choice of t was designed so that the output of phase estimation of Wi on the state |φ+i 〉 using
t ancillae is a state |φ+i 〉|γ〉 such that a measurement of the t-qubit state |γ〉 in the computational basis produces a
phase φ˜ that satisfies
|φ˜− φi| ≤ δ
3pi
with probability at least 34 [9]. Similarly the output of phase estimation of Wi on the state |φ−i 〉 using t ancillae is a
state |φ−i 〉|µ〉 such that a measurement of the t-qubit state |µ〉 in the computational basis produces a phase φ˜ that
satisfies
|φ˜− (1− φi)| ≤ δ
3pi
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State Restoration Alternating Projectors Phase Estimation
E[MSR] = O
(
χ·d
δ2
log d

)
E[MAP] = O
(
d
δ2
log d

)
E[MPE] = O
(
d
δ
log
(
d

))
Table I: Scaling of the expected number of measurements of P = |ψ〉〈ψ| used by each algorithm as a function of the desired
precision δ and error probability .
with probability at least 34 . In step 2(a) of our algorithm we perform phase estimation on either the state |ψ〉 or
the state |ψ⊥i 〉. In either case, the reduced density matrix of the t-qubit ancilla register after applying the phase
estimation (but before measuring the phase) is
1
2
(|γ〉〈γ|+ |µ〉〈µ|)
which is an equal probabilistic mixture of |γ〉 and |µ〉. So, with probability at least 34 (regardless of whether we started
in |ψ〉 or |ψ⊥〉), the phases φ(j)i measured in step 2 of the algorithm satisfy either
|φ(j)i − φi| ≤
δ
3pi
or
|φ(j)i − (1− φi)| ≤
δ
3pi
.
Using the inequality
| cos2(piα)− cos2(piβ)| ≤ 2pi|α− β|
and the fact that cos2(pix) = cos2(pi(1− x)) it follows that the estimates q(j)i each (independently) satisfy
|q(j)i − qi| < δ
with probability at least 34 . The median lemma of [8] says in this case that the probability that the median of the
r independent measured values q(j)i falls outside the interval (qi − δ, qi + δ) is upper bounded as pfail ≤ 12
(√
3
2
)r
.
Plugging in our choice of r from Eq. 12 gives
|qesti − qi| < δ
for each i with probability at least 1 − d . So the probability that the above inequality is satisfied for all of the
i ∈ {1, ...d} is at least 1− .
C. Performance comparison for estimating measurement statistics
These three algorithms for estimating the probabilities qi = Tr [ρB |i〉B〈i|B ] give estimates {qesti } (for i from 1 to d)
which are all within δ of the correct values with probability at least 1 − . Their running times are summarized in
table I.
State restoration is conceptually the simplest of the three algorithms, and we expect that it will be sufficient for
most purposes. It is also the slowest as a function of d and δ (assuming χ is increasing as a function of d). The
state restoration algorithm has the advantage that we can drop in different tomography schemes that may improve
performance.
In the absence of a better tomography scheme, however, both other algorithms outperform state restoration as a
function of d. Phase estimation also performs quadratically better than both other algorithms as δ → 0.
IV. APPLICATIONS OF QUANTUM STATE RESTORATION AND SINGLE-COPY TOMOGRAPHY
A. Breaking quantum money
As we discussed in the introduction, quantum money is the idea of using a state as money—that is, something that
can be passed around but not forged. The money consists of a quantum state and a verification procedure which
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should succeed with high probability on valid money issued by the bank but should fail with high probability for any
efficiently forgeable state. The first quantum money protocols [3, 11] required the verification procedure to be secret,
so only the bank (i.e. the issuer of the money) could verify money states. There is recent interest in publicly verifiable
quantum money [1, 2, 7], in which everyone, including a would-be forger, has access to the verification procedure. In
the introduction, we showed that quantum state restoration breaks quantum money based on product states. More
generally, as a corollary of Theorem 2, any quantum money protocol in which the verifier is a projector must be
designed to withstand attacks based on single-copy tomography. If the verifier is a projector, then an adversary can
use single-copy tomography to learn the measurement statistics of any efficiently implementable measurement with a
small number of outcomes on the quantum money state |ψ〉.
B. Studying ground states of many-body Hamiltonians
Quantum computers offer potentially exponential speedups in simulating quantum mechanics, but some problems
are still hard. For example, preparing ground states of many-body systems generically takes exponential time in
the number of particles. Nonetheless, for sufficiently small systems with large enough energy gaps, algorithms such
as [10] may run quickly enough to prepare a single copy of the ground state, and phase estimation can be used to
verify the ground state. Single-copy tomography allows us to make multiple tomographic measurements (even of
nonarxcommuting operators) on small numbers of particles without having to prepare multiple copies of the ground
state. This gives a large speedup over traditional tomography.
Single-copy tomography could also be useful to characterize the ground state during adiabatic evolution. This
information could even be used in real time to guide the choice of path for an adiabatic algorithm.
V. CONCLUSIONS
It is strongly believed that the ability to verify an unknown state |ψ〉 does not give the ability to produce that state
efficiently. Without the ability to verify a state, mere possession of that state confers little power. As we have shown,
the combination of a verifier and a single copy of |ψ〉 is more powerful that either one alone.
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