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Four-dimensional supersymmetric N = 1 vacua of type IIB supergravity are elegantly de-
scribed by generalized complex geometry. However, this approach typically obscures the
SL(2,R) covariance of the underlying theory. We show how to rewrite the pure spinor equa-
tions of Gran˜a, Minasian, Petrini and Tomasiello (hep-th/0505212) in a manifestly SL(2,R)
covariant fashion. Solutions to these equations fall into two classes: “charged” solutions,
such as those containing D5-branes, and “chargeless” solutions, such as F-theory solutions
in the Sen limit and AdS4 solutions. We derive covariant supersymmetry conditions for
the chargeless case, allowing general SU(3) × SU(3) structure. The formalism presented
here greatly simplifies the study of the ten-dimensional geometry of general supersymmetric
compactifications of F-theory.
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1 Introduction
The first step towards understanding the phenomenological implications of string theory is
to understand the four-dimensional vacua of the theory. These vacua are thought to be
numerous [1], though many subtleties remain to gain a complete understanding of even one
example. Progress has been hindered by the appearance of apparent flat directions (moduli)
in the scalar-field effective potential of supersymmetric vacua. Known solutions to this
problem involve nonperturbative effects [2 – 4].
Supergravity, the low energy limit of string theory, has so far proved to be an invaluable
tool in the pursuit of vacua. In particular, the study of Calabi-Yau geometry has yielded
a detailed understanding of the massless spectra of unstabilized N = 1 orientifolds (see
e.g. [5]). Naturally, one would like to classify all string vacua if possible. While this is a
very difficult problem, significant progress can be made if we restrict our attention to vacua
with a geometric supergravity description, with the necessary1 addition of localized brane
sources. The geometry of such vacua need not be Calabi-Yau in any sense, and more general
tools are needed.
In the case of unbroken N = 1 supersymmetry, significant progress in this direction has
been made already using generalized complex geometry [6, 7]. Gran˜a, Minasian, Petrini, and
Tomasiello [8, 9] have shown that the conditions for unbroken N = 1 supersymmetry in type
IIA/B supergravity can be rewritten as a set of relatively simple algebraic and differential
conditions on a pair of compatible pure spinors. Supersymmetric brane embeddings may
also be described elegantly using generalized calibrations [10 – 12]. Moreover, a few explicit
examples of solutions of this type are now known in type IIA [9, 13 – 22] and IIB [9, 19, 21,
23, 24].
One serious drawback of the pure-spinor equations of [8] is that they obscure the SL(2,R)
invariance of type IIB supergravity. Though this may seem to be merely an aesthetic prob-
lem at first glance, it becomes a serious obstacle in the presence of nontrivial SL(2,Z) mon-
odromies, such as arise in F-theory compactifications (see e.g. [25, 26]). Though the pure
spinors are invariant under axion shifts, and transform in a known fashion under orientifold
involutions [9], their behavior under more general SL(2,R) transformations is significantly
more complicated, and, we believe, not previously described in the literature.2 3
It is therefore advantageous to restate the N = 1 supersymmetry conditions in an
SL(2,R) covariant fashion, both as a consistency check, and to better describe the geometry
of stabilized F-theory compactifications. In this paper, we carry out this computation for
a special, yet important, class of “chargeless” solutions. In particular, all AdS4 solutions
are chargeless, and, we will argue, such solutions encompass all possible supersymmetric
deformations of SU(3) structure F-theory compactifications. We find that the covariant con-
1In particular, local sources of negative tension (e.g. O-planes) are required for a geometric vacuum
solution with N ≤ 1 supersymmetry and a non-negative cosmological constant.
2Some of the results presented in this paper were referenced in [24] without proof.
3In principle, some of these results may be encoded in the far more ambitious approach of exceptional
generalized geometry [27 – 29], though decoding them is far from trivial.
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ditions obtained here are easier to work with than the original pure spinor equations, though
they are less compactly stated.
While the general conditions for N = 1 supersymmetry are interesting in their own right,
the problem of moduli stabilization provides additional impetus for studying them. It has
been suggested [30] that gaugino condensation on seven-branes, a key ingredient of moduli
stabilization in several scenarios, sources a generalized complex geometry. An improved
understanding of such geometries (see [24, 31, 32]) could lead to a better understanding of
known scenarios for moduli stabilization, or to additional scenarios for stabilizing moduli.
In §2 we review the algebraic and differential conditions for unbroken N = 1 supersym-
metry, as laid out by [8]. In §3, we review the SL(2,R) covariance of type IIB supergravity
and rewrite the pure spinor equations in Einstein frame. We then show that N = 1 solu-
tions fall into two classes, which we call “charged” and “chargeless,” and review chargeless
SU(3) structure, the well-known “F-theory” solutions. In §4, we show how to characterize
the SU(3) × SU(3) structure of a general chargeless solution in terms of SL(2,R) covariant
forms, and, writing the pure spinors in terms of these forms, we derive SL(2,R) covariant
supersymmetry conditions for these solutions, (4.33 – 4.38). (The technical details of this
computation are presented separately in appendix A.) In §5 review the flux equations of mo-
tion and show that they follow from the supersymmetry conditions and Bianchi identities.
We also show that the flux superpotential proposed in [30] is SL(2,R) invariant. In §6 we
discuss future directions and conclude.
2 The pure-spinor equations for general N = 1 vacua
The supersymmetry transformations of type IIB supergravity are generated by two ten-
dimensional Majorana-Weyl spinors of the same chirality, which we denote by i, for i = 1, 2.
For N = 1 solutions, these should be determined by a single four-dimensional Weyl spinor
ζ+ (the generator of N = 1 supersymmetry transformations.) The most general relation
compatible with unbroken N = 1 supersymmetry is [8]
i = ζ+ ⊗ ηi+ + ζ− ⊗ ηi− , (2.1)
where ηi+ are a pair of fixed positive-chirality internal spinors and ζ− and η
i
− are the Majorana
conjugates of ζ+ and η
i
+ respectively.
We construct bispinors /Υ+ and /Υ− from the spinors ηi+:
/Υ± = −8iη1+ ⊗ η2±† . (2.2)
Using the Clifford map, /Υ± can be rexpressed as polyforms Υ± [9]
Υ± =
∑
p
1
p!
(Υ±)(p)m1...mpdy
m1 ∧ . . . dymp ←→ /Υ± =
∑
p
1
p!
(Υ±)(p)m1...mpγ
m1...mp (2.3)
where γm1...mp = γ[m1 . . . γmp] denotes the antisymmetrized product of gamma matrices.
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As direct products of spinors, the bispinors /Υ± are not generic, and satisfy certain alge-
braic constraints. We review these constraints in §2.1, rewriting them as constraints on the
polyforms Υ± using the language of G-structures. Unbroken supersymmetry imposes addi-
tional differential conditions on the polyforms Υ±, which we review in §2.2. Taken together,
the conditions in §2.1 and §2.2 are sufficient for unbroken N = 1 supersymmetry, and it is
no longer necessary to construct the original spinors ηi+ explicitly.
2.1 Algebraic constraints – SU(3)× SU(3) structure
The algebraic constraints on /Υ± can be expressed in terms of pure spinors. A pure spinor is
a spinor which is annihilated by one-half of the gamma matrices in the associated Clifford
algebra,4 the maximum possible number. Spinors of SO(d) for d ≤ 6 are always pure, whereas
for d > 6, purity imposes a non-trivial constraint.
Bispinors of SO(d) can be viewed as spinors of SO(d, d), whose associated Clifford algebra
consists of the d gamma matrices of SO(d) γm acting on the left ΓmL = γ
m ⊗ 1 and the
same gamma matrices acting on the right combined with the bispinor chirality operator
ΓmR = (1 ⊗ γm)Γ, where Γ = γ ⊗ γ = (−1)d/2(γ1 . . . γd) ⊗ (γ1 . . . γd). Left-acting and
right-acting gamma matrices commute, whereas all gamma matrices anticommute with the
chirality operator Γ. Thus, ΓmL and Γ
m
R satisfy an SO(d, d) Clifford algebra:
{ΓmL ,ΓnL} = 2 δmn , {ΓmR ,ΓnR} = −2 δmn , {ΓmL ,ΓnR} = 0 (2.4)
Viewed as spinors of SO(6, 6), the bispinors /Υ± are pure; they are annihilated by three
left-acting gamma matrices and three right-acting gamma matrices due to the (automatic)
purity of the ηi± in d = 6. Moreover, the three left-acting gamma matrices Γ
i
+ are common
annihilators of /Υ±, and the three right-acting gamma matrices Γi− which annihilate /Υ+ also
annihilate /Υ
c
− = 8iη
1
− ⊗ η2+†, where /Υc = C /Υ?C† denotes the charge conjugate of a bispinor
and C is the (unitary) SO(6) charge conjugation matrix.5
Thus, the bispinors /Υ± divide the twelve-dimensional space of bispinor gamma matrices
into four (complex) subspaces V+ = {Γi+}, V− = {Γi−}, and V¯± = {Γi±†}. The subspaces V+
and V− are positive and negative respectively, in the sense that {Γi+,Γj+†} is a positive-definite
Hermitean matrix, defining an SU(3) Clifford algebra, whereas {Γi−,Γj−†} is negative-definite.
It turns out that the properties enumerated in the last few paragraphs are sufficient to
establish that /Υ± take the form (2.2) for some spinors ηi+ [8]. We say that SO(6) bispinors
/Υ± are compatible pure spinors if the spaces V± defined above are of dimension three and
respectively positive and negative in the sense defined above.6 Thus, /Υ± are compatible
pure spinors if and only if they take the form (2.2). Moreover the ηi+ can be reconstructed
from /Υ±, up to the obvious rescaling η1+ → λη1+ and η2+ → λ−1η2+ for real λ [8].
4We take the Clifford algebra to be even-dimensional.
5We use the spinor conventions of [33].
6These conditions are sufficient to establish the purity of /Υ±, and generalize readily to any even dimension.
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It is convenient to re-express the requirement of compatible pure spinors in d = 6 in terms
of the polyforms Υ± using the language of G-structures. In special cases, Υ± define SU(3)
or SU(2) structures on the tangent bundle. We review the properties of SU(3) and SU(2)
structures in §2.1.1 before applying them to the general case in §2.1.2, where Υ± define an
SU(3)× SU(3) structure on the tangent plus cotangent bundle.
2.1.1 SU(3) and SU(2) structures
A G-structure on a real (complex) d-dimensional vector bundle is a subbundle of the as-
sociated vector bundle with reduced structure group G ⊂ GL(d,R) (G ⊂ GL(d,C)). An
almost complex structure on a d-dimensional manifold defines a GL(d/2,C) structure on
the tangent bundle by restricting to holomorphic bases. With the addition of a hermitean
metric, the structure group is reduced to U(d/2) by restricting to orthonormal frames. The
structure group may be further reduced to SU(d/2) using a complex non-degenerate “volume
element”, that is a globally defined decomposable d/2 form Ω satisfying Ω ∧ Ω¯ 6= 0. In fact,
the entire SU(d/2) structure may be specified using Ω (which specifies the almost complex
structure) and a nondegenerate two-form, J , the Ka¨hler form, where the two must satisfy
the compatibility condition, J ∧ Ω = 0, and the associated metric must be positive definite.
It is conventional to normalize such that
1
n!
Jn =
in
2n
(−1)n(n−1)/2 Ω ∧ Ω¯ 6= 0 , (2.5)
which combines the nondegeneracy conditions for J and Ω, where n = d/2. The positive-
definiteness of the associated metric is equivalent to the condition:
− iJ (v, v¯) > 0 , (2.6)
for any nonvanishing holomorphic vector v (i.e. satisfying v 6= 0, ιv¯Ω = 0). This last
condition is “topological,” since the nondegeneracy of J implies that the associated metric
is positive definite everywhere so long as this is true at any one point.
Given an SU(d/2) structure, the defining forms J and Ω can be uniquely reconstructed.7
Moreover, associated to any SU(d/2) structure, we have a conjugate SU(d/2) structure,
defined by −J and Ω?.
By providing a global decomposition of Ω into lower-rank forms, we obtain a reduced
structure group. For d = 6, the only nontrivial example of this is an SU(2) structure, where
we decompose
Ω = Ω2 ∧Θ . (2.7)
Taking Θ to be holomorphic and orthonormal with respect to the metric defined by Ω, J ,
and Ω2 =
1
2
ιΘ¯Ω, we see that J2 ≡ J − J1 has rank two, where J1 ≡ i2Θ ∧ Θ¯. The SU(2)
7Given a local holomorphic orthonormal frame
{
θ1, . . . , θn
}
, Ω ≡ θ1 ∧ . . . ∧ θn and J = i2δij¯θi ∧ θ¯j¯ .
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structure, defined by Θ, J2, and Ω2, must satisfy
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J2 ∧ Ω2 = Ω2 ∧ Ω2 = 0 , Ω2 ∧ Ω¯2 = 2J22 , J1 ∧ J22 6= 0 , (2.8)
and the associated metric must be positive definite as necessary and sufficient conditions for
J2,Ω2,Θ to define an SU(2) structure. This last condition can be restated as the requirement
− iJ2 (v, v¯) > 0 , (2.9)
for any nonvanishing vector v satisfying ιv¯Ω2 = ιvΘ = ιv¯Θ = 0. As before, this requirement
is topological, given the nondegeneracy of J2.
An SU(2) structure induces a natural decomposition into “base” (J2,Ω2) and “fiber”
(Θ, Θ¯) directions; a nonvanishing vector v is said to “point along the base” if ιvJ1 = 0, and
along the fiber if ιvJ2 = 0, and a nonvanishing one-form ω is said to point along the base if
ω ∧ J22 = 0, and along the fiber if ω ∧ J1 = 0.
The conditions on an SU(2) structure possess a remarkable symmetry. To make this
manifest, we define a vector of real two-forms Ωi = {Re Ω2, Im Ω2, J2} and the real four-form
ω4 = J
2
2 . The SU(2) structure conditions may now be rewritten as
9
Ωi ∧ Ωj = δijω4 , J1 ∧ ω4 6= 0 , (2.10)
together with the condition that the associated metric is positive definite, which can be
rewritten as:
− εijkΩi
(
vj, vk
)
> 0 , (2.11)
where vi is any nonvanishing triplet of real vectors satisfying δijιviΩ
j = 0. Thus, given an
SU(2) structure (Ωi,Θ), we can obtain a new SU(2) structure by performing an (in principle
spatially dependent) SO(3) rotation on the Ωi. Moreover, the induced metric is invariant
under these rotations. The induced SU(3) structure J = J1 + J2, Ω = Ω2 ∧ Θ is not
invariant. Thus, an SU(2) structure defines many different SU(3) structures [34], depending
on the choice of rotation.
2.1.2 Compatibility and SU(3)× SU(3) structure
We return to the compatibility conditions on Υ± using the language of G-structures laid out
in the previous section.
A bispinor /Υ is pure if and only if the corresponding polyform takes the form
Υ = Ωk ∧ eB−iJ , (2.12)
for real two-forms B and J , where Ωk is a decomposable k-form and k is the type of the
pure spinor. Even (odd) chirality pure spinors have even (odd) type; thus, by (2.2), Υ+ is
8The condition Ω2∧Ω2 = 0 implies that Ω2 is rank one (viewed as an antisymmetry matrix,) and therefore
decomposable, whereas the conditions 2J22 = Ω2 ∧ Ω¯2 6= 0 and J2 ∧ Ω2 = 0 imply that J2 is rank 2.
9The algebraic structure is similar to that of hyper-Ka¨hler manifolds.
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even rank and Υ− is odd rank. It turns out that the only (Υ+,Υ−) types consistent with
the compatibility conditions are (0, 3), (2, 1), and (0, 1). The types of the pure spinors can
change over the compactification manifold, a phenomenon known as “type-changing.”
The compatibility conditions on Υ± can be restated as the requirement that Υ± define a
local SU(2) structure (types (0, 1) or (2, 1)) or SU(3) structure (type (0, 3)). If (0, 3)↔ (0, 1)
type-changing occurs, then neither G-structure is globally defined.
To restate the compatibility conditions in this way, it is helpful to work with normalized
pure-spinors. The bispinor norm corresponds to the Mukai pairing:
〈Ψ,Φ〉 ≡ [Ψ ∧ (−1)pˆ(pˆ−1)/2Φ]top , (2.13)
where pˆ measures the rank of a form, pˆFp = pFp. We have
〈Υ+, Υ¯+〉 = 〈Υ−, Υ¯−〉 = (−2i)3fafbΩ6 , (2.14)
where Ω6 is the volume element of the metric used to define the spinors, and fa = η
1†
+ η
1
+,
fb = η
2†
+ η
2
+. We define normalized polyforms
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Ψ± =
1√
fafb
Υ± (2.15)
so that 〈Ψ+, Ψ¯+〉 = 〈Ψ−, Ψ¯−〉 = (−2i)3Ω6.
One can show that, wherever Ψ± have types (0, 3), they must take the form
Ψ+ = e
iϑe−iJ , Ψ− = Ω , (2.16)
where J and Ω define an SU(3) structure and ϑ is an additional phase factor. By contrast,
wherever Ψ± have types (0, 1) or (2, 1), they must take the form (see e.g. [35]):
Ψ+ = e
iϑe−iJ1 ∧ [cϕe−iJ2 − sϕΩ2] , Ψ− = Θ ∧ [cϕΩ2 + sϕe−iJ2 ] , (2.17)
where Θ, J2,Ω2 define an SU(2) structure, ϕ is the “spinor angle,” and we use the shorthands
cϕ = cosϕ and sϕ = sinϕ. Though the types of the pure spinors Ψ± may vary across the
compact space, either (2.16) or (2.17) must apply at any point; as such, these two equations
are equivalent to the compatibility conditions.
The pure spinors Ψ± have types (2, 1) where ϕ = pi/2 and types (0, 3) where ϕ = 0,
though in the latter case the SU(2) structure need not be well defined, and only Ω = Θ∧Ω2
and J = J1 + J2 need be single-valued, defining a (local) SU(3) structure. Otherwise, for
generic spinor angles such that sϕ, cϕ 6= 0, the pure spinors have types (0, 1).
From the perspective of generalized complex geometry, Ψ± define an SU(3) × SU(3) on
the tangent plus cotangent bundle [7, 35]. This is not essential to our discussion, though we
refer to the compatible pure spinors as an SU(3)×SU(3) structure for want of a better label.
10The case of vanishing norm, fa = 0 or fb = 0, is not encompassed by the approach of [8].
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2.2 Differential constraints
Having stated the algebraic conditions on Υ± in the form (2.16, 2.17), we now review the
differential conditions on Υ± and the spinor norms fa and fb for unbroken N = 1 supersym-
metry.
We adopt the supergravity conventions of [8, 9] in string-frame. Subsequently, we em-
ploy compatible Einstein-frame conventions, which are outlined in §3.1. The string-frame
compactification metric takes the form:
ds2(S) = e
2A(S)(y)ds2(4) + g
(S)
mn (y) dy
mdyn , (2.18)
where A(S) is the string-frame warp factor, g
(S)
mn is the string-frame warped metric, and ds2(4)
is a maximally isotropic four-dimensional metric (either Minkowski or anti-de-Sitter.) We
define the field-strength polyform
F = F1 + F˜3 + F˜
(int)
5 , (2.19)
where F˜
(int)
5 denotes the internal components of F˜5 = (1 + ?10) F˜
(int)
5 = F˜
(int)
5 + e
4A(S)Ω4 ∧
?
(S)
6 F˜
(int)
5 ,
11 so that F has internal components only. In terms of F , the source-free RR
equations of motion and Bianchi identities take the form
dHF = 0 , dH
[
e4A
(S)
?
(S)
6 F
]
= 0 , (2.20)
where dHF ≡ dF −H ∧ F .
The Clifford map is frame-dependent; we denote polyforms constructed using the string-
frame metric (2.18) with a superscript, as in Υ
(S)
± , and those constructed using the Einstein-
frame metric (3.16) without. Demanding that the supersymmetry variations vanish, one
obtains the differential conditions [8]:
dH
[
e2A
(S)−φΥ(S)+
]
= −3eA(S)−φ Re
[
µ¯Υ
(S)
−
]
− e2A(S)−φdA(S) ∧ Υ¯(S)+
+
1
2
e2A
(S)
[
(fa + fb)?ˆ
(S)
6 F − i(fa − fb)F
]
, (2.21)
dH
[
e2A
(S)−φΥ(S)−
]
= −2iµeA(S)−φ Im
(
Υ
(S)
+
)
, (2.22)
dfa = fbdA
(S) , dfb = fadA
(S) , (2.23)
where µ is related to the vacuum expectation value of the superpotential, 〈W 〉 = µ/κ24
(see (5.16)), so that the cosomological constant is Λ = −3|µ|2,12 and ?ˆ6F ≡ (−1)pˆ(pˆ−1)/2 ?6F .
11To establish sign conventions, the Hodge star associated with a D-dimensional metric g with volume
form Ω(g) is defined by ?[dx
m1 ∧ . . . ∧ dxmp ] = 1(D−p)! Ω
m1...mp
(g) mp+1...mD [dx
mp+1 ∧ . . . ∧ dxmD ].
12In our conventions, the cosmological constant is one-quarter of the Ricci scalar: Λ = R(4)/4.
7
The differential conditions on the spinor norms (2.23) can be immediately integrated,
giving
fa = k0e
A(S) + k1e
−A(S) , fb = k0eA
(S) − k1e−A(S) . (2.24)
Since fa, fb > 0, k0 > 0, and we can set k0 = 1 by rescaling the spinors ηi+. From (2.15),
we obtain Ψ
(S)
± = κ
−1e−A
(S)
Υ
(S)
± , where κ =
√
1− k21e−4A(S) . Expressed in terms of Ψ(S)± , the
pure spinor equations (2.21, 2.22) become
dH
[
κe4A
(S)−φ Re Ψ(S)+
]
= −3κe3A(S)−φ Re
[
µ¯Ψ
(S)
−
]
+ e4A
(S)
?ˆ
(S)
6 F , (2.25)
dH
[
κe2A
(S)−φ Im Ψ(S)+
]
= −k1F , (2.26)
dH
[
κe3A
(S)−φΨ(S)−
]
= −2iµκe2A(S)−φ Im Ψ(S)+ , (2.27)
The conditions (2.25, 2.26, 2.27), together with the algebraic conditions on Ψ
(S)
± (2.16, 2.17)
are necessary and sufficient conditions for unbroken four-dimensional N = 1 supersymmetry,
except in the degenerate case κ = 0 [8].13 The U(1)R symmetry associated with four-
dimensional N = 1 supersymmetry takes the form
Ψ
(S)
− → eiθΨ(S)− , µ→ eiθµ , (2.28)
where the superpotential rotates W → eiθW .
The one-form component of (2.26) implies that
k2 ≡ κe2A(S)−φ Im Ψ(S)+(0) + k1C0 , (2.29)
is a constant, where the subscript denotes the zero-form component. AdS (µ 6= 0) solutions
to these conditions are more restricted than Minkowski (µ = 0) solutions. In particular,
(2.27) implies Im Ψ
(S)
+(0) = 0 for µ 6= 0. Moreover, applying dH to (2.27) and imposing the
source-free Bianchi identity dH = 0 as well as (2.26), we find µk1F = 0. Thus, for µ 6= 0,
either k1 or F must vanish. However, F = 0 implies that A
(S) is constant [8], so that κ is
constant, and we may take k1 = 0 without altering the supersymmetry conditions. With
this caveat, we conclude that AdS solutions require k1 = k2 = 0.
3 The covariant conditions – setup
We wish to restate the N = 1 supersymmetry conditions in a way which makes the SL(2,R)
covariance of type IIB supergravity manifest. In principle, one could do this by repeating
the steps taken by [8, 9] in deriving the pure spinor equations starting with a manifestly
SL(2,R) covariant formulation of type IIB supergravity and maintaining covariance at each
step. However, we find it more convenient to work with the pure spinors equations (2.25, 2.26,
13One can incorporate the degenerate case using SL(2,R) covariance [36].
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2.27). It is then necessary to guess how the pure spinors Ψ± transform under SL(2,R). This
guess can then be validated by showing that the supersymmetry conditions are covariant.
We examine this last inference in detail. Suppose that we misidentify the transformation
of the pure spinors under SL(2,R), yet find that the supersymmetry conditions are covariant.
Cancelling the SL(2,R) transformation of the supergravity fields using a genuine SL(2,R)
transformation, we find an SL(2,R) symmetry of the pure spinor equations under which all
supergravity fields are invariant but the pure spinors transform nontrivially. A symmetry of
this type can only be an R-symmetry. Thus, we conclude that there exists a homomorphism
from SL(2,R) to the R-symmetry group GR, so that GR contains a subgroup SL(2,R)/H,
where H is a proper normal subgroup of SL(2,R).14 The only possibilites are H = {1},
H = {1,−1}, so that GR must contain an SL(2,R) or PSL(2,R) subgroup. This is obviously
impossible for N = 1 vacua, since then GR ∼= U(1). In fact, it is still impossible for extended
supersymmetry (N > 2), since GR is in general a compact Lie group, whose Lie algebra
does not have subalgebras isomorphic to the split Lie algebra sl2(R). Thus, we conclude
that the SL(2,R) transformation properties of the pure spinors are uniquely determined by
the covariance of the pure spinor equations.
This argument relies on the full SL(2,R) invariance of type IIB supergravity. While only
an SL(2,Z) subgroup is nonanomalous in the quantum theory, the conditions derived in [8]
follow from classical type IIB supergravity, and therefore necessarily possess the full SL(2,R)
invariance. Thus, our approach is not only valid, but additionally presents a highly nontrivial
consistency check on the pure spinor equations (2.25, 2.26, 2.27), which were derived without
reference to SL(2,R) invariance.
Type IIB supergravity has an even slightly larger, SL±(2,R) invariance, where negative
and positive determinant transformations are connected by “charge conjugation,” a Z2 sym-
metry which reverses all RR fields and leaves the NSNS fields invariant. Charge conjugation
acts simply on the pure spinors, taking Ψ
(S)
± → −Ψ(S)± .15
In §3.1, we review how the SL±(2,R) invariance of type IIB string theory can be made
explicit to develop the notation necessary to write down the covariant supersymmetry con-
ditions. In §3.2, we rewrite the pure spinor equations in Einstein frame, and in §3.3, we
show that solutions fall into two classes, “charged” and “chargeless” solutions. After review-
ing chargeless solutions with strict SU(3)-structure in §3.4, the often-studied “F-theory”
solutions with imaginary self-dual G3 flux, we consider general chargeless solutions in §4.
14H must be a proper subgroup because the pure spinors transform nontrivially by assumption.
15This is similar to the O5/O9 involution, which combines charge conjugation with −1 ∈ SL(2,Z), but
has a more complicated action on the pure spinors.
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3.1 The SL±(2,R) covariance of type IIB supergravity
The bosonic low energy effective action for type IIB string theory written in Einstein frame
is16
S =
1
2κ210
∫
d10x
√
−g(10)
[
R(10) − 1
2
(
(∇φ)2 + e−φ|H3|2 + e2φ|F1|2 + eφ|F˜3|2 + 1
2
|F˜5|2
)]
− 1
4κ210
∫
C4 ∧H3 ∧ F3 , (3.1)
where |Fp|2 ≡ 1p!FM1...MpF ?M1...Mp = Fp · F ?p , H3 = dB2, Fp = dCp−1,
F˜3 = F3 − C0H3 , F˜5 = F5 − 1
2
C2 ∧H3 + 1
2
B2 ∧ F3 , (3.2)
and the equations of motion must be suplemented by the self-duality constraint, F˜5 = ?10F˜5.
The bosonic fields may be arranged into singlets, doublets, and triplets as follows:
Ci2 =
(
C2
B2
)
, F i3 =
(
F3
H3
)
, φij =
(
C20e
φ + e−φ C0eφ
C0e
φ eφ
)
, (3.3)
where φij only carries two degrees of freedom due to the constraint detφij = 1, and g(10),
C4, and F˜5 are singlets. The action can then be rewritten as
S =
1
2κ210
∫
d10x
√
−g(10)
[
R(10) +
1
4
F ij1 · (F1)ij −
1
2
φijF
i
3 · F j3 −
1
4
|F˜5|2
]
+
εij
8κ210
∫
C4 ∧ F i3 ∧ F j3 . (3.4)
where
F ij1 = dφ
ij , F˜5 = dC4 − 1
2
εijC
i
2 ∧ F j3 , ε12 = −ε21 = −ε12 = ε21 = +1 , (3.5)
and indices are raised and lowered by left multiplication by εij or ε
ij, so that (F3)i = εijF
j
3 .
Invariance of the action under global Λij ∈ SL±(2,R) transformations is now manifest, where
F i3 → ΛijF j3 , φij → ΛikΛjlφkl , F˜5 → (det Λ) F˜5 . (3.6)
An SL±(2,Z) subgroup of this classical SL±(2,R) symmetry of type IIB supergravity is an
exact gauged symmetry of type IIB string theory, as manifested by the presence of branes
(seven-branes and orientifold planes) in the spectrum carrying monodromies of this type.
This symmetry group has a geometric interpretation in F-theory as modular transformations
on an elliptic fibration.
16We employ the supergravity conventions of [24] in Einstein frame.
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In some contexts, it is convenient to re-express the bosonic fields in complex combinations.
We define τ ≡ C0 + ie−φ = τ1 + iτ2, so that under SL(2,R) transformations
τ → aτ + b
cτ + d
,
(
a b
c d
)
∈ SL(2,R) . (3.7)
One can then check that the complex doublet ti ≡ 1√
τ2
(
τ
1
)
transforms by an additional phase
under SL(2,R):
ti →
( |cτ + d|
cτ + d
)
Λijt
j , (3.8)
which motivates the definitions of the following complex combinations:
G1 ≡ i
2
titjF
ij
1 =
1
τ2
dτ , A2 ≡ tiCi2 =
1√
τ2
(C2 − τB2) , G3 ≡ tiF i3 =
1√
τ2
(F3 − τH3) ,
(3.9)
all of which transform by a phase under SL(2,R) transformations, and which we label as
charge Q = +1, Q = +1/2, and Q = +1/2 respectively, according to the power 2Q of the
phase factor that they transform by. Notably, half-integer charged quantities change sign
under −1 ∈ SL(2,Z) transformations, whereas τ and integer-charged quantities are invariant.
Since the phase factor is spatially dependent in general, it is necessary to introduce a
covariant derivative:
DΩ ≡ dΩ + iQ
τ2
dτ1 ∧ Ω , D2Ω = −Q
2
G1 ∧G?1 ∧ Ω , (3.10)
so that DΩ carries the same charge as Ω, though the operator is no longer nilpotent. We
also define the nilpotent covariant derivatives:
D±Ω = DΩ± i
2
G1 ∧ Ω? , D±Ω˜ = DΩ˜± i
2
G?1 ∧ Ω˜? , (3.11)
for Ω, Ω˜ of charge +1/2 and −1/2 respectively. However, these operators are not C-linear
(e.g. iD± = D∓i), and so the usual Leibniz rule is not obeyed in general, though the following
identities may be used:
D± (Ωp ∧ Fq) = D±Ωp ∧ Fq + (−1)p Ωp ∧ dFq , (3.12)
d
(
Ωp ∧ Ω˜q + c.c.
)
= D±Ωp ∧ Ω˜q + (−1)p Ωp ∧D±Ω˜q + c.c. , (3.13)
for Fq real and neutral, and Ωp, Ω˜q of charge +1/2 and −1/2 respectively (or vice versa).
Using this notation, the G3 Bianchi identity becomes D−G3 = 0, which is solved locally
by G3 = D−A2. The G1 Bianchi identity becomes DG1 = 0, and the F˜5 Bianchi identity and
local solution become
dF˜5 =
i
2
G3 ∧G?3 , F˜5 = dC4 +
i
4
A2 ∧G?3 + c.c. . (3.14)
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Extended SL±(2,R) transformations may be generated by combining SL(2,R) transforma-
tions with charge conjugation, i.e.
( −1 0
0 1
) ∈ SL±(2,R), which acts by negative complex
conjugation:
τ → −τ ? , G3 → −G?3 , F˜5 → −F˜5 , (3.15)
where DΩ and D±Ω once again have the same transformations properties as Ω.
3.2 The pure-spinor equations in Einstein frame
As a first step towards covariantization, we now show how to rewrite the pure spinor equations
(2.25, 2.26, 2.27) in terms of the Einstein-frame quantities. We take the following ansatz for
the Einstein-frame metric:
ds210 = e
2A(y) ds2(4) + e
−2A(y) gmn(y) dymdyn . (3.16)
Thus, the warp-factor A and unwarped metric g are related to their string-frame counterparts
by
A(S) = A+ φ/4 , g(S)mn = e
φ/2−2Agmn , (3.17)
where g(S) is the warped metric which appears in (2.18).
It is convenient to work with compatible pure spinors whose associated metric is g rather
than g(S). From (2.16, 2.17), we see that this can be accomplished by the rescaling Ψ
(S)
± ≡
e(φ/4−A)pˆΨ±, We also rewrite the Hodge star as ?ˆ
(S)
6 F = e
(2A−φ/2)(3−pˆ)?ˆ6F , where ?6 is the
Hodge star associated with g.
Applying these replacements, the pure spinor equations become:
dH
[
κe(φ/4−A)pˆe4A Re Ψ+
]
= −3κe(φ/4−A)(pˆ−3)eφ/2 Re [µ¯Ψ−] + e(2A−φ/2)(5−pˆ)e2φ?ˆ6F , (3.18)
dH
[
κe(φ/4−A)(pˆ−2) Im Ψ+
]
= −k1F , (3.19)
dH
[
κe(φ/4−A)(pˆ−3)eφ/2Ψ−
]
= −2iµκe(φ/4−A)(pˆ−2) Im Ψ+ , (3.20)
where
κ =
√
1− k21e−4A−φ . (3.21)
Depending on the spinor angle, the pure spinors Ψ± must either take the form (2.16) or
(2.17).
The supersymmetry conditions imply that e8A ?6 F˜
(int)
5 is closed. Thus, we may take the
local ansatz e8A ?6 F˜
(int)
5 = dα. Due to the ten-dimensional self-duality of F˜5, this implies
F˜5 = (1 + ?10) Ω4 ∧ dα , (3.22)
so that α is related to the external components of C4 via C
(ext)
4 = αΩ4, where Ω4 is the
volume-form for the external directions. The Minkowski supersymmetry conditions actually
imply that e8A ?6 F˜
(int)
5 is exact, so that α is globally defined, though this need not be the
case for µ 6= 0.
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3.3 Charged and Chargeless solutions
Solutions to the pure spinor equations fall into two categories, charged solutions and charge-
less solutions, as we now demonstrate.
Consider the one-form component of (3.18), the two-form component of (3.20), and the
three-form component of (3.19):
d
[
κe4A Re Ψ
(0)
+
]
= −3κe2A Re[µ¯Ψ(1)− ] + dα , (3.23)
d
[
κe2AΨ
(1)
−
]
= −2iµκ Im Ψ(2)+ , (3.24)
d
[
κ Im Ψ
(2)
+
]
= k2H3 − k1F3 , (3.25)
where we rewrite the last equation using (2.29) in the form
k2 ≡ κe2A−φ/2 Im Ψ(0)+ + k1C0 , (3.26)
in order to eliminate Im Ψ
(0)
+ , where k2 is constant as a result of the one-form component of
(3.19). These equations are consistent with the SL(2,R) invariance of κRe Ψ(0)+ , κΨ
(1)
− , and
κ Im Ψ
(2)
+ , provided that we identify
Qi =
(
k2
k1
)
, (3.27)
as an SL(2,R) doublet. Indeed, these same forms define calibrations for space-filling, domain-
wall, and cosmic-string D3 branes respectively [11, 12], and therefore must be SL(2,R)
invariant due to the SL(2,Z) invariance of the D3 brane, as classical supergravity does not
distinguish between SL(2,R) and SL(2,Z).
As a further consistency check on this proposal, note that the pure spinors always satisfy
|Ψ(1)− |2/2 + |Ψ(0)+ |2 = 1.17 Defining η ≡ κRe Ψ(0)+ and θ ≡ κΨ(1)− , and using (3.26) to eliminate
Im Ψ
(0)
+ , we obtain:
|θ|2 /2 + η2 = 1− k21e−4A−φ − e−4A+φ (k2 − k1C0)2 = 1− |χ|2 , (3.28)
where
χ ≡ e
−2A
√
τ2
(k2 − τk1) = e−2AtiQi , (3.29)
carries charge +1/2. Under these assumptions, (3.28) is manifestly covariant.
As a final consistency check, note that the −1 ∈ SL(2,Z) involution of an O3/O7 plane
takes the form [9]:
κΨ+ → (−1)pˆ(pˆ−1)/2 κΨ¯+ , κΨ− → (−1)pˆ(pˆ−1) κΨ− . (3.30)
17The one-form Θ in (2.17) is normalized so that |Θ|2 = g−1 (Θ, Θ¯) = 2.
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Thus, κΨ
(3)
− , κ Im Ψ
(0)
+ , κRe Ψ
(2)
+ , κ Im Ψ
(4)
+ , and κRe Ψ
(6)
+ change sign under −1 ∈ SL(2,Z),
whereas the other components are invariant. Therefore, it is consistent to assume that these
components consist of sums of half-integer charged terms, whereas the other components
consist of sums of neutral and/or integer charged terms.18 This is consistent with the SL(2,R)
invariance of κRe Ψ
(0)
+ , κΨ
(1)
− , and κ Im Ψ
(2)
+ .
We refer to solutions with Qi = 0, whether Minkowski or AdS, as “chargeless,”19 and
those with Qi 6= 0 as “charged,” due to the presence of a globaly defined SL(2,R) doublet of
constants. Strict SU(3)-structure solutions with supersymmetric five-branes (e.g. [37]) form
a well known class of charged solutions, whereas strict SU(3)-structure solutions with super-
symmetric three- and/or seven-branes (e.g. [38]) form another well-known class of chargeless
solutions.
As we saw in §2.2, AdS solutions are always chargeless. Moreover, calibrated space-
filling D3 branes can only occur in chargeless solutions, as space-filling (anti-) D3 branes
are calibrated where η = +1 (η = −1), which, by (3.28), implies χ = 0. Additionally,
the presence of a globally defined charge doublet restricts the allowable monodromies to
D7 brane and O5 plane monodromies (or SL(2,Z) conjugates of these, depending on the
frame); this is inconsistent with the seven-brane configurations found in F-theory setups.
For these reasons we focus on chargeless solutions in this paper, for which, moreover, the
supersymmetry conditions take a somewhat simpler form.
Solutions with η = 1, sometimes referred to as “F-theory solutions” since they arise from
compactifications of F-theory on Calabi-Yau four-folds in the Sen limit, form a special well-
studied class of examples. We review the supersymmetry conditions for this case in the next
section, before moving on to consider general chargeless solutions.
3.4 F-theory solutions
By (3.28), η2 = 1 implies χ = 0 and θ = 0. Thus, the pure spinors have types (0, 3), and
define an SU(3) structure
Ψ+ = ηe
−iJ , Ψ− = iΩ , (3.31)
where Ω is a decomposable three-form20 and J a nondegenerate real two-form such that
i
8
Ω ∧ Ω¯ = 1
6
J3 6= 0 , J ∧ Ω = 0 . (3.32)
The choices η = ±1 are related by charge conjugation, under which Ψ± → −Ψ±. We consider
the case η = +1. The pure spinor equations (3.18, 3.19, 3.20) reduce to
e4A = α , 0 = H3 − eφ ?6 F˜3 , d
[
−1
2
eφJ2
]
= e2φ ? F1 , (3.33)
18One can verify that this is correct by using the known SL(2,R) transformation law for the supersymmetry
generators i [36]. I would like to thank P. Koerber for helpful discussions and correspondence on this point.
19Solutions of this type were termed “AdS-like” in [24].
20The i in (3.31) is purely coventional.
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dJ = 0 , 0 = J ∧H3 , d[eφ/2Ω] = 0 , 0 = Ω ∧H3 . (3.34)
The conditions involving three-form flux collectively imply that G3 is primitive with Hodge
type (2, 1). Imposing dJ = 0, the last equation of (3.33) implies that τ is holomorphic.
These conditions, together with e4A = α, are manifestly SL(2,R) covariant if the complex
structure associated to Ω is taken to be SL(2,R) invariant, which implies that J is also
invariant. The third equation of (3.34) may be rewritten in the covariant form DΩ = 0,
provided that we take Ω to carry charge −1/2 under SL(2,R), where the equivalence of
this expression with (3.34) follows from the holomorphicity of τ . Thus, the conditions on
chargeless SU(3) structure vacua, commonly known as “F-theory” solutions, may be written
in the simple covariant form:
e4A = α , G3∧J = G3∧Ω = 0 , ?G3 = iG3 , dJ = 0 , 1
τ2
dτ∧Ω = 0 , DΩ = 0 , (3.35)
where we take Ω to carry charge −1/2 and J to be neutral.
The supersymmetry conditions for η = −1 are similar:
e4A = −α , G3 ∧ J = G3 ∧ Ω = 0 , ?G3 = −iG3 , dJ = 0 , 1
τ2
dτ ∧ Ω¯ = 0 , DΩ = 0 ,
(3.36)
except that we must now take Ω to carry charge +1/2, due to the fact that τ is now anti-
holomorphic. We address this apparent discrepancy between the cases η = ±1 in the next
section.
4 The chargeless supersymmetry conditions
Having classified N = 1 flux vacua of type IIB supergravity into charged and chargeless
backgrounds, we now consider general chargeless solutions. We show how to describe a
general chargeless SU(3)×SU(3) structure in an SL(2,R) covariant fashion in §4.1, and then
derive covariant versions of the pure spinor equations for these solutions in §4.2.
4.1 Chargeless SU(3)× SU(3) structure
We have shown that for η = 1, the Ka¨hler form J associated to the SU(3) structure is
SL(2,R) invariant, whereas the holomorphic three-form Ω carries charge −1/2. Deforming
away from η = 1 slightly, the SU(3) structure decomposes into a local SU(2) structure as
follows:
J = J1 + J2 , Ω = Ω2 ∧Θ . (4.1)
Since θ =
√
1− η2Θ by (2.17, 3.28), we conclude that Θ is SL(2,R) invariant, and therefore
that J2 is invariant and that Ω2 carries charge −1/2. In order to preserve these charge
15
assignments for arbitary η, we rewrite the ansatz (2.17) by performing an SO(3) rotation on
the Ωi:21 22
Ψ+ = e
−iJ1 ∧
[
cϕ
(
1− 1
2
J22
)
+ sϕ Im Ω2 − iJ2
]
, (4.2)
Ψ− = Θ ∧
[
sϕ
(
1− 1
2
J22
)
− cϕ Im Ω2 + iRe Ω2
]
, (4.3)
so that j ≡ − Im Ψ(2)+ = cϕJ1 + J2 is manifestly invariant.
While (4.2, 4.3) completely specify how the pure spinors transform under SL(2,R) in the
chargeless case, the SU(2) structure forms Θ, J1, J2 and Ω2 need not be globally defined if
SU(3)-structure loci (sϕ = 0) are present. Instead, we consider the charge −1/2 forms
ω ≡ sϕΩ2 , β = 1
2
(1 + cϕ)Ω2 ∧Θ , γ = 1
2
(1− cϕ)Ω2 ∧ Θ¯ , (4.4)
in addition to the invariant forms η = cϕ, θ = sϕΘ and j = cϕJ1 + J2 defined previously. All
of these forms are globally defined up to SL±(2,Z) monodromies, as they can be extracted
from the pure spinors directly. In particular,
η = Re Ψ
(0)
+ , θ = Ψ
(1)
− , j = − Im Ψ(2)+ , Imω = Re Ψ(2)+ , Reω = ιRe θ Im Ψ(3)− ,
β =
1
2i
(1 + η)Ψ
(3)
− −
1
2i
Imω ∧ θ , γ? = 1
2i
(1− η)Ψ(3)− +
1
2i
Imω ∧ θ , (4.5)
where the inner product is computed using the associated metric. The original pure spinors
can be reconstructed using only these forms:
Ψ+ = η+ Imω− ij− 1
2
ηj2− j ∧ j1− i Imω∧ j˜+ i
6
j3 , Ψ− = θ+ i(β+γ?)− 1
2
j2∧ θ , (4.6)
where j1 ≡ i2θ ∧ θ¯ = s2ϕJ1 and j˜ ≡ ηj + j1 = J1 + cϕJ2.
We refer to the forms η, θ, j, ω, β and γ as the (chargeless) SU(3) × SU(3) structure
henceforward, since they are collectively equivalent to the chargeless pure spinors by (4.5)
and (4.6). The compatibility and purity of Ψ± impose certain conditions on the SU(3)×SU(3)
structure forms. These are readily derived by requiring that
Θ =
1√
1− η2 θ , J2 =
1
1− η2 j2 , Ω2 =
1√
1− η2ω , (4.7)
define an SU(2) structure for η2 < 1, where j2 ≡ j − ηj˜ = s2ϕJ2, and that
Ω = β , J = j , (4.8)
21Recall that eiϑ = ±1 for a chargeless solution, where the extra sign can be absorbed by redefinitions.
22A similar basis was used in [19].
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or
Ω = γ? , J = −j , (4.9)
define an SU(3) structure for η = ±1 respectively, where ω, θ vanish in the latter two cases,
γ vanishes for η = 1, and β vanishes for η = −1. Writing out these conditions using (2.8,
3.32) and simplifying, we find that the SU(3)× SU(3) structure must satisfy:
η2 6 1 , 1
2
j1 ∧ j2 + 1
6
ηj3 =
i
4(1 + η2)
[
β ∧ β¯ − γ ∧ γ¯] 6= 0 , (4.10)
(1− η) β = 1
2
ω ∧ θ , (1 + η) γ = 1
2
ω ∧ θ¯ , (4.11)
ω ∧ ω = 0 , j ∧ ω = i
2
η
[
θ ∧ γ − θ¯ ∧ β] , (4.12)
1
2
ω ∧ ω¯ = j2 − j˜2 , j ∧ β = j ∧ γ = 0 , (4.13)
as well as the requirement that both β and γ are decomposable and the topological condition
that the associated metric is positive definite. These conditions are necessary and sufficient
to define an SU(3)× SU(3) structure, and ensure in particular that ω = θ = 0 for η = ±1.
Referring to (4.5), we see that charge conjugation Ψ± → −Ψ± has the following action
on the SU(3)× SU(3) structure:
η → −η , θ → −θ , j → −j , ω → ω? , β → −γ? , γ → −β? . (4.14)
This explains the apparent discrepancy in the previous section where the holomorphic three-
form carried opposite charge for η = +1 F-theory solutions and their charge conjugate
η = −1 counterparts, as the holomorphic three-form is given by β (with γ = 0) in the first
case, and γ? (with β = 0) in the second, so that charge conjugation takes Ψ
(3)
− → −Ψ(3)− as
expected.
4.2 The covariant “pure-spinor” equations
We now show how to rewrite the pure spinor equations (3.18, 3.19, 3.20) as covariant differ-
ential conditions on the chargeless SU(3)× SU(3) structure. Writing them out rank by rank
using (4.6), we obtain:
d
[
e4Aη
]
= dα− 3e2A Re [µ¯θ] , d [e2Aθ] = 2iµj , dj = 0 , (4.15)
d
[
e2A+φ/2 Imω
]
= ηe4AH3 − e4A+φ ? F˜3 + 3eφ/2 Im [µ¯(β + γ¯)] , (4.16)
d
[
ieφ/2 (β + γ¯)
]
= e2AH3 ∧ θ + 2iµeφ/2−2A Imω ∧ j˜ , (4.17)
d
[
eφ
(
1
2
ηj2 + j ∧ j1
)]
= −e2A+φ/2 Imω ∧H3 − e2φ ? F1 − 3
2
eφ−2Aj2 ∧ Re [µ¯θ] , (4.18)
d
[
eφ/2−2A Imω ∧ j˜] = j ∧H3 , (4.19)
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d[
1
2
eφ−2Aj2 ∧ θ
]
= ieφ/2(β + γ?) ∧H3 + 2iµeφ−4A1
6
j3 . (4.20)
The conditions (4.15) are already covariant. We decompose the conditions (4.16 – 4.20)
into covariant pieces, introducing noncovariant undetermined currents, which we label as
“separation forms.” To accomplish this decomposition, we use the following replacements
eφ/2F˜3 =
1
2
(G3 +G
?
3) , e
−φ/2H3 =
i
2
(G3 −G?3) , (4.21)
eφF1 =
1
2τ2
(dτ + dτ ?) , dφ =
i
2τ2
(dτ − dτ ?) , (4.22)
as well as the useful identities
Im [D+ξ] = e
−φ/2d
[
eφ/2 Im ξ
]
, e−φ/2d
[
eφ/2ξ
]
= Dξ +
i
2τ2
dτ ∧ ξ , (4.23)
for ξ of charge −1/2.
The three-form equation (4.16) decomposes into
D+
[
e2Aω
]
= ηe4AG?3 − ie4A ? G?3 + 3µ¯β − 3µγ + I3 , (4.24)
where I3 is a real separation form. The four-form equation (4.17) decomposes into
Dβ − i
2τ2
dτ ? ∧ γ? = −1
2
e2AG?3 ∧ θ − iµe−2Aω ∧ j˜ + J4 , (4.25)
Dγ − i
2τ2
dτ ? ∧ β? = 1
2
e2AG?3 ∧ θ¯ − iµ¯e−2Aω ∧ j˜ − J ?4 , (4.26)
where J4 is a complex separation form. The first five-form equation (4.18) decomposes into:
?
1
τ2
dτ = − i
τ2
dτ ∧
(
1
2
ηj2 + j ∧ j1
)
+
1
2
e2Aω? ∧G3 + J5 , (4.27)
d
[
1
2
ηj2 + j ∧ j1
]
= −1
2
e2A Re [ω ∧G3]− 3
2
e−2Aj2 ∧ Re [µ¯θ]− ReJ5 , (4.28)
where J5 is a complex separation form. The second five-form equation (4.19) decomposes
into:
D+
[
e−2Aω ∧ j˜] = j ∧G?3 + I5 , (4.29)
where I5 is a real separation form. Finally, the six-form equation (4.20) decomposes into:
d
[
1
2
e−2Aj2 ∧ θ
]
=
1
3
iµe−4Aj3 − 1
2
(β ∧G3 − γ? ∧G?3) +
1
2
(J6 −K6) , (4.30)
0 = γ? ∧G3 + i
2τ2
e−2Adτ ∧ j2 ∧ θ + J6 , (4.31)
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0 = β ∧G?3 +
i
2τ2
e−2Adτ ? ∧ j2 ∧ θ +K6 , (4.32)
where J6 and K6 are complex separation forms.
To show that the conditions (4.24 – 4.32) are covariant, it is sufficient to prove that all the
separation forms I3, J4, I5, J5, J6, and K6 must vanish. The derivation is rather technical.
We consider the cases η2 = 1 and η2 < 1 separately, either one of which must hold at any
point of interest, regardless of whether either is true globally. In the former case we apply
the Hodge and primitivity decompositions with respect to the local SU(3) structure (4.8)
or (4.9), and in the latter we decompose with respect to the local SU(2) structure (4.7). In
either case, applying the SU(3)× SU(3) stucture constraints (4.10 – 4.13) and the covariant
conditions (4.15), one can show that all separation forms must vanish. This derivation is
summarized in Appendix A.
We then obtain the explicitly covariant supersymmetry conditions:23
d
[
e4Aη
]
= dα− 3e2A Re [µ¯θ] , d [e2Aθ] = 2iµj , dj = 0 , (4.33)
D+
[
e2Aω
]
= ηe4AG?3 − ie4A ? G?3 + 3µ¯β − 3µγ , (4.34)
Dβ − i
2τ2
dτ ? ∧ γ? = −1
2
e2AG?3 ∧ θ − iµe−2Aω ∧ j˜ , (4.35)
Dγ − i
2τ2
dτ ? ∧ β? = 1
2
e2AG?3 ∧ θ¯ − iµ¯e−2Aω ∧ j˜ , (4.36)
D+
[
e−2Aω ∧ j˜] = j ∧G?3 , (4.37)
d
[
1
2
e−2Aj2 ∧ θ
]
=
1
3
iµe−4Aj3 − 1
2
(β ∧G3 − γ? ∧G?3) , (4.38)
as well as
?
1
τ2
dτ = − i
τ2
dτ ∧
(
1
2
ηj2 + j ∧ j1
)
+
1
2
e2Aω? ∧G3 , (4.39)
d
[
1
2
ηj2 + j ∧ j1
]
= −1
2
e2A Re [ω ∧G3]− 3
2
e−2Aj2 ∧ Re [µ¯θ] , (4.40)
0 = γ? ∧G3 + i
2τ2
e−2Adτ ∧ j2 ∧ θ , (4.41)
0 = β ∧G?3 +
i
2τ2
e−2Adτ ? ∧ j2 ∧ θ . (4.42)
In fact, (4.33 – 4.38), together with the algebraic constraints (4.10 – 4.13), imply the remain-
ing equations, (4.39 – 4.42). This redundancy is not surprising, given that five noncovariant
equations (4.16 – 4.20) have been shown to imply, taken together with (4.10 – 4.13, 4.15),
nine covariant equations (4.34 – 4.42).
23Recall that the forms η, θ, j, ω, β, and γ are equivalent to the chargeless pure spinors by (4.5, 4.6); we
prefer them to the pure spinors due to their simpler transformation properties under SL(2,R).
19
To establish this last result, we follow similar steps to those taken to derive the covariant
conditions. We add arbitrary forms J5, M5, J6, and K6 respectively to (4.39 – 4.42) and
then show that these forms must vanish upon imposing the other supersymmetry conditions.
The math is now very similar to that used to derive the covariant conditions. In particular,
for η2 < 1, the same steps that led to (A.14, A.17) show that J6 = K6 = 0 as a consequence
of (4.34, 4.35, 4.36). Similarly, the steps which led to (A.18) and (A.53, A.57) show that
J5 = 0, and those which led to (A.23) and (A.56) show that M5 = 0. The special case
η = ±1 is readily verified.
Even so, the redundant conditions (4.39 – 4.42) are sometimes useful in computations.
5 Consistency Checks
Having established our main results, the distinction between charged and chargeless solu-
tions, the SL(2,R) transformation properties of the chargeless pure spinors (4.6), and the
SL(2,R)-covariant supersymmetry conditions (4.33 – 4.38), we now perform a few additional
computations as consistency checks on these results. In §5.1, we review the supergravity
Bianchi identities, and show that they imply the flux equations of motion upon imposition
of the supersymmetry conditions, a known result which we are able to rederive relatively
easily. In §5.2, we show that the flux superpotential proposed in [30] is SL(2,R) invariant, a
new result which presents a further consistency check on our calculation and on the proposed
superpotential.
5.1 Equations of motion
In addition to the supersymmetry conditions, four-dimensional N = 1 vacua must satisfy
the supergravity Bianchi identities24
d
[
e−8A ? dα
]
= − i
2
G3 ∧G?3 , D−G3 = 0 , (5.1)
and equations of motion:
d ? dA =
1
8
e4AG3 ∧ ?G?3 +
1
4
e−8Adα ∧ ?dα + Λe−4AΩ6 , (5.2)
D+
[
e4A ? G3
]
= idα ∧G3 , D
[
?
1
τ2
dτ
]
= − i
2
e4AG3 ∧ ?G3 , (5.3)
Rmn = 8∇mA∇nA− 1
2
e−8A∇mα∇nα+ 1
4τ 22
[∇mτ∇nτ¯ + c.c.] + 1
2
e4ATˆmn−Λe−4Agmn , (5.4)
24Our distinction between “Bianchi identities” and “equations of motion” is consistent with that made
in [8]; the RR Bianchi identity dF1 = 0 is implicit in this formalism, since τ is specified directly.
20
where Λ = R(4)/4 is the four-dimensional cosmological constant, Rmn is the Ricci tensor
formed from the unwarped metric gmn, contractions and Hodge duals are formed using gmn,
and
Tˆmn =
1
4
(
GmpqG¯npq + G¯
mpqGnpq
)− 1
12
G¯pqrGpqrδ
m
n . (5.5)
Fortunately, one can show that the supersymmetry conditions, combined with the Bianchi
identities (5.1), imply the remaining equations of motion (5.2, 5.3, 5.4) [39]. This result can
be extended to include calibrated D-branes, wherein the bulk supersymmetry conditions
and Bianchi identities, together with the calibration equations, imply all remaining bulk and
brane equations of motion [40].
For completeness, we partially reproduce this result for the chargeless solutions considered
here. While we do not impose calibration conditions, we do not exclude sources explicitly,
and do not impose the source-free Bianchi identities in the following derivation, apart from
the Bianchi identity D
[
1
τ2
dτ
]
= 0.25
Applying D+ to (4.34) and simplifying using (4.35, 4.36, 4.33), we find:
D+
[
e4A ? G3
]
= idα ∧G3 + iηe4AD−G3 (5.6)
Thus, in the absence of sources, the G3 Bianchi identity implies the G3 equation of motion.
Applying D to (4.39) and simplifying using (4.40, 4.34, 4.41, 4.42), we find:
D
[
?
1
τ2
dτ
]
= − i
2
e4AG3 ∧ ?G3 + 1
2
e2Aω? ∧D−G3 (5.7)
Thus, in the source-free case, the axodilaton equation of motion also follows from the G3
Bianchi identity.
To obtain the warp-factor equation of motion from the Bianchi identities, we use the
identity
0 =
1
2
e−6A ? d
[
(1− η2)e8A]− 1
2
e4A Im [ω ∧G3]− 3
2
ηj2 ∧ Im [µ¯θ] (5.8)
which can be shown to follow from the supersymmetry conditions. Combining this with
ηe−4A times the Hodge star of (4.33), we obtain:
0 = e−4A ? d
[
e4A
]− 1
2
e2A Im [ω ∧G3]− ηe−4A ? dα (5.9)
Taking the exterior derivative of this equation, and applying (4.34, 4.40, 4.38), we obtain:
0 = 4d ? dA− 1
2
e4AG3 ∧ ?G?3 − e−8Adα ∧ ?dα + 12|µ|2e−4A
[
1
6
ηj3 +
1
2
j2 ∧ j1
]
25Violating the Bianchi identity D
[
1
τ2
dτ
]
= 0 in an SL(2,Z) covariant formalism requires SL(2,R) to be
gauged and spontaneously broken to SL(2,Z), which is beyond the scope of this paper. This gauging is
necessary in the vicinity of a seven-brane, due to the topological defect caused by the monodromy.
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− ηe4A
[
d
[
e−8A ? dα
]
+
i
2
G3 ∧G?3
]
− 1
2
e2A Im [ω ∧D−G3] (5.10)
The first line is the source-free A equation of motion with cosmological constant Λ = −3|µ|2.
Thus, this too follows from the Bianchi identities in the absence of sources.
The chargeless supersymmetry conditions also impose constraints upon D−G3 itself. Ap-
plying D to (4.35, 4.36) and simplifying using (4.37), and applying D+ to (4.37) itself, we
find:
D−G3 ∧ θ = D−G3 ∧ θ¯ = D−G3 ∧ j = 0 (5.11)
Moreover, taking the exterior derivative of (4.40) and simplifying using (4.34, 4.38, 4.39), we
obtain:
Re [ω ∧D−G3] = 0 (5.12)
These equations constrain the form of possible source terms consistent with N = 1 super-
symmetry, though such questions are more thoroughly addressed by the study of D-brane
calibrations [10 – 12].
While it is possible to derive the Einstein equations (5.4) from the supersymmetry con-
ditions and Bianchi identities [39], we do not attempt to reproduce such a computation in
this context.
5.2 The flux superpotential
The off-shell flux superpotential26
W =
1
4κ210
∫ 〈
e3A
(S)−φΨ(S)− , F + i dH
[
e−φ Re Ψ(S)+
]〉
, (5.13)
has been proposed [30, 41] as an appropriate generalization of the well-known Gukov-Vafa-
Witten superpotential [42, 43] to general SU(3) × SU(3) structure compactifications with
equal spinor norms (k1 = 0). Since SL±(2,Z) is an exact gauged symmetry of string theory,
W must be SL±(2,Z) invariant. As usual, we expect that this is enhanced to SL±(2,R)
invariance in tree-level supergravity, so that the integrand of (5.13) must be neutral under
SL(2,R).
We now verify that this is the case for chargeless solutions. Applying the chargeless
ansatz (4.6) to (5.13) and simplifying the integrand using (4.10 – 4.13), we obtain:
W =
i
4κ210
∫ (
G3 ∧ β +G?3 ∧ γ? +
1
2
β ∧D[e−2Aω?]− 1
2
γ? ∧D[e−2Aω]
)
+
1
4κ210
∫ (
e2A θ ∧ F˜5 − i θ ∧ j ∧ d[ηe−2Aj]− i e−2Aj ∧ j1 ∧ dθ
)
. (5.14)
26Specifically, this is the superpotential of four-dimensional “Weyl-invariant supergravity,” as explained in
detail in [30]. The more-standard Einstein supergravity superpotential is then WE = e
−K/2W , where K is
the Ka¨hler potential. I thank P. Ca´mara for discussions on this point.
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Comparing with (4.14), we see that the superpotential is SL±(2,R) invariant. Moreover, for
η = 1, it truncates to the familiar Gukov-Vafa-Witten result:
W =
i
4κ210
∫
G3 ∧ Ω , (5.15)
where Ω = β is the holomorphic three-form.
Applying the supersymmetry conditions (4.33 – 4.42) to (5.14) and simplifying the inte-
grand, we find
〈W 〉 = µ
κ210
∫
d6y
√
ge−4A =
µ
κ24
, (5.16)
for a supersymmetric vacuum, where κ24 is the four-dimensional Newton constant. This is
consistent with the supergravity result Λ = −3κ44|W |2 = −3|µ|2.
The SL(2,R) covariance of (5.14) is a highly non-trivial consistency check on the proposed
superpotential (5.13), as the latter was developed using D-brane and Euclidean D-brane
physics [30] without imposing SL(2,Z) invariance.
6 Conclusions
We have shown that geometric N = 1 vacua of type IIB string theory fall into two classes,
which we label chargeless and charged solutions. Chargeless solutions are particularly inter-
esting from the perspective of F-theory, as they allow in-principle arbitrary combinations of
SL(2,Z) monodromies. We have derived simple algebraic (4.10 – 4.13) and differential (4.33
– 4.38) conditions for chargeless supersymmetric solutions which are manifestly SL(2,R)
covariant. Together with the Bianchi identities (5.1), these are necessary and sufficient
conditions for chargeless supersymmetry. The success of this endeavor is a non-trivial con-
sistency check on the pure-spinor equations of [8], which do not make the SL(2,R) invariance
of the theory manifest.
We have also demonstrated that the flux superpotential proposed in [30] is SL±(2,R)
invariant for chargeless SU(3)× SU(3) structure, obtaining the covariant expression (5.14).
The formalism presented here should prove useful to the study of generalized F-theory so-
lutions, where SL(2,Z) covariance plays an essential role. It also provides a useful alternative
perspective on previous approaches to the classification of N = 1 vacua using generalized
complex geometry.
One might hope to extend these methods to charged solutions. Indeed, in the case
of strict SU(3) structure, the calculation is relatively straightforward, and results in a clean
restatement of the supersymmetry conditions on an already well-studied class of vacua. There
are indications that the SL(2,R)-covariant supersymmetry conditions on general charged
vacua should be relatively simple, but an explicit derivation of these conditions is hampered
by the difficulty in determining the SL(2,R) transformation properties of the pure spinors,
since the considerations of §4.1 no longer apply. A more direct approach using the known
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SL(2,R) transformation law for the supersymmetry generators i may be indicated. We
return to these questions in a future work [36].
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A Derivation of the chargeless SUSY conditions
In §4.2, we showed that the pure spinor equations (3.18, 3.19, 3.20) can be rewritten in the
form (4.15, 4.24 – 4.32) for arbitrary real separation forms I3 and I5 and complex separation
forms J4, J5, J6 and K6. We now show that these separation forms all vanish, proving that
the supersymmetry conditions are covariant.
We consider the cases η2 = 1 and η2 < 1 separately, in §A.1 and §A.2 respectively.
A.1 SU(3) structure loci (η = ±1)
We first prove that the separation forms vanish at a locus where η2 = 1. We consider the
case η = +1 (η = −1 is related to this by charge conjugation). Note that the SU(3)× SU(3)
structure constraints (4.10 – 4.13) and (4.15) imply the conditions:
dθ = 2iµe−2Aj , dη = 0 , dγ = 0 , (A.1)
[dω](0,3) = [dω](1,2) = 0 , j ∧ dω = 0 , dω ∧ β? = −4iµ¯e−2Aj3 , (A.2)
where Dω = D+ω = dω, since ω = 0, so that the connection terms vanish, and the Hodge
decomposition is taken with respect to the locally defined almost complex structure β. This
complex structure need not be integrable. However, the (1, 2) component of dω must still
vanish, since ω is a (2, 0) form which vanishes where η = 1, so that ω ∧ f(2,1) = 0 for any
(2, 1) form f . Taking the exterior derivative and imposing ω = 0, we recover [dω](1,2) = 0
since f is arbitrary.
Written out, (4.24 – 4.32) reduce to:
e2Adω = e4A[G?3 − i ? G?3] + 3µ¯β + I3 , Dβ = J4 ,
i
2τ2
dτ ? ∧ β? = J ?4 , (A.3)
?
1
τ2
dτ = − i
2τ2
dτ ∧ j2 + J5 , ReJ5 = 0 , j ∧G?3 + I5 = 0 , (A.4)
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0 =
2
3
iµe−4Aj3 +
1
2
β ∧G3 − 1
2
(J6 −K6) , J6 = 0 , β ∧G?3 +K6 . (A.5)
Wedging β? into the first equation of (A.3) and simplifying, we find I3 ∧ β? = 0. Therefore,
since I3 is real, I3 = (2, 1)⊕ (1, 2). However, the rest of equation only has (3, 0)⊕ (2, 1)P ⊕
(1, 2)NP⊕(0, 3) components.27 Since I3 is real, this implies that it must vanish, and therefore
in particular GNP(2,1) = G(3,0) = 0. Thus, K6 = 0 and I5 = j ∧ (2, 1)NP and is therefore
vanishing, since it is real.
Writing out the Hodge star in the first equation of (A.4), we find:
i
2τ2
j2 ∧ ∂¯τ = J5 (A.6)
However, since J5 is imaginary, we conclude that it must vanish, and therefore ∂¯τ = 0.
Applying this to (A.3), we find J4 = 0. Thus, all the separation forms must vanish at a
locus where η = 1. A similar argument applies to the case η = −1.
A.2 Local SU(2) structure (η2 < 1)
Now consider a point where η2 < 1; we can define a local SU(2) structure J2, Ω2, and Θ via
(4.7). Using this SU(2) structure, we can decompose an arbitrary forms according to their θ
and θ¯ fiber components, as well as their Hodge type and (for (1, 1) forms) their primitivity
along the base. Thus, for instance, an arbitrary three-form decomposes as
M3 = Mθθ¯;1,0 +Mθθ¯;0,1 +M;2,1 +M;1,2 +Mθ;2,0 +Mθ;0,2 +Mθ¯;2,0 +Mθ¯;0,2
+Mθ;(1,1)P +Mθ¯;(1,1)P +Mθ;(1,1)NP +Mθ¯;(1,1)NP , (A.7)
and an arbitrary four-form as
N4 = N;2,2 +Nθθ¯;(1,1)NP +Nθθ¯;(1,1)P +Nθθ¯;2,0 +Nθθ¯;0,2 +Nθ;2,1 +Nθ;1,2 +Nθ¯;2,1 +Nθ¯;1,2 . (A.8)
Note the use of the semicolon to distinguish this from an ordinary Hodge decomposition;
e.g. M;1,2 6= M(1,2), since the former has legs along the base only. Many of these components
can be written as scalars times the SU(2) structure forms, for instance Mθ;(1,1)NP ∝ Θ ∧ J2
and N;2,2 ∝ J22 , etc.
We use these decompositions to show that the separation forms vanish. To begin with,
we consider the θ ∧ (1, 1)P and θ¯ ∧ (1, 1)P components of (4.24), along with the J1 ∧ (1, 1)P
components of (4.25, 4.26):
e2A [Dω]θ;(1,1)P = (1 + η)e
4A
[
Gθ¯;(1,1)P
]?
+ Iθ;(1,1)P , (A.9)
e2A [Dω]θ¯;(1,1)P = −(1− η)e4A
[
Gθ;(1,1)P
]?
+ Iθ¯;(1,1)P , (A.10)
[Dω]θ¯;(1,1)P ∧ θ = −e2A(1− η)
[
Gθ;(1,1)P
]? ∧ θ + 2(1− η)Jθθ¯;(1,1)P , (A.11)
27The superscripts P and NP denote primitive and non-primitive components.
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[Dω]θ;(1,1)P ∧ θ¯ = e2A(1 + η)
[
Gθ¯;(1,1)P
]? ∧ θ¯ − 2(1 + η) [Jθθ¯;(1,1)P]? . (A.12)
Wedging θ¯ and θ into (A.9) and (A.10) respectively, and combining them with (A.12) and
(A.11) to eliminate G3, we find
0 = e−2AIθ;(1,1)P∧ θ¯+2(1+η)
[Jθθ¯;(1,1)P]? , 0 = e−2AIθ¯;(1,1)P∧θ−2(1−η)Jθθ¯;(1,1)P . (A.13)
Using the reality of I3, we deduce that Iθ;(1,1)P = Iθ¯;(1,1)P = Jθθ¯;(1,1)P = 0.
We extract further components of the separation forms by wedging them into various of
the SU(2) structure forms. Wedging j ∧ θ and j ∧ θ¯ into (4.24) and combining with θ and θ¯
wedged into (4.29), we find that I5∧θ = I3∧ j∧θ = 0, as well as G3∧ j∧θ = G3∧ j∧ θ¯ = 0.
Wedging j and θ into (4.25), we obtain J4 ∧ θ = J4 ∧ j = 0.
Now consider β and γ wedged into (4.24). Integrating by parts, applying (4.25, 4.26),
and using (4.31, 4.32) to eliminate G3, we obtain:
I3 ∧ β + e2AJ4 ∧ ω + 2ηe4AK6 = 0 , I3 ∧ γ − e2AJ ?4 ∧ ω + 2ηe4AJ ?6 = 0 , (A.14)
where we make use of the identities
ω? ∧ β = (1 + η)j2 ∧ θ , ω ∧ γ? = (1− η)j2 ∧ θ , (A.15)
and
? θ = − i
2
j2 ∧ θ , ?β = −iβ , ?γ = iγ , ?(j ∧ θ) = −ij ∧ θ (A.16)
We also consider 1
2
ω∧ θ and 1
2
ω∧ θ¯ wedged into (4.24). Integrating by parts and using (4.31,
4.32) to eliminate G3, we obtain:
I3 ∧ β + (1 + η)e4AK6 = 0 , I3 ∧ γ − (1− η)e4AJ ?6 = 0 (A.17)
where we cancel an overall factor of (1 − η) from the first equation and (1 + η) from the
second; these equations still hold in the special case η = ±1, since they then follow from
(A.14).
Wedging θ and θ¯ into (4.27) and using (4.31, 4.32) to eliminate G3 as before, we obtain:
J5 ∧ θ + (1 + η)e2AJ6 = 0 , J5 ∧ θ¯ + (1− η)e2AK?6 = 0 . (A.18)
Next, consider (4.28) wedged into θ:
0 = −iµj2∧j1 +e2Adη∧j2∧θ+e4A(1−η)G3∧β+e4A(1+η)G?3∧γ?+2e2A ReJ5∧θ . (A.19)
We compare this with the wedge product of β? and γ? with (4.24). Integrating by parts,
applying (4.25, 4.26), and simplifying, we obtain:
−iµ¯j2∧j1−e2Adη∧j2∧θ¯−(1+η)e4AG3∧γ−(1−η)e4AG?3∧β?+e2Aω∧J ?4 +I3∧β? = 0 , (A.20)
26
−iµj2∧j1+e2Adη∧j2∧θ+(1−η)e4AG3∧β+(1+η)e4AG?3∧γ?−e2Aω∧J4+I3∧γ? = 0 , (A.21)
where we use
2(1 + η)j3 +ω ∧ω? ∧ j˜− 3iβ ∧ β? = −2(1− η)j3 +ω ∧ω? ∧ j˜+ 3iγ ∧ γ? = −j2 ∧ j1 , (A.22)
which can be verified a number of different ways. Thus, we find:
I3∧β?+e2Aω∧J ?4 +2e2A ReJ5∧ θ¯ = 0 , I3∧γ?−e2Aω∧J4−2e2A ReJ5∧θ = 0 . (A.23)
Finally, consider 1
2
ω?∧θ wedged into (4.24). Integrating by parts and simplifying, we obtain:
0 = 2iµηj2 ∧ j1 − e−2Ad
[
e4A(1− η2)] ∧ j2 ∧ θ + (1 + η)2e4AG?3 ∧ γ? − (1− η)2e4AG3 ∧ β
+ (1 + η)I3 ∧ γ? + (1− η)I3 ∧ β , (A.24)
where we use
2(1− η2)j3 = 3(1 + η)iγ ∧ γ? + 3(1− η)iβ ∧ β? , ω ∧ ω? ∧ j = 2ηj2 ∧ j1 . (A.25)
To simplify the above expression, we employ (4.30), written in the form:
0 = −2
3
iµj3 +
1
2
e−2Ade4A ∧ j2 ∧ θ − 1
2
e4A (β ∧G3 − γ? ∧G?3) +
1
2
e4A(J6 −K6) , (A.26)
as well as (A.19). We find
0 = (1 + η)I3 ∧ γ? + (1− η)I3 ∧ β − 4ηe2A ReJ5 ∧ θ + (1− η2)e4A(J6 −K6) . (A.27)
Equations (A.14, A.17, A.18, A.23, A.27) constitute nine conditions on the eight variables
I3 ∧ β, I3 ∧ γ, J4 ∧ ω, J4 ∧ ω?, J6, K6, J5 ∧ θ, and J5 ∧ θ¯. Thus, one might expect that
we can solve for all eight variables. Indeed this can be done, even without (A.27); it is
straightforward to check that all of them must vanish:
I3∧β = I3∧γ = 0 , J4∧ω = J4∧ω? = 0 , J6 = K6 = 0 , J5∧θ = J5∧θ¯ = 0 .
(A.28)
Together with the constraints derived previously, this implies that I3, J4, I5 and J5 take
the form:
I3 = Iθθ¯;1,0 + I;2,1 + c.c. , J4 = Jθ;2,1 + Jθ;1,2 , I5 = Iθθ¯;2,1 + c.c. , J5 = Jθθ¯;2,1 + Jθθ¯;1,2 .
(A.29)
To extract the relevant components of (4.25, 4.26), we wedge them into θ¯ and θ respec-
tively and apply (4.29) to obtain:
0 = −e−4Ad [e4A(1 + η)] ∧ ω ∧ j˜ − e2A [j + j˜] ∧G?3 + iτ2 dτ ? ∧ ω? ∧ j˜
+ iJ4 ∧ θ¯ − e2A(1 + η)I5 , (A.30)
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0 = −e−4Ad [e4A(1− η)] ∧ ω ∧ j˜ − e2A [j − j˜] ∧G?3 + iτ2 dτ ? ∧ ω? ∧ j˜
+ iJ ?4 ∧ θ − e2A(1− η)I5 . (A.31)
Similarly, to extract the relevant components of (4.24), we wedge it into j and j1 and simplify
using (4.29) to obtain:
0 = −e−2Ad [e4Aη] ∧ ω ∧ j˜ − ie4A ? G?3 ∧ j + I3 ∧ j − ηe4AI5 , (A.32)
0 = −e−6Ad [(1− η2)e8A] ∧ ω ∧ j˜ − e4AG?3 ∧ [j − ηj˜]− ie4A ? G?3 ∧ j1
+ I3 ∧ j1 − e4A(1− η2)I5 . (A.33)
To simplify these expressions further, we use the identities:
j ∧ ?Ωˆ = −ij˜ ∧
(
Ωˆ2,1 − Ωˆ1,2
)
, j˜ ∧ ?Ωˆ = −ij ∧
(
Ωˆ2,1 − Ωˆ1,2
)
, (A.34)
where the Hodge decomposition is with respect to β (or, equivalently, γ) and Ωˆ is any
three-form satisfying Ωˆθ;(1,1)NP = Ωˆθ¯;(1,1)NP = 0. To prove these identities, note that we can
decompose Ωˆ = j ∧ v+ j˜ ∧w+ . . ., where the omitted terms vanish when wedged into j and
j˜. One can then show using the primitivity decomposition that
? Ωˆ = −i (v1,0 − v0,1) ∧ j˜ − i(w1,0 − w0,1) ∧ j + . . . . (A.35)
The identities (A.34) are now easily verified.
Thus, (A.32, A.33) become:28
0 = −e−2Ad[e4Aη] ∧ ω ∧ j˜ − e4AG?(1,2) ∧ j˜ + I(2,1) ∧ j − ηe4AI(3,2) , (A.36)
0 = e4AG?(2,1) ∧ j˜ + I(1,2) ∧ j − ηe4AI(2,3) , (A.37)
0 = −e−6Ad[(1− η2)e8A] ∧ ω ∧ j˜ − 2e4AG?(1,2) ∧ j2 + I(2,1) ∧ j1 − e4A(1− η2)I(3,2) , (A.38)
0 = I(1,2) ∧ j1 − e4A(1− η2)I(2,3) , (A.39)
where j1 = j˜ − ηj and j2 = j − ηj˜. Similarly, (A.30, A.31) become:
0 = −e−4Ad[e4A(1 + η)] ∧ ω ∧ j˜ − e2A[j + j˜] ∧G?(1,2) + iJ(3,1) ∧ θ¯ − e2A(1 + η)I(3,2) ,
(A.40)
0 = −e2A[j + j˜] ∧G?(2,1) +
i
τ2
dτ ? ∧ ω? ∧ j˜ + iJ(2,2) ∧ θ¯ − e2A(1 + η)I(2,3) , (A.41)
0 = −e−4Ad[e4A(1− η)] ∧ ω ∧ j˜ − e2A[j − j˜] ∧G?(1,2) + iJ ?(2,2) ∧ θ − e2A(1− η)I(3,2) ,
(A.42)
0 = −e2A[j − j˜] ∧G?(2,1) +
i
τ2
dτ ? ∧ ω? ∧ j˜ + iJ ?(3,1) ∧ θ − e2A(1− η)I(2,3) . (A.43)
28To clarify notation, G?(p,q) ≡
[
G(p,q)
]?
= [G?](q,p) 6= [G?](p,q).
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We combine these equations to eliminate G3 and dτ , leaving:
0 = 2I(1,2) ∧ j + ie2AJ(2,2) ∧ θ¯ − ie2AJ ?(3,1) ∧ θ − 4ηe4AI(2,3) , (A.44)
0 = I(1,2) ∧ j1 − e4A(1− η2)I(2,3) , (A.45)
0 = −2I(2,1) ∧ j + ie2AJ(3,1) ∧ θ¯ − ie2AJ ?(2,2) ∧ θ , (A.46)
0 = −I(2,1) ∧ [j1 + 2ηj] + ie2AJ(3,1) ∧ θ¯ + ie2AJ ?(2,2) ∧ θ − e4A(1− η2)I(3,2) . (A.47)
Applying the Hodge decomposition to (4.27, 4.28) and extracting the relevant compo-
nents, we obtain:
0 = J(3,2) , (A.48)
0 = − i
τ2
∂¯Πτ ∧ j˜ ∧ j2 + 1
4
e2A(1− η2)ω? ∧ Gˆ(2,1) + 1
2
(1− η2)J(2,3) , (A.49)
0 =
1
2
e−8A∂¯Π[(1− η2)e8A] ∧ j˜ ∧ j2 − 1
4
e2A(1− η2)ω? ∧ Gˆ?(1,2) − (1− η2)[ReJ5](2,3) , (A.50)
where ∂¯Π is the projection of the scalar gradient onto antiholomorphic directions along the
base, j2 = j − ηj˜, and Gˆ3 = Gθθ¯;1,0 + Gθθ¯;0,1 + G;2,1 + G;1,2 consists of the components of
G3 with an even number of legs along the fiber. The latter two equations can be usefully
restated using the identity:
v1,0 ∧ J2 = 1
2
w0,1 ∧ Ω2 ↔ w0,1 ∧ J2 = −1
2
v1,0 ∧ Ω¯2 , (A.51)
for any SU(2) structure, where v and w point along the base. In particular,
vˆ2,1 ∧ j2 = 1
4
(1− η2)wˆ1,2 ∧ ω ↔ wˆ1,2 ∧ j2 = −vˆ2,1 ∧ ω? , (A.52)
for any v, w with an even number of legs along the fiber, since j2 = s
2
ϕJ2. Thus, taking
J5 =
[
1
2
ηj2 + j ∧ j1
] ∧ J1, where J1 points along the base, we obtain:
J(1,0) = 0 , (A.53)
0 =
1
2
J(0,1) ∧ ω ∧ j˜ − i
τ2
dτ ∧ ω ∧ j˜ − e2Aj2 ∧ Gˆ(2,1) , (A.54)
0 =
1
2
e−8Ad
[
(1− η2)e8A] ∧ ω ∧ j˜ − [ReJ1](0,1) ∧ ω ∧ j˜ + e2Aj2 ∧ Gˆ?(1,2) . (A.55)
Combining with (A.37, A.38, A.41) to eliminate G3, we find:
0 = I(2,1) ∧ j1 − e4A(1− η2)I(3,2) − 2e2A [ReJ1](0,1) ∧ ω ∧ j˜ , (A.56)
0 = e2AJ ?(0,1) ∧ ω? ∧ j˜ − 2ie2AJ(2,2) ∧ θ¯ + 2e4A(1 + η)2I(2,3) − 2(1 + η)I(1,2) ∧ j . (A.57)
29
The conditions (A.44 – A.47, A.53, A.56, A.57) constitute seven equations in seven
unknowns: I(2,1) ∧ j, I(2,1) ∧ j˜, I(3,2), J(3,1) ∧ θ¯, J(2,2) ∧ θ¯, J(1,0) ∧ ω? ∧ j˜ and J(0,1) ∧ ω ∧ j˜.
One can check that the only solution is
I(2,1) ∧ j = I(2,1) ∧ j˜ = 0 , I(3,2) = 0 , J(3,1) ∧ θ¯ = J(2,2) ∧ θ¯ = 0 , J(1,0) = J(0,1) = 0 .
(A.58)
Taken together with the constraints derived previously, we see that all separation forms must
vanish, so that the supersymmetry conditions are manifestly SL(2,R) covariant.
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