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It is well-known that direct analytic continuation of DGLAP evolution kernel (splitting functions)
from space-like to time-like kinematics breaks down at three loops. We identify the origin of this
breakdown as splitting functions are not analytic function of external momenta. However, split-
ting functions can be constructed from square of (generalized) splitting amplitudes. We establish
the rule of analytic continuation for splitting amplitudes, and use them to determine the analytic
continuation of certain holomorphic and anti-holomorphic part of splitting functions and transverse-
momentum dependent distributions. In this way we derive the time-like splitting functions at three
loops without ambiguity. We also propose a reciprocity relation for singlet splitting functions, and
provide non-trivial evidence that it holds in QCD at least through three loops.
INTRODUCTION
Parton Distributions Functions (PDFs) and Frag-
mentation Functions (FFs) provide essential input
for accurate determination of various quantities of
QCD and the Standard Model [1–3] within the
framework of QCD factorization [4]. While PDFs
and FFs are intrinsically non-perturbative objects,
their scale evolution obey Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) equations [5–7]. The corre-
sponding evolution kernel are space-like (q2 < 0, Fig. 1a)
splitting functions for PDFs and time-like (q′2 > 0,
Fig. 1b) splitting functions for FFs, both of which can
calculated in QCD perturbation theory. Determining the
splitting functions to higher orders is one of the most im-
portant task of perturbative QCD.
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(b) e+e−
FIG. 1: Typical processes used for the determination
of PDFs 1a and FFs 1b.
Space-like splitting functions have been obtained to
Next-to-Next-to-Leading Order (NNLO) long time [8, 9],
and recently to N3LO for the non-singlet ones [10]. On
the other hand, knowledge for time-like splitting func-
tions are less precise. Direct calculation of time-like split-
ting functions have been done in [11] at NLO. At NNLO
and beyond, results by direct calculation have not yet
been available (see [12–15] for recent progress). However,
it has long been noted that the space-like Deep-inelastic
Scattering and e+e− annihilation are kinematically re-
lated [16, 17]. The easiest way to see this is from the
definition of Bjorken variable xB in DIS and Feynman
variable xF in e
+e−,
xB =
−q2
2P · q , xF =
2P ′ · q′
q′2
, (1)
where P is the incoming hadron momenta in DIS, and P ′
is the detected hadron momenta in e+e−, q and q′ are the
space-like and time-like momentum transfer, respectively.
After crossing, P = −P ′, q = q′, one finds the analytic
continuation relation xB = 1/xF . However, beyond LO,
the analytic continuation relation can not be applied di-
rectly to the splitting functions, but to appropriate bare
quantities [11, 18]. Further subtleties arise at NNLO,
where additional momentum sum rules, supersymmetry
relation, and reciprocity consideration at large x [19] are
needed in order to obtain NNLO non-singlet and singlet
time-like splitting functions [20–22]. However, as have
been explicitly pointed out in [22], the third order cor-
rections to off-diagonal quark-gluon splitting, P
T,(2)
qg , has
only been determined up to an uncertainty proportional
to QCD beta function. Fixing this remaining uncertainty
is not only crucial for achieving complete NNLO analysis
of parton-to-hadron fragmentation, but is also important
for precision jet substructure study, see e.g. [23–30].
In this Letter we study the analytic continuation of
splitting functions using Soft-Collinear Effective The-
ory [31–34]. We point out that splitting functions,
both space-like or time-like, can be extracted from bare
Transverse-Momentum-Dependent (TMD) distributions.
We identify the origin of the breakdown of direct ana-
lytic continuation for splitting functions and TMD dis-
tributions, as they are computed from square of splitting
amplitudes, and therefore not analytic. Nevertheless, we
identify certain holomorphic and anti-holomorphic con-
tributions to TMD distributions, for which a correct rule
of analytic continuation can be established. We use this
to obtain time-like splitting functions at NNLO from the
space-like ones. Our results are in full agreement with
those obtained in [20–22], except a minor discrepancy
in P
T,(2)
qg . Finally, we propose an all-order generaliza-
tion of Gribov-Lipatov reciprocity relation [35] for singlet
splitting functions in QCD. Using the time-like splitting
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2functions obtained in this work, we verify this relation to
NNLO, where the discrepancy in P
T,(2)
qg mentioned above
plays an important role.
SPLITTING FUNCTIONS FROM TMD
DISTRIBUTIONS
TMD distributions are central ingredients in TMD
factorization approach to hard scattering [36–47]. In
SCET, they can be conveniently defined as matrix ele-
ment of collinear fields integrated over light-cone coor-
dinate. Since for the purpose of analytic continuation,
there is no intrinsic difference between quark and gluon
TMD distributions, we shall focus on quark TMD distri-
butions in the discussion below. The operator definition
for quark TMD PDF is given by
Bq/N (xB , b⊥) =
∑∫
Xn
∫
db−
2pi
e−ixBb
−P+
· 〈N(P )|χ¯n(0, b−, b⊥)|Xn〉 /¯n
2
〈Xn|χn(0)|N(P )〉 , (2)
where N(P ) is a hadron state with momentum Pµ =
(n¯ ·P )nµ/2 = P+nµ/2, with nµ = (1, 0, 0, 1) and n¯µ =
(1, 0, 0,−1). χn(x) = W †n(x)ξn(x) is gauge invariant
collinear quark field [48], and
W †n(x) = P exp
(
igs
∫ ∞
0
ds n¯·An(x+ sn¯)e−εs
)
(3)
is path-ordered n-collinear Wilson lines in fundamental
representation. Although not necessary, we have inserted
a complete set of n-collinear state 1 =
∑∫
Xn
|Xn〉〈Xn|
into the definition of Bq/N . Similarly, for an anti-quark
q¯ fragments into an anti-hadron N , the TMD FF can be
written as
FN/q¯(xF , b⊥) =
∑∫
Xn
x1−2F
∫
db−
2pi
eib
−P ′+/xF
· 〈0|χ¯n(0, b−, b⊥)|N(P ′), Xn〉 /¯n
2
〈N(P ′), Xn|χn(0)|0〉 ,
(4)
where P ′µ = (n¯ ·P ′)nµ/2 = P ′+nµ/2 is the momenta
of the final state detected hadron. At high energy and
small |~b⊥|, TMD PDFs and FFs admit light-cone opera-
tor product expansion onto collinear PDFs and FFs, with
perturbative calculable Wilson coefficients, which have
been calculated to NNLO [49–57], and very recently to
N3LO [58, 59]. The Wilson coefficients can be directly
calculated by replacing the non-perturbative hadronic
state N (N) by perturbative partonic state i (¯ı), namely
Bq/i and Fı¯/q¯. The operator definitions in Eq. (2) and (4)
make it clear that they can be computed from squared
amplitudes integrated over collinear phase space [60],
Bq/i =
∑
Xn
∫
dPSXne
−iK⊥·b⊥δ(K+ − (1− xB)P+)
· SpSXnq∗←i
/¯n
2
SpS,∗Xnq∗←i ,
Fı¯/q¯ =
∑
Xn
x1−2F
∫
dPSXne
−iK⊥·b⊥δ
(
K+ −
(
1
xF
− 1
)
P ′+
)
· SpTXn ı¯←q¯∗
/¯n
2
SpT,∗Xn ı¯←q¯∗ , (5)
where Kµ is the total momentum of |Xn〉, dPSXn is the
collinear phase space measure. We have also defined
the (generalized) space-like and time-like splitting am-
plitudes [61, 62],
SpSXnq∗←i
(
k+a /P
+, . . .
)
= 〈Xn|χn(0)|V iPl(Pr)〉 ,
SpTXn ı¯←q¯∗(k
+
a /P
′+, . . . ) = 〈Xn, V ı¯P ′l (P
′
r)|χn(0)|0〉 , (6)
where SpSXnq∗←i denotes the amplitudes for parton i
splits into an off-shell quark q∗ and Xn, and similarly
for SpTXn ı¯←q¯∗ . |V iPl(Pr)〉 denotes the partonic state i
with momentum P , decomposed into label momentum
and residual momentum Pµ = Pµl + P
µ
r , and similarly
for V ı¯P ′l
(P ′r). Label momentum in SCET is Euclidean-
like and do not require casual prescription, while resid-
ual momentum do and will be discussed in next section.
When Xn consists of a single parton, (6) reduces to the
usual 1→ 2 splitting amplitudes. In (6) we have make ex-
plicit the possible functional dependence on P+ and P ′+,
where ka is any combination of momentum in |Xn〉. This
is due to reparameterization III invariance in SCET [63],
namely SCET matrix element should be invariant under
nµ → eλnµ and n¯µ → e−λn¯µ. We have also made im-
plicit in (5) average over initial-state spin and color, as
well as sum over final-state spin and color.
After proper renormalization and zero-bin subtrac-
tion [64], the TMD PDFs and FFs still contain collinear
divergence due to the tagged hadron in initial state or
final state. Schematically, at n-th order in perturbation
theory, the single pole of the remaining collinear diver-
gences have the following convolution form
B(n)q/i ∼
∑
j
P
S,(n)
qj
n
⊗ φbareji , F (n)ı¯/q¯ ∼
∑
j
dbareı¯j ⊗
P
T,(n)
jq¯
n
.
where φbareij = d
bare
ij = δij are the bare partonic PDFs
and FFs. Therefore, one can extract the space-like and
time-like splitting functions directly from the partonic
TMD PDFs and FFs.
ANALYTIC CONTINUATION OF SPLITTING
AMPLITUDES
In order to understand the analytic continuation for
TMD PDFs and FFs, we start with LSZ reduction on
3FIG. 2: Penrose diagram of Minkowski space.
the space-like splitting amplitudes:
SpSXnq∗←i=
∫
ddx e−iPr·x〈Xn|T{χn(0)J iPl(x)}|0〉 , (7)
where the current J iPl(x) = i(iPl + ∂x)2VPl(x) creates a
parton state i from vacuum. Using that the SCET op-
erator χn(x) is local in residual space, the time-ordering
product be replaced by a (anti-)commutator if i is a bo-
son (fermion),
T{χn(0)J iPl(x)} = θ(−x0)
[
χn(0), J
i
Pl
(x)
]
∓ ± J iPl(x)χn(0) .
(8)
The second term in (8) doesn’t contribute to the correla-
tor since χn(0) effectively carries negative energy in the
physical process and thus annihilate vacuum |0〉. Note
that since χn is local, the (anti-)commutator in (8) van-
ishes in space-like region Ω0 of Fig. 2. Thus, we can
rewrite space-like splitting amplitudes as
SpSXnq←i=
∫
x∈Ω−
ddx e−iPr·x〈Xn|[χ(0), J iPl(x)]∓|0〉 , (9)
where the x integral is now restricted to inside the past
light-cone, Ω−. Demanding analyticity for the split-
ting amplitudes imposes a unique casual prescription for
residual momenta, Pr → Pr+iqI where qI is any positive-
energy time-like vector.
Similarly, we can write time-like splitting amplitudes
as
SpTXn ı¯←q¯ =
∫
x∈Ω+
ddx eiP
′
r·x〈Xn|[J ı¯P ′l (x), χ(0)]∓|0〉 , (10)
and again the casual prescription must be P ′r → P ′r+ iqI .
With the casual prescription properly defined, we can
now discuss the analytic continuation between space-like
and time-like splitting amplitudes.
Since splitting amplitudes are analytic functions of ex-
ternal momentum, we can continue P and P ′ to common
space-like infinity region, where space-like and time-like
splitting amplitudes can be shown to equal. Therefore,
by edge-of-the-wedge theorem [65], space-like and time-
like splitting amplitudes are actually analytic continua-
tion of each other, although the casual prescription de-
scribed above tell us their analytic region are disjoint.
FIG. 3: Penrose diagram of real momentum space.
We have shown an extra spatial momentum dimension
to visualize the path of analytic continuation, the blue
lines.
For concreteness and later convenience, we choose a
particular path displayed in Fig. (3) as the blue lines
(solid and dash), where we analytic continue the mo-
mentum of a time-like splitting amplitude from P ′ (red)
to −P ′ (green). The orange segment of the path, sitting
at space-like infinity relative to O, lies inside the region
where SpS(−P ′) = SpT(P ′) and doesn’t require a ca-
sual prescription. Along the red segment, P ′ in SpT(P ′)
should have positive imaginary part ImP ′ ∈ Ωp+, while
along the green segment, P ′ in SpS(−P ′) should have
negative imaginary part ImP ′ ∈ Ωp−. In principle, every
path allowed by analytic continuation should serve the
same purpose.
The corresponding contour in the complex 1/P ′+ plane
is depicted schematically in Fig. (4). Note that the or-
ange segment in Fig. (3) can not be simply shown in
this plane of single variable, so we abstractly use an or-
ange dot at origin to represent it which allows us to cross
the real line analytically. The physical region of time-like
process just sits below the positive real line with infinites-
imal imaginary part while the physical region of space-
like process is just above the negative real line. As illus-
trated in Fig. (4), the correct path connects e−i0+/P ′+
and e−ipi−i0+/P ′+ for positive P ′+.
The discussion above determines a unique prescription
for the analytic continuation of splitting amplitudes. We
define an operator AC
T→S
which continue a time-like split-
ting amplitude from its physical region to a space-like
4FIG. 4: Path of analytic continuation from a time-
like point T to a space-like point S or vice versa in
the 1/P ′+ plane.
splitting amplitude as
AC
T→S
◦ SpTXn ı¯←q¯(
k+a
P ′+ei0+
, · · · ) ≡ SpTXn ı¯←q¯(
k+a
P ′+ei(pi+0+)
, · · · )
= SpSXnq←i(
k+a
P+ei0+
, · · · ) .
(11)
Similarly for a space-like to time-like continuation,
AC
S→T
◦ SpSXnq←i(
k+a
P+ei0+
, · · · ) ≡ SpSXnq←i(
k+a
P+e−ipi+i0+
, · · · )
= SpTXn ı¯←q¯(
k+a
P ′+ei0+
, · · · ) .
(12)
One can also define analytic continuation operator for
complex conjugate amplitudes, AC
T→S
, which amounts to
perform analytic continuation to amplitudes first, and
then take complex conjugate. For a tree-level amplitude,
AC
T→S
and AC
T→S
become identical.
ANALYTIC CONTINUATION OF TMD
DISTRIBUTIONS
Since TMD distributions are obtained from squared
amplitudes, analyticity in external momentum is lost.
However, for a subset of contributions to TMD distribu-
tions at each perturbative order, it is possible to restore
analyticity. We define the holomorphic part of TMD
PDFs as (anti-holomorphic part is simply the conjugate
of holomorphic part)
Bhq/i =
∫
dPSXne
−iK⊥·b⊥δ(K+ − (1− xB)P+)
e−
b0τ
2 |K−| SpSXnq∗←i
(
k+a /P
+, . . .
) /¯n
2
Sp
S,(0),∗
Xnq∗←i ,
(13)
where SpS,(0),∗ is the complex conjugate of tree level
splitting amplitude. We have also inserted a rapidity
regulator into the definition of TMD PDFs, which we
choose to be exponential regulator e−b0τ |K
−|/2 [54, 66].
The advantage of this regulator is that all the end-point
δ(1−x) terms are absorbed into the soft function [67, 68],
which can be shown to be the same for Drell-Yan, DIS,
or e+e− processes [69]. We emphasize that the results for
splitting functions are independent of rapidity regulariza-
tion. In the following, we shall restrict our discussion to
0 < x < 1, and show that Bhq/i can be analytic continue
to Fhı¯/q¯, and vice versa.
We introduce dimensionless light-cone momentum
fraction ya = k
+
a /((1 − xB)P+). For Xn consisting of
m massless parton, the holomorphic part is
Bh,mq/i (xB , |P+|, b⊥) =
∫ m∏
a=1
dd−2~ka,⊥
2(2pi)3
dya
ya
e−iK⊥·b⊥−
b0τ
2 |K−| δ(
∑m
l=1 yl − 1)
|1− xB ||P+| Sp
S
Xnq∗←i
(
ya(1− xB)
ei0+
, . . .
)
/¯n
2
Sp
(S,(0),∗
Xnq∗←i ,
(14)
where in terms of dimensionless light-cone momentum fraction |K−| = |∑b ~k2b,⊥y−1b |/(|1− xB ||P+|). The additional
|P+| dependence in the argument of B results from rapidity regularization. The analytic continuation reads
AC
S→T
◦ Bh,mq/i =
∫ m∏
a=1
dd−2~ka,⊥
2(2pi)3
dya
ya
e−iK⊥·b⊥−
b0τ
2 |K−| δ(
∑m
l=1 yl − 1)
|1− xB ||P+| Sp
S
Xnq∗←i
(
ya(1− xB)
ei(pi+0+)
, . . .
)
/¯n
2
Sp
S,(0),∗
Xnq∗←i (15)
=
∫ m∏
a=1
dd−2~ka,⊥
2(2pi)3
dya
ya
e−iK⊥·b⊥−
b0τ
2 |K−| δ(
∑m
l=1 yl − 1)
|1− xB ||P+| Sp
T
Xn ı¯←q¯∗
(
ya(1− xB)
ei0+
, . . .
)
/¯n
2
Sp
T,(0),∗
Xn ı¯←q¯∗ . (16)
Note that the analytic continuation operator only acts on the all-order splitting amplitude, as well as the conjugate
5of tree-level splitting amplitude. We can also write down the holomorphic part of TMD FFs,
Fh,mı¯/q¯ (xF , |P ′+|, b⊥) = x1−2F
∫ m∏
a=1
dd−2~ka,⊥
2(2pi)3
dy′a
y′a
e−iK⊥·b⊥−
b0τ
2 |K−| δ(
∑m
l=1 y
′
l − 1)
|1/xF − 1||P ′+|Sp
T
Xn ı¯←q¯∗
(
y′a(
1
xF
− 1)
ei0+
, . . .
)
/¯n
2
Sp
T,(0),∗
Xn ı¯←q¯∗ ,
(17)
where the lightcone momentum fraction is y′a =
k+a /((1/xF −1)P ′+) and |K−| = |
∑
b
~k2b,⊥y
′−1
b |/(|1/xF −
1||P ′+|) we identify the path for analytic continuation,
(1− xB)→
(
1
xF
− 1
)
eipi . (18)
The analytic continuation between Bh and Fh then reads
Fh,mı¯/q¯ (xF , |P ′+|, b⊥) = (−1)iF x1−2F Bh,mq/i
(
−e
ipi
xF
, |P ′+|, b⊥
)
,
(19)
where iF = 1 if i is a fermion, and 0 if boson. The
minus sign is due to crossing a fermion from initial state
to final state. Similarly for gluon TMD distributions, the
analytic continuation reads
Fh,mı¯/g (xF , |P ′+|, b⊥) = (−1)1+iF x1−2F
· Bh,mg/i
(
−e
ipi
xF
, |P ′+|, b⊥
)
, (20)
where the additional minus sign originate from operator
definition, and we have suppressed the irrelevant Lorentz
indices. We stress that the analytic continuation is for
bare quantities before PDF or FF renormalization.
(a) VVR (b) VV∗R
(c) VRR (d) RRR
FIG. 5: Contributions from different partonic chan-
nels to TMD PDFs at N3LO.
We can now apply the analytic continuation rules in
(19) and (20) to TMD PDFs. At NLO and NNLO,
there are only holomorphic and anit- holomorphic con-
tributions. Therefore the analytic continuation rules de-
termine TMD FFs completely. At N3LO, the partonic
contributions can be decomposed into triple real (RRR),
double-real virtual (VRR), double-virtual real (VVR),
and virtual-squared real (VV∗R). The first three con-
tributions are either holomorphic or anti-holomorphic.
But the last one, VV∗R, mix holomorphic and anti-
holomorphic terms, therefore can not be determined from
analytic continuation. Since this is a relatively simple
contribution, we can calculate it directly using the defin-
ing equation in (5). In this way we obtain the bare TMD
FFs at N3LO. The results for N3LO TMD FFs will be
presented elsewhere. Here we focus on splitting func-
tions. From the single pole terms of bare TMD FFs
we extract all the time-like splitting functions through
NNLO. Comparing the results with those in the litera-
ture, we find full agreement except for the non-diagonal
quark-gluon splitting. The discrepancy between our re-
sults with those presented in [22] can be written as
∆PT,(2)qg (x) = P
T,(2)
qg
∣∣∣
this work
− PT,(2)qg
∣∣∣
[22]
=
pi2
3
(CF − CA)β0
[−4 + 8x+ x2 + 6(1− 2x+ 2x2) lnx] ,
(21)
where P
T,(2)
qg is the coefficient of α3s/(4pi)
3 in the off-
diagonal singlet splitting matrix, and β0 = 11CA/3 −
2nf/3 is the one-loop QCD beta function. In Mellin mo-
ment space the discrepancy reads
−
∫ 1
0
dxxN−1∆PT,(2)qg (x) = (CA − CF )β0
pi2
3
(
12
(N + 1)2
− 6
N2
− 12
(N + 2)2
− 4
N
+
8
N + 1
+
1
N + 2
)
. (22)
Note that the discrepancy vanishes for N = 2, as it is
completely fixed by the momentum sum rule [21]. For the
convenience of reader we provide the full time-like split-
ting functions through NNLO as an ancillary file along
with the arXiv submission.
RECIPROCITY RELATIONS IN QCD
With the full space-like and time-like splitting func-
tions, it is interesting to explore yet another relation
between them, the so-called reciprocity relation. Reci-
procity for tree-level splitting functions was first pro-
posed by Gribov and Lipatov [35], which says that
P
S,(0)
ab (x) = P
T,(0)
ab (x). While the Gribov-Lipatov reci-
procity breaks down beyond LO [70, 71], consideration
6from small x [72, 73] and large x [19, 74], as well as from
conformal field theory [75, 76], suggests a modified form
of reciprocity relation exists, at least for the non-singlet.
Our new results are in the singlet case, which for both
space-like and time-like splitting can be written as
P̂ (x, αs) =
(
P˜qq 2nfPqg
Pgq Pgg
)
, (23)
where
P˜qq = Pqq + Pq¯q + (nf − 1)(Pq′q + Pq¯′q) . (24)
For time-like splitting, the PTij can be found in the ancil-
lary file through NNLO. It is also convenient to introduce
the Mellin moment of singlet splitting,
γ̂(N,αs) = −
∫ 1
0
dxxN−1P̂ (x, αs) , (25)
and the associate eigenvalues,
γ± =
1
2
(±
√
(trγ̂)2 − 4detγ̂ + trγ̂) . (26)
An important motivation for reciprocity relation in sin-
glet comes from the evolution equation for jet functions
in energy correlators [29, 30],
d ~J(ln xLQ
2
µ2 )
d lnµ2
=
∫ 1
0
dy yN ~J(ln
xLy
2Q2
µ2
) · P̂T(y, αs) ,
(27)
where xL measures the size of N tagged particles in a jet.
Note that this is an non-local evolution equation. For
fixed coupling, one can write down for (27) a completely
local, power-law solution for ~J , with the power-law ex-
ponent given by γT± evaluated at a shift N . Based on
this consideration, we propose the following reciprocity
relations for the singlet splitting with running coupling,
2γS±(N,αs) = 2γ
T
±(N + 2γ
S
±(N,αs), αs) , (28)
2γT±(N,αs) = 2γ
S
±(N − 2γT±(N,αs), αs) . (29)
The two relations (28) and (29) are not independent. We
have verified (28) and (29) through NNLO (α3s) using the
newly determined time-like singlet splitting functions.
On the other hand, this relation is violated should we
use the P
T,(2)
qg from [22]. We stress that the reciprocity
relation is for arbitrary N , and therefore hints at hidden
relation between space-like and time-like process beyond
small x and large x.
CONCLUSION
We have provided a clean theoretical understanding of
analytic continuation for TMD distributions and splitting
functions using SCET. Employing the analytic continu-
ation rules for holomorphic and anti-holomorphic contri-
butions to TMD distributions, we determined the time-
like splitting functions in QCD through NNLO. For the
eigenvalues of the singlet splitting matrix, we propose an
all-order reciprocity relation, valid for arbitrary N . We
verified this relation through NNLO using the newly de-
termined time-like singlet splitting functions. We leave a
deeper understanding of the reciprocity relation to future
work.
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