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Introduction. This paper grew out of an attempt to determine when a locally compact transformation group C*-algebra, C*(G, 3), is C.C.R. Motivated by a result of Elliot Gootman [IS] which shows that, for second countable locally compact transformation groups, C*(G, 3) is G.C.R. if and only if every stability group is G.C.R. and the orbit space satisfies the Toaxiom of separability, one is led to try and prove-an analogous result for C.C.R. algebras. I. Schochetman [28] has proved that when G/Sx is compact for every stability group, S,, then C*(G, 3) is C.C.R. if and only if every stability group is C.C.R. We remark that the hypotheses implies that the orbits are closed. In this paper, we show that if we require only at every point of discontinuity, y, of the map x w Sx that the stability group S, be amenable and that (G, 3) is second countable, then C*(@, a)is C.C.R. if and only if every stability group is C.C.R. and every orbit is closed. The more difficult part of the proof involves generalizing a result of Effros and Hahn [9, Theorem 5.111 which requires that all the stability groups be abelian. Our methods are considerably different from either Schochetman's or Effros and Hahn's and they are very algebraic in nature. Our methods are modeled after and depend heavily upon those of heffel and Green [19] , [ a ] . In particular, we make free use of the theory of strong Morita equivalence and imprimitivity algebras (cf. [ a ] , [24] , and [25] ).
In the course of proving the above "C.C.R. Result," we obtain some results which allow us to calculate explicitly the topology on the primitive ideal space of a large class of transformation group C*-algebras. Namely, we work with transformation group C*-algebras which have the property that every primitive ideal is induced in an appropriate sense from a stability group; such algebras are called EH-regular. In the second countable case, it is known [17] , [19] that C*(G, 3) is EH-regular if G is amenable or if the orbits are locally closed. We are able to calculate Prim C*(G, G?) up to homeomorphism when C*(G, 3) is EH-regular and either the action is essentially free or the stability groups are contained in a fixed abelian subgroup.
In 92 we make some preliminary definitions and state some of the basic results from the literature concerning transformation group C*-algebras. Although none of the results or proofs in 92 are new, we have included them for the sake of completeness and for the reader's convenience.
In 93 we state our C.C.R. result and prove the easier half of the theorem. Then we introduce the various notions of induced representations of C*(G, G?) which will be needed in completing the proof of the C.C.R. theorem. The reader will undoubtedly find some familiarity with Marc Rieffel's induced representations of C*-algebras helpful [23] .
In 94 we finish the proof of the C.C.R. theorem and prove some related results.
In 95 we obtain the results which allow us to calculate Prim C*(G, 3) in the cases mentioned above.
The reader is assumed to be familiar with the basic theory of C*-algebras as presented in the first five chapters of [6]. In addition some knowledge of the multiplier algebra of a C*-algebra [4] will be assumed. If A is a C*-algebra, we will always denote the multiplier algebra by M(A). Unless stated otherwise, all ideals are assumed to be closed and two-sided. This paper is based on part of the author's doctoral dissertation at the Univeristy of California at Berkeley. The author would llke to take this opportunity to thank Professor Marc Rieffel for his supervision and helpful suggestions during the writing of this dissertation.
Preliminaries and notation.
Let be a locally compact Hausdorff space. We will denote the space of continuous complex valued functions vanishing at infinity on 3 by Co(G?). We let Cc(3) be the subspace of functions in Co(3) which have compact support. If & is a normed algebra, we denote the analogous spaces of &-valued functions by Co(G?, &) and Cc (3, &) .
In addition, we suppose G is a locally compact group with a jointly continuous action on 3 ; more precisely, we have a continuous map G x 3-+ 3, so that r . (S . X) = (rs) . x where s .x denotes the image of (s, x). Thus (G, 3) is a locally compact transformation group and we may form the associated transformation group C*-algebra, C*(G, 3) . For a precise treatment of the construction of C*(G, G?) and the basic facts concerning transformation group C*-algebras, the reader should consult [5] , [7] , [9] , [19] , [29] . For the reader's convenience, we give some of the essential details. C*(G, a ) is the enveloping C*-algebra of the Banach *-algebra L'(G, Co ( where f, g E L'(G, Co(Q)), s E G, x E Q, A is the modular function on G, anddenotes complex conjugation.
Notice that if Q consists of a single point, then the above construction is nothing more than the group C*-algebra of G. We also remark that C*(G, Q) is the same as the covariance algebra C*(G, Co(Q)) where the strongly continuous action of G on Co(Q) is given by "+(x) = +(s-' . x ) for + E Co(Q) and s E G. We will often find it convenient to work with the subalgebra C,(G x a ) rather than L'(G, Co(Q)) or C*(G, Q) itself. To indicate that we are viewing Cc(G x Q) as a subalgebra of C*(G, a ) as opposed to a subalgebra of Co(G X Q) will d e n~t e the subalgebra of C*(G, a ) by Cc(G, a).
consists of a uniformly bounded strongly continuous representation, VL, of G on aLand a norm-decreasing nondegenerate representation, M, of Co(Q) on 3, such that VL(s)ML(+) vL(s-') = ML('+) for every s E G and + E Co(Q). If 3, is also a Hilbert space we require that VL be unitary and ML be *-preserving.
For convenience, henceforth all representations will be assumed to be nondegenerate. The next lemma is an immediate consequence of the definitions.
For example, the natural representation of L'(G, Co(Q)) on itself by left multiplication is the integrated form of ( V, M) where
, and + E Co(Q). These actions induce homomorphisms RG and R, of G and Co(Q) into the multiplier algebra [4] M(C*(G, a)). Phil Green (cf. [19, p. 1951) has combined this observation with the basic work in [7] to show the following proposition. PROPOSITION 2.3. If H is a Hilbert space then there is a one to one correspondence between *-representations of C*(G, Q) on H and covariant representations of (G, a ) on H. The correspondence is given in one direction by Lemma 2.2 (recall that *-representations of L'(G, Co(Q)) are in one to one correspondence with *-representations of its enveloping c*-algebra, C*(G, a)). In the other direction, let L be a *-representation of C*(G, Q). Then L has a unique extension to M(C*(G, a)), which we also denote by L, and 
Note that P*(I) is an ideal of F because I is an ideal of D'. The essential properties we need are given by the next lemma.
LEMMA 2.6 (GREEN). (i) P* is continuous from 4 (D) + $ (F).
(ii) P* preserves arbitraty intersections while P, preserves arbitrary uniom (the union of a family of ideals being the ideal they generate).
PROOF. This is part of [19, Proposition 9(i)]. Q.E.D. Let H be a closed subgroup of G. DEFINITION 2.7. If L is a *-representation of C*(G, a), let ~es;(L) denote the *-representation of C*(H, 3) corresponding to (VLIH, ML).
Let R, = R,,, and note that R = (R,, R,) is a covariant representation of (H, 3) on C*(G, 3). The integrated form of R gives a *-homomorphism of L'(H, C,(Q)) into M(C* (G, 3) ). Since the latter is a C*-algebra, the homomorphism "lifts" to a *-homomorphism of C*(H, 3) into M(C*(G, 3)). Call thls homomorphism C. When H = e we let Res = Res;: 4 (C*(G, 3)) + $(Co(3)).
Our ambiguous notation is justified by the next lemma. 
and L is nondegenerate, the desired result follows. Q.E.D.
By the orbit space 3/ G we mean the quotient topological space obtained from 3 by identifying all the points in the same orbit. In many cases Q/ G will not even be To. When it is necessary to work with To spaces, we follow [9] and make the following definition: DEFINITION 2.1 1. If X is a topological space denote the quotient topological space obtained from X by identifying points with identical closures by X -. X -is called the To-ization of X. Notice that X -is always To and that X -= X if X is already T, .
Recall that S, = { r E G: re x = x ) is called the stability group at x. Let Z denote the spacetof closed subgroups of G endowed with the compact Hausdorff topology introduced by Fell [ll] . Also, suppose that fo is a nonnegative, real-valued function in Cc(G) which does not vanish at the identity. For the remainder of thls paper, let a, be the left Haar measure on H defined by Such a choice is called a continuous choice of Haar measures and has the property that H +1, f da, is continuous for each f E Cc(G) [14, p. 9081.
Also, Let A, be the modular function on H and let Y = {(H, t ) E Z x G: t E H ) . Notice that Y is closed in Z x G. The proof of the next lemma is routine, so we omit it.
Cc(G) converges to f in the inductive limit topology and H, + H in 2 . Then JH7 f, daH7 converges to 1, f da,.
is a continuous function on 8.
The reader should be aware that the natural map of 3 to I: defined by x I-+ S, is not continuous in general. It is precisely this difficulty that we will need to overcome in many of our results. This leads us to make the following definition. DEFINITION 2.13. By a point of discontinuity of Q we mean a pointy E Q where the map x t-+ Sx fails to be continuous.
We pause to give two results of Glimm which are related to the above. When G is a Lie group, Q is second countable, and the action is smooth, then there is an open dense subset of Q on which the map x t+ Sx is continuous [13,Theorem 31. In the same paper Glimm also gives an example where x t-+ S, is continuous on no open set.
Suppose that H is a closed subgroup of G. In the following sections, it will be convenient to make use of the various methods of inducing representations from C*(H, Q) to C*(G, a).For future reference, we outline the basic definitions here. 
The action of h E C*(G, Q) on the class off €3 6 is given by (h * f)B ([19, p. 2041 and [23, Theorem 5.21) .
Notice that if Q is a single point and if v is a unitary representation of H, then the above construction yields the representation of G induced from IT on H, ~n d g (~) , as defined in $4 of [23] . In this case, the Cc(H) valued inner product on C,(G) is denoted by simply ( . ,. ) , , and (f, g),(t) = yH(t)g* * f(t).
Of course, using techniques developed by Mackey and extended to the nonseparable case by Blattner [2] , it is possible to realize the space of the induced representation as a set of V,-valued functions on G. When H is normal in G, this set has a particularly easy description whlch it will be convenient to use in $5.
Let y be a Haar measure on G / H such that Consider the subspace, 9, of the continuous VL-valued functions f on G, which have compact support modulo H (i.e. the support of F is contained in CH for C compact in G) and which satisfy
Note that 11 f(s)ll may be viewed as a continuous function with compact support on G/H. More generally, given f and g in %, the function s -+(f(s), g(s)),' is an element of Cc(G/ H ) and we can define an inner product by Let X denote the completion of B with respect to the above inner product. Notice that 5F may be viewed as a subset of the Hilbert space, vL, defined in [2] as the space of the representation of G induced by the unitary part of L (since AH(t) = A,(t) for H normal and a moment's reflection shows that the norms agree). But, [2, Lemma 21 implies 5F is total in v L ; thus X and vLcoincide. PROOF. The map U is essentially the map defined in Theorem 5.12 of [23] , and straightforward computations show that it has the required properties. The last statement may be verified using Proposition 2.3 and [23,Theorem 5.121. Q.E.D.
Induced representations of C*(G, G)
. In this section we state the first of our main results. We also prove the easier half of thls result and introduce the constructions needed to prove the second half.
In [19] , Phil Green defines a covariance algebra to be quasi-regular if every primitive ideal lives on a quasi-orbit (cf. [19, p. 2211). In the transformation group C*-algebra case, quasi-regularity means that, for every P E Prim C*(G, a), hull(Resz(~)) =G for some x E G. In [9] , Effros and Hahn show that if G and G are second countable then C*(G, a ) is quasi-regular. More generally, Green shows C*(G, G) is quasi-regular whenever (G/G)-is second countable or almost Hausdorff [19, Corollary 191. It is not known if every covariance algebra is quasi-regular. The question is closely related to the question of whether every prime ideal in a C*-algebra is primitive (cf. remark on p. 223 of [19] ).
It will be for the class of quasi-regular algebras that we can prove many of our results. However, our results concerning C.C.R. transformation group C*-algebras can be stated much more succinctly in the second countable case. The results in the nonseparable case are stated in Proposition 3.2 and Proposition 4.17. PROOF. Notice that in the second countable case, all the additional hypotheses are automatically satisfied. We have already pointed out that C*(G, 3) is quasi-regular in this case and it follows from a result of Glimm's [13] , that Q/G To implies that the natural map of G/Sx onto G . x is a homeomorphism in the second countable case.
Thus We remark that the hypothesis that G/Sx + G . x be a homeomorphism is essential in the nonseparable case. Let R, be the real numbers with the discrete topology and let R, act on R, with the usual topology, by left translation. Form C*(R,, R) and the representation a = (A, p) on L~( R ) where
Note that a is irreducible. This follows because the analogous representation of C*(R, R) is irreducible (cf.
[26]) and because any operator whch commutes with A(s) for all s E R, commutes with A(g) for any g E C*(R). However, the range of a is not just the compact operators. In fact, let cp be any nonzero function in C,,(R).
Define f E C,(R,, Q) by Then a simple computation shows that a(fl = p(cp). Since p(cp) does not have discrete spectrum it cannot be compact. The method of attack in proving the other direction of Theorem 3.1 is as follows. Under suitable hypotheses, we will produce a continuous map a : Prim C*(G, 3) + Q/G and a cross section. Effros and Hahn [9] have shown t h s cross section is continuous when all the stability groups are abelian. Thus, 3 / G is identified with a subset of Prim C*(G, Q) and must be T, when C*(G, Q) is C.C.R. The remainder of the proof of Theorem 3.1 involves generalizing the above to require only that the stability groups be amenable at points of discontinuity of 3. Since the definition of the cross section involves the notion of the representation of C*(G, Q) induced from a stability group, it will be necessary to make that notion precise and to investigate the continuity properties. It is to that task that we now turn while postponing the rest of the proof of 3.1 to $4.
Suppose that H is a closed subgroup of G, and that H Sx for some x E Q. Then, if o is a unitary representation of H on Vu, there is a natural covariant representation of C*(H, a), (a, p,), where p, is defined by p,(+)v = +(x)v. Thus, each representation of H is associated with an induced representation of C*(G, a), Ind$(w, P,).
It will be convenient to realize the above representation on the space of Ind$(w), that is, on the completion of Cc(G) 63, V with respect to the inner product described in equation (1) 
Thus, by Lemma 2.6, it will suffices to define 1nd$(1) = p*(lE). Q.E.D.
4. C.C.R. transformation group C*-algebras. It is well known that the representation induced from a stability group is irreducible. The original proof in the second countable case goes back to Mackey ([21, $61; see also [14, pp. 900-9011). The proof of this fact given in Proposition 4.2 is for general transformation groups and is based on an idea of Marc Rieffel's and some helpful suggestions from William Arveson. However, first we need to establish some notation and prove a preliminary lemma.
For the moment fix x E Sl and consider the transformation group (G, G/Sx). Recall from $1 that we have homomorphisms of Co(G/Sx) and G into M(C*(G, G/Sx)), which we denote by Rx and R,. Let the extension of Rx to BC(G/Sx), the bounded continuous functions on G/Sx, also be denoted by Rx.
Since the natural map of G/Sx into Sl defined by rSx + r . x is continuous, we obtain a homomorphism of Co(Sl) into BC(G/Sx), and hence, into M(C*(G, G/Sx)). Denote this map by R,. It is easy to see that (R,, R,) is a covariant representation of (G, Sl) on C*(G, G/Sx). The integrated version of (R,, R,) gives a *-homomorphism of C*(G, Sl) into M(C*(G, G/Sx)), whch we will denote by Rx. LEMMA 4.1. Suppose x E Sl and w is a unitary representation of Sx. Then i f L = Ind;, ,Jw) we have the commutative diagram:
Here, U" is the representation of C*(G, G/Sx) induced from w, V is the space of U" defined in $2, and B(V) is the algebra of bounded operators on V.
PROOF. ~e c a l i that U acts on the completion of C,(G) 8, V" with respect to the inner product defined in equation (1); thus our diagram at least makes sense. Moreover, U" is the integrated version of (T, M), where
and A(s)f(r) = f(s-'r) while M,(+)f(r) = +(rSx)f(r). Let Ll = UW0 Rx be the representation of C*(G, Sl) and R; and R, the homomorphisms of G and PROOF. In the second countable case, (1) follows from Lemma 5.5 and Corollary 5.10 of [9] , and (2) is a variant of Mackey's induction-restriction theorem (see [12, Theorem 3.3 and $41 for the group case and [lo, Proposition 2.11 for covariance algebra case).
In general, continuity follows from the continuity of Res (Lemma 2.6) and the previous lemma. Surjectivity will follow from (3), and (3) will follow from (2) (recall, ker(~ndz,,~,(&~)) is primitive by Proposition 4.2).
For the proof of (2) The following lemma will be a fundamental tool in the rest of this paper. Recall that "-l+(x) = +(s .x).
We remark that by [19, p. 1981, (G, C*(H, a))forms a covariant system when H is normal in G. The strongly continuous G-action is given on F E Cc(H, a ) by
The following lemma is certainly well known. In the second countable case, a proof appears in [14, Theorem 2.11. 
COROLLARY is

If x is a character of G, K c S,, and s E G, then ~n d $ ,~(~~)
unitarily equivalent to ~nd~.,,,)(~,) where L = skY1.
PROOF.
Recall that the stability group at s . x is SS,S-'. Thus, by Proposition 3.3, it suffices to apply the last lemma with H = G. Q.E.D.
Let 6 denote the set of characters of G endowed with the topology of uniform convergence on compact sets. If w E 6 and x E let ~( x , W) denote the representation of C*(G, a ) induced from w on the stability group at x (i.e. ~nd;,~,(w,~)).
We define + from X 6 to Prim(C*(G, a)) by +(x, W) = ker (.r(x, a) ). G, 3) ).Moreover, suppose that (x,, a,) converges to ( x , a) Let a = Indg,c,(toc). The space of 7, can be identified with the completion of Cc(G) with respect to the inner product defined in equation (2); namely, for g> h E Cc(G)
Using Lemma 2.12(ii) we see that the integrand may be viewed as a continuous function on Y = { ( t , H ) E G €3 Z: t E H ) . Therefore, by part (iii) of that lemma, ( g , h ) , converges to
We claim it suffices to show that, for all F E C*(G, 3)and f , g E Cc(G), ( 
7,(F)(g),f ), converges to (.rr(F)( g), h),. ( 4 )
Let
(.,(f. +)h> g ) , V,(f)(h), g ) , = (M,(+)f * h, g),.
= (Ma(+)
It follows that it will be enough to show that (M,(+)g, h ) , converges to (M(+)g, h ) , for all g, h E C,(G). As above, it suffices, by Lemma 2.12, to show that h* * M,(+)(g)(t)ysa(t)~,(t)converges to h* * M(+)(g)(t)ysx(t)w(t)in the inductive limit topology. Clearly, we need only show h* * M,(+)(g) converges to h* * M(+)(g),or more simply, that M,(+)(g) converges to M(+)(g) in the inductive limit topology. Since M,(+)(g)(t) = +(t . x,)g(t), the supports are all contained in the support of g. If M,(+)(g) did not converge uniformly to M(+)(g), then there would exist t in the support of g such that I +( & . x,)g(t,) -+(t, . x)g(t,)l ) E > 0
for every a. Since we may assume the t, + t , we get a contradiction. Q.E.D.
--
Using the above lemma, we obtain a generalization of [9, Theorem 5.111 and [9, Corollary 5.131. Note that we continue to identify orbit closures and quasi-orbits. PROOF. There is always at least one character of G, namely the trivial one. Now apply the previous lemma. Q.E.D.
In [9] Effros and Hahn conjectured that, when G is amenable, every primitive ideal of a transformation group C*-algebra is induced from a stability group. To be more precise, we borrow the following definition from Phil Green [19, p. 2231. DEFINITION 4.12. We say that C*(G, Q) is EH-regular if (a) C*(G, 3) is quasi-regular, (b) for every P E Prim C*(G, a), there is a x E 3 and an irreducible representation w of Sx such that P = ker 1ndZx(w, p,).
A number of special cases of the conjecture have been worked out by Effros and Hahn [9] , Gootman [16] , Green [19] , and Sauvageot [27] . Recently, Jon Rosenburg and Elliot Gootman [17] were able to prove the conjecture in the second countable case, for general amenable G. In fact, their theorem holds for covariance algebras. In [19, Proposition 201, Green was also able to show that if each G . x is locally closed and the natural map of G/S, to G . x is a homeomorphsm for each x E 3, then C*(G, 3) is EH-regular whenever it is quasi-regular. For example, in the second countable case, if C*(G, Q) is type I, then it is EH-regular (cf. Notice that if C*(G, 3) is C.C.R. and G and 3 are second countable then 31G is
To by [15] . Thus, (3/G)-= 3 / G and Theorem 4.11 and Proposition 3.2 imply Theorem 3.1 (see the remarks following Proposition 3.2). If we replace the assumption that (G, 3) be second countable by assuming that the stability groups are amenable at points of discontinutity of 3, then we can get the same result. To prove this, two lemmas are needed.
Let x E 3. There is a continuous real-valued function, p in G such that p(s) > 0 for all s E G, and ~~, ( t )~, ( t ) -'~( s ) for all s E G, t E S,.
Then there is a unique quasi-invariant regular measure, p, on G/Sx such that, for allf E Cc(G),
The existence of p and p follows from [3, Theoreme 21. The uniqueness follows from [3, Thtoreme 1 and Theoreme 21. The following lemma is certainly well known, but we were unable to find a reference in the literature. The next lemma will provide the essential step in circumventing the separability problems in Proposition 4.16. The lemma and its proof were shown to me by Marc Rieffel. Since the measure theory in arbitrary locally compact spaces can be tricky, we will use a set-up exactly as in 
f" E C,(G) be such that f(i) = Is=f"(st)da, ( t ) and set I ( f ) = 1, f(~)~(s)da,(s).
Then, the corresponding measure is the quasi-invariant measure p defined above. 
PROOF. We first show that the image of Co(X)generates L m ( Y , p) and L m ( Z , v).
To do this, it will suffice to show that we can weakly approximate any element of Let CH = { F .c Y : F is measurable and xF E H ). Also, let P be the orthogonal
E L m ( Y ) , we have xG,E H. Moreover, the Lebesgue dominated convergence theorem implies gn = x6" .g converges to g in L2(Y). Thus, if F 2 6 , then llxF g -gll < 11 gn -gll. Therefore, {x~),,,--converges strongly to the identity on H as F increases. On the other hand, if p E H i then xF.p = 0 for all F E CH. In fact, if p > 0 and xF(x)p(x)# 0 a.e., then I, x,(x)p(x)dp(x) # 0 and ( x F , p ) is equivalent to some subrepresentation on L 2 ( c ) .
Since i ( C ) and j ( K ) are disjoint compact sets, there is a f E Co(X) with f identically one on i ( C ) and identically zero on j(K). In particular f is the zero operator on L~( K ) and the identity on L~(c). This contradiction finishes the proof. Q.E.D.
The next result extends part of a result of Elliot Gootman's [IS,Theorem 3.31 to nonseparable algebras when the stability groups are amenable at points of discontinuity. PROPOSITION 4.16 . Suppose that C* (G, 3) is G.C.R. and that the stability groups are amenable at points of discontinuity of 3, then 3/ G is To.
PROOF. If D/ G is not To, then there are x and y in 3 such that G . x n G -y = 0 and G -x = G . y . By Lemma4.10, where 1 denotes the trivial representation. If the above representations were equivalent, then using the notation of Lemma 4.14, Mx and My would be equivalent representations of Co(3). However, t h s is impossible by the previous lemma. Therefore, C*(G, 3 ) is not G.C.R. Q.E.D.
The following proposition now follows immediately from the above and the remarks following Proposition 3.2 and Theorem 4.13. After having worked out a proof of Proposition 4.17, the author learned that Elliot Gootman had worked out such a proof in the separable case several years ago, but had never published it. In fact, the proof given in this paper is simpler than the author's original proof and was influenced by suggestions of both Gootman and Rieffel.
The reader should notice that the trivial character played no special role in the proof of Propositions 4.16 and 4.17. In fact, if x is a character of G and either y H Sy is continuous at x or Sx is amenable, then in order for ~n d & (~ ) to be a C.C.R. representation, G . x must be closed. Similarly, "local" versions of Theorem 3.1 and Proposition 3.2 follow immediately. Unfortunately, we do not know whether the hypothesis on the stability groups is a necessary one in either Proposition 4.16 or the above. In fact we are unable to decide the necessity of this hypothesis in Theorem 4.1 1. However, Lemma 4.6, the essential lemma on which Lemma 4.9 depends, and hence on whch all the above results depend, is false in general without an amenability assumption as can be seen in the case where D is a single point. Prim C*(G, 3) . In this section, we will study the structure of the primitive ideal space of a variety of classes of transformation group C*-algebras. To obtain detailed information we will eventually have to assume that we know all of the primitive ideals in terms of the stability groups and the orbit structure. This is, we will have to assume our algebras are EH-regular (cf. Definition 4.12). For the moment, we assume only that C*(G, 3) is quasi-regular.
The topology of
We start our investigation by assuming that G is abelian. The following lemma must be well known, and since the proof is straightforward, we omit it. The identification makes sense since G . x = G .y implies S, = S, for abelian groups. Notice that A may also be viewed as a quotient of (8/G)-x 6. On the other hand, Lemmas 2.6 and 2.10 imply that T*(P,) +r*(P), and hence, that ker Va +ker V, where Va is the unitary part of La. By Lemma 5.1, was: + US) in X(6). In particular by Lemma 2.4, there is a net %ab -+ w in 6 , where up E s$.Thus, (yb, wbab) converges to (x, w) in 8 X 6 . Since F is saturated and closed, we have (x, w) in F. Q.E.D.
We remark that the above proof shows that the natural map of 8 x 6 onto A is open (since convergent nets in A can be "lifted" to 8 X 6). In particular, the topology on A, and hence the topology on Prim C*(G, a), can be easily computed. In fact, a base for the topology on A can always be obtained as the forward image of a base for the topology on 8 x 6.
For the remainder of this section, we drop the assumption that G be abelian and assume that H is a normal subgroup of G. As was pointed out in the discussion preceding Lemma 4.7, (G, C*(H, 0)) forms a covariant system. Also, if L = (a, M) is a representation of C*(H, 0 ) on V then, for s E G, we defined Ls to be the representation of C*(H, 0) such that Ls(f) = ~("tf).
Let 9 be the space of V-valued functions on G described in $2 and X the completion with respect to the inner product defined in equation (3) . For f E C*(H, Q) and F E ' 3, define R(f)(F)(s) = Ls(f) (F(s) ). Recall from the proof of Lemma 4.7 that L " ( f ) = ~( t -' )~" ( f ) a ( t ) .
Thus, R(f)(F)(st) = a(t-')R(f)(F)(s).
In particular, R(f)(F) E 9. For the remainder of this paper we will assume that both C*(H, a ) and C*(G, a ) are EH-regular. In addition, we assume that all the stability groups of (G, a ) are contained in H. As a consequence of these assumptions, we may now make the following definition. DEFINITION 5.6. Let r = Prim C*(H, 0) and define + from l-into Prim C*(G, Q)
This definition requires some comment. First, 1nd;(~) is defined in Lemma 3.5. In fact, by that lemma, if L is a representation of C*(H, 0) with kernel P, we have Indg(P) = ker 1nd$(~). Now, since we have assumed that C*(H, Q) is EH-regular, P = ker Indg(o, px) for some o E g,. Thus To complete the proof, we only need to show that $(F) is closed in 'Y provided that F is a closed G-invariant subset of I?.
Let J, = $(Pa) for {Pa) F and suppose that J, -+J. We may assume that J = $(P) for some P E I ' . Since ~e s $ is continuous (Lemma 2.6), we have R~s$($(P,)) converging to Res$($(~)) in $(C*(H, Q)). By the remarks preceding Lemma 2.4, we have ?%, converging to T P in x(I'). By Lemma 2.4, we have subnet { G P ) and IPE GP with IPconverging to P. Let U be any neighborhood of P. We eventually have an IPo in U. Hence, there is a sPU E G such that S@uPPU is in U. In short, S~uPp, is a subnet which converges to P; thus, P E F.
-5.9. The map $ from -converges to G . P then there is a subnet {G . PP) and sP E G such that "@PP + P.
PROOF. The first assertion follows from the second. The second follows from the fact that 'Y is homeomorphic to Prim C*(G, 0) and the proof of the last theorem. Q.E.D.
We remark that the first assertion is a special case of a result by Phil Green which shows that the natural map of Prim A onto the quasi-orbit space is open for any covariant system (G, A) @.
of [19]).
Suppose now that all the stability groups are contained in a fixed, but not necessarily normal, subgroup K. Then there is a normal subgroup, H, of G contained in K which contains all the stability groups. Thus, if all the stability $(a, p,) ). We have '~( x , o) = ker(' (~ndf(o, p,)) ) which, by Lemma 4.7 is equal to ker(1ndFI .= (or, pp,)) = +(r . x, or). Thus the G-action on r is carried over to the following action on T: = U S : . Notice that we have a well defined G-action on A where the s-action on the class of (x, w) gives the class of (s . x, us). As a final example of Theorem 5.8, we consider essentially free actions. That is, we suppose that all of the stability groups of (G, a) are equal to the same subgroup, say H. Notice that H must be normal and that C*(H, 51) is isomorphic to C*(H) €3 Co(Q) or Co(Q, C*(H)). Thus, Prim C*(H, 51) = I? is homeomorphc to 51 X Prim(H). The G-action of r transforms to the following action on X Prim(H): "x, P ) = (s . x, 'P), where 'P denotes the natural action of G on Prim(H) coming from the strongly continuous action of G on C*(H). We have COROLLARY 5.12. If (G, Q) is an essentially free transformation group with stability group H and if C*(G, Q) is EH-regular then Prim C*(G, Q) is homeomorphic to (Q X Prim(H)/G)-.
We conclude this section with several examples of the use of Theorem 5.3. We first consider the transformation group of the multiplicative positive reals acting on R~ by '(a, b) = ( a l l , b/t). The orbits are rays originating from the origin together with the origin which is a fixed point. Note that the action is free everywhere but at the origin. The orbit space may be identified with the unit circle, T, union the origin, 0. The primitive ideal space of C*(R+, R' ) is, by Theorem 5. We can also use Theorem 5.3 to compute the topology of the primitive ideal space of the group C*-algebra of groups which are the semi-dnect product of two second countable abelian groups. Suppose N and K are abelian subgroups of G such that G = KN, K n N = {e), and N is normal in G. Since (K, g)is a topological transformation group with respect to the K-action given by "~( a ) = X(sas-'), we may form C*(K, fi). Using the fact that a left Haar measure on C is given by one may show without difficulty that defines a *-isomorphism between C*(G) and C*(K, fi). Thus, Theorem 5.3 applies. In particular, one can use the above remarks to work out the topology on the dual spaces of such classical examples as the "ax + b" group or the Heisenberg group; although when the action of K on fi is smooth (as in the two examples mentioned), Larry Baggett has already done this (cf. [I, Theorem 3.31).
