Abstract. We use finite dimensional approximation to construct from the Seiberg-Witten equations invariants of three-manifolds with b1 > 0 in the form of periodic pro-spectra. Their homology is the Seiberg-Witten Floer homology. Then we proceed to construct relative stable homotopy Seiberg-Witten invariants of four-manifolds with boundary.
Introduction
In [3] , Cohen, Jones, and Segal posed the question of constructing a "Floer homotopy type." They conjectured that Floer homology (in either of the two variants known at the time, symplectic or instanton) should be the homology of an object called a pro-spectrum. However, the passage from homology to homotopy in either of these cases seems a difficult task at the moment. Because of their remarkable compactness properties, the SeibergWitten equations are better suited for this task. Using the technique of finite dimensional approximation, Furuta and Bauer were able to define stable homotopy invariants for fourmanifolds ( [2] , [7] , [8] ). In [12] , the second author has associated to each rational homology 3-sphere a certain equivariant spectrum whose homology is the Seiberg-Witten Floer homology.
This paper is a continuation of [12] . Here we define the stable homotopy generalization of the Seiberg-Witten Floer homology of 3-manifolds Y with b 1 (Y ) > 0. In the case when the spin c structure c is not torsion, the Floer homology groups are periodic modulo ℓ, where
This makes the setting more similar to the original one envisaged by Cohen, Jones, and Segal. Indeed, we show that in this case finite dimensional approximation gives a prospectrum SWF(Y, c), whose homology is the Floer homology. Periodicity is reflected in the existence of an isomorphism between SWF and its ℓ th suspension Σ ℓ (SWF).
Our construction of SWF runs parallel to the one for rational homology spheres in [12] . However, there is an important complication, given by the loss of compactness of the SeibergWitten moduli space. If we work in Coulomb gauge, the solutions of the Seiberg-Witten equations are the critical points of the Chern-Simons-Dirac functional
where W 0 is a spin c bundle on Y with determinant line bundle L.
There is a residual gauge action of H 1 (Y ; iZ) ⊂ Ω 1 (Y ; iR) on V with respect to which CSD is periodic modulo 4π 2 ; more precisely, the action of u ∈ H 1 (Y ; iZ) changes CSD by 4π 2 ([u] ∪ c 1 (L)) [Y ] . The Seiberg-Witten moduli space is therefore periodic modulo H 1 (Y ; iZ). It would be compact if we divided out by the residual gauge action. However, we need to do this carefully. Our goal is to approximate V by finite dimensional subspaces as in [12] , and to be able to extract the relevant information we need to restrict our attention to a bounded subset of V.
In the case b 1 (Y ) = 1 and c 1 (L) not torsion (treated in Section 3), we manage to do this by cutting the moduli space between two levels of the Chern-Simons-Dirac functional. (This procedure was used before by Fintushel and Stern in [5] to define Z-graded instanton homology and by Marcolli and Wang in [12] in the context of Seiberg-Witten theory.) We approximate the gradient flow of CSD in a bounded set between the two levels by a flow on a finite-dimensional space. The pro-spectrum SWF is then obtained from the Conley index of this flow by taking direct and inverse limits as the levels of CSD go to ±∞.
The procedure above takes care of non-compactness in the direction in which CSD is changing by multiples of 4π 2 ℓ. A more involved technique is required for the directions in which CSD is periodic. For example, when c 1 (L) is torsion, we may not achieve compactness by cutting V between the levels of CSD. Instead, we replace CSD by CSD + f, where f is a suitable function. To get the relevant Conley index, in Section 4 we introduce the notion of a "transverse double system."
For general Y and c, we need to cut V in several directions and use both the FintushelStern procedure and transverse double systems. The resulting pro-spectrum SWF turns out to be independent of the choices made in its construction, up to canonical equivalence. It also carries an S 1 action, as in [12] . Furthermore, the index pairs for the flows on the finite dimensional approximations come naturally equipped with maps to the Picard torus P ic 0 (Y ) = H 1 (Y ; iR)/H 1 (Y ; iZ). Hence we can use the notion of Conley index over a base (see [16] ) and refine our invariant to obtain a fiberwise deforming stable homotopy type over P ic 0 (Y ). Its homology with local coefficients is another version of Seiberg-Witten Floer homology.
Finally, in Section 6 we generalize the results of [12] and define a relative Seiberg-Witten invariant of four-manifolds with boundary. This invariant takes values in the stable homotopy groups of SWF. We show how to rephrase this by saying that a cobordism between two three-manifolds Y 1 and Y 2 gives rise to a morphism between SWF(Y 1 ) and SWF(Y 2 ).
Seiberg-Witten trajectories
Let Y be a closed, oriented, Riemannian 3-manifold with b 1 (Y ) > 0. Fix a spin c structure c on Y with spinor bundle W 0 and set L = det(W 0 ). We identify the space of spin c connections on W 0 with iΩ 1 (Y ) via the correspondence A → A − A 0 , where A 0 is a fixed reference connection. We denote Clifford multiplication by ρ : T Y → End(W 0 ) and the Dirac operator corresponding to the connection A 0 + a by ∂ a = ρ(a) + ∂.
The gauge group G = Map(Y, S 1 ) acts on the space
We will work with the completions of iΩ 1 (Y ) ⊕ Γ(W 0 ) and G in the L 2 k+1 and L 2 k+2 norms, respectively, where k ≥ 4 is a fixed integer. In general, we denote the L 2 k completion of a space E by L 2 k (E). Unlike in [12] , here it becomes necessary to perturb the Seiberg-Witten equations by an exact 2-form ν on Y in order to obtain a genericity condition. The perturbed Chern-
The change in CSD ν under the action of the gauge group is
The gradient of CSD ν with respect to the L 2 metric is the vector field
where τ is the bilinear form defined by τ (φ, ψ) = ρ −1 (φψ * ) 0 and the subscript 0 denotes the trace-free part.
The perturbed Seiberg-Witten equations on Y are the equations for the critical points of
The basic compactness result for the solutions (a, φ) to the Seiberg-Witten equations ( [10] ) is that one can always find a gauge transformation u such that u(a, φ) is smooth and bounded in all C m norms by constants which depend only on ν and the metric on Y.
As mentioned in the introduction, we intend to cut the moduli space between two levels of a functional of the form CSD ν + f. In order for this to be always possible, we need to make sure that the set of critical points of CSD ν is discrete (modulo gauge). If this is true, we call the perturbation ν good. When c 1 (L) is not torsion, the set of good perturbations is Baire in the space of exact 2-forms. Indeed, according to [6] , all critical points are nondegenerate for a Baire set of perturbations, and any nondegenerate critical point is isolated.
However, no exact perturbation ν is good when c 1 (L) is torsion; there is always a torus of reducible monopoles. Thus we need to introdue an additional perturbation. Let {h i }, 1 ≤ i ≤ m, be an integral basis for H 1 (Y ; R) which is orthonormal with respect to the L 2 inner product. We replace CSD ν by the functional
The (twice perturbed) Seiberg-Witten equations ∇CSD ν,ǫ (a, φ) = 0 have a discrete set of solutions for generic ν and small ǫ. For the sake of simplicity, we will drop ǫ from the notation. Hence, CSD ν is to be be understood as CSD ν,ǫ in the case c 1 (L) = torsion.
From now on we will always assume that ν is good. (When c 1 (L) is torsion, this means that (ν, ǫ) is good.) Let us study the trajectories of the downward gradient flow of CSD ν , given by:
Such Seiberg-Witten trajectories can be interpreted as solutions of the four-dimensional Seiberg-Witten equations on the infinite cylinder R × Y.
We borrow the terminology of [12] and say that a Seiberg-Witten trajectory x(t) is of finite type if both CSD ν (x(t)) and φ(t) C 0 are bounded functions of t.
The following proposition was proved in [12] for the case b 1 (Y ) = 0, but the proof works in general, with only minor changes:
) which is equal to x(t 0 ) for some t 0 ∈ R and some Seiberg-Witten trajectory of finite type
As in [12] , it is useful to project our configuration space to the Coulomb gauge slice. Let G 0 be the group of gauge transformations of the form u = e iξ , where ξ : Y → R satisfies Y ξ = 0. The Coulomb gauge slice is the space
, there is a unique element Π(a, φ) ∈ V which is gauge equivalent to (a, φ) by a transformation in G 0 . We call it the Coulomb projection of (a, φ).
There is a residual gauge action of H 1 (Y ; Z)× S 1 on V as follows: if we choose basepoints on Y and S 1 , then h ∈ H 1 (Y ; Z) is the homotopy class of a unique pointed harmonic map u : Y → S 1 . Then h acts on (a, φ) via the gauge transformation u, while e iθ ∈ S 1 sends (a, φ) ∈ V to (a, e iθ φ).
As in [12] , one can find a metric on V such that the downward gradient trajectories of CSD ν | V with respect to this metric are exactly the Coulomb projections of the trajectories of CSD ν on iΩ 1 (Y ) ⊕ Γ(W 0 ). Given a tangent vector at some point in V, its length in the new metric is the L 2 length of its projection to the orthogonal complement of the tangent space to the gauge equivalence class through that point in iΩ 1 (Y ) ⊕ Γ(W 0 ). The gradient of CSD ν | V with respect to this metric on V is of the form l + c, where l, c :
Here π denotes the orthogonal projection from
Let us look at finite type trajectories x : R → L 2 k+1 (V ) for some fixed k ≥ 4. From Proposition 1 we know that they are locally the Coulomb projections of smooth trajectories contained in a bounded set modulo the residual gauge action. In other words, if we denote by Str m (R) the union of balls
then the following statement is true: all trajectories x as above are smooth in t and there are uniform constants C m > 0 such that x(t) ∈ Str m (C m ) for each m. 
Let u : Y → S 1 be the pointed harmonic map in the homotopy class h. Then u −1 du = ih, where we think of h as a harmonic 1-form. The Seiberg-Witten moduli space is compact modulo the residual gauge action u · (a, φ) → (a − ih, uφ). We have CSD ν (u · (a, φ)) = CSD ν (a, φ) + 4π 2 ℓ.
We follow [12] and consider the orthogonal projections from V to the finite dimensional subspaces V µ λ spanned by the eigenvectors of l with eigenvalues in the interval (λ, µ]. We can smooth out these projections to obtain a family p µ λ which is continuous in µ and λ and still satisfies V As mentioned in the introduction, we intend to cut the moduli space between two levels of the CSD ν functional. Since the set of critical points is discrete modulo gauge, we can choose v ∈ R which is not the value of CSD ν at any critical point. Because of the periodicity in the residual gauge direction, the same must be true for the values v + 4π 2 nℓ, n ∈ Z. Choose m, n ∈ Z, m < n, and consider the set
Recall that the "strip" Str k+1 (R) is the union of the residual gauge translates of the ball of radius R in the L 2 k+1 norm. On that ball, CSD ν takes values in a compact interval I ⊂ R. On a translate of the ball, it takes values in the corresponding interval I + 4π 2 nℓ, for some n ∈ Z. It follows that T (R) intersects only finitely many such translates, hence it is bounded in the L 2 k+1 norm. Furthermore, if R is sufficiently large, all the Seiberg-Witten trajectories contained in T (2R) are of finite type, hence contained in T (R). Now we are in the right setting for doing finite dimensional approximation: the gradient flow of CSD ν on the bounded set T (2R) is of the form −(∂/∂t)x(t) = (l + c)x(t), where l is linear Fredholm and self-adjoint and c :
Let us consider the trajectories of the gradient flow of CSD ν restricted to V µ λ which are contained in T (2R). The following compactness result is the analogue of Proposition 2 in [12] , and the proof is completely similar:
Let S be the invariant part of T = T (2R) ∩ V µ λ under the flow, i.e. the set of critical points of CSD ν | V µ λ contained in T together with the gradient trajectories between them. Then S is contained in the interior of T by Proposition 2 and the fact that no gradient trajectory can be tangent to a level set of CSD ν .
Because of these properties, we can associate to S a Conley index I(S), which is the pointed space N/L, where (N, L) is an index pair for S, i.e. a pair of compact subsets L ⊂ N ⊂ T satisfying the following conditions:
L is an exit set for N, i.e. for any x ∈ N and t > 0 such that
Here we denote by φ the downward gradient flow on T. 3. L is positively invariant in N, i.e. if for x ∈ L and t > 0 we have
For the basics of Conley index theory, the reader is referred to [4] or [19] . Section 5 of [12] also gives an overview of the relevant properties. The most important ones are the existence of the index pair and the fact that the Conley index is independent of N and L up to canonical homotopy equivalence.
We are interested in the Conley index
because its homology is the same as the Morse homology computed by counting critical points and trajectories between them in the usual way. In our case, if we are able to take the limits n, µ → ∞, m, λ → −∞, the homology of the resulting object should be the Seiberg-Witten Floer homology.
Let us first see what happens as µ → ∞ and λ → −∞. This process was studied in detail in [12] . If µ increases so that V µ λ increases in dimension by 1, the flow on the new T is homotopic to the product of the flow on the old T and a linear flow on the complementary subspace. Since the linear operator l on this subspace has only positive eigenvalues, the respective Conley index is trivial, which implies that I µ λ does not change with µ, up to homotopy equivalence.
However, if we decrease λ so that V µ λ increases in dimension by 1, then l has negative eigenvalues on the complementary subspaces and the new Conley index I µ λ is the suspension of the old one. In order to obtain an invariant object, we need to take the de-suspension of I µ λ by n λ = the dimension of V 0 λ . We can do this in the stable category of spectra, and the resulting spectrumĨ µ λ is independent of µ and λ for µ, −λ ≫ 0, up to equivalence. However, it is not so up to canonical equivalence: there is an ambiguity regarding the orientation on the complementary subspaces with respect to which we take the suspensions. To make the equivalences canonical, we need to replaceĨ
We call the resulting spectrum J.
Remark. We should point out that there is another residual gauge action, that of S 1 : (a, φ) → (a, e iθ φ). We can do all our constructions S 1 -equivariantly, but then we need to take the desuspensions above carefully, by the S 1 reprsentation R when we encounter eigenspaces of d * and by C when we deal with eigenspaces of ∂. It is important to keep in mind the S 1 action because in computing Seiberg-Witten Floer homology in the usual way we do not count critical points of CSD ν on V, but rather S 1 orbits of critical points. Therefore, we expect Seiberg-Witten Floer homology to be equal to the S 1 −equivariant homology of SWF, rather than to the ordinary homology.
Let us return to our spectrum J = J(m, n), which still depends on m and n. Let us see what happens as we vary n. In a finite dimensional approximation V µ λ , the isolated invariant set S µ λ (m, n) is an attractor subset of S = S µ λ (m, n+1). This means that it "attracts" nearby points of S under the downward gradient flow, which is obviously true because CSD ν is decreasing along flow lines. There is a corresponding repeller subset S µ λ (n, n + 1). There is a coexact sequence for the Conley indices of an attractor-repeller pair (see [4] ):
For µ and −λ sufficiently large, by taking the relevant desuspensions, we obtain an exact triangle of spectra:
The maps J(m, n) → J(m, n + 1) allow us to define the spectrum J(m, ∞) as the direct limit of J(m, n) as n → ∞. Note that throughout our discussion we work with real maps between spectra, i.e. (stable) maps before passage to homotopy.
We might expect a similar construction for m → −∞. Indeed, we have exact triangles:
which give by taking direct limits:
Using the reuslting maps we could take the inverse limit of J(m, ∞) as m → −∞. However, doing this would not give us what we wanted: the cohomology of an inverse limit of spectra is not the direct limit of their cohomologies. In our case, the (S 1 -equivariant) cohomology of the resulting spectrum would not give the Seiberg-Witten Floer cohomology, which is supposed to be the direct limit of H * S 1 (J(m, ∞)) as m → −∞. The solution to this problem is to introduce pro-spectra, along the lines of Cohen, Jones, and Segal ( [3] ). (For the general definition of a pro-category, we refer to [1] .) Basically, a pro-spectrum X is an inverse system of spectra {X p }, p ∈ Z:
We could call X the pro-limit of X p . The set of maps between two pro-spectra X = {X p } and Y = {Y q } is defined as
Let us define SW F (Y, c) as being the pro-spectrum {J(m, ∞)}. Its equivariant cohomology is then the direct limit of H * S 1 (J(m, ∞)), which is the Seiberg-Witten Floer cohomology of Y.
Of course, we need to check that our invariant is independent of the choices made in its construction, up to equivalence. In fact, it turns out that it may vary up to arbitrary suspensions and desuspensions.
Changing the connection. Let us start by varying the base connection A 0 . It suffices to consider nearby connections A 0 , A ′ 0 . For these we can find µ and −λ sufficiently large so that V µ λ does not changes dimension as we choose the base connection to be
Using the invariance under continuation of the Conley index, we get that all the corresponding Conley indices are equivalent. However, the number of negative eigenvalues n λ = dim V 0 λ by which we desuspend in the construction of SWF varies according to the spectral flow of the Dirac operator ∂ t , t ∈ [0, 1]. After taking the limits, it follows that SWF may be changed to an (iterated) suspension or desuspension of itself.
In particular, let us consider the homotopy A t = A 0 − ith, t ∈ [0, 1]. The spectral flow of the Dirac operators along this homotopy is ℓ. Hence:
On the other hand, recall the periodicity on V : CSD ν (a − ih, uφ) = CSD ν (a, φ) + 4π 2 ℓ. This does not translate into a periodicity on V Putting (2) and (3) together and taking the limits as n, −m → ∞ we get an equivalence:
This is a refinement of the well-known periodicity modulo ℓ in the Seiberg-Witten Floer homology (see [13] , for example).
Changing other parameters. A similar argument to the one used for base connections shows that SWF may be changed by a (de)suspension as we vary the Riemannian metric on Y. However, it does not change (up to canonical equivalence) as we vary the other parameters involved in the construction, such as the perturbation ν or the radius R in Proposition 2. This is true because the Dirac operator does not vary.
It is a little more interesting to show that SWF does not depend on the value v of CSD ν where we do the cutting. From our construction it is clear that nothing changes if we replace v by v + 4π 2 nℓ, n ∈ Z (the direct limits and the pro-limits are the same). Thus it suffices to study the case of v, v ′ ∈ R which are not values of CSD ν at critical points and which satisfy v < v ′ < v + 4π 2 ℓ. Let us switch notation and denote by J(a, b) the Conley index obtained as before from the approximate trajectories between the levels CSD ν = a and CSD ν = b, for some µ, −λ ≫ 0. (For example, J(v + 4π 2 mℓ, v + 4π 2 nℓ) is what we previously denoted J(m, n).) Then we get the following diagram, where the maps come from the coexact sequences for attractor-repeller pairs:
Taking the direct limits as n → ∞ we get
where J(a, ∞) and J(a, ∞) ′ are the direct limits coming from v and v ′ respectively. Note that the composition of the first two maps in 4 is the identity, just like the composition of the last two maps. Furthermore, the first and the third maps are the same. It follows that J(a, ∞) ∼ = J(a, ∞) ′ so the direct limit as v + 4π 2 nℓ → ∞ does not depend on v. Similarly one can show that the pro-limit as v + 4π 2 mℓ → −∞ does not depend on v either.
Finite dimensional approximation II: Transverse double systems
If we try to do the construction in the previous section for general Y and c, we run into a problem: the set T (R) = Str k+1 (R) ∩ {(a, φ) ∈ V |CSD ν (a, φ) ∈ (m, n)} may not be bounded. Therefore, we need to find another way of cutting the Seiberg-Witten moduli space. In this section we will show how to do this using transverse double systems.
For the sake of clarity in our exposition, we will assume that b 1 (Y ) = 1 and c 1 (L) = torsion. (The general case is not much harder, and will be discussed briefly in the next section.)
If h is the generator of H 1 (Y ; R), then CSD ν (a − ih, uφ) = CSD ν (a, φ), so CSD ν is periodic as a map to R. The Hodge decomposition of 1-forms gives V = ihR ⊕ i Im d * ⊕ Γ(W 0 ). Let p : V → ihR ∼ = R be the orthogonal projection to the first factor, and T : V → V, T (a, φ) = (a + ih, u −1 φ) be the generator of the residual gauge group. Consider the strip of balls Str = Str k+1 (2R) as in the previous section. Definition 1. A transverse double system is a pair of smooth functions f 1 , f 2 : Str → R satisfying the following properties:
1. There exists a constant M > 0 such that f i (x) < 0 whenever p(x) < −M and
We have ∇CSD ν (x), ∇f 1 (x) > 0 whenever f 1 (x) = 0 and ∇CSD ν (x), ∇f 2 (x) < 0 whenever f 2 (x) = 0. The inner product in condition 3 is the one used for getting the gradient of CSD ν in the gauge slice. Condition 3 basically says that the level sets of f i at 0 are transverse to the gradient flow, and specifies the direction of the flow at these level sets. Note that because CSD ν is invariant under T, all the translates T n {x|f i (x) = 0} are also transverse to the flow.
Given a transverse double system (f 1 , f 2 ), we obtain a nice partition of the strip Str in the following way. Let us denote
Because of Condition 2 in the definition of a transverse double system, we have the nested sequences · · · ⊂ A n ⊂ A n+1 ⊂ . . . and · · · ⊂ B n ⊂ B n+1 ⊂ . . . . Let U n = A n+1 \ A n and V n = B n+1 \ B n .
We claim that U n is bounded in the L 2 k+1 norm. Indeed, Str is the union of the residual gauge translates of a ball, so it suffices to check that p(U n ) is bounded in R. But this is true because of Condition 1.
Similarly, V n is bounded. Then it is easy to see that U 0 intersects only finitely many V n 's. Without loss of generality we can assume that these are V 1 , V 2 , . . . , V N . Set
The bounded sets W i n give a partition of the strip Str as in the figure (the arrows indicate the direction of the downward gradient flow): Before showing how transverse double systems can be used to define the invariant SWF, let us first prove their existence. One can construct a transverse double system (f 1 , f 2 ) as follows. Let [α, β] ⊂ (0, 1) be a small interval such that ∇CSD ν (x) = 0 for all x ∈ Str such that p(x) ∈ (α, β). We then define a smooth increasing function f : [0, 1] → R such that f ≡ 0 on [0, α], and f increases slowly on [α, β] so that
Then we set f ≡ ǫ on [β, 1] for some ǫ = f (β) > 0. Next, we extend f to the whole real line by requiring f (t + 1) = f (t) + ǫ for all t ∈ R. Finally, we define:
Let us check the conditions in the definition of a transverse double system. Condition 1 is satisfied because lim t→±∞ f (t) = ±∞ and CSD ν (being invariant under T ) is a bounded function on Str. Condition 2 is also satisfied because f i (T x) = f i (x) + ǫ for i = 1, 2 and x ∈ Str. Finally, condition 3 is satisfied because ∇(f • p) ≤ CSD ν , with equality only at the critical points of CSD ν , and we can easily arrange so that that the level sets of f i at 0 do not go through such points. Now that we have constructed a transverse double system, note that each of the sets W i n can be used instead of T (2R) to do finite dimensional approximation as in the previous section. Indeed, they are bounded and the flow lines are transverse to the level sets which are separating them, because of condition 3. We can again consider the set of critical points of CSD ν inside of W i n together with the trajectories between them (in a suitable finite dimensional approximation), and take its Conley index. After taking the relevant desuspension, we get spectra J i n = J(W i n ), the analogues of J(m, n) from the previous section. Similarly we get spectra J(W i n ∪ W i+1 n ), J(U n ), J(V n ), etc. However, the spectra J i n clearly depend on the partition of Str, i.e. on the transverse double system. To obtain the invariant SWF, we need to put them together in a meaningful way.
Let us explain what SWF should be: assuming that T leaves a subspace V µ λ invariant (which is not generally true!), we would be interested in the Conley index of the flow on the compact space Str ∩ V µ λ modulo T, i.e. we would like to "roll up" the diagram above. This cannot be done easily in general, because T maps V However, by varying the base connection as in the previous section, we find that J i n ∼ = J i n+1 for any i and n, i.e. J i = J i n does not depend on n, up to canonical equivalence. This periodicity in the Conley indices provides a way of "rolling up" the diagram. Note that there are plenty of exact triangles coming from the attractor-repeller pairs in the figure; for example:
n ) The last maps in the two sequences above can be written as i 1 , i 2 : J 1 → ΣJ 2 . These "connecting" maps can be used to determine the middle terms J(W 1 n ∪ W 2 n ) and J(W 1 n+1 ∪ W 2 n ); indeed, they are equivalent to Σ −1 C(i 1 ) and Σ −1 C(i 2 ), the desuspensions of the mapping cones of i 1 and i 2 , respectively. Now it is easy to see how we should define SWF for the case of a transverse double system with N = 2 : we should take into account both the flow lines connecting W 1 n and W 2 n and those connecting W 1 n+1 and W 2 n . Thus, we should add the maps i 1 and i 2 (recall that the category of spectra is additive!) and set
Remark. Now we can explain why we needed a transverse double system (f 1 , f 2 ) rather than a single function f 1 . If we only used f 1 , we would have obtained a partition of Str into bounded sets U n . However, one can check that there would not have been enough attractor-repeller pairs between the respective Conley indices in order to define SWF.
The above definition of SWF can be extended for transverse double systems with any N ≥ 2. Let us see how to do this in the case N = 3, pictured in Fig. 1 . In addition to i 1 and i 2 , we have the following maps coming from exact triangles of attractor-repeller pairs:
Note that the following diagram commutes:
and similarly
Let us consider the following diagram of exact triangles:
By taking weak kernels we can extend this diagram upwards: we add the triangle * → Σ −1 C(id ∨ id) → Σ −1 C(r), and the latter map must be an equivalence.
Applying the functor [−, Σ 2 J 3 ] we get the diagram:
where the columns are exact.
. The commutativity of (5) implies that s * (a) ∈ Im (id∨id) * = ker f * . Since f * (s * (a)) = 0, we have a ∈ ker g * = Im r * . Hence there is a map j :
. By composing j with the natural morphism C(i 1 + i 2 ) → C(i 1 ∨ i 2 ) and desuspending we get j :
In a similar way, but starting from k 1 and k 2 instead of j 1 and j 2 , we obtain a morphism
was the natural object obtained by putting together J 1 and J 2 using both of the connecting maps i 1 and i 2 . Now j and k represent the two connecting maps between Σ −1 C(i 1 + i 2 ) and J 3 . Therefore it makes sense to define (for N = 3) SWF(Y, c) = Σ −1 C(j + k).
One can repeat this procedure to obtain the invariant SWF for any N : we first adjoin J 1 to J 2 using i 1 + i 2 , then we adjoin the resulting object to J 3 , and so on.
Independence of the transverse double system. We need to to check that the spectrum SWF does not depend on the transverse double system (f 1 , f 2 ), up to equivalence. This is basically a diagram chase. We will do it below under some simplifying assumptions; the general case is left to the reader.
We assume that N = 2 and we vary only the function f 1 in the transverse double system. Let (f 1 ,f 2 ) be the second transverse double system, with the corresponding W i n sets denoted by W i n . We make the further assumption that the level set at 0 off 1 is contained in W 1 n , as pictured below: Here
. Consider the following commutative diagram, in which both the rows and the columns are exact triangles coming from attractor-repeller pairs:
On the other hand, we do not have C(i 1 ) ∼ = C(ĩ 1 ). Let us look at the diagram:
Because the compositions K n → J 1 n → ΣJ 2 n and J 1 n → Σ J 2 n → ΣK n+1 are nullhomotopic, we can fill in the diagram with the null morphism K n → K n+1 .
We are interested in comparing C(i 1 + i 2 ) with C(ĩ 1 +ĩ 2 ), so let us wedge the diagrams (6) and (7) together:
The pro-spectrum invariant and refinements
So far we have shown how to construct the pro-spectrum SWF(Y, c) in the case b 1 (Y ) = 1. Note that when c 1 (L) is torsion this is an ordinary spectrum.
It is not difficult to extend these constructions to the general case. Assume, for example, that b 1 (Y ) = 2 and c 1 (L) is torsion. Then the construction is similar to that in the previous section. However, now there are two directions in cohomology, which give two residual gauge translations T 1 , T 2 : Str → Str. Therefore, we need to use two transverse double systems, one for each cohomological direction. Assume for simplicity that N = 2 for both systems and let us see how we can roll up the resulting diagram: We have corresponding Conley indices J k,l = J(W k,l n,m ) and connecting maps
By rolling up the diagram vertically (as in the previous section) we obtain two spectra Σ −1 C(i 1 + i 2 ) and Σ −1 C(j 1 + j 2 ). Now we would like to roll up the diagram horizontally by putting together the two spectra using the maps k 1 + k 2 and l 1 + l 2 . In order to do this, note that (Σl α )
and we have the diagram:
There is a fill-in map
relates the two spectra we had before. Then it is natural to set
It is immediate how to extend this procedure to transverse double systems with any N ≥ 2. Furthermore, we can play the same game for Y with b 1 = b > 2 and c 1 (L) torsion by taking b transverse double systems in different cohomological directions and rolling them up.
In the case when c 1 (L) is not torsion, we need to use both double transverse systems and the techniques from Section 3. Let
We partition Str both through the level sets of CSD ν (in the direction in which CSD is changing) and through b − 1 transverse double system (one for each of the other cohomological directions). Next, we roll up the diagram in the b − 1 directions as above and then we take the direct limits and pro-limits in the other direction. We get a pro-spectrum SWF(Y, c) satisfying
One can prove that SWF is independent of (most of) the choices made in its construction up to equivalence in the same way as in Section 3. The only caveat is that when we vary the Riemannian metric or the base connection, SWF may change by a suspension or desuspension.
The S 1 action. All the constructions above can be done in an S 1 -equivariant manner, preserving the residual gauge action of S 1 on V, given by e iθ : (a, φ) → (a, e iθ φ). The pro-spectrum SWF is S 1 -equivariant, and we need to take its equivariant cohomology to obtain the usual Seiberg-Witten Floer cohomology SW HF * (Y ). Relation (8) reflects the well-known periodicity of SW HF * .
Note that in the case when c 1 (L) is not torsion, we can "divide out" by the S 1 action. Indeed, there is no reducible critical point (a, 0) of CSD ν , because there are no flat connections on W 0 . This is also true for critical points in the finite dimensional approximations. It follows by S 1 -equivariance that the flow lines between such points also do not intersect the plane φ = 0. Thus we can replace the strip Str by the set Str ′ obtained from Str by deleting a neighborhood of the plane φ = 0. The S 1 action is free on Str ′ , so we can take the quotient Str ′′ = Str ′ /S 1 . By doing all the constructions as before, but with the quotient flow on Str ′′ , we obtain a pro-spectrum swf. Its ordinary cohomology is the Seiberg-Witten Floer cohomology, and we still have Σ ℓ swf ∼ = swf.
The mappings to the Picard torus. There is an extra piece of data which can be used to construct a refinement of SWF. Consider the map
which is the composition of the orthogonal projection to the harmonic 1-forms and the natural quotient map. Let (N, L) be any index pair that we used to get one of the Conley indices constructed in this paper. We would like to keep encoded in our construction the fact that N and L come equipped with maps to P ic 0 (Y ). We can do this by using the notion of Conley index over a base, as developed by Mrozek, Reineck and Srzednicki in [16] . Instead of I = N/L we consider the space
We refer the reader to [9] for the basics of fiberwise homotopy theory. The space I p comes with a projection p = (p ∨ id) : I p → P ic 0 (Y ) and a section s : P ic 0 (Y ) → I p (coming from the inclusion) such that p • s = id. It is a pointed space over P ic 0 (Y ), and its fiberwise deforming homotopy type depends only on the invariant set, not on the particular index pair that we chose. I p is the Conley index over the base P ic 0 (Y ) and it shares many of the properties of the usual Conley index (see [16] ). In particular, we can do all the constructions above with I p 's instead of I's. The result would be an invariant SWF p (Y, c) which is an S 1 -equivariant pro-spectrum over P ic 0 (X), with fibering and section maps
On the level of homology this gives a construction of the Seiberg-Witten Floer homology with twisted coefficients. The composition
allows us to define the homology of I p with local coefficients in the group ring Z[H 1 (Y ; Z)], or in any module over this ring.
Comparison with the Ozsvath-Szabo Floer homologies. In [17] and [18] , Ozsvath and Szabo have constructed several versions of Floer homology for three-manifolds, which they denoted by HF , HF + , HF − , HF . Their theory is supposed to give the same output as Seiberg-Witten theory. In [17] , they have made the precise conjecture relating HF + and HF − to two versions of the Seiberg-Witten Floer homology for rational homology 3-spheres.
More generally, we conjecture that all variants of the Ozsvath-Szabo Floer (co)homology are different functors applied to our invariant SWF :
where D is the equivariant Spanier-Whitehead duality functor (see [11] ). Also, the groups HF + , HF should be the equivariant and non-equivariant homology of SWF p with local coefficients in Z[H 1 (Y ; Z)], respectively.
Relative invariants of four-manifolds with boundary
Let X be a compact 4-manifold with boundary Y. Assume that X has a spin c structurê c which extends c, and that we are given orientations on H 1 (X; R) and H 2 + (X; R). Our goal is to construct a relative Seiberg-Witten invariant of X in the form of an element in a stable homotopy group of SWF(Y, c). This construction was done in Section 9 of [12] for the case b 1 (Y ) = 0. The general case is similar, so here we will only sketch the construction, pointing out the new issues that arise and how to handle them. The reader is referred to [12] for the analytical details.
Let us also choose a spin c connectionÂ 0 on X which restricts to A 0 on Y. Then we can define the Seiberg-Witten map
We need to explain the notation. Ω 1 g (X) is the space of 1-forms on X in Coulomb gauge, i.e. satisfyingd * â = 0,â| ∂X (ν) = 0, where ν is the unit normal to the boundary. W + and W − are the positive and negative spinor bundles on X, respectively, ρ is Clifford multiplication, and D is the four-dimensional Dirac operator. Finally, i * is the restriction to Y , Π is the Coulomb projection for Y, and p µ is the orthogonal projection to
The map SW can be decomposed into a linear and a compact map between suitable Sobolev completions of the domain and the target. We can apply Furuta's technique of finite dimensional approximation and obtain a map:
Here U, U ′ are finite dimensional spaces. Take a small ball centered at the origin B(ǫ) ⊂ U and consider the preimage of B(ǫ) × V µ λ in U ′ . LetK 1 ,K 2 be the intersections of this preimage with a large ball B ′ in U ′ and its boundary, respectively. Finally, mapK 1 ,K 2 back to V µ λ by composing SW µ λ,U with the obvious projection. Denote the respective images by K 1 and K 2 .
Let us assume for the moment that we are in the simplest case, when b 1 (Y ) = 1 and c 1 (L) is not torsion. Recall the notations from Section 3. Since K 1 is compact, we can choose n, −m, and R sufficiently large so that K 1 ⊂ T (R). Furthermore, the analysis done in [12] (based on the compactness properties of the four-dimensional Seiberg-Witten equations) shows that there exists an index pair (N, L) for the invariant part of T (2R) in the gradient flow such that K 1 ⊂ L and K 2 ⊂ N.
Thus we can define a map
by applying SW µ λ,U to the elements ofK 1 and sending everything else to the basepoint. For −λ, µ ≫ 0, after taking the relevant desuspensions, this gives an element in a stable homotopy group of J = J(m, n). There are such elements for any −m, n ≫ 0, and they commute with the maps between the different J(m, n) coming from the attractor-repeller exact triangles. Therefore, we can take direct limits and pro-limits and obtain a map to SWF(Y, c). If we insist on doing the constructions equivariantly, we get an element Ψ(X,ĉ,Â 0 ) ∈ π S 1 * (SWF(Y, c) ). So far we have assumed that b 1 (Y ) = 1 and c 1 (L) is not torsion. An analogous construction can be done in general, but there is an additional subtlety. For the sake of clarity, let us describe the situation under the assumptions that b 1 (Y ) = 1, c 1 (L) is torsion, and we have a transverse double system with N = 2.
Recall the notations from Section 4. The set K 1 ⊂ V µ λ is conatined in Str if we choose the strip sufficiently wide. If we had K 1 ⊂ W 2 n for some n, we would get a map to a suspension of the Conley index J(W 2 n ) = J 2 . By composing this with the obvious map J 2 → Σ −1 C(i 1 + i 2 ), we would be able to proceed as before.
However, in general K 1 is not contained in any W 2 n . Being bounded, the best that we can say is that it is contained in some union W 2 n ∪ W 1 n+1 ∪ W 2 n+1 ∪ · · · ∪ W 2 n+k−1 . Thus instead of getting a map to (a suspension of) SWF = Σ −1 C(i 1 + i 2 ) we obtain a map to SWF (k) , the invariant obtained by rolling up the figure modulo the residual gauge transformation T k rather than T.
It would be good to find a natural morphism from SWF (k) to SWF. This can be done as follows. Note that SWF (k) is obtained by connecting a wedge of k copies of J 1 to a wedge of k copies of J 2 using the maps i 1 and i 2 (k times each). We have the diagram: The desuspension of the fill-in Σ(SWF (k) ) → Σ(SWF) is the required map. By composing with it we obtain an element in a homotopy group of SWF as before.
It is straightforward to extend this procedure to the general case. In the end we find that for any X and Y there is an element: Ψ(X,ĉ,Â 0 ) ∈ π S 1 * (SWF(Y, c) ). One can show by a continuity argument that Ψ is independent of the choices made in its construction, up to canonical equivalence.
Starting from here we can compose with the canonical map from stable homotopy to any other generalized homology theory h. Thus we obtain relative Seiberg-Witten invariants of X with values in any h * (SWF(Y, c) ), and in particular in the Seiberg-Witten Floer homology of Y. Remark 1. Let us vary the base connectionÂ 0 on X by adding to it a harmonic 1-form α ∈ H 1 (X; R) which annihilates the normal vector to the boundary.
There is a periodicity as α varies in H 1 (X; R) : a gauge transformationû on X which is trivial on Y can identify the configurations atÂ 0 andÂ 0 + α, provided that [α] ∈ H 1 (Y ; Z) and i * ([α]) = 0 ∈ H 1 (Y ; Z). Let us look at i * as a map between the cohomologies with real cooefficients and consider the space
which is a covering of the Picard torus of X. We can collect together the maps Ψ(X,ĉ,Â 0 + α) as α varies over P and obtain a bundle of morphisms from spheres to SWF. In other words, we get a morphism from the Thom space of a vector bundle over P (the Dirac index bundle) to SWF(Y, c) : Ψ(X,ĉ) : T (Ind) → SWF(Y, c).
In the case when X is closed, this is the invariant constructed by Bauer in [2] .
Remark 2. It is interesting to interpret the invariant Ψ in terms of cobordisms, as in [12] . Consider a cobordism X between any 3-manifolds Y 1 and Y 2 . Omitting the spin c structures from notation for simplicity, we have an invariant Ψ(X) ∈ π S 1 * SWF(Ȳ 1 ) ∧ SWF(Y 2 ) . A duality theorem for Conley indices shows that SWF(Y 1 ) and SWF(Ȳ 1 ) are equivariantly Spanier-Whitehead dual to each other. This implies that there is a natural isomorphism:
Therefore, a cobordism between Y 1 and Y 2 induces an equivariant stable homotopy class of S 1 −maps between SWF(Y 1 ) and a certain suspension or desuspension of SWF(Y 2 ).
