Introduction
Although English is generally regarded as having relatively fixed word order, post-verbal constituents actually exhibit considerable variability in their ordering. (1)-(4) illustrate a number of constructions in which the ordering between two constituents is not fixed.
(1) Heavy Noun Phrase Shift 1 (HNPS) a. We take too many dubious idealizations for granted. b. We take for granted too many dubious idealizations.
(2) Dative Alternation (DA) a. Kim handed a toy to the baby. b. Kim handed the baby a toy.
(3) Verb Particles (VPrt) a. We figured the problem out. b. We figured out the problem. There is little, if any, semantic difference between the (a) and (b) versions in these examples; they certainly do not differ in truth conditions.
For the past few years, we have been investigating what factors influence the choice of one ordering over another in such cases, with special attention to the first two. This paper summarizes some of the factors that have been shown to matter, and discusses at somewhat greater length one factor that might be expected to matter, but appears to have little effect.
The work we report on here involves both corpus studies and psycholinguistic experiments. Much of it is described elsewhere in greater detail. Our purpose here is to pull together what is known on the topic and to try to extract some lessons from it. Behaghel (1909/10: 139) is usually credited with the first observation of what Quirk, et al. (1972) later called "the principle of end-weight": "So bildet sich unbewußt in den Sprachen ein eigenartiges rhythmisches Gefühl, die Neigung, vom kürzeren zum längeren Glied überzugehen [... ] Behaghel (1930: 85) provides a more compact formulation: "Von zwei Gliedern von verschiedenem Umfang steht das umfangreichere nach" [Of two constituents of different size, the larger one follows the smaller one].
Known factors 2.1 Weight
In a number of publications over the last few years, John Hawkins has built on Behaghel's observation, extending our understanding in a number of directions (see especially Hawkins 1994, 2000, and in press) . Among Hawkins's important contributions are: documenting Behaghel's generalization with extensive corpus studies across a variety of languages; discovering that at least some head-final languages exhibit the mirror-image tendency (that is, with long constituents preceding short ones); and, most importantly, offering a detailed and plausible explanation for these ordering preferences in terms of processing constraints.
The literature contains many different proposals for precise definitions of what we are calling "weight" here. Wasow (1997) tested eight proposed definitions against corpus data, to determine what kind of characterization made the most reliable predictions about constituent ordering in English. He concluded that:
• Graded characterizations account for more of the data than categorical definitions.
• It is the relative weight of the postverbal constituents that influences their ordering, not the weight of any one constituent.
• Several proposed measures (viz. number of words, number of nodes, and number of phrasal nodes) are so highly correlated that it is impossible to choose among them on empirical grounds. These observations provide some justification for Hawkins's practice, emulated by others (ourselves included), of using differences in the lengths of constituents as one parameter in studies of factors influencing ordering.
It is worth noting, however, that the use of length as the measure of weight was challenged decades ago. Chomsky (1975: 477) 
.] the detective brought the man who was accused of having stolen the automobile in
It is interesting to note that it is apparently not the length in words of the object that determines the naturalness of the transformation, but, rather, in some sense, its complexity. Thus "they brought all the leaders of the riot in" seems more natural than "they brought the man I saw in." The latter, though shorter, is more complex [.] Wasow (1997) , looking for a single criterion of weight, found that length worked as well as any other (and better than some), but he did not consider the possibility that length and complexity might be two distinct factors that both influence constituent ordering. We investigated this possibility in a questionnaire study and a corpus analysis.
In the questionnaire study, we investigated whether complexity predicts ordering at all when length differences are controlled. We constructed sets of examples exhibiting heavy noun phrase shift, the dative alternation, and the verb-particle construction, in which the crucial noun phrases were matched by length but differed in complexity, by one natural characterization of complexity. Specifically, we constructed pairs of noun phrases that were identical in length and similar in meaning, but differed in that one contained (or consisted of) a clause, whereas the other contained none. We then put them into the constructions in question, in both the immediately postverbal position and in positions later in the clause. Hence each sentence had four variants: sentential vs. non-sentential noun phrase, crossed with immediately postverbal vs. later position. Twelve such sentence quadruples (four for each construction) were constructed, for a total of 48 test sentences. (5) gives one sample quadruple, testing heavy noun phrase shift.
(5) a. John took only the people he knew into account.
b. John took into account only the people he knew. c. John took only his own personal acquaintances into account. d. John took into account only his own personal acquaintances.
We used the sentences to construct four questionnaires, each containing exactly one sentence from each of the 12 quadruples, so that no subject would see more than one variant of any sentence. 88 subjects rated the acceptability of each sentence on a four-point scale: 4 for "fully acceptable", 3 for "probably acceptable, but awkward", 2 for "marginal, at best", and 1 for "completely unacceptable".
If grammatical complexity contributes to end weight, then sentences containing complex noun phrases (defined here as those containing a clause) should receive higher scores when those noun phrases occur in final position than when they occur in non-final position, and the corresponding sentences with simple noun phrases should receive lower scores when the noun phrases occur earlier than when they occur later. The following figure gives mean scores from our questionnaires for the heavy noun phrase shift examples, consolidated according to sentence type. The two columns on the left show that for complex NPs, subjects rated the construction higher when it exhibited heavy noun phrase shift than when it did not. The columns on the right show that for simple noun phrases, heavy noun phrase shift reduced the average score. This is just what would be expected, if complexity does contribute to weight independently of length (and if we assume that heavy noun phrase shift is a marked construction).
The corresponding graph for the verb-particle construction is given in (7).
(7)
Verb-particle construction In this case, there is a reliable preference for the joined construction irrespective of the complexity 2 . However, the difference between the two columns on the left is over twice that between the two columns on the right.
Hence, these numbers also lend support to the idea that complexity is a factor in weight independently of length.
The data regarding the dative alternation must be divided into two subsets. This is because half of the dative alternation sentences in the questionnaires varied the complexity of the theme noun phrase, keeping the goal noun phrase constant, whereas the other half varied the complexity of the goal, keeping the theme constant. The scores for these two subsets of the dative alternation data are given in (8) and (9) Each of these figures also suggests that complexity of the objects influences which ordering subjects will prefer. The direction of preference is what the principle of end weight predicts.
The figures above are based on numbers that are composites, averaged across multiple sentences. If the sentence quadruples are examined individually, the same pattern is revealed. In eleven of the twelve cases, the complex noun phrase shows a stronger preference for final position than the simple noun phrase. To be a bit more precise, we will use the following abbreviations: F c represents the mean score for a sentence with a complex noun phrase in final position; N c represents the mean score for a sentence with a complex noun phrase in non-final position; and F s and N s represent the corresponding numbers for a simple noun phrase. Then, for all but one of the twelve quadruples, F c − N c > F s − N s . Analyses of variance also reveal that complexity significantly affects preferences in ordering. 4 These results provide support for Chomsky's original intuition that weight effects could be influenced by grammatical factors independent of length.
Thus, the questionnaire data show that when length does not predict a preference in ordering, complexity has an effect. But what happens when complexity and length both vary? We also investigated the relative roles of complexity and length in several corpus analyses.
We analyzed examples of both heavy NP shift and the dative alternation from the Aligned-Hansard corpus.
5 For each example, we coded several properties of each constituent, including a) length in number of words, and b) whether it had post-head modification (complex) or not (simple). For both heavy NP shift and the dative alternation, variation in constituent ordering was better accounted for by looking at both length and complexity than by looking at either alone.
However, the contribution of each factor worked differently. For both constructions, the relative length of the two constituents predicted ordering better than the length of either one alone. But for complexity, only the complexity of the direct object (theme) noun phrase accounted for a significant portion of the variation. (10) and (11) show how constituent ordering in the dative alternation and heavy NP shift is influenced by both the relative length and the complexity of the direct object noun phrase. We tested the reliability of these patterns for each data set with a logistic regression. A logistic regression checks each of a number of factors for whether they significantly influence an outcome (constituent ordering, in this case), given that other correlated factors may also have an influence. That is,this logistic regression tested whether two correlated factors, length and complexity, each contribute to ordering, or whether one looks predictive only because it is correlated with the other factor.
For both heavy NP shift and the dative alternation, the direct object (theme) occurred adjacent to the verb more often when it had fewer words in it than the prepositional phrase (goal) and when it was simple rather than complex (p<.001 for both results). The complexity of the prepositional phrase (goal) did not significantly predict ordering (p's >.1). 6 We also conducted two corpus analyses to test the effects of length and complexity on ordering in verb-particle constructions. The first investigated written corpora, the Brown and Wall Street Journal corpora, and the second investigated a spoken corpus, the Switchboard.
We analyzed 2367 verb phrases containing a particle and a direct object noun phrase from the Brown and Wall Street Journal corpora, and 1019 examples from the Switchboard corpus. We excluded items where the NP was a pronoun, since these obligatorily occur with the particle following the object. We coded each item in our sample for three properties: first, whether the particle was adjacent to the verb ("joined") or after the direct object ("split"); second, whether the object noun phrase contained a verb ("complex") or not ("simple"); and third, the length of the object noun phrase. The results were again submitted to logistic regression analyses.
For both written and spoken corpora, the results were the same. Length significantly contributed to ordering (p<.001), but complexity did not. The results, presented in (12) and (13), show that every one of the items with complex noun phrases occur in the joined construction. However, almost all of these noun phrases have more than 3 words. Because the particle is such a light constituent, constructions with noun phrases longer than 3 words almost always occur in the joined construction, regardless of the noun phrase's complexity. Thus, while complexity may contribute to the heaviness of noun phrases, it is difficult to perceive its effect in the Verb-particle construction. These results match those of the questionnaire, in which the interaction of complexity and order in the Verbparticle construction was only significant in the subjects analysis. The results from the questionnaire and corpus analyses suggest that constituent ordering is sensitive both to simple length and to a more structuredependent criterion of complexity, at least for heavy NP shift and the dative alternation. This is not surprising if, as many people have argued, the explanation for weight effects lies at least in part in the facilitation of production and parsing. Planning or comprehending long expressions requires more memory than planning or comprehending short ones. But more highly structured expressions likewise require more resources to produce and parse. Although length and structural complexity are highly correlated, when they are teased apart, it becomes apparent that in some cases both influence constituent ordering.
Information structure
One other factor influencing constituent ordering has been discussed in the literature for many decades, namely what we will call "information structure". A variety of terminologies have been proposed to characterize the relevant informational distinctions. One such distinction is between given, or old information, and new (e.g., Chafe, 1976; Gundel, 1988; Prince, 1992) . This generalization was also succinctly stated by Behaghel (1932: 4) : "es stehen die alten Begriffe vor den neuen" [old concepts come before new ones]. Gundel (1988; 229) It is surprising that, despite the voluminous literatures on both weight and information structure, those two literatures are nearly disjoint. References to information that has already been introduced into the discourse can be short, since it is already familiar to the interlocutors. Pronouns, for example, whose principal function is as pointers to something already in the discourse, are single words -in fact, typically short words. Hence, one would expect that length and newness of information would tend to correlate. And this raises the question of whether weight and information structure are two distinct factors influencing ordering, or whether one of them only looks like a causal factor because of its high correlation with the other one. Arnold, et al. (2000) investigated this question using both psycholinguistic experimentation and a corpus study. The results of the two methods agreed: neither the length of noun phrases nor the discourse status of their referents could account for constituent ordering as well as the two combined. The experiment also showed that constituent ordering was correlated with disfluencies, which are an indication that the speaker is having trouble with some aspect of production. These results together suggested that constituent ordering is influenced by constraints on planning and production: speakers tend to begin their utterances with constituents that are easier to produce, and save the more difficult constituents for later in the utterance.This strategy would also yield the short-before-long and given-before-new patterns: short NPs with given referents tend to be easier to produce than longer NPs with new referents (for a similar proposal see Bock and Irwin, 1980) . This research clearly showed that information status affects constituent ordering. It further suggested that the given/new distinction is relevant because it is one categorization of discourse status, which is one determinant of the accessibility of discourse entities. When an entity has been mentioned, it is present in the speaker's mental models of the discourse, so it is more accessible than entities that have not been mentioned There are still, however, related questions that need further investigation. For example, there are other cues that can affect accessibility as well. While given contrasts with new, there are several types of given information, and items that have been mentioned recently or in prominent positions are perceived as more accessible than other entities (see Arnold [1998] for a review). These finer-grained distinctions in discourse status are also likely to affect ordering preferences, but to our knowledge this hypothesis has not been tested. Non-linguistic information can also affect ordering preferences. For example, speakers choose between active and passive constructions in order to begin their utterances with referents that have been made visually salient (Tomlin [1998] ).
A second question for future research is whether ordering preferences are also impacted by a different dimension of information structure. Several theories of information structure use distinctions like "topic" vs. "comment", "focus" vs. "presupposition", or "theme" vs. "rheme" (see Vallduví [1992; 28-43] for a helpful survey). These terms are not identical to each other, or to the given/new distinction, but they are roughly correlated: topics/presuppositions/themes tend to be old information, and comments/foci/rhemes tend to be new information. Furthermore, what is common among these distinctions is the claim that topics/themes/presuppositions/old information tend to precede comments/rhemes/foci/new information. It is possible, however, that these ordering preferences stem from two underlying mechanisms: 1) the desire to produce given, accessible information earlier in the utterance than new, inaccessible information, and 2) the desire to put focused, important information at the end --i.e., save the punch line for the end.
A third open question concerns cross-linguistic variation in the roles of structural and informational factors in ordering (see Siewierska [1993] for some preliminary discussion) Such unresolved issues notwithstanding, it is safe to say that the principles of end-weight and given-before-new are both operative in determining the order of post-verbal constituents in English.
Semantic connectedness
Weight and information structure do not suffice to account for constituent ordering. This is evident from the following example, from Klavans (1997: 694) : (14) On this side of the Atlantic, the Lancaster-Oslo/Bergen corpus was designed to replicate as closely as possible the Brown corpus, the only difference being that this corpus contains British rather than American English texts.
The verb phrase replicate as closely as possible the Brown corpus contains three constituents: the verb replicate, the modifier as closely as possible, and the object noun phrase, the Brown corpus. The last two of these occur in the marked order that we are calling heavy NP shift, despite the fact that as closely as possible is longer and syntactically more complex than the Brown corpus. Moreover, this sentence occurs immediately after a full page describing the Brown corpus, so the ordering cannot be accounted for in terms of information status. Other examples in which something else must be at work are not hard to find.
What may motivate the non-canonical order in (14) is the intimate semantic connection between replicate and as closely as possible 7 . The latter is a rather generic intensifier that could modify many different expressions; and its interpretation is highly context-sensitive, depending on what it modifies. Putting this expression adjacent to the word it modifies makes the word order reflect the semantic dependency in a direct way. Once again, it was Behaghel (1932: 4) who first noted this tendency, observing that: "das geistig eng Zusammengehörige auch eng zusammengestellt wird" [what belongs together semantically is also placed close together].
Corpus evidence for the influence of semantic connectedness on heavy NP shift was presented by Wasow (1997) . Over 800 examples, each involving one of five verb-preposition pairs, were classified along the dimensions of idiomaticity and constituent ordering. More specifically, on one dimension combinations of verb plus prepositional phrase were coded as non-collocations (e.g., share that cost with others), semantically transparent collocations (bring the debate to an end), or semantically opaque collocations -that is, idioms (take our concerns into account). On another dimension they were coded as non-shifted (obtain prior consent from that province) or shifted (attribute to me a statement I did not make). Among non-idioms (that is, non-collocations and transparent collocations), about 26% of the examples were in the non-canonical shifted order. Among idioms, the rate was about 60%. Even if the comparison is restricted to idioms vs. transparent collocations, the difference (60% vs. 47%) was statistically significant.
The numbers cited in the previous paragraph are relevant because the interpretations of the parts of an idiom like take into account depend on their cooccurrence with one another (see Nunberg, et al. [1994] ). That is, the meaning of the whole expression is not composable from the meanings that its three words have in other contexts. In contrast, the interpretations of transparent collocations and non-collocations can be built up from the standard meanings of the parts. Hence, the verb and the prepositional phrase in an idiom are semantically more tightly connected than in a non-idiomatic verb phrase. Wasow's corpus study shows that semantic connectedness is correlated with constituent ordering in the way that Behaghel's observation predicts. Hawkins (2000: 241-246) used entailment tests to determine the semantic connectedness of verbs and post-verbal prepositional phrases. Simplifying somewhat, he tested whether removing a constituent from a sentence results in a new sentence that is entailed by the original sentence. If not, then some part of the sentence is "dependent" on the removed constituent. For example, if dropping a post-verbal prepositional phrase from sentence S results in a sentence that is not entailed by S, Hawkins says that the verb in S is dependent on the prepositional phrase; if the entailment goes through, then the verb is independent of the prepositional phrase. Thus, because Pat ran into Chris in the park entails Pat ran into Chris, but not Pat ran in the park, ran is dependent on into Chris but independent of in the park. A similar entailment test was used to test for dependency of the verb on the prepositional phrases.
Employing these tests, Hawkins coded the verbs and prepositional phrases in several hundred English sentences for dependency. He then showed that the verb and a prepositional phrase are far more likely to be adjacent if one of them is dependent on the other than if they are independent of one another. This tendency can be overridden by weight effects, but when the examples are sorted by the relative weights of the post-verbal constituents, the effect of semantic connectedness (as operationalized by Hawkins's notion of dependency) is very clear.
Lohse, Hawkins, and Wasow (in preparation) apply analogous entailment tests to the verb-particle construction. Preliminary results show a strong effect of semantic connectedness: dependent particles occur adjacent to the verb significantly more frequently than independent particles. Again, the weight of the object noun phrase is a stronger influence on the position of the particle, but controlling for weight brings out a robust effect of dependency.
Summing up, evidence from several quarters suggests that ordering is influenced by semantic connectedness. In particular, elements whose interpretation is dependent on the verb are more likely to occur adjacent to it than are elements that are not dependent in this way.
Lexical bias
Verbs allowing variation in ordering among their following constituents often exhibit biases towards one ordering rather than another. For example, among verbs that permit the dative alternation, some verbs occur much more frequently in the double object construction, whereas others occur more in the prepositional construction. This is illustrated in (15), which is based on samples of about 100 examples of each verb taken from the New York Times. (We counted only examples exhibiting one of the two constructions in question, and did not include sentences in which the theme argument was pronominal, since these require the prepositional construction). (15) It is possible that there is a semantic basis for such biases. There are subtle semantic differences associated with the two constructions involved in the dative alternation (see Goldberg [1995, Chapter 2] ), so perhaps the interaction of verb meaning and constructional meaning is responsible for differences like those in (15). However, these differences are subtle and seem unlikely to account for all the lexical variation in ordering preferences. Hence we provisionally conclude that speakers' mental lexicons include information about the tendency of particular verbs to appear more or less frequently in various syntactic contexts.
Several other studies also suggest that a variety of processing decisions are influenced by the frequency with which a verb appears in different contexts. MacDonald, et al. (1994) surveyed a wide range of papers dealing with syntactic ambiguity resolution and found that the apparently contradictory results could be reconciled by factoring in the lexical biases of the verbs in the stimulus sentences. In discussing the main verb vs. past participle ambiguity involved in the notorious garden path example, The horse raced past the barn fell, they conclude (p. 692) that "two of the types of lexical information that influence the interpretation of the […] ambiguity are the frequencies of the past participle form and the transitive argument structure," (see also Trueswell [1996] ). They arrive at analogous conclusions with respect to the other ambiguities they examined.
With respect to constituent ordering, Wasow (1997) used corpus studies to show that both the dative alternation and heavy NP shift manifest lexical biases, and argued that a verb's bias towards one ordering or another in these alternations is correlated with what other subcategorizations it permits. Stallings, et al. (1998) In sum, individual verbs evidently differ with respect to the frequency with which the constituents following them appear in one order rather than another. These differences have been shown to influence both comprehension and production. Hence, in the absence of a demonstration that they can be derived from other factors, we tentatively conclude that lexical bias information is a distinct factor in determining constituent ordering.
Ambiguity avoidance 3.1 Global ambiguities
In some cases, choosing one order of constituents can avoid a structural ambiguity that would arise if another order were chosen. For example, the phrase with a telescope in (16a) can modify saw, man, or hat; but in (16b), it unambiguously modifies saw.
(16) a. Pat saw a man in a funny hat with a telescope.
b. Pat saw with a telescope a man in a funny hat.
On the assumption that such ambiguities make processing more difficult (an assumption generally accepted in the sentence processing literature), speakers and writers should avoid them. One might predict, then, that unambiguous orderings would be more common than ambiguous ones (all else being equal). To our knowledge, this prediction has not previously been tested.
Using a parsed version of the Brown corpus, we extracted all verb phrases whose head verb had both a noun phrase and a prepositional phrase as sisters. After weeding out cases in which the noun phrase served an adverbial function (e.g., arrested in Phoenix, Arizona, last week), we were left with about 700 examples in which the noun phrase followed the verb phrases (that is, cases of heavy NP shift), and over 10,000 examples in which it did not. We then randomly selected from among the latter examples for a set of controls to compare with the shifted cases for potential attachment ambiguities.
9
In order to make this comparison, the shifted examples needed to be coded for whether they would have been ambiguous with the other ordering -that is, with the noun phrase preceding the prepositional phrase. The non-shifted examples were coded in the form in which they actually appeared. Each example was coded for whether more than one syntactic analysis was possible and, if so, whether different analyses expressed distinct sensible meanings.
In most circumstances, a postverbal noun phrase immediately followed by a prepositional phrase allows two parses, one in which the prepositional phrase is part of the noun phrase and one in which it is not. However, when the noun phrase is a personal pronoun or a proper name, the analysis in which it also contains the prepositional phrase is impossible, or at least highly disfavored. Likewise, if the verb requires both a noun phrase object and a prepositional phrase complement or if the prepositional phrase is part of a fixed expression restricted to the preceding verb, then only one analysis is possible. Thus, we regarded verb phrases like (17) as unambiguous. (17) Where two syntactic analyses are possible but one of them makes no sense, and where the meanings (or at least the truth conditions) associated with the two parses are the same, we coded the verb phrases as only syntactically ambiguous. Examples are given in (18).
(18) a.
[…] assign a full-time maid to keeping an eye on the boy.
b.
[…] building homes on exposed coasts.
The type of example we coded as fully ambiguous is illustrated in (19).
(19) a.
[…] brought news from Kansas City. b.
[…] censors literature only for the young.
If potential ambiguity were a relevant factor in the speaker's choice of ordering, we would expect to see more shifting in the pragmatically ambiguous items than the unambiguous items, and, possibly, more shifting in the syntactically ambiguous than unambiguous items. However, the results of this study (shown in [20] ) 10 , indicate that while length affects the likehood of shifting, ambiguity does not.
(20)
Global ambiguity and heavy NP shift 
Local ambiguities 3.2.1 Questionnaire and corpus studies
In addition to global ambiguities like the one in (16a), there are local ambiguities that can be influenced by constituent ordering. Consider sentences like (21):
(21) a. The foundation gave Grant's letters to Lincoln to a museum in Philadelphia. b. The foundation gave a museum in Philadelphia Grant's letters to Lincoln.
In (21a), there is a tendency for readers or listeners to misparse to Lincoln, analyzing it as the goal argument of the verb gave until to a museum is encountered (Boland and Bohem-Jernigan, 1998) . No such misanalysis is possible in the double-object construction illustrated in (21b).
To back up our intuitions about such examples, we conducted a questionnaire study. We constructed pairs of dative alternation sentences and required participants to say which sentence in each pair seemed more natural to them. In half of the pairs, the prepositional version had a local attachment ambiguity like that in (21a) that was absent in the double-object version. The other half were unambiguous in both versions, as in (22). (22) a. The foundation gave Grant's letters about Lincoln to a museum in Philadelphia. b. The foundation gave a museum in Philadelphia Grant's letters about Lincoln.
As expected, significantly more of the participants preferred the double object version when the prepositional version contained a local ambiguity:
Given the dispreference for this kind of local ambiguity, it would be natural to suppose that speakers and writers would select constituent orders that avoid it. In particular, one might expect that forms like (21a) would be avoided in favor of forms like (21b).
We searched several corpora for examples like the sentences in (21). We found too few exactly matching one of the forms to do statistical analysis. Nevertheless, the anecdotal evidence is quite interesting.
In a search of a large corpus of New York Times copy, we found only three examples that were completely parallel to (21a):
(24) a. The company gave the U.S. rights to the drug to the Population Council after declining to seek FDA approval itself, fearing retaliation from abortion opponents b. The Swedish drugmaker sold the rights to technology behind the product to the privately-held Colorado company Biostar in 1986. c. After matching the spectrogram with a phone number, the system sends a message to a telephone switch back to the customer's house and "asks" to put the call through .
Local ambiguity and order preference Although three is a very small number, we were surprised to find any such examples in edited text, given the strong dispreference for such local ambiguities in our questionnaire study. We also found a few examples which, though not perfectly parallel to our questionnaire examples, could conceivably cause readers to misparse in a similar way. (We have underlined the ambiguous prepositional phrases).
(25) a. Prime Minister Yitzhak Rabin of Israel has vowed to bring the question of returning the Golan to a referendum, but only after all issues are solved b. But ever since the catastrophic fire that killed some 80 members of the sect, the ashes of the Davidians' compound have become a dark and violent text for right-wing militants, in which many have read a call to a bitter hostility to the government c. A comic tells the one about a counselor's advice to a man with a fat wife […] .
These examples are actually globally ambiguous, because the attachment of the underlined prepositional phrases is not disambiguated by a subsequent tophrase.
We found many more examples in the New York Times of sentences like (21b) -that is, double-object sentences whose prepositional counterparts would contain a local ambiguity. A few examples are given in (26) (26) a. Giuliani gave the commissioner the ceremonial key to the city […] b. Munich would show the world a Germany in contrast to the Hitler-Nazi Germany c. Rick Ames , a career Central Intelligence Agency officer , has sold the Soviets the keys to the CIA's kingdom […] Interestingly, however, every one of the fifty-six examples of this sort that we found has a goal argument that is shorter than its theme argument. That is, the ordering they exhibit could be accounted for by Behaghel's generalization that short constituents precede long ones. Hence, they provide no evidence that ambiguity avoidance can influence constituent ordering.
We also searched the Switchboard Corpus and the Corpus of Spoken Professional American English. Although the New York Times corpus we used is larger by orders of magnitude, we thought perhaps that the phenomenon we were looking for would show up more in spontaneous speech than in edited text. Unfortunately, we found no examples completely parallel to those in (21). We did find a few sentences like (27), which superficially resembles (21b); but because the mathematics is not a possible goal of give, the prepositional version would not create the same kind of local ambiguity as (21a).
(27) […] it helps give students access to the mathematics.
As in the written corpus, all examples of this sort in the spoken corpora obey the short-before-long generalization.
In short, fairly extensive corpus searches failed to uncover any clear cases in which the choice of the double object construction over the prepositional alternative in the dative alternation could be attributed to the writer or speaker's desire to avoid an attachment ambiguity like that in (21a). In light of the strong preferences readers indicated in our questionnaire study, this is somewhat surprising. It raises the question of how strongly -if at all -speakers/writers are influenced in their choice of constituent order by the preferences of their audience.
Experiments
We also studied this issue by means of a production experiment, which we ran in two slightly different versions. Our objective was to induce participants to produce sentences using dative alternation verbs like give or read with theme arguments that contained a prepositional phrase, such as Grant's letters to Lincoln or Grant's letters about Lincoln, but leaving it up to participants to decide whether to use the prepositional or double object ordering.
Our experiments involved pairs of participants, whom we label the "speaker" and the "listener". These designations may be slightly confusing, because both participants speak and listen, but the crucial utterances -the ones we coded -were produced by the participants designated as speakers. The primary function of the listener was to make the experiment a communicative situation, rather than just a memorization task.
The experiment began with the speaker reading a sentence silently from a computer monitor. The sentence was not visible to the listener. These stimulus sentences were carefully designed to introduce the noun phrases we wanted the speaker to use, but in an ordering that would have to be changed in the speaker's utterance. For example, the stimulus used to try to elicit examples like (21) was (28).
(28) A museum in Philadelphia received Grant's letters to Lincoln from the foundation.
The sentence then disappeared from the screen, and the listener read a question from a list, in this case (29).
(29) What did the foundation do?
We designed the listeners' questions so that, to be responsive, the speaker would have to reformulate the original stimulus sentence, making a postverbal noun phrase into the subject and picking an ordering for the theme and the goal arguments. Half of our stimuli were like (28), in that if the speaker produced the prepositional variant of the target sentence, it would have a local attachment ambiguity. The other half were like (30), where responses could employ either ordering without producing a local ambiguity.
(30) A museum in Philadelphia received Grant's letters about Lincoln from the foundation.
If avoidance of attachment ambiguities influences ordering, speakers should use the double-object construction more frequently in responses where the prepositional alternative would be locally ambiguous. That is, stimuli like (28) should induce a higher frequency of double-object responses than stimuli like (30). For ease of reference we will refer to stimuli like (28) as "potentially ambiguous" stimuli and those like (30) as "potentially unambiguous," although of course it is the responses (not the stimuli) that may be locally ambiguous.
Speakers were told to convey the information in the stimulus sentences as fully as possible, but we did not explicitly dictate the forms their responses should take. There was consequently considerable variation in the forms of responses; many could not be used because their form or content deviated too much from the stimuli. We coded the usable responses according to whether the goal noun phrase preceded or followed the theme. In most cases, goal-first examples were in the double object form, but we also allowed other constructions, such as those in (31).
(31) a. It gave to a museum in Philadelphia Grant's letters to Lincoln.
b. To a museum in Philadelphia, it gave Grant's letters to Lincoln.
Our initial results, summarized in (32), took us by surprise. We categorized responses in terms of whether the goal or the theme came first in the construction and whether the response was potentially ambiguous or not. Speakers used forms with the goal early more often when their response was not potentially ambiguous --exactly the opposite of what would be predicted if speakers were using constituent ordering to avoid local ambiguities. However, this effect was only marginally significant in an analysis of variance of the subject means (p=.09).
To see whether other factors might be skewing the results, we coded the responses for lexical bias of the verbs employed and for the relative lengths of the noun phrases in the responses. We based the verb biases on frequency of occurrence in each construction in a sample of the New York Times and classified verbs as either "high" or "low" bias towards goal-early so as to have about half of our responses in each category. Similarly, we divided our responses approximately in half, based on the difference in number of words between the theme and goal noun phrases.
The results revealed no preference for goal-early constructions in the potentially ambiguous cases. In fact, there was a slight tendency in the opposite direction, but this tendency was limited to cases where the lexical bias was low --shown in (33), or the length difference between the theme and goal was small --shown in (34). 
Notice that the theme noun phrases were generally longer than the goal noun phrases, but the magnitude of the length difference was substantially different in the two groups of responses shown in (34): an average of 2.26 words for the goal<theme group, and 4.71 for the goal <<< theme group.
We were sufficiently puzzled by the reverse ambiguity effect in our experiment that we decided to run it again, with some minor modifications. First, instead of leaving lexical bias for post-hoc analysis, we manipulated it, making sure that the lists of stimuli presented to different sets of participants were balanced for lexical bias 13 . Second, we changed the instructions to the participants to stress more emphatically that the speaker's objective should be to convey the information in the stimulus sentences. Third, we redesigned the practice session to focus the participants' attention on the need to communicate clearly. Finally we corrected a minor error in the design of the first version, which had interfered with the intended pseudo-random order of stimulus presentation.
The results of the second version of the experiment are cleaner than those of the first version: the potentially ambiguous stimuli elicited significantly fewer goal-early responses across the board. While the effects of lexical bias and length are still manifest (and significant), the reverse ambiguity effect is now much clearer. Our experiment naturally raises the question of why the reverse ambiguity effect occurs. We can only conjecture about the answer. One plausible suggestion 14 is that a form of priming is responsible. In what we have been calling "potentially ambiguous" stimulus sentences --that is, sentences like (28) --the theme noun phrase (Grant's letters to Lincoln, in this case) contains a prepositional phrase headed by to and denoting a goal. This might prime the speaker to use another such prepositional phrase to denote the goal of the verb gave. In the "potentially unambiguous" stimuli --sentences like (30) --the prepositional phrase in the corresponding position plays a different role and is headed by a preposition that cannot be used in expressing the goal of gave. If this account of the reverse ambiguity effect is correct, then syntactic priming may be another factor influencing the ordering of constituents.
Speculations about ambiguity
Recognizing that the results of the preceding subsection require further confirmation, let us suppose for now that ambiguity avoidance is at best a minor influence on constituent ordering. Why isn't its role greater? There is a rich psycholinguistic literature suggesting that structural ambiguity makes the parser work harder (see Frazier [1985] , for a particularly clear example). Hence processing --and thus comprehension and ultimately communication --should be facilitated if speakers avoid ambiguous structures. Alternations like those investigated in this paper often provide a ready means for speakers to avoid structural ambiguity. Furthermore, one of the best-known accounts of ordering preferences claims that constituent ordering serves to facilitate parsing (Hawkins 1994 ). It seems odd, then, that speakers seem to avail themselves of this method of ambiguity avoidance so little.
There are three explanations of this puzzle. First, ambiguity may not in fact greatly complicate processing, because a wealth of non-structural constraints help disambiguate utterances on the fly. Second, since other mechanisms (like prosody) may suffice for disambiguation, constituent ordering may not need to be recruited for this purpose. Third, in the cases where ambiguity does present a problem, the production system may have difficulty making use of constituent ordering to avoid the ambiguity. We believe that all three of these responses have some plausibility.
The idea that ambiguity --especially structural ambiguity --makes processing more difficult is so entrenched that it seems odd to question it. Explicit models of language processing consistently have to work harder on strings with more than one possible parse. There is nevertheless some reason for skepticism.
Ambiguity is pervasive in natural languages. Indeed, early computational linguists were shocked to discover that their parsers typically found many more parses in any given string than native speakers realized were possible. Because ambiguity in one region of a sentence is typically independent of ambiguity in other regions, multiple local ambiguities create combinatorial explosions that can overwhelm parsers. Assuming that languages have evolved to serve their functions reasonably efficiently, we tentatively conclude that ambiguity can't be as much of a problem for human parsers as it is for computational models.
Much of the psycholinguistic evidence suggesting that ambiguous structures add to processing difficulty is based on isolated sentences. These are commonly in written form, sometimes even lacking the usual punctuation marks. Thus, they lack the discourse pragmatic and prosodic information that would be available in connected speech. It is possible, therefore, that the stimuli in these experiments are processed quite differently from the language we encounter in everyday life.
There is a growing body of evidence (see, e.g., MacDonald, et al. [1994] and Tanenhaus, et al. [1995] ) suggesting that, in extracting meaning from utterances, listeners make use of every type of relevant information as soon as it is available. Contrary to sequential modular models (e.g., Frazier and Fodor [1978] , Crain and Fodor [1985] ), there is no temporally separate stage of syntactic parsing; rather, phonological, syntactic, semantic, and pragmatic constraints interact to permit listeners to infer speakers' intentions. Indeed, it is doubtful whether comprehension even requires that utterances always be fully parsed.
The reason people don't notice most of the ambiguities that computational parsers reveal is that they don't make sense in the context or they don't make a difference in the context (that is, distinct parses often receive equivalent interpretations). Even isolated written sentences are spontaneously and unconsciously disambiguated if common-sense knowledge makes one interpretation highly implausible. On a recent trip, one of us observed the following signs, the first in the airport van and the latter above a moving walkway in Heathrow airport:
(37) a. Seatbelts must be worn at all times.
b. Small children must be held securely.
Both sentences in (37) are ambiguous. (37a) could be imposing a requirement on seatbelts (that they must be worn) or on passengers (that they must wear seatbelts); likewise, (37b) could be imposing a requirement on small children (that they must be held) or on passengers (that they must hold small children). But only a linguist would notice these ambiguities, because in each case one interpretation runs counter to our common-sense knowledge of the world. Notice that the natural interpretations are not semantically parallel, but this fact presents no problem to the readers.
There is also evidence that speakers do use prosody for disambiguation (Warren, et al. [2000] ), but possibly only for globally ambiguous utterances that have two contextually plausible interpretations (Snedecker et al. [1999] ). Thus, the use of diverse types of information throughout the processing of utterances makes ambiguity less of a problem for listeners than is often assumed. This being so, there is little need for speakers to employ constituent ordering as a way of avoiding ambiguities.
Even if ambiguity is occasionally a problem, it is also probable that the language production system is ill-equipped to use constituent ordering for disambiguation. This would require anticipating the full utterance and monitoring it for ambiguities before choosing the construction to be used. However, speakers often begin their utterances before they have finished formulating the constituents in them (Clark and Wasow [1998] ), which means the construction must often be chosen before the potential ambiguity could be detected. Similar findings have been reported for other alternations which could be potentially used for disambiguation. For example, ambiguity avoidance does not play a role in the choice of whether to include optional words in utterances with potential temporary ambiguities, like The chiropracter observed (that) you couldn't stand up straight (Ferreira and Dell, [2000] ).
Conclusion
Our survey has said little about why the factors we have discussed influence constituent ordering in English in the ways that they do. In some cases, plausible explanations seem fairly obvious. For example, ordering old information before new information can facilitate both production and comprehension. Old information is more accessible at a number of levels, and therefore should be easier to produce early in the utterance. This ordering also establishes the linkage to earlier sentences near the beginning of a new sentence, thereby situating the information about to be introduced in a larger context. It likewise ensures that the interlocutors share common ground that may be needed to interpret the new information. Similarly, having linear order reflect semantic connectedness is very intuitive: this sort of iconicity should facilitate both the production and the comprehension of sentences.
Other factors are not so obviously explained. Various authors (most notably Hawkins [1994] ) have proposed that weight effects can be explained in terms of parsing, and Wasow (1997) argues that the principle of end-weight also facilitates utterance planning and production. Arnold et al. (2000) and Stalling et al. (1998) argue that weight affects constituent ordering by constraining planning and production. As noted above, we know of no functional explanation that has been offered for lexical biases in constituent ordering, but lexical biases have been documented in a variety of domains of production and comprehension (MacDonald et al., 1994 , Stallings et al., 1998 Trueswell, 1996; Wasow, 1997) .
Even in the absence of a full account of why various factors influence ordering, we believe that the exploration of what the factors are can be quite instructive. First of all, we see that constituent ordering involves the interaction of a variety of different types of factors. Such interactions are naturally modeled in constraint-based theories of language structure and processing (see, e.g., Sag and Wasow [1999] and MacDonald, et al. [1994] ). End-weight, given-before-new, semantic connectedness, and lexical biases appear to be defeasible constraints, whose influence varies with the strength of the constraint violation. The canonical ordering for a given language is likewise a set of constraints, most of which are defeasible. The preferred orderings among some specified set of constituents are those that minimize constraint violations.
Making this description into a predictive theory of ordering would require more precise formulation of the constraints and some procedure for computing the strength of each constraint. We will not attempt to provide such formulations here. Rather, we want to emphasize that even the sort of relatively informal observations provided here are relevant to controversial questions about the architecture of the human language processor.
A second lesson we draw from our examination of constituent ordering concerns the competence/performance distinction (Chomsky 1965, Chapter 1) . Much work in generative grammar has been predicated on the assumption that competence -knowledge of language -consists of categorical principles, rules, or constraints. Non-categorical statistical tendencies have been assumed to reflect performance -how knowledge of language is put to use. Our studies make clear, however, that at least some categorical constraints are simply the limiting cases of more general statistical tendencies. For example, if a verb in English has a personal pronoun as its direct object, nothing can intervene between the verb and that pronoun (except, in some dialects, another pronoun), as illustrated in (38).
(38) a. We figured it out.
b. *We figured out it. c. They took it into account. d. *They took into account it. e. The president hands it to the secretary. f. *The president hands the secretary it.
But such facts are clearly not unrelated to end weight. Pronouns are single unstressed syllables -as light as any expressions in the language. If the requirement that pronominal direct objects be immediately postverbal is part of the competence grammar of English but the principle of end weight is a performance constraint, our theory of language is missing a generalization.
Another example concerns co-occurrence restrictions. It is generally assumed that competence includes verb subcategorizations -that is, information about what kinds of complements each verb takes -but not the frequencies with which individual verbs occur in each environment. Thus, the fact that donate does not occur in the double object construction is assumed to be represented in a competence grammar of English, but the observation that sell occurs with two objects much less frequently than give does is taken as a fact about performance. This strikes us as arbitrary. Indeed, supposedly categorical subcategorizations are sometimes violated when there is a compelling reason to do so. For example, the verb begrudge is regularly cited as "Non-Alternating Double Object Only" (Levin [1993; 47] ), but (39) occurs in Eugene O'Neill's play, "Ah Wilderness".
(39) We don't have to begrudge it to our children.
The double object alternative to (39), *We don't have to begrudge our children it, would violate the constraint illustrated in (38), so the usual subcategorization of begrudge is violated. It is by no means clear how to divide the work of explaining (39) between the competence grammar and performance factors.
More generally, we see little justification for the standard assumption that our knowledge of language, as codified in generative grammars, should be restricted to categorical information. Chomsky (1962; 128) wrote, "It seems clear that probabilistic considerations have nothing to do with grammar," and this view has remained the dominant one among grammarians. We think it is far from clear. Indeed, the evidence suggests that people's knowledge of language does include probabilistic information.
Finally, let us close with a methodological comment. Theoretical research in syntax has relied for over forty years almost exclusively on one type of data, namely, introspective judgements of well-formedness by native speakers. This has been a remarkably productive methodology, for it has allowed syntacticians to focus on theory construction and to test hypotheses without conducting experiments in more elaborate and time-consuming paradigms. It is not without its pitfalls, however. The number of speakers consulted is usually very low (very often just one); those speakers very often know what hypothesis is being testedand may even have a stake in the outcome; context and order of presentation of stimuli are rarely controlled; and results are assumed to be categorical, so conflicting judgements are simply chalked up to dialect differences or performance errors. Even if these methodolgical shortcomings were corrected (see Schütze, 1996 for discussion), it would be dangerous for an entire field of study to rely exclusively on one experimental paradigm.
It is time, therefore, for theoretical syntacticians to pay more attention to usage data. Modern technology has made it relatively easy to do this in a systematic way. We hope that this paper has illustrated how informative it can be.
