Abstract-Computer systems often reach a point at which the relative cost to increase some tunable parameter is no longer worth the corresponding performance benefit. These "knees" typically represent beneficial points that system designers have long selected to best balance inherent trade-offs. While prior work largely uses ad hoc, system-specific approaches to detect knees, we present Kneedle, a general approach to online and offline knee detection that is applicable to a wide range of systems. We define a knee formally for continuous functions using the mathematical concept of curvature and compare our definition against alternatives. We then evaluate Kneedle's accuracy against existing algorithms on both synthetic and real data sets, and evaluate its performance in two different applications.
I. INTRODUCTION
Selecting the "right" operating point for a given system is often thought of as an art form, since the direct and indirect costs and benefits of changing different system parameters are difficult or even impossible to quantify. For example, an important operating point in a large MapReduce job occurs when the job should no longer wait for "slow" tasks to finish, but instead speculatively re-execute work on other nodes in hopes of finishing the job sooner [1] . Since MapReduce's goal is to finish all tasks as fast as possible, it must decide when the cost, in terms of a job's running time and cluster utilization, is worth the corresponding performance benefit, in terms of task completion percentage. Congestion-responsive network protocols face a related challenge when setting a sending rate: a protocol must decide a rate that maximizes performance without exceeding its fair share and causing congestion.
In prior work, the issue has frequently been couched as identifying one or more "knees"-operating points, based on recent trends, where the perceived cost to alter a system parameter is no longer worth the expected performance benefit. For MapReduce, triggering speculative execution after observing a knee in the task completion percentage ensures that the system re-executes tasks that are significantly slower than other similar tasks that have finished execution. In the case of a network protocol, successive increases to the sending rate should cease if delay signals congestion by increasing steeply, forming a knee. However, while the problem of knee detection-finding "good" operating points in system behavior-seems straightforward, to the best of our knowledge there exists neither an accepted definition of a knee nor a general systematic approach for detecting one.
Numerous researchers in widely disparate areas frequently encounter knee detection problems similar to those we describe [1] , [2] , [3] , [4] , [5] . In these systems, researchers either use ad hoc or system-specific approaches to detect knees, or defer the problem to future work. While a finelycrafted system-specific approach will perform better than a general knee detection approach, a designer may not take the time to design one. Thus, our aim is not to improve or optimize a specific system or protocol, but to provide system designers a general tool for improving the parts of their system they generally do not take the time to optimize. In network protocol and system design, rules-of-thumb often serve researchers and operators well in the absence of an optimal solution. We believe that a tool for knee detection adds to their problem solving arsenal. Our hypothesis is that a knee detection algorithm that does not require tuning for a specific system or operational characteristics is applicable in a wide range of settings where developers do not take the time to design, test, and optimize a system-specific algorithm.
II. DEFINING AND DETECTING KNEES
While the notion of a knee is well-known, we are not aware of a broadly accepted definition in prior literature. The confusion stems from the fact that researchers, in many cases unknowingly, use knees as a substitite for a more comprehensive cost-benefit analysis that is either difficult or impossible to perform. Performing a direct cost-benefit analysis is often complex, since it is inherently system-, platform-, and workload-specific. Further, many systems are not predictable due to volatile operating conditions. For example, unpredictable failure rates in large clusters, which may change over time, are the root cause of stragglers in MapReduce jobs [1] . Likewise, since multiple flows share network links in the Internet, network protocols cannot predict in advance the rapidly changing level of TCP-friendly bandwidth available, but must instead continuously adapt to the indirect signals of packet loss and delay [6] . In lieu of a complex system-specific analysis, operators tend to select operating points, or knees, that are "good enough" by observing where performance improvements start to level off as a function of one or more tunable system parameters. Note that we focus on knee detection for complex systems that change their behavior according to volatile, and potentially unpredictable, operating conditions, and not for simple systems that permit standard closed-form models, e.g., M/M/1 queues [7] . 
A. Knee Definition
The difficulty with defining a knee formally is that "good enough" in one system may not be "good enough" in another. Since knees only serve as an approximation, operators interpret them differently in different situations. Thus, knee detection is an inherently heuristic process. However, to design a general application-independent knee detection algorithm, we require a consistent definition applicable to any system. In this work, as in [8] , we use the mathematical definition of curvature for a continuous function as the basis for our knee definition. For any continuous function f , there exists a standard closed-form K f (x) that defines the curvature of f at any point as a function of its first and second derivative:
The point of maximum curvature is well-matched to the ad hoc methods operators use to select a knee, since curvature is a mathematical measure of how much a function differs from a straight line. As a result, maximum curvature captures the leveling off effect operators use to identify knees. Importantly, unlike other common definitions, curvature is applicationindependent and (i) does not depend on the relationship between system parameters and performance, or (ii) require setting system-specific thresholds. Note that knee detection does depend on the selection of proper adjustable system parameters and performance metrics, as we show for our examples in Section V.
It is important to realize why a knee definition based only on the first derivative is not enough to identify a knee. Consider the simple example in Figure 1 , where the y-axis represents some performance metric, the x-axis represents a tunable system parameter, and the vertical bar represents the point of maximum curvature. The maximum of the first derivative is the inflection point of the curve, which occurs at x = 0 in Figure 1 . The inflection point is not representative of the knee since performance continues to improve significantly beyond it. Instead, the inflection point only captures where the rate of performance increase reaches a maximum. In contrast, the curvature definition precisely matches the concept of a knee. [8] includes a survey of a range of other knee definitions from prior work, primarily in the context of clustering algorithms [7] , [9] , [10] , [11] , [12] . We discuss alternative definitions below.
While curvature is well-defined for continuous functions, it is not well-defined for discrete data sets. In the discrete case, we could determine curvature by fitting a continuous function to the data and using the function's point of maximum curvature. However, fitting a continuous function to a set of arbitrary data points is difficult, especially if the data is noisy. Further, determining the maximum curvature of the resulting function may not be sufficient, since the curvature at any point of a function is dependent on the entire function, including points not in the relevant data set. Thus, maximum curvature may fall outside the data's valid range or be one of the set's end-points. Since an approximation of curvature requires at least three points-the minimum number of points that define a circle-end-points in a data set do not have curvature values by definition. Thus, using the closed-form formulation as a direct basis for knee detection on discrete data is not possible.
B. Knee Detection in Discrete Data Sets
Researchers have proposed multiple previous approaches to detecting knees in discrete data. Before formulating our curvature-inspired algorithm in Section III, we present two existing approaches-Angle-based and EWMA-from prior research for comparison, as well as another approach we formulate based on Menger curvature, a direct discrete equivalent of continuous curvature. Note that the Angle-based and Menger algorithms are designed specifically for offline cases, where the entire data set is known in advance, while EWMA is designed to detect knees online as data points become known.
Angle-based. The geometric "angle-based" approach of Zhao et al. [13] is an extension of the L-method for detecting knees in clustering applications [8] . The Angle-based approach first finds the local minima of the successive differences (y 1 + y 3 − 2y 2 ) for each consecutive triple of points. For example, consider a straight line that goes through the consecutive points (x 1 , y 1 ), (x 2 , y 2 ), and (x 3 , y 3 ). Assuming xvalues are evenly spaced, then y 1 + y 3 − 2y 2 = 0 for any straight segment. However, if these three points form a knee, (x 2 , y 2 ) must be above the the straight line that goes through (x 1 , y 1 ) and (x 3 , y 3 ). In this case y 1 +y 3 −2y 2 < 0. "Sharper" knees have more negative difference values.
Next, since successive differences are local measures and ignore the overall trend of the curve, the algorithm combines the differences with an angle value. After obtaining the local minima of the successive differences, the algorithm sorts the minima, and, starting from the point with the largest difference value, calculates the two angles formed by the y-axis and the line going through each successive pair of points associated with the corresponding difference value. The sum of these two angles is the angle value. Knees are detected at the local maxima of these angle values.
Menger Curvature. While curvature is not well-defined for arbitrary discrete data sets, Menger curvature defines the curvature for three discrete points as the curvature of the circle circumscribed about those points [14] . Thus, we define the Menger curvature for each point p i = (x i , y i ) in an n point data set as being equal to 1/r for the circle of radius r circumscribed about p 1 , p i , and p n . The curvature of the circumscribed circle is straightforward to compute and is simply a function of the lengths of the sides of the triangle with the points as vertices. However, as we show in Section IV, while Menger closely approximates curvature for offline data drawn from ideal continuous functions, it does not work well for the noisy online data sets typical of computing systems. EWMA. The EWMA approach uses techniques similar to those employed by Bollinger Bands [15] and Geometric Moving Average algorithms for change detection [16] . The algorithm that we use is based on the methodology described by Albrecht et al. in their work on partial barriers [3] , which derives from previous work on MONET [17] . EWMA is an online algorithm that uses two exponentially weighted moving averages. The first EWMA, called arr, is used to smooth the input data, which is viewed as host arrival times. The second EWMA, arrvar, keeps track of the average deviation from arr, and is an estimate of the variance in arrival times. Finally, these two values are used to compute a maximum wait threshold of arr + 4 · arrvar, which represents the maximum amount of time to wait for the next point to arrive. If the point arrives after this threshold, or the threshold is reached without seeing the next arrival, EWMA declares a knee. One important attribute of this algorithm is that EWMA does not directly report where the knee point is-it only determines if a knee has been passed. As a result, EWMA is only applicable in an online setting.
III. KNEEDLE ALGORITHM
Kneedle is based on the notion that the points of maximum curvature in a data set-the knees-are approximately the set of points in a curve that are local maxima if the curve is rotated θ degrees clockwise about (x min , y min ) through the line formed by the points (x min , y min ) and (x max , y max ). We choose this line because we want to preserve the overall behavior of the data set-using a line of best fit, for example, risks cutting off the end points due to a higher concentration of points in the middle of the curve. After rotating about this line, the local maximaand thus knees-are the points at which the curve differs most from the straight line segment connecting the first and last data point, thereby approximating the point of maximum curvature for a discrete set of points. Since maximum curvature is an inherent measure of the point where a continuous function differs most from a straight line, Kneedle uses a literal measure of the point that differs most from the straight line connecting the set's end-points. Figure 2 depicts how Kneedle works for data points drawn from the curve y = −1/x + 5 where x-values are between 0 and 1. Note that we assume that the curves under consideration have negative concavity. For curves with consistently positive concavity (e.g., forming "elbows" rather than knees) it is trivial to invert the graph by replacing each y i with y max − y i and x i with x max − x i .
We summarize Kneedle below. Put simply, knees occur when a curve becomes more "flat," indicating a decrease in curvature. The algorithm works as follows:
1. First we use a smoothing spline to preserve the shape of the original data set as much as possible, although other smoothing techniques, such as an exponentially weighted moving average, could also be used. Let D s represent the finite set of x-and y-values that define a smooth curve, i.e., one that has been fit to a smoothing spline.
2. We want our algorithm to function in the same way regardless of the magnitude of the values in the underlying data. Thus, we next normalize the points of the smooth curve to the unit square, as shown in Figure 2 (a). This does not change the shape or trends of the data set:
3. Next, we let D d represent the set of differences between the x-and y-values, i.e., the set of points (x, y − x) as illustrated in Figure 2 (b). The goal is to find out when the difference curve changes from horizontal to sharply decreasing, since this indicates the presence of a knee in the original data set. Note that the actual values of the difference points are irrelevant. We are only interested in observing the trends of the difference curve, as seen in Figure 2 (c). 4. To find the knee points in the normalized curve, e.g., the places where the curve flattens out, we calculate the local maxima of the difference curve. These points indicate the instances where the rate of increase of y begins to decrease. Each of these local maximum points are a candidate knee point in the original data curve:
5. For each local maximum (x lmxi , y lmxi ) in the difference curve, we define a unique threshold value, T lmxi , that is based on the average difference between consecutive xvalues and a sensitivity parameter, S. The sensitivity parameter allows us to adjust how aggressive we want Kneedle to be when detecting knees. Smaller values for S detect knees quicker, while larger values are more conservative. Put simply, S is a measure of how many "flat" points we expect to see in the unmodified data curve before declaring a knee. We explore the choice of S in Section IV. In Figure 2 (c), the threshold line is plotted with S = 1.
6. If any difference value (x dj , y dj ), where j > i, drops below the threshold y = T lmxi for (x lmxi , y lmxi ) before the next local maximum in the difference curve is reached, Kneedle declares a knee at the x-value of the corresponding local maximum x = x lmxi . If the difference values reach a local minimum and starts to increase before y = T lmxi is reached, we reset the threshold value to 0 and wait for another local maximum to be reached. Note that Kneedle can be run offline or online. In the online case, Kneedle can "correct" old knee values if necessary as points are received. Kneedle's online run time for any given n pairs of x-and y-values is bounded by
IV. EVALUATING KNEEDLE
We compare the performance of Kneedle to the offline (Angle-based, Menger) and online (EWMA) algorithms separately, since their goals are different. In offline settings, our aim is to determine a base-line accuracy for each algorithm using synthetic data sets drawn from continuous functions where the true knees are well-known. After showing that Kneedle closely approximates the true knees, we then compare its online behavior against EWMA to evaluate how quickly it is able to detect knees once they "appear" in the data.
A. Detecting Knees in Synthetic Data Sets
To evaluate Kneedle, we developed a synthetic data source which we call NoisyGaussian that yields data similar to many of the real data sets of interest, but allows us to vary the overall shape of the curve. To generate a NoisyGaussian, we start with a Gaussian function with a randomly selected standard deviation and mean. Then we generate the NoisyGaussian data set using the cumulative count of the randomly generated points whose value is less than x. The resulting curve is similar to a Gaussian cumulative distribution function in overall shape.
The benefit of evaluating the knee detection algorithms using NoisyGaussian is that an approximate closed-form solution exists for the point of maximum curvature. We derive the point of maximum curvature by computing it for the underlying Gaussian CDF in terms of standard deviation σ and mean μ. Although we omit the details for brevity, the point of maximum curvature is approximately x ≈ μ + σ with a small bounded error. We use this closed-form expression to represent the "correct" knee in our evaluation.
To illustrate the general behavior of each knee detector, we plot the knees each algorithm detects in Figure 3 for a sample NoisyGaussian data set with μ = 50 and σ = 10.
B. Offline Accuracy
To evaluate offline accuracy, we use three common statistical metrics: precision, recall, and F-Score. Precision measures the correctness of each knee an algorithm detects. A low precision value indicates the presence of numerous false positives, where a false positive is any detected knee that does not align with maximum curvature. Recall measures completeness by quantifying the percentage of correct knees an algorithm detects out of the total number of correct knees. Note, however, that recall does not penalize for incorrect detections. Our third metric, F-Score, is the harmonic mean of precision and recall. Since an ideal knee detection algorithm has both high recall and high precision, we use F-Score to capture both measures of accuracy in a single value. An F-Score value of 1 is best.
To evaluate our algorithms, we generate 10,000 NoisyGaussian data sets. Since none of the algorithms detect knees at exactly the point of maximum curvature, we vary how many data points we allow for error. For example, suppose our data set includes points at x = 1, 2, 3, 4, 5, and the point of maximum curvature is x = 4. With an allowable error of 1, we declare the algorithm as finding a "correct" knee if it detects a knee at x = 3, 4, or 5. Figure 4 shows that Kneedle's F-Score is better than the Angle-based or Menger algorithm.
Using the closed-form approximation for the point of maximum curvature in our NoisyGaussian data sets, we can identify "true" knees in the data. This allows us to quantify the accuracy of each algorithm by measuring the distance, in terms of the number of x-values, between the true knees and the detected knees. Figure 5 shows the results of measuring the distance, in terms of the number of x-values, between the true knees and the detected knees. In this histogram, we see that Kneedle approximates the point of maximum curvature much more closely than either Menger or Angle-based, since the density of the histogram is highest between 0 and 25, while Menger and Angle-based show a wider variation.
C. Online Detection Latency
In this section, we evaluate detection latency-the number of data points beyond the knee required for detection-for both EWMA and Kneedle. For online Kneedle, we execute the knee detection algorithm after receiving each new data point, in order of increasing x. For both EWMA and Kneedle, we compute the detection latency as the number of data points between when the algorithm detects a knee and the actual knee point as determined by the point of maximum curvature. For example, suppose the data set has points at x = 1, 2, 3, 4, and 5, with a true knee at x = 3. Now suppose that after receiving the point at x = 5, the knee detection algorithm detects a knee. In this case, we compute the the latency as 5 − 3 = 2. In Figure 6 we plot a histogram of the detection latency for EWMA and Kneedle with S = 1. The experiment highlights the fact that Kneedle rarely has a significant detection latency, while EWMA often has high detection latencies.
D. Sensitivity
To better understand the importance of sensitivity, S, to Kneedle's performance, we again use F-Score. Figures 7 and 8 show the results of our sensitivity analysis in offline and online settings respectively. In both graphs, we compute Kneedle's FScore using a wide range of sensitivity values. We compare the F-Score from 10,000 data sets for each value of S. In the offline graph, we use the points of maximum curvature as the true knees, and compute the F-Score based on those values. In the online graph, our goal is to determine how quickly Kneedle approaches the offline case, and thus we use the knees detected by offline Kneedle as the correct knees. Not surprisingly, in offline settings where Kneedle has perfect information, the highest F-Score occurs when S = 0. In online settings, the results vary depending on the number of points received, but overall S = 1 has the best results.
V. APPLICATION RESULTS
This section demonstrates Kneedle's usefulness in real applications. First, we identify knees in a data set from prior work, and show that we find close to the same knees that the authors found with system-specific techniques. Next we evaluate Kneedle's performance for two sample applications: a MapReduce-like system and a TCP-friendly network protocol.
A. Using Kneedle in Existing Applications
Figure 9 applies knees to object replication, where the knees represent the optimal degrees of replication for high availability given various object distributions (data from Figure 5 in [5] ). The application requires the detection of multiple knees in object popularity curves, each of which has considerable noise. Unlike other knee detection algorithms, such as Menger, Kneedle is capable of detecting multiple knees, where the sensitivity of this detection depends on the selected value of S. Note that we consider this knee detection application to be offline, since Zhong et al. observe: "[w]e expect that the replica adjustment overhead due to object request popularity changes would not be excessive in practice...our analysis of real system object request traces in Section 3.2 suggests that the popularities of most data objects tend to remain stable over multi-week periods." The knees found by Kneedle in this graph concur with those identified by the original authors. 
Sorted objects
Popularity-to-size ratios Fig. 9 : Offline knee detection using Kneedle for replication [5] . 
B. Using Kneedle for Speculative Execution
To test the effectiveness of Kneedle in our own MapReducelike setting, we integrated our algorithm into a prototypical distributed batch computing system that farms out tasks to PlanetLab nodes [18] . We ran an experiment in which we gave 300 PlanetLab nodes a small task that required a mix of CPU and I/O resources to process. We then used Kneedle to find knee points and reallocate tasks from slow nodes to fast nodes, reducing the overall task completion time. This task reallocation is similar to MapReduce's strategy for coping with the presence of stragglers. Figure 10 demonstrates that Kneedle can be successfully integrated into existing systems with minimal effort: the only change required to our work allocation system was a single function call. That is, each time a task completed, we called Kneedle with the new data point. When Kneedle returned a knee, we simply reallocated unfinished tasks to idle nodes, reducing the total completion time from 827 seconds down to 143 seconds.
C. Using Kneedle for Congestion Control
Next we show the applicability of Kneedle to an entirely different domain: network congestion control. Here we use Kneedle to find the knee, as described by Jain [2] , in the offered load versus packet delay curve. We implemented a TCP-friendly congestion control algorithm for UDP flows, similar to the TFRC [6] , but without the careful measurement of packet transmissions and complicated equations. For each reply packet from the receiver, our algorithm simply calculates the round-trip delay. We increment the rate every time a packet is transmitted and pace the packets evenly; for every 100 packets sent, we compute the knee point and use it as the new target rate. Figure 11 shows the behavior of our UDP sender versus an ordinary TCP flow that joins and then departs. We use dummynet to limit bandwidth to 200Kbps. We find that our simple algorithm is both able to stabilize to the bottleneck bandwidth and to share bandwidth fairly with a TCP flow. While this experiment is simplistic, it highlights the benefits of Kneedle's general approach.
VI. CONCLUSION
In this paper, we present a formal definition for a knee in discrete data sets based on the mathematical definition of curvature for continuous functions. We propose a new algorithm, Kneedle, for approximating these knee points in discrete data sets, and compare with existing knee detection approaches using both synthetic and real application data sets. We then show that Kneedle is useful in real systems by integrating it with minimal effort into two distinct systems that encounter the knee detection problem. We believe Kneedle addresses a common problem that arises in systems research and engineering. In addition, we believe that our methodology for evaluating knee detection approaches will allow any future knee detection designs to be compared in a straightforward manner.
