One of the most important ability of our brain is to integrate input from different sensory modalities to create a coherent representation of the environment. Does expectation affect such multisensory integration? In this paper, we tackled this issue by taking advantage from the crossmodal congruency effect (CCE). Participants made elevation judgments to visual target while ignoring tactile distractors. We manipulated the expectation of the tactile distractor by pairing the tactile stimulus to the index finger with a high-frequency tone and the tactile stimulus to the thumb with a low-frequency tone in 80% of the trials. In the remaining trials we delivered the tone and the visual target, but the tactile distractor was omitted (Study 1). Results fully replicated the basic crossmodal congruency effect. Strikingly, the CCE was observed, though at a lesser degree, also when the tactile distractor was not presented but merely expected. The contingencies between tones and tactile distractors were reversed in a follow-up study (Study 2), and the effect was further tested in two conceptual replications using different combinations of stimuli (Studies 5 and 6). Two control studies ruled out alternative explanations of the observed effect that would not involve a role for tactile distractors (Studies 3, 4). Two additional control studies unequivocally proved the dependency of the CCE on the spatial and temporal expectation of the distractors (Study 7, 8). An internal small-scale meta-analysis showed that the crossmodal congruency effect with predicted distractors is a robust medium size effect. Our findings reveal that multisensory integration, one of the most basic and ubiquitous mechanisms to encode external events, benefits from expectation of sensory input.
Introduction
Two key mechanisms help us to cope with an overwhelming amount of sensory inputs coming from the environment: sensory expectation and crossmodal interaction. The former refers to the idea that we do not solely react to external stimuli; rather we constantly create predictions about forthcoming sensory events (Engel, Fries, & Singer, 2001 ). The latter refers to the idea that we do not use sensory systems one at a time, rather we simultaneously process information coming from different sensory modalities. These two mechanisms can be observed already in non-human primates (Amemori & Sawaguchi, 2006; Siemann et al., 2014) , suggesting that they are unlikely related to the privileged cognitive status of humans. Conversely, they might represent a fundamental prerequisite for an efficient interaction with the environment.
Models of predictive brain have been used to explain how expectation of upcoming stimuli is generated (for reviews: (Clark, 2013; Friston, 2010) . According to these models, expectation at the neural level takes the form of increased baseline neural activity (i.e., biased by the probability of stimulus occurrence) and increased evoked response (i.e., similar for expected and actual stimuli; for a review see: (Summerfield & de Lange, 2014) . For instance, previous research has shown that cues predicting a forthcoming visual stimulus lead to increases in BOLD signal in category-specific visual regions. For example, when the word 'house' predicts the subsequent occurrence of a house, it triggers higher BOLD signals in the parahippocampal place area (Puri, Wojciulik, & Ranganath, 2009 ). Behavioral evidence demonstrates that expectation is beneficial for processing and responding to external stimuli. For instance, expectation of low-level features (e.g., colour, direction of motion) leads to facilitated processing of stimuli containing those features (Ball & Sekuler, 1981; Corbetta, Miezin, Dobmeyer, Shulman, & Petersen, 1990; Saenz, Buracas, & Boynton, 2002) .
Only recent research has begun to investigate the relationship between expectation and crossmodal interaction. Examining this issue is critical for the understanding of how we perceive and react to environmental stimuli. Indeed, in daily life we usually do not perceive external events through only one sensory modality. Instead, 
