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ON n-CUBIC PYRAMID ALGEBRAS
Abstract. In this paper we study a class of algebras having n-dimensional
pyramid shaped quiver with n-cubic cells, which we called n-cubic pyramid
algebras. This class of algebras includes the quadratic dual of the basic n-
Auslander absolutely n-complete algebras introduced by Iyama. We show
that the projective resolution of the simples of n-cubic pyramid algebras can be
characterized by n-cuboids, and prove that they are periodic. So these algebras
are almost Koszul and (n − 1)-translation algebras. We also recover Iyama’s
cone construction for n-Auslander absolutely n-complete algebras using n-
cubic pyramid algebras and the theory of n-translation algebras.
1. Introduction
Quivers, especially translation quivers, are very important in the representation
theory of algebras [1, 4, 21]. There are many algebras, such as Auslander algebras,
preprojective algebras, related to translation quivers [4, 9, 6]. They are widely
used in many mathematical fields, such as Cohen-Maucauley modules, cluster al-
gebras, Calabi-Yau algebras and categories, non-commutative algebraic geometry
and mathematical physics [3, 5, 19, 20, 10, 8, 2]. Recently, Iyama has developed
the higher representation theory [16, 17, 18], where a class of higher translation
quivers also plays an important role. In [18], he characterizes a class of higher
representation-finite algebras, n-Auslander absolutely n-complete algebras. We ob-
served that the quivers of such algebras are n-dimensional pyramid shaped quivers
with n-cubic cells. We study in this paper a class of algebras, call n-cubic pyramid
algebras, defined on such quivers, which includes quadratic dual of n-Auslander
absolutely n-complete algebras. We draw the quiver in a different way to show that
the arrows in such quiver in fact point to n-directions in a n-dimensional space.
Almost Koszul rings are introduced by Brenner, Butler and King in [7]. One
of their main results in the paper is the periodicity of the trivial extensions of
representation finite hereditary algebras of bipartite oriented quiver. In fact, they
prove that such algebras are almost Koszul of type (3, h−1) for the Coxeter number
h of the quiver of the algebra. Our aim is to generalize a modified version of
this result to n-cubic pyramid algebras. We proved that a stable n-cubic pyramid
algebra of height m ≥ 3, that is, a twisted trivial extension of a corresponding n-
cubic pyramid algebra, is almost Koszul of type (n+ 1,m− 1). Our proof is based
on the combinatoric characterization of the projective resolutions of the simple
modules of the stable n-cubic pyramid algebras, using the integral points on an
(n + 1)-cuboid defined on the corresponding vertex in the quiver. Observe that
the class of trivial extensions of hereditary algebras of bipartite oriented quiver is
the same as the trivial extensions of the quadratic dual of the hereditary algebras.
Our result can be regarded as a higher representation theory version of the result
of Brenner, Butler and King [7] in the case Am.
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In [11], one of the authors introduces translation algebras as algebras with trans-
lation quivers as their quivers and the translation corresponds to an operation
related to the Nakayama functor. Such algebras includes the quadratic dual of
Auslander algebras, preprojective algebras. In [15], n-translation quivers and n-
translation algebras are introduced. The classical construction of ZQ is generalized
to construct an (n+ 1)-translation algebra from an n-translation algebra with ad-
missible n-translation quiver, using trivial extension followed by a smash product
with Z. In this paper, we construct n-cubic pyramid algebras inductively using
this method and a truncation called cuboid truncation, and study their relation-
ship with higher representation theory introduced by Iyama [16, 18]. By taken
quadratic dual of a special case, we recover Iyama’s cone construction of absolutely
(n+ 1)-complete algebra T
(n+1)
m (k) from an absolutely n-complete algebra T
(n)
m (k)
in [18].
Our main theorem assert that an n-cubic pyramid algebra is an extendible (n−1)-
translation algebra with admissible (n− 1)-translation quiver. In Section 2, we in-
troduce n-cubic pyramid algebra Λ(n), its stable version Λ˜(n) and covering version
Λ(n), we also list their properties in term of n-translation algebras (Theorems 1 to
4), as consequences of our main theorem (Theorem 5.2, and of an intermediate re-
sult, Lemma 3.5). We prove our main theorem in the next three sections. In Section
3, we prove that Λ˜(n) is almost Koszul algebra by explicitly constructing minimal
projective resolution of its simples (Lemma 3.5). Under the assumption that Λ(n)
is an admissible (n − 1)-translation algebra, this implies that it is extendible, and
that Λ˜(n) is a trivial extension of Λ(n) and Λ(n) is a smash product of Λ˜(n), by
[15].Under this assumption, we show that Λ(n+ 1) is a cuboid truncation of Λ(n)
and it is an n-translation algebra in Section 4. Then we prove our main theorem by
induction in Section 5. In Section 6, we prove that both Λ(n+1) and its quadratic
dual have n-almost splitting sequence, and by taking quadratic dual of a special
case, we recover Iyama’s cone construction of absolutely (n + 1)-complete algebra
T
(n+1)
m (k) from an absolutely n-complete algebra T
(n)
m (k) in [18].
2. Pyramid Shaped n-cubic Quivers and Related Algebras
Let k be a field. In this paper, algebra is assumed to be a graded quotient of a
path algebra of a locally finite quiver Q over k, that is, Λ = kQ/(ρ) = Λ0+Λ1+ · · · ,
with Λ0 a direct sum of (possibly, infinite) copies of k and Λ generated by Λ1 over
Λ0, with relation set ρ (see [15]). We assume the vertex set of Q is Q0 and the
arrow set is Q1. So we have a complete set of idempotents {ei | i ∈ Q0} such that
Λ0 =
⊕
i∈Q0
Λ0ei and the number of arrows from i to j is exactly dim kejΛ1ei for any
i, j ∈ Q0.
To introduce pyramid shaped n-cubic quiver, we first make some convention on
the non-negative integral vectors.
Given a positive integer p, let e0 = 0, e
(p) = (1, . . . , 1) be the p-dimensional
vector with all the components 1 and let e
(p)
t = (0, . . . , 0, 1, 0, . . . , 0) be the p-
dimensional vector with tth component 1 and all the other components zero. Write
e
(p)
J = e
(p)
t1,...,ts
=
s∑
h=1
e
(p)
ts
for a subset J = {t1, . . . , ts} of {1, . . . , p}, set e¯
(p)
t =
e
(p)
{t,t+1}. Conventionally, we write them as e, et, eJ and e¯t when no confusion will
occur.
ON n-CUBIC PYRAMID ALGEBRAS 3
For a vector denoted by the boldface letter such like a write as for its sth
component, so a = (a1, . . . , ap). For a vector i = (i1, . . . , ip) ∈ Zp, write i(1) =
i + e1, i(t) = i − et−1 + et for 2 ≤ t ≤ p, and write i(t1, . . . , ts) = i(t1) . . . (ts).
Similarly, write (1)i = i − e1, (t)i = i + et−1 − et for 2 ≤ t ≤ p, and write
(t1, . . . , ts)i = (ts) . . . (t1)i. Clearly (t)i(t) = i.
Let Z+ be the set of non-negative integers. For a = (a1, . . . , ap) ∈ Z+
p
, write
|a| =
p∑
t=1
at. Let Z
+p
l = {a = (a1, . . . , ap) ∈ Z
+p | |a| = l}. We need the following
subsets of Z+
p
. The vertex set
U (p) = {u = (u1, u2, . . . , up) | 0 ≤ ut ≤ 1} ⊂ Z
+p,
of the unit p-cube and the vertex sets
U
(p)
l = {u = (u1, u2, . . . , up) | |u| = l},
of l-nets inside the unit p-cube, for 0 ≤ l ≤ p.
Fix m ≥ 3 and i = (i1 . . . , ip) ∈ Z+
p
satisfying
1 ≤ it for s = 1, . . . , p and |i| ≤ m+ p− 1. (1)
Set
b1(i) = m+ p− 1− |i|, bt(i) = it−1 − 1, 2 ≤ t ≤ p+ 1, (2)
write bt = bt(i) and b = b(i) = (b1, . . . , bp+1), then |b| = m − 1. Note that when
1 ≤ it for s = 1, . . . , p, |i| ≤ m + p − 1 is equivalent to
∑s
t=1 it ≤ m + s − 1 for
s = 1, . . . , p. Let
C(p)(i) = {(a1, a2, . . . , ap+1) | 0 ≤ at ≤ bt(i), 1 ≤ t ≤ p+ 1} ⊂ Z
+p+1, (3)
this is the set of integral vertices of a (p + 1)-cuboid with sides of length bt for
1 ≤ t ≤ p + 1. We call it the (p + 1)-cuboid associated to the vertex i. The vertex
C
(p)
0 (i) = (0, . . . , 0) is called the initial vertex of the C
(p)(i). Let
C
(p)
l (i) = {a = (a1, . . . , ap+1) ∈ C
(p)(i) | |a| = l},
for 0 ≤ l ≤ m − 1. C
(p)
l (i) is a net inside the (p + 1)-cuboid formed by integral
vertices which can be reached from the initial vertex in l steps. We have that
C
(p)
m−1(i) = {b = (b1, . . . , bp+1)}, and C
(p)
l (i) = ∅ for l ≥ m.
For i = (i1, . . . , ip) ∈ Z+
p
satisfying (1), for each a = (a1, . . . , ap+1) ∈ Z+
p+1
,
define
vi(a) = (i1 + a1 − a2, i2 + a2 − a3, . . . , ip−1 + ap−1 − ap, ip + ap − ap+1),
For i = (i1, . . . , ip, ip+1) = (i
′, ip+1) ∈ Z+
p+1
with i′ = (i1, . . . , ip) satisfying (1),
write C(p)(i) = C(p)(i′). For each a = (a1, . . . , ap+1) ∈ Z+
p+1
, define
v¯i(a) = (i1 + a1 − a2, i2 + a2 − a3, . . . , ip + ap − ap+1, ip+1 + ap+1).
From now on, we fix integers n ≥ 1 and m ≥ 3. Define n-cubic pyramid quiver
Q(n) of height m as the quiver with
vertex set: Q(n)0 = {i = (i1, . . . , in) | 1 ≤ it, |i| ≤ m+ n− 1}
arrow set: Q(n)1 = {γ
(t)
i : i −→ i(t) | 1 ≤ t ≤ n, i, i(t) ∈ Q(n)0}.
(4)
Call γ
(t)
i an arrow of type t starting at i. In the case of n = 3, these quivers look
like a pyramid of side length of m built up with cubes:
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These quivers are one of those defined in [18] inductively to describe the n-
Auslander absolutely n-complete algebras. It is shown in [14] that such quivers are
truncation of the McKay quivers of some finite Abelian subgroups of GLn(C).
For i = (i1, . . . , in) ∈ Q(n)0, call the integral vector a ∈ Z+
n+1
an i-quiver
vertex if vi(a) ∈ Q(n)0. Clearly, vi(a) is in Q(n)0 if and only if it > at+1 − at and
as+1 − a1 ≤ m+ s− 1−
s∑
t=1
it for 1 ≤ s ≤ n.
Let i be a vertex in Q(n). The n-cubic cell at i in Q(n) is the full subquiver H i
of Q(n) with the vertex set the set of the i-quiver vertices in {v¯i(a) ∈ Q(n)0 | a ∈
U (n)}. The vertex v¯i(e) is called the end vertex of H i and H i is called complete
if v¯i(e) is a vertex of H i. H i can be regarded as formed by certain vertices and
the edges in the unit n-cube directed from 0 to e. Define n-hammock H iC at i as
the full subquiver of Q(n) with the vertex set the set of the i-quiver vertices in
{v¯i(a) ∈ Q(n)0 | a ∈ C(n−1)(i)}. The vertex v¯i(b(i)) is called the end vertex of H iC
and H iC is called complete if v¯
i(b(i)) is a vertex of H iC .
To define the relations in a general setting, we need some twists define by the
following sequence of linear maps. Let
g = (g1 = 1, g2, . . . , gn) (5)
be a sequence of linear maps on kQ(n) such that the restriction on the vertex set
of gs is defined from the vertices with s component is > 1 to the vertices with∑s
t=1 it < m+ s− 1, in this case gs(i) = i− es, or, gs(ei) = ei−es , and gs(ei) = 0
if is = 1. gs defines a linear map on kQ1, the subspace of kQ(n) spanned by the
arrows of Q(n) in such a way that gs restricts to a bijective linear map from eikQ1ej
to ei−eskQ1ej−es if is 6= 1 6= js and there is an arrow from j to i, and it is 0 on
eikQ1ej otherwise. Since there is at most one arrow between each pair of vertices,
we have that gs(γ
(t)
i ) = ds,t,iγ
(t)
gs(i)
for some 0 6= ds,t,i ∈ k when is > 1 and t < s.
Define a relation set:
ρg(n) = {ds,t,iγ
(t)
i(s)γ
(s)
i − γ
(s)
i(t)γ
(t)
i | i, i(t), i(s), i(t)(s) ∈ Q(n)0, 1 ≤ t < s ≤ n}
∪{γ
(t)
i(t)γ
(t)
i | i, i(t) ∈ Q(n)0, 1 ≤ t ≤ n}.
(6)
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The relations are of two kind, one is zero relation consisting of arrows of same type,
and the other is commutative relation consisting of arrows of two different types.
Let Λg(n) be the algebra with bound quiver (Q(n), ρg(n)), and we call it an
n-cubic pyramid algebra. 1-cubic pyramid algebras are the quadratic dual of the
hereditary algebras of quivers of type Am with linear orientation.
A path p of a bound quiver (Q, ρ) is called a bound path if its image in kQ/(ρ)
is non-zero. Recall that a bound quiver (Q, ρ) is called an n-translation quiver [15]
if there is a bijective map τ : Q0 \ P −→ Q0 \ I, called the n-translation of Q,
for two subsets P and I of Q0, whose elements are called projective vertices and
respectively injective vertices, satisfying the following conditions:
1. Any maximal bound path is of length n+1 from τi in Q0 \ I to i, for some
vertex i in Q0 \ P .
2. Two bound paths of length n + 1 from τi to i are linearly dependent, for
any i ∈ Q0 \ P .
3. For each i ∈ Q0 \ P and j ∈ Q0, any bound element u which is linear
combination of paths of the same length t ≤ n + 1 from j to i, there is a
path q of length n+ 1− t from τi to j such that uq is a bound element.
4. For each i ∈ Q0 \ I and j ∈ Q0, any bound element u which is linear
combination of paths of the same length t ≤ n + 1 from i to j, there is a
path p of length n+ 1− t from j to τ−1i such that pu is a bound element.
An algebra Λ with bound quiver an n-translation quiver (Q, ρ) is called an n-
translation algebra if there is an q ∈ N ∪ {∞} such that Λ is (n + 1, q)-Koszul in
the following sense
(1) Λt = 0 for t > n+ 1, and
(2) for each i ∈ Q0, let
P q(i)
fq
−→ · · · −→ P 1(i)
f1
−→ P 0(i)
f0
−→ S(i) = Λ0ei −→ 0 (7)
be the first q + 1 terms in a minimal projective resolution of the simple
S(i) ≃ Λ0ei, then P t(i) is generated by its component of degree t for
0 ≤ t ≤ q and the kernel of fq is concentrated in degree n+ 1 + q.
Theorem 2.1. (Q(n), ρg(n)) is an admissible (n−1)-translation quiver with (n−1)-
translation defined by τ : i −→ i− en if in > 1.
Λg(n) is an (n−1)-translation algebra with admissible (n−1)-translation quiver.
This theorem is a direct consequence of our main theorem, Theorem 5.2.
Choosing g˜ = (g˜1, . . . , g˜n) such that g˜s(γ
(t)
i ) = −γ
(t)
g˜s(i)
for t < s and for i =
(i1, . . . , in), when all the arrows are in Q(n), the following proposition follows from
Proposition 6.5.
Proposition 2.2. The quadratic dual Λg˜,!(n) of Λg˜(n) is the n-Auslander abso-
lutely n-complete algebra T
(n)
m (k).
It is easy to see that the set of the projective vertices in Q(n) is P = {i | in = 1},
and the set of the injective vertices is I = {i | |i| = n+m− 1}.
Let m ≥ 3 and let Q(n) be an n-cubic pyramid quiver. Define stable n-cubic
pyramid quiver Q˜(n) of height m as the quiver with
vertex set: Q˜(n)0 = Q(n)0
arrow set: Q˜(n)1 = Q(n)1 ∪ {γ
(n+1)
i : i −→ i− en | in > 1}.
(8)
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The stable quiver of our earlier example is as follow:
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It follows from [14] and [12] that such quiver is a truncation of the McKay quiver
of some finite Abelian subgroup of SLn+1(C).
Let g¯ = (g, g′) for some graded endomorphism g′ induced by the (n − 1)-
translation defined in Theorem 2.1, then g′(γ
(s)
i−en
) = dn+1,s,i−enγ
(s)
i−en
for some
0 6= dn+1,s,i−en ∈ k, since there is at most one arrow of each type s from any vertex
of Q(n). Define a relation set
ρ˜g¯(n) = ρg ∪ {γ
(n+1)
i−en
γ
(n+1)
i | in > 1}
∪{dn+1,s,i−enγ
(s)
i−en
γ
(n+1)
i − γ
(n+1)
i−es−1+es
γ
(s)
i | i ∈ Q˜(n)0,
in > 1, is−1 > 1 and |i| ≤ m+ n− 1}
(9)
Let Λ˜g¯(n) be the algebra given by the stable pyramid n-cubic quiver Q˜(n) and
the relation ρ˜g¯(n). Our key results in this paper, Lemma 3.5, essentially proves the
following theorem.
Theorem 2.3. Λ˜g¯(n) is an n-translation algebra with stable n-translation quiver
and trivial n-translation.
Set R = {1, 2, . . . , n} and R+ = {1, 2, . . . , n+ 1}. Write
γ
(t1,...,ts)
vi(a)
= γ
(ts)
vi(a+et1,...,ts−1 )
. . . γ
(t1)
vi(a)
for a path determined by a sequences {t1, . . . , ts} ⊂ R+. For a subset P =
{p1, . . . , ps} of R
+ with 1 ≤ p1 < · · · < ps ≤ n+ 1, write
γ
(P )
vi(a)
= γ
(p1,...,ps)
vi(a)
.
The following lemma describing the bound paths in Q˜(n).
Lemma 2.4. Assume that 0 ≤ l ≤ n + 1. For any two vertices i, j ∈ Q˜(n)0, we
have that dim kejΛ˜
g¯(n)lei ≤ 1, and dim kejΛ˜g¯(n)lei = 1 if and only if any path of
length l from i to j consists of arrows of different types.
Proof. Write p¯ for the image of a path p in Λ˜g¯(n). Let p be a path of length l in
Q˜(n) from i to j, then p = γ
(tl)
i(t1,...,t1−1)
· · · γ
(t1)
i . This path ends at jj = i(t1, . . . , tl).
For any path p′ = γ
(t′l)
i(t′1,...,t
′
1−1)
· · · γ
(t′1)
i of length l from i to j, we have that t
′
1, . . . , t
′
l
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a permutation of t1, . . . , tl, since jj = i(t
′
1, . . . , t
′
l). Now we prove by induction that
p¯ is a multiple of p¯′. If t1 = t
′
1, then by induction q = γ
(tl)
i(t1,...,t1−1)
· · · γ
(t2)
i(t1)
and
q′ = γ
(t′l)
i(t′1,...,t
′
1−1)
· · · γ
(t2)
i(t1)
are paths of length l in Q˜(n) from i(t1) to j, and q¯ is a
multiple of q¯′. Thus p¯ is a multiple of p¯′.
Otherwise, i(t1), i(t
′
1) ∈ Q˜(n)0, thus i(t1, t
′
1) ∈ Q˜(n)1 and γ
(t′1)
i(t1)
, γ
(t′1)
i(t1)
∈ Q˜(n)1.
Assume that t′1 = ts, then we have i(t
′
1, t1), . . . , i(t
′
1, t1, . . . , ts−1) ∈ Q˜(n)0, and
γ
(ts)
i(t1,...,ts−1)
. . . γ
(t1)
i is a multiple of γ
(ts−1)
i(t′1,t1,...,ts−2)
. . . γ
(t1)
i(t′1)
γ
(t′1)
i , using the commu-
tative relations in (9). So in the algebra Λ˜g¯(n), we have that p¯ is a multiple of
γ
(tl)
i(t1,...,tl−1)
· · · γ
(ts+1)
i(t1,...,ts)
γ
(ts−1)
i(t′1,t1,...,ts−2)
. . . γ
(t1)
i(t′1)
γ
(t′1)
i . By inductive assumption p¯
′ is a
multiple of γ
(tl)
i(t1,...,tl−1)
· · · γ
(ts+1)
i(t1,...,ts)
γ
(ts−1)
i(t′1,t1,...,ts−2)
. . . γ
(t1)
i(t′1)
γ
(t′1)
i . Thus p¯ is a multiple
of p¯′.
Similarly, using both commutative relations and zero relations in (9), we see that
p¯ is zero in Λ˜g¯(n)l whenever two of t1, . . . , tl are equal.
By comparing dimensions of the corresponding spaces in kQ˜(n) and in (ρ˜g¯(n)),
the ideal generated by ρ˜g¯(n), we see that if t1, . . . , t1−1, tl are pairwise different, its
image p¯ 6= 0 in Λ˜g¯(n)l, and dim kejΛ˜g¯(n)lei = 1.
Note that the only cyclic bound paths in Q˜(n) are of length n+ 1.
This proves our lemma. 
So we see that a bound path starting at a vertex i in Q˜(n) is a path onH i starting
from i. Since the n-translation is defined by τ i = i − en for each non-projective
vertex i in Q(n)0, that is, the ones with in > 1.
The following theorem follows from Theorem 5.2 and Proposition 4.2 of [15].
Theorem 2.5. Λ˜g¯(n) is isomorphic to a twisted trivial extension of Λ(n).
For any i ∈ Q(n)0, let S(i) be the simple Λ(n)-module at i and let P (i) and I(i)
be its projective cover and injective envelope as Λ(n)-modules, respectively. Let
S˜(i) be the simple Λ˜(n)-module at i and let P˜ (i) and I˜(i) be its projective cover
and injective envelop as Λ˜(n)-modules, respectively. Conventionally, set S˜(i), P˜ (i)
and I˜(i) to be zero when i 6∈ Q˜(n)0.
The supports of P˜ (i) and I˜(i) are described with U (n+1), we have the following
lemma.
Lemma 2.6.
rtP˜ (i)/rt+1P˜ (i) ≃
⊕
a∈U
(n+1)
t
S˜(vi(a)).
soc t+1P˜ (i)/soc tP˜ (i) ≃
⊕
a∈U
(n+1)
n−t
S˜(vi−en(e− a))
Proof. Since Λ˜g¯(n) is a graded algebra, rtP˜ (i)/rt+1P˜ (i) ≃ P˜ (i)t as Λ˜(n)0 modules.
So P˜ (i)t has a basis consists of the images of the paths of length t, and a non-zero
path of length t from i to j generates a submodule isomorphic to S˜(j). Let It be the
set of the ending vertices of the paths of length t from i, it follows from Lemma 2.4
that rtP˜ (i)/rt+1P˜ (i) ≃
⊕
j∈It
S˜(j). A vertex j in It is the ending vertex of s path
of length t in Q passing through t arrows of different types, say u1, . . . , ut, thus
j = i(u1, . . . , ut) = v
i(a), for a = eu1 + · · ·+ eut in Q˜(n). Clearly a ∈ Ut. By our
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assumption, S˜(vi(a)) = 0 if vi(a) is not a vertex of Q˜(n), thus
rtP˜ (i)/rt+1P˜ (i) ≃
⊕
a∈U
(n+1)
t
S˜(vi(a)).
Note that P˜ (i) = I˜(i− e), the second assertion follows from the dual argument.

Since the components of a are 0 or 1, it is easy to see that vi(a) is a quiver vertex
if and only if the following hold for all s: (i). as+1 ≤ as if is = 1; (ii). as+1 ≥ as
if
s∑
t=1
it = m + s − 1. A vertex i with is = 1 or
s∑
t=1
it = m + s − 1 for some s
is called a em boundary vertex, otherwise it is called an internal vertex. Now let
Z(i) = {s ∈ R | is = 1} and W (i) = {s ∈ R |
s∑
t=1
it = m+ s− 1}.
The set U (n+1)(i) of i-quiver vertices in U (n+1) is
U (n+1)(i) = {a = (a1, . . . , an+1) | as ≥ as+1 if s ∈ Z(i), as ≤ as+1 if s ∈W (i)}.
This implies that if is = 1 and as+1 = 1, then as = 1, and if s ∈ W (i) and as = 1,
then as+1 = 1. We can refine Lemma 2.6 as following
Lemma 2.7.
rtP˜ (i)/rt+1P˜ (i) ≃
⊕
a∈U
(n+1)
t (i)
S˜(vi(a)).
soc t+1P˜ (i)/soctP˜ (i) ≃
⊕
a∈U
(n+1)
n−t (i−en)
S˜(vi−en(e− a))
Now consider Q(n) = Z|(n−1)Q(n) and 0-extension Λ(n)
g¯ = Λ˜g¯(n)#Z∗, respec-
tively (See [15]). We have
Q(n)0 = Q(n)0 × Z
Q(n)1 = Q(n)1 × Z ∪ {γ
(n+1)
i,v : (i, v) −→ (i − en, v + 1)
| (i, v), (i− en, v + 1) ∈ Q(n)0}.
(10)
Set e
(n+1)
t = (e
(n)
t , 0) for 1 ≤ t ≤ n and e
(n+1)
n+1 = (0
(n), 1), then the arrows are
γ
(t)
i : i −→ i − et−1 + et for i ∈ Q(n)0, 1 ≤ t ≤ n+ 1. And the relations for Λ
g¯
(n)
is induced from ρ˜g¯(n). Thus
ρ¯g¯(n) = ρg × Z ∪ {γ
(n+1)
i−en+en+1
γ
(n+1)
i | in > 1}
∪{dn+1,s,i−en+en+1γ
(s)
i−en
γ
(n+1)
i − γ
(n+1)
i−es−1+es
γ
(s)
i |
i ∈ Q(n)0, in > 1, is−1 > 1 and
s∑
t=1
it < m+ s− 1, 1 ≤ s ≤ n}.
(11)
The following theorem follows from Theorem 5.2 and Theorem 5.3 of [15].
Theorem 2.8. Λ
g¯
(n) is an n-translation algebra with stable n-translation quiver
Q(n) and n-translation τn : i = i− en+1.
Let (Q, ρ) be a bound quiver and Q′ a full subquiver of Q. Let ρ[Q′] =
{ej
∑
appei |
∑
app ∈ ρ, i, j ∈ Q′0}, we call (Q
′, ρ[Q′]) a full bound subquiver of
Q if for any i, j ∈ Q′0, and for any path p in Q with ap 6= 0 for some
∑
app ∈ ρ and
ejpei 6= 0, then p is a path in Q
′. In this case, we say ρ′ = ρ[Q′] is a restriction of
ρ on Q′.
We have the following lemma.
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Lemma 2.9. Let Λ = kQ/(ρ) be the algebra with bound quiver (Q, ρ) and let
(Q′, ρ′) be a full bound subquiver of (Q, ρ). Let I be the ideal generated by the set
of idempotents {ej | j ∈ Q0 \Q′0}. Then
kQ′/(ρ′) ≃ Λ/I.
Proof. Let φ : kQ → kQ′ be the homomorphism which is identity on Q′ and
sending paths not inside Q′ to zero, then Kerφ = (E) is generated by the set
E = {ej|j ∈ Q0 \Q′0} of idempotents corresponding to the vertices outside Q
′, and
kQ′ ≃ kQ/(E). Let π : kQ→ Λ be the canonical homomorphism, then Kerπ = (ρ)
and Λ = kQ/(ρ). Let π′ : kQ′ → Λ′ be the canonical homomorphism with Kerπ =
(ρ′), then Λ = kQ′/(ρ′). π′φ : kQ→ Λ′ is an epimorphism and we have that Kerπ′φ
is generated by E ∪ ρ′. On the other hand (E, ρ′) = (E, {aQ′ |a ∈ ρ}) = (E, ρ),
since ρ′ is a restriction of ρ. So (ρ) ⊂ Kerπφ and the map π′φ = ψπ factor through
the canonical homomorphism π : kQ → kQ/(ρ) = Λ. Thus ψ : Λ → Λ′ is an
epimorphism and Kerψ = πE = (E), when identifying the idempotents in kQ and
in Λ. That is Λ′ ∼= Λ/(E). 
3. Minimal Projective Resolutions of the Simples of Λ˜g¯(n)
In this section, we study the projective resolution of the simples of the algebra
Λ˜g¯(n). Fix i ∈ Q˜(n)0, we have a vector b = b(i) = (b1, . . . , bn+1) in (2) which
defines a cuboid C(n)(i) in (3) for i. The following lemma follows from the definition
of vi(a) for a ∈ Z+
n+1
.
Lemma 3.1. For 0 ≤ l ≤ m− 1, if a, a′ ∈ Z+
n+1
l , then v
i(a) = vi(a′) if and only
if a = a′.
For a ∈ Z+
n+1
. Let O(a) = {t | at = 0}, T (a) = {1 ≤ t ≤ n + 1 | at > bt} and
let R(a) = R+ \ (O(a) ∪ T (a)). Then a ∈ C(n)(i) if and only if T (a) = ∅.
Let
· · · −→ P˜ 2(S˜(i))
f2
−→ P˜ 1(S˜(i))
f1
−→ P˜ 0(S˜(i))
f0
−→ S˜(i) −→ 0 (12)
be a minimal projective resolution of the simple Λ˜-modules S˜(i) corresponding to
the vertex i ∈ Q˜(n)0.
Our main aim of this section is characterizing the linear part of this projective
resolution using (n+1)-cuboid C(n)(i) as in the following proposition. The technical
detail of the proof will be given in Lemma 3.5. For the last assertion, notice the
fact that vi(a+ e) = vi(a).
Proposition 3.2. For l = 0, 1, . . . ,m− 1
P˜ l(S˜(i)) ≃
⊕
a∈C
(n)
l
(i)
P˜ (vi(a)), (13)
and Ker fm−1 ≃ S˜(vi(b(i))).
Let {ǫ
(l)
vi(a)
| a ∈ C
(n)
l (i)} be the standard basis of the direct sum (13), then
evi(a)ǫ
(l)
vi(a)
= ǫ
(l)
vi(a)
and ejǫ
(l)
vi(a)
= 0 if j 6= vi(a).
We assume that ǫ
(l)
vi(a)
= 0 when a 6∈ C
(n)
l (i) or v
i(a) 6∈ Q˜(n)0, for l = 1, . . . ,m− 1,
conventionally.
Let a′ ∈ Z+
n+1
. Consider the composition factor S˜(vi(a′)) in the degree t
component of (12), we have the following lemma.
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Lemma 3.3. The multiplicity of the composition factor S˜(vi(a′)) in
⊕
a∈C
(n)
s (i)
P˜ (vi(a))t
is
(
|R(a′)|
t− |T (a′)|
)
if |T (a′)| ≤ t and is 0 if |T (a′)| > t.
Proof. The composition factor S˜(a′) in the degree t component
⊕
a∈C
(n)
s (i)
P˜ (vi(a))t
is ⊕
a∈C
(n)
s (i)
evi(a′)(P˜ (v
i(a)))t. (14)
Note that
⊕
a∈C
(n)
s (i)
e
vi(a′)(P˜ (v
i(a)))t =
⊕
a∈C
(n)
s (i)
e
vi(a′)r
tΛ˜(n)/rt+1Λ˜(n)e
vi(a)
is the space spanned by the bound paths of length t ending at vi(a′). The multi-
plicity of the composition factor S˜(vi(a′)) in
⊕
a∈C
(n)
s (i)
P˜ (vi(a))t is exactly
dim k
⊕
a∈C
(n)
s (i)
evi(a′)(P˜ (v
i(a)))t,
that is, the order of the maximal set of linearly independent paths of length t from
a vertex vi(a) with a in C
(n)
s (i) to vi(a′).
Note that T (a) = ∅ for a ∈ C(n)(i). If t < |T (a′)|, the length of any path from
vi(a) to vi(a′) is larger than |T (a′)|, this implies that S˜(vi(a′)) is not a composition
factor of
⊕
a∈C
(n)
s (i)
P˜ (vi(a))t.
Assume that there is a bound paths of length t from vi(a) to vi(a′), with a ∈
C
(n)
s (i). Then t ≥ |T (a′)|, and O(a′) ⊂ O(a). By Lemma 2.4, any two such paths
are linearly dependent. Let S(a′, a) = {z ∈ R+|bz ≥ a′z > az} ⊂ R(a
′), then
|S(a′, a)| = t − |T (a′)| and a′z = az + 1 for z ∈ T (a) ∪ S(a
′, a). The types of the
arrows appearing in any bound path of length t from vi(a) to vi(a′) form the set
T (a′) ∪ S(a′, a), we may take the path γ
(T (a′))
a+eS(a′,a)
γ
(S(a′,a))
a as the representative of
the bound paths of length t from vi(a) to vi(a′).
On the other hand, for each subset S ⊂ R(a′) with |S| = t − |T (a′)|, let a =
a′ − eS∪T (a′), then T (a) = ∅ and a ∈ C
(n)(i). In this case, γ
(T (a′))
a+eS γ
(S)
a is a bound
paths of length t from vi(a) to vi(a′).
Obviously, the condition that a ∈ C
(n)
s (i) is equivalent to that s+ t− |T (a′)| ≤
m− 1.
So we see that there are
(
|R(a′)|
t− |T (a′)|
)
linearly independent paths from some
vertex vi(a) with a ∈ C(n)(i) to vi(a′). 
With the convention that
(
R(a′)| − 1
−1
)
= 0, and
(
R(a′)| − 1
0
)
= 1, we
have the following lemma.
Lemma 3.4. Assume that for 0 ≤ l ≤ s, P˜ l(S˜(i)) in (12) is generated in degree l
and (13) holds. Then the multiplicity of the composition factor S˜(vi(a′)) in degree
t part of Ker fs is
(
|R(a′)| − 1
t− s− |T (a′)| − 1
)
, especially, it is 0 if t− s− |T (a′)| = 0
and is 1 if t− s− |T (a′)| = 1.
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Proof. Since (13) holds for 0 ≤ l ≤ s, the composition factor S˜(a′) in the degree t
components of the minimal projective resolution (12) up to s+ 1 term is
0 −→ evi(a′)(Ker fs)t −→
⊕
a∈C
(n)
s (i)
evi(a′)(P˜ (v
i(a))[s])t
−→
⊕
a∈C
(n)
s−1(i)
evi(a′)(P˜ (v
i(a))[s− 1])t −→ · · ·
−→
⊕
a∈C
(n)
s′
(i)
evi(a′)(P˜ (v
i(a))[s − s′])t −→ 0,
(15)
with s′ = |R(a′)| − t+ s.
We have that
dim k
⊕
a∈C
(n)
s−h
(i)
evi(a′)(P˜ (v
i(a))[s − h])t
= dim k
⊕
a∈C
(n)
s−h
(i)
evi(a′)(P˜ (v
i(a)))t−s+h
=
(
|R(a′)|
t− s+ h− |T (a′)|
) ,
by Lemma 3.3. Thus
dim kevi(a′)(Ker fs)t
=
|R(a′)|−t+s∑
h=0
(−1)h
∑
a∈C
(n)
s−h
(i)
dim kevi(a′)(P˜ (v
i(a))[s− h])t
=
|R(a′)|∑
t′=t−s−|T (a′)|
(−1)h
(
|R(a′)|
t′
)
=
(
|R(a′)| − 1
t− s− |T (a′)| − 1
)
.
If t− s− |T (a′)| − 1 = 0, that is t− s− |T (a′)| = 1, then
|R(a′)|∑
t′=1
(−1)t
′−1
(
|R(a′)|
t′
)
= 1+(−
|R(a′)|∑
t′=0
(−1)t
′
(
|R(a′)|
t′
)
) = 1+(1−1)|R(a
′)| = 1.
If t− s− |T (a′)| − 1 = −1, t− s− |T (a′)| = 0, so
|R(a′)|∑
t′=0
(−1)t
′
(
|R(a′)|
t′
)
= (1− 1)|R(a
′)| = 0.

Lemma 3.5. In the projective resolution (12), we have
(a) (13) hold for 0 ≤ l ≤ m− 1;
(b) for 1 ≤ l ≤ m−1, and for each a ∈ C
(n)
l (i), there are elements ζ
(l−1)
a−et ∈ k for
t = 1, . . . , n+1, with ζ
(l−1)
a−et 6= 0 if a−et ∈ C
(n)
l−1(i), and ζ
(l−1)
a−et = 0 otherwise,
such that the element θ
(l−1)
vi(a)
=
n+1∑
t=1
ζ
(l−1)
vi(a−et)
γ
(t)
vi(a−et)
ǫ
(l)
vi(a−et)
satisfies
evi(a)θ
(l−1)
vi(a)
= θ
(l−1)
vi(a)
(16)
and the map fl is defined by
fl(ǫ
(l)
vi(a)
) = θ
(l−1)
vi(a)
; (17)
(c)
Kl = {θ
(l)
vi(a)
| a ∈ C
(n)
l+1(i)} (18)
generates Ker fl for 0 ≤ l ≤ m− 2;
(d) C
(n)
m−1(i) = {b}, b+ e is a i-quiver vertex and Ker fm−1 ≃ S(v
i(b+ e)).
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Proof. We now prove (a), (b) and (c) using induction on l. The assertions for
P˜ 0(S(i)),Ker f0 and f1 are obvious.
Assume that 1 ≤ l ≤ m − 1 and the assertions hold for P˜ h(i),Ker fh, and fh
for h < l. By the inductive assumption, Ker fl−1 is a graded module generated in
degree l and as k-spaces
(Ker fl−1)l = top (Ker fl−1) = L(θ
(l−1)
vi(a)
| a ∈ C
(n)
l (i)) =
∑
a∈C
(n)
l
(i)
kθ
(l−1)
vi(a)
.
By (16), we have
kθ
(l−1)
vi(a)
≃ Λ˜0evi(a) = S˜(v
i(a)), (19)
as Λ˜0-modules. Since for each a ∈ C
(n)
l (i), we have exactly one non-zero element
θ
(l−1)
vi(a)
in Kl−1. Thus
top (Ker fl−1) ≃
⊕
a∈C
(n)
l
(i)
Λ˜0evi(a).
So
P˜ l(S(i)) ≃
⊕
a∈C
(n)
l
(i)
P˜ (vi(a)).
This proves (a) for l.
Define the homomorphism fl from P˜
l(S(i)) to P˜ l−1(S(i)) with
fl(ǫ
(l)
vi(a)
) = θ
(l−1)
vi(a)
,
Clearly fl is an epimorphism from P˜
l(S(i)) to Ker fl−1, and fl(P˜
l(S(i)))p ⊆ (P˜ l−1(S(i)))p+1
for p ∈ Z. This proves (17) for l.
Now we compute generators of Ker fl for l ≤ m − 2. Clearly (Ker fl)l = 0 and
(Ker fl)l+n+1 = soc P˜
l(S(i)), by the inductive assumption.
Assume that 0 6= xp is a homogeneous element in (Ker fl)p, then we can write
xl+1 =
∑
a∈C
(n)
l
(i)
(
n+1∑
t=1
za,tγ
(t)
vi(a)
)ǫ
(l)
vi(a)
, with the convention that za,t = 0 provided
that vi(a+ et) 6∈ Q˜(n)0. Thus
0 = fl(xl+1) =
∑
a∈C
(n)
l
(i)
(
n+1∑
t=1
za,tγ
(t)
vi(a)
)fl(ǫ
(l)
vi(a)
)
=
∑
a∈C
(n)
l
(i)
(
n+1∑
t=1
za,tγ
(t)
vi(a)
) · θ
(l−1)
vi(a)
=
∑
a∈C
(n)
l
(i)
(
n+1∑
t=1
za,tγ
(t)
vi(a)
) · (
n+1∑
t=1
ζ
(l−1)
a−et γ
(t)
vi(a−et)
ǫ
(l−1)
vi(a−et)
)
=
∑
a∈C
(n)
l
(i)
(
∑
t′ 6=t
1≤t,t′≤n+1
za,tζ
(l−1)
a−et′
evi(a+et)γ
(t)
vi(a)
γ
(t′)
vi(a−et′ )
ǫ
(l−1)
vi(a−et′ )
).
(20)
A path γ
(t)
vi(a)
γ
(t′)
vi(a−et′)
appeared in (20) ends at vertex vi(a′) for a′ = a + et ∈
Z+
n+1
l+1 .
Assume that a′ = (a′1, . . . , a
′
n+1) ∈ Z
+n+1
l+1 and there is an arrow from v
i(a)
to vi(a′) for some a ∈ C
(n)
l (i). Thus |T (a
′)| ≤ 1, and a′ ∈ C
(n)
l+1 if and only if
|T (a′)| = 0.
If a′ ∈ C
(n)
l+1, l+1−l−|T (a
′)| = 1, then by Lemma 3.4, dim kevi(a′)(Ker fl)l+1 = 1.
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If a′ − et, a′ − et′ ∈ C
(n)
l (i) for some t
′ 6= t, then 0 ≤ a′t = (a
′ − et′)t ≤ bt,
0 ≤ a′t′ = (a
′ − et)t′ ≤ bt′ , and 0 ≤ a′t′′ = (a
′ − et)t′′ ≤ bt′′ for t′′ 6∈ {t, t′}. This
implies that a′ − et − et′ ∈ C
(n)
l−1(i). Left multiply (20) with evi(a′), we get,
0 =
∑
1≤t<t′≤n+1,a′−et−et′∈C
(n)(i)
(za′−et,tζ
(l−1)
a′−et−et′ ,t
′ − za′−et′ ,t′ζ
(l−1)
a′−et′−et,t
dt′,t,a′−et′−et)
evi(a′)γ
(t)
vi(a′−et)
γ
(t′)
vi(a′−et−et′ )
ǫ
(l−1)
vi(a′−et−et′ )
.
(21)
So we get a system of linear equations
za′−et,tζ
(l−1)
a′−et−et′ ,t
′ − za′−et′ ,t′ζ
(l−1)
a′−et′−et,t
dt′,t,a′−et′−et = 0 (22)
for 1 ≤ t < t′ ≤ n + 1 with a′ − et − et′ ∈ C
(n)
l−1(i). The solution spaces of (22) is
one dimensional, since dim kevi(a′)(Ker fl)l+1 = 1. Take a non-zero solution
za′−et,t = ζ
(l)
a′−et,t
∈ k, a′ − et ∈ C
(n)
l (i)
for (22). Then ζ
(l)
a′−et,t
6= 0 if a′t 6= 0, and we take ζ
(l)
a′−et,t
= 0 for those t with
a′t = 0, thus
θ
(l)
vi(a′)
=
n+1∑
t=1
ζ
(l)
a′−et,t
γ
(t)
vi(a′−et)
ǫ
(l)
vi(a′−et)
(23)
is in ea′(Ker fl)l+1.
Otherwise, there is t such that a′t > 0 and a
′
t′ = 0 for t
′ 6= t, left multiply (20)
with evi(a′), we get a zero term:
za′−et,tζ
(l−1)
a′−et−et,t
evi(a′)γ
(t)
vi(a′−et)
γ
(t)
vi(a′−et−et)
ǫ
(l−1)
vi(a′−et−et)
= 0. (24)
The solution spaces of (24) is one dimensional, since dim kevi(a′)(Ker fl)l+1 = 1.
Take za′−et,t = 1 for (24),
θ
(l)
vi(a′)
= γ
(t)
vi(a′−et)
ǫ
(l)
vi(a′−et)
, (25)
is a non-zero element of ea′(Ker fl)l+1.
This shows that Kl is a subset of (Ker fl)l+1.
If a′ 6∈ C
(n)
l+1, then |T (a
′)| = 1, then l + 1 − l − |T (a′)| = 0, so by Lemma 3.4,
dim kevi(a′)(Ker fl)l+1 = 0. Thus S˜(v
i(a′)) is not a composition factor of (Ker fl)l+1.
This proves that the set Kl spans the space (Ker fl)l+1.
Now we prove that Kl generates Ker fl.
Since fl is degree zero map, Ker fl is graded. Consider the degree l+s component
of (12), for each 2 ≤ s ≤ n+1. Then by Lemma 3.4, for each a′ ∈ Z+
n+1
l+s , we have
dim kevi(a′)(Ker fl)l+s =
(
|R(a′)| − 1
s− |T (a′)| − 1
)
.
Now we consider the submodule generated by Kl. For each subset P of s −
|T (a′)| − 1 elements in R(a′), let
κ(P, a) = γ
(T (a′))
vi(a′−eT (a′))
γ
(P )
vi(a)
θ
(l)
vi(a)
= γ
(T (a′))
vi(a′−eT (a′))
γ
(P )
vi(a)
n+1∑
t=1
ζ
(l)
a−et,tγ
(t)
vi(a−et)
ǫ
(l)
vi(a−et)
=
∑
t∈R(a′)\P
ζ
(l)
a−et,tγ
(T (a′))
vi(a′−eO(T ))
γ
(P )
vi(a)
γ
(t)
vi(a−et)
ǫ
(l)
vi(a−et)
,
for any a = a′ − eT (a′)∪P ∈ C
(n)
l+s−|P |−|T (a′)|(i). Then κ(P, a) ∈ (Λ˜(n)Kl)l+s.
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Let s′′ = l + s − |P | − |T (a′)|. Fix a t0 ∈ R(a′), and let P(s′′, t0) = {P ⊂
R(a′) \ {t0}) | |P | = s′′}. Assume that∑
P∈P(s′′,t0),a∈C
(n)
s′′
(i)
dP,aκ(P, a) = 0
for dP,a ∈ k, that is
0 =
∑
P∈P(s′′,t0),a∈C
(n)
s′′
(i)
dP,aκ(P,a)
=
∑
P∈P(s′′,t0),a∈C
(n)
s′′
(i),t∈R(a′)\P
dP,aζ
(l)
a−et,t
γ
(T (a′))
vi(a′−eT (a′))
γ
(P )
vi(a)
γ
(t)
vi(a−et)
ǫ
(l)
vi(a−et)
=
∑
a∈C
(n)
s′′−1
(i),P∈P(s′′,t0),t∈R(a′),t 6∈P
dP,a+etζ
(l)
a,tγ
(T (a′))
vi(a′−eT(a))
γ
(P )
vi(a+et)
γ
(t)
vi(a)
ǫ
(l)
vi(a)
=
∑
a∈C
(n)
s′′−1
(i),t,t′∈R(a′)\{t0},P⊂R(a′)\{t0},|P |=s′′−1
(dP∪{t′},a+etht′,P ζ
(l)
a,t + dP∪{t},a+et′ht,P c(t, t
′)ζ
(l)
a,t′
)
γ
(T (a′))
vi(a′−eT(a))
γ
(P )
vi(a+et,t′ )
γ
(t′)
vi(a+et)
γ
(t)
vi(a)
ǫ
(l)
vi(a)
+
∑
a∈C
(n)
s′′−1
(i),P⊂P(s′′,t0)
dP,a+et0 ζ
(l)
a,t0
γ
(T (a′))
vi(a′−eT(a))
γ
(P )
vi(a+et0 )
γ
(t0)
vi(a)
ǫ
(l)
vi(a)
,
(26)
for some ht′,P , ht,P , c(t, t
′) ∈ k. Thus dP,a = 0 for all P ∈ P(s′′, t0) and a ∈ C
(n)
s′′ (i)
with a− et0 ∈ C
(n)
s′′−1(i).
For P ∈ P(s′′, t0) and a ∈ C
(n)
s′′ (i), we have evi(a′)γ
(T (a′))
vi(a′−eT (a))
γ
(P )
vi(a)
ǫ
(l)
vi(a)
6= 0,
then a = a′− eT (a)∪P and at0 = a
′
t0
. Thus a′t0 > 0, at0 > 0 and a− et0 ∈ C
(n)
s′′−1(i).
This proves that dP,a = 0 for all P ∈ P(s′′, t0) and a ∈ C
(n)
s′′ (i).
Thus {κ(P, a) | P ∈ P(s′′, t0), a ∈ C
(n)
s′′ (i)} is a linearly independent set and
dim k(Λ˜(n)Kl)l+s ≥
(
|R(a′)| − 1
s− |T (a′)| − 1
)
.
Since (Λ˜(n)Kl)l+s ⊂ (Ker fl)l+s, this implies that (Λ˜(n)Kl)l+s = (Ker fl)l+s for
s = 2, . . . , n+ 1.
This proves that Ker fl is generated by Kl for 0 ≤ l ≤ m − 2, and so we prove
(a), (b) and (c), by induction.
Now we prove (d). Consider the case of l = m − 1, note that C
(n)
m−1(i) = {b =
(b1, . . . , bn+1)}, with b1 = m+ n− 1−
n∑
t=1
it, and bt = it−1 − 1 for 2 ≤ t ≤ n+ 1.
Clearly, we have soc P˜ (vi(b)) = P˜ (vi(b))n+1 = (Ker fm−1)n+1 ⊂ Ker fm−1.
For each a′ 6= b + e such that S˜(vi(a′)) is a composition factor of rP˜ (vi(b))s,
for 1 ≤ s ≤ n, evi(a′)Λ˜evi(b) 6= 0 and a
′ ∈ Z+
n+1
m−1+s \ C
(n)(i). Considering the
composition factor S˜(a′) in the degree m − 1 + s component of the projective
resolution (12). Since the only vertex of the form vi(a) with a ∈ C(n)(i) on a path
from vi(b) to vi(a′) is vi(b), |T (a)| = s. So s − |T (a)| = 0, and by Lemma 3.4,
dim kevi(a′)(Ker fm−1)m−1+s = 0. This proves that (Ker fm−1)m−1+s = 0 for 1 ≤
s ≤ n, and thus Ker fm−1 = soc P˜ (vi(b)). 
Let Λ˜0 be the subspace spanned by the idempotents of Λ˜(n), and let Λ˜1 be the
subspace spanned by the arrows. Then ρ˜g¯(n) ⊂ Λ˜1⊗Λ˜0 Λ˜1, and it spans a subspace
Rg¯ ⊂ Λ˜1⊗Λ˜0 Λ˜1. Let TΛ˜0(Λ˜1) = Λ˜0+Λ˜1+Λ˜1⊗Λ˜0 Λ˜1+ · · · Λ˜
⊗Λ˜0
t
1 + · · · be the tensor
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algebra and let (Rg¯) be the ideal generated by Rg¯, then Λ˜g¯(n) ≃ TΛ˜0(Λ˜1)/(R
g¯) is
a quadratic algebra. The quadratic dual Λ˜!(n) of Λ˜(n) is defined as the quotient
TΛ˜0(DΛ˜1)/(R
g¯,⊥), where DΛ˜1 is the dual space of Λ1 and R
g¯,⊥ is the annihilator
of Rg¯ in D(Λ˜1 ⊗Λ˜0 Λ˜1). From a different view point, Theorem 2.3 is restated as
following theorem:
Theorem 3.6. Assume that m ≥ 3.
Λ˜g¯(n) is an almost Koszul algebra of type (n+1,m−1), and its quadratical dual
Λ˜g¯,!(n) is almost Koszul algebra of type (m− 1, n+ 1).
Both Λ˜g¯(n) and Λ˜g¯,!(n) are periodic algebras.
More precisely, the minimal periodicity of Λ˜g¯(n) is (n + 1)m, and the minimal
periodicity of Λ˜g¯,!(n) is (n+ 1)(n+ 2).
Proof. If follows directly from Lemma 3.5 that Λ˜g¯(n) is an almost Koszul algebra
of type (n+ 1,m− 1). So Λ˜g¯,!(n) is almost Koszul algebra of type (m− 1, n+ 1),
by Proposition 3.11 of [7].
Note that for each i ∈ Q˜(n)0, by (d) of Lemma 3.5, we have that Ω
mS˜(i) ≃
S˜(vi(b(i))) = S˜(ω(i)). If i = (i1, . . . , in), then
b(i) = (m+ n− 1−
n∑
t=1
it, i1 − 1, i2 − 1, . . . , in − 1)
and we have
ω(i) = vi(b(i)) = (m+ n−
n∑
t=1
it, i1, . . . , in−1).
Thus ωt(i) = (in−t+2, . . . , in,m + n −
n∑
t=1
it, i1, . . . , in−t), and ω
n+1(i) = i. This
proves that Ωm(n+1)S˜(i) = S˜(i), and n + 1 is minimal such that this holds for all
i ∈ Q˜(n)0. So the minimal periodicity of Λ˜g¯(n) is (n+ 1)m.
Let N(Λ˜g¯(n),m− 1) be the matrix with
N(Λ˜g¯(n),m− 1)ij = dim keiΩ
mΛ˜g¯0(n)ej.
N(Λ˜g¯(n),m − 1) is the matrix of the permutation of the simples Λ˜g¯(n)-modules
defined by Ωm, so the order of N(Λ˜g¯(n),m− 1) is n+ 1.
Now let N(Λ˜g¯,!(n), n+ 1) be the matrix with
N(Λ˜g¯,!(n), n+ 1)ij = dim keiΩ
n+2Λ˜g¯,!0 (n)ej.
By Proposition 3.14 of [7], N(Λ˜g¯,!(n), n+1) is the matrix of the permutation of the
simples Λ˜g¯,!(n)-modules defined by Ωn+2 and it is the transpose of N(Λ˜g¯(n),m−1).
So they have the same order n+1, and this proves that the minimal periodicity of
Λ˜g¯,!(n) is (n+ 1)(n+ 2). 
4. (n+ 1)-cuboid Truncations
Assume that Λ(n) = Λg(n) is an n-translation algebra with admissible n-translation
quiver Q(n) in this section. Let g¯ = (g, g′) be as defined in Section 2, let Λ˜(n) =
Λ˜g¯(n) be a twisted trivial extension of Λ(n). Now consider truncations on Λ(n) =
Λ
g¯
(n) = Λ˜g¯(n)#Z∗ and we write ρ(n) for ρg¯(n). By Theorem 3.6 and Proposition
5.4 of [15], Λ(n) is an n-translation algebra with stable n-translation quiver Q(n)
and n-translation τni = i− en+1. Write τ = τn for the n-translation of Q(n).
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Let S(i) be the simple Λ(n)-module at i ∈ Q(n)0 and let P (i) and I(i) be its pro-
jective cover and injective envelop as Λ(n)-modules, respectively. Conventionally,
set S(i), P (i) and I(i) to be zero when i 6∈ Q(n)0.
For each i = (i1, . . . , in, in+1) ∈ Q(n)0, let i′ = (i1, . . . , in) be its n-truncation
in Q˜(n)0 = Q(n)0. Define its (n + 1)-cuboid C
(n)(i) = C(n)(i′). We have char-
acterization of the linear part of the projective of simple Λ
g¯
(n)-modules using the
(n+ 1)-cuboids C(n)(i) similar to Proposition 3.2. Let
· · · −→ P
2
(S(i))
f2
−→ P
1
(S(i))
f1
−→ P
0
(S(i))
f0
−→ S(i) −→ 0 (27)
be a minimal projective resolution of the simple Λ-modules S(i) of corresponding
to the vertex i ∈ Q(n)0. If i ∈ Q0, call a an i-quiver vertex if v¯
i(a) ∈ Q(n)0.
Consider the linear part of this projective resolution. We have
Proposition 4.1. For l = 0, 1, . . . ,m− 1 and i ∈ Q(n)0, we have that P
l
(S(i)) is
generated in degree l and
P
l
(S(i)) ≃
⊕
a∈C
(n)
l
(i)
P (v¯i(a)). (28)
Further more, C
(n)
m−1(i) = {b}, and Ker fm−1 ≃ socP (v¯
i(b)) = S(v¯i(b + e)) is
simple.
Recall that a full bound subquiver Q′ of Q(n) is called a τn-slice of Q if it has
the following property [13]:
(a) for each vertex i of Q(n), the intersection of the τn-orbit of v and the vertex
set of Q′ is a single-point set;
A τn-slice is called a complete τn-slice, if it also has the following property:
(b) Q′ is path complete in the sense that for any path p : v0 −→ v1 −→ . . . −→
vt of Q(n) with v0 and vt in Q
′, the whole path p lies in Q′.
The algebra defined by a complete τ -slice of Q(n) is called a τ-slice algebra of Q(n)
(or of Λ(n)).
Let Q(n)× {t} be the full bound subquiver of Q(n) with vertex set Q(n)0 × {t}
for any t ∈ Z. It is easy to check that we have the following result.
Proposition 4.2. Q(n)× {t} are complete τ -slices of Q(n) for all t.
Let Λ(n, t) be the algebra defined by the bound quiver Q(n) × {t}. Λ(n, t) are
isomorphic to Λg(n) for all t.
Now we define the (n + 1)-cuboid completion Q(n + 1)(t) of Q(n) × {t} as the
full subquiver of Q(n) with the vertex set:
Q(n+ 1)(t)0 = ∪i∈Q(n)0×{t}{v¯
i(a)|a ∈ C(n)(i)}.
Clearly, Q(n+ 1)(t) are isomorphic quivers for all t.
Let Q(n + 1)(1)(t) and Q(n + 1)(t) be the full subquivers of Q(n + 1)(1) and
Q(n+ 1) with vertex set Q(n+1)(1)
(t)
0 = {i = (i1, . . . , it, 1, . . . , 1) ∈ Q(n+ 1)(1)0}
and Q(n+ 1)
(t)
0 = {i = (i1, . . . , it, 1, . . . , 1) ∈ Q(n+ 1)0}, respectively.
Lemma 4.3. For 1 ≤ t ≤ n+ 1, (Q(t), ρ(t)) can be identified with
(Q(n+ 1)(1)(t), ρ(n)[Q(n+ 1)(1)(t)])
as full bound subquivers.
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Proof. We prove by using induction on n and t. The assertion clearly holds for
n = 0 since Q(1)(1)(1) = Q(1).
Assume that n > 0 and the lemma holds for n′ < n. By inductive assumption
(Q(t), ρ(t)) can be identify Q(n)(1)(t), and Q(n)(1) = Q(n)(1)(n), which is identified
with Q(n) and with Q(n)×{1} = Q(n+1)(1)(n), a full subquiver of Q(n+1) inside
Q(n+ 1)(1), if t ≤ n.
We need only to prove the case of t = n+ 1.
For any i = (i1, . . . , in, in+1) ∈ Q(n+ 1)0, we have that (i1, . . . , in) ∈ Q(n)0 and
in+1 ≤ m + n − 1 −
∑n
t=1 it, by definition. It follows easily that in + in+1 − 1 ≤
m+ n− 1 −
∑n−1
t=1 it, thus i
′ = (i1, . . . , in−1, i
′
n = in + in+1 − 1, 1) ∈ Q(n)0 × {1}.
Let a = (0, . . . , 0, in+1 − 1), then a ∈ C(n)(i′), and we have that
v¯i
′
(a) = (i1, . . . , in, in+1) = i.
This proves that Q(n+ 1)0 ⊂ Q(n+ 1)(1)0.
On the other hand, for any i = (i1, . . . , in, in+1) ∈ Q(n + 1)(1), there is an
i′ = (i′1, . . . , i
′
n, 1) ∈ Q(n + 1)0 × {1} such that i = v¯
i′ (a) for some a ∈ C(n)(i′).
Thus it = i
′
t+ at− at+1 > 1 for t ≤ n and in+1 = 1+ an+1. For 1 ≤ s ≤ n, we have
s∑
t=1
it =
∑s
t=1 i
′
t + a1 − as+1
≤
∑s
t=1 i
′
t +m+ n− 1−
n∑
t=1
i′t − as+1
= m+ n− 1−
n∑
t=s+1
i′t − as+1 ≤ m+ s− 1,
and
n+1∑
t=1
it =
n+1∑
t=1
i′t + a1 ≤ m+ n.
This proves that i ∈ Q(n+ 1)0 and thus Q(n+ 1)0 = Q(n+ 1)(1)0.
Now we prove that Q(n+ 1)(1) is a full bound subquiver of Q(n). Assume that
j, j(t), j(s, t) ∈ Q(n+1)(1)0 and j(s) ∈ Q(n)0. Then i = j− (jn+1−1)en+1 ∈ Q(n+
1)(1)
(n)
0 and i(s) = j(s)−(jn+1−1)en+1, i(t) = j(t)−(jn+1−1)en+1, i(s, t) = j(s, t)−
(jn+1−1)en+1 ∈ Q(n+1)(1)
(n)
0 . Thus et+(jn+1−1)en+1, et+es+(jn+1−1)en+1 ∈
C(n)(i), so es + (jn+1 − 1)en+1 ∈ C(n)(i) and j(s) = vi(es + (jn+1 − 1)en+1) ∈
Q(n + 1)(1)0. This proves that (Q(n + 1)(1), ρ(n)[Q(n + 1)(1)]) is a full bound
quiver of (Q(n), ρ(n)), since elements of ρ(n) are either paths of length 2, or linear
combinations of two paths of length 2 of the arrows of the same types. 
Write ρ(n+ 1)(1)(t) = ρ(n)[Q(n+ 1)(1)(t)], and ρ(n+ 1)(t) = ρ(n)[Q(n+ 1)(t)].
As a corollary of Lemma 4.3, we have
Corollary 4.4. (Q(n+1)(t), ρ(n+1)(t)) are full bound subquivers of (Q(n), ρ(n)).
Let Λ(n+ 1)(t) be the algebra defined by the bound quiver (Q(n+ 1)(t), ρ(n+
1)(t)) and they will be called (n+ 1)-cuboid truncations of Λ
g¯
(n).
We have the following theorem.
Theorem 4.5. (a) Λ(n+ 1)(t) are all isomorphic to Λ(n+ 1)(1) = Λ(n+ 1).
(b) Let I(t) be the ideal of Λ(n) generated by the set {ei | i ∈ Q(n)0 \ Q(n +
1)(t)0}, then Λ(n+ 1) ≃ Q(n)/I(t) for all t.
(c) Λ(n+ 1) is n-translation algebra.
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Proof. (a), (b) follows directly from Lemma 4.3.
Now we prove (c). Identify Q(n + 1) with Q(n + 1)(1). As a truncation of an
n-translation quiver, it follows from (a) and (b) that Q(n + 1) is an n-translation
quiver.
For each i ∈ Q(n+ 1)0 = Q(n + 1)(1)0 ⊂ Q(n)0, we have a minimal projective
resolution (27) of simple Λ(n)-module S(i). Note that Λ(n + 1) ≃ Λ(n)/I, where
I is the ideal generated by {ej | j ∈ Q(n)0 \ Q(n + 1)(1)0}. Since Q(n + 1)(1)0 is
finite let e =
∑
i∈Q(n+1)(1)0
ei, then e¯ is the unit of Λ(n)/I. We have S(i) = S(i) for
i ∈ Q(n+1)(1)0. Tensor (27) with Λ(n)/I, we get a complexes of Λ(n+1)-modules
· · · −→ Λ(n)/I ⊗Λ(n) P
2
(S(i))
1⊗f2
−→ Λ(n)/I ⊗Λ(n) P
1
(S(i))
1⊗f1
−→ Λ(n)/I ⊗Λ(n) P
0
(S(i))
1⊗f0
−→ Λ(n)/I ⊗Λ(n) S(i) = S(i) −→ 0.
(29)
Note that Λ(n)/I ⊗Λ(n) P
t
(S(i)) ≃ P
t
(S(i))/IP
t
(S(i)). For any y =
∑
p a¯p ⊗ yp =
e¯⊗
∑
p apyp in Ker (1⊗ ft), we have that
∑
p apyp ∈ Ker ft = ft+1(P
t+1
(S(i))) and
hence there is an x ∈ P
t+1
(S(i)) such that ft+1(x) =
∑
p apyp. Thus (1⊗ft+1)(e¯⊗
x) = y. This proves that (29) is exact and hence a projective resolution S(i) as
Λ(n+ 1)-modules.
Note that Λ(n)/I ⊗Λ(n) P
t
(S(i)) ≃ P
t
(S(i))/IP
t
(S(i)). Thus if i ∈ Q(n)0 \
Q(n + 1)(1)0, then Λ(n)/I ⊗Λ(n) Λ(n)ei = (Λ(n)/IΛ(n))ei ⊗Λ(n) ei = 0 and if
i ∈ Q(n + 1)(1)0, then Λ(n)/I ⊗Λ(n) Λ(n)ei = (Λ(n)/IΛ(n)ei ≃ Λ(n + 1)ei. If
i ∈ Q(n+ 1)(1)0, by Proposition 4.1, we have for l = 0, 1, . . . ,m− 1,
Λ(n)/I ⊗Λ(n) P
l
(S(i)) ≃
⊕
a∈C
(n)
l
(i),via∈Q(n+1)(1)0
Λ(n+ 1)(1)ev¯i(a) (30)
is generated in degree l and Ker (1⊗ fm−1) is either simple or zero.
This proves that Λ(n + 1) is almost Koszul of type (n + 1,m − 1) and thus is
n-translation algebra.

We call Λ(n+ 1) a (n+ 1)-cuboid completion of Λ(n).
5. Admissibility of Pyramid n-cubic Algebra
Now fix m ≥ 3, and a integer n ≥ 1. Let Q(n) and ρ(n) = ρg(n) be the data for
a pyramid shaped n-cubic quiver Q(n) = Qg(n) as defined in (4), (5) and (6), and
let Λ(n) be the pyramid n-cubic algebra defined by the bound quiver (Q(n), ρ(n)).
For a bound path p from i to j such that any of bound path from i to j of the
same length as p is linearly dependent on p, recall that p is left stark of degree t
with respect to i′ if pw is a bound element for any bound element w from i′ to i of
length t < n+ 1− l(p); and p is right stark of degree t with respect to j′ if wp is a
bound element for any bound element w′ from j to j′ of length t < n+ 1− l(p). A
bound path p is shiftable if it is linearly dependent to paths of the form p′p′′ with
p′′ is trivial or linearly dependent on paths passing through no injective vertex and
p′ is trivial or linearly dependent on paths passing through no projective vertex.
Recall that an n-translation quiver Q is called admissible if it satisfies the fol-
lowing conditions:
(i) For each bound path p, there are paths q′ and q′′ such that q′pq′′ is a bound
path of length n+ 1.
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(ii) Any bound path p from a non-injective vertex i to a non-projective vertex
j is linearly dependent to shiftable paths.
(iii) Let i be a non-projective vertex. Let p be a bound path ending at i and
let q be a bound path starting at τi with l(p) + l(q) ≤ n. If p passes
a projective vertex and q passes an injective vertex, then p is either left
stark with respect to t(q), or q is right stark with respect to s(p), of length
n+ 1− (l(p) + l(q)).
We have the following lemma describing the bound paths in Q(n)
Lemma 5.1. Let q = γ
(tr)
i(t1,...,tr−1)
γ
(tr−1)
i(t1,...,tr−2)
· · · γ
(t1)
i be a bound path in Q(n).
If tr 6= 1 and itr−1 > 1, then there is a d ∈ k such that
q = dγ
(tr−1)
i(t1,...,tr−2,tr)
γ
(tr−2)
i(t1,...,tr−3,tr)
· · · γ
(t1)
i(tr)
γ
(tr)
i .
If jt1 > 1, then there is a d ∈ k such that
q = dγ
(t1)
i(t2,...,tr−1,tr)
γ
(tr)
i(t2,...,tr−1)
· · · γ
(t3)
i(t2)
γ
(t2)
i .
Proof. Set j(u) = i(t1, . . . , tu−1) = (j
(u)
1 , . . . , j
(u)
n+1) for u = 1, . . . , r. Since q is a
bound path, t1 6= tr are pairwise different.
If tr 6= 1 and itr−1 > 1, then for u = 1, . . . , r− 1, j
(u)
tr−1
≥ itr−1 > 1, and we have
that j(u)(tr) = j
u − etr−1 + etr is a vertex in Q(n), too. Thus there are non-zero
d1, . . . , dr−1 ∈ k such that γ
(tr)
i(t1,...,ts)
γ
(ts)
i(t1,...,ts−1)
= dsγ
(ts)
i(t1,...,ts−1,tr)
γ
(tr)
i(t1,...,ts−1)
and
thus
q = γ
(tr)
i(t1,...,tr−1)
γ
(tr−1)
i(t1,...,tr−2)
· · · γ
(t2)
i(t1)
γ
(t1)
i
= dr−1γ
(tr−1)
i(t1,...,tr−2,tr)
γ
(tr)
i(t1,...,tr−2)
· · · γ
(t2)
i(t1)
γ
(t1)
i
= · · ·
= dr−1 · · · d1γ
(tr−1)
i(t1,...,tr−2,tr)
γ
(tr−2)
i(t1,...,tr−3,tr)
· · · γ
(t1)
i(tr)
γ
(tr)
i
= dγ
(tr−1)
i(t1,...,tr−2,tr)
γ
(tr−2)
i(t1,...,tr−3,tr)
· · · γ
(t1)
i(tr)
γ
(tr)
i .
Similarly, if t1 > 1, then we have j
(u)
t1−1
> 1 for u = 2, . . . , n so (t1)j
(u) = j(u) +
etr−1 − etr ∈ Q(n)0. This implies (t1)j
(u) ∈ Q(n + 1)0 and there are non-zero
d′2, . . . , d
′
r ∈ k such that γ
(ts)
i(t1,...,ts−1)
γ
(t1)
i(t2,...,ts−1)
= d′sγ
(t1)
i(t2,...,ts)
γ
(ts)
i(t2,...,ts−1)
and thus
q = γ
(tr)
i(t1,...,tr−1)
γ
(tr−1)
i(t1,...,tr−2)
· · · γ
(t2)
i(t1)
γ
(t1)
i
= d′2γ
(tr)
i(t1,...,tr−1)
γ
(tr−1)
i(t2,...,tr−2)
· · · γ
(t1)
i(t2)
γ
(t2)
i
= · · ·
= d′rd
′
r−1 · · · d
′
2γ
(t1)
i(t2,...,tr)
γ
(tr)
i(t2,...,tr−1)
· · · γ
(t3)
i(t2)
γ
(t2)
i
= d′γ
(t1)
i(t2,...,tr)
γ
(tr)
i(t2,...,tr−1)
· · · γ
(t3)
i(t2)
γ
(t2)
i .

Theorem 5.2. Pyramid n-cubic algebra Λ(n) is an extendible (n − 1)-translation
algebra with admissible (n− 1)-translation quiver Q(n).
Proof. We prove the theorem by using induction on n. We have
Q(1) = Q :
1
◦−→
2
◦−→◦ · · · ◦−→
m
◦ , (31)
with the relation ρ(1) = {αi+1αi | i = 1, . . . ,m − 2}. Clearly, Q(1) = (Q(1), ρ(1))
is an admissible 0-translation quiver with 0-translation τ0 : i + 1 → i for i =
1, . . . ,m − 1. Λ(1) is a Koszul algebra with radical squared zero. So it is a 0-
translation algebra, and it is extendible by Theorem 2.1 of [7].
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Assume that Λ(n) is an extendible (n − 1)-translation algebra and its bound
quiver Q(n) is an admissible (n− 1)-translation quiver.
It follows from Theorem 4.5 that Λ(n + 1) is an n-translation algebra with n-
translation Q(n+ 1) and n-translation τn : i→ i − en+1. We prove that Q(n+ 1)
is admissible.
Let P and I be the sets of projective vertices and injective vertices of Q(n+ 1),
respectively. Then
P = {i ∈ Q(n+ 1)0 | in+1 = 1} I = {i ∈ Q(n+ 1)0 | |i| = m+ n}.
Let p = γ
(ts)
i(t1,...,ts−1)
· · · γ
(t1)
i be a bound path in Q(n+ 1). If th = 1, then
i, i(t1), . . . , i(t1, . . . , th−1)
are not injective. If th = n+ 1, then
i(t1, . . . , th), i(t1 . . . , th, th+1), . . . , i(t1, . . . , ts)
are not projective.
Assume that p is a bound path from i to j in Q(n + 1). Then j ∈ {vi(a) | a ∈
Un+1} and i ∈ {vj−en+1(a) | a ∈ Un+1}. If j is non-projective, then there is a path
p′ from τnj to i such that pp
′ is a bound path of length n+ 1, take p′′ = ej be the
trivial path. If i is non-injective then there is a path p′′ from j to τ−1n i such that p
′′p
is a bound path of length n+1, take p′ = ei be the trivial path. If i is injective and
j is projective, then we have that
n+1∑
t=1
it = m + n and jn+1 = 1. So in+1 = 1 and
|j| = m+n, and all the vertices on the path p are projective and injective, which is
on the subquiver Q(n) × {1} of Q(n+ 1). By the inductive assumption, there are
paths q′ and p′′ in Q(n)× {1}, such q′pp′′ is a bound path from i′ = (i′1, . . . , i
′
n+1)
to j′ = (j′1, . . . , j
′
n+1) of length n. But i
′
t ≥ 1 and j
′
t ≥ 1 for t = 1, . . . , n+ 1, q
′pq′′
is formed by arrows of different type, thus j′n > 1 and j
′, j′(n + 1) are vertices in
Q(n + 1). So γ
(n+1)
j′ : j
′ → j′(n + 1) is an arrow of Q(n + 1). Let p′ = γ
(n+1)
j′ q
′,
then p′pp′′ is a bound path of length n+ 1 in Q(n+ 1). This proves the Condition
(i) of the admissibility.
Let p = γ
(ts)
i(t1,...,ts−1)
· · · γ
(t1)
i be a bound path from non-injective vertex i to non-
projective vertex j. Then we have that jn+1 > 1 and |i| < m+ n. We prove that p
is shiftable by using induction on s.
If s = 1, then either t1 = 1, then in+1 = jn+1, both i and j are non-projective
and we take p′ = p, p′′ = ei, so p = p
′p′′ is shiftable, or t1 6= 1 and |j| = |i| < m+n,
thus both i and j are non-injective and we take p′ = ej, p
′′ = p, so p = p′p′′ is
shiftable p.
Assume that l ≥ 1 is an integer and any bound path of length l from a non-
injective vertex to a non-projective vertex is shiftable for s = l.
Now let s = l + 1. Assume that p passes through both a projective and an
injective vertex. Since for any arrow α : i′ → j′, j′ is injective if i′ is so, and i′ is
projective if j′ is so, thus i is projective and j is injective and we have in+1 = 1 and
|j| = m+ n. This implies that there is one arrow of type 1 one arrow of type n+ 1
in p in the path, and we have jn+1 = 2 and |i| = m+ n− 1.
If t1 6= 1, p does not start with an arrow of type 1, then i(t1) is not injective,
then p′ = γ
(ts)
i(t1,...,ts−1)
· · · γ
(t2)
i(t1)
is a bound path from a non-injective vertex i(t1) to
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a non-projective vertex j and thus it is shiftable by inductive assumption. So p is
also shiftable by definition.
If tl 6= n+1, that is, p does not end with an arrow of type n+1, then (tl)j is not
projective, then p′ = γ
(tl)
i(t1,...,tl−1)
· · · γ
(t1)
i is a bound path from a non-injective vertex
i to a non-projective vertex (tl)j and thus it is shiftable by inductive assumption.
So p is also shiftable by definition.
Now assume that t1 = 1, tl+1 = n+ 1.
If itr−1 = 1 for 1 < r ≤ l+1 and jtr = 1 for 1 ≤ r ≤ l. Then for r = 1, . . . , l+1,
i(t1, . . . , tr) ∈ Q(n + 1) if and only if tv = v for v = 1, . . . , r and similarly, for
r = 1, . . . , l, (tr, . . . , tl+1)j ∈ Q(n + 1) if and only if tl+1−v = n + 1 − v for v =
1, . . . , l + 1 − r. This implies l = n and jn+1 = in+1 + 1 = m, since j is injective
and |j| = m+n. So in+1 = m− 1 ≥ 2, this contradicts the fact that i is projective.
So there is 1 < r ≤ l + 1 such that itr−1 > 1, or there is 1 ≤ r ≤ l, such that
jtr > 1. In the first case we have that
p = dγ
(tl+1)
i(t1,...,tl)
· · · γ
(tr+1)
i(t1,...,tr)
γ
(tr−1)
i(t1,...,tr−2,tr)
· · · γ
(t1)
i(tr)
γ
(tr)
i
by Lemma 5.1, and p is a multiple of a path which does not start with an arrow of
type 1. Similarly, in the second we have that
p = dγ
(tr)
i(t1,...,tr−1,tr+1,...,tl+1)
γ
(tl+1)
i(t1,...,tr−1,tr+1,...,tl)
· · · γ
(tr+1)
i(t1,...,tr−1)
γ
(tr−1)
i(t1,...,tr−2)
· · · γ
(t1)
i(tr)
.
Thus p is linearly dependent to shiftable paths by above argument and (ii) of the
admissible condition hold.
It follows from Lemma 2.4 that for any pair i, j of vertices of Q(n + 1), all the
bound paths from i to j are linearly dependent if there is one, it is easy to see that
(iii) of the admissible condition holds.
This proves that a pyramid n-cubic algebra is (n − 1)-translation algebra with
admissible (n−1)-translation quiver, by induction. By Proposition 4.2 of [15], there
is g¯ such that Λ˜g¯(n + 1) is the trivial extension of Λ(n + 1) and by Theorem 3.6,
Λ(n+ 1) is extendible. 
6. n-almost Split Sequences and Absolutely n-complete Algebras
We omit g,g′ and g¯ whenever it is possible in this section. Let Γ(n + 1) =
Λ(n+ 1)!
op
be the Koszul dual of Λ(n + 1). They have the same quiver with
quadratic dual relations. The Koszul complexes gives a correspondence between
the radical layers of the projective cover of a simple and terms in the projective
resolution of the corresponding simple of these two algebras [7]. The radical layers
of the projective cover and the terms of projective resolution of a simple Λ(n)-
module are described by the n-cubic cells H i and n-hammocks H iC (see Lemma 2.7
and (30)).
Now we consider the n-almost split sequence in the category of the finite gen-
erated projective modules. We first study the n-cubic cells and n-hammocks, we
have the following lemma.
Lemma 6.1. Let Q(n) be a pyramid shaped n-cubic quiver and let i be a vertex of
Q(n).
If H i is complete, then H
v¯i(e)
C is not complete.
If H iC is complete, then H
v¯i(b(i)) is not complete.
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Proof. For i = (i1, . . . , in) ∈ G(n)0, then v¯i(e) = (i1, . . . , in−1, in + 1). Thus
b(v¯i(e)) = (m+ n− 1−
∑n
t=1 it, i2 − 1, . . . , in−1 − 1, in) and
v¯v¯
i(e)(b(v¯i(e))) = (i1+m+n−1−
n∑
t=1
it−i2+1, 2i2−i3, . . . , 2in−1−in−1, 2in+1),
and we have
|v¯v¯
i(e)(b(v¯i(e)))| = m+ n− 1 + 1 = m+ n.
This implies that v¯v¯
i(e)(b(v¯i(e))) 6∈ Q(n)0 and H
v¯i(e)
C is not complete.
The second statement is proven similarly. 
We have the following lemma.
Lemma 6.2. The following are equivalent for Λ(n+ 1).
(i) Λ(n+ 1)ei is projective injective.
(ii) The Loewy length of Λ(n+ 1)ei is n+ 2.
(iii) H i is complete.
Proof. (i)⇔ (ii). Since Λ(n+1) is (n+1)-translation algebra, an projective module
is projective injective module if and only if its Lowey length is n+ 2.
(ii) ⇔ (iii). The Loewy length of Λ(n + 1)ei is n + 2 if and only if there is a
bound path of length n+1 starting from i in (Q(n+1), ρ(n+1)). The only bound
path of length n+1 in starting from i in (Q(n+1), ρ(n+1)) must end at v¯i(e). So
the Loewy length of Λ(n+ 1)ei is n+ 2 if and only if v¯
i(e) in (Q(n+ 1), ρ(n+ 1)),
that is, if and only if H i is complete. 
It follows from Theorem 6.2 of [15], that Λ˜(n)!
op
and Λ(n)!
op
are self-injective of
Loewy lengthm, so they are (m−2)-translation algebras. Via the Koszul complexes,
(n+1)-hammocks can be used to describe the radical layers of the projective covers
and (n+1)-cubic cells can be used to describe the projective resolutions of the simple
Λ(n)!
op
-modules. Note that Γ(n+ 1) = Λ(n+ 1)!
op
have the same quiver Q(n+ 1)
as Λ(n+1), the arrows are the opposites of the dual basis of the original arrows of
kQ(n+ 1)1, which we denote by the same notations. The relations can be chosen
as a basis of the orthogonal space of the subspace spanned by ρg¯(n+ 1), say
ρg¯,⊥(n+ 1) = {d−1s,t,iγ
(t)
i(s)γ
(s)
i + γ
(s)
i(t)γ
(t)
i | i, i(t), i(s), i(t)(s) ∈ Q(n+ 1)0,
1 ≤ t < s ≤ n+ 1}
∪{γ
(s+1)
is γ
(s)
i | s = 1 or is−1 > 0, is = 1}.
(32)
As a truncation of Γ(n)!
op
, we also have the following version of Lemma 6.2 for
Γ(n+ 1).
Lemma 6.3. Γ(n + 1) is an (m − 2)-translation algebra, and the following are
equivalent for Γ(n+ 1).
(i) Γ(n+ 1)ei is projective injective.
(ii) The Loewy length of Γ(n+ 1)ei is m.
(iii) H iC is complete.
Proof. It follows from Lemma 4.3 that (Q(n + 1), ρg¯,⊥(n + 1)) is a full bound
subquiver of (Q(n), ρg¯,⊥(n)), the bound quiver of Γ(n) = Λ(n)!
op
, and it is an
(m − 2)-translation quiver. Thus Γ(n + 1) ≃ Γ(n)/I ′(t) where i′(t) is the ideal of
Γ(n) generated by the set {ei | i ∈ Q(n)0 \Q(n+ 1)(t)0}. Since it is the quadratic
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dual of (n+ 1,m− 1)-Koszul algebra, it is an (m− 1, n+ 1)-Koszul algebra, hence
an (m− 2)-translation algebra.
Thus Γ(n+ 1)ei is projective injective if and only if its Loewy length is m, and
(i) is equivalent to (ii).
Note that all the bound path from i are inside H iC , and an bound path of length
m− 1 from i ends at v¯i(b(i)), thus the Loewy length of Γ(n+1)ei is m if and only
if v¯i(b(i)) is in H iC , that is H
i
C is complete. This proves that (ii) is is equivalent to
(iii). 
Note that the n-translation of Λ(n+1) is defined by τ−1n i = i+e and the (m−2)-
translation of Γ(n+1) is defined by τ−1[m−2]i = v¯
i(b(i)). Then we have the following
result:
Theorem 6.4. Γ(n+ 1) is an (m− 2)-translation algebra.
addΓ(n+ 1) has n-almost split sequence.
addΛ(n+ 1) has (m− 3)-almost split sequence.
Proof. The first assertion follows from Lemma 6.3.
Since Γ(n+1) is the quadratic dual of Λ(n+1) and Λ(n+1) is an n-translation
algebra, Γ(n + 1) is a partial Artin-Schelter n-regular algebra, by Theorem 6.1 of
[15]. Similarly, Λ(n + 1) is a partial Artin-Schelter (m − 2)-regular algebra. The
last two assertions follow from Theorem 7.2 of [15]. 
The following proposition gives the relationship between the quadratic dual Γ(n+
1) of Λ(n+ 1) and Iyama’s absolutely (n+ 1)-complete algebra.
Proposition 6.5. Γg¯(n+ 1) = T
(n+1)
m (k) for some g¯.
Proof. Starting with the quiver (31), we have that Γ(1) = kQ(1)op. Consider the
quiver Q(n+1) defined in Definition 6.11 of [18]. For x ∈ Q(1)0, we have lx + x =
m + 1 for x ∈ Q(0)0, since τm+1−xI(x) = 0 for the injective kQ-module I(x)
corresponding to the vertex x. One sees easily, ι : i→ i− e2 − · · · − en+1 defines a
bijection from Q(n+1)0 to Q
(n+1)
0 , and the arrows are reversed under this bijection.
So Q(n+ 1) is the opposite quiver of Q(n+1).
Choosing g¯ in (32) such that ds,t,i = −1 for all s, t, i with i, i(t), i(s), i(t)(s) ∈
Q(n+ 1)0, that is for each square with vertex set i, i(t), i(s), i(t)(s), we get a com-
mutative relation for each square in Q(n+1) and a zero relation for each half square
in Q(n+ 1). (32) is the set of the opposites of relations given in Theorem 6.12 of
[18] for the above quiver Q(n+1). Thus (Q(n + 1), ρg¯,⊥) is exactly the quiver and
relations defining T
(n+1)
m (k) and Γg¯(n+ 1) ≃ T
(n+1)
m (k). 
By the above proposition, we have the following realization of Iyama’s cone
construction of absolutely (n+1)-complete algebras from an absolutely n-complete
algebra.
Theorem 6.6. There exist g such that Λg(n) = T
(n)
m
!op
(k) is the pyramid n-
cubic algebra defined in Proposition 2.2, and there is an (n+ 1)-cuboid completion
Λg¯(n+ 1) of Λg(n) such that T
(n+1)
m (k) ≃ Λg¯
!op
(n+ 1).
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